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Accurately treating electron correlation in the wavefunction is a key challenge for both classical
and quantum computational chemistry. Classical methods have been developed which explicitly
account for this correlation by incorporating inter-electronic distances into the wavefunction. The
transcorrelated method transfers this explicit correlation from the wavefunction to a transformed,
non-Hermitian Hamiltonian, whose right-hand eigenvectors become easier to obtain than those of
the original Hamiltonian. In this work, we show that the transcorrelated method can reduce the
resources required to obtain accurate energies from electronic structure calculations on quantum
computers. We overcome the limitations introduced by the non-Hermitian Hamiltonian by using
quantum algorithms for imaginary time evolution.
I. INTRODUCTION
Since its conception, scientists have applied the theory
of quantum mechanics to better understand the proper-
ties of atoms, molecules, and materials. Despite consid-
erable progress in this area, simulating realistic systems
to high accuracy remains a central challenge for compu-
tational chemistry. This difficulty stems from the com-
putational complexity of exactly simulating many-body
quantum systems; a problem believed to require classi-
cal resources scaling exponentially with the size of the
simulated system. It is believed that using a controllable
quantum system as the simulation platform (as originally
proposed by Feynman [1]) may ameliorate this problem.
Quantum algorithms have been developed that require
polynomially scaling resources to obtain both the static
and dynamic properties of quantum systems of interest
(see Refs. [2–4] and the references therein).
Nevertheless, despite the optimism around the growing
field of quantum computational chemistry, many chal-
lenges still remain. Most notably, current quantum com-
puters are limited in qubit count and circuit depth, and
so cannot yet outperform classical computers at useful
tasks. Herein, we focus on the problem of determining
the electronic structure of molecules and condensed mat-
ter systems.
Wavefunctions describing the ground and excited
states of these systems need to account for the corre-
lation between electrons. Electron correlation is loosely
divided into ‘static’ and ‘dynamic’ correlation. Static
correlation refers to cases where more than one Slater de-
terminant is dominant in the wavefunction, such as dur-
ing bond breaking, or low-spin open-shell states. Static
correlation is typically dealt with using non-perturbative
techniques that seek to accurately treat the dominant
∗ sam.mcardle.science@gmail.com
components of the wavefunction, such as multiconfigu-
rational self-consistent field theory (MCSCF), and ten-
sor network methods. Dynamic correlation refers to the
minor fluctuations from a mean field resulting from in-
stantaneous Coulomb repulsion between electrons, which
tends to anti-correlate their positions. Dynamic corre-
lation is usually dealt with using a coupled cluster ex-
pansion or perturbation theory. The most severe man-
ifestation of dynamic correlation occurs at short inter-
electronic distances. As two electrons approach each
other, the Coulomb potential diverges, leading to sharp
features in the wavefunction, known as the ‘electron-
electron cusps’. Accurately resolving these cusps typ-
ically involves expanding the wavefunction as a linear
combination of Slater determinants in a large single par-
ticle basis set. This is often the approach taken in cou-
pled cluster, or perturbation theory calculations.
It has proven challenging to develop techniques
that can accurately treat both static and dynamic
correlation, at reasonable cost. The former techniques
are too expensive to apply in large basis sets, while
the latter techniques are typically designed to work
from single determinant reference states. Although
techniques have been developed to resolve this issue,
such as MCSCF + perturbation theory, there is not
yet a clear consensus as to which methods are most
effective. This problem even extends to simulations
performed on quantum computers. While quantum
computers can easily account for static correlation by
efficiently storing the many-body wavefunction, increas-
ing the basis set size and the number of excitations
considered requires additional qubits and gates. As
current quantum computers are limited in both qubit
count and gate depth, this restricts the size and ac-
curacy of the quantum simulations that we can carry out.
A number of methods have been developed which
target dynamic correlation, while using smaller basis
sets. These techniques typically introduce an explicit
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2dependence on the electron-electron distances into the
wavefunction. The leading techniques are reviewed
in Refs. [5–7], and include: Hylleraas-type methods,
exponentially correlated Gaussians, the transcorrelated
method, and R12/F12 methods. In this work, we focus
on the transcorrelated method of Boys et al. [8, 9]. This
method does not depend on the algorithm used to solve
the resulting chemistry problem, and does not include
approximations. This motivates replacing the classical
chemistry methods typically used for the transcorrelated
approach, with a quantum subroutine. However, as the
transcorrelated Hamiltonian is no longer Hermitian, it
is not straightforward to incorporate it into canonical
quantum algorithms like the variational quantum eigen-
solver (which relies on having a variational lower bound
when measuring the expectation values of Hermitian
operators), or quantum phase estimation (which evolves
the system under a unitary function of the Hamiltonian).
Instead, we make use of a quantum algorithm imple-
menting ansatz-based imaginary time evolution [10],
motivated by the success of imaginary time-like methods
such as full configuration interaction quantum Monte
Carlo (FCIQMC) when used in conjunction with the
transcorrelated method [11–13].
The rest of this paper proceeds as follows. In Sec. II
we introduce explicitly correlated methods, discuss the
transcorrelated method in detail, and highlight some
of the basic properties of non-Hermitian operators. In
Sec. III we show that quantum imaginary time evo-
lution algorithms can in principle be used to find the
ground states of non-Hermitian Hamiltonians, including
the transcorrelated Hamiltonian. We confirm this numer-
ically in Sec. IV, where we simulate using our method to
find the ground state of small Fermi-Hubbard models to
high accuracy.
We note that while this manuscript was being finalised,
a related preprint was released [14]. That work consid-
ers the ‘canonical transcorrelated’ approach of Yanai and
Shiozaki [15], which leads to a unitary transformation of
the Hamiltonian, and thus a Hermitian transcorrelated
Hamiltonian. This unitarity comes at a cost of intro-
ducing approximations in the Hamiltonian, which result
from truncating the BakerCampbellHausdorff (BCH) ex-
pansion of the transformed Hamiltonian at second or-
der. The severity of this approximation is not yet fully
understood by the computational chemistry community.
Nevertheless, the Hermitian nature of the (approximate)
canonical transcorrelated Hamiltonian enables it to be
used in black-box quantum algorithms like the variational
quantum eigensolver (VQE) and quantum phase estima-
tion (QPE). The authors of that work use the VQE to
obtain more accurate results than would be obtained by
using the unmodified Hamiltonian. As such, the results
of our two papers are complementary, and highlight the
value in further exploring transcorrelated approaches to
quantum computational chemistry.
II. EXPLICITLY CORRELATED METHODS
Before discussing explicitly correlated approaches to
quantum chemistry, we first briefly review some of the
standard approaches used to solve the electronic struc-
ture problem. A comprehensive discussion of these tech-
niques is given in the textbooks by Helgaker et al.
[16] and Szabo and Ostlund [17]. We are often inter-
ested in obtaining the low lying eigenstates of chemical
systems of interest, as these will determine their chem-
ical properties. As a first approximation, we typically
restrict ourselves to solving the electronic Schro¨dinger
equation, which is obtained by fixing the positions of the
nuclei, and treating them as classical particles (the Born-
Oppenheimer approximation). We seek the eigenvalues
and eigenstates of the electronic Hamiltonian, which in
atomic units is
He = −
∑
i
∇2i
2
−
∑
i,I
ZI
|ri −RI | +
1
2
∑
i 6=j
1
|ri − rj | , (1)
where RI , and ZI denote the position, and atomic num-
ber of the Ith nucleus, and ri is the position of the i
th
electron. This problem is too difficult to solve for all
but the simplest systems, such as the hydrogen atom.
To make the calculation more tractable, the continuous,
real space Hamiltonian is usually projected onto a finite
Hilbert space defined by a basis set, typically a set of
M atomic or molecular spin-orbitals. The vector space
is then the set of all possible anti-symmetrised products
(Slater determinants) of N electrons in N spin-orbitals.
The anti-symmetry requirement, dictated by the Pauli
principal, is naturally taken care of in the language of sec-
ond quantisation. In second quantisation, we can write
the wavefunction as
|Ψ〉 =
∑
i
αi |i〉 , (2)
where αi are complex coefficients, and |i〉 represent Slater
determinants, which are conveniently represented by the
shorthand notation of Fock occupation number vectors
|i〉 = |iM−1, . . . , ij , . . . , i0〉 , (3)
where ij = 1 when spin-orbital j is occupied in the cor-
responding Slater determinant, and ij = 0 when it is
empty. The electronic Hamiltonian projected onto a ba-
sis of single particle orbitals can be written as
H =
∑
p,q
hpqa
†
paq +
1
2
∑
p,q,r,s
hpqrsa
†
pa
†
qaras, (4)
where hpq and hpqrs are coefficients obtained from sin-
gle and two-particle integrals (respectively), and a†i , ai
are fermionic creation and annihilation operators (respec-
tively).
Many of the standard methods in computational
chemistry, such as: the Hartree–Fock, coupled cluster,
3and configuration interaction methods, and multicon-
figurational self-consistent field theory, all consider
wavefunctions of the form given by Eq. (2). They seek
to approximate the full configuration interaction (FCI)
solution to the electronic Schro¨dinger equation by either
including a limited number of the determinants in the
expansion, or by including all of the terms, but with an
approximation to the true αi values. Unfortunately, it
was realised as early as the 1920’s that expanding the
wavefunction as a linear combination of Slater determi-
nants leads to a slow convergence to the true eigenvalues
and eigenvectors of Eq. (1). This is due to the failure
of the basis expansion to resolve the sharp features
in the many-body wavefunction at electron-electron
coalescence. The ‘cusp conditions’ that the wavefunction
must obey to accurately represent the true system were
formalised by Kato [18] – wavefunctions constructed
from products of single particle orbitals do not fulfil
these conditions [19].
However, long before Kato’s mathematically rigor-
ous description of the cusp conditions, it was known
that the convergence of quantum chemistry calculations
could be accelerated by explicitly including functions of
the inter-electronic distances in the wavefunction. The
first of these calculations were carried out by Hylleraas
[20] and Slater [21]. These methods give extremely accu-
rate results for small systems, but are restricted in their
applicability by their need to evaluate N -electron inte-
grals, where N is the number of electrons in the sys-
tem. A number of methods have since been developed to
make calculations of this type more practical. These are
collectively known as explicitly correlated methods, and
have been reviewed by Gru¨neis et al. [5], Hattig et al.
[6], and Kong et al. [7]. As the main focus of this work
is the transcorrelated method, we will only reference the
other main explicitly correlated approaches, before dis-
cussing in detail the transcorrelated method.
The ‘exponentially correlated Gaussians’ approach is
similar in spirit to the Hylleraas method. The method
considers wavefunctions that depend explicitly on the dis-
tances between electrons. This approach is variational,
and can obtain extremely accurate results for molecules
with up to around 3 electrons, or atoms with 4-6 elec-
trons [6]. However, it is again constrained by the re-
quirement to carry out N ! N -electron integrals. The
exponentially correlated Gaussians approach can be sim-
plified to the Gaussian geminals method, which considers
basis functions restricted to the coordinates of two elec-
trons. This approach can be combined with pair theories,
such as Møller–Plesset second order perturbation theory
(MP2) or coupled cluster with single and double excita-
tions (CCSD).
A more practical approach is the R12 method, and
its modern variant, termed F12. This technique was
originally introduced by Kutzelnigg [22], and augments a
standard single particle basis expansion with excitations
of pairs of electrons into two-electron basis functions
with a specific form. F12 methods consider a more
general form for the two-electron functions than the
original R12 methods. F12 methods have proven effec-
tive at accurately treating large systems. They are used
in conjunction with pair theories like CCSD and MP2,
and CCSD-F12 methods in small basis sets can be used
to obtain results as accurate as CCSD at the basis set
limit [6]. F12 methods can be considered the leading
explicitly correlated approach. However, their efficient
implementation utilises a number of approximations
that can complicate calculations.
An alternative approach to explicitly dealing with dy-
namic correlation in the wavefunction is the transcorre-
lated (TC) method. The TC method was introduced by
Boys et al. [8, 9], and can be linked back to an earlier ap-
proach by Hirschfelder [23]. These works observed that
rather than considering the wavefunction to be trans-
formed by an auxiliary function that describes dynamic
correlation, it is equivalent to consider the Hamiltonian
to be transformed by the auxiliary function. This can be
likened to working in the Heisenberg picture of quantum
mechanics (where operators are made time-dependent,
and wavefunctions are time-independent) rather than
the Schro¨dinger picture (where wavefunctions change in
time, and operators are unchanging). To apply the TC
method, we can write that
|ψ〉 = e
∑
i<j f(ri,rj) |φ〉 = egˆ |φ〉 (5)
where |ψ〉 is the wavefunction of the system, f(ri, rj) is
a symmetric, real function of the positions of electrons
i and j (referred to as a Jastrow factor), and |φ〉 is a
wavefunction that does not explicitly depend on inter-
electronic distances. Considering the solutions of the real
space electronic structure Hamiltonian, we see that
H |ψi〉 = Ei |ψi〉 (6)
→ Hegˆ |φi〉 = Eiegˆ |φi〉 (7)
→ H ′ |φi〉 = Ei |φi〉 , (8)
where H is the Hamiltonian of the system, and
H ′ = e−gˆHegˆ is defined as the transcorrelated Hamil-
tonian. While the explicitly correlated wavefunction
|ψi〉 is an eigenstate of the original Hamiltonian, we
see that we can obtain the same eigenvalue by finding
the wavefunction |φi〉, which is an eigenstate of H ′.
As |φi〉 is not explicitly correlated, it should be easier
to obtain than |ψi〉. As the transformation egˆ is not
unitary, the TC Hamiltonian H ′ is no longer Hermitian.
This leads to a number of issues, including: a lack of
variational lower bound on the ground state eigenvalue,
different right-hand and left-hand eigenvectors, and
non-orthogonal right-hand (or left-hand) eigenvectors.
Since the TC transformation is performed prior to pro-
jection onto a basis set, the projected TC Hamiltonian is
not isospectral with the original projected Hamiltonian,
except in the limit of an infinite basis set. The Jastrow
4factor is chosen to regularise the Hamiltonian, such that
the TC Hamiltonian is free from singularities, and to en-
sure that the function egˆ |φi〉 has the correct behaviour
in the region of the electron-electron and electron-nucleus
coincidences. If both the TC Hamiltonian and the un-
modified Hamiltonian are projected onto the same single
particle basis set, the TC Hamiltonian will yield ener-
gies closer to those obtained in the basis set limit. The
TC Hamiltonian in the real space formulation is obtained
from the BCH expansion of H ′ = e−gˆHegˆ, which trun-
cates at second order in g [13]
H ′ = H + [H, gˆ] +
1
2
[[H, gˆ], gˆ] (9)
= H −
∑
i
(
1
2
∇2i gˆ + (∇igˆ)∇i +
1
2
(∇igˆ)2
)
. (10)
This leads to additional two and three-body terms in the
Hamiltonian. The TC transformation may also provide
additional benefits beyond effectively expanding the size
of the basis set used. For example, one can also apply
a TC-type transformation to the Hamiltonian after it is
projected onto single particle basis functions. This was
applied to the Fermi-Hubbard model by Dobrautz et al.
[12] and Tsuneyuki [24]. They considered transformation
with a Gutzwiller factor
H ′ =
(
e−J
∑
i ni,↑ni,↓
)
H
(
eJ
∑
j nj,↑nj,↓
)
, (11)
where ni,σ is the number operator for the spin-lattice
site indexed by i, σ. The transformation acts to suppress
double occupancies of lattice sites [12]. While the re-
sulting TC Hamiltonian is still isospectral to the unmod-
ified Hamiltonian in this case, those authors observed
other benefits introduced by the TC method. They found
that the TC Hamiltonian had more ‘compact’ right-hand
eigenvectors than the regular Hamiltonian, which made
it easier to approximate them to high accuracy. This
‘compactification’ of right-hand eigenvectors also persists
when the TC method is applied before projecting onto
single particle basis functions, as described above [13].
Unfortunately, the benefits of the TC method may
be considered a double-edged sword; while the right-
hand eigenvectors are made easier to obtain, the left-
hand eigenvectors gain additional dynamic correlation,
and thus may become more difficult to construct from a
single particle basis expansion [19]. The left-hand eigen-
vector is given by
〈ψi|H = 〈ψi|Ei (12)
→ 〈φi| egˆH = 〈φi| egˆEi (13)
→ 〈φi| e2gˆH ′ = 〈φi| e2gˆEi, (14)
〈φ˜i|H ′ = 〈φ˜i|Ei (15)
where 〈φ˜i| = 〈φi| e2gˆ is the left-hand eigenvector of
H ′. The differing forms of the left-hand and right-hand
eigenvectors prove problematic for measuring observables
other than the energy. For example, we see that
〈O〉 = 〈ψ| Oˆ |ψ〉 = 〈φ| egˆOˆegˆ |φ〉 . (16)
As egˆOˆegˆ does not have a terminating BCH expansion,
we use the expansion Oˆ′ = e−gˆOˆegˆ (which does truncate)
to write that
〈O〉 = 〈φ| e2gˆOˆ′ |φ〉 = 〈φ˜i| Oˆ′ |φ〉 . (17)
As a result, calculating observables other than the
energy requires obtaining the left-hand eigenvector of
the TC Hamiltonian, which the TC transformation
makes more difficult to obtain. This challenge has yet
to be resolved in studies on the TC method, which have
mainly focused on finding the ground state energy of
various systems.
Early works on the TC method considered a reference
state |φ〉 consisting of a single Slater determinant, and op-
timised the parameters in the Jastrow function and the
form of the single-particle orbitals using self-consistent
equations (known as the TC-SCF method) [8, 9]. How-
ever, the use of the non-Hermitian TC Hamiltonian
means that it is not possible to use the Rayleigh-Ritz
variational principle to minimise the energy [25]. This
makes it difficult to confirm that a good solution has
been found, even if the TC equations appear converged.
Handy [25] suggested minimising the variance of the en-
ergy to find the ground state. However, this approach
presents two issues. Firstly, minimising the variance in
variational calculations typically gives a less accurate en-
ergy estimate than minimising the energy itself [25]. Sec-
ondly, the TC Hamiltonian H ′ projected onto a single
particle basis contains up to O(M6) terms, compared to
O(M4) in the unmodified Hamiltonian, where M is the
number of spin-orbitals included in the single-particle ba-
sis set. This is due to the inclusion of 3-electron terms
in the TC Hamiltonian. These computational difficulties
prevented the TC method from gaining widespread use.
More recent work has attempted to make the TC
method more practical. Ten-no [26] and Hino et al. [27]
fixed the form of the Jastrow function, and compensated
for the error this introduces by expanding |φ〉 as a sum
of Slater determinants. An alternative approach com-
bined the TC-SCF method with variational Monte Carlo
applied to the energy variance, to construct an iterative
optimisation procedure [24, 28–31]. Luo [32, 33] con-
structed a variational TC-SCF approach by discarding
the terms in the TC Hamiltonian linear in g to obtain a
Hermitian operator.
As can be seen above, a key challenge to overcome
has been how to best optimise the wavefunction, given
the non-variational nature of the energy, and the difficul-
ties with optimising parametrised Jastrow factors. Luo
and Alavi [11] developed an approach to overcome these
limitations. They used a wavefunction comprised of a
5frozen Jastrow term, and a Slater determinant expan-
sion, where the determinant expansion was optimised us-
ing full configuration interaction quantum Monte Carlo
(FCIQMC) [34]. FCIQMC is closely related to imaginary
time evolution of the state, and should converge to the
ground state if a sufficiently long time evolution is used.
This method can be used to find the ground state of the
TC Hamiltonian, without invoking variational properties
|ψ0〉 = lim
τ→∞ e
−Hτ |ψ〉 , (18)
→ egˆ |φ0〉 = lim
τ→∞
∞∑
k=0
(egˆH ′e−gˆτ)k
k!
egˆ |φ〉 , (19)
→ |φ0〉 = lim
τ→∞ e
−H′τ |φ〉 . (20)
By transferring the dynamic correlation from the right-
side wavefunction to the TC Hamiltonian, Luo and Alavi
[11] were able to make the Slater determinant wavefunc-
tion expansion more compact, which is beneficial for the
FCIQMC method since far fewer walkers are required
to accurately sample the wavefunction expansion. This
approach has been applied to simulations of plane
wave Hamiltonians [11], the Fermi-Hubbard model [12],
atomic systems in Gaussian basis sets [13], quantum
gases [35], and ultracold atoms [36].
Given the relative simplicity of the TC method (com-
pared to methods such as F12), and the fact that it is
agnostic of the approach used to generate the Slater de-
terminant expansion for |φi〉, it is a natural target for
incorporation into algorithms which use quantum com-
puters to solve the electronic structure problem. How-
ever, the non-Hermitian nature of the TC Hamiltonian
presents a significant challenge to overcome in this re-
gard. The two main quantum algorithms for solving the
electronic structure problem are the variational quantum
eigensolver (VQE) [37, 38], and quantum phase estima-
tion [39]. These algorithms are thoroughly reviewed in
Refs. [2–4], but we summarise the key details here.
The VQE uses parameterised quantum circuits to gen-
erate ansatz states for the eigenstates of interest. The
energy of the ansatz state can be measured, and is then
input (as classical data) into a classical optimisation algo-
rithm, together with the current parameters of the quan-
tum circuit. The optimisation algorithm then outputs
new parameters, which should yield a lower energy state.
This procedure is iterated until the energy converges, ide-
ally to the ground state of the system (relying upon the
Rayleigh-Ritz variational principle). As the qubits are
measured after each construction of the ansatz state, the
circuit depth of the VQE may be kept relatively shal-
low. As such, it is hoped that the ansatz states can be
constructed before noise is able to build up, enabling the
algorithm to proceed without quantum error correction.
The main limitation of the VQE is the use of short cir-
cuits to lessen the effects of noise, which in turn limits
the quality of the approximation to the ground state that
we can obtain. As the VQE utilises the variational lower
bound on the energy, resulting from the Hermitian na-
ture of the Hamiltonian, it appears difficult to integrate
with the non-Hermitian TC Hamiltonian. An obvious so-
lution is to minimise the variance of the TC Hamiltonian.
However, as discussed above, the energies obtained from
variance minimisation are typically less accurate than en-
ergies obtained from direct energy minimisation. In addi-
tion, the number of measurements would be on the order
of O(M12) for molecular systems in a Gaussian basis set,
which would quickly become infeasible.
In contrast, QPE (in its canonical form) proceeds by
coherently evolving the system under a unitary, isospec-
tral, and invertible function of the Hamiltonian, con-
trolled upon the state of an ancillary register. This ac-
crues an energy dependent phase on the ancillary regis-
ter, which can be measured through an inverse quantum
Fourier transform. Measuring the ancillary register to
obtain the energy eigenvalue projects the main register
into the corresponding FCI eigenstate. QPE succeeds
with high probability if the unitary evolution is carried
out for a sufficiently long duration, and if the initial state
of the main register has a non-negligible overlap with the
FCI ground state. Due to the long coherent evolutions
required by QPE, it is typically considered to require
quantum error correction, and thus is not considered a
near-term approach. The required unitary evolution un-
der an isospectral, and invertible function of the Hamilto-
nian appears difficult to achieve with the non-Hermitian
TC Hamiltonian, again suggesting that the two methods
may not be compatible.
To the best of our knowledge, only a few works
have considered problems closely related to this area.
As discussed in the introduction, the recent work of
Motta et al. [14] investigated the use of an approximate
(Hermitian) TC Hamiltonian, which is therefore com-
patible with the VQE and QPE. Bauman et al. [40, 41]
developed a unitary transformation based on unitary
coupled cluster theory (UCC), that ‘downfolds’ some
of the dynamic correlation of the system into a smaller
active space. The resulting Hamiltonian is Hermitian,
and is obtained through classical precomputation,
involving CC or UCC calculations on the system. A
related method was introduced by Takeshita et al. [42],
which considers double excitations from active orbitals
into virtual orbitals. They show that the effect of these
excitations can be incorporated into the ground state
energy estimate using only measurements on the qubits
representing active space orbitals. This means that
the virtual orbitals do not need to be included in the
simulation, thus reducing the number of qubits required.
Motivated by the success of FCIQMC at dealing with
the TC Hamiltonian (see Eq. (18)), we consider quantum
algorithms for imaginary time evolution. Two possibil-
ities exist; ansatz-based quantum imaginary time evo-
lution [10], and Trotter-based quantum imaginary time
evolution [43]. The latter method would require a large
circuit depth, owing to the requirement of dividing evo-
6lution under the TC Hamiltonian, which contains up to
O(M6) terms, into a number of Trotter steps. As such,
in this work we focus on applying ansatz-based quantum
imaginary time evolution to find the ground state of the
TC Hamiltonian.
III. ANSATZ-BASED QUANTUM IMAGINARY
TIME EVOLUTION
Imaginary time evolution is a powerful method for
finding the ground states of quantum systems - even
when performed on classical computers, and constrained
to a manifold of states generated from an ansatz [44].
Following the development of an ansatz-based quantum
algorithm for real time evolution [45], a related quantum
algorithm carrying out ansatz-based imaginary time
evolution was developed [10]. These ansatz-based
time evolution algorithms were formalised by Yuan
et al. [46], and later extended to the simulation of
general processes [47], and mixed states [48]. The
original ansatz-based quantum imaginary time evolu-
tion work [10] applied the method to find the ground
states of small molecular systems, in minimal basis
sets. The algorithm was found to adhere closely to
the true imaginary time dynamics. The algorithm
has since been successfully applied to: finding excited
states of quantum systems [49], recompiling [50] and
discovering [51] quantum circuits, training quantum
Boltzmann machines for quantum machine learning [52],
simulating models of quantum field theories [53], solving
systems of linear equations [54, 55], and pricing financial
options [56].
The algorithm proceeds by using a parameterised
quantum circuit (an ‘ansatz’), U(~θτ ), to represent the
state of the quantum system at a given point τ on its
imaginary time trajectory. To evolve the state forward
in imaginary time, the circuit parameters are updated
according to an update rule derived from McLachlan’s
varitional principle [57] (although one can also derive the
algorithm from the Dirac and Frenkel variational princi-
ples [46]) applied to the the imaginary time Schro¨dinger
equation. The algorithm thus seeks the state that is clos-
est in distance to the state obtained from ‘true’ imagi-
nary time evolution, but that can still be prepared by
the ansatz circuit. The minimisation of an energy cost
function thus happens as a corollary of a sufficiently
long propagation in imaginary time, rather than due to
an application of the Rayleigh-Ritz variational principle.
As such, we expect that the method should be able to
converge to the ground state of the non-Hermitian TC
Hamiltonian, as suggested by Eq. (18).
As we will construct the ansatz state, which we denote
as |φ(~θτ )〉 = |φ(τ)〉, on a quantum computer, it must be
normalised. We therefore seek to propagate the initial
state |φ(0)〉 in imaginary time
|φ(τ)〉 = e
−H′τ |φ(0)〉√
〈φ(0)| e−H′†τe−H′τ |φ(0)〉
, (21)
with H ′ = e−gˆHegˆ. This corresponds to imaginary time
evolution of an un-normalized state
|ψ(τ)〉 = e
−Hτ |ψ(0)〉√
〈ψ(0)| e−Hτe−2gˆe−Hτ |ψ(0)〉 , (22)
which obeys the normalisation condition that we would
expect. We can verify that the state given by Eq. (21)
satisfies a modified version of the imaginary time
Schro¨dinger equation
∂ |φ(τ)〉
∂τ
= −[H ′ −<(Eτ )] |φ(τ)〉 , (23)
where <(Eτ ) is the real part of Eτ = 〈φ(τ)|H ′|φ(τ)〉.
McLachlan’s variational principle applied to Eq. (23), is
given by
δ‖(∂/∂τ +H ′ −<(Eτ )) |φ(τ)〉 ‖ = 0 (24)
where
‖Aˆ |α〉 ‖ =
(
Aˆ |α〉
)† (
Aˆ |α〉
)
, (25)
for an arbitrary operator Aˆ and arbitrary state |α〉. We
show in the Appendix that by constraining |φ(τ)〉 to be
constructed from a parameterised unitary quantum cir-
cuit, |φ(τ)〉 = U(~θτ ) |0¯〉, we can obtain the following pa-
rameter update rule, which evolves the parameters such
that the state generated propagates forwards in imagi-
nary time ∑
j
Aij θ˙j = −Ci, (26)
with
Aij = <
(
∂ 〈φ(τ)|
∂θi
∂ |φ(τ)〉
∂θj
)
,
Ci = <
(
∂ 〈φ(τ)|
∂θi
H ′ |φ(τ)〉
)
.
(27)
We can evolve the parameters in imaginary time by using
an Euler update rule
~θ(τ + δτ) ' ~θ(τ) + ~˙θ(τ)δτ = ~θ(τ)−A−1(τ) · ~C(τ)δτ.
(28)
These equations are identical to those derived in Ref. [10]
for imaginary time evolution under a Hermitian Hamil-
tonian. We can obtain the left-hand eigenstate of H ′ by
replacing H ′ with H ′† in the equations above.
The values of Aij and Ci can be obtained using
‘Hadamard test’ circuits, of the type shown in Fig. 1.
These circuits must be repeated many times in order to
7|0〉a H • • Rx(pi2 )
|0〉
U(~θ0:i−1)
Y RY (θi) Z
|0〉 Rx(θi+1)
FIG. 1. A quantum circuit to calculate the Ci term in
Eq. (27), when the Hamiltonian is given by H = Z. The
terms Aij can be measured using a similar probe circuit, as
discussed in Refs. [10, 45].
evaluate each term of the metric Aij matrix. When mea-
suring the components of the gradient vector ~C, the cir-
cuit must be repeated a number of times, for each term
in the Hamiltonian. These are then linearly combined,
to obtain the gradient component for the given param-
eter. Recent work [58] has investigated optimising the
measurement of these terms, when we are restricted to
a finite number of circuit repetitions. It is also possible
to measure the gradient vector without introducing an
additional probe qubit [59, 60].
Once the state has been evolved in imaginary time, we
can measure the energy. As the TC Hamiltonian is non-
Hermitian, measuring the energy on an arbitrary state
may return a complex expectation value. However, if
we are able to obtain a state close to the desired eigen-
state, the resulting imaginary component of the energy
should be small, as the eigenvalues of the TC Hamilto-
nian are still real. As will be discussed in Sec. IV, the TC
Hamiltonian can be mapped to a weighted sum of tensor
products of single qubit Pauli operators. The energy can
then be measured as
E(~θτ ) =
∑
i
hi〈φ(~θτ )|Pi|φ(~θτ )〉, (29)
where Pi is a tensor product of single qubit Pauli opera-
tors, and hi is the corresponding coefficient.
IV. RESULTS
In order to verify that the ansatz-based quantum imag-
inary time evolution algorithm is compatible with the
TC method, we conduct numerical simulations on the
TC Fermi-Hubbard model. Numerical simulations were
carried out in Cirq [61], a Python package for simulat-
ing intermediate-sized quantum computers. Rather than
evaluating all of the different Aij and Ci terms using the
quantum circuits described in Fig. 1, we use a first order
finite difference approximation to obtain the gradient,
with a finite difference step size of 10−10. The inversion
of the metric matrix is performed using a generalised in-
verse of the matrix, obtained from a singular-value de-
composition that includes all singular values above 10−6.
A timestep of 0.01 was used for the Euler update rule.
The Fermi-Hubbard (FH) model is often considered as
a simplified model for high-temperature cuprate super-
conductors [62, 63]. The unmodified FH Hamiltonian is
given by
HFH = −t
∑
〈i,j〉,σ
(
a†i,σaj,σ + a
†
j,σai,σ
)
+ U
∑
i
ni,↑ni,↓
(30)
where 〈i, j〉 denotes a sum over nearest-neighbour lattice
sites, and σ is a spin-coordinate. This Hamiltonian de-
scribes fermions hopping between nearest-neighbour lat-
tice sites with strength t, which are subject to a repulsive
(or attractive) force U when they occupy the same lattice
site. The ground state of this Hamiltonian is difficult to
obtain for large system sizes, at close to half-filling, and
at interaction strengths in the region of t = 1, U = 4 [64].
As such, we choose this interaction strength for our nu-
merical simulations.
The TC Hamiltonian was obtained using the
Gutzwiller transformation of Dobrautz et al.
[12] and Tsuneyuki [24], as described in Sec. II.
The TC Hamiltonian is given by
H ′FH =
(
e−J
∑
i ni,↑ni,↓
)
HFH
(
eJ
∑
j nj,↑nj,↓
)
, (31)
where J defines the strength of the transformation. This
can be simplified to [12]
H ′FH = HFH − t
∑
〈i,j〉,σ
(
a†i,σaj,σ×
[(eJ − 1)nj,σ¯ + (e−J − 1)ni,σ¯ − 2(cosh(J)− 1)ni,σ¯nj,σ¯]
)
(32)
where σ¯ denotes the spin opposite to σ.
Numerical simulations were carried out on 2 × 2 and
3 × 2 lattices, which can be mapped onto 8 and 12
qubits (respectively). The occupancy of each spin-lattice
site is stored by the |0〉 or |1〉 value of a corresponding
qubit. This is known as the Jordan-Wigner transforma-
tion, which can be used to map the fermionic operators
to qubit operators
ap =
1
2
(Xp + iYp)⊗ Zp−1 ⊗ · · · ⊗ Z0,
a†p =
1
2
(Xp − iYp)⊗ Zp−1 ⊗ · · · ⊗ Z0.
(33)
The Hamiltonians can be written as a linear combination
of tensor products of Pauli operators
H =
∑
i
αiPi =
∑
i
αi
∏
j
σij , (34)
where αi are scalar coefficients, σ
i
j represents the Pauli
operator in term i acting on qubit j. The unmodified
and TC Hamiltonians were generated and mapped to
qubit operators using OpenFermion, a Python library for
8constructing chemistry Hamiltonians for use in quantum
simulations [65].
The ansatz circuit used is based on the Hamiltonian
variational ansatz [66], which has proven effective in pre-
vious numerical simulations of applying the VQE to the
FH model [67–69]. We first prepare the quantum register
in an eigenstate of the non-interacting (U = 0) unmodi-
fied Hamiltonian. We choose the lowest energy eigenstate
with the same particle number as the ground state of the
full Hamiltonian. This state can easily be constructed
using a network of Givens rotations [70–72]. The ansatz
is then constructed from repeated layers of a Trotterised
decomposition of the time evolution operator e−iHt. We
assign a different parameter to each Pauli rotation in the
Trotterised decomposition. The ansatz is given by
U =
L∏
l
∏
j
eiθ
l
jPj (35)
where L denotes the number of layers in the ansatz,
and Pj are the Pauli strings in the Hamiltonian. Each
of these Pauli rotations can be decomposed into CNOT
gates and single qubit rotations [73]. We include an
additional parameter to represent the global phase of
the wavefunction. The importance of tracking the global
phase during variational imaginary time evolution was
discussed by Yuan et al. [46]. The initial values of
the parameters are perturbed from zero by a random
perturbation upper bounded by 0.02pi, in order to
prevent the method from becoming trapped in local
minima around the non-interacting initial state.
As a first step, we verify that the algorithm is capable
of finding the ground state of the TC Hamiltonian. For
this initial trial calculation, we target the ground state
of the 2 × 2 FH model. We set J = −0.5, similar to
the values used in Refs. [12, 24], as it is not necessary to
use the optimal J value for this calculation. In Fig. 2,
we show a randomly chosen run of the imaginary time
algorithm, applied to the 2 × 2 TC Hamiltonian, with
a 3-layer ansatz. We observe that the energy rapidly
converges towards the ground state value, and that the
imaginary part of the energy decays exponentially as the
method moves forwards in imaginary time. The inset of
Fig. 2 shows that although the algorithm is no longer
strictly variational (the real part of the measured energy
no longer upper bounds the ground state value), the real
and imaginary parts of the energy converge towards their
true values.
We present the average results of ten repetitions of
such calculations in Fig. 3, for a range of ansatz depths.
The upper plot of Fig. 3 shows that as the circuit depth
is increased, the imaginary time algorithm is able to find
better approximations to the right-hand ground state of
the TC Hamiltonian. In contrast, we see that the fidelity
obtained using gradient descent does not improve as the
circuit depth increases, suggesting that algorithms based
solely on cost function minimisation will struggle to find
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FIG. 2. A random instance of finding the ground state of
the TC Hamiltonian (with J = −0.5) for a 2 × 2 Fermi-
Hubbard model, with imaginary time evolution. Energies
were recorded every 10 timesteps of the algorithm. An ansatz
circuit with 3 layers was used. The inset plot shows the evo-
lution of the energy during the final 62.5 % of the runtime.
the ground state of the TC Hamiltonian. The number
of parameters used is 28L + 1, where L is the number
of ansatz layers. This is much smaller than the Hilbert
space dimension of 28 = 256, for all circuit depths tested.
This suggests that our method can still be effective, even
if the ansatz used is unable to generate all possible states
in the Hilbert space. The lower plot in Fig. 3 shows the
(absolute) real and imaginary components of the energy
residual. Once again, we see that while imaginary time
evolution is able to find better approximations of the
ground state as the circuit depth is increased, gradient
descent barely improves upon the non-interacting initial
state. It is interesting to compare the gradient descent
and imaginary time datapoints for a single layer ansatz.
Although the methods achieve similar energy values, we
observe that imaginary time evolution achieves a much
higher fidelity with the true TC ground state. This
emphasises how our method attempts to evolve the state
in imaginary time, rather than simply optimising the
energy.
We also consider the 3× 2 FH model, as a more thor-
ough test of using the imaginary time algorithm to find
the ground states of the TC Hamiltonian. We first opti-
mise the J value of the TC Hamiltonian. We choose the
value which gives the highest fidelity to the right-hand
TC eigenvector when an ansatz circuit with two layers
(the number of parameters is given by 46L + 1) is used.
The optimal J value was found to be J = −0.6. Al-
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FIG. 3. Finding the ground state of the TC Hamiltonian
(with J = −0.5) for a 2 × 2 Fermi-Hubbard model. Lines
are included to guide the eye. The upper plot shows fidelity
between the TC right-hand ground state, and the states ob-
tained from imaginary time evolution, or gradient descent, for
a given number of ansatz layers. A circuit depth of zero de-
notes the non-interacting initial state. The lower plot shows
the absolute residuals in the real and imaginary parts of the
ground state energy value obtained from imaginary time evo-
lution, and gradient descent. The non-interacting initial state
gives a TC energy with a negligible imaginary part; this is not
plotted, as it would distort the scale.
though optimising the J value in this way is not efficient,
or tractable, for larger system sizes, we note that more
efficient classical methods to optimise J have been de-
veloped [12, 24]. Moreover, the expansion of the ground
state as a Slater determinant wavefunction can be used to
compensate for any shortcomings induced by choosing a
non-optimal J value. Fig. 4 shows the fidelities obtained
by targeting the right-hand and left-hand eigenvectors of
the TC Hamiltonian, and the ground state of the regular
Hamiltonian. We can see that the non-interacting initial
state (before random perturbations are applied) already
has a large overlap with the TC right-hand ground state.
This fidelity is much higher than the fidelity of 0.81 be-
tween the non-interacting initial state and the ground
state of the unmodified Hamiltonian. This highlights the
additional correlation accounted for when using the TC
Hamiltonian.
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FIG. 4. Finding the ground states of the regular and TC
Hamiltonians for a 3 × 2 Fermi-Hubbard model. The TC
Hamiltonian has J = −0.6. The figure shows fidelities be-
tween the target states specified in the legend, and the states
generated by the method given in brackets in the legend.
‘Right (left) TC’ denotes the right (left)-hand lowest energy
eigenvector of the TC Hamiltonian. ‘Regular’ denotes the
lowest energy eigenvector of the unmodified Hamiltonian. Fi-
delities were obtained from 10 repetitions of each method
(standard error bars are present, but small).
We see from Fig. 4 that once again, gradient descent
is unable to find the right-hand ground state of the TC
Hamiltonian. In contrast, imaginary time evolution is
able to successfully find both the right-hand and left-
hand eigenstates of the TC Hamiltonian. We can see
that for a given circuit depth, we obtain the highest fi-
delity by applying imaginary time evolution to the TC
Hamiltonian to find the TC right-hand eigenvector. A
lower fidelity is obtained when using imaginary time evo-
lution to find the ground state of the unmodified Hamil-
tonian. We obtain even lower fidelities when using imag-
inary time evolution to find the TC left-hand eigenvec-
tor. We attribute these effects to the changes that the
TC transformation makes to the structure of the right-
hand and left-hand eigenvectors, as discussed in Sec. II.
As noted by Dobrautz et al. [12], the TC transformation
makes the right-hand eigenvector more compact, while
making the left-hand eigenvector less compact. Their
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definition of compactness is closely related to the fidelity
between a state composed of a mean-field solution plus
double fermionic excitations, and the true ground state.
Their results essentially show that fewer excitations are
required to accurately approximate the right-hand TC
eigenstate than the unmodified Hamiltonian’s ground-
state, which in turn, requires fewer excitations to ap-
proximate than the left-hand eigenstate. This is reflected
in our results, where the number of ansatz layers can be
likened to the number of excitations considered. As such,
using the TC Hamiltonian may enable us to obtain accu-
rate energies from a quantum simulation, using a lower
depth circuit. As quantum hardware is currently lim-
ited by the number of gates that can be applied before
noise corrupts the results of the calculation, this high-
lights the value of the TC method. However, while the
TC Hamiltonian improves our ability to find the right-
hand eigenstate, it may hamper our ability to find the
left-hand eigenstate. While this is not problematic when
measuring only the energy, it introduces difficulties when
measuring other observables, as discussed in Sec. II.
V. DISCUSSION
In this work, we have investigated introducing the
transcorrelated (TC) method to quantum algorithms for
solving the electronic structure problem. As discussed
in Sec. II, the TC method transfers dynamic correlation
from the right-hand eigenstates, to the Hamiltonian,
through a similarity transform. This enables accurate
energies to be obtained using smaller single particle
basis sets and/or more compact Slater determinant
expansions. As the TC Hamiltonian is no longer Hermi-
tian, it lacks a variational lower bound, and so appears
difficult to integrate with existing quantum algorithms,
such as the VQE. Motivated by the success of imaginary
time-like methods, such as FCIQMC, we investigated
solving the TC Hamiltonian using a quantum algorithm
that implements ansatz-based imaginary time evolution.
We performed numerical simulations of this method
applied to small Fermi-Hubbard models, verifying its
compatibility with the TC method. We observe that the
use of a TC Hamiltonian can reduce the circuit depth at
which we are able to find high accuracy approximations
of the ground state eigenvalue, in agreement with
previous (classical) investigations of the TC method [12].
As quantum simulations are currently depth-limited due
to noise, this may enable more accurate results to be
obtained from an imperfect quantum computer. We note
that the TC method is more beneficial for molecular
systems than for the Fermi-Hubbard model (as the
TC transformation on the former is performed before
projection onto a basis set, as described in Sec. II).
As such, our method may be even more impactful on
quantum simulations of molecular systems, where it may
reduce the number of qubits required for the simulation,
as well as the gate depth needed to generate an accurate
estimate of the ground state.
There are a number of open questions surrounding the
use of the TC method with quantum imaginary time evo-
lution. We note that the TC method is an active area
of research in classical computational chemistry, with a
number of challenges to overcome. Most notably, the
TC Hamiltonian for molecules in a Gaussian basis con-
tains up to O(M6) terms, which makes evaluating the
basis function integrals the current bottleneck for the
method [13]. As discussed earlier, while the TC method
makes the right-hand eigenvectors easier to obtain, the
left-hand eigenvectors become more difficult to construct.
It is not yet known how to best overcome this problem,
when measuring observables other than the energy. Sim-
ilarly, as the right-hand eigenstates of the TC Hamilto-
nian are no longer orthogonal to each other, quantum
algorithms for finding excited states based on orthog-
onality [49, 74] are no longer applicable. While other
quantum algorithms to find excited states, such as the
quantum subspace expansion [75, 76], should still be com-
patible with the TC method, it will be interesting to
determine what other limitations the TC Hamiltonian
introduces. It would also be valuable to optimise the ap-
proach taken thus far. For example, developing improved
ansatz circuits, or investigating alternative TC transfor-
mations [77, 78], which may be more effective than the
methods tested in this work.
The promising results obtained from this initial study
suggest that the transcorrelated method could benefit
near-term quantum simulations, providing improved
accuracy when estimating ground state energies, at a
reduced cost.
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VI. APPENDIX
Here, we derive the evolution of parameters formula given in Eq. (26). Our derivation closely follows that given in
Ref. [10]. McLachlan’s variational principle applied to the modified imaginary time Schro¨dinger equation, is given by
δ‖(∂/∂τ +H ′ −<(Eτ )) |φ(τ)〉 ‖ = 0 (36)
where
‖(∂/∂τ +H ′ −<(Eτ )) |φ(τ)〉 ‖ =
(
(∂/∂τ +H ′ − ER) |φ(τ)〉
)†(
∂/∂τ +H ′ − ER) |φ(τ)〉
)
, (37)
and ER = <(〈φ(τ)|H ′|φ(τ)〉). For a general quantum state, McLachlan’s variational principle recovers the imaginary
time evolution
∂ |φ(τ)〉
∂τ
= −[H ′ −<(Eτ )] |φ(τ)〉 . (38)
We restrict the algorithm to states that can be created by the ansatz |Φ(τ)〉 = |Φ(θ1, θ2, . . . , θN )〉. We can project
the imaginary time evolution onto this subspace using McLachlan’s variational principle. Replacing |φ(τ)〉 with |Φ(τ)〉,
yields
‖(∂/∂τ +H ′ − ER) |Φ(τ)〉 ‖ =
(
(∂/∂τ +H ′ − ER) |Φ(τ)〉
)†(
(∂/∂τ +H ′ − ER) |Φ(τ)〉
)
,
=
(
∂ 〈Φ|
∂τ
+ 〈Φ|H ′† − 〈Φ|ER
)(
∂ |Φ〉
∂τ
+H ′ |Φ〉 − ER |Φ〉
)
=
∑
i,j
∂ 〈Φ(τ)|
∂θi
∂ |Φ(τ)〉
∂θj
θ˙iθ˙j +
∑
i
∂ 〈Φ(τ)|
∂θi
(H ′ − ER) |Φ(τ)〉 θ˙i
+
∑
i
〈Φ(τ)| (H ′† − ER)∂ |Φ(τ)〉
∂θi
θ˙i + 〈Φ(τ)| (H ′† − ER)(H ′ − ER) |Φ(τ)〉 .
(39)
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Focusing on θ˙i, we obtain
∂‖(∂/∂τ +H ′ − ER) |Φ(τ)〉 ‖
∂θ˙i
=
∑
j
(
∂ 〈Φ(τ)|
∂θi
∂ |Φ(τ)〉
∂θj
+
∂ 〈Φ(τ)|
∂θj
∂ |Φ(τ)〉
∂θi
)
θ˙j
+
∂ 〈Φ(τ)|
∂θi
(H ′ − ER) |Φ(τ)〉+ 〈Φ(τ)| (H ′† − ER)∂ |Φ(τ)〉
∂θi
.
(40)
McLachlan’s variational principle requires
∂‖(∂/∂τ +H ′ − ER) |Φ(τ)〉 ‖
∂θ˙j
= 0, (41)
We then let
Aij = <
(
∂ 〈Φ(τ)|
∂θi
∂ |Φ(τ)〉
∂θj
)
,
Ci = <
(
∂ 〈Φ(τ)|
∂θi
H ′ |Φ(τ)〉
)
,
(42)
and use
− ER
(
∂ 〈Φ(τ)|
∂θi
|Φ(τ)〉+ 〈Φ(τ)| ∂ |Φ(τ)〉
∂θi
)
= −ER
(
∂
∂θi
〈Φ(τ)|Φ(τ)〉
)
= −ER
(
∂
∂θi
1
)
= 0 (43)
to obtain an equation for the evolution of the parameters ~θ under imaginary time evolution
∑
j
Aij θ˙j = −Ci. (44)
This is identical to the equation derived in Ref. [10].
