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Tato diplomová práce se zabývá prozkoumáńım problematiky doporučováńı produkt̊u v in-
ternetovém obchodováńı, zhodnoceńım dostupných technik, detailńım návrhem systému
doporučováńı produkt̊u pro existuj́ıćı internetový obchod a implementaćı tohoto systému
včetně otestováńı. V technické zprávě je nejprve prezentován úvod do problematiky, představen
současný stav v internetovém obchodováńı a specifikovány požadavky na implementaci nad-
stavby nad internetovým obchodem. Dále zpráva obsahuje úvod do dolováńı dat. Následuje
detailńı návrh systému a zpráva o provedeném testováńı. Závěr obsahuje zhodnoceńı dosažených
výsledk̊u a diskuzi o možném daľśım vývoji.
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mining, dolováńı dat, kolaborativńı filtrováńı
Abstract
The goal of this project is to explore the problem of product recommendations in the area of
e-commerce and to evaluate known techniques, design product recommendation system for
an existing e-commerce site, implement it and test it. This report introduces the problem,
briefly examines current state of affairs in this area and defines requirements for a product
recommendation module. The concept of data mining in general is introduced. The report
proceeds to present detailed design corresponding to defined requirements and summarizes
data gathered during testing phase. It concludes with evaluation and with discussion of the
remaining goals for this thesis.
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1.1 Analýza nákupńıch koš́ık̊u . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
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3.6 Návrh databázové implementace . . . . . . . . . . . . . . . . . . . . . . . . 29
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3.7.4 Automatické testy korektnosti . . . . . . . . . . . . . . . . . . . . . 34
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V této kapitole uvedu čtenáře do problematiky analýzy nákupńıch koš́ık̊u v kontextu ř́ızeńı
vztah̊u se zákazńıky (CRM), speciálně pak v oblasti internetových obchod̊u. Stručně přibĺıž́ım
současný stav v této oblasti na poli internetových obchod̊u v ČR a v zahranič́ı. Následně
poṕı̌si východiska a ćıle této diplomové práce a zdroje, které jsou mi při řešeńı k dispozici.
1.1 Analýza nákupńıch koš́ık̊u
Obchodováńı orientované na zákazńıky je v dnešńım světě převážně ř́ızeno poptávkou.
Proto vzniká logická snaha obchodńık̊u nejen přizp̊usobit nab́ıdku, ale ovlivnit i zákazńıky
v jejich výběru. Odtud je krok k nab́ızeńı zbož́ı zákazńıkovi, o které bude mı́t pravděpodobně
největš́ı zájem. Kupř́ıkladu všechny řetězce rychlého občerstveńı maj́ı vytvořeny pravidla,
jaký typ nápoje má personál nab́ızet k objednávce. Pokud si zákazńık objedná hranolky,
obsluhuj́ıćı mu nab́ıdne limonádu, pokud si objedná salát, měl by mu obsluhuj́ıćı nab́ıdnout
dietńı nápoj, pokud si objedná koláč, je mu nab́ıdnuta káva nebo čaj, a tak podobně.
Analýzou nákupńıch koš́ık̊u nazýváme řadu technik, které vedou k pochopeńı vzor̊u
v chováńı zákazńık̊u při nákupu a aplikaci těchto vzor̊u. [1] Ćılem je obvykle zvýšit zisk
z prodeje a zvýšit uživatelský komfort.
Obchodńı řetězce např́ıklad použ́ıvaj́ı tyto techniky pro umı́stěńı zbož́ı na ploše ob-
chodu. V závislosti na druhu zbož́ı a kontextu se pak zbož́ı prodávané společně bud’ umı́st́ı
bĺızko sebe, aby zákazńık na jedno z nich nezapomněl, nebo naopak co nejdále od sebe, aby
zákazńık musel při nákupu proj́ıt co největš́ı část obchodu a nakoupil i daľśı zbož́ı.
V prodeji služeb se při telefonickém a letákovém marketingu použ́ıvá znalosti o po-
tenciálńım zákazńıkovi a na základě známých vzor̊u v chováńı doporučuje konkrétńı pro-
dukty, argumentuje konkrétńım zp̊usobem nebo nab́ıźı ćılené slevy.
Internetové obchody využ́ıvaj́ı známých nákupńıch vzor̊u k nab́ızeńı konkrétńıho zbož́ı
nebo skupiny zbož́ı v reálném čase, př́ımo na internetové stránce, kterou si uživatel zobra-
zil. Může to být např́ıklad na stránce detailu konkrétńıho zbož́ı nebo na stránce vedoućı
k objednáńı.
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1.1.1 Př́ıklad analýzy nákupńıch koš́ık̊u
Řekněme, že chceme provést analýzu nákupńıch koš́ık̊u pro obchodńı řetězec prodávaj́ıćı
potraviny. Následuj́ıćı př́ıklad byl převzat z [1]. Tabulka 1.1 ukazuje historii nákupu pěti
r̊uzných zákazńık̊u.
Tabulka 1.1: Nákupy jednotlivých zákazńık̊u
Zbož́ı
Zákazńık A džus, limonáda
Zákazńık B mléko, džus, čistič oken
Zákazńık C džus
Zákazńık D džus, saponát, limonáda
Zákazńık E čistič oken, limonáda
Na základě těchto nákupu je možné sestavit matici společného výskytu 1.2. Tato matice
ukazuje, kolikrát byla daná dvojice produkt̊u prodána společně.
Tabulka 1.2: Společný výskyt zbož́ı
Džus Čistič oken Mléko Limonáda Saponát
Džus 4 1 1 2 1
Čistič oken 1 2 1 1 0
Mléko 1 1 1 0 0
Limonáda 2 1 0 3 1
Saponát 1 0 0 1 1
Už prostým pohledem na tuto tabulku je možné si všimnout několika potenciálńıch
vzor̊u:
• ve dvou třetinách př́ıpad̊u, kdy si zákazńık koupil limonádu, si také koupil džus
• saponát neńı nikdy kupován společně s čističem oken nebo mlékem
• mléko neńı nikdy kupováno s limonádou nebo saponátem
Tyto vzory pravděpodobně nejsou z d̊uvodu malé velikosti vstupńıch dat statisticky
významné, ale dobře ukazuj́ı, jakými problémy se analýza nákupńıch koš́ık̊u zabývá. V ka-
pitole 2 k tomuto problému přistouṕım formálněji a poṕı̌si asociačńı pravidla, která se
použ́ıvaj́ı k definováńı podobných vzor̊u.
1.2 Doporučováńı produkt̊u v internetovém obchodě
Internetový obchod může mı́t k dispozici kompletńı historii transakćı vykonaných nejen
daným zákazńıkem, ale i všemi ostatńımi zákazńıky. Má na rozd́ıl od člověka k dispozici
výpočetńı výkon pro plné využit́ı těchto dat.
Stále ale existuje řada věćı, ve kterých poč́ıtačový doporučovaćı systém člověka neza-
stouṕı. Nemůže např́ıklad bez rozsáhlých dat o uživateli odhadnout věk, sociálńı a eko-
nomické postaveńı ani celou řadu daľśıch proměnných, které zkušeńı obchodńıci dokáž́ı
rozpoznat při osobńım kontaktu. Chyb́ı mu také schopnost aplikovat kontext a normy,
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které jsou pro člověka zažité. Takto může vznikat řada situaćı, kde stroj selhává. V mi-
nulosti se např́ıklad internetovému obchodu Amazon stalo, že zákazńık̊um, kteř́ı si objed-
nali poč́ıtačovou hru určenou pro předškolńı děti, se zobrazilo na jej́ım základě doporučeńı
poč́ıtačové hry, která je známá svými násilnými scénami a je určena pouze pro dospělé.
I když se může jednat o reálný vzor v chováńı zákazńık̊u, lidé obvykle na podobné asociace
reaguj́ı negativně. To je př́ıklad ukazuj́ıćı, že automatický systém má i své nevýhody.
1.2.1 Amazon.com
Amazon je jeden z nejúspěšněǰśıch a zároveň největš́ıch zahraničńıch internetových obchod̊u.
Obrázek 1.1 ukazuje př́ıklad doporučováńı produkt̊u ze serveru Amazon.com.
Obrázek 1.1: Doporučováńı na Amazon.com
Amazon použ́ıvá pro doporučováńı produkt̊u dva základńı mechanismy [7]:
1. Doporučováńı na základě podobnosti produkt̊u: algoritmus bere v potaz produkty, které
uživatel zakoupil nebo kladně ohodnotil. Na jejich základě vytvoř́ı seznam podobných
produkt̊u, které jsou pak uživateli doporučovány.
2. Doporučováńı na základě nákupńıch koš́ık̊u: základem je historie objednávek od všech
zákazńık̊u. Z té se tvoř́ı pravidla pro doporučováńı produkt̊u podle položek, které má
uživatel aktuálně v nákupńım koš́ıku.
Systém doporučováńı na Amazon.com funguje už téměř deset let. Neexistuj́ı veřejně
dostupné statistiky o úspěšnosti tohoto systému. Nicméně vzhledem k prominentńımu
umı́stěńı grafického prvku zobrazuj́ıćıho doporučeńı a množstv́ı prostoru, kterého se mu
už řadu let dostává, je možné předpokládat, že se jedná o velmi úspěšný kanál zvýšeńı
objemu prodeje.
1.2.2 Barnes & Noble
Velký prodejce knih, který má většinu zisku z prodeje v USA a ve Spojeném královstv́ı. Má
systém doporučováńı, který je na pohled až překvapivě podobný tomu od Amazon.com.
1.2.3 Internetové obchody v ČR
V době psańı tohoto textu internetové obchody ze středńıho a vyšš́ıho segmentu p̊usob́ıćıch
v České republice doporučováńı produkt̊u většinou nemaj́ı (např. Vltava.cz, Mall, Czechcom-
puter.cz a daľśı). Jedńım z obchod̊u z vyšš́ıho segmentu, který podobný systém má, je server
Alza.cz. Tento internetový obchod integruje doporučováńı produkt̊u do obchodńıho procesu,
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kdy jsou vám po vložeńı do koš́ıku doporučeny produkty, které Alza.cz ”doporučuje kou-
pit společně“. Bez podrobněǰśıch znalost́ı ovšem neńı možné ověřit, zda se skutečně jedná
o autonomńı systém, nebo zda vyžaduje manuálńı definici pravidel pro doporučováńı.
1.3 Požadavky na nadstavbu realizuj́ıćı doporučeńı produkt̊u
Server Czechcomputer.cz je jedńım z největš́ıch internetových prodejc̊u hardwarového vy-
baveńı, drobné elektroniky a př́ıslušenstv́ı v České republice. Vzniká logická snaha pro
takto rozsáhlý internetový obchod maximalizovat prodej technikami doporučováńı pro-
dukt̊u. Vzhledem k rozsahu produktové databáze neńı možné doporučováńı cestou manuálńı
definice doporučovaćıch pravidel. Doporučováńı tedy muśı být autonomńı. Systém by měl
fungovat bez ručńıch zásah̊u ze strany administrátora.
Výpočet obou typ̊u doporučeńı muśı prob́ıhat v reálném čase. Výpočet by měl být
dostatečně rychlý, aby znatelně nezvyšoval odezvy při př́ıstupu k internetovému obchodu.
Nežádoućı je i nadměrné zatěžováńı server̊u (databázového a aplikačńıho), a to zejména
v době s běžnou návštěvnost́ı. Déle trvaj́ıćı výpočty je možné provádět v době s ńızkou
návštěvnost́ı (pozdńı noc a brzké ráno), pokud budou výpočty neblokuj́ıćı a nijak neomeźı
použ́ıváńı internetového obchodu.
Pochopitelným požadavkem je účinnost doporučováńı. Toto hledisko je subjektivńı,
ovšem na základě dodatečné analýzy po nasazeńı systému bude možné źıskat informace
o zvýšeńı prodeje, k jakému došlo na základě doporučováńı zbož́ı.
Doporučeńı by se mělo objevit zejména na dvou stránkách: na stránce detailu produktu
a na stránce nákupńıho koš́ıku. Ćılem této diplomové práce je tedy vytvořit programátorské
rozhrańı, pomoćı kterého bude možné źıskat doporučeńı produkt̊u pro tyto dva př́ıpady.
1.3.1 Doporučeńı na stránce detailu produktu
Stránka detailu produktu zobrazuje všechny základńı údaje o produktu, fotogalerii, uživatelskou
diskuzi a daľśı informace. Nově bude obsahovat také doporučené produkty vybrané podle
vhodných pravidel. Obrázek 1.2 ilustruje, jak by mohlo být takové doporučeńı zobrazeno
na stránkách Czechcomputer u jednoho z produkt̊u.
1.3.2 Doporučeńı na stránce nákupńıho koš́ıku
Na stránce nákupńıho koš́ıku se běžně zobrazuje seznam produkt̊u v koš́ıku, který je možné
upravovat. Tato stránka také umožňuje přistoupit k samotnému objednáńı zbož́ı, jedná se
tedy o prvńı krok v objednávkovém procesu. Nově bude obsahovat produkty, které jsou
doporučeny na základě produkt̊u, které se už v koš́ıku nacháźı. Programátorské rozhrańı
tedy muśı umožňovat generováńı doporučeńı nejen podle jednotlivých produkt̊u, ale i podle
množin produkt̊u (nákupńıch koš́ık̊u).
1.4 Dostupná data
Jednoduchý diagram dostupných dat ukazuje obrázek 1.3. V produktové databázi se nacháźı
asi 60 000 produkt̊u. Pouze zlomek z těchto produkt̊u je ale označen jako aktivńı, tj. do-
stupných k objednáńı. Produkty postupem času přestávaj́ı být aktivńı po ručńım zásahu
nebo po prošlé lh̊utě pro publikaci. Toto nastává např́ıklad v př́ıpadě, kdy výrobek přestane










Obrázek 1.2: Možný grafický návrh detailu produktu
K dispozici je anonymizovaná historie všech objednávek v systému. Tyto objednávky ob-
sahuj́ı položky objednávky, které reprezentuj́ı objednaný produkt. K dispozici je celkem asi
140 000 objednávek, které reprezentuj́ı p̊ulročńı historii obchodováńı koncových zákazńık̊u
na serveru Czechcomputer.cz. Tyto objednávky obsahuj́ı celkem asi 550 000 položek. Cel-
kový počet odkazovaných aktivńıch produkt̊u z p̊ulročńı historie objednávek je asi 7 000,
tedy asi 2 000 produkt̊u nebylo v posledńım p̊ulroce objednáno.
objednavka radek objednavky produkt





V této kapitole vysvětĺım pojem dolováńı dat v kontextu źıskáváńı znalost́ı z databáze,
poṕı̌śı použ́ıvané techniky a zaměř́ım se na dolováńı dat vzhledem k analýze nákupńıch
koš́ık̊u.
2.1 Co je dolováńı dat
Dolováńı dat (anglicky data mining) je pojem zastřešuj́ıćı rozsáhlou skupinu technik, pro-
ces̊u a nástroj̊u, které slouž́ı k analýze velkého množstv́ı dat a ke hledáńı skrytých, ne-
triviálńıch a potenciálně užitečných vzor̊u v těchto datech. Ve velké části př́ıpadu se do-
lováńı dat použ́ıvá k vylepšeńı marketingových proces̊u, prodeje a podpory zákazńık̊um.
Stejně tak je ale možné použ́ıt dolováńı dat v jiných oblastech, např́ıklad v astronomii,
v medićıně nebo v pr̊umyslových odvětv́ıch. [9]
Striktně vzato je dolováńı pouze jednou z fáźı rozsáhleǰśıho procesu źıskáváńı znalost́ı
z databáze, i když se tyto pojmy běžně použ́ıvaj́ı jako synonyma.
2.2 Zdroje dat
Dolovat můžeme v r̊uzných typech zdroj̊u dat, at’ už se jedná o perzistentńı data (databáze,
soubory, apod.) nebo transientńı data (proudy). Tři běžné druhy těchto zdroj̊u jsou:
• Relačńı databáze je pravděpodobně nejběžněǰśı zdroj dat dneška. Výhodou je uni-
verzálńı znalost těchto databáźı a dotazovaćıho jazyka SQL.
• Datový sklad - datové sklady obsahuj́ı zpravidla sumarizované údaje (např. celkové
součty prodej̊u mı́sto jednotlivých objednávek) a bývaj́ı modelovány jako tzv. multidi-
menzionálńı datové kostky. Jednotlivé dimenze odpov́ıdaj́ı atribut̊um (např. pobočka,
kvartál, apod.), hodnoty jsou pak agregované údaje pro dané atributy (celkový prodej
v Kč v daném kvartálu na dané pobočce). Datové sklady podporuj́ı OLAP operace,
které zajǐst’uj́ı větš́ı podporu pro analýzu a dolováńı dat, než relačńı databáze.
• Transakčńı databáze jsou specializované databáze, kde záznamy reprezentuj́ı trans-
akce. Ty se obvykle skládaj́ı z jedinečného identifikátoru a množiny položek, které
transakce obsahuje. Př́ıkladem takových transakćı můžou být objednávky v inter-
netovém obchodě nebo návštěvy webového serveru složené z jednotlivých HTTP
požadavk̊u.
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Kromě těchto často už́ıvaných zdroj̊u dat existuje samozřejmě celá řada daľśıch, jako jsou
textové databáze (např. XML), specializované databáze (temporálńı, multimediálńı, apod.).
Za zdroj dat můžeme také považovat web, kde můžeme automaticky analyzovat např́ıklad
shlukováńı a klasifikaci webových stránek nebo vývoj komunit a sociálńıch skupin.
2.3 Proces źıskáváńı znalost́ı
V této části poṕı̌si źıskáváńı znalost́ı jako proces složený z po sobě následuj́ıćıch fáźıch.
Jsou to:
1. Předzpracováńı dat
(a) Čǐstěńı dat - v této fázi jde o vyřešeńı problému chybných nebo chyběj́ıćıch dat
r̊uznými technikami.
(b) Integrace dat se snaž́ı integrovat data pocházej́ıćı z r̊uzných datových zdroj̊u.
Může být prováděno společně s procesem čǐstěńı dat.
(c) Výběr dat se snaž́ı zvolit relevantńı data v kontextu dané úlohy. Typicky může
j́ıt např́ıklad o výběr sloupc̊u z tabulky v relačńı databázi.
(d) Transformace dat - v této fázi jsou data převedena do podoby vhodné pro do-
lováńı dat. Může se jednat o např́ıklad o sumarizaci nebo agregaci.
2. Dolováńı dat - je to samotná aplikace konkrétńı metody pro extrakci vzor̊u nebo
vytvořeńı modelu dat.
3. Hodnoceńı model̊u a vzor̊u - hodnot́ı vytvořené vzory r̊uznými zp̊usoby a snaž́ı se
identifikovat zaj́ımavé vzory.
4. Prezentace znalost́ı je d̊uležitá pro správné pochopeńı vzor̊u uživatelem.
Tyto kroky se opakuj́ı v několika po sobě následuj́ıćıch iteraćıch, jak ukazuje obrázek
2.1.
2.4 Předzpracováńı dat
Předzpracováńı dat slouž́ı k převedeńı dat do takové podoby umožňuj́ıćı dolováńı dat.
Původńı data mohou být př́ılǐs rozsáhlá, mohou být obsaženy ve v́ıce r̊uzných datových
zdroj́ıch, př́ıpadně mohou mı́t problémy, které bez předzpracováńı znemožňuj́ı dolováńı.
Mezi tyto problémy patř́ı:
• Nekompletnost dat - může být zp̊usobena např́ıklad chyběj́ıćımi atributy, faktem že
data, která bychom potřebovali detailńı, máme pouze agregovaná a podobně.
• Šum - data mohou obsahovat nesprávné hodnoty. Chybné hodnoty je částečně možné
odhalit, pokud jsou např́ıklad př́ılǐs odlehlé nebo se nacháźı mimo přirozený rozsah
pro danou doménu (např. stář́ı vozu v databázi vozidel nastaveno na 160 let). Data
mohou být také v nesprávném formátu (např. formátováńı datumů) nebo odpov́ıdat
jiné konvenci, než se pro aplikaci předpokládá (např. uživatelské hodnoceńı ”jako ve
škole“ oproti hodnoceńı ”č́ım vyšš́ı, t́ım lepš́ı“).
















Obrázek 2.1: Proces źıskáváńı znalost́ı
2.4.1 Čǐstěńı dat
Čǐstěńı slouž́ı zejména k odstraněńı nekompletńıch dat, vyhlazeńı šumu a vyřešeńı nekon-
zistence dat. Při odstraněńı problému chyběj́ıćıch atributy, můžeme použ́ıt některá z těchto
řešeńı:
• Ignorováńı n-tice - tento zp̊usob neńı př́ılǐs užitečný kromě př́ıpad̊u, kdy je chyběj́ıćıch
atribut̊u v́ıce, nebo je atribut ćılovou tř́ıdou v kontextu klasifikace dat.
• Manuálńı nahrazeńı - je v praxi stěž́ı použitelný př́ıstup kv̊uli velkému množstv́ı dat.
Nicméně v př́ıpadě že uživatel má znalost problematiky a jedná se o malé množstv́ı
dat, je možné předpokládat dobré výsledky.
• Automatické nahrazeńı má několik variant:
– nahrazeńı konstantou
– nahrazeńı pr̊uměrnou hodnotou atributu
– nahrazeńı pr̊uměrem v rámci stejné tř́ıdy jako je daná n-tice
– nahrazeńı nejpravděpodobněǰśı hodnotou - zde je možné použ́ıt hodnot ostatńıch
atribut̊u. Lze řešit jako samostatnou úlohu pro dolováńı dat, ke které je možné
použ́ıt regresi, Bayesovskou klasifikaci nebo rozhodovaćı strom
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Pro vyřešeńı šumu v datech je možné použ́ıt řadu technik vyhlazováńı. Šum v datech
může vzniknout např. poruchou zař́ızeńı, lidskou chybou při zadáváńı dat, apod.
• Plněńı (binning) vyhlazuje numerická data. Nejprve se seřazená data rozděĺı do tzv.
koš̊u, každý o přibližně stejném počtu prvk̊u. Pak se atributy v každém koši upravuj́ı
podle koše samotného. Můžou být např́ıklad změněny na pr̊uměr všech hodnot v koši
nebo jejich medián. Plněńı tedy provád́ı lokálńı vyhlazováńı.
• Regrese - data se nahrazuj́ı hodnotami danými regresńı křivkou. Může se jednat
o lineárńı regresi, v tom př́ıpadě se hledá př́ımka, která aproximuje hodnoty dvou
atribut̊u, jak je znázorněno na obrázku 2.2
Obrázek 2.2: Lineárńı regrese
• Shlukováńı se použ́ıvá pro hledáńı odlehlých hodnot. Jsou to potenciálně ty hodnoty,
které nejsou zařazeny v žádném shluku.
• Diskretizace nahrazuje numerický atribut intervalem hodnot. Použ́ıvaj́ı se dva zp̊usoby:
– Rozčleněńı na intervaly stejné š́ıřky - rozsah se rozděĺı na N disjunktńıch in-
terval̊u stejné š́ı̌rky. Š́ı̌rka každého intervalu bude max−minN , kde max a min je
maximálńı, resp. minimálńı hodnota ze všech hodnot. Problémem této metody
je, že odlehlé hodnoty se můžou stát dominantńı a řada zaj́ımavých hodnot může
padnout do stejného rozsahu. Tento problém je možné řešit vyloučeńım určitého
procenta nejnižš́ıch a nejvyšš́ıch hodnot.
– Rozčleněńı na intervaly stejné hloubky - vytvoř́ı se intervaly, kde každý in-
terval má přibližně stejný počet položek. Tento zp̊usob je vhodný pro práci
s vychýlenými daty.
2.4.2 Integrace dat
Data často pocháźı z v́ıce než jednoho zdroje. V takovém př́ıpadě je nutné data integrovat
do jediného zdroje, se kterým můžou úlohy dolováńı dat pracovat. Mezi hlavńı problémy,
které integrace dat muśı řešit, patř́ı:
• Konflikt schématu - pokud jsou metadata dvou nebo v́ıce zdroj̊u navzájem nepřevoditelná,
mluv́ıme o konfliktu schématu. Např́ıklad pokud v jednom datovém zdroji jsou čtyři
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pole pro adresu trvalého bydlǐstě pojmenované ulice, č́ıslo domu, PSČ a město a ve
druhém zdroji je pouze jedno pole - adresa.
• Konflikty hodnot - pokud jsou hodnoty z r̊uzných zdroj̊u navzájem odlǐsné i když
označuj́ı stejnou skutečnost, mluv́ıme o konfliktu hodnot. Např́ıklad pokud je v jed-
nom datovém zdroji rok narozeńı uvedena hodnota 1986 a ve druhém je to 86.
• Konflikty identifikace - ne vždy je možné jednoduše zjistit, které dva záznamy jsou
identické. Může se jednat o problém r̊uzných identifikátor̊u v r̊uzných databáźıch,
absenci identifikátoru, atp. Proto je třeba data navzájem namapovat a identifikaci
sjednotit.
• Redundance - hodnoty z r̊uzných zdroj̊u můžou být navzájem redundantńı. Nav́ıc je
některé hodnoty možné odvodit z jiných, takže se výskyt odvozených hodnot také
stává redundantńı. Např́ıklad jeden zdroj může uvádět, že v dotazńıku provedeném
v roce 2008 uvedl dotazovaný věk 28 let. V jiném zdroji může být uveden jeho rok
narozeńı jako 1980, proto se hodnota věku stává redundantńı.
2.4.3 Transformace dat
Úkolem transformace je převést data do podoby vhodné pro dolováńı dat. Mezi operace,
které transformace může zahrnovat, patř́ı:
• vyhlazeńı šumu, jak bylo popsáno v části 2.4.1
• agregace - detailńı data jsou agregovány pro zmenšeńı rozsahu dat a zrychleńı výpočtu
• generalizace - nahrazeńı dat koncepty, např́ıklad kategorický atribut ulice mohou být
na vyšš́ı úrovni nahrazeny názvem města nebo kraje
• normalizace - ćılem je normalizovat numerické hodnoty do určitého rozsahu hodnot,
typicky 〈0, 1〉 nebo 〈−1, 1〉
• konstrukce - vytvořeńı nových atribut̊u za použit́ı jiných, typicky pro zrychleńı nebo
zkvalitněńı procesu dolováńı
Normalizaci je třeba provádět obvykle proto, že to vyžaduje př́ıslušný dolovaćı algorit-
mus. Obvykle jsou to některé metody klasifikace, metody založené na vzdálenosti, jako je
klasifikace metodou nejbližš́ıho souseda a shlukováńı. Poṕı̌si zdé tři často použ́ıvané zp̊usoby
normalizace.
Min-max normalizace spoč́ıvá v lineárńı transformaci p̊uvodńıch dat. Pokud jsou minA
a maxA minimálńı a maximálńı hodnoty atributu A a nminA a nmaxA jsou minimálńı a





(nmaxA − nminA) + nminA
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Z-skóre normalizace je vhodná, když neńı předem známý rozsah normalizovaného atri-
butu nebo když existuj́ı odlehlé hodnoty, kv̊uli kterým nelze použ́ıt min-max normalizace.
V př́ıpadě z-skóre normalizace jsou hodnoty atributuA transformovány na základě pr̊uměru




kde Ā je pr̊uměr a σA je směrodatná odchylka atributu A.
Normalizaci dekadickou změnou měř́ıtka spoč́ıvá pouze v posunut́ı desetinné tečky





kde j je nejmenš́ı celé č́ıslo takové, že max(|v′|) < 1.
Mějme např́ıklad rozsah atributu A od −897 do 152. Normalizace bude podle vztahu
v′min = −897/104 = −0, 897
v′max = 152/10
4 = 0, 152
spoč́ıvat pouze ve vyděleńı transformovaného č́ısla hodnotou 1000. Normalizovaný rozsah
tedy bude 〈−0, 897, 0, 152〉.
2.4.4 Redukce dat
Redukce se snaž́ı zmenšit rozsah dat při zachováńı stejných výsledk̊u dolováńı. Redukci dat
můžeme provést r̊uznými zp̊usoby:
• agregace datové kostky - redukce agregováńım detailńıch údaj̊u
• výběr podmnožiny atribut̊u se snaž́ı eliminovat nerelevantńı nebo málo relevantńı atri-
buty a ponechat jen tu podmnožinu atribut̊u, která se pro dolováńı skutečně použije
• redukce dimenzionality - data se zakóduj́ı takovým zp̊usobem, že dojde k redukci, ale
bude možné provádět s daty potřebné operace
• redukce počtu hodnot - kompletńı data jsou nahrazena nějakým modelem a reprezen-
tována jeho parametry nebo jsou reprezentována v nějaké redukované podobě
• diskretizace a generace konceptuálńı hierarchie - hodnoty atribut̊u jsou nahrazeny
intervaly nebo pojmy z nějaké konceptuálńı hierarchie.
Ćılem výběru podmnožiny atribut̊u je vybrat jen některé z mnoha atribut̊u ve zdro-
jových datech a přitom zachovat stejné výsledky, jako bychom pracovali s p̊uvodńı množinou
atribut̊u. Výběr atribut̊u je někdy možné provést se znalost́ı sémantiky ručně, ale při velkém
množstv́ı atribut̊u je nutné proces automatizovat.
Uvažujme množinu N atribut̊u. Prostor řešeńı je tedy 2N . Neńı možné prohledávat celý
prostor z d̊uvodu časové náročnosti, takže se použ́ıvaj́ı heuristické metody, které nezaručuj́ı
nalezeńı globálńı optima za každých okolnost́ı. Heuristické metody, které je možné použ́ıt,
zahrnuj́ı:
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• postupný dopředný výběr - atributy se přidávaj́ı iterativně do výsledné množiny podle
hodnoceńı (při každé iteraci se vybere atribut s nejvyšš́ım hodnoceńım a přidá se)
• postupná zpětná eliminace - zač́ıná se s množinou všech atribut̊u a v každé iteraci se
atributy hodnot́ı a odstraňuje se ten nejhorš́ı atribut
• indukce rozhodovaćıho stromu - zde se použ́ıvaj́ı algoritmy pro generováńı rozhodo-
vaćıho stromu, jako se použ́ıvaj́ı v klasifikačńıch úlohách. Redukovanou množinu atri-
but̊u pak tvoř́ı ty atributy, které jsou v rozhodovaćım stromu obsaženy
2.5 Asociačńı pravidla
Dolováńı asociačńıch pravidel obecně hledá zaj́ımavé souvislosti a asociace mezi prvky
rozsáhlých datových množin. [10, 277 s.] Existuje řada využit́ı pro dolováńı asociačńıch
pravidel, př́ıklady takových zahrnuj́ı:
• Analýza nákupńıch koš́ık̊u - základńı myšlenkou je, že určité zbož́ı zákazńıci často
kupuj́ı společně. Mezi typické otázky pro analýzu nákupńıch koš́ık̊u patř́ı ”jak často
si zákazńıćı kupuj́ı X ke svému Y?“ či ”pokud si zákazńık kupuje X, co si s největš́ı
pravděpodobnost́ı kouṕı také?“ Analýza nákupńıch koš́ık̊u může být užitečná např́ıklad
pro př́ıpravu reklamńıch kampańı, rozmı́stěńı zbož́ı v supermarketu nebo doporučováńı
produkt̊u v internetovém obchodě.
• Web mining se zabývá hledáńım vzor̊u v chováńı uživatel̊u webových stránek. To
se provád́ı na základě záznamů o př́ıstupech, které bývaj́ı asociovány s uživatelským
sezeńım. Web mining odpov́ıdá na otázky typu ”pokud uživatel navšt́ıvil stránku
www.idnes.cz, jaké daľśı stránky s pravděpodobnost́ı nejméně X tento týden navšt́ıv́ı?“
V praxi se použ́ıvá k vylepšeńı informačńı architektury web̊u, k lepš́ımu rozmı́stěńı
odkaz̊u ve stránce nebo v internetových reklamńıch kampańıch.
• Detekce podvod̊u, typicky v oblasti pojǐst’ovnictv́ı. Jako vstupńı data slouž́ı hlášené
pojistné události. Dolováńı asociačńıch pravidel se zde použ́ıvá k prvotńımu výběru
subjekt̊u, které jsou pak podrobeny hlubš́ım analýzám.
2.5.1 Definice asociačńıho pravidla
Necht’ I = {i1, i2, i3, . . . } je množina položek. Dále necht’ D je množina transakćı, kde každá
transakce T je množina položek taková, že T ⊆ I. Ke každé transakci př́ısluš́ı unikátńı
identifikátor TID. Necht’ A je množina položek. Ř́ıkáme, že transakce T obsahuje A, pokud
A ⊆ T . Asociačńı pravidlo je implikace tvaru A⇒ B, kde A ⊂ T , B ⊂ T a A ∩B = ∅. 1
MnožinyA, resp.B se někdy také označuj́ı jako tělo (body), resp. hlava (head) pravidla.[10]
Frekvence množiny A je pak počet transakćı T v množině transakćı D, které obsahuj́ı A.
Tedy
f(A) = card{Ti : A ⊆ Ti, i = 1, 2, . . .m}
Např́ıklad v př́ıpadě analýzy nákupńıch koš́ık̊u obvykle položky reprezentuj́ı zbož́ı nebo
produkty a transakce reprezentuj́ı nákupy či objednávky.
1Definice převzata z [11]
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2.5.2 Atributy pravidla
Jsou definovány dva základńı atributy každého pravidla:
• podpora (support) pravidla A⇒ B je poměr počtu transakćı obsahuj́ıćıch tělo i hlavu
pravidla k počtu všech transakćı. Formálněji můžeme psát
support(A⇒ B) = f(A ∪B)
|D|
• spolehlivost (confidence) pravidla A ⇒ B je poměr počtu transakćı obsahuj́ıćıch tělo
i hlavu pravidla k počtu transakćı obsahuj́ıćıch tělo.
confidence(A⇒ B) = f(A ∪B)
f(A)
2.5.3 Frekventovaná množina, silné asociačńı pravidlo
Při źıskáváńı asociačńıch pravidel se snaž́ıme źıskat tzv. silná asociačńı pravidla složená
z frekventovaných množin.




vyšš́ı nebo rovnou definované minimálńı podpoře
• silné asociačńı pravidlo je každé, které má podporu i spolehlivost vyšš́ı nebo rovnou
definované minimálńı podpoře a spolehlivosti
2.5.4 Lift pravidla
I když se silné asociačńı pravidla mohou použ́ıvat pro reprezentaci zaj́ımavosti z obchodńıho
hlediska, neńı to vždy nejvhodněǰśı kritérium.[10, 2]
Uvažujme prodejce elektroniky, který z celkovém objemu 100 transakćı měl 60 transakćı
obsahuj́ıćı fotoaparát, 75 transakćı obsahuj́ıćı tiskárnu a 40 transakćı obsahuj́ıćıch fotoa-
parát i tiskárnu. Pokud bychom uvažovali např́ıklad minimálńı podporu 0, 3 a minimálńı
spolehlivost 0, 6 bez ohledu na okolnosti, zjist́ıme že pravidlo {fotoaparat} ⇒ {tiskarna}
bude mezi silnými pravidly (support = 40/100 = 0, 4 a confidence = 40/60 = 0, 666 . . . ).
Toto pravidlo naznačuje, že fotoaparát a tiskárna se často prodávaj́ı společně.
Při hlubš́ım zamyšleńı ale zjist́ıme, že pravděpodobnost koupě tiskárny a fotoaparátu
zároveň, je pouze 40/60 = 0, 666 . . . , což je méně než samotná pravděpodobnost koupě
tiskárny 75/100 = 0, 75. Tedy zákazńık si naopak sṕı̌se kouṕı tiskárnu, pokud si nekupuje
fotoaparát.
Daľśı atribut, který se u pravidla uvád́ı, a která tento nedostatek řeš́ı, je lift.





Lift nám ř́ıká, kolikrát větš́ı je pravděpodobnost, že se hlava pravidla vyskytne v trans-
akci zároveň s tělem, než že se hlava vyskytne bez ohledu na př́ıtomnost těla pravidla.
Pokud je lift větš́ı než 1, znamená to, že pravidlo vykazuje pozitivńı korelaci výskytu těla
a hlavy zároveň. Lift menš́ı než 1 znač́ı negativńı korelaci.
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2.5.5 Algoritmus Apriori
K nalezeńı frekventovaných množin se velmi často použ́ıvá algoritmus Apriori. K vyšš́ı efek-
tivitě se využ́ıvá tzv. Apriori vlastnost. Tato vlastnost ř́ıká, že každá podmnožina frekvento-
vané množiny muśı být také frekventovaná. To vycháźı z faktu, že přidáńı prvku k množině
nemůže zp̊usobit, že by jej́ı podpora vzrostla.
Algoritmus Apriori pro nalezeńı množiny Lk, která se skládá ze všech frekventovaných
k-množin, má tyto kroky:
1. Nalezeńı množiny Lk−1 pomoćı algoritmu Apriori
2. Spojovaćı krok: množina Ck je vytvořena jako Ck ← {l1 ∪ l2; l1, l2 ∈ Lk−1}
3. Vylučovaćı krok: z množiny Ck jsou odebrány ty prvky, které maj́ı alespoň jednu
podmnožinu, která neńı frekventovaná
Zde Ck označuje kandidátńı množinu k-prvkových množin prvk̊u.
Program 1 ukazuje v pseudokódu iterativńı podobu algoritmu Apriori(D, ε), kde D je
množina transakćı a ε je minimálńı podpora.
Program 1 Algoritmus Apriori
L[1] := všechny položky v~D s~výskytem >= ε
k~:= 2
while L[k - 1] is not empty:
// spojovacı́ krok
C[k] := join(L[k - 1])
// vylučovacı́ krok
for c in C[k]:
for s~in subsets(c):
if s~is not in L[k - 1]:
remove c from C[k]
continue outer cycle
// aktualizace count
for t in T:
for c in C[k]:
if c subset of t:
count[c]++
// vytvořenı́ L[k]
for c in C[k] with count[c] >= ε:
add(L[k], c)
result := union of L[1..k]
Na základě znalosti množiny Lk je pak možné sestavit asociačńı pravidla následuj́ıćım
zp̊usobem:
• pro každou frekventovanou podmnožinu l ∈ Lk se vygeneruj́ı jej́ı neprázdné podmnožiny
s1 . . . sn
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• pro každou takovou podmnožinu si, kde i ∈ {1, . . . n}, se vytvoř́ı pravidlo si ⇒ l \ si
• pro pravidlo se vypoč́ıtá spolehlivost podle vzorce uvedeného v 2.5.2 (pokud je jeho
spolehlivost vyšš́ı než minimálńı, pak je pravidlo silné)
• podmı́nka na minimálńı podporu je u všech pravidel splněna vždy, protože pravidla
jsou generována z frekventovaných množin
2.5.6 Jiné typy asociačńıch pravidel
Dosud uváděná asociačńı pravidla jsou striktně vzato jen podmnožinou obecných aso-
ciačńıch pravidel. Ta mohou být klasifikována podle následuj́ıćıch kritéríı:
• Obecná asociačńı pravidla je možné rozdělit podle typu zpracovávaných hodnot:
1. booleovské (např. zakaznik je muz ⇒ nabidni ”pivo”)
2. kvantitativńı (např. vek(zakaznik) ≥ 18⇒ nabidni ”pivo”)
• Podle použitých proměnných:
1. jednodimenzionálńı (např. zakaznik kupuje ”hranolky” ∧ zakaznik kupuje ”steak”⇒
zakaznik kupuje ”pivo”)
2. v́ıcedimenzionálńı (např. zakaznik kupuje ”salat” ∧ zakaznik je zena⇒
zakaznik kupuje ”dietni kola”)
• Podle úrovně:
1. jednoúrovňová (založeny na konkrétńıch položkách, např. zakaznik koupil ”caj”⇒
nabidni ”cukr”)
2. v́ıceúrovňová (založeny na skupinách položek, např. zakaznik koupil ”horky napoj”⇒
nabidni ”cukr”)
2.6 Práce společnosti Amazon v oblasti analýzy nákupńıch
koš́ık̊u
Společnost Amazon se této oblasti dolováńı dat od roku 2001 intenzivně zabývá, a přǐsla
za tuto dobu s několika metodami pro doporučováńı produkt̊u v internetovém obchodě
Amazon.com. [7, 4, 5, 6]
Uvedená dokumentace sice nikde nepouž́ıvá název ”asociačńı pravidla“, ale použitý kon-
cept je stejný. Jedná se o booleovské jednodimenzionálńı jednoúrovňová asociačńı pravidla.
Ta maj́ı nav́ıc z d̊uvodu velkých rozsah̊u dat pouze jednoprvkové množiny v hlavě i těle
pravidla.
2.6.1 Index podobnosti
Je zde uvažován nový atribut pro hodnoceńı zaj́ımavosti pravidla, tzv. index podobnosti
(commonality index). Ten je definován následovně:
CI(A⇒ B) = f(A ∪B)√
f(A)f(B)
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Podle dokumentace tento atribut udává intuitivńı podobnost zbož́ı. 2
2.7 Daľśı dolovaćı úlohy
Dolovaćıch úloh je velké množstv́ı a mohou sloužit k mnoha úkol̊um. Zde jsou popsané
některé úlohy, které se často použ́ıvaj́ı. [1]
2.7.1 Klasifikace
Klasifikace spoč́ıvá ve zkoumáńı vlastnost́ı dř́ıve neznámého objektu a přǐrazeńı do jedné
z předdefinovaných tř́ıd. Charakteristické pro klasifikaci je existence předem známých defi-
nićı jednotlivých tř́ıd a znalost tř́ıd v trénovaćım vzorku dat. Úkolem je vybudovat model,
který je možné aplikovat na nezatř́ıděná data a tato data zařadit co nejpřesněji do tř́ıd.
2.7.2 Odhadováńı
Zat́ımco klasifikace se zabývá generováńım diskrétńıch výstup̊u, tedy zařazeńım do jedné
tř́ıdy, odhadováńı generuje spojité hodnoty. Může sloužit také jako forma klasifikace, kde
př́ıslušnost do tř́ıdy neńı jistá, ale je definována pravděpodobnost́ı př́ıslušnosti do dané
skupiny.
2.7.3 Predikce
Predikce je velmi podobná klasifikaci a odhadováńı. Lǐśı se pouze v charakteru výstupńı
hodnoty. Pro predikci plat́ı, že výstupńı hodnota je veličina, která je známá v budoucnu.
Většinou je závislá na budoućı události a neńı možné tedy ověřit jej́ı správnost.
2.7.4 Seskupováńı podle afinity
Účelem je rozpoznat, které objekty z množiny maj́ı určitou logickou souvislost. Může se
jednat např́ıklad o rozpoznáńı produkt̊u, které jsou často objednávány společně.
2.7.5 Shluková analýza
Spoč́ıvá v rozděleńı množiny heterogenńıch položek do v́ıce homogenńıch podmnožin neboli
shluk̊u. Na rozd́ıl od klasifikace nespoléhá na předem definované tř́ıdy, ale na tř́ıdy defino-
vané v modelu algoritmicky. Tř́ıdy jsou samy o sobě anonymńı a pouze reflektuj́ı vnitřńı
podobnost jednotlivých položek. Je na uživateli, aby určil, jaký význam nálež́ı jednotlivým
skupinám.
Obrázek 2.3 ukazuje jednu z metod použ́ıvanou pro shlukováńı, k-means clustering. Tato
metoda postupuje následuj́ıćım zp̊usobem:
1. libovolně se vybere k prvk̊u jako počátečńı prvky shluk̊u
2. každý prvek je zařazen do svého nejbližš́ıho shluku podle vzdálenosti k jeho středu
3. je vypočten střed každého shluku jako pr̊uměr prvk̊u, které do něj nálež́ı
4. pokud se změnilo zařazeńı prvk̊u při posledńı iteraci, pokračuje se od bodu 2
2Jedná se o název z doby, kdy se Amazon zaměřoval zejména na prodej knih (později hudby a filmů).





Obrázek 2.3: K-means clustering, převzato z [3]. Kř́ıže znázorňuj́ı středy shluk̊u.
2.7.6 Profilováńı




V této kapitole stručně poṕı̌si současnou architekturu internetového obchodu Czechcompu-
ter.cz a shrnu teoretické východiska pro implementaci. Dále poṕı̌si dvě varianty implemen-
tace, jejich výhody a nevýhody a provedu detailńı návrh obou variant.
3.1 Současný stav aplikace Czechcomputer.cz
HTTP požadavky na internetovou adresu Czechcomputer.cz nejprve zpracuje zař́ızeńı pro
rozděleńı zátěže (load balancer). Load balancer předává požadavky dále na několik aplikačńıch
server̊u, jak ukazuje obrázek 3.1. Ty pak komunikuj́ı s vyhrazeným databázovým serverem,
ukládaj́ı na něj data a data z něj čtou.








Obrázek 3.1: Architektura Czechcomputer.cz
Současná aplikace Czechcomputer využ́ıvá technologie:
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• Java Standard Edition 6 a Java Enterprise Edition 5 na aplikačńım serveru
• Oracle 11g na databázovém serveru
3.2 Generováńı doporučeńı
Při hledáńı vhodného zp̊usobu pro generováńı doporučováńı produkt̊u jsem vycházel z lite-
ratury, dokumentace společnosti Amazon a z konzultaćı se společnost́ı MSPS s r.o. Běžně
použ́ıvaný a efektivńı zp̊usob pro tvorbu doporučováńı bylo ve všech př́ıpadech zmı́něno
dolováńı asociačńıch pravidel pomoćı algoritmu Apriori. Vzhledem k nárok̊um na množstv́ı
zpracovaných položek jsem zvolil booleovské jednodimenzionálńı jednoúrovňová pravidla ve
tvaru i ⇒ j, kde i, j jsou položky. Tato forma asociačńıch je nenáročná na výkon a podle
dostupných materiál̊u od společnosti Amazon dostatečně efektivńı.
3.2.1 Zjednodušeńı Apriori pro k = 2
Algoritmus Apriori obecně generuje množiny Lk, které obsahuj́ı všechny k-prvkové frek-
ventované množiny. Vzhledem k tomu, že námi generovaná pravidla maj́ı tvar i ⇒ j, tedy
k = 2, je možné obecný algoritmus zredukovat odstraněńım cyklu. Jeho zápis je znázorněn
v programu 2.
Program 2 Algoritmus Apriori pro k = 2 zapsaný v pseudokódu




for c in C:
for s~in c:
if s~is not in L:
remove c from C
continue outer cycle
// aktualizace count
for t in T:
for c in C:
if c subset of t:
count[c]++
// vytvořenı́ result




V analýze nákupńıch koš́ıku se za transakce často považuj́ı konkrétńı osamocené objednávky.
To ale nemuśı být ideálńı řešeńı, protože objednávky, které jsou v rychlém sledu po sobě,
spolu mohou významně souviset. Vezměme si př́ıklad, kdy si zákazńık objedná digitálńı
fotoaparát. Druhý den si pak vzpomene, že k němu potřebuje speciálńı kabel, a objedná si
jej v samostatné objednávce. V pojet́ı transakćı jako objednávek se tato informace ztrat́ı.
Ve spolupráci se společnost́ı MSPS s r.o. jsem proto navrhl rozš́ı̌reńı o časovou složku.
Ta spoč́ıvá v následuj́ıćıch dvou změnách v pojet́ı dat:
• Souhrn veškerého zbož́ı objednaného jedńım zákazńıkem se považuje za jednu trans-
akci.
• Každá asociace mezi položkou a transakćı obsahuje časy objednáńı, které jsou rozho-
duj́ıćı pro určeńı vazby obou položek na sebe. Čas objednáńı timeA(i) udává všechny
časy objednáńı položky i v transakci A.
Pro pravidlo i⇒ j je pak možné určit nejmenš́ı časové rozpět́ı ve dnech v rámci jedné
transakce
mintimespanA(i⇒ j) = min
ti∈timeA(i),tj∈timeA(j)
|ti − tj |






kde T je množina transakćı obsahuj́ıćıch i a j zároveň.
Je možné předpokládat, že č́ım je interval mezi objednáńım dvou položek jedńım uživatelem
kratš́ı, t́ım silněǰśı je vzájemný vztah těchto dvou položek. Aby bylo možné kvantifiko-
vat tento vztah, je třeba zavést matematickou funkci, která bude reprezentovat koeficient
časového rozpět́ı. Tato funkce bude nadále označována jako TSC (time span coeficient).
Plat́ı TSC(x) ∈ R, kde x je uvažovaný počet dn̊u mezi oběma nákupy, x ∈ Z, x ≥ 0.
Dále tato funkce muśı splňovat následuj́ıćı podmı́nky:
1. TSC(x) ∈ (p, 1〉 : hodnota p = 1− tscWeight, kde tscWeight je parametr algoritmu
v rozmeźı (0, 1〉, určuj́ıćı poměrnou ”d̊uležitost“ časové složky při výpočtu
2. TSC(0) = 1 : pro položky objednané v ten samý den je koeficient maximálńı
3. limx→∞ TSC(x) = p : jak se časové rozpět́ı bĺıž́ı nekonečnu, koeficient se bĺıž́ı své
minimálńı hodnotě
Analytici společnosti oXy Online, která Czechcomputer.cz vyv́ıj́ı, navrhli daľśı omezeńı,
která dále vymezuj́ı pr̊uběh funkce:
1. Dvojice produkt̊u objednaných do 7 dn̊u od sebe by měla mı́t koeficient nejméně 99%
(intuitivně je vzájemná vazba zbož́ı objednaných v jednom týdnu od sebe téměř stejně
významná, jako kdyby byli ve společné objednávce)
2. Dvojice produkt̊u objednaných v́ıce než 100 dn̊u od sebe by měla mı́t koeficient nejvýše
20%
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Na základě těchto požadavk̊u byla zvolena funkce:
TSC(x) = p+ e−6500x
2−ln(1−p)

















Obrázek 3.2: Pr̊uběh funkce TSC(x), p = 0
Tato funkce je použita v následuj́ıćı části pro výpočet celkové váhy pravidla.
3.2.3 Váha pravidla
Pro kvantifikaci celkové ”zaj́ımavosti“ pravidla je třeba definovat novou proměnnou, kterou
jsem nazval váha pravidla. Podle váhy pravidla bude možné pravidla porovnávat a řadit,
což umožńı v elektronickém obchodu zobrazovat doporučeńı od nejv́ıce relevantńıho po
nejméně relevantńı.
Pro určeńı váhy pravidla jsem se po konzultaćı se společnost́ı MSPS a pročteńım doku-
mentace firmy Amazon rozhodl použ́ıt index podobnosti popsaný v části 2.6.1. Pro váhu je
také d̊uležitý koeficient časového rozpět́ı uvažuj́ıćı pr̊uměrné nejmenš́ı časové rozpět́ı. Pro
účely implementace budu tedy za váhu považovat součin těchto dvou hodnot.
w(i⇒ j) = CI(i⇒ j) · TSC(avgtimespan(i⇒ j))
Tento zp̊usob výpočtu váhy nemuśı být ideálńı a může být potřeba ho na základě zkušenost́ı
z reálného provozu změnit, např́ıklad za použit́ı spolehlivosti nebo liftu. Implementace bude
s touto variantou poč́ıtat a bude umožňovat jednoduchou výměnu výpočtu váhy.
3.2.4 Kombinované doporučeńı
Kromě doporučováńı na základě jednoho produktu je nutné implementovat i kombinované
doporučováńı, na základě množiny produkt̊u (pro stránku nákupńıho koš́ıku). Proto je
nutné definovat zp̊usob, jakým se budou jednotlivá asociačńı pravidla kombinovat, pokud
je dotazem množina produkt̊u a ne pouze jeden produkt.
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Mějme vstupńı množinu produkt̊u A = {i1, i2, . . . in}, pro kterou chceme generovat
doporučené produkty. Formálně vzato je ćılem z množiny známých pravidel
i1 ⇒ j1 (w1)
i2 ⇒ j2 (w2)
...
in ⇒ jn (wn)
s vahami w1, w2, . . . wn sestavit novou množinu pravidel
{i1, i2, . . . in} ⇒ k1(w′1)
{i1, i2, . . . in} ⇒ k2(w′2)
...
{i1, i2, . . . in} ⇒ km(w′m)
Pochopitelně je d̊uležité správně stanovit váhy výsledných kombinovaných pravidel. Pro
účely této práce jsem zvolil jednoduchý součet vah pravidel normalizovaný podle součtu
vah všech uvažovaných pravidel. Tedy pro každý unikátńı produkt k se vytvoř́ı právě jedno
pravidlo {i1, i2, . . . in} ⇒ k. Váha tohoto pravidla bude
w({i1, i2, . . . in} ⇒ k) =
∑
{w(y ⇒ k) | y ∈ A}∑
{w1, w2, . . . wn}
Př́ıklad Řekněme, že potřebujeme generovat kombinované doporučeńı pro množinu pro-
dukt̊u {mleko, chleb, rohlik} a známe pro ně tato pravidla:
mleko ⇒ noviny (w = 0, 7)
chleb ⇒ pivo (w = 0, 5)
chleb ⇒ noviny (w = 0, 2)
Výsledné kombinované pravidla pak budou
{mleko, chleb, rohlik} ⇒ noviny (w = (0, 7 + 0, 2)/1, 4 .= 0, 643)
{mleko, chleb, rohlik} ⇒ pivo (w = 0, 5/1, 4 .= 0, 357)
3.3 Dvě varianty implementace
Pro implementaci je třeba uvažovat řadu kritéríı, která jsou d̊uležitá pro provoz v reálném
prostřed́ı. Jsou to zejména tato kritéria:
• Rychlost výpočtu pravidel - elektronický obchod vyžaduje, aby data pro doporučováńı
produkt̊u byla generována často. Aby to bylo umožněno, muśı být výpočet dostatečně
rychlý.
• Rychlost vyhledáváńı pravidel - protože k doporučováńı muśı docházet v reálném čase
př́ımo na internetových stránkách, je nutné, aby vyhledáńı pravidla byla záležitost
maximálně deśıtek milisekund při ńızké zátěži serveru. Tento požadavek vycháźı ze
specifikace aplikace, která určuje maximálńı akceptovatelnou dobu pro zpracováńı
jednoho HTTP požadavku při ńızké zátěži.
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• Udržovatelnost - modul pro výpočet asociačńıch pravidel bude dlouhodobě udržovaný
daľśımi programátory, proto muśı splňovat určité minimálńı standardy návrhu, doku-
mentace a kvality kódu. Zároveň je také z tohoto d̊uvodu nutné pokud možno omezit
použit́ı složitých nástroj̊u nebo knihoven vyžaduj́ıćıch znalost problematiky dolováńı
dat.
• Škálovatelnost výpočtu - výpočet pravidel by měl dobře škálovat i při řádově větš́ım
množstv́ı pravidel, ovšem neńı to absolutńı požadavek.
Po zvážeńı všech těchto kritéríı jsem se rozhodl pro dvě varianty implementace. Která
z těchto implementaćı bude vhodněǰśı pro nasazeńı, ukáže testováńı, které je předmětem
daľśı kapitoly.
Pamět’ová implementace spoč́ıvá v realizaci algoritmu Apriori v prostřed́ı aplikačńıho
serveru, jak ukazuje obrázek 3.3. Algoritmus bude napsán v jazyce Java a bude využ́ıvat
data kompletně načtená do operačńı paměti stroje, kde jsou pravidla uložena po dobu běhu
aplikačńıho serveru. Výhoda tohoto př́ıstupu je očekávaná vyšš́ı rychlost při generováńı i
vyhledáváńı pravidel. Nevýhoda je obt́ıžněǰśı implementace a pamět’ové nároky (bude třeba
při generováńı všechna vstupńı data nač́ıst do paměti). Dále je třeba pravidla na každém
z aplikačńıch server̊u generovat zvlášt’ nebo zajistit jejich sd́ıleńı pomoćı specializovaného
nástroje jako Terracotta1 nebo Hazelcast2.
Databázová implementace principem je převedeńı algoritmu do jazyka SQL a využit́ı
konstrukt̊u relačńı databáze pro uložeńı asociačńıch pravidel, jak ukazuje obrázek 3.4.
Použitelnost tohoto postupu ukazuje [8, 62 s.]. Výhodou tohoto principu je vynecháńı
potenciálně náročné fáze nač́ıtáńı dat do paměti. Je také zajǐstěno, že všechny aplikačńı
servery budou za každých okolnost́ı použ́ıvat ta samá asociačńı pravidla. Nevýhodou je
předpokládaná nižš́ı rychlost generováńı a vyhledáváńı pravidel
V rámci této práce jsou implementoval obě varianty. V kapitole 4 je pak uvedeno jejich
zhodnoceńı.
3.4 Předzpracováńı dat
V této části poṕı̌su, jaké předzpracováńı dat bude třeba v pr̊uběhu generováńı doporučeńı.
3.4.1 Čǐstěńı dat
Všechna obchodńı data, která se použ́ıvaj́ı jako vstup pro generováńı pravidel, by měla být
z principu správná, konzistentńı a kompletńı. Proto neńı třeba provádět žádné explicitńı
čǐstěńı.
3.4.2 Integrace dat
Data o objednávkách jsou uložena ve specializovaném ERP 3 systému, který je použ́ıvaný
ve společnosti Czechcomputer. Internetový obchod periodicky replikuje určitou část těchto
1http://www.terracotta.org/
2http://www.hazelcast.com/














Obrázek 3.3: Ilustrace pamět’ové implementace
dat do své databáze. Diskuze k této replikaci je nad rámec této diplomové práce, nicméně
z hlediska źıskáváńı znalost́ı z databáze je možné ji považovat za integraci dat.
3.4.3 Redukce dat
Pro výpočet je třeba vyb́ırat pouze relevantńı data. Redukce se týká dvou oblast́ı dat:
1. Databáze obsahuje velké množstv́ı produkt̊u, ale pouze zlomek z nich jsou prodávané
produkty. Zbytek tvoř́ı ty, které byly staženy z prodeje, ty které ještě nebyly zveřejněny
nebo ty, které vznikly omylem. Neprodávané produkty tak nemá smysl zahrnovat do
výpočtu doporučeńı, protože:
(a) jako ćıl doporučeńı nemá neprodávaný produkt z obchodńıho hlediska smysl
(b) jako zdroj doporučeńı je neprodávaný produkt nezaj́ımavý, protože neprodávané
produkty si zobrazuje minimum zákazńık̊u
2. Data objednávek zahrnuj́ı také tzv. ”drobný prodej“. Jedná se o zbož́ı prodané př́ımo
v prodejně bez předchoźı objednávky. Toto zbož́ı tak nezahrnuje informaci o uživateli,
který si zbož́ı koupil. Proto jsou tyto transakce vyloučeny z výpočtu.
Pro účely této diplomové práce jsem připravil datové sady, jejich použit́ı je popsáno v ka-














Obrázek 3.4: Ilustrace databázové implementace
3.5 Vymezeńı pojmů pro účely této implementace
Pro účely návrhu a implementace této práce zde definuji některé nové pojmy a některé
obecné pojmy z oblasti dolováńı asociačńıch pravidel rozš́ı̌ŕım.
3.5.1 Transakce
Transakce se skládá z unikátńıho identifikátoru transakce a množiny položek, které trans-
akce obsahuje. Transakce se obvykle v kontextu internetového obchodováńı rovná jedné
účetńı objednávce, tedy každá objednávka vytvořená uživatelem se považuje automaticky
za samostatnou transakci. V rámci této práce jsem za vhodněǰśı považoval transakci de-
finovat jako shrnut́ı objednaného zbož́ı jedńım uživatelem, jak je vysvětleno v části 3.2.2.
Každá transakce také obsahuje informaci o datu objednáńı každé své položky.
3.5.2 Položka
Položka je jeden produkt v elektronickém obchodu, jak byl popsán v kapitole 2.5. Položka
má sv̊uj unikátńı identifikátor.
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3.5.3 Transakčńı prostor
Transakčńı prostor je množina všech položek, které systém obsahuje a množina všech trans-
akćı, které systém historicky vytvořil z daných položek.
3.5.4 Asociačńı pravidlo
Obecné asociačńı pravidlo bylo popsáno v části 2.5. Asociačńı pravidlo má několik kvalita-
tivńıch atribut̊u:
• frekvence těla - počet transakćı, ve kterých se objevuje tělo pravidla
• frekvence hlavy - počet transakćı, ve kterých se objevuje hlava pravidla
• frekvence dvojice - počet transakćı, ve kterých se objevuje tělo pravidla. Jinými slovy
počet transakćı, které obsahuj́ı zároveň obě položky z tohoto pravidla
• atributy spolehlivost, lift a CI definované z předchoźı kapitoly
3.5.5 Doporučeńı
Doporučeńı je abstraktńı pohled na asociačńı pravidlo, jedná se o doporučeńı jednoho
konkrétńıho produktu. Doporučovaćı systém jej vraćı na základě dotazu, který obsahuje
identifikátor jednoho nebo v́ıce produkt̊u, pro které se má vyhledat doporučeńı. Doporučeńı
se skládá z ID doporučeného produktu a vypočtené váhy. Váha doporučeńı se rovná váze
asociačńıho pravidla, jak byla popsána v 3.2.3.
3.5.6 Parametry algoritmu
Algoritmus pro výpočet asociačńıch pravidel je možné ovlivnit následuj́ıćımi parametry:
• minimálńı frekvence těla - v kolika transakćıch se muśı položka vyskytnout, aby byla
vzata v úvahu při výpočtu
• minimálńı frekvence dvojice - v kolika transakćıch se muśı obě položky pravidla vy-
skytnout zároveň, aby bylo pravidlo akceptováno
• minimálńı spolehlivost - minimálńı spolehlivost pravidla, aby bylo pravidlo akcep-
továno
• minimálńı lift - minimálńı lift pravidla, aby bylo pravidlo akceptováno
• d̊uležitost časové složky definovaná v 3.2.2 - jakou váhu má algoritmus přikládat ko-
eficientu časového rozpět́ı. Tento parametr je reálné č́ıslo od 0 do 1
Ćılem parametr̊u stanovuj́ıćıch minimálńı frekvenci je zabránit pravidl̊um, která vznikla
náhodně v malém počtu objednávek a nemuśı tak nutně odpov́ıdat reálnému trendu u zákazńık̊u.
U zbývaj́ıćıch parametr̊u jde zejména o zajǐstěńı dostatečné kvality asociačńıch pravidel.
3.6 Návrh databázové implementace
Implementace v databázovém systému je v tomto př́ıpadě realizována v čistém SQL. Veškeré
výpočty asociačńıch pravidel prob́ıhaj́ı př́ımo na databázovém serveru. Pravidla jsou zde na
konci výpočtu uložena v tabulce. Pro účely výpočtu jsem vytvořil také několik dočasných
tabulek, které obsahuj́ı data mezivýpočt̊u.
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3.6.1 Databázové schéma
Diagram 3.5 znázorňuje zjednodušený databázový model současné aplikace Czechcompu-















































Obrázek 3.5: Databázový diagram implementace (data, která se netýkaj́ı této práce, jsem
pro jednoduchost vynechal)
Z p̊uvodńıho databázového návrhu Czechcomputer byly vybrány čtyři tabulky, které se
generováńı týkaj́ı:
customer obsahuje zákazńıky, kteř́ı si objednávaj́ı zbož́ı
selling order obsahuje objednávky těchto zákazńık̊u
order row obsahuje řádky objednávky, které odkazuj́ı na jednotlivé produkty objednané
v dané objednávce
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product obsahuje všechny produkty
Zavedl jsem 5 nových tabulek, z toho 4 dočasné a jednu pro trvalé uložeńı vygenero-
vaných asociačńıch pravidel.
ar temp transaction items obsahuje všechny vazby mezi položkami a transakcemi s časovou
složkou obsahuj́ıćı datum objednáńı
ar temp minspans má nejmenš́ı časovou vzdálenost ve dnech pro každé dvě položky v každé
z transakćı. Tato hodnota se použ́ıvá jako parametr pro funkci TSC.
ar temp pair support má hodnotu frekvence pro každou z dvojic položek
ar temp item support obsahuje hodnotu frekvence pro každou položku
ar rules obsahuje finálńı podobu asociačńıch pravidel, včetně všech parametr̊u každého
asociačńıho pravidla (tedy frekvence, podpora, spolehlivost, CI).
3.6.2 Pr̊uběh výpočtu
Výpočet prob́ıhá za použit́ı SQL př́ıkaz̊u v těchto kroćıch:
1. Zpracováńı dat
(a) Vytvořeńı a naplněńı tabulky položek ar temp transaction items. To je pro-
vedeno prostým výběrem z tabulek produkt̊u (pro určeńı ID položky), firem (pro
určeńı ID transakce) a objednávek (pro určeńı času objednáńı).
(b) Vymazáńı dosavadńıho obsahu tabulky ar rules.
2. Výpočet asociačńıch pravidel
(a) Vytvořeńı a naplněńı tabulky ar temp minspans. Je proveden kartézský součin
položek v každé objednávce a výběr nejmenš́ı absolutńı hodnoty z rozd́ılu da-
tumů.
(b) Vytvořeńı a naplněńı tabulky ar temp item support. To je realizováno výběrem
z tabulky. ar temp transaction items obsahuj́ıćım počet unikátńıch ID trans-
akćı každé položky
(c) Vytvořeńı a naplněńı tabulky ar temp pair support. To je realizováno výběrem
z tabulky. ar temp minspans obsahuj́ıćım počet unikátńıch ID transakćı každé
dvojice
(d) Naplněńı tabulky ar rules asociačńımi pravidly s frekvence a spolehlivosti.
Toho je dosaženo výběrem z ar temp pair support, ar temp item support a
ar temp minspans.
(e) Doplněńı tabulky ar rules o daľśı parametry, které je možné vypoč́ıtat do-
datečně. Parametry lift, CI, datespan (časové rozpět́ı) a datespan coef (ko-
eficient časového rozpět́ı) jsou vypočteny podle odpov́ıdaj́ıćıch vzorc̊u.
3. Odstraněńı všech dočasných tabulek.
Na konci výpočtu obsahuje tabulka ar rules vypočtená asociačńı pravidla a všechny jejich
parametry.
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3.7 Návrh pamět’ové implementace
V této variantě je systém pro doporučováńı navržen jako samostatný modul. Ten na po-
kyn periodického plánovače spoušt́ı generováńı asociačńıch pravidel, které pak převád́ı na
jednotlivá doporučeńı. Vstupy a výstupy této knihovny je možné napojit prakticky na li-
bovolný systém, který pracuje s položkami a transakcemi (objednávkami). Knihovna neńı
př́ımo napojena na konkrétńı implementaci internetového obchodu Czechcomputer. Posky-
tuje pouze obecné tř́ıdy a rozhrańı.
3.7.1 Proces generováńı doporučeńı
Proces generováńı doporučeńı produkt̊u se bude skládat ze tř́ı část́ı: načteńı vstupńıch dat,
generováńı asociačńıch pravidel a vytvořeńı doporučeńı na základě vybraných položek. To
znázorňuje obrázek 3.6.







Obrázek 3.6: Proces generováńı asociačńıch pravidel
Transakčńı prostor je vytvořen klientským kódem v závislosti na implementaci. Může
j́ıt o načteńı dat z relačńı databáze, XML souboru nebo jakéhokoliv jiného zdroje. Poté
klientský kód předá vytvořený kód generátoru pravidel. Ten v závislosti na implementaci a
zvolených parametrech vygeneruje kolekci asociačńıch pravidel. Ta jsou následně předána
v konstruktoru tabulce doporučeńı, která slouž́ı jako pamět’ově úsporná pamět’ová struk-
tura. Aplikace ji může opakovaně použ́ıvat z libovolného počtu vláken.
3.7.2 Návrh jednotlivých tř́ıd
Návrh poč́ıtá s maximálńı možnou rozšǐritelnost́ı. Vstupńı data pro generováńı doporučeńı
jsou knihovně předložena ve struktuře nezávislé na zdroji dat. Diagram tř́ıd je znázorněn
na obrázku 3.7.
Knihovna se skládá z následuj́ıćıch baĺık̊u:
cz.vutbr.fit.recommend – Obsahuje základńı tř́ıdy a rozhrańı pro využ́ıváńı knihovny.
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cz.vutbr.fit.recommend.data – Obsahuje tř́ıdy pro import transakčńıho prostoru z da-
tových zdroj̊u.
cz.vutbr.fit.recommend.apriori – Obsahuje samotné pamět’ové implementace algoritmu
Apriori.
Tř́ıda cz.vutbr.fit.recommend.AssociationRule
Představuje jedno vygenerované asociačńı pravidlo. Tato tř́ıda je neměnitelná a tedy bezpečná
pro př́ıstup z v́ıce vláken.
Tř́ıda cz.vutbr.fit.recommend.AssociationRuleGenerator
Obecné rozhrańı pro každý generátor asociačńıch pravidel s metodou generateRules()
která na základě daného transakčńıho prostoru vygeneruje kolekci asociačńıch pravidel.
Tř́ıda cz.vutbr.fit.recommend.AssociationRuleGeneratorListener
Rozhrańı pro sledováńı postupu generováńı pravidel pomoćı zpětného voláńı metody
onGenerationProgress() na tomto rozhrańı. Může být použito např́ıklad pro vizualizaci
postupu v uživatelském rozhrańı pomoćı indikátoru pr̊uběhu.
Tř́ıda cz.vutbr.fit.recommend.Recommendation
Doporučeńı konkrétńıho produktu obsahuj́ıćı vypoč́ıtanou váhu doporučeńı. Tř́ıda je neměnitelná
a tedy bezpečná pro př́ıstup z v́ıce vláken.
Tř́ıda cz.vutbr.fit.recommend.RecommendationTable
Datová struktura, která obsahuje jednotlivé doporučeńı pro produkty. Vzhledem ke zvýšeným
nárok̊um na operačńı pamět’ umožňuje omezit počet doporučeńı na prvńıch N doporučeńı
podle váhy. Tř́ıda je neměnitelná a tedy bezpečná pro př́ıstup z v́ıce vláken, takže je možné
jej́ı instanci př́ımo použ́ıt ve v́ıcevláknovém prostřed́ı webové aplikace.
Tř́ıda cz.vutbr.fit.recommend.data.TransactionItem
Položka v systému obsahuj́ıćı pouze identifikátor položky.
Tř́ıda cz.vutbr.fit.recommend.data.Transaction
Transakce v systému. Obsahuje libovolné množstv́ı položek a udržuje informaci o času
objednáńı jednotlivých položek.
Tř́ıda cz.vutbr.fit.recommend.data.TransactionSpace
Transakčńı prostor, jak je popsán v 3.5.3
Tř́ıda cz.vutbr.fit.recommend.data.TransactionSpaceBuilder
pomocná tř́ıda, která umožňuje jednodušš́ı vytvářeńı transakčńıho prostoru. Klientský kód
volá opakovaně metodu addAssociation() pro každou vazbu mezi transakćı a položkou.
Nakonec voláńım build() vygeneruje transakčńı prostor.
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Tř́ıda cz.vutbr.fit.recommend.apriori.AprioriGenerator
Tato tř́ıda je základńı generátor pravidel pomoćı algoritmu Apriori. Umožňuje konfiguraci
pomoćı dvou parametr̊u algoritmu:
minFrequency určuje, jakou minimálńı frekvenci muśı pravidlo mı́t, aby bylo zařazeno ve
výsledćıch
minConfidence určuje, jakou minimálńı spolehlivost muśı pravidlo mı́t, aby bylo zařazen
ve výsledćıch
AprioriGenerator je prvńı implementace, která poč́ıtá pouze se základńı možnost́ı úprav
konfigurace a nezohledňuje časové vzdálenosti mezi položkami.
Tř́ıda cz.vutbr.fit.recommend.apriori.TimeSpanAprioriGenerator
Pokročileǰśı generátor pravidel pomoćı Apriori. Umožňuje nastaveńı řady parametr̊u algo-
ritmu:
minBodyFrequency – celoč́ıselný parametr, který určuje, s jakou nejmenš́ı hodnotou
frekvence těla bude ještě pravidlo zařazeno ve výsledćıch.
minConfidence – reálný parametr, který určuje, s jakou nejmenš́ı hodnotou confidence
bude ještě pravidlo zařazeno ve výsledćıch.
timeSpanWeight – reálný parametr, který určuje, d̊uležitost koeficientu časového rozpět́ı,
který byl definován v části 3.2.2.
minLift – celoč́ıselný parametr. Určuje minimálńı lift pravidla, aby bylo zařazeno ve
výsledćıch.
minAllFrequency – celoč́ıselný parametr určuj́ıćı minimálńı frekvenci, aby bylo pravidlo
zařazeno ve výsledćıch.
maxRulesPerProduct – při zpracováńı velkých objemů dat může být třeba omezit množstv́ı
vygenerovaných pravidel kv̊uli pamět’ovým nárok̊um. Tento celoč́ıselný parametr umožňuje
zvolit, kolik maximálně pravidel na jeden produkt se má zachovat. Zachová se vždy
N produkt̊u s nejvyšš́ı vahou.
3.7.3 Př́ıklad použit́ı
Program 3 ukazuje, jak se bude programátorské rozhrańı využ́ıvat. Jedná se o typické
použit́ı nadstavby v pseudokódu:
3.7.4 Automatické testy korektnosti
Pro účely pamět’ové implementace výpočtu asociačńıch pravidel jsem se rozhodl vytvořit au-
tomatické testy, které kontroluj́ı korektńı fungováńı implementace. Tyto testy jsem použ́ıval
během vývoje pro včasné odchyceńı zanesených chyb a regreśı. Společnost MSPS s r.o.
připravila vstupńı data a referenčńı výstupy, které je možné použ́ıt pro kontrolu, zda algo-
ritmus Apriori pracuje správně.
Automatické testy použ́ıvaj́ı knihovnu pro jednotkové testováńı JUnit4.
4http://junit.org/
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TransactionSpace space = tsb.build()
AssociationRuleGenerator generator = new TimeSpanAprioriGenerator(...)
Collection<AssociationRule> rules = generator.generateRules(space)









AssociationRuleTestUtil Tato tř́ıda obsahuje statickou metodu test(String inputFile,
String referenceOutputFile, AssociationRuleGenerator generator), kterou je možné
použ́ıt z jednotlivých test̊u. Tato metoda:
1. načte vstupńı data v daném souboru na disku
2. vygeneruje na jejich základě asociačńı pravidla pomoćı daného generátoru
3. porovná výsledek s referenčńımi daty v jiném souboru na disku. Pokud výsledky
nesouhlaśı, vyṕı̌se nesouhlaśıćı řádky na chybový výstup a vygeneruje selháńı testu
(Assert.fail()).
AprioriGeneratorTest JUnit test na fungováńı tř́ıdy AprioriGenerator.
TimeSpanAprioriGeneratorTest JUnit test na fungováńı tř́ıdy TimeSpanAprioriGenerator.
RecommendationTableTest Tato tř́ıda je JUnit test, který testuje správnost gene-




Žádný z test̊u nehláśı při spuštěńı chybu. Výsledky test̊u je možné kdykoliv ověřit. Zp̊usob
spouštěńı těchto test̊u je popsán v př́ıloze.
3.7.5 Poznámky k pamět’ové implementaci
Během realizace pamět’ové implementace jsem řešil problémy zp̊usobené velkými objemy
zpracovávaných dat, zejména týkaj́ıćıch se pamět’ové a časové náročnosti. Ty částečně nebo
úplně znemožňovaly použit́ı nadstavby s větš́ımi datovými sadami. Při jejich řešeńı jsem
použil nástroj YourKit Java Profiler,5 který je určen pro analýzu výkonu aplikaćı na plat-
formě Java. Postupným vyhledáváńım úzkých mı́st se podařilo omezit nebo eliminovat
většinu problému a pamět’ovou implementaci úspěšné realizovat.
Výkon pamět’ové implementace
Pamět’ová implementace generováńı asociačńıch pravidel už nyńı vykazuje přijatelné výsledky
co do rychlosti. To ukazuje následuj́ıćı kapitola 4. Přesto jsem se rozhodl provést analýzu
výkonu pro daľśı optimalizace. Výkon při generováńı pravidel je pro provoz kritický, proto
by daľśı zrychlováńı implementace bylo žádané i přesto, že počátečńı podmı́nky už současná
implementace splňuje. Daľśı optimalizace této implementace jsem už v rámci této práce
neprováděl, nicméně výstup z této analýzy může být dobrým počátečńım bodem, kde s op-
timalizaćı zač́ıt.
Testoval jsem generováńı pravidel při datové sadě obsahuj́ıćı objednávky za 90 dn̊u.
Zaměřil jsem se na tř́ıdu TimeSpanAprioriGenerator, která obsahuje logiku pro generováńı
asociačńıch pravidel.
Výsledky znázorněné na obrázku 3.8 naznačuj́ı, že významnou část procesorového času
(59%) zab́ırá metoda getTimeSpanCoef(), která zjǐst’uje koeficient časové složky (TSC)
pro daný pár položek. V současné implementaci tato metoda procháźı všechny umı́stěńı ve
všech transakci, které jsou pro obě položky společná, a hledá dva takové časy, jejichž rozd́ıl
je nejnižš́ı. Potom tyto časy zpr̊uměruje přes všechny transakce.
Tato část by se pravděpodobně dala zefektivnit předpoč́ıtáńım některých hodnot, popř́ıpadě
ukládáńım už jednou spoč́ıtané koeficientu do paměti (bylo by třeba mı́t se na pozoru před
kvadratickou pamět’ovou složitost́ı).
Daľśı podněty k optimalizaci by pak mohly být např́ıklad urychleńı metody hashCode()
na některých tř́ıdách často vkládaných do hashovaćıch tabulek, jako jsou TransactionItem





















































Obrázek 3.7: Diagram tř́ıd
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 TimeSpanAprioriGenerator.generateRules() 25 381 100 % 951
 TimeSpanAprioriGenerator.getTimeSpanCoeficient() 15 038 59 % 296
 java.lang.Math.exp() 9 687 38 % 0
 Transaction.getDaySpan() 2 418 10 % 780
 java.util.HashSet.iterator() 670 3 % 218
 java.util.HashMap$KeyIterator.next() 546 2 % 265
 java.util.Date.getTime() 312 1 % 312
 java.util.HashMap.get() 109 0 % 46
 TransactionItem.hashCode() 62 0 % 62
 java.util.HashSet.contains(Object) 2 028 8 % 15
 TransactionItem.hashCode() 1 045 4 % 1 045
 java.util.HashMap$KeyIterator.next() 592 2 % 280
 java.util.HashSet.iterator() 15 0 % 15
 TransactionItemPair.hashCode() 1 638 6 % 265
 AssociationRuleComparatorByWeight.compare() 1 060 4 % 0
 Main2$1.onGenerationProgress() 826 3 % 0
 TransactionItem.getSupport() 390 2 % 390
 TransactionItemPair.equals() 374 1 % 358
 ch.qos.logback.classic.Logger.debug() 187 1 % 0
Merged callees file:///C:/Users/Mirek/Documents/dp/test.html
1 z 1 13.5.2011 1:17




V této kapitole se zabývám testováńım obou implementaćı podle r̊uzných kritéríı na několika
sadách reálných obchodńıch dat a zhodnoceńım těchto test̊u. Zaměřuji se zejména na tes-
továńı výkonnosti a pamět’ové náročnosti. Jsou to zásadńı kritéria pro možnost nasazeńı do
produkčńıho prostřed́ı.
4.1 Použité parametry pro algoritmus Apriori
Pro účely testováńı bylo nutné zvolit parametry pro algoritmus Apriori tak, aby se pokud
možno bĺıžily parametr̊um nastaveným při reálném provozu.
• minimálńı frekvence těla = 30 a minimálńı frekvence dvojice = 3. Tyto hodnota
vycháźı z patentové dokumentace společnosti Amazon. [4]
• minimálńı spolehlivost = 0, 05 tato hodnota byla zvolena experimentálně na základě
vygenerovaných pravidel a pokryt́ı produkt̊u těmito pravidly.
• d̊uležitost časové složky byla zvolena jako 0, 5
4.2 Vzorky dat
Pro účely testováńı systému doporučováńı na základě koš́ıku jsou k dispozici reálná data
z objednávek na serveru Czechcomputer.cz. Z dostupných dat uvedených v části 1.4 jsem
vytvořil 6 sad vstupńıch dat, na kterých jsem prováděl testováńı. Tabulka 4.1 ukazuje
metriky vstupńıch dat podle časového rozpět́ı každé datové sady. Metriky zahrnuj́ı počet
položek, počet transakćı a celkový počet vazeb mezi transakcemi a položkami.
Každá datová sada obsahuje reálná data z objednávek na serveru Czechcomputer.cz.
Konec časového rozpět́ı je ve všech př́ıpadech den 31.12.2010 a začátek odpov́ıdá uvedenému
počtu dn̊u před t́ımto datem. Vzorky vstupńıch dat jsou součást́ı této práce v anonymizo-
vané podobě.
V připravených datových sadách neroste počet vazeb lineárně s časovým rozsahem, jak
by bylo intuitivńı, ale pomaleji. Důvodem je, že č́ım dále do historie výběr dat sahá, t́ım větš́ı
procento položek tvoř́ı neprodávatelné produkty, které se pro výpočet asociačńıch pravidel
nezohledňuj́ı, jak je vysvětleno v 3.4.3. Pr̊uměrná doba, po kterou je produkt prodávatelný




Metrika 7 dn̊u 30 dn̊u 60 dn̊u 90 dn̊u 180 dn̊u 360 dn̊u
Položek 3 454 7 958 9 397 10 061 10 571 10 956
Transakćı 3 182 23 483 35 262 43 180 51 245 61 264
Vazeb 7 829 65 584 111 210 146 208 183 110 228 325
Tabulka 4.1: Dostupné datové sady
4.3 Statistiky vygenerovaných pravidel
Pro každou z datových sad jsem nageneroval odpov́ıdaj́ıćı pravidla. Počet vygenerovaných
pravidel ukazuje tabulka 4.2. Je zde zároveň vidět, pro kolik produkt̊u existuje alespoň jedno
pravidlo (v řádku nazvaném pokryt́ı produkt̊u), a jaký pod́ıl tvoř́ı tyto produkty k počtu
všech produkt̊u (poměrné pokryt́ı).
Datová sada
Metrika 7 dn̊u 30 dn̊u 60 dn̊u 90 dn̊u 180 dn̊u 360 dn̊u
Pravidel celkem 96 149 747 449 489 736 624 963 719 913 639
Pokryt́ı produkt̊u 5 358 772 1 091 1 359 1 703
Poměrné pokryt́ı (%) 1,4 4,4 8,2 10,8 12,9 15,5
Tabulka 4.2: Statistiky vygenerovaných pravidel
Jak je vidět, počty pravidel opět nerostou lineárně. Dokonce počet pravidel v př́ıpadě
největš́ı datové sady 360 klesl oproti polovičńı datové sadě 180. Důvodem je nastaveńı al-
goritmu na minimálńı spolehlivost, které při vzr̊ustaj́ıćım počtu transakćı vyřazuje větš́ı
množstv́ı pravidel. Pravidla generovaná na větš́ım vzorku maj́ı totiž statisticky nižš́ı úroveň
spolehlivosti, kv̊uli rozmělněńı položek souvisej́ıćım se zvyšuj́ıćım se procentem neprodávatelných
produkt̊u ve starš́ıch datech.
4.4 Testováńı vzájemné ekvivalence implementaćı
Oba zp̊usoby implementace algoritmu Apriori (databázová a pamět’ová) by měly být zcela
ekvivalentńı. Proto jsem testoval, zda generuj́ı stejná asociačńı pravidla. Testy jsem provedl
na stejných datových sadách, které jsou popsány v tabulce 4.1 a ve všech př́ıpadech byla
množina vygenerovaná asociačńıch pravidel shodná pro obě implementace.
Tento test je možné kdykoliv zopakovat za použit́ı ukázkového programu, který je
součást této diplomové práce. Zp̊usob jeho použit́ı je popsán v př́ıloze.
4.5 Výkonnostńı test generováńı pravidel
Elektronický obchod vyžaduje, aby data pro doporučováńı produkt̊u byla generována do-
statečně často. Nové produkty by měly být zahrnuty do systému doporučováńı co nejdř́ıve,
aby se zvýšil jejich prodej. Proto je třeba generovat asociačńı pravidel nejméně jednou
denně. Výkonnost je tedy jedno z hlavńıch kritéríı pro výběr implementace. V následuj́ıćı
části poṕı̌su testováńı obou implementaćı (pamět’ové i databázové) z hlediska výkonu.
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4.5.1 Metodika
Všechny testy byly měřeny na jednom stroji, který nebyl významně vytěžován žádným
daľśım běž́ıćım procesem. Každé časové měřeńı bylo provedeno pětkrát a výsledky byly
zpr̊uměrovány. Testovaná databáze byla Oracle 11g, verze 11.1.0.7.0.
Všechna časová měřeńı obsahuj́ı celkový čas strávený výpočtem pravidel, včetně podp̊urných
operaćı. V př́ıpadě pamět’ové implementace čas obsahuje i dobu strávenou nač́ıtáńım pra-
videl z databáze. Testováńı prob́ıhalo měřeńım času vybraných sekćı programu pomoćı
voláńı metody System.currentTimeMilis(), která je standardńı součást Javy. Měřeńı je
tedy pouze tak přesné, jak umožňuje tato metoda.
Testy je možné kdykoliv zopakovat za použit́ı ukázkového programu, který je součást
této diplomové práce. Zp̊usob jeho použit́ı je popsán v př́ıloze.
4.5.2 Výsledky a zhodnoceńı
Výsledky test̊u ukazuje tabulka 4.3.
Datová sada
Metrika 7 dn̊u 30 dn̊u 60 dn̊u 90 dn̊u 180 dn̊u 360 dn̊u
Doba generováńı podle implementace (ms)
pamět’ová 747 7 766 17 435 26 797 35 106 41 422
databázová 3 413 141 850 469 748 737 744 996 108 913 639
Tabulka 4.3: Rychlost generováńı pravidel
Testováńı výkonu ukázalo, že pamět’ová implementace je řádově rychleǰśı než implemen-
tace databázová, a to v pr̊uměru zhruba 21krát. Tyto výsledky jsou vizualizovány v grafu
4.1
Dále je vidět, že v obou př́ıpadech roste časová náročnost výpočtu zhruba lineárně
v závislosti na počtu vazeb mezi transakcemi a položkami. Graf 4.2 ukazuje dobu generováńı
normalizovanou do měř́ıtka 〈0, 1〉, kde 1 reprezentuje nejdeľśı dobu generováńı pro danou
implementaci. Tyto výsledky naznačuj́ı dobrou škálovatelnost obou implementaćı.
Obě implementace podle těchto výsledk̊u splňuj́ı požadavky kladené na rychlost gene-
rováńı pravidel, i když pamět’ová implementace požadavky splňuje lépe.
4.6 Výkonnostńı test vyhledáváńı pravidel
Kv̊uli požadavku na ńızkou prodlevu při generováńı stránky je třeba, aby vyhledáváńı
pravidel pro doporučeńı produkt̊u trvalo minimálńı čas. V této části poṕı̌si testováńı výkonu
při vyhledáváńı pravidel v obou implementaćıch.
4.6.1 Metodika
Bylo měřeno vyhledáváńı asociačńıch pravidel pro 10 000 náhodně zvolených produkt̊u.
Některé produkty mohly být při náhodné volbě zvoleny v́ıckrát, některé v̊ubec. Opět bylo
provedeno pět měřeńı a jejich výsledky byly zpr̊uměrovány. Tentokrát byla pro přesněǰśı
měřeńı rychlosti zejména pamět’ové implementace použita metoda System.nanoTime().
Asociačńı pravidla, ve kterých bylo vyhledáváno, vznikla vygenerováńım z datové sady


























Datová sada (rozmezí ve dnech)
Paměťová implementace Databázová implementace
Obrázek 4.1: Doby generováńı obou implementaćı podle datové sady
4.6.2 Výsledky a zhodnoceńı
Výsledky měřeńı rychlosti vyhledáváńı pravidel jsou v tabulce 4.4. Tyto výsledky ukazuj́ı,
Doba vyhledáváńı
Implementace 10 000 produkt̊u Jeden produkt
pamět’ová 5, 8ms 0, 6µs
databázová 77 598, 4ms 7 759, 8µs
Tabulka 4.4: Rychlost vyhledáváńı pravidel
že pamět’ová implementace je v př́ıpadě tohoto konkrétńıho testu o čtyři řády rychleǰśı
(konkrétně 13 379x), než databázová implementace. Toto chováńı je očekávané, protože
zat́ımco pamět’ová implementace pouze vyhledává výsledky v hash tabulce, databázová
implementace muśı provést dotaz do databázového systému. V př́ıpadě databázové imple-
mentace trvalo źıskáńı doporučeńı na základě jednoho produktu v pr̊uměru 7,76 ms, což je
pro naše účely také akceptovatelný výsledek.
I když obě implementace splňuj́ı požadavky na vyhledáváńı pravidel, i v tomto kritériu
pamět’ová implementace přináš́ı lepš́ı výsledky.
4.7 Test pamět’ové náročnosti
V této části popisuji testováni pamět’ové implementace na jej́ı pamět’ovou náročnost. Z po-





























Paměťová implementace Databázová implementace
Obrázek 4.2: Normalizovaná doba generováńı podle počtu položek
dukčńı nasazeńı př́ılǐs vysoká.
4.7.1 Metodika
Virtuálńı stroj Javy spoléhá při správě paměti na automatický garbage collector, který
uvolňuje části paměti, které nejsou nadále využ́ıvány. Kv̊uli tomu neńı jednoduché přesně
určit reálnou velikost využité paměti programem spouštěném ve virtuálńım stroji. Nicméně
je možné ji za běhu programu programu odhadnout. Explicitńım vyvoláńım garbage collec-
toru pomoćı metody System.gc() a změřeńım volné paměti pomoćı metody
Runtime.freeMemory() ihned poté se dobereme množstv́ı volné paměti, kterou byl gar-
bage collector v daném bodě programu schopen zajistit. Pokud změřené č́ıslo odečteme od
celkové velikosti paměti Runtime.totalMemory(), dostaneme č́ıslo, které se bude zhruba
bĺıžit aktuálně alokované paměti v daném bodě programu.
Tuto metodiku jsem použil k naměřeńı čtyř hodnot alokované paměti během procesu
generováńı pravidel:
(a) alokovaná pamět’ před načteńım vstupńıch dat
(b) alokovaná pamět’ po načteńı vstupńıch dat
(c) pamět’ alokovaná během generováńı (bere se v potaz nejvyšš́ı hodnota naměřená při
generováńı)
(d) alokovaná pamět’ po vygenerováńı tabulky doporučeńı
Odeč́ıtáńım mezi těmito čtyřmi hodnotami je možné se dobrat přibližných velikost́ı
jednotlivých struktur. Daľśı objekty v paměti jsou vzhledem k velikosti měřených struktur
zanedbatelné.
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4.7.2 Výsledky a zhodnoceńı
Výsledky měřeńı jsou v tabulce 4.5.
Datová sada
Použit́ı paměti 7 dn̊u 30 dn̊u 60 dn̊u 90 dn̊u 180 dn̊u 360 dn̊u
Vstupńı data (b - a) 2 760 24 469 39 432 50 304 62 170 77 001
Generováńı pravidel (c - b) 0 8 092 24 480 39 245 52 290 50180
Tabulka doporučeńı (d - b) 1 421 13 954 37 645 60 822 79 268 75869
Tabulka 4.5: Měřeńı využité paměti (v kilobytech)
Výsledky ukazuj́ı, že doporučeńı vygenerovaná z největš́ı dostupné datové sady na
pamět’ovém stroji zab́ıraj́ı méně než 80 MB paměti. Toto jsou data, která budou př́ıtomna
v operačńı paměti po celou dobu běhu aplikačńıho serveru. Je to z hlediska produkčńıho
nasazeńı přijatelné řešeńı, protože velikost operačńı paměti přǐrazené aplikaci na aplikačńıch




V této kapitole shrnu výstupy této práce a zhodnot́ım dosažené výsledky. Nast́ıńım také
možnosti daľśıho rozvoje práce.
5.1 Shrnut́ı práce
V úvodu práce jsem seznámil čtenáře s východisky, která vedou ke snaze provádět analýzu
nákupńıch koš́ıku a konkrétně pak doporučováńı zbož́ı v internetovém obchodě. Prozkou-
mal jsem, jak tuto problematiku řeš́ı internetový obchod Amazon.com a některé obchody
v České republice. Nakonec jsem uvedl d̊uvody k vypracováńı této práce a popsal výchoźı
stav a dostupné prostředky pro jej́ı realizaci. Uvedl jsem také konkrétńı požadavky, které
navrhovaná nadstavba pro doporučováńı produkt̊u muśı splňovat.
V kapitole 2 práce jsem se zabýval technikami dolováńı dat a procesem źıskáváńı znalost́ı
z databáze obecně, včetně předzpracováńı dat. Podrobněji jsem popsal teoretické základy
pro dolováńı asociačńıch pravidel a použit́ı asociačńıch pravidel při analýze nákupńıch
koš́ık̊u. Také jsem stručně seznámil čtenáře s praćı společnosti Amazon.com zabývaj́ıćı se
analýzou nákupńıch koš́ık̊u.
V kapitole 3 jsem nejprve uvedl některé technické detaily architektury elektronického
obchodu Czechcomputer.cz. Dále jsem popsal všechny teoretické základy pro výpočet do-
poručeńı produkt̊u v reálném čase pomoćı dolováńı asociačńıch pravidel. Navrhl jsem rozš́ı̌reńı
základńıho pojet́ı dolováńı asociačńıch pravidel o časovou složku, která se snaž́ı kompenzo-
vat za časovou prodlevu mezi nákupy zbož́ı jedńım uživatelem. Popsal jsem dvě varianty
implementace nadstavby a definoval požadavky na úspěšnou implementaci v produkčńım
nasazeńı. Pak jem provedl detailńı návrh obou implementaćı .
Kapitola 4 se zabývá testováńım obou implementaćı a jejich srovnáńım v kritéríıch
výkonnosti a pamět’ové náročnosti. Popisuje také použitou metodiku pro testováńı a vzorky
dat, na kterých testováńı prob́ıhalo.
5.2 Pokračováńı této práce
5.2.1 Úkony nad rámec této práce
Nad rámec této práce zbývá ještě řada úkon̊u, které je třeba provést pro úspěšné nasazeńı
nadstavby v internetovém obchodě Czechcomputer.cz.
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Použit́ı nadstavby v elektronickém obchodě I když jsou implementace nadstavby
plně funkčńı, je třeba ještě provést realizaci doporučováńı v rámci internetového obchodu.
Ta zahrnuje návrh uživatelského rozhrańı, implementaci a testováńı a daľśı úkony souvisej́ıćı
s nasazeńım do produkčńıho prostřed́ı.
Analýza obchodńıch výsledk̊u Po nasazeńı nadstavby bude vhodné provést analýzu,
která ukáže, do jaké mı́ry skutečně došlo ke zvýšeńı prodeje na základě doporučováńı zbož́ı.
Na základě této analýzy je pak možné provést daľśı úpravu parametr̊u algoritmu pro do-
lováńı asociačńıch pravidel, př́ıpadně provést úpravu algoritmu samotného.
5.2.2 Daľśı náměty pro rozš́ı̌reńı práce
Použit́ı obecných pravidel A ⇒ B (k ≥ 2) V této práci byla pro doporučováńı pro-
dukt̊u uvažována pouze asociačńı pravidla i⇒ j a to mimo jiné na základě práce společnosti
Amazon.com. Jako námět pro daľśı rozš́ı̌reńı této práce by mohlo být zaj́ımavé otestovat
použit́ı obecných pravidel A ⇒ B (A,B jsou množiny položek). To by znamenalo použit́ı
algoritmu Apriori v jeho obecné podobě s parametrem k ≥ 2.
Použit́ı v́ıceúrovňových pravidel Vı́ceúrovňová asociačńı pravidla umožňuj́ı dolovat
asociace nejen mezi položkami, ale i mezi kategoriemi položek v konceptuálńı hierarchii.
Některé položky může být totiž vhodněǰśı doporučovat na základě př́ıslušnosti do kategorie,
nikoliv na základě konkrétńıho prodeje položky. Intuitivńım př́ıkladem takové asociace je
nákup poč́ıtačové myši a zároveň podložky pod myš. V takovém př́ıpadě nezálež́ı na značce
ani modelu zakoupené myši, protože podložky pod myši jsou univerzálńı.
Implementace marketingových zvýhodněńı produkt̊u Určité zbož́ı je někdy z ob-
chodńıch d̊uvodu třeba r̊uznými zp̊usoby zvýhodňovat, aby se prodalo rychleji. Daľśı rozš́ı̌reńı
by mohlo umožňovat administrátorovi označit určité produkty za zvýhodněné a t́ım přimět
algoritmus, aby je uživateli zobrazoval častěji
5.3 Zhodnoceńı výsledk̊u
V rámci této práce byly vypracovány dvě implementace nadstavby pro doporučováńı pro-
dukt̊u v rámci elektronického obchodu Czechcomputer.cz. Ty jsou co do výstupu ekviva-
lentńı. Obě implementace jsou z pohledu stanovených požadavk̊u zcela funkčńı a použitelné.
Jako lepš́ı varianta pro použit́ı se nyńı zdá pamět’ová implementace z d̊uvod̊u lepš́ıho výkonu.
Databázová implementace nicméně z̊ustává jako daľśı možnost, pokud by se při daľśı práci
ukázalo, že pamět’ová implementace má závažné problémy, které nyńı nejsou známé.
Celkově práci považuji za úspěšnou. Během práce jsem detailně nastudoval problematiku
analýzy nákupńıch koš́ık̊u s použit́ım asociačńıch pravidel a dolováńı asociačńıch pravidel
z transakčńıch dat. V obecněǰśı rovině jsem také studoval problematiku předzpracováńı a
následného dolováńı dat. Př́ınosem této práce pro mně bylo pochopeńı některých souvislost́ı
mezi teoretickou rovinou dolováńı dat a uvedeńım do praxe. Také jsem źıskal představu,
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Návod k přeložeńı a spuštěńı
demonstračńıho programu
A.1 Požadavky
Ke spuštěńı je třeba mı́t nainstalované prostřed́ı Java SE 6. K přeložeńı je nutné prostřed́ı
JDK 6 a nástroj pro sestavováńı Maven 1.
A.2 Přeložeńı
Program přelož́ıte spuštěńım př́ıkazu Mavenu v kořenovém adresáři projektu:
mvn package -Dmaven.test.skip
Maven vytvoř́ı spustitelný JAR soubor (recommend-1.0.jar). Knihovny potřebné pro
spuštěńı źıskáte př́ıkazem Mavenu
mvn dependency:copy-dependencies -DoutputDirectory=.
A.3 Spuštěńı
Program spust́ıte standardně pomoćı př́ıkazu java:
java -jar recommend-1.0.jar
Program je implicitně spuštěn v módu pro vestavěnou databázi H2. Pro spuštěńı v
prostřed́ı Oracle je nejprve nutné do aktuálńıho adresáře nakoṕırovat knihovnu s Oracle
JDBC driver pod názvem ojdbc.jar a poté spustit program s parametrem --driverClass
takto:
java -jar recommend-1.0.jar --driverClass=oracle.jdbc.OracleDriver ...
1http://maven.org/
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A.4 Parametry př́ıkazové řádky
A.4.1 Základńı parametry
–url= specifikuje URL databáze (povinný parametr)
–username= specifikuje uživatelské jméno pro přihlášeńı k databázi (povinný parametr)
–password= specifikuje heslo pro přihlášeńı k databázi (implicitně prázdné)
–driverClass= plný název tř́ıdy databázového driveru (implicitně org.h2.Driver)
–help zobraźı nápovědu
A.4.2 Parametry spouštěj́ıćı akce
–import-data přegeneruje databázové schéma a spust́ı import z vybraného CSV souboru.
Pro import je třeba nastavit daľśı parametr:
–datafile= cesta k CSV souboru obsahuj́ıćı data
–generate-in-java spust́ı generováńı asociačńıch pravidel v paměti. Daľśı parametry:
–memory změř́ı využit́ı paměti (může prodloužit dobu generováńı)
–compare po vygenerováńı spust́ı porovnáńı asociačńıch pravidel s pravidli, která
jsou aktuálně v databázi
–ruleOutputFile zaṕı̌se vygenerovaná pravidla do CSV souboru
–generate-in-db vygeneruje pravidla v aktuálńı databázi
A.4.3 Parametry algoritmu Apriori
–minBodyFrequency= specifikuje minimálńı frekvenci těla pravidla (implicitně 30)
–minAllFrequency= specifikuje minimálńı frekvenci obou položek pravidla (implicitně
3)
–minConfidence= specifikuje minimálńı spolehlivost (v rozsahu 0 až 1, implicitně 0.05)
–timeSpanWeight= specifikuje váhu časové složky (implicitně 0.5)
–minLift= specifikuje minimálńı lift (implicitně vypnuto)
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