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J. SCHWASS
A phantom map is a potentially nontrivial map which induces the zero map on
every homology theory and on homotopy groups. Zabrodsky has shown that in
the presence of particular finiteness conditions on spaces X and Y every map
X → Y is a phantom map. More specifically, Zabrodsky essentially requires Y
to be a finite CW complex and X to be a Postnikov space. We show Zabrodsky’s
observations hold under less restrictive finiteness conditions on the spaces X and
Y , making use of the Zabrodsky lemma and the machinery of resolving classes.
As an application we identify, up to extension, the group of self-homotopy equiv-
alences of spaces belonging to a particular family.
55S37, 55S45;
1 Introduction
The purpose of this work is to further our understanding of finiteness conditions
through the lens of the theory of phantom maps, and to examine applications of this
understanding to calculations in (classical) homotopy theory. Traditional finiteness
conditions include having the homotopy type of a finite CW complex, or dually that
of a Postnikov space. By a Postnikov space, we mean a space X which is homotopy
equivalent to its N th Postnikov approximation, X(N) , for some N . In other words, the
Postnikov tower
· · · → X(n) → X(n−1) → . . .
stabilizes, and could be truncated to a tower of finite-length without loss of data.
A generalization of the notion of a Postnikov space is that of a polyGEM, in the sense
of Dwyer and Farjoun [5]; a space X is a polyGEM if it is built up from generalized
Eilenberg-MacLane spaces (GEMs) in a finite number of principle fibrations. Such
a space has a finite length Generalized Postnikov Tower in the sense of Iriye and
Kishimoto [13]. These spaces were originally called oriented polyGEMs by Farjoun
in [6]. Roughly dual to the notion of a polyGEM is that of an F -finite space: a space
is F -finite if it can be built from finite-type wedges of spheres in a finite number of
principal cofibrations. These are the spaces of finite F -cone length in the sense of
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Arkowitz, Stanley, and Strom [1], where F is the collection of finite-type wedges of
spheres. We note for future reference that an F -finite space is necessarily of finite-type
as is a polyGEM. We wondered how differently F -finite spaces can behave from finite
spaces from the perspective of phantom map theory, and dually for polyGEMs and
Postnikov spaces.
A map f : X → Y is called a phantom map if for each map H → X with H a finite CW
complex the composite H → X → Y is nullhomotopic. Phantom maps are interesting
for several reasons; these maps are invisible to an algebraic topologists standard toolkit
of homology theories and homotopy groups, but carry topologically nontrivial infor-
mation, and play an important role in homotopy theory for this reason. Phantom maps
have been used by Gray and others to construct counterintuitive examples, as in the
theory of Same N -Type (SNT) sets [12].Roitberg [19] and others have used phantom
map theory to make calculations in the study of the groups Aut(X) of homotopy classes
of self-homotopy equivalences of a space X . We will present a similar application of
our findings below.
A lucrative way to study phantom maps X → Y between finite-type nilpotent spaces X
and Y centers on the profinite completion Y → Y∧ . It is not difficult to show that a map
X → Y is a phantom map if and only if the composite X → Y → Y∧ is nullhomotopic
(see [16] or [23], for example). So, we can describe Ph(X,Y), the subset of [X,Y]
consisting of homotopy classes of phantom maps, as the weak kernel of the natural
map
[X,Y] → [X,Y∧].
When map∗(X,Y∧) ∼ ∗, it follows readily that [X,Y] = Ph(X,Y). Zabrodsky [23]
has shown that under the condition map∗(X,Y∧) ∼ ∗ there is a natural bijection of
pointed sets
(1) Ph(X,Y) ∼=
∏
Hk(X, pik+1(Y)⊗ R).
In case X is a cogroup or Y is grouplike, this bijection is an isomorphism of groups.
For these reasons, the condition map∗(X,Y∧) ∼ ∗ is of significant interest in the theory
of phantom maps.
The following theorem of Zabrodsky, which is a consequence of Miller’s confirmation
of the Sullivan conjecture, completely characterizes maps from a Postnikov space into
a finite CW complex.
Theorem 1.1 [23] If K is a simply-connected Postnikov space of finite-type and Y
is a finite CW complex, then for any n,m ≥ 0 map∗(ΣnK,ΩmY∧) ∼ ∗. In particular,
every map ΣnK → ΩmY is a phantom map.
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Theorem 1.1 gives us an opportunity to demonstrate, for the skeptical, that essential
(i.e. non-nullhomotopic) phantom maps exist. Since CP∞ = K(Z, 2) we have
[CP∞, S3] = Ph(CP∞, S3) ∼=
∏
Hk(CP∞;pik+1(S3)⊗ R) ∼= R,
and so there are uncountably many distinct homotopy classes of phantom maps CP∞ →
S3 . This example is originally due to Gray [12], though the calculation there has a
decidedly different flavor.
In this note we prove the following generalization of Theorem 1.1.
Theorem 1.2 If K is a simply-connected polyGEM and Y is F -finite, then for any
n,m ≥ 0 map∗(ΣnK,ΩmY∧) ∼ ∗.
In light of (1) we have the following immediate corollary of Theorem 1.2.
Corollary 1.1 If K is a simply-connected polyGEM of finite type and Y is an F -finite
space, then for any n,m ≥ 0
[ΣnK,ΩmY] = Ph(ΣnK,ΩmY) ∼=
∏
n
Hn(ΣnK;pin+1(ΩkY)⊗ R).
A common way to work with polyGEMs (F -finite spaces) is through a form of
induction on the structural (co)fiber sequences defining such spaces. At first glance one
might expect this technique to be ill suited for the task at hand, since we have no formal
reason to expect the functors map∗(K,−) and map∗(−,Y∧) to produce predictable
results when applied to cofiber and fiber sequences, respectively. Nonetheless, by
way of two duality violating mechanisms, the Zabrodsky lemma and the machinery of
resolving classes, we obtain the result.
In Section 2 we give detailed descriptions of the terms in the statement of Theorem
1.2. We also recall the statement of the Zabrodsky lemma and give a few details on
resolving classes. The proof of Theorem 1.2 is given in the Section 3.
Theorem 1.2 seems to indicate that polyGEMs behave similarly to Postnikov spaces
as domains of phantom maps, and F -finite spaces behave similarly to finite spaces
as targets of phantom maps. One might be curious if these similarities persevere if
we interchange “domain” and “target”. Explicitly, one might ask if we can replace
Postnikov space with polyGEM or finite CW complex with F -finite space in the
following result.
Theorem 1.3 A finite CW complex X is not the domain of essential phantom maps.
Dually, a Postnikov space of finite type is not the target of essential phantom maps.
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We answer this question negatively in Section 4. As an application we give a new
calculation of the F -cone length of a particular space.
Through the work of Pavesic [17] we find applications of Corollary 1.1 to the calculation
of automorphism groups in the homotopy category. Recall Aut(X) is the group of self-
homotopy equivalences of a space X . In Section 5 we examine Aut(X) and some related
groups for spaces X admitting a homotopy decomposition as a product of an F -finite
space with a polyGEM, in some cases yielding (more or less) explicit calculations like
the following.
Example 1.1 Let n ≥ 3 be an odd integer, write K = K(Z, n) and suppose W =∨
α Snα is a finite-type (n+ 2)-connected wedge of spheres. Then there is a split short
exact sequence
0 →
∏
Hn+nα(ΣnαK;pik+1(W)⊗ R) → Aut(K ×W) → Aut(W)× Z/2 → 0.
i.e. Aut(K × W) is a semi-direct product of ∏Hn+nα(ΣnαK;pik+1(W) ⊗ R) with
Aut(W)× Z/2.
Acknowledgements The author was introduced to phantom maps and resolving
classes by his thesis advisor, Jeff Strom, who provided invaluable feedback on an
earlier draft of this manuscript and identified a critical flaw. Thanks are due to Jerome
Scherer for pointing the author to the existing body of literature on polyGEMs.
2 Background
2.1 Finiteness Conditions
We begin by describing an invariant known as cone length [4], or strong category
[8],[9]. We prefer the first term. A length n cone decomposition of a space Y is a
sequence of cofiber sequences
(2) Ai → Y(i) → Y(i+1), i = 0, . . . , n
with Y(0) ≃ ∗ and Y(n) ≃ Y . Familiar examples of length n cone decompositions are
CW structures for spaces having the homotopy type of n-dimensional CW complexes.
The cone length cl(Y) of a space Y is the least n for which Y admits a length n-cone
decomposition, allowing for the possibility cl(Y) =∞ .
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In [1] Arkowitz, Stanley, and Strom introduce and study a generalization of cone length.
For a collection A of spaces a length n A-cone decomposition is defined by requiring
the spaces in (2) belong to the collection A . The A-cone length clA(Y) of a space
Y is then the least n for which Y admits a length n A-cone decomposition. We will
say a space X is A-finite if clA(X) < ∞ . Of particular interest will be the F -finite
spaces, where F denotes the collection of finite type wedges of spheres. Such spaces
can be built in finitely many principal cofibrations from finite type wedges of spheres.
Example 2.1 (1) Every finite CW complex is an F -finite space, since a CW struc-
ture is an F -cone decomposition.
(2) The space ∨∞n=1 Sn is an example of an F -finite space which is not a finite CW
complex.
(3) For each odd prime p it is well-known that there is an element αp ∈ pi2p(S3) of
order p. Let α :
∨
S2p → S3 be the map whose restriction to each summand S2p
is αp , and let X be the homotopy cofiber of α . Then clF (X) = 2 (see Section
4 or [20], where it is shown that cl(X) = 2, and one has the general inequality
clF (X) ≥ cl(X)).
We now turn to describing a rough dual to the collection of F -finite spaces, the
collection of polyGEMs. The study of such spaces goes back to Farjoun [6]. The
notion of polyGEM we describe here is consistent with that of Dwyer and Farjoun [5],
though our presentation will follow Iriye and Kishimoto [13] to highlight similarities
with the F -finite spaces, and since we feel this language provides a more convenient
means for communicating certain details regarding polyGEMs.
A generalized Eilenberg-MacLane space (GEM) is a product of Eilenberg-MacLane
spaces K(An, n), n ∈ N,An a finitely generated Abelian group; these are the spaces of
Postnikov-Length one. A length n Generalized Postnikov Tower (GPT) for a space
X is a sequence of fiber sequences
X(i+1) → X(i) → Pi, i = 0, . . . , n
in which each Pi is a GEM, X(0) ≃ ∗ and X(n) ≃ X . The Postnikov length pl(X) of
a space X is the least n for which X admits a length n GPT. A space X is called an
n-polyGEM if pl(X) ≤ n, and may be simply referred to as a polyGEM when n is of
no particular significance.
Example 2.2 (1) Every Postnikov space is a polyGEM, since a Postnikov tower is
a GPT.
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(2) The space ∏∞n=1 K(Z, n) is an example of a polyGEM which is not a Postnikov
space.
(3) [13, Proposition 4.8] For each prime p let P1p : K(Z, 3) → K(Z/p, 2p + 1) be
the composite of the mod p reduction and the Steenrod reduced power operation
P1 : K(Z/p, 3) → K(Z/p, 2p + 1). Let X be the homotopy fiber of the map
K(Z, 3) →
∏
K(Z/p, 2p + 1)
whose projection on the pth component of the target is P1p . Then pl(X) = 2.
2.2 Duality Violating Mechanisms
Suppose
(3) F → E → B
is a fiber sequence and K is any space. Applying the functor map∗(K,−) to the
fiber sequence (3) yields a fiber sequence. On the other hand, applying the functor
map∗(−,K) to the fiber sequence (3) need not produce anything reasonable at all.
However, the following theorem of Zabrodsky allows us to draw conclusions about this
formally terrible sequence in special cases.
Zabrodsky Lemma Suppose F → E → B is a (homotopy) fiber sequence. If Y is a
space with map∗(F,Y) ∼ ∗, then the map
map∗(B,Y) → map∗(E,Y)
is a weak equivalence.
Dually, if X → Y → C is a cofiber sequence one obtains a fiber sequence upon
application of the functor map∗(−,K), but one does not expect the sequence resulting
from an application of the functor map∗(K,−) to be well-behaved. However, for the
proof of Theorem 1.2 we can get enough information from the theory of resolving
classes.
A resolving class is a collection R of spaces which is closed under weak equivalences
and (pointed) homotopy colimits (over compactly indexed diagrams). Explicitly, if
A ∈ R and there is a weak equivalence A → B or B → A then B ∈ R , and if
F : I → Top is a diagram over a category I with compact classifying space and
F(i) ∈ R for all i ∈ I , then holimI F ∈ R . A strong resolving class is a resolving
class R which is also closed under extensions by fibrations, i.e. if F → E → B is a
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fiber sequence with F,B ∈ R then E ∈ R . We record here for future reference that the
intersection of a collection of (strong) resolving classes is again a (strong) resolving
class.
Example 2.3 [21]
(1) The collection {Y | Y ∼ ∗} is a strong resolving class.
(2) Let K be any space; the collection {Y | map∗(K,Y) ∼ ∗} is a strong resolving
class.
(3) More generally, if F is a covariant functor that commutes with homotopy limits,
and K is any space then {Y | map∗(K,F(Y)) ∼ ∗} is a strong resolving class.
We will need the following variation upon the last example in 2.3.
Proposition 2.1 Suppose K is simply connected and write
R = {Y | Y is nilpotent and map∗(K,Y∧) ∼ ∗}.
Then R is a strong resolving class.
In the interest of clarity, we remark that profinite completion does not, in general,
commute with the formation of homotopy limits. On the other hand, Dror Farjoun has
shown that this failure of commutativity is mild if the homotopy limit is indexed by a
small enough category:
Theorem 2.1 [7] If N is a diagram of finite type spaces over a category I with
compact classifying space, then the natural comparison map
(holimI N )∧p → holimI N∧p
has discrete fibers over each component of its target.
Proof of Proposition 2.1 That R is closed under weak equivalence follows from the
observation, due to Quick [18], that profinite completion preserves weak equivalences.
Suppose N is a diagram of nilpotent spaces over a category I with N (i) ∈ R for all
i ∈ I . Write Q for the homotopy fiber of the natural comparison map (holimN )∧ ξ−→
holim(N∧), and consider the fiber sequence
map∗(K,Q) → map∗(K, (holimN )∧)
ξ∧
∗−→ map∗(K, holim(N∧))
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Note that
map∗(K, holim(N )∧) ≃ holim map∗(K,N∧)) ∼ ∗,
and, in particular, map∗(K, holim(N∧)) is connected.
According to Sullivan [22], since X is nilpotent of finite type we have a natural
equivalence X∧ ≃
∏
p X∧p . So, from Theorem 2.1 we infer Q is a product of discrete
spaces. Since K is connected, map∗(K,Q) ∼ ∗. Since map∗(K, holim(N∧)) is
connected, we infer ξ∧∗ is a weak equivalence, and map∗(K, (holimN )∧) ∼ ∗. Thus
R is closed under the formation of homotopy limits.
Finally, suppose X → Y p−→ Z is a fiber sequence with X,Z ∈ R . Consider the
induced fiber sequence
P → Y∧ p
∧
−→ Z∧.
Applying the functor map∗(K,−) we obtain another fiber sequence
map∗(K,P) → map∗(K,Y∧)
(p∧)∗
−→ map∗(K,Z∧) ∼ ∗.
If we can show map∗(K,P) ∼ ∗, we can conclude (p∧)∗ is a weak equivalence
in light of the observation that map∗(K,Z∧) is connected. It will then follow that
map∗(K,Y∧) ∼ ∗, which is to say Y ∈ R .
To this end, write X0 for the basepoint component of X . Then since K is connected
map∗(K,X) ≃ map∗(K,X0). According to May and Ponto [15, Proposition 11.2.5] the
map X0 → P0 is a profinite completion of X0 , i.e. P0 ≃ (X0)∧ . So, we have
map∗(K,P) ≃ map∗(K,P0) ≃ map∗(K, (X0)∧) ≃ map∗(K, (X∧)0) ≃ map∗(K,X∧) ∼ ∗
since X ∈ R .
Strom [21] shows that resolving classes possess a number of formally implausible
closure properties. For example, the following theorem shows that a strong resolving
class is closed under the formation of particular homotopy colimits! Before stating the
result, we establish some notation. Given collections A and B of simply-connected
spaces we write
A ∧ B = {A ∧ B | A ∈ A,B ∈ B}
ΣA = {ΣA | A ∈ A}
A∨ = {all finite type wedges of spaces in A}.
Theorem 2.2 [21, Corollary 11] If R is a strong resolving class with ΣA∨ ⊆ R,A∧
A ⊆ A and ΣA ⊆ A , then R contains every space K with clA∨ (K) <∞ .
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3 Proof of Theorem 1.2
We begin by establishing a preliminary result.
Proposition 3.1 If K is a simply-connected polyGEM, and Y is a finite complex, then
map∗(K,Y∧) ∼ ∗.
Proof The argument is by induction on the Postnikov length of K . For the base case we
consider a GEM K(A) ≃∏n K(An, n). Recall that for a collection {Xα} of spaces, the
weak product
∏˜
Xα is the colimit of all finitely indexed subproducts of the categorical
product
∏
Xα . If for each i there are only finitely many α for which pii(Xα) 6= 0
the canonical comparison map
∏˜
Xα →
∏
Xα is a weak equivalence. Of course K(A)
meets the stated requirement on homotopy groups, and so to show map∗(K(A),Y∧) ∼ ∗
for Y a finite CW complex, it suffices to show map∗(
∏˜
K(An, n),Y∧) ∼ ∗. Of course,
if P is any finitely indexed subproduct of K(A), then P is a Postnikov space, and so
map∗(P,Y∧) ∼ ∗ by Theorem 1.1. Finally, since map∗(colim Xi,Y) ≃ lim map∗(Xi,Y)
we conclude map∗(
∏˜
K(An, n),Y∧) ∼ ∗, which establishes the base case.
For the inductive step, suppose that when pl(Z) ≤ n we have map∗(Z,Y∧) ∼ ∗ for all
finite complexes Y , and let X be a space with pl(X) = n + 1. Then we have a fiber
sequence
X → Z → K
with pl(Z) = n and pl(K) = 1, which gives rise to a fiber sequence
(4) ΩK → X → Z.
Applying the Zabrodsky lemma to the fibration (4) we see that since map∗(ΩK,Y∧) ∼ ∗
the induced map
∗ ∼ map∗(Z,Y∧) → map∗(X,Y∧)
is a weak equivalence.
To complete the proof of Theorem 1.2 we turn to the theory of resolving classes.
Consider the collection
R = {Y | map∗(K,Y∧) ∼ ∗ for all simply-connected polyGEMs K}.
Since the intersection of strong resolving classes is a strong resolving class, by Propo-
sition 2.1 we infer R is a strong resolving class. We now appeal to Theorem 2.2. Let
A be the collection of spheres, so A∨ = F . Then clearly ΣA ⊆ A ∧ A ⊆ A . It
remains to show that ΣA∨ ⊆ R .
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This argument is essentially due to Jeff Strom [21, Theorem 8]. First we define a
partial order on ΣA∨ . For X,Y ∈ ΣA∨ we say X < Y if conn(Y) < conn(X) or if
conn(X) = conn(Y) and the rank of pin(Y) is less than the rank of pin(X).
Let W ∈ ΣA∨ , with conn(W) = n− 1. Write W = ΣA∨ Sn and note ΣA < W . Gray
[10] has shown the homotopy fiber W1 of the collapse map ΣA∨Sn → Sn is homotopy
equivalent to ΣA ∧
(∨
k Snk
)
. It follows that W1 ∈ ΣA∨ , and, moreover, W1 < W .
Inductively, this defines a tower of principal fibrations
· · · → Wn
fn
−→ . . .
f3−→ W2
f2−→ W1
f1−→ W
induced by maps Wn → Sg(n) , where g(n) is the dimension of the smallest sphere
summand of Wn , in which Wn < Wn−1 ∈ ΣA∨ for all n. By the definition of < we
have limn→∞ conn(Wn) =∞ and so holim Wn ∼ ∗.
Now, since W is simply-connected and Wi < W for all i each Wi is simply-connected.
It follows that Sg(i) is simply-connected for all i, being a summand of Wi ∈ ΣA∨ , so
the fiber sequences
Wi+1 → Wi → Sg(i)
are preserved under completion [15, Theorem 11.2.6]. Let K be a simply-connected
polyGEM, and consider the fiber sequences
map∗(K,W∧i+1) → map∗(K,W∧i ) → map∗(K, (Sg(i))∧).
The right-most space is weakly contractible by Proposition 3.1, so map∗(K, f∧i ) is a
weak equivalence for all i. It follows that the composite maps gi = fi ◦ · · · ◦ f2 ◦ f1 :
Wi → W induce weak equivalences
map∗(K,W∧i ) ∼ map∗(K,W∧)
for all i. Then we have
map∗(K,W∧) ∼ holim map∗(K,W∧)(5)
∼ holim map∗(K,W∧i )
∼ map∗(K, holim(W∧i )).
Now, for any space X one has conn(X∧) ≥ conn(X), so limn→∞ conn W∧i = ∞ and
so holim W∧n ∼ ∗. So, we conclude
map∗(K,W∧) ∼ map∗(K, holim(W∧i )) ∼ map∗(K, ∗) = ∗
and W ∈ R .
Having shown that ΣA∨ ⊆ R , Theorem 2.2 implies R contains all F -finite spaces,
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which completes the proof of Theorem 1.2.
More General Notions of PolyGEM More general notions of polyGEMs appear in
the literature. One particularly general formulation appears in the work of Chacho´lski,
Farjoun, Flores, and Scherer [3]: A 1-polyGEM is a still a GEM, but an n-polyGEM
is a space weakly equivalent to a retract of the homotopy fiber of a map X → K
where X is an (n− 1)-polyGEM and K is a GEM. This class has the benefit of being
totally characterized by a relation to a modified Bousfield-Kan completion tower. We
decided to present the notion above because it is roughly dual to the notion of F -finite
spaces, but our arguments apply in more general case as well, since if Z is a retract of
a polyGEM K as defined in Section 2, then map∗(Z,Y) is a retract of map∗(K,Y) for
all spaces Y .
4 Role Reversal
Theorem 1.2 indicates that from the perspective of phantom map theory polyGEMs
behave similarly to Postnikov spaces as domains, and as targets F -finite spaces behave
similarly to finite complexes. One might wonder how polyGEMs behave in the target
and F -finite spaces in the domain. As a means for motivation we restate Theorem 1.3
from the introduction.
Theorem 4.1 A finite CW complex X is not the domain of essential phantom maps.
Dually, a Postnikov space Y of finite type is not the target of essential phantom maps.
According to Gray and McGibbon [11, Corollary 2.1] if ΣX is equivalent to a bouquet
of finite complexes, then X is not the domain of essential phantom maps, and according
to McGibbon [16, Theorem 3.20(iv)] if ΩY is a product of Postnikov spaces then Y is
not the target of essential phantom maps. So, Theorem 4.1 remains true if we replace X
with a space of F -cone length one or Y with a space of Postnikov length one. However,
the following examples show that Theorem 1.3 cannot be extended to general F -finite
spaces, nor to polyGEMs.
Example 4.1 [16, Example 3.13] For each prime p let αp : S2p → S3 represent an
element of pi2pS3 of order p. Let α :
∨
p≥3 S2p → S3 , where the wedge is taken over
all odd primes, be the map whose restriction to each summand S2p is αp . Let X be the
homotopy cofiber of α . Evidently clF (X) ≤ 2, but there are essential phantom maps
X → S4 .
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Remark In particular this shows clF (X) = 2 since if clF (X) = 1 then X ∈ F and X
is a wedge of finite complexes.
Example 4.2 [13, Proposition 4.8] For each prime p let P1p : K(Z, 3) → K(Z/p, 2p+
1) be the composite of the mod p reduction and the Steenrod reduced power operation
P1 : K(Z/p, 3) → K(Z/p, 2p + 1). Let Y be the homotopy fiber of the map
K(Z, 3) →
∏
K(Z/p, 2p + 1)
whose projection on the pth component of the target is P1p . Then pl(Y) = 2 and
Ph(K(Z/2),Y) ∼= Z∧/Z⊕
⊕
Z/p∞.
5 Automorphisms
Here we demonstrate some applications of Theorem 1.2 and Corollary 1.1 to the study
of the group Aut(X) of homotopy classes of (based) self-homotopy equivalences of a
space X . We will be interested in the case where X splits, up to homotopy, as a product
of a polyGEM with an F -finite space.
Write iX, iY for the inclusions of X and Y into X × Y and write pX, pY for the
projections of X × Y onto X and Y , respectively. For a map f : X × Y → X × Y
and I, J ∈ {X,Y} let fI : X × Y → I be the composite fI = pI ◦ f and let fIJ be the
composite I → X×Y f−→ X×Y → J . Define a subset AutX(X×Y) ⊆ Aut(X×Y) to
be the set containing those maps f : X × Y → X × Y that fix X , which is to say maps
having the form (pX, fY ). The subset AutY(X × Y) is defined analogously. It happens
[17, Proposition 2.3] that AutX(X×Y) and AutY(X×Y) are subgroups of Aut(X×Y).
We say the self-equivalences of X×Y can be diagonalized if for every f ∈ Aut(X×Y)
one has fXX ∈ Aut(X) and fYY ∈ Aut(Y). For subgroups A,B of a group G let
A · B = {a · b | a ∈ A, b ∈ B}. The key reason one might be interested in the
diagonalizability of self-homotopy equivalences is the following.
Theorem 5.1 [17, Theorem 2.5] If X and Y are connected CW-complexes and the
self-equivalences of X × Y are diagonalizable, then
Aut(X × Y) = AutX(X × Y) · AutY(X × Y)
Proposition 5.1 [17, Proposition 2.1] Assume that for every n > 0 and every pair of
maps X f−→ Y,Y g−→ X at least one of the induced maps pin(f ), pin(g) is trivial. Then
self-homotopy equivalences of X × Y can be diagonalized.
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By Theorem 1.2 self-homotopy equivalences of X × Y can be diagonalized whenever
X is a polyGEM and Y is F -finite, since a phantom map induces the zero map on
homotopy groups.
Using Theorem 1.2 and Corollary 1.1 we are able to make some (more or less) explicit
calculations. Before turning to these calculations, we collect a few results; the first is a
classical result due to Booth and Heath, and the second is a more modern observation
due to Pavesic.
Theorem 5.2 [2] If X and Y are connected CW complexes and if [Y, aut1(X)] = ∗
then there is a split short exact sequence
0 → [X, aut1(Y)] → Aut(X × Y) → Aut(X)× Aut(Y) → 0.
Proposition 5.2 [17, Proposition 4.2] If Y is a co-H-space then there is an exact
sequence of groups and pointed sets
· · · → [Σ2X,Y] → [ΣX ∧ Y,Y] → [ΣX, aut1(Y)] → [ΣX,Y] → [X ∧ Y,Y]
→ [X, aut1(Y)] → [X,Y] → [X,B aut∗1(Y)].
Example 5.1 Let n ≥ 3 be an odd integer, write K = K(Z, n) and suppose W =∨
α Snα is a finite-type wedge of spheres with conn(W) ≥ n+ 2. Then there is a split
short exact sequence
0 →
∏
Hn+nα(ΣnαK;pik+1(W)⊗ R) → Aut(K ×W) → Aut(W)× Z/2 → 0.
i.e. Aut(K × W) is a semi-direct product of ∏Hn+nα(ΣnαK;pik+1(W) ⊗ R) with
Aut(W)× Z/2.
Proof According to May [14] we have aut1(K) ≃ K so [W, aut1(K)] ∼=
⊕
α pinαK =
0, so Theorem 5.2 can be applied in this context. We also have Aut(K) ∼= Aut(Z) ∼=
Z/2, and so we have a split short exact sequence
0 → [K, aut1(W)] → Aut(K ×W) → Aut(W)× Z/2 → 0.
Now, by Proposition 5.2 there is an exact sequence
[ΣK,W] → [W ∧ K,W] → [K, aut1(W)] → [K,W]
which, in light of Theorem 1.2 is the same as the sequence
Ph(ΣK,W) → Ph(W ∧ K,W) → [K, aut1(W)] → Ph(K,W).
14 J. Schwass
But by Corollary 1.1 we have Ph(K,W) ∼= Hn(K;pin+1(W)⊗R) = 0 and Ph(ΣK,W) ∼=
Hn+1(ΣK;pin+2(W)⊗ R) = 0, since the rational cohomology of K is concentrated in
degree n and W is (n+ 2)-connected. It follows that [K, aut1(W)] ∼= Ph(W ∧ K,W).
Now W ∧ K ≃
∨
ΣnαK , so again by Corollary 1.1 we infer
Ph(W ∧ K,W) ∼=
∏
Hn+nα(ΣnαK;pin+nα+1(W)⊗ R)
which establishes Example 5.1
There is also particular interest in the subgroups Aut♯N(X) of the group Aut(X) consist-
ing of those self-equivalences inducing the identity map on homotopy groups pin(X) for
n ≤ N . There are subgroups AutX,♯N(X×Y),AutY,♯N(X×Y) of Aut♯N(X) and analogs
of Theorem 5.1 and Proposition 5.1 that can be used to study the group Aut♯N(X).
There is also a generalization of an analog of Theorem 5.2:
Proposition 5.3 [17, Proposition 2.9.d)] If X is connected then there is a split short
exact sequence
0 → KN(X,Y) → AutX,♯N(X × Y) → Aut♯N(Y) → 0
where KN(X,Y) is the subgroup of [X, aut1(Y)] consisting of classes [f ] such that the
composition
X f−→ aut1(Y) ev−→ Y
induces the zero map on pin for all n ≤ N .
In particular, if X is a polyGEM and Y is F -finite, then KN(X,Y) = [X, aut1(Y)] for
all N .
Example 5.2 With K and W as in Example 5.1 and N ≥ n there is a split short exact
sequence
0 →
∏
Hn+nα(ΣnαK;pin+nα+1(W)⊗ R) → Aut♯N(K ×W) → Aut♯N(W) → 0.
This is established in much the same way as Example 5.1, noting that Aut♯N(K) = 0
for N ≥ n.
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