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Abstract
In this paper, we prove that the group Znp is not a CI-group if n¿ 2p − 1 + ( 2p−1p ), that is
there exist two Cayley digraphs over Znp which are isomorphic but their connection sets are not
conjugate by an automorphism of Znp.
c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let Cay(H; S), S ⊂H be an arbitrary Cayley digraph over a :nite group H . Two
Cayley digraphs Cay(H; S) and Cay(H; T ) are Cayley isomorphic if there exists an
automorphism ’∈Aut(H) such that S’=T . It is a trivial observation that two Cayley
isomorphic Cayley digraphs are isomorphic as digraphs. The converse is not true: two
Cayley digraphs over the same group may be isomorphic as digraphs but not Cayley
isomorphic. There are many examples of this phenomenon, see [2,7].
A subset S ⊆H is called a CI-subset if for each T ⊆H the digraphs Cay(H; S); Cay
(H; T ) are isomorphic if and only if the sets T and S are conjugate by an element of
Aut(H). A group H is called a CI-group 1 if each subset of H is a CI-subset.
The interest in CI-groups goes back to A. @Ad@am [1], who conjectured that each
cyclic group is a CI-group. Although the conjecture turned out to be false it stimulated
the study of the isomorphism problem for circulant digraphs.
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1 These groups are called DCI-groups in [11].
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L. Babai and P. Frankl began to investigate arbitrary CI-groups, see [3,4,5]. They
found several necessary conditions for a group to be a CI-group and asked for a
complete classi:cation of CI-groups. During last few years this problem was intensively
studied by L. Nowitz, C.H. Li, M. Conder, S. Praeger, M.Y. Xu, J.X. Meng and P.
P@alfy. We refer the reader to the survey [12] for details. An updated list of candidates
for CI-groups was published in [14]. Each group contained in this list is isomorphic to
a direct product of two groups U and V of co-prime orders such that U is a product
of elementary abelian groups of odd order and V belongs to a very restricted list of
known groups. However, the complete classi:cation of CI-groups is still far from being
:nished, since we do not know which groups of the above type are really CI-groups.
In particular, we do not know which elementary abelian groups are CI and which are
not. More precisely, we know only the following facts:
Znp is a CI-group for arbitrary prime p and n64 [9,6,10];
Zn2 is a CI-group if and only if n65 [13,16].
The goal of this paper is to show that Znp is not a CI-group if n¿2p− 1 + (2p−1p ).
2. Basic tools
2.1. Notation and de2nitions
Let n be a natural number. We write [n] for the set {1; 2; : : : ; n}. If X is a set then
(Xk ) denotes the set of all k-element subsets of X . If S is a set of vectors of a vector
space V , then the linear span of S will be denoted as 〈S〉.
Let H be an arbitrary :nite multiplicatively written group with identity e. For ar-
bitrary S ⊆H we set Cay(H; S) := {(x; y)∈H ×H | xy−1 ∈ S}. In what follows, we
identify the Cayley digraph over H generated by a connection set S with the binary
relation Cay(H; S). If f∈Sym(H), then Cay(H; S)f := {(xf; yf) | (x; y)∈Cay(H; S)}.
We write Cay(H; S)∼=Cay(H; T ) if there exists a permutation f∈Sym(H) such that
Cay(H; S)f =Cay(H; T ), that is the digraphs Cay(H; S), Cay(H; T ) are isomorphic as
usual digraphs. An isomorphism f is called normalized if ef = e. If T and S are conju-
gate by an element g∈Aut(H), that is Tg= S, then we write Cay(H; S)∼=Cay Cay(H; T )
and say that they are Cayley isomorphic.
The automorphism group Aut(Cay(H; S)) of a Cayley digraph Cay(H; S) consists
of all permutations f∈Sym(H) which satisfy Cay(H; S)f =Cay(H; S). The group
Aut(Cay(H; S)) always contains a regular subgroup HR isomorphic to H which con-
sists of the right shifts hR; h∈H the action of which on H is determined as follows:
xhR := xh; x∈H .
If [T1; : : : ; Tk ] and [S1; : : : ; Sk ] are two ordered tuples of subsets of H , then
[T1; : : : ; Tk ]∼= [S1; : : : ; Sk ] means that there exists a permutation f∈Sym(H) such that
Cay(H; Si)f =Cay(H; Ti) for each i=1; : : : ; k. Analogously, [T1; : : : ; Tk ]∼=Cay [S1; : : : ; Sk ]
is equivalent to an existence of an automorphism g∈Aut(H) such that Tgi = Si;
i=1; : : : ; k.
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2.2. Schur rings
As before, H denotes an arbitrary :nite multiplicatively written group with identity
e. The group algebra Q[H ] consists of all formal sums
∑
h∈H hh, h ∈Q which are
multiplied according to the following rule:
(∑
h∈H
hh
)∑
f∈H
ff

 = ∑
h∈H
∑
f∈H
(hf)(hf):
The Schur–Hadamard product in Q[H ] is de:ned as follows:
(∑
h∈H
hh
)
◦

∑
f∈H
ff

 = ∑
h∈H
(hh)h:
For each m∈Z and x= ∑h∈H xhh we set x(m) := ∑h∈H xhhm. For a nonempty subset
T ⊆H we set T := ∑t∈T t. Following [19] elements of this form will be called simple
quantities. If T = {t}, then we shall use t instead of {t}. A simple quantity T (a subset
T ) is called symmetric if T (−1) =T .
If x; y∈Q[H ], then (x; y; h) denotes the coeKcient of h∈H in the product xy. If
X and Y are subsets of H , then we shall write (X; Y; h) for (X ; Y ; h). In this case
we always have that
(X; Y; h)= |X ∩ hY (−1)|: (1)
It is a trivial observation that (X; Y; h)6min(|X |; |Y |).
A subalgebra A of the group algebra Q[H ] is called a Schur ring, for short an
S-ring, if it satis:es the following axioms:
(S1) A has a basis of simple quantities T0; : : : ; Td, where T0 = {e},
(S2) Ti ∩Tj = ∅ for i = j, and
⋃d
j=0 Tj =H ,
(S3) For each i∈{0; 1; : : : ; d} there exists i′ ∈{0; 1; : : : ; d}, such that T ′i =T (−1)i :
By (S1) and (S2), the basis T0; : : : ; Td is unique and it is called the standard
basis of A. The sets Ti, 06i6d, are called the basic sets of A and the notation
A= 〈T0; : : : ; Td〉 will be used if A is an S-ring over H the basic sets of which are
T0; : : : ; Td. We also write Bsets(A) for the set {T0; : : : ; Td}.
If we are given a partition {T0 = {e}; : : : ; Td} of H which satis:es (S3), then
〈T 0; : : : ; T d〉 will be an S-ring over H if and only if it satis:es the following
condition.
(S4) For each triple i; j; k the number (Ti; Tj; t) does not depend on a choice of t ∈Tk .
The group algebra Q[H ] contains two trivial S-rings: 〈e; H\{e}〉 and Q[H ].
A subset (subgroup) X ⊆H is called anA-subset (A-subgroup) if X ∈A. It follows
directly from the de:nition of S-ring that a subset X ⊆H is an A-subset if and only
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if it is a union of basic sets of A. Therefore, the set of A-subsets is closed under
set-theoretical operations.
The following characterization of Schur rings is folklore (see [15] for details):
Theorem 2.1. Let A⊆Q[H ] be a subalgebra of the group algebra Q[H ]. Then A
is an S-ring over H if and only if e∈A, H ∈A and A is closed with respect to ◦
and (−1).
This theorem implies that the intersection of two S-rings over H is an S-ring over
H . Given a set x1; : : : ; xk ∈Q[H ], we de:ne 〈〈x1; : : : ; xk〉〉 as the smallest S-ring which
contains the elements x1; : : : ; xk .
The following operation is a useful tool in computing 〈〈x1; : : : ; xk〉〉. Let q∈Q be an
arbitrary number. De:ne the mapping Iq :Q[H ]→Q[H ] by the following formula:
Iq(
∑
h∈H
xhh) :=
∑
{h∈H | xh=q}
h:
The following statement is known as Schur–Wielandt principle.
Proposition 1 (Wielandt [19]; Proposition 22:1). If A is an S-ring over a group H ,
then Iq(x)∈A for each x∈A and q∈Q.
A (left) stabilizer Stab(R) of a subset R⊆H is de:ned as a set of all elements
h∈H which satisfy hR=R. Another characterization of Stab(R) follows from (1):
Stab(R)= {h∈H | (R; R(−1); h)= |R|}: (2)
Clearly, Stab(R) is a subgroup of H .
Proposition 2 (Wielandt [19]; Proposition 23:5). If R is an A-subset of an S-ring A,
then Stab(R) is an A-subgroup.
If H is abelian then we have the following:
Proposition 3 (Wielandt [18]; Proposition 23:9). Let A be an S-ring over an abelian
group H written additively. If T ⊂H is a basic set of A, then (m)T := {mt | t ∈T}
is a basic set of A for each m∈Z relatively prime to |H |.
We :nish this subsection with an example of computation 〈〈S〉〉 for a given S ⊆H .
Example 2.2. Let H = 〈g〉 be a cyclic group of order 8 written multiplicatively. Con-
sider the following symmetric subset S = {g; g7; g4}. Then S = g+g7+g4 and S2 = 3g0+
2g5 + 2g3 + g2 + g6. By Schur–Wielandt principle I2(S2)= g5 + g3 ∈ 〈〈S〉〉. Therefore,
g0; g+g7+g4; g5+g3; g2+g6 ∈ 〈〈S〉〉. Now (g2+g6)2 = 2g0+2g4 implies that g4 ∈ 〈〈S〉〉.
Therefore S− (S ◦ g4)= g+ g7 which implies that g0; g+ g7; g4; g5 + g3; g2 + g6 ∈ 〈〈S〉〉.
A direct check shows that the vector space 〈g0; g + g7; g4; g5 + g3; g2 + g6〉 is an
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S-ring over H . Therefore 〈〈S〉〉= 〈g0; g + g7; g4; g5 + g3; g2 + g6〉, or, equivalently,
Bsets(〈〈S〉〉)= {{g0}; {g4}; {g; g7}; {g5; g3}; {g2; g6}}.
2.3. S-rings and Cayley digraphs
Given a Cayley digraph Cay(H; S); S ⊆H , we can associate the S-ring 〈〈S〉〉 gener-
ated by its connection set. It turns out that there exists a deep connection between the
properties of Cay(H; S) and 〈〈S〉〉. To explain this connection in details, we need to
de:ne the automorphism group Aut(A) of an S-ring A= 〈T 0; : : : ; T r〉:
Aut(A) :=
r⋂
i=0
Aut(Cay(H; Ti)):
Obviously HR6Aut(A). Since S is always a union of some basic sets of 〈〈S〉〉,
Aut(〈〈S〉〉)6Aut(Cay(H; S)). If B⊆A are two S-rings over the group H , then Aut(B)
¿Aut(A).
Let G be an arbitrary group such that HR6G6Sym(H) and let T0 = {e}; : : : ; Td be
the set of all Ge-orbits. The vector space spanned by the simple quantities T 0; : : : ; T d is
called the transitivity module of G and is denoted by S(H;Ge) [18]. It follows from
[19, Theorem 24.7] that G6Aut(S(H;Ge)).
The following result was proved by Schur [17].
Theorem 2.3 (Wielandt [19, Theorem 24.1]). The transitivity module S(H;Ge) is an
S-ring over H .
Remark. Not every S-ring is the transitivity module of some permutation group. We
refer the reader to [8] where this subject is discussed in more details.
The statement below is a particular case of Lemma 8.1 from [18]. To make the text
self-contained we give here a proof.
Theorem 2.4. Aut(Cay(H; S))=Aut(〈〈S〉〉) for each S ⊆H .
Proof. Denote by T0 = {e}; : : : ; Td the orbits of Ge where G :=Aut(Cay(H; S)). It fol-
lows from the de:nition of G that S is a Ge-invariant subset of H . Hence S is a
union of some Ti’s which implies that S ∈S(H;Ge). Since S(H;Ge) is an S-ring,
〈〈S〉〉⊆S(H;Ge). Therefore
G=Aut(Cay(H; S))¿Aut(〈〈S〉〉)¿Aut(S(H;Ge))¿G:
If we apply this result to Example 2.2 we obtain
Aut(Cay(C8; {g; g7; g4}))=Aut(〈〈S〉〉) ∼= D8;
where D8 is the dihedral group of order 16.
The statement below gives a suKcient condition for a subset to be a non-CI-subset.
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Proposition 4. Let S; S1; : : : ; Sr be subsets of H and let f∈Sym(H) be a permutation
which satisfy the following conditions:
(1) Cay(H; S)f =Cay(H; S)f and Cay(H; Si)f =Cay(H; S
f
i ); i=1; : : : ; r;
(2) [S1; : : : ; Sr] ∼=Cay [Sf1 ; : : : ; Sfr ];
(3) Si ∈ 〈〈S〉〉 for each i=1; 2; : : : ; r.
Then S is a non-CI-subset.
Proof. Assume the contrary, that is S is a CI-subset. Since Cay(H; Sf)=Cay(H; S)f∼=
Cay(H; S), Sf = Sg for some g∈Aut(H). Then
Cay(H; S)f =Cay(H; Sf)=Cay(H; Sg)=Cay(H; S)g:
Therefore fg−1 is an automorphism of Cay(H; S). By Theorem 2.4 fg−1 is an automor-
phism of Cay(H; Si) for each i=1; : : : ; r. This implies that Cay(H; S
f
i )=Cay(H; Si)
f=
Cay(H; Si)g=Cay(H; S
g
i ) for each i=1; : : : ; r. Therefore
[S1; : : : ; Sr]∼=Cay [Sf1 ; : : : ; Sfr ];
a contradiction.
To apply this statement, we :rst need to :nd a non-CI-tuple [S1; : : : ; Sr] and a per-
mutation f such that Cay(H; Si)f =Cay(H; S
f
i ) and
[S1; : : : ; Sr] ∼=Cay [Sf1 ; : : : ; Sfr ]:
After such a tuple is found we have to construct a subset S which satis:es the condi-
tions of Proposition 4.
3. Construction of a non-CI tuple
Let V and W be two vector spaces over the prime :eld Zp. In order to build an
example of a non-CI tuple, we need a special class of functions which was introduced
by A. Munemasa in [11].
Let N (V;W ) be a set of functions H :V → 2W which satisfy the following con-
ditions [11]:
H1. H(v) is a subspace of W for each v∈V ;
H2. H(0)= {0};
H3. H(v)=H(v) for each ∈Z∗p and v∈V ;
H4. H(u+ v)⊆H(u) + H(v) for each u; v∈V .
Given two functions H;G∈N (V;W ), we write H⊆G if H(v)⊆G(v) for all v∈V . It
is easy to see that (N (V;W ); ⊆ ) is a lattice with the least element 0(v) := {0} and the
greatest one W(v) :=W . The lattice operations are given by the following equalities:
(H∩G)(v) :=H(v)∩G(v); (H ∪ G)(v) :=H(v) + G(v):
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A function ' :V →W is called an H-linear function if the H(v2)-coset '(v1 + v2) −
'(v1) + H(v2) does not depend on v1, or, equivalently, '(v1 + v2) − '(v1) −
'(v2)∈H(v2) − '(0). An H-linear function ' is called zero-preserving if N(0)= 0.
It is easy to see that if ' is an H-linear function, then '(v) − '(0) is a zero-
preserving H-linear function. For this reason, we shall consider only zero-preserving
H-linear functions. We denote the set of all zero-preserving H-linear functions as
HomH(V;W ). It is easy to see that Hom(V;W ) is a subset of HomH(V;W ). Two
functions ';(∈HomH(V;W ) are called H-equivalent, notation ' ∼H (, if '(v) −
((v)∈H(v) holds for each v∈V .
Consider the vector space V ⊕W . If X ⊆V and Y ⊆W , then (X; Y ) stands for
{(x; y) | x∈X; y∈Y}. Given H∈N (V;W ), we de:ne AH⊆Q[V ⊕W ] to be the lin-
ear span of the simple quantities {(v;H(v) + w)}v∈ V;w∈W : It follows from H2 that
{(0;H(0) + w)}=(0; w)∈AH for each w∈W .
Proposition 5. AH is a Schur ring over the group V ⊕W .
Proof. Obviously (v; w)∈ (v;H(v) + w) for each (v; w)∈V ⊕W . If (v;H(v) + w) and
(v′;H(v′)+w′) contain a common vector, then v= v′ and w−w′ ∈H(v)=H(v′) which
implies (v;H(v) + w)= (v′;H(v′) + w′). Therefore,
P := {(v;H(v) + w) | v∈V; w∈W}
is a partition of V ⊕W . Since H(−v)=H(v)= − H(v),
−(v;H(v) + w)= (−v;H(−v)− w)∈P:
Thus (S3) is satis:ed. To :nish the proof we have to show that (S4) holds for P.
Pick an arbitrary triple S; R; T ∈P. If (S; R; t)= 0 for each t ∈T , then we are done.
So we may assume that (v1; w1) + (v2; w2)= (v3; w3) for some (v1; w1)∈ S; (v2; w2)∈R;
(v3; w3)∈T . Then v3 = v1 + v2; w3 =w1 + w2 and
S =(v1;H(v1) + w1); R=(v2;H(v2) + w2);
T =(v1 + v2;H(v1 + v2) + w1 + w2):
Let (v1 + v2; c + (w1 + w2))∈ (v1 + v2;H(v1 + v2) + w1 + w2) be an arbitrary element
(that is c∈H(v1 + v2)). We have to show that the number of solutions of the equation
(v1; w1 + x) + (v2; w2 + y)= (v1 + v2; c + (w1 + w2))
with x∈H(v1); y∈H(v2), does not depend on a choice of c∈H(v1 + v2). Indeed,
H(v1 + v2)⊆H(v1) + H(v2) by H3. Therefore, c= c1 + c2 for suitable c1 ∈H(v1);
c2 ∈H(v2). Hence, the original equation is equivalent to the following one.
(x − c1) + (y − c2)= 0; x∈H(v1); y∈H(v2):
Since H(v1) and H(v2) are subspaces of W , the number of solutions of this equation
is |H(v1)∩H(v2)|.
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For each function ' :V →W we de:ne the permutation '˜∈Sym(V ⊕W ) by the
following formula: (v; w)'˜=(v; w + '(v)).
Proposition 6. If '∈HomH(V;W ), then
Cay(V ⊕W; (v;H(v) + w))'˜=Cay(V ⊕W; (v;H(v) + w + '(v)));
that is '˜ is an isomorphism between the Cayley digraphs Cay(V ⊕W; (v;H(v) + w))
and Cay(V ⊕W; (v;H(v) + w + '(v))).
Proof. Pick two arbitrary points (v1; w1); (v2; w2)∈V ⊕W such that ((v1; w1); (v2; w2))
∈Cay(V ⊕W; (v;H(v) +w)). Then v1 − v2 = v and w1 −w2 ∈H(v) +w. Applying '˜ to
both points we obtain (v1; w1)'˜=(v1; w1 + '(v1)); (v2; w2)'˜=(v2; w2 + '(v2)). Since
'∈HomH(V;W ) and v1−v2 = v, '(v1)−'(v2)−'(v)∈H(v) which implies (v1; w1)'˜−
(v2; w2)'˜ ∈ (v;H(v) + w + '(v)).
Thus, Cay(V ⊕W; T )'˜=Cay(V ⊕W; T '˜) for each basic set T of AH. Therefore, the
same is true if we replace a basic set by an arbitrary AH-subset of V ⊕W .
Proposition 7. Let '∈HomH(V;W ) be an arbitrary function. Let v1; : : : ; vk ∈V be an
arbitrary set of vectors. If
[(v1;H(v1)); : : : ; (vk ;H(vk))]∼=Cay [(v1;H(v1))'˜; : : : ; (vk ;H(vk)'˜)]
then there exists (∈Hom(V;W ) such that '(vi)−((vi)∈H(vi) for each i=1; : : : ; k.
Proof. It follows from the assumption that there exists a linear operator L of V ⊕W
such that (vi;H(vi))L=(vi;H(vi))'˜=(vi;H(vi)+'(vi)). Hence (vi; 0)L=(vi; wi+'(vi))
for some wi ∈H(vi)6W . Denote by E :V →V ⊕W and P :V ⊕W →W the natural
embedding and projection, respectively. Then we have the following:
vi
E→(vi; 0) L−IV⊕W→ (0; wi + '(vi)) P→wi + '(vi);
where IV⊕W denotes the identity operator of V ⊕ W . Thus, the linear transformation
( :=E ◦ ((− IV⊕W ) ◦P :V →W satis:es the claim.
Let now n := dim(V )¿p and let ei; i∈ [n] be an arbitrary basis of V . Denote by
W the vector subspace of the symmetric algebra S(V ) of V spanned by all tensors
of the form ei1 ⊗ · · · ⊗ eip ; 16i1¡ · · ·¡ip6n. To simplify the notation, we write eA
for ei1 ⊗ · · · ⊗ eip where A= {i1; : : : ; ip}. Similarly, if u=(u1; : : : ; un)∈V , then we
set uA :=
∏
a∈A ua (u∅ := 0). Thus W = 〈eA |A∈ ( [n]p )〉 and dim(W )= ( np). We de:ne
a diagonal scalar product on W by setting [eA; eB] = 3A;B where 3 is the Kronecker’s
delta.
For each x∈W and A∈ ( [n]p ) we denote by xA the A-th coordinate of x, that is
xA : = [x; eA].
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For each u∈V and B⊂ [n] we set
wB(u)=
∑
{A∈( [n]p ) | B⊂A}
uA\BeA ∈W
Clearly, wB(u)= 0 if p6|B|. For each u∈V we de:ne
H(u) := 〈wB(u) |B ⊂ [n] and 0 ¡ |B|¡ p〉: (3)
Theorem 3.1. Let H be the function de2ned by (3). Then
(1) For each u∈V it holds that
H(u)=
〈
wB(u)
∣∣∣∣B∈
(
[n]
p− 1
)〉
: (4)
(2) H satis2es the conditions H1–H4.
Proof. 1. Since H(u) is spanned by the elements wB(u) with B⊂ [n]; 0 ¡ |B|¡p, it
is suKcient to show that wB(u) belongs to the right-hand side of (4) for each B⊂ [n];
0 ¡ |B|¡ p.
Fix u∈V and arbitrary B⊂ [n]; 0¡|B|¡p and consider the sum∑
{C( [n]p−1 ) | B⊂C}
uC\BwC(u):
By the de:nition of wX (u) we obtain∑
{C∈( [n]p−1 ) | B⊂C}
uC\BwC(u)
=
∑
{C∈( [n]p−1 ) | B⊂C}
uC\B

 ∑
{A∈( [n]p ) |C⊂A}
uA\CeA


=
∑
{C∈( [n]p−1 ); A∈ (
[n]
p ) | B⊂C⊂ A}
uA\BeA=
∑
A∈( [n]p )

 ∑
{C∈( [n]p−1 ) | B⊂C⊂A}
uA\B

 eA
=
∑
A∈( [n]p )
|A\B|uA\BeA= − |B|wB(u):
Since |B| ≡ 0(mod p), wB(u)∈Span{wC(u)}C ∈ ( [n]p−1 ), as desired.
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2. Let H(u); u∈V be a ( [n]p−1 )× ( [n]p )-matrix the (X; Y )-entry of which (X ∈ ( [n]p−1 );
Y ∈ ( [n]p )) is zero if X ⊂Y and ui if X =Y\{i}. Then H(u) is the row space of H(u).
Since the entries of H(u) are linear functions of u, the following properties are obvious.
H(0)= 0;H(u)= H(u);H(u+ v)=H(u) +H(v):
Hence H satis:es conditions H1–H4.
The important case is when the matrix H(u) de:ned above is a square matrix, that
is n=2p − 1 (see the next section). We give the example of the matrix H(u) in the
case of p=2; n=3:
H(u1; u2; u3)=


e12 e23 e13
e1 u2 0 u3
e2 u1 u3 0
e3 0 u2 u1

 : (5)
Proposition 8. For each p ¡ n it holds that
(1) The vectors {eA |A∈ ( [n]p ) and i∈A} form a basis of H(ei);
(2) The vectors{
eA∪{i;j}; eC∪{i} + eC∪{j} |C ∈
(
[n]\{i; j}
p− 1
)
; A∈
(
[n]\{i; j}
p− 2
)}
form a basis of the vector space H(ei + ej); i = j.
(3) If x∈H(ei + ej), then [x; eC∪{i}] = [x; eC∪{j}] for all C ∈
(
[n]\{i; j}
p− 1
)
.
Proof. 1. Consider an arbitrary wB(ei)=
∑
A∈( [n]p )
(ei)A\BeA with B∈ ( [n]p−1 ). Since
(ei)A\B=0 if A =B∪{i},
wB(ei)=
{
0 if i∈B;
eB∪{i} if i ∈B:
2. As in the previous part, (ei + ej)A\B=0 if (A\B) ⊂ {i; j}. Therefore,
wB(ei + ej)= 0 if {i; j}⊂B. If |B∩{i; j}|=1, then wB(ei + ej)= eB∪{i;j}. In the re-
maining case |B∩{i; j}|=0, we obtain that wB(ei + ej)= eB∪{i} + eB∪{j}.
3. It follows from part 2 that
x=
∑
X∈( [n]\{i;j}p−2 )
4X eX∪{i;j} +
∑
Y∈( [n]\{i;j}p−1 )
5Y (eY∪{i} + eY∪{j}):
Then [x; eC∪{i}] = 5C and [x; eC∪{j}] = 5C .
In what follows, we set e := e1 + · · ·+ en and 6 :=
∑
A∈( [n]p )
eA.
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We de:ne the function ' :V →W as follows:
'(v1; : : : ; vn)=
∑
A∈( [n]p )
vAeA; (6)
where vA :=
∏
a∈A va.
Proposition 9. '∈HomH(V;W ).
Proof. Consider the diQerence '(u+ v)− '(v)− '(u). It is equal to∑
A∈( [n]p )
((v+ u)A − vA − uA)eA
=
∑
A∈( [n]p )
∑
{B | ∅$B$A}
vBuA\BeA
=
∑
{B | 0¡|B|¡p}
vB

 ∑
{A∈( [n]p ) | B⊂A}
uA\BeA


=
∑
{B | 0¡|B|¡p}
vBwB(u)∈H(u):
Proposition 10. Let ' be a function de2ned by (6) and let
E := {ei | i∈ [n]}∪ {ei + ej | i = j∈ [n]}∪ {e}:
If n=2p− 1, then
[(v;H(v))]v∈ E ∼=Cay [(v;H(v))'˜]v∈ E:
In particular, the ordered tuple [(v;H(v))]v∈ E is not CI.
Proof. It is easy to see that (ei;H(ei))'˜=(ei;H(ei)) and (e;H(e))'˜=(e; 6 + H(e))
where 6 :=
∑
{A∈( [n]p )}
eA. If p¿2, then the equality (ei + ej;H(ei + ej))'˜=(ei +
ej;H(ei+ej)) follows directly from '(ei+ej)= 0. If p=2, then (ei+ej;H(ei+ej))'˜=
(ei + ej; H(ei + ej)) follows from '(ei + ej)∈H(ei + ej). Thus
(ei + ej; H(ei + ej))'˜=(ei + ej;H(ei + ej)) for each prime p.
By Proposition 6 [(v;H(v))'˜]v∈ E ∼= [(v;H(v))]v∈ E . We will show that
[(v;H(v))'˜]v∈ E ∼=Cay [(v;H(v))]v∈ E . Assume the contrary. Then by Proposition 7 there
exists a linear map ( :V →W such that ((v) − '(v)∈H(v) for each v∈E. Thus we
have the following conditions on (:
((ei)∈H(ei);((ei + ej)∈H(ei + ej);((e)− 6∈H(e):
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Let
((ei)=
∑
i∈[n];A∈ ( [n]p )
(i;AeA; where (i;A ∈Zp:
By Proposition 8 ((ei)∈
〈
eA |A∈ ( [n]p ) and i∈A
〉
. Therefore
i ∈ A⇒(i;A=0: (7)
We show that (i;C∪{i}=(j;C∪{j} for each C ∈ ( [n]\{i;j}p−1 ). By Proposition 8, part 3
[x; eC∪{i}] = [x; eC∪{j}] for each x∈H(ei + ej). Therefore
[((ei + ej); eC∪{i}] =(i;C∪{i} + (j;C∪{i}
= [((ei + ej); eC∪{j}] =(j;C∪{j} + (i;C∪{j}:
By (7) (j;C∪{i}=0; (i;C∪{j}=0. Therefore
(i;C∪{i}=(j;C∪{j}:
We claim that the sum of all matrix elements (i;A is equal to zero. Indeed∑
i∈[n];A∈( [n]p )
(i;A
=
∑
i∈A∈ ( [n]p )
(i;A
=
∑
X∈( [n]p−1 );i ∈ X
(i;X∪{i}
=
∑
X∈( [n]p−1 )

 ∑
i∈[n]\X
(i;X∪{i}

 :
As we have seen before, the elements (i;X∪{i} are pairwise equal for a :xed
X ∈ ( [n]p−1 ). Together with |[n]− X |=p this implies∑
i∈[n]\X
(i;X∪{i}=0:
Thus, the sum of the matrix elements of ( is equal to zero. Therefore, ((e) is orthog-
onal to the vector 6.
The vector space H(e) is spanned by the elements
wB(e)=
∑
{A∈( [n]p ) | B⊂A}
eA;
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where B runs through the set ( [n]p−1 ). Since [wB(e); 6] = 0 for each B∈ ( [n]p−1 ), H(e)
is orthogonal to the vector 6. By assumption '(e) − ((e)∈H(e) which implies that
'(e) is orthogonal to 6. But '(e)= 6 and, therefore, [6; 6] = 0. On the other hand
[6; 6] ≡ ( 2p−1p )(mod p) ≡ 0 (mod p), a contradiction.
4. Construction of a non-CI-subset
Throughout this section, we assume that n=2p − 1. We also denote by E the
following set of vectors {ei}ni= 1 ∪{ei + ej}ni =j ∪{e}⊆V .
Our construction of a non-CI-subset is based on the following:
Proposition 11. If S is an AH-subset such that
(v;H(v))∈ 〈〈S〉〉
for all v∈E, then S is a non-CI subset.
Proof. Let ' be a function de:ned by (6). By Proposition 9 '∈HomH(V;W ). By
Proposition 6 Cay(V ⊕W; T )'˜=Cay(V ⊕W; T '˜) for each basic set T of the S-ring
AH. Therefore, Cay(V ⊕W; S)'˜=Cay(V ⊕W; S'˜) and Cay(V ⊕W; (v;H(v)))'˜=
Cay(V ⊕W; (v;H(v))'˜) for every v∈E. Thus, the :rst condition of Proposition 4 is
satis:ed. The second condition follows from Proposition 10. Finally, the third condi-
tion of Proposition 4 coincides with our assumption. Thus S is not a CI-subset by
Proposition 4.
To prove that a certain subset S ⊂V ⊕W satis:es the conditions of Proposition 11
one has to perform calculations inside the group ring Q[V ⊕W ]. To avoid a confusion
between two additions we use + for addition in V ⊕W (and convolution in the group
algebra Q[V ⊕W ]), and ⊎ for addition in Q and Q[V ⊕W ]. So we write the elements
of the group algebra Q[V ⊕W ] in the following form
⊎
u∈V⊕W
cuu; cu ∈Q:
In these notation we have
( ⊎
u∈V⊕W
cuu
)
+
( ⊎
v∈V⊕W
dvv
)
=
⊎
u∈V⊕W;v∈V⊕W
(cu unionmulti dv)(u+ v);
( ⊎
u∈V⊕W
cuu
)⊎( ⊎
v∈V⊕W
dvv
)
=
⊎
u∈V⊕W
(cu unionmulti du)u:
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If a∈Q; ∈Z and x= ⊎
u∈U
xuu∈Q[U ], then
ax :=
⊎
u∈U
(axu)u; ()x :=
⊎
u∈U
xu(u)∈Q[U ]:
4.1. The case of p=2
In this Section, we shall build an example of a non-CI-subset of Z62 of cardinality
31. Since each subset of Z62 is symmetric our digraphs become graphs. We did not
check whether the Cayley graph built here is isomorphic to the Cayley graph presented
by Nowitz [16].
In this case n=3; V = 〈e1; e2; e3〉, W = 〈e12; e13; e23〉 and the non-CI tuple
[(v;H(v))]v∈ E consists of 7 sets:
(e1;H(e1)); (e2;H(e2)); (e3;H(e3));
(e1 + e2;H(e1 + e2)); (e2 + e3;H(e3 + e3)); (e1 + e3;H(e1 + e3));
(e1 + e2 + e3;H(e1 + e2 + e3));
where
H(e1)= 〈e12; e13〉;H(e2)= 〈e12; e23〉;H(e3)= 〈e23; e13〉;
H(e1 + e2)= 〈e12; e13 + e23〉;H(e2 + e3)= 〈e23; e12 + e13〉;
H(e1 + e3)= 〈e13; e21 + e23〉;
H(e1 + e2 + e3)= 〈e12 + e13; e13 + e23〉:
To simplify the notation we set
X (u) := (u;H(u)); Z(u) := (u;W )\(u;H(u)); u∈V\{0}:
The S-ring AH has dimension 18 and has the following standard basis:
{(0; w) |w∈W}
⋃
{X (v); Z(v) | v∈V\{0}}:
The addition of basic quantities is given by the following formulae:
X (v) + X (u)=
{
2(X (u+ v)
⊎
Z(u+ v)); u = v;
4(0;H(v)); u= v
(8)
X (v) + Z(u)=
{
2(X (u+ v)
⊎
Z(u+ v)); u = v;
4(0; W )\(0;H(v)); u= v (9)
X (v) + (0; w)=
{
X (v); w∈H(v);
Z(v); w ∈H(v) (10)
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Z(v) + (0; w)=
{
Z(v); w∈H(v);
X (v); w ∈H(v): (11)
Routine computations show that AH= 〈〈S〉〉 for
S :=Y ∪X;
where
Y := {(0; e12); (0; e12 + e13); (0; e12 + e13 + e23)}; X := ∪
u∈V\{0}
X (u):
By Proposition 11 S is a non-CI-subset.
4.2. Case of odd p
We are looking for S in the following form :
S := S0
⋃ ( n⋃
i=1
Si
) ⋃  ⋃
16i¡j6n
Sij

 ⋃ S1;
where
S0 := (0; W );
Si := (ei;H(ei) + Ui);
Sij := (ei + ej;H(ei + ej));
S1 := (e;H(e)): (12)
Here Ui⊆W are some unknown subsets which will be determined later. Obviously S
is an AH-subset.
Remark. The inclusion (0; 0)∈ S does not eQect on being (or nonbeing) a CI-subset.
We include it into S in order to make computations easier.
Proposition 12. Let Ui; i=1; : : : ; n be subsets of W which satisfy the following con-
ditions:
(1) |Ui |¡ |W |4|H(ei)| ;
(2) The cardinalities |Ui|; i=1; : : : ; n are not divided by p and are pairwise distinct;
(3) 〈Ui〉 ∩H(ei)= {0} and Ui = − Ui.
Then (v;H(v))∈ 〈〈S〉〉 for all v∈E.
Proof. Consists of a few steps.
Step 1: (0; W )∈ 〈〈S〉〉.
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Consider the following element (S + S) ◦ S which certainly belongs to 〈〈S〉〉. Write
(S + S) ◦ S =
⊎
(a;b)∈S
(S; S; (a; b))(a; b):
The coeKcient (S; S; (a; b)) is equal to the number of solutions of the following
equation:
(u; x) + (v; y)= (a; b) where (u; x)∈ S; (v; y)∈ S: (13)
Since (a; b)∈ S, a∈E.
If a=0, then it follows from (12) that u=0 and v=0 which implies (S; S; (0; b))=
(S0; S0; (0; b))= |W |.
If a= ei for some i, then it follows from (12) that (13) has solution if and only if
either u= ei; v=0 or u=0; v= ei. Therefore
(S; S; (ei; b))= (S1; S0; (ei; b)) + (S0; Si; (ei; b))62|Si |=2|Ui||H(ei)|:
It follows from 1 that 2|Ui||H(ei)|¡|W |.
If a= ei + ej, then it follows from (12) that there are four possibilities for u; v in
this case:
u=0; v= ei + ej;
u= ei + ej; v=0;
u= ei; v= ej;
u= ej; v= ei:
Therefore
(S; S; (ei + ej; b)) = (Sij; S0; (ei + ej; b)) + (S0; Sij; (ei + ej; b))
+ (Si; Sj; (ei + ej; b)) + (Sj; Si; (ei + ej; b))62|Sij|+ 2|Si|:
From the de:nition of Sij we obtain |Sij|=pdim(H(ei+ej)). It follows from Proposition 8
that
dim(H(ei + ej))=
(
2p−2
p−1
)
¡
(
2p−1
p
)
− 2= dim(W )− 2:
Therefore |Sij|¡|W |=4. Combining this with |Si|¡|W |=4 we obtain that (S; S; (ei +
ej; b))¡|W |.
If a= e, then either u=0; v= e or u= e; v=0. Therefore
(S; S; (e; b))= (S1; S0; (e; b)) + (S1; S0; (e; b))62|S1|=2pdim(H(e)):
Since H(e) is orthogonal to the vector 6 (see the proof of Proposition 10), dim(H(e))¡
dim(W ) which implies 2pdim(H(e))¡|W |.
Thus (S; S; (a; b))¡|W | for all (a; b)∈ S\(0; W ) and (S; S; (a; b))= |W | for all
(a; b)∈ (0; W ). By Schur–Wielandt principle (0; W )∈ 〈〈S〉〉.
Step 2: (ei;H(ei) + Ui)∈ 〈〈S〉〉 for each i=1; : : : ; n.
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Since (0; W ) is an 〈〈S〉〉-subset, S\(0; W ) is an 〈〈S〉〉-subset as well. Therefore
S\(0; W ) + (0; W )∈ 〈〈S〉〉.
Since H(ei);H(ei + ej) and Ui are subsets of W , we obtain
S\(0; W ) + (0; W )
=

(⊎
i
Si
)⊎⊎
i =j
Sij

⊎ S1

+ (0; W )
=
(⊎
i
(Si + (0; W ))
)⊎⊎
i =j
(Sij + (0; W ))

⊎(S1 + (0; W ))
=
(⊎
i
|Si|(ei; W )
)⊎⊎
i = j
|Sij|(ei + ej;W )

⊎(|S1|(e;W )):
As we have seen before |Si|= |Ui|pdim(H(ei)); |Sij|=pdim(H(ei+ej)); |S1|=pdim(H(e)): It fol-
lows from 2 that the coeKcient |Ui|pdim(H(ei)) is distinct from other coeKcients for
each i∈ [n]. By Schur–Wielandt principle (ei; W )∈ 〈〈S〉〉 for each i=1; : : : ; n. There-
fore (ei;H(ei) + Ui)= S ∩ (ei; W ) is an 〈〈S〉〉-subset.
Step 3: (ei;H(ei))∈ 〈〈S〉〉.
Each element which appears in
(ei;H(ei) + Ui) + (ei;H(ei) + Ui) (14)
with non-zero coeKcient is of the form (2ei; x); x∈W . Its coeKcient in (14) is equal
to (H(ei) + Ui;H(ei) + Ui; x). The set H(ei) + Ui is symmetric, since both H(ei) and
Ui are symmetric. Therefore
(H(ei) + Ui;H(ei) + Ui; x)= |H(ei) + Ui|⇔ x∈Stab(H(ei) + Ui)
(see (2)). By the assumption 〈Ui〉 ∩H(ei)= {0}. Therefore Stab(H(ei) + Ui)=
Stab(H(ei)) + Stab(Ui). Since |Ui| is relatively prime to p, Stab(Ui)= {0}. Therefore
Stab(H(ei) + Ui)=H(ei). Thus, the only elements which appear in (ei;H(ei) + Ui) +
(ei;H(ei) + Ui) with the coeKcient |H(ei) + Ui| are those of the form (2ei;H(ei)). By
Schur–Wielandt principle (2ei;H(ei))∈ 〈〈S〉〉. Since (p+1)=2 is relatively prime to p,
(p+12 )(2ei;H(ei))∈ 〈〈S〉〉 (Proposition 3) implying (ei;H(ei))∈ 〈〈S〉〉.
Step 4: (ei + ej;H(ei + ej))∈ 〈〈S〉〉, (e;H(e))∈ 〈〈S〉〉.
It follows from Steps 1 and 2 that
T :=
⊎
i =j
(ei + ej;H(ei + ej))
⊎
(e;H(e))∈ 〈〈S〉〉:
Since H(ei+ej)⊆H(ei)+H(ej), (ei;H(ei))+(ej;H(ej))∩T =(ei+ej;H(ei+ej)). There-
fore (ei + ej;H(ei + ej))∈ 〈〈S〉〉 for each i = j.
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It is not diKcult to build subsets Ui which satisfy the conditions of Proposition 12.
One of the possibilities is the following one.
Assume :rst that p¿5. Then dim(W ) − dim(H(ei))= ( np) − ( n−1p−1 )¿n + 2. There-
fore there always exists an i-dimensional subspace of W , say Xi, complement to
H(ei). It is easy to check that the sets Ui :=Xi\{0}; i=1; : : : ; n satisfy conditions of
Proposition 12.
If p=3, then dim(W )−dim(H(ei))= 4¡n and the above construction doesn’t work.
In this case we can choose Ui’s as follows:
U1 = 〈e345; e245〉∗ ∪ 〈e234; e235〉∗; |U1|=16;
U2 = 〈e145; e135〉∗ ∪ 〈e134〉; |U2|=10;
U3 = 〈e145; e245〉∗; |U3|=8;
U4 = 〈e235〉∗; |U4|=2;
U5 = 〈e123〉∗ + 〈e234〉∗; |U5|=4:
Here X ∗ denotes X \{0}.
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