While single-pixel superconducting nanowire single photon detectors (SNSPDs) have demonstrated remarkable efficiency and timing performance from the UV to near-IR, scaling these devices to large imaging arrays remains challenging. Here, we propose a new SNSPD multiplexing system using thermal coupling and detection correlations between two photosensitive layers of an array. Using this architecture with the channels of one layer oriented in rows and the second layer in columns, we demonstrate imaging capability in 16-pixel arrays with accurate spot tracking at the few photon level.
the heat load placed on the cryogenic stage. A third approach fashions the active nanowire element as a delay line and uses differential readout to infer the location of absorption along the length of the nanowire. 16, 17 This design requires the use of large impedance matching tapers to improve signal quality, 18 but this adds significant kinetic inductance to the device which reduces the maximum count rate (MCR). Furthermore, the spatial resolution is ultimately limited by the timing jitter of the system, necessitating the use of high performance amplifiers and readout electronics. As an alternative, the microwave kinetic inductance detector (MKID) community has used frequency multiplexing to develop detector arrays with several to tens of kilopixels using few microwave feedlines at the cryogenics stage. [19] [20] [21] While this type of frequency multiplexing has been demonstrated in SNSPD arrays using both DC 22 and AC 23 nanowire biasing, significant challenges remain in successfully scaling these architectures to the kilopixel scale.
We propose and demonstrate a new method of multiplexing, the thermally-coupled rowcolumn (thermal row-column or TRC), which uses thermal coupling between two active SNSPD layers with channels arranged in rows and columns. By measuring coincidence events between row and column channels, the location of absorption is inferred to be the intersection of those channels, forming a pixel. The channels are electrically isolated at low frequencies, so there is no current redistribution and loss of electrical signal as occurs in the electrically coupled row-column architecture. 12, 13 The TRC has the additional advantage of not requiring biasing resistors or wiring within the device active area, as needed for electrical row-column arrays, which increases the maximum active fill factor which can be achieved.
After the initial formation of a normal domain during photodetection, the inductance of the nanowire combined with Joule heating leads to dissipation of thermal energy. Typically, this thermal energy is a nuisance to design and can limit the minimum allowable reset time of a detector before latching occurs. 24 In multi-element devices, this thermal energy can lead to crosstalk between adjacent pixels 11 which limits the maximum achievable fill factor of the nanowires. The TRC utilizes this energy as a means of coupling row and column channels in an array. N nanowires are patterned into rows on one layer and N nanowires are patterned as columns on the second layer, with each nanowire having its own readout. The heat generated during a photon detection on one nanowire layer raises the temperature of the dielectric and second nanowire layers, causing the nanowire on the second layer to switch, as shown in Figure 1a . This effect was exploited in a single-pixel multilayer device where thermal coupling was used to trigger an avalanche between two nanowires in parallel, increasing signal output and reducing electrical noise jitter. 25 While the dielectric spacer between the nanowires was only 12 nm in that work, 25 crosstalk in arrays 11 suggests that thermal coupling should be observable over several hundred nanometer distances. By using the correlations between the detections on rows and columns, the location of the photon absorption is determined. Groups of channel detection events are considered correlated when they occur within a chosen timespan, known as the coincidence window. As with the standard row-column architecture, 2N readout channels are required to operate an N ×N array. The thermally-coupled architecture is not limited to row-column style imaging arrays. As long as a unique overlap mapping exists between the channels of the layers, the same degree of multiplexing can be achieved, making the architecture viable for linear array spectrometers.
The nanowire orientation can be tailored to suit the needs of a particular application. In the parallel-polarization design shown schematically in Figure 1b , nanowires on both layers are oriented in the same direction and patterned directly above one another. This is ideal for ensuring efficient and fast thermal coupling between the layers, but leads to increased capacitance between pixels which can increase electrical crosstalk. When embedded in a typical optical cavity, the parallel design maintains a strong polarization sensitivity. For applications where this is undesirable, a cross-polarized design can be employed where the nanowires of the two layers are oriented perpendicularly as shown in Figure 1c . This can lead to polarization insensitive optical coupling, and the multilayer design enables broadband absorption with the appropriate optical stack design. 26 However, with the cross-polarized design, nanowires are not directly aligned, so the distance heat must travel to trigger the Figure 1 : (a) Detection process in TRC arrays. The process begins with both nanowires current biased (1) until a photon is absorbed in one nanowire, creating a hotspot of excited quasiparticles (2) . As the hotspot evolves, a vortex-antivortex pair unbinds (or vortex entry from the edge for photons absorbed near the edge of the nanowire) (3), leading to the formation of a normal domain. As the normal domain grows along the length of the nanowire, (4) heat is coupled to the dielectric spacer, eventually increasing the temperature of the second nanowire and causing it to switch (5) . After current is diverted, both nanowires relax back to the superconducting state (6) . Schematic illustration of 4 × 4 (b) parallelpolarized and (c) cross-polarized thermal row-column devices. The top layer channels (blue) are formed as columns while the bottom layer channels (green) are designed as rows. The area where a column overlaps a given row forms a pixel, so the 4 × 4 arrays shown here have 16 pixels. The inset of (c) shows a top view of the overlap of the top and bottom nanowires for the cross-polarized design, highlighting how the distance heat must travel to trigger the second layer is greater for absorption location (1) compared to absorption location (2) . As the nanowire fill factor increases, this variability decreases. second layer depends on the absorption location. This leads to additional jitter in the thermal coupling time, requiring a larger coincidence window which can impact the MCR (see Supporting Information). Despite this limitation, the overall timing jitter does not suffer in this configuration because the detection jitter is linked only to the first detector to 'click.' Two 4×4 TRC arrays were fabricated; the first uses parallel polarized nanowires as shown schematically in Figure 1b and the second uses perpendicularly polarized nanowires as in Both styles of device were characterized at a wavelength of 1550 nm in a free-space coupled cryostat. The cryogenic windows of the cryostat include blackbody filters with a total transmission estimated to be greater than 96% at 1550 nm. 11 The channels of the bottom layer exhibit a lower switching current than the top layer due to inconsistencies in the fabrication of the two nanowire layers. Despite this, both layers show saturation of internal efficiency for all channels as shown in Figure 2 . The number of counts is not distributed evenly between the top and bottom layers due to the properties of the optical cavity, but this distribution is reasonably consistent with rigorous coupled wave analysis (RCWA) modeling of the devices (see Supporting Information).
The TRC concept relies upon efficient thermal coupling between the active layers in order to extract the location where the detection occurred. This requires that every detection on one layer triggers a detection on the other layer. We define the coupling efficiency porting Information) can be tolerated with the understanding that the detection occurred at the region where the pixels meet. This makes the implicit assumption that the probability of two photons being detected at the same time is negligibly small. The coupling probability for the two array designs was characterized using a 1550 nm mode-locked laser for a range of bias currents on both top and bottom layers. For both array types, as the bias currents on both layers approach the switching current, near-unity coupling efficiency is achieved, demonstrating correct operation of the TRC architecture.
Thermal coupling between layers is not instantaneous. There is a delay on the order of several nanoseconds between associated detection events due to the finite time required for heat to propagate from one nanowire to the second layer. Furthermore, fluctuations in the heat transfer process lead to additional jitter in the detection timing of the second event compared to the first. The coupling delay time is defined as the time difference between the initial detection event and the detection on the second layer. Coupling delay time histograms are shown in Figure 3 for a variety of bias conditions for the two arrays. As can be expected based on the geometry, the parallel-polarized array demonstrates faster coupling and a narrower distribution of coupling times between layers than the cross-polarized device.
Differences in the distance heat must propagate to switch the second nanowire layer in the cross-polarized device lead to the appearance of a shoulder and extended long-delay time tail in the coupling behavior. While this effect is diminished at higher bias currents, it is not eliminated completely. Consequently, when compared to the parallel-polarized device, the cross-polarized design requires a wider coincidence window when defining correlated detection events. See the Supporting Information for additional details regarding thermal coupling.
To demonstrate the imaging capability of the TRC devices, we translated a laser spot on the active area of the device using a fast steering mirror. For the cross-polarized device, the spot was directed in a square pattern on the device with varying periods, and the location of the spot was extracted using the centroid of the measured counts. The spot tracking was reliably demonstrated up to limits of the steering mirror speed with period of 4 ms using 250 µs frames, with an average of 11.7 photon detections per frame. Figure 4 shows representative sample frames demonstrating this tracking capability, but based on the MCR performance of the device (see Supporting Information), a similar level of tracking accuracy could be achieved at a 100 µs period with a photon flux increase by a factor 50 with minimal blocking loss.
The TRC architecture is not limited to the WSi material system. For devices which require lower jitter and higher count rates, NbN or NbTiN arrays are possible. The challenge with using these higher T c materials is ensuring sufficient thermal coupling between the two layers to generate thermally-induced switching. The greater T c requires that the temperature of the second nanowire layer must be elevated to a higher temperature to switch the device when biased at a given fraction of the nanowire depairing current. While this is not expected to be a problem for the parallel-polarized design, cross-polarized devices may require a high fill factor in order to ensure that there is sufficient overlap between the layers for efficient coupling. A better ability to model heat transfer in thin dielectrics and superconductors is needed to reliably predict the thermal coupling between superconducting nanowire layers in TRC devices.
In conclusion, we have demonstrated a row-column style multiplexing architecture for SNSPD imaging arrays using thermal coupling between two active layers. This new architecture eliminates the current-redistribution and limited fill factor shortcomings of electrically coupled row-column SNSPD arrays. Similar device structures using this platform provide a The thermal row-column promises to be a key enabling technology for achieving large area, low intrinsic dark count rate, and high efficiency photon counting imaging systems for low photon flux signals.
Associated Content
The Supporting Information includes the fabrication and design details, timing jitter characterization, details of the thermal coupling efficiency, thermal coupling delay times, maximum count rate characterization, and optical efficiency characterization. A higher nanowire fill-factor could be achieved while avoiding crosstalk by increasing the fill-factor within a pixel but leaving additional guard space between adjacent pixels. Design of TRC arrays requires a balance between the electrical and thermal crosstalk mechanisms in neighboring nanowires. During a detection event in these two-layer devices, both mechanisms couple energy from the detecting nanowire to adjacent channels on both the original and second layers. 2 Capacitive coupling is the dominant mechanism of microwave coupling in this geometry, so as the thickness of the spacer layer between the nanowire layers decreases, the strength of the electrical coupling between neighboring nanowires increases.
Electrical crosstalk of this form is undesirable because it is distributed across all channels of the second layer rather than localized to the detecting pixel. The channel to channel capacitance is estimated to be approximately 31 fF for the parallel-polarized and 24 fF for the cross-polarized devices fabricated in this work. Thermal coupling is inherently local to where the detection occurs, but the timescale of this coupling is slow compared to electrical crosstalk. The time difference between the generation of normal domains in the two detecting nanowires, defined as the thermal coupling delay time (see Main Text Figure 1a ), is on the order of a few nanoseconds for the geometries we demonstrate in this work.
Timing Jitter
The timing jitter of the system was characterized using a 20 MHz repetition rate 1550 nm mode-locked laser. A phase-locked loop circuit converted the electrical sync of the laser to a 10 MHz clock which acted as the timing source for the time to digital converter (TDC). The laser was focused to a Gaussian spot with diameter of approximately 85 µm FWHM. Due to non-Gaussian instrument response function (IRF) of the array channels, the timing jitter is defined as 2.355σ where σ is the sample standard deviation of the photocount timetags modulo 50 ns. Figure 2 shows the IRF and the bias current dependent timing jitter for representative channels of both layers of the array, demonstrating that the overall jitter is less than 300 ps at optimal bias regardless of which nanowire absorbs the photon. The jitter of a given pixel of the array is the combination of the two histograms of the channels forming the pixel weighted by the relative absorption efficiency of the two channels because the measured arrival time of the photon is given by the detection time of the first channel to detect the photon. show non-Gaussian IRF with a distinct asymmetry in the distribution at high bias currents. We attribute this to electrical coupling between the nanowire layers and to the back reflector which reduces the signal propagation velocity and leads longitudinal geometric jitter. 3 In contrast, the IRF of the top channels (b, e) is nearly Gaussian. To accommodate the non-Gaussian behavior of the lower layer channels, the total jitter is defined by 2.355σ (c, f), and is significantly larger for the bottom channels than the top, even when biased at the similar currents where the electrical noise contribution to the jitter from the readout electronics is similar. A device optimized for improved timing performance must manage the electrical coupling and signal propagation of the bottom layer to take full advantage of the low timing jitter of SNSPDs.
Thermal Coupling Efficiency
The coupling probability for the two array designs was characterized using a 1550 nm modelocked laser for a range of bias currents on both top and bottom layers. All four channels of a given layer were biased at the same current and the photon flux was kept sufficiently low to make the probability of two photons being detected in the same optical pulse negligible.
For each channel, a bias dependent calibration delay was applied to all timetags such that the mean delay for photons detected on each channel is zero based on the timebase of the mode locked laser. The coupling probability is shown as a function of bias current in Figure   3 Figure 1b ). The coupling efficiency increases to near unity as both the detecting and receiving nanowire bias currents increase. The explanation is straightforward. As the detecting nanowire bias current increases, more Joule heat is released during detection which heats the dielectric layer and second nanowire layer, increasing the coupling efficiency. As the bias current on the receiving layer increases, a smaller change in nanowire temperature is required to trigger a switching event, making the nanowire more sensitive to small heat pulses generated by the source nanowire.
The cross-polarized device displays more varied behavior due to the nonuniform overlap between the two layers (see Main Text Figure 1c ). Compared to the parallel-polarization device, higher bias currents are required to ensure near unity p i (I B,Top , I B,Bot ), but when both layers are biased near their switching currents, unity detection can be achieved. Furthermore, the transition region between no coupling and efficient coupling occurs over a wider range of bias currents. This is consistent with the varying overlap between the two nanowire layers.
The total coupling efficiency between layers in the cross-polarized device increases monotonically as the bias current increases on either the detecting or receiving channels, but the fraction of double coincidences (two detection events within a coincidence window) and triple and cross-polarized arrays (c, d). The coupling efficiency increases as both the source and receiving channel bias currents increase. Coupling from the bottom to top layer is less efficient than top to bottom due to the lower overall bias current and lower Joule heat generated during a detection. The transition from no coupling to efficient coupling is more gradual in the cross-polarized device compared to the parallel-polarized device due to the non-uniform overlap between the nanowires of the two layers. Lines are to guide the eye. coincidences (three detection events) is not constant. As seen in Figure 4a , as the bias current on the bottom channel increases, the coupling efficiency for double coincidences, shown schematically in Figure 4c , initially increases due to the increased Joule heat generated.
However, this coupling efficiency actually decreases at the highest bias currents of the top channel. This occurs because the large amount of heat generated by the combination of the two channels switching can be sufficient to switch a neighboring channel which is part of a different pixel. The number of these triple coincidences, shown schematically in Figure   4d , increases as both the top and bottom bias currents increase, but the bias current of the top channel plays a more significant role than that of the bottom channel due to the larger overall bias currents involved. Triple coincidences are only considered to be valid if the the two detecting channels on the same layer are adjacent and the probability of two photons being absorbed within a coincidence window is negligibly small. Analysis of the correlations confirms that at high bias current combinations, > 98% of the triple coincidence events occur between two adjacent channels on one layer and a single channel on the second layer.
Triple coincidences are not inherently problematic in determining the location of the photon detection because at high bias current operating points, >99.5% of triple coincidences occur with the first receiving channel belonging to the second layer of the device. Thus, a proper detection location can be assigned based on the detecting and first receiving channels alone. However, to simplify an FPGA based readout system, it is desirable to have only double coincidence events. Furthermore, the possibility of single photon triple coincidence detection events makes it impossible to distinguish between blocking caused by two photon detections and a single photon triple coincidence event. In a cross-polarized device, single photon triple coincidences can be minimized by leaving guard space between adjacent pixels.
In the parallel-polarized array, single photon triple coincidences make up a negligible fraction of the detection events for the large pitch arrays tested in this work. 
Thermal Coupling Delay Time
The thermal coupling delay time is a function of the bias currents on both the detecting and receiving channels. The average coupling delay times for various bias current configurations are shown in Figure 5 for both array designs. Due to the direct overlap between layers, the parallel-polarized device demonstrates shorter coupling delay times and narrower distributions compared to the cross-polarized device for comparable values of the bias currents.
The longer delay times of the cross-polarized device require the use of a longer coincidence window when processing timetags to determine row and column coincidences. As the bias currents increase, the delay time decreases and the distribution width becomes narrower. Despite separation distances of only a few hundred nanometers between layers, the delay times are on the order of several nanoseconds. This is significantly slower than expected based on ballistic propagation of phonons and slower than expected based on thermal modeling using a Casimir limited thermal conductivity for thin film dielectrics.
There is experimental evidence that this type of suppressed thermal conductivity in thin film SiO 2 is typical, 4,5 but more advanced modeling is needed to fully characterize the behavior, 
Maximum Count Rate
The maximum count rate (MCR) was characterized using a 1550 nm CW source with variable attenuators and a focused spot with a FWHM diameter of 85 nm on the array. The MCR is defined as the count rate where the efficiency of the detector drops by 3 dB compared to the low count rate efficiency. The MCR curves are shown below in Figure 6 blocking loss, resulting in a reduced MCR. The MCR depends on the coincidence window chosen to analyze the timetag data. For the parallel-polarized data, the optimal window is 3.5 ns while for the cross-polarized array, the optimal window is 4.5 ns. The larger optimal window for the cross-polarized array is consistent with the longer thermal coupling delay time for these bias currents. In the MCR analysis of the cross-polarized array, triple coincidences were not included as unambiguous counts because the photon flux is not sufficiently low to eliminate the possibility of multiple photons being detected within a coincidence window.
Single-photon triple coincidences lead to additional blocking loss and are the primary cause of the lower MCR in the cross-polarized array compared to the parallel-polarized device. For both arrays, the two inner channels of each layer show higher count rates than the two outer channels due to unequal illumination with the laser spot. In these figures, the parallelpolarized device uses a coincidence window of 3.5 ns while the cross-polarized array uses a coincidence window of 4.5 ns.
The thermal coupling delay times can have a direct impact on the MCR which can be achieved over the array without position ambiguity. Two factors contribute to position ambiguity. The first is due to blocking loss. During the deadtime of a channel, detections which occur on the other layer but overlapping the dead channel will not have a corre-lated click. In the limits of equal illumination of pixels, ideal thermal coupling, identical channel properties, and Poisson distributed photons, the array MCR (M CR A ) scales according to M CR A ∼ N 2 M CR i /(2N − 1) due to this deadtime, where M CR i is the channel MCR. The second factor is associated with the timing uncertainty of correlated detections.
Electrical and thermal timing jitter lead to a range of thermal coupling times between the photon-induced detection and the thermally-coupled detection. When analyzing the channel detection times to determine the coincidence events, one must define a range of times during which two events can be correlated, known as a coincidence window. Two detection pairs which occur within the same coincidence window lead to ambiguity as to which combination of pixels were the source of detection events because two rows and two columns have four potential pixel locations. As the array size becomes large, the coincidence window of correlated detections limits the counting rate. A large thermal coupling delay indicates that the rate of temperature increase in the second nanowire is slow. Therefore, fluctuations during thermal coupling process lead to larger fluctuations in the coupling delay time, analogous to the dependence of electrical noise jitter on signal slew rate. This requires setting a larger coincidence window, which is only acceptable for low count-rate applications. Reducing the thickness of the spacer layer quickens thermal coupling and potentially leads to a smaller coincidence window, but leads to additional electrical coupling. An optimized design would reduce the thickness of the dielectric spacer to the minimum thickness where the electrical crosstalk can still be tolerated.
Optical Efficiency
The optical efficiency of each device was measured using a 1550 nm CW laser focused to a Gaussian spot with a FWHM diameter of approximately 33 µm. Only counts which exhibit unambiguous coincidence groups are included in the efficiency measurement. This includes triple coincidences for the cross-polarized device as defined above. We find that the rig-orous coupled wave analysis (RCWA) technique provides a reasonable prediction of device efficiency. The parallel polarization device exhibits 34% TE and 11% TM efficiency while the RCWA calculation predicts 34% TE and 14% TM efficiency. In the TM polarization, the model predicts a 64:36 bottom to top layer absorption ratio which is close to the experimentally measured 58:42 ratio. The cross-polarized device has 30% TE and 26% TM efficiency while the RCWA calculation predicts 30% TE and 29% TM efficiency for polarization with respect to the top layer orientation. In the TM polarization, the model predicts a 69:31 bottom to top ratio compared to the measured 72:28 ratio. The parallel-polarized device incurs additional optical coupling losses compared to the cross-polarized design due the presence of sections of non-photosensitive meander bends comprising approximately 18% of the active area. This advantage of the the cross-polarized architecture is significant for small pixel sizes, but becomes less important as the pixel size increases or the illuminating spot is not focused on an area of the array where the bends are present.
