In this paper we describe a simple method that allows for a fast direct computation of the scattering matrix for a surface with hyperbolic cusps from the Neumann-to-Dirichlet map on the compact manifold with boundary obtained by removing the cusps. We illustrate that even if the Neumann-to-Dirichlet map is obtained by a Finite Element Method (FEM) one can achieve good accuracy for the scattering matrix. We give various interesting examples of how this can be used to investigate the behaviour of resonances under conformal perturbations or when moving in Teichmüller space. For example, based on numerical experiments we rediscover the four arithmetic surfaces of genus one with one cusp. This demonstrates that it is possible to identify arithmetic objects using FEM.
Embedded eigenvalues λ = 1 4 + t 2 and their multiplicities µ(t) for C ,0 and C ,1/2 when is a special length . . The dynamics of the resonances for C 2 arccosh( 3 2 ),1/2 as τ changes in the interval [0, 0.5] 28 6
The dynamics of the resonances for C * (τ ),τ as τ changes in the interval [0, 0.489] . 28
1 Introduction and setup
Suppose that H = {z = x + iy | y > 0} is the upper half-plane with the hyperbolic (of constant curvature −1) metric y −2 (dx 2 + dy 2 ).
The Riemannian measure is then y −2 dxdy and the L 2 -inner product is given by f, g = f (z)g(z)y −2 dxdy.
The metric Laplace operator ∆ = ∆ H = −y 2 ∂ 2 x + ∂ 2 y is essentially self-adjoint with domain C ∞ 0 (H), and later on we do not distinguish notationally operators and their closures, if there is no danger of confusion.
The map (x, y) → (x + 1, y) is an isometry of the upper half-space , and the quotient of the set H a = {z = x + iy | y > a} by this isometry results in a so-called hyperbolic cusp with height a > 0. Thus, such a cusp Z a is topologically equivalent to S 1 × [a, ∞) and it is equipped with a metric of constant negative curvature. Figure 1 shows a fundamental domain that becomes Z a when the parallel sides are identi ed. Of course the space of smooth functions C ∞ (Z a ) on Z a can be identi ed with smooth functions on H periodic in x (with period one) and similarly, L 2 (Z a ) can be identi ed with the set of measurable functions f (z) on H, periodic in x (with period one), such that the L 2 -norm ∞ a +1/2 −1/2 |f (z)| 2 y −2 dxdy is nite. We will in the following use these identi cations without further mention. The Neumann Laplace operator ∆ Z a on the cusp C the operator ∆ = −y 2 ∂ 2 x + ∂ 2 y on the boundary (R/Z) × {a}. This operator is self-adjoint and has spectrum consisting of a continuous part [ 1 4 , ∞) and of a discrete set of eigenvalues with nite dimensional eigenspaces (see for example [Mül83] or [Iwa02] and references there).
Suppose that X is a complete two-dimensional Riemannian manifold (or orbifold with nitely many isolated orbifold singularities) that is either a hyperbolic cusp or a disjoint union of hyperbolic cusps outside of a compact region. Thus, we are assuming that X has the form
such that the Riemannian metric g on X restricted to a neighbourhood of the cusp Z k is the hyperbolic metric de ned above (see Figure 3 ). Figure 3 : A surface of genus one with two hyperbolic cusps Now assume that P is a formally self-adjoint di ferential operator of Laplace type on X acting on functions (which means that P = −g ij ∂ i ∂ j + lower order terms), and let ∆ be the Laplace operator acting on functions on X. Thus, P − ∆ is a rst order operator and we will assume that P − ∆ is compactly supported away from each Z k . The simplest example would be
where V ∈ C ∞ (X) is a potential that is supported in the interior of M . However, we do not want to exclude more general cases here. Since X is complete the operator P is essentially self-adjoint on C ∞ 0 (X).
Remark 1. All our formulae and conclusions hold true with the obvious modi cations if M has additional boundary components and/or conical singularities away from cusps Z, and appropriate elliptic boundary conditions are imposed there to make P a self-adjoint operator.
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Manifolds with such cusps were considered and analysed in [Mül83] and [Mül92] and the gluing constructions for the heat kernel carry over to our setting. The structure of the spectrum and the generalised eigenfunctions can also be inferred from the meromorphic continuation of the resolvent. This approach can be found for example in [Gui95] . In the following we summarise the known results.
As the Neumann Laplace operator on Z a , the operator P has spectrum consisting of the absolutely continuous part [1/4, ∞) of multiplicity p and, maybe, eigenvalues of nite multiplicity. As usual the resolvent (P − λ) −1 is often more conveniently described using other parameters s and t which are related to the spectral parameter λ in the following way,
The set on which the resolvent is naturally de ned as a meromorphic function with values in the space of bounded operators is C\[ 1 4 , ∞) in terms of λ, the half-plane Re(s) > 1/2 in terms of s, and the lower half-space in terms of the parameter t. The resolvent,
viewed as an operator from L 2 comp (X) to H 2 loc (X), admits a meromorphic continuation as a function of s to the entire complex plane with poles of nite rank. These poles correspond to eigenvalues and so-called scattering resonances.
The generalised eigenfunction E j (z, s) of the operator P , attached to the cusp Z j , can be constructed from the resolvent and therefore admits a meromorphic continuation to C as a function of s. When restricted to Z k it is of the form
where T j,k (z, s) is in L 2 (Z). Here z k = x k + i y k denotes the coordinates on the cusp Z k . Both C(s) and T (z, s) are meromorphic matrix-valued functions of s in the entire complex plane. The matrix-valued meromorphic function C(s) is de ned by (1) and is normally referred to as the scattering matrix. It satis es the relations
with (2) expressing the fact that it is unitary on the spectrum.
Since Z a has a natural S 1 -action we can decompose, in the case P = ∆, the solutions of
For m = 0 this implies that f 0 (y) is a linear combination of y s and y 1−s . For m = 0 the general solution of this ODE can be expressed in terms of Bessel functions. Then we obtain
Here K ν is the modi ed Bessel K-function of order ν. Poles of the scattering matrix C(s) are called resonances. Resonances correspond to poles of the generalised eigenfunctions E j (z, s) and the coe cient of the lowest term in the Laurent expansion at a resonance s r is proportional to a function f r ∈ C ∞ (X) such that
where R r,k is exponentially decaying as y k → ∞. The function f r is sometimes referred to as the resonant state at the resonance s r .
2 Plan of the paper and discussion of the results
The main aim of this paper is to demonstrate that the domain decomposition using the Neumann-to-Dirichlet map leads to a simple and fast numerical scheme allowing to compute the scattering matrix on spaces with hyperbolic cusps. The paper is structured as follows.
In Sections 3 and 4 we construct the Neumann-to-Dirichlet maps on the compact part of a hyperbolic surface and on the cusps, respectively. In Section 5 we show that the scattering matrix can be extracted from the Neumann-to-Dirichlet operator of a compact part of a hyperbolic surface with cusps by means of simple linear algebra methods. In particular, if a numerical approximation of the Neumann-to-Dirichlet map at a spectral point is provided by any method, fast and standard linear algebra routines can be used to extract the scattering matrix. In Section 6 we show that in fact standard nite element methods are already su cient to calculate the scattering matrix, and hence the scattering resonances, with good accuracy if the spectral parameter is not too large. Various examples of constant but also non-constant curvature are treated and discussed in detail in Section 7. We compare them to known values for arithmetic surfaces as computed for example by Winkler ([Win88] ) and Hejhal ([Hej92] ). Since our method is extremely fast and exible we were able to produce moving pictures that show how scattering resonances move with conformal perturbations or in Teichmüller space. Figures illustrating this are included in Section 7. In particular, in genus 2 we identi ed several surfaces for which the scattering matrix is expressible in terms of the Riemann zeta function. These surfaces correspond to the four arithmetic surfaces known to exist in genus one with one cusp. It seems that these arithmetic surfaces are the only ones (up to isomorphism) for which the resonances are lined up along critical lines.
For surfaces of constant negative curvature there are direct fast converging methods that allow the computation of embedded eigenvalues and scattering resonances. For example Hejhal's algorithm can be used to compute embedded eigenvalues with extreme accuracy (see for example [BSV06b] , see also [BSV06a] ), and is used to compute large numbers of high lying eigenvalues (for example [JST14] for arithmetic examples). Variations have also been used to track resonances (for example [FL05, Ave07, Ave10] ). Our approach is di ferent in that it treats the compact part as a black-box and also allows for perturbations away from constant curvature. The correspondence between the scattering matrix and the Neumann-to-Dirichlet map can be used to relate number theoretic question to transmission problems. This approach was taken independently in [CC18] in the context of quotients of hyperbolic space by Fuchsian groups and leads to a reformulation of the Riemann hypothesis in terms of transmission eigenvalues.
We would like to point out that numerical instabilities leading to spurious eigenvalues or eigenvalues being missed seem to be absent in our approach. We give several tables comparing our results to known computations in arithmetic constant curvature situations.
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3 The Neumann-to-Dirichlet operator on ∂M The operator P is a formally self-adjoint elliptic di ferential operator on X that coincides with the Laplace operator near the boundary of M . Therefore, we have Green's formula
In our case the boundary ∂M is a disjoint union of components ∂M k = ∂Z k each of which is isometric to the circle. We therefore have
Given a particular boundary component ∂M k we can choose coordinates (x, y) such that the cusp Z k corresponds to S 1 × [a k , ∞). In this case 1 a k dx is the natural Riemannian measure induced by the metric on the boundary and a k ∂ ∂y is the unit normal vector eld. We therefore have
We can hence construct another self-adjoint operator P Neu on L 2 (M ) by restricting P to M and imposing Neumann boundary conditions at the boundary ∂M . Since P Neu is self-adjoint and elliptic there exists an orthonormal basis in L 2 (M ) consisting of smooth eigenfunctions (Φ j ) j∈N such that
where λ 1 ≤ λ 2 ≤ . . . → ∞ are the corresponding eigenvalues. If λ is not a Neumann eigenvalue then for each f ∈ C ∞ (∂M ) there exists a unique function ψ ∈ C ∞ (M ) such that
The so-called Neumann-to-Dirichlet operator N M (s) :
where ψ ∈ C ∞ (M ) is the solution of (4). Separating between the di ferent boundary components the Neumann-to-Dirichlet map can also be thought of as a matrix of operators N M kj (s) :
It is well known that N M (s) is a pseudodi ferential operator of order −1 whose full symbol depends only on the germ of P 8 C the metric near the boundary (see [LU89] in case s = 0, but the proof given there works in general).
In particular the o f-diagonal terms of the matrix N M kj (s) are smoothing operators and the diagonal ones are pseudodi ferential operators of order −1 acting on C ∞ (∂M j ). Using Green's formula one easily obtains
where φ j = Φ j | ∂M are the restrictions of the Neumann eigenfunctions Φ j to the boundary ∂M of M and the sum converges in H 1/2 (∂M ), see [LM08] for details. Therefore, N M (s) is a meromorphic family of pseudodi ferential operators of order −1 with rst order poles at s j that are related to the Neumann eigenvalues λ j of P Neu by λ j = s j (1 − s j ). The family of operators N M (s) is hence completely determined by the data (φ j , λ j ) j∈N .
The Neumann-to-Dirichlet operator on cusps
Since the Z a admits an S 1 -action the space L 2 (Z a ) every function f ∈ L 2 (Z a ) may be decomposed into Fourier modes
where e m (x) = e 2πimx . The functions with vanishing zero Fourier coe cients form a sub-space in L 2 (Z a ), the so called cuspidal functions
The orthogonal complement L 2 0 (Z a ) of L 2 cusp (Z a ) is then the space of functions that do not depend on x. This space is canonically isomorphic to L 2 ((a, ∞), y −2 dz). The Neumann Laplace operator leaves both spaces invariant. Its restriction to L 2 0 (Z a ) has absolutely continuous spectrum [ 1 4 , ∞) and the restriction to L 2 cusp (Z a ) has purely discrete spectrum consisting of eigenvalues of nite multiplicity accumulating at ∞. If λ = s(1 − s) is not a eigenvalue of the Neumann Laplace operator on L 2 cusp (Z a ) then for each f ∈ L 2 (S 1 ) with
such that
We will de ne the cuspidal Neumann-to-Dirichlet operator N Z a (s) :
where av(f ) :=
This operator has an explicit description in terms of Bessel functions. Namely, it follows directly from the expansion into Fourier modes that for any m = 0 we have In the same way the averaging operator can be assembled to a map av : L 2 (∂M ) → L 2 (∂M ).
The relation between the Neumann-to-Dirichlet operator and the scattering matrix
The generalised eigenfunctions E j (z, s) form a meromorphic family of functions satisfying
On the other hand the restriction of E j (z, s) to each cusp has an expansion of the form (1) with a decaying tail term. We therefore have
This means in particular that the function E j (z, s)| ∂M is in the kernel of the map
Note that the averaging map av : L 2 (∂M ) → L 2 (∂M ) is the orthogonal projection onto the space of locally constant functions L 2 0 (∂M ) on ∂M . This space is naturally identi ed with C p , the k-th component being identi ed with the function value on the boundary component ∂M k .
T 2. Suppose that s = 1 2 is a complex number that is not a pole of N M (s) or N c (s), and not a pole of the scattering matrix C(s). Suppose furthermore that s(1 − s) is not an L 2 -eigenvalue of P . Then the kernel of the map
The assumptions imply that the generalised eigenfunctions E j (z, s) exist at s. We have already
Moreover, any non-zero linear combination of E = j c j E j such that ∂ ∂n E j (z, s)| ∂M = 0 will give rise to an L 2 -Neumann eigenfunction on Z by taking the non-zero part of its Fourier expansion. Since we excluded Neumann eigenvalues on the cusp by the requirement that s is not a pole of N c , the functions ∂ ∂n E j (z, s)| ∂M are linearly independent. Now suppose that g ∈ L 2 (∂M ) is in the kernel of (1 − av)N M + N c . Both (1 − av)N M and N c are elliptic pseudodi ferential operators of order −1 and their principal symbols coincide. Hence, their sum is elliptic too and, by elliptic regularity, g ∈ C ∞ (∂M ). This means that there is a function
These equations imply that the functions F M and F Z , when expanded into Fourier modes, have the same non-zero Fourier coe cients on each cusp. Hence, for each cusp Z k there exist coe cients a k and b k such that the function
has the same Fourier expansion as F M on Z k . Therefore, we can construct a globally de ned function
Now use Green's identity on a cut-o f domain M R obtained by cutting o f the cusps Z k at y = R and use the fact that the tail term is exponentially decaying:
and not a pole of the scattering matrix C(s). Suppose furthermore that s(1 − s) is not an L 2 -eigenvalue of P . Let V be the kernel of the map (1 − av)N M (s) + N c (s) and define the following two maps
Then the map (s − 1)Q 2 + Q 1 is invertible and
where A is the diagonal matrix A = diag(a 1 , a 2 , . . . , a p ).
Proof. By the previous theorem we can use the basis φ k := ∂ ∂n E k (z, s)| ∂M | 1 ≤ k ≤ p in V to check the invertibility of the map (s − 1)Q 2 + Q 1 and the formula for the scattering matrix. By the expansion (1) we have
The formula (6) is immediately implied by this.
In the case of one cusp the above reduces to a generalised eigenvalue problem. C 4. Assume X has one cusp, i.e. p = 1, and suppose that s = 1 2 is a complex number that is not a pole of N M (s) or N c (s), and not a pole of the scattering matrix C(s). Then either the pair (N M (s) + N c (s), av) has precisely one generalised eigenvalue G(s), or C(s) = s s−1 a 2s−1 . In the former case the scattering matrix can be computed from this eigenvalue as
and A S 6 Numerical computation of the scattering matrix, resonances and embedded eigenvalues 6.1 Scattering matrix and resonances Theorems 2 and 3 yield an extremely simple and fast algorithm to compute the scattering matrix, resonances or eigenvalues for the situation described above. In this section we will assume that s = 1 2 is a complex number that is not a pole of N M (s) or N c (s), and not a pole of the scattering matrix C(s). In the following we take (e m ) m∈Z to be the orthonormal basis of L 2 (R/Z, dx) consisting of Fourier modes e m (x) = e 2πimx . Since each boundary component ∂M k can be identi ed with a circle, this gives an orthonormal basis (e m,k ) m∈Z, k=1,...,p in L 2 (∂M ). We will write (e α ) α∈I where the index set for α = (α 1 , α 2 ) is I := Z × {1, . . . , p}.
The boundary data (φ j , λ j ) j∈N of Neumann eigenvalues can be used to compute the matrix elements of the Neumann-to-Dirichlet operator N M (s) using (5) and the Fourier expansion in the basis (e α ) giving
Remark 5. The convergence in (7) may be easily accelerated if we compute the matrix elements
and the series in (8) converges more rapidly than the one in (7). The acceleration trick may be repeated if one computes directly N M α,β (s j ) for several particular values of s j . The matrix elements of N Z a (s) are simply
Moreover, av α,β = δ α 1 ,0 δ β 1 ,0 . We would then like to nd the p × p matrix G(s) such that
The idea of the numerical approximation is of course to truncate this Fourier basis and approximate the above matrices by nite matrices by considering only 0 ≤ |α 1 |, |β 1 | ≤ J for some large integer J. We denote by N M , N c , and av the nite matrices obtained from truncating the Fourier expansion at J. Then these matrices are (2J + 1)p × (2J + 1)p matrices with complex entries. We use the nite element method to compute the Neumann boundary data (φ j , λ j ) j∈N in terms of the numbers λ j and the Fourier modes φ j , e α . Once these data are obtained a nite element approximation to N M (s) can be computed very quickly for arbitrary s ∈ C in a given compact subset of the complex plane. The matrices N c can be computed very fast using a well known continued fraction expansion for the Bessel K-function [CBV + 08, Section 17],
C where we use Gauss' notation
In order to compute the scattering matrix numerically in the above approximation we proceed as follows. By Theorem 2 the operator T (s) :
If J is large enough this matrix will have precisely p small singular values. We can therefore perform a singular value decomposition to construct an orthonormal system of singular vectors (v 1 , . . . , v p ) with small singular values. The system of vectors
By Theorem 3 we then get a numerical approximation of the scattering matrix by
As before A is the diagonal matrix A = diag(a 1 , a 2 , . . . , a p ).
Since resonances are poles of C(s) and we have the functional equation C(s)C(1 − s) = 1, the resonances are precisely the zeros of the determinant of C(1 − s).
Embedded eigenvalues
Since we assumed P was self-adjoint any eigenvalues will have to be on the real line. There are two classes of eigenvalues: those below the continuous spectrum and those embedded into the continuous spectrum. We will refer to the eigenvalues λ < 1/4 as residual eigenvalues and the eigenvalues λ ≥ 1/4 as the embedded eigenvalues. Embedded eigenvalues correspond to real values of t and therefore the real part of s for these eigenvalues will always be 1/2. As a consequence the zero modes of the Fourier expansion of these eigenfunctions in the cusp has to vanish. We therefore make the following observation. The numerical computation is carried out as follows. We are looking for vectors v that satisfy avv = 0 and for which N M + N c v is small. For numerical stability the QR-decomposition
Let P be the projection onto the rst two summands. We are looking to nd values of s for which there exists a vector v for which P B(s)v is very small whereas (1 − p) Bv is not. Since R is invertible these are exactly the small singular values of the matrix P Q(s). Thus, our method of nding embedded eigenvalues is to plot the smallest singular value of P Q(s) as a function of s = 1 2 + i λ − A φ the modular domain with its constant curvature metric changed by a conformal factor e φ . This family is parametrised by smooth functions φ on the modular surface.
B r a triangular domain that is sometimes referred to as Artin's billiard and that interpolates between the Hecke triangular surfaces. This family is parametrised by a real number r > 1 2 . C ,τ the surfaces of genus (1, 1) and constant curvature, i.e. the punctured torus. The Teichmüller space of genus (1, 1) has dimension 2 and therefore this family is parametrised by a length parameter > 0 and a twist parameter τ ∈ [0, 1).
D the unique hyperbolic surface of genus zero with three cusps.
In all these examples we decomposed the surface into compact part M and a cusp-part. To compute a numerical approximation of the Neumann-to-Dirichlet map we use the accelerated expansion (8). We used the nite element framework FreeFEM++ ([Hec18] and [Hec12] ) to compute the Neumann-to-Dirichlet map at some point s 0 and to compute the boundary data of the rst 1000 Neumann eigenvalues. On the boundary Fourier modes up to |m| = 40 were used. In the FEM implementation we used discretisation with up to 200 points on the boundary of the compact part. The Neumann-to-Dirichlet map on the cusps is computed using (9) and (10).
The corresponding data were expressed in terms of Fourier modes on the boundary and imported into a Mathematica script that directly computed the scattering matrix by the method described before. Since then the scattering matrix was available as a numerical function, we used Newton's root nding algorithm to locate zeros of its determinant. The functional equation (3) was then used to determine the scattering resonances. The poles and the zeros of the scattering matrix are located in the half-planes Re s > 1 2 and Re s < 1 2 , respectively. Unless resonances are very close to the spectrum there are therefore no issues due to poles and zeros being close together. One can therefore use the argument principle and contour-integration to count the number of resonances in a region bounded away from the spectrum. We have found that in practice Newton's root nding algorithm nds all resonances away from the spectrum in a fast reliable manner. This is due to the well-behaved analytic properties of the scattering matrix. To locate and track resonances that are very close to the spectrum we started from a perturbation of the surface and then used predictive algorithms based on polynomial extrapolation to follow the path of the resonance. This way even resonances that seem to have high order touching points with the spectrum could be tracked.
The following conventions are assumed in all videos and graphs: • In graphs showing the trajectories of resonances, the starting points of the trajectories are marked by a disk, and the end points by a square.
Benchmarking
In the case of the modular surface A 0 the scattering matrix can be expressed in terms of the Riemann zeta function, see (11), and we could compare and compute the relative error of our approximation.
The scattering matrix C(s) computed for s = 1 2 + it, t ∈ [0., 30.] (this amounts to the interval [0.25, 900.] in the spectrum) had a maximal relative error of about 0.25%. On the interval [0, 10] for t we even obtained a maximal relative error not exceeding 0.004%. Similar errors hold on the critical line. We note that these approximations are surprisingly good considering that a nite element approximation was used.
A φ . The modular domain and conformal perturbations 7.3.1 Description of the surface
This surface can be obtained from the domain
by gluing along the boundary as follows. The sides x = − 1 2 and x = 1 2 are identi ed by means of the parallel translation x → x+1. The circular arc {(x, y) ∈ H | x 2 +y 2 = 1, 0 ≤ x ≤ 1 2 } is identi ed with {(x, y) ∈ H | x 2 + y 2 = 1, − 1 2 ≤ x ≤ 0} using the map x → −x. This results in a hyperbolic surface with one cusp and two orbifold singularities at the points (0, 1) and (1/2, √ 3/2), the latter identi ed with (−1/2, √ 3/2). This surface can be decomposed into a compact part and a cusp as indicated in Figure 4 . It can also be obtained directly as a quotient X = SL(2, Z)\H as the above described domain is a fundamental domain of the SL(2, Z) action, and the boundary components are identi ed using the maps z → z +1 and z → − 1 z (see, for example, [Iwa02] for an introduction). While the metric y −2 (dx 2 + dy 2 ) has constant curvature −1 we can consider a function φ which is compactly supported in the interior of the shaded region and change the metric by a conformal factor e φ to e φ(x,y) y −2 (dx 2 + dy 2 ). If M (1 − e φ )y −2 dxdy = 0, this conformal transformation leaves the volume of X unchanged. The surface equipped with this modi ed metric will in general have non-constant curvature.
Known properties of the spectrum
Case φ = 0: In the case of constant curvature −1 (φ = 0) this surface is arithmetic. It has in nitely many embedded eigenvalues (the so-called Maass-eigenvalues) satisfying a Weyl law as shown by Selberg [Sel89] using his trace formula. The scattering matrix C(s) can be computed explicitly and equals where Λ(s) = π − s 2 Γ( s 2 )ζ(s) and ζ(s) is the Riemann zeta function [Hej75] , [Hux84] . Moreover, the Maass eigenvalues have been computed with great accuracy and veri ed by a rigorous algorithm [BSV06b] , see also [BSV06a] . This surface therefore provides an excellent test for our method. General case: In case φ is non-constant (i.e. if curvature is non-constant) one expects at least some of the embedded eigenvalues to dissolve and become resonances ( [PS92] ). This has become known as the Sarnak-Phillips conjecture. Similarly the resonances will move away from the critical line.
Numerical results
Case φ = 0: Since the surface is symmetric with respect to the transformation x → −x one can use symmetry reduction and consider the space of even and odd functions. These are functions on
satisfying either Dirichlet (odd functions) or Neumann (even functions) boundary conditions at the boundary. The spectrum on the space of odd functions is purely discrete, and there are no resonances. Several rst eigenvalues on the space of odd functions, and their comparison with the results of [BSV06a] are presented in Table 1 .
The results for the space of odd functions are below in section 7.4.3. The curve in moduli space: We chose the the family of the conformal factors e φq(x,y) = 1 + q c(x, y), c(x, y) = sin(5x − 0.5) e −40((x−0.1) 2 +(y−1.5) 2 ) , P C with parameter q in the interval q ∈ [−2., 2.]. One can sum over the group to make this conformal factor a function on the surface. For numerical purposes the additional terms introduced in that way are however irrelevant as they are below working precision. Note that the resulting family of metrics has constant curvature precisely at q = 0. Moreover, the volume is constant along this curve in the moduli space of metrics. We computed the Neumann-to-Dirichlet data at 200 points in the parameter interval on the cuto f surface with boundary at a = 2.2, with 100 discrete points on the boundary, as well as 600 eigenvalues and their boundary data, and Fourier modes with m between −15 and 15. One can then trace the resonances as they move along the curve, see Video 1. 
by gluing along the boundary as follows. The sides x = − 1 2 and x = 1 2 are identi ed by means of the parallel translation x → x + 1. The circular arc {(x, y) ∈ H | x 2 + y 2 = r 2 , 0 ≤ x ≤ 1 2 } is identi ed with {(x, y) ∈ H | x 2 + y 2 = r 2 , − 1 2 ≤ x ≤ 0} using the map x → −x. This results in hyperbolic surface with one cusp and two conical singularities. Since the surface is symmetric with respect to the transformation x → −x one can use symmetry reduction and consider the space of even and odd functions. These are functions on Figure 7 , satisfying Dirichlet or Neumann boundary conditions at the boundary. Since the spectrum on the space of odd functions is pure discrete we consider here only the spectrum on the subspace of even functions.
Known properties of the spectrum
There are various cases when this surface can be obtained as a quotient of H by a Hecke triangle group. These are the cases r = 1 √ 3 , r = 1 √ 2 , and r = 1. The resulting surfaces in these three cases are arithmetic and correspond to the surfaces obtained from the Hecke triangle groups G q in the cases q = 3, 4, 6 (see [MMS12] ). They have in nitely many embedded eigenvalues satisfying Weyl's law. In each of the above three cases the scattering matrix, and hence the resonances, can be expressed explicitly in terms of the zeros of the Riemann ζ-function. This has been done explicitly in [How07] but the formulae can also be deduced using the known expressions for the congruence subgroups The resonances and embedded eigenvalues for the special arithmetic cases are shown in Figure 9 . We have also investigated the case r = 0.5001, which is close to the limiting case r = 1/2. Since in this case another layer of continuous spectrum appears one expects resonances to accumulate near the spectrum as r → 1 2 . Apart from these resonances clustering around the spectrum we nd stable ones that seem to converge to half the Riemann zeros, see Figure 9 . The Teichmüller space for surfaces of constant negative curvature −1 and one cusp is two dimensional and can be parameterised by the two Fenchel-Nielsen coordinates > 0 and τ ∈ [0, 1). The parameter is the length of a primitive closed geodesic and the angle τ is the twist parameter along this geodesic. Given the above two parameters we have an explicit description of the corresponding surface of genus one with one cusp as follows.
For a xed > 0, let α > 0 be the angle α = 2 arctan(tanh 4 ) = arcsin(tanh 2 ). Then the fundamental domain of the surface with Fenchel-Nielsen coordinates ( , τ ) is the non-compact domain D bounded by the following oriented geodesic arcs, γ 1 , γ 2 , γ 3 , γ 4 , γ 5 , γ 6 , γ 7 , for brevity, we use the complex coordinate x + iy on H. Note that γ 2 , γ 4 and γ 6 are the images of γ 3 , γ 5 and γ 7 respectively under the re ection about the y-axis x + iy → −x + iy. Figure 10 depicts the fundamental domain decomposed into a compact part (darker shading) and a cusp (lighter shading). The surface C ,τ is formed as follows. The in nite geodesic γ 6 is identi ed with γ 7 using the hyperbolic translation z → z − 1. The geodesic arc γ 2 is identi ed with γ 3 using the hyperbolic motion along γ 1 . Once these identi cation are completed both γ 1 and γ 4 ∪ γ 5 become closed boundary geodesics of length . These boundary components can be glued together as follows. First shift all points on γ 1 by τ . Then use hyperbolic translation along γ 2 and γ 3 to map the geodesic onto γ 4 ∪ γ 5 . The resulting surface C ,τ is a surface of genus one with one cusp such as the one depicted in Figure 2 . The light-shaded region in Figure 10 gives a hyperbolic surface M of genus one with horocyclic boundary.
In addition to the closed geodesics of length , C ,τ has another closed geodesics of length 
In general the Laplace operator on the surface will have simple continuous spectrum and may have embedded eigenvalues. The expectation is however, that these embedded are generically absent. There are several special cases for which the surface C ,τ is symmetric, and therefore a symmetry reduction can be performed. We will single out and discuss several particular families. 7.5.3 Numerical results, case 1: τ = 0, varying With the twist parameter τ xed the only remaining parameter is the length parameter . Since in this case the twist is zero, the curve γ 2 becomes a closed simple geodesic of length = ( , 0) = arccosh 1 + 2 sinh 2 2 .
(16) on the resulting surface. As the function ( , 0) is monotone decreasing in , ( ( , 0), 0) ≡ , and also = ( , 0) when = * (0) = arccosh(3) ≈ 1.762747, our parametrisation of C ,0 is not unique: namely, the surfaces C ,0 and C ( ,0),0 are always isometric. Therefore it only makes sense to track resonances for ≤ * (0). We have nevertheless analysed some special values of > * (0) to verify that our numerical results do not depend on the choice of parametrisation.
C
We have tracked the resonances in the interval ∈ [1.2, arccosh(3)], see Video 3, and also Figure  11 In this interval there are several special lengths. The numerically found resonances and the rst ten embedded eigenvalues for these special lengths are in Tables 4 and 6, resp. = arccosh(2) ≈ 1.316957
In this special case the scattering matrix takes the form C(s) = 2 1−2s 1 + 2 1−s 1 + 2 s
Indeed, one can conjugate the generators of the corresponding Fuchsian group into the following three matrices 1 √ 6 3 3 6 3 , 1 √ 6 6 1 −6 0 , 1 2 0 1 .
These clearly generate a subgroup Γ of the arithmetic group Γ 0 (6), that is the group generated by Γ 0 (6) together with its Atkin-Lehner (Fricke) involutions. Since the Atkin-Lehner involutions act transitively on the four cusps of Γ 0 (6)\H the domain Γ 0 (6)\H has only one cusp. The scattering matrix for Γ 0 (N ) has been computed in [Hej76] and [Hux84] . If N is square-free then according to Hejhal the full scattering matrix equals
The vector 1 1 is an eigenvector of M q (s) with eigenvalue 1+q 1−s 1+q s . The Atkin-Lehner involutions act transitively on the cusps for square-free N . Therefore, in this case, Γ 0 (N ), the group generated by the Atkin-Lehner involutions and Γ 0 (N ), gives rise to a quotient with one cusp. The scattering matrix for Γ 0 (N ) must then be the restriction of the scattering matrix to functions invariant under the Atkin-Lehner involutions, i.e. to the span of the eigenvector Summarising, in the case of square-free N , the scattering matrix for Γ 0 (N ) is given by
This has also been obtained in [JST14, Lemma 5]. Since Γ 0 (6) acts on the fundamental domain for our group but leaves the cusp invariant, the scattering matrix for Γ must be the same, apart from the extra factor 2 1−2s appearing because of the cusp width 2. Figure 13 shows the computed resonances for = arccosh(2). = arccosh(3) ≈ 1.762747
In this case α = π 4 , so all the boundary arcs of C ,0 have the same radius √ 2 8 . Also, the length ( , 0) of the second distinguished closed geodesic γ 2 coincides with . We can carry out the following sequence of symmetry reductions, see Figure 12 . are unitarily equivalent and the scattering matrices as well as the resonances coincide up to a scaling factor. One therefore has
The above discussion also shows that the discrete spectrum consists of several parts, each belonging to mixed Dirichlet-Neumann problems on certain domains. Figure 13 shows the computed resonances for = arccosh(3).
In a similar way as before one can conjugate the generators of the corresponding Fuchsian group into
which is a subgroup of the arithmetic group Γ 0 (2). Equation (20) can therefore also be derived from (19) in the same way as before.
= arccosh(5) ≈ 2.29243
This case is isometric to the case = arccosh(2). = arccosh(9) ≈ 2.88727
This case is isometric to the case = arccosh 3 2 ≈ 0.962424 which lies outside our computed range. In this case the scattering matrix is given by
The generators of the corresponding Fuchsian group can be conjugated to
These therefore generate a subgroup Γ of Γ 0 (5). The surface Γ 0 (5)\H has one cusp. The group Γ 0 (5) acts on our surface G\H and the action xes the cusp. This implies that the scattering matrices of G and of Γ 0 (5) coincide modulo a possible factor coming from the normalisation of the cusp-width. In the same way as before, equation (19) (see also [Ave08, equation (5) ]) gives the formula (21). Figure 13 shows the computed resonances for = arccosh(9).
7.5.4 Numerical results, case 2: τ = 1 2 , varying We have tracked the resonances in the interval ∈ [1.12485, 2.72485], see Video 4, and also Figure  14 for the trajectories traced by four selected resonances.
For twist τ = 1 2 we nd the following special lengths. The numerically found resonances and the rst ten embedded eigenvalues for these special lengths are in Tables 5 and 6, One can check by direct computation that for this particular the twist parameter τ = 1 2 is the unique twist for which the length of the second simple closed geodesic generating the fundamental C group coincides with . Any hyperbolic surface of genus one with one cusp that possesses two simple closed curves of that length that intersect in one point only will therefore be isometric to this surface. In particular, it is isometric to the arithmetic one punctured torus described by Cohn in [Gre74] and by Gutzwiller in [Gut83] . The scattering matrix is known to be equal to
where the extra factor 6 1−2s relative to [Gut83] is because the cusp width in [Gut83] was chosen to be 6 rather than one. Its scattering resonances coincide with the one for the modular domain and are there directly related to the non-trivial zeros of the Riemann zeta function. Figure 15 shows the computed resonances for = 2 arccosh 3 2 . The form of the scattering matrix (22) can also be derived as follows. The generators of the Fuchsian group can be conjugated into
which is a subgroup of SL(2, R). Therefore, SL(2, R) acts on our surface and xes the cusp. Hence, the scattering matrix coincides with that of the modular domain up to a factor 6 1−2s , since the generator 1 6 0 1 yields a cusp of width 6.
The special values close to the critical line and to the imaginary line are compared with theoretical prediction of (22) in Table 5 .
Some embedded eigenvalues for the twist parameter τ = 1 2 have been computed in [KTZM13] , however the authors have missed quite a few embedded eigenvalues in their list. They correctly identify two multiplicity two eigenvalues at 2.95648 and 4.51375, but do for example miss the multiplicity two eigenvalue at about 3.53606 and the simple eigenvalue at about 3.70339, see Table 6. = 2 arccosh(2) ≈ 2.6339157
This case can be shown to be isometric to the surface C arccosh 3,0 by computing the generators, and our independent numerical results are in full agreement. Figure 15 shows the computed resonances for = 2 arccosh(2).
Re(s) Remark 7. There are precisely four isomorphism classes of smooth arithmetic surfaces of genus one with one cusp (see [MR83] , and also [Tak83] ). One can use the generators for the four surfaces C arccosh(2),0 , C arccosh(3),0 , C arccosh(9),0 , C 2 arccosh( 3 2 ), 1 2 and identify them, using [Tak83, Theorem 4.1], with the four known arithmetic cases. We discovered these special parameters by looking for values of the Fenchel-Nielsen parameters for which the resonances are all along critical lines. The numerical data and the location of the scattering poles then allowed us to conjecture formulae for the scattering matrix. We are very grateful to Andreas Strömbergsson, who saw the relation to Γ 0 (N ) from the formulae and was willing to share his expertise on Atkin-Lehner theory. This made it possible to provide proofs for the corresponding formulae (17) and (21). 7.6 D. The hyperbolic surface of genus zero with three cusps 7.6.1 Description of the surface This surface is unique up to isometry and can be constructed as follows. Take the domain in the upper half space with boundary given by the the four curves γ 1 , γ 2 , γ 3 and γ 4 (see Figure 16 ). Here γ 1 and γ 2 are the two half-circles of radius 1 2 centered at z = 1 4 and z = − 1 4 respectively. The curves γ 3 and γ 4 are the half lines perpendicular to the real axis originating from z = − 1 2 and z = 1 2 respectively. The surface is obtained by identifying γ 1 and γ 2 , as well as γ 3 and γ 4 . The three cusps are then located at z = 0, z = 1 2 , and at in nity. The surface can also be obtained as a quotient of the upper half space by the subgroup in SL(2, R) generated by the matrices 1 1 0 1 and 1 4 0 1 . The cusps at z = 0 and z = 1 2 can be removed from the surface by cutting along a horocycle (see Figure 16 ) and one then obtains two cusps. Each cusp is isometric to a standard cusp of some height. Removing C the three cusps in this way one remains with a compact surface with three boundary components. This corresponds to the darker shaded region in Figure 16 . Note that the points z = 1 2 and z = − 1 2 (belonging to the compacti cation of the hyperbolic plane) are identi ed. Here the scattering matrix is a 3 × 3 matrix, and our algorithm computes this reliably. In order to nd the resonances we locate the zeros of the determinant of the scattering matrix and make use of the functional equation. Numerically it appears to be that the resonances in this case are of multiplicity three at half the non-trivial roots of the Riemann zeta function, with additional resonances of multiplicity two at the points i k π log 2 , k ∈ Z\{0}, see Figure 17 and Table 7 . Table : Resonances for C ,0 when is a special length. The actual computed values for C arccosh(5),0 may di fer by one in the last digit from those shown in the rst column
Computed resonances for Poles of (22) C 2 arccosh( 3 2 ),1/2 C 2 arccosh(2),1/2 C 2 arccosh (3) . Table : Embedded eigenvalues λ = 1 4 + t 2 and their multiplicities µ(t) for C ,0 and C ,1/2 when is a special length. The actual computed values for C arccosh(5),0 and C 2 arccosh(3),1/2 may di fer in the last digit from those shown in the rst and fourth columns, resp. The last two eigenvalues for C arccosh(3),0 are shown for comparison with those for B 1/ √ 2 in Table . A subset of these eigenvalues are eigenvalues for the groups Γ 0 (5) and Γ 0 (6). These are in good agreement with those computed in [ 
