In this paper we study the performance of a distributed search engine from a data caching point of view. We compare and combine two different approaches to achieve better hit rates: (a) 
Introduction
The construction of distributed search engines is a complex task where many components with high computational cost interact. New search engines combine additional modules to refine an answer and achieve a better precision. However, these more advanced features come with large computational costs that must be addressed to make systems scalable. We take Question Answering (QA) as an example of these next generation search engines. QA systems return short, precise answers, e.g., person and location names in response to natural language questions [1] . For example, a QA system that receives as input the question "In which city is the Eiffel Tower?" will answer "Paris".
Caching and distributed systems are two fundamental pillars required to improve the final performance of these systems. In this paper, we study how these two factors interact and how they impact the performance of a fully fledged search engine.
A search engine receives many queries with overlapping computation: queries may share terms, they may access
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similar document sets or completely different queries may be looking for the same answer [2] . In these common scenarios, caches are crucial because they store these partial results in the main memory, thus saving execution time for subsequent queries. In this paper, we implement a cooperative cache that enables all the computers in the system to introduce and retrieve data from the system transparently, similar to a regular local cache. The cache is managed in accordance to the recent accesses to data in each node of the network. The system records the dataset that is most frequently accessed locally and disseminates a summary of this dataset to the rest of nodes. This information is updated dynamically and is used by all the nodes in the network to decide which is the best node to place a document, and to control the number of replicas of a document in the distributed system.
Moreover, we implement a load balancing algorithm that is cache-aware. The objective of a load balancing algorithm is to assign the workload following a policy that optimizes the overall system performance. The load balancing considers not only the current load in each node but also the expected real execution time of the query, given the state of the global cache. Thus, a query may not be assigned to the most idle node but to a node which has the query partial results cached, which in the end yields a faster query execution.
Load balancing and cooperative caching are two useful techniques to improve the throughput of a system. However, to our knowledge there is no previous work that studies the interaction of cache aware load balancing algorithms with cooperative cache algorithms. In this paper, we combine these two techniques and analyze the interaction between them. Both techniques implement different facets of a global management scheme that improves the data locality for the executed queries. On the one hand, cooperative caching sends the information where the queries are being currently processed. On the other hand, the load balancer applies an alternative policy: it sends the queries to the nodes that currently have the data stored. We study with statistical tools wether any of the two approaches alone is sufficient or if they can be successfully combined. Furthermore, we use a similar approach to understand the system configuration such as the importance of scheduling points in the system, or if a new reassignation of queries once received in a node is beneficial. We perform all the analysis for several query distributions and on a fully-fledged QA system. The paper is structured as follows. In Section 2, we describe the distributed QA system, the cooperative cache algorithm and the cache-aware load balancing algorithms tested. Section 3 reports the experimental results and its corresponding discussion. In Section 4, we review the related work. Finally, Section 5 concludes the paper.
QA architecture
In this paper, we use a fully-fledged factoid QA system, whose implementation details are presented in [3] . We depict the system modules in Figure 1 . The implementation of the QA system follows a traditional architecture of a pipeline with several sequential computing blocks: (i) Question Processing (QP), which analyzes the query, understands the question focus, and transforms the natural language question into a traditional Information Retrieval (IR) query; (ii) Passage Retrieval (PR), which is an IR system that obtains from disk the set of the most relevant documents for a query; and (iii) Answer Extraction (AE), which applies natural language processing tools to process the documents extracted in PR and identify the most relevant answers for the query. The system is modular and we can vary its configuration to test its performance in different environments.
From a data processing perspective, our QA system implements a two-layered architecture: first, we extract the relevant content from documents that are lexically close to the input question, and second, we semantically analyze this content to extract and rank short textual answers to this question, e.g., named entities such as person, organization, or location names. Because both these blocks are resource intensive, the former in disk accesses and the latter in CPU usage, we implement a cache in main memory for each stage. The first layer caches the documents read from disk in PR, and the second caches the document analysis coming from AE. This local cache configuration is analyzed in [3] . This system obtained state-of-the-art performance in an international evaluation [4] .
Our computing architecture is a cluster of SMP nodes, connected by a local area network. In order to build a distributed system, we replicate the local system in each node of the network. QA systems with text collections that are too large to be replicated can partition the collection and assign each partition to a group of nodes [5] , in which each group behaves similarly to our architecture.
Each query runs in its own thread, so several queries can be simultaneously executed in a node, even if they are executing the same computing block. The computation is performed in several steps decided by the scheduling points described below. In our system, the set of CPUs on a node share a waiting queue for pending tasks. We allow one more active query threads than CPUs in order to avoid having multiple threads competing for the same resources. If a query is going to start the execution of a computing block and there are no resources available, the query is queued until another query finishes its computing block. In addition to the query computing threads, the system implements several management threads: (a) a planning thread that monitors the incoming queries, starts the execution of incoming and waiting queries and decides if a query must be relocated to a different node; (b) an Evolutive Summary Counter thread that summarizes the local information and receives the updates from other nodes (see the section below); (c) a cooperative cache thread that serializes the cache victims and decides its forwarding target. The communications are implemented over TCP, except the ESC-summary diffusion, which is over UDP. We choose a multithreaded architecture because it decouples the search engine internal management computation with query computation, it is modular and takes advantage of the current multicore processors.
Summary of system caches:
The distributed QA system implements an algorithm to monitor the state of the caches in each node of the network efficiently. Each node maintains a data structure, called Evolutive Summary Counters (ESC, described in [6] ), that keeps a record of the recent documents accessed in a node (during both PR and AE). ESC monitors what documents are accessed in each node, and it can be used to monitor the current state of the distributed cache. The data structure is shared by all the cache aware algorithms. An ESC is similar to the summary caches proposed by Fan [7] : both report recent information about the nodes in the network. Both structures use Count Bloom Filters (CBF), that is a variant of Bloom Filters [8] to count the approximate number of elements in a set. Like Bloom Filters, a CBF is very compact because it keeps an approximate count that can differ from the real value, with a fraction of error that can be tuned as desired. In both proposals, summary counters and ESC, each count filter is active for a certain period of time in a round robin fashion and, at certain intervals of time, each computing node generates a summary of its local CBFs and sends the summary to the rest of nodes. However, the summary caches report only the current contents in the cache, while the ESC summaries cover all the documents read in the recent history. This difference is important because an ESC contains information about the usage of non frequent documents, which may not be cached, but it is needed to improve the load balancing of the system. All in all, in our QA system, each node receives an ESC summary from each node in the network: the ESC summary received from a node i contains the number of times that document d has been read recently in that node, ESC i (d). The target architecture for ESC is inspired by the design of distributed search engines: a huge data collection is divided in several partitions [9] , each of these managed by a separate group of nodes that execute queries related to its partition (with the aid of the ESC) and share a local area network. For other configurations with large pools of nodes, it would be necessary to partition the nodes in teams to avoid excessive network traffic from the ESC-summary diffusion. Note that the ESC only use the network during periodic updates. However, a node can check at any moment the number of times a document has been accessed in a certain neighbor node without any new communication.
Cooperative cache
We deploy a cooperative cache algorithm that relies on the information disseminated by the ESC. The cooperative caching algorithm is in charge of the placement and location of the cached contents [6] . The placement algorithm is triggered for each victim of the local cache policy, which in our system is the least recently used entry. The node checks the summaries received from the rest of nodes, and forwards the entry to the node that has the largest number of accesses to that document. Thus, the procedure sends the victim to the node which is more probable to cache the entry. We store a counter with each cached entry, which stores the number of forwards since its last access. This counter is incremented after each forward and is reset when an entry is accessed. Entries whose counter is above a certain threshold are not forwarded and are discarded from the cache. This policy avoids long chains of forwards and removes the unused entries similarly to a global LRU policy. Our search algorithm in the cache is similar to ICP [10] : a node queries all the rest of nodes in the network to retrieve the data associated to a document identifier, and if any node has the contents available in its cache, it sends the requested data to the querying node (operations (c) and (d) in Figure 1 ). Once the data is received, it is added to the cache of the requester node. The cooperative cache is able to retrieve cached entries for both PR and for AE blocks: the full raw text of the document as well as its natural language analysis. Following this procedure, any node can see the cache contents of the rest of nodes that belong to the distributed QA system.
Load balancing
We implement a cache-aware load balancing algorithm with several scheduling points, situated before each computing block, as described in [11] . When a query reaches the scheduling point, the node triggers the load balancing algorithm to decide in which node the query is going to continue its execution. If the load balancing algorithm decides that the query should continue running locally, then the query continues its execution immediately, or it is queued if there are no resources available for that task. If the load balancing algorithm selects a remote node, the query is packed and transferred to the selected node. Each time a query finishes a computing block in the system, all the queued queries are rescheduled by the load balancing algorithm again with the information received from the rest of nodes since the last update. A query that is waiting in the queue to be executed locally can thus be rescheduled and assigned to a new node because, for example, the remote node has new cached contents or is less loaded.
Each node i measures its current load in two dimensions: one for the I/O (Load IO (i) ) and another one for the CPU (Load CP U (i) ). Each node sends its load measure to the rest of the nodes in the network periodically or if their current value differs in more than fraction since its last update (25% difference in our experiments). Summarizing, all the nodes compute their local load, and receive recent load information from all the computing nodes. Additionally, we use this periodic communication to detect on the fly when a node is not available, and when a new computing node has joined the network, thus, tolerating hardware faults.
The cost to process a query in a node is estimated according to the next computing block. The algorithm stores a history record of the CPU and I/O time from previous queries and applies this record to estimate the fraction of CPU and I/O of the next computing block of the current query. The cost to compute the query q in node i is a weighted sum of the node load (Load and W CP U (q) ) [12] . We call this combined cost
In order to make the previously described algorithm cache-aware, we implement two improvements [11] . The first is a more accurate cost prediction, which reduces the cost to process documents in the nodes that hold the information already cached. The cache contents in a node are inferred from the information contained in the ESC. The system computes the probability to find document d according to the recent accesses of d in a node, which are stored in the ESC. The intuition behind the search algorithm is that the more frequently a document is accessed, the higher the probability it is to be cached in that node. So, each node estimates a different hit probability for each different document access frequency. This estimation is corrected dynamically in such a way that the probability of hit is increased for future queries when a document is found, and the probability is reduced otherwise. The cache algorithm uses this probability to give a more accurate computing cost of a query according to the global cache state. The cost to process a document is weighted by the expected hit probability: a document with an expected hit probability 90% accounts for a lower computational cost than a document not expected to be found in the cooperative cache. The algorithm distinguishes two types of hit: cooperative cache hits (remote hits) and local hits. Although the former is more expensive than the later because of the network,. cooperative caching is much faster than the recomputation of a query. The algorithm records the computational cost of the latest local and cooperative cache hits to dynamically estimate the cost of new queries. A more detailed description of the search algorithm can be found in [6] . We name this new estimation of the cost Load cache (i,q) .
The second improvement is the addition of a new term to select preferably servers whose cache contents are similar to the data requested by the query [11] . We compute the similarity between a query and the cache contents in a node with a formula frequently used in information retrieval for this task: the tf · idf [13] (term frequency -inverse document frequency). The formula scores high for the nodes that already contain the data locally, and low otherwise.
Eventually, the node selected to continue processing a query corresponds to the node which scores the lowest value for the combination of the computing cost of query q, and the similarity between q and the cache contents: Load cache (i,q) · 1 tf ·idf [11] . The previous formula favors servers which have the resources to process the next query available, and their cache contents have a good affinity with the current query.
Experimental Results
We performed several experiments to analyze the combination of cooperative caching and load balancing. The experiments are performed incrementally, i.e., every new experiment uses the best configration from the previous experiment. First, we compare the throughput of Question Answering systems with and without cache-aware load balancing and cooperative caching. Then, we set different scheduling points in the system and measure the effect of each of these points. And finally, we study if it is necessary to perform multiple query forwards to improve the system performance.
Setup: For our tests we use the fully-fledged QA system described above, running on a cluster of 16 nodes connected with a gigabit Ethernet network. Each node in the system is equipped with an Intel dual core CPU at 2.4GHz and with 2GB of RAM. We use as textual repository the TREC document collection [14] , which has approximately 4GB of text in 1 million documents. The database in our experiments is replicated, and in case a document is not available in cache, each node can load it from its local disk. An additional computer is used as a client that issues each new query to a different computer in a round robin fashion. The question set uses 700 different queries to create a workload with a sequence of 5000 queries. The 700 queries in the final workload follow Zipf α=0.59 , Zipf α=1.0 and Zipf α=1.4 distributions. We choose these distributions as a result of several analyzes of query logs from different web engines: the former due to a study from Saraiva et al. [15] where they analyzed a query log which fitted a Zipf α=0.59 ; and the rest as a sample of more skewed distributions that can be found in other studies such as [16] , [17] . The questions from the query sets were selected from questions that were part of former TREC-QA evaluations (700 different questions). The client issues the queries to keep the system under a high load, with an average of eight simultaneous queries per node. The design of all the experiments follows a similar pattern. We performed factorial analysis 1 to analyze the system throughput: we picked the set of factors (variables) to study, and for each possible configuration of the factors and distribution we obtained three observations. The testing script executed the configurations in random order 1 . The analysis of variance (ANOVA) is an statistical technique to define models that quantify the changes of a system's outcome to a set of factors. We call factor to categorical variable with a small number of levels, under investigation in an experiment as a possible source of variation [18] . In this paper, we apply several ANOVA techniques [19] , which are commonly drawn from factorial experiments, where the scientist defines a set of relevant factors that may affect the system and tests the outcome for all combinations of factors. and cleared the computing nodes and its caches after each execution. Once we obtained the performance observations, we analyzed them with the statistical package SPSS [20] . All our statistical conclusions are obtained with a significance level of 0.05. The plots included in the article correspond to the average of all the observations for that configuration.
Load balancing and Cooperative Caching
In this experiment, we enable and disable the cooperative caching and the cache-aware load balancer to quantify if the improvement of each technique is statistically significant and to see if they exhibit interaction. The cooperative caching (CC) corresponds to a system where data is transferred to the node processing the query, and the cache-aware load balancer (LB) corresponds to a system where queries are sent to the node with the cached content. When the cooperative caching is disabled we keep local caching in each node activated (Local), and when we disable the load balancer we assign the queries following a round robin policy (DNS). Thus, we test the resulting twelve configurations of a complete factorial design compound by two binary variables and a variable with three levels: the cache policy (CC or Local), the load balancing algorithm (LB or DNS) and the distribution (α = 0.59, 1.0, 1.4). For each configuration, we repeated the experiment three times, which adds up to 36 observations in total.
In Figure 2 (a), we plot the throughput for each of the configurations and query distributions. We observe that the activation of either cooperative or load balancing improves the system importantly, over the system without any of these techniques (DNS + Local). The improvement from the addition of a cooperative cache is up to 46%, and the cache aware load balancing increases the system throughput up to 77%. However, the best system is when both techniques are combined with an increase in the throughput of 90%.
We analyzed our results with a General Linear Model [19] that is a statistical procedure to quantify the variance introduced by each factor in an experiment. We tested different models in order to fulfill the parsimony principle, and picked as our final model the one that takes into account all the the three variables (the distribution, the cooperative cache, and the load balancing) plus the interaction between the cooperative cache and the load balancing. Hence, the resulting model is the following:
where μ is the overall mean of the observations; α i is the effect of the i-th level of the query distribution; β j is the effect of the j-th level of the cooperative cache; γ k is the effect of the k-th level of the load balancer; (βγ) jk is the effect of the interaction between the j-th level of the cooperative cache and the k-th level of the load balancer;
ijkl corresponds to the experimental error (or residue); and, Table 1 . Description of the factors in Equation (1).
y ijkl is the throughput of the l-th observation for the system configured with the levels i-th, j-th and k-th. We detail the correspondence between the levels of a factor and the system configuration in Table 1 . The GLM procedure estimates the value of each term by the minimum least squares method, which minimizes the sum of the squares of the residual terms of the model. The statistical tests for the model indicated that all the included terms were statistically significant, and the response variable (i.e. the overall system performance) strongly depends on the independent variables (i.e. the cache, the load balancer and the distribution.). The estimated model is very precise: R 2 > 0.98, which means that only less than 2% of the variability is not explained by the model. Thus, we observe in Figure 3 that the correspondence between predictions and observations lies very close to the identity function, which is a perfect fit.
The model indicates that the best configuration activates both the cooperative caching and the load balancer and is statistically better than the other configurations. Nevertheless, the model quantification shows that the benefit from moving queries is four times larger than the one coming from moving the cached contents. The reason for this result is the data size: a query is much smaller than a document. In other words, it is faster to transfer the queries through the network than the data requested by a query. However, cooperative caching is still valuable because it introduces a global management of the cache contents that turns into better hit rates. Figure 2(b) shows that both techniques improve the hit rate significantly and in a similar amount. But, cooperative caching and cache-aware load balancing increase the system hit rate from two different perspectives. Thus, when we combine them, the hit rate is better than any of them individually as can be observed in Figure 2(b) . The model proves this with the quantification of the interaction: although it exists and the benefits do not accumulate linearly, the contribution of the interaction is smaller than that from the main effects. This proves that both techniques are complementary.
The model shows no interaction between the distribution and the rest of factors. The model estimates the benefit of caching and load balancing as a constant improvement independently of the query distribution. This means that the two techniques are effective for all the query distributions tested, which are the commonly found in the logs of real search engines. Indeed, the system execution time is smaller for skewed distributions because the data set of frequent items is smaller, and the baseline cache is more efficient under this circumstances.
Scheduling points
According to the previous experiment, the load balancer plays an important role to improve the system performance. We test here which are the most advisable locations to include scheduling points in a question answering system. We introduced up to four scheduling points in the system before each of the computational blocks in the system: (a) when query is received, before QP; (b) before accessing the indexes of the collection in PR; (c) before reading the documents from the collection in PR; (d) before processing the received documents in AE. We tested five configurations with an increasing number of scheduling points. The first configuration only enables the scheduling point for the most expensive computing blocks, and we sequentially add more scheduling points according to the following most expensive computing block. We tested the following combinations: only (c) or (d) enabled, (c+d) enabled, (b+c+d) enabled, and finally (a+b+c+d) enabled.
The execution time for each configuration is plotted in Figure 4 . We analyzed our results with a General Linear Model [19] , which includes only the main factors, without any interaction between the distribution and the scheduling points. The model was statistically valid for all levels of the tested variables with a high R 2 = 0.99, that means the model predictions correlate significantly the performance and the scheduling points.
In Figure 4 (a), we observe that the number of scheduling points influence the system throughput: the more scheduling points the better performance. Nevertheless, the addition of some scheduling points (a and b) does not affect significantly the system throughput. We confirmed this intuition by computing a set of contrasts among the different configurations of scheduling points [19] . The contrasts showed that configurations (a+b+c+d), (b+c+d) and (c+d) showed no statistical difference in the system throughput, and all of them were better than the single scheduling point configurations. We also recorded the number of forwards for each configuration, which are reported in Figure 4 (b). The plot shows that (c+d) requires the smallest number of forwards among all the multiple scheduling point configurations, and consequently takes less network traffic.
The hit rate does not depend on all scheduling points equally ( Figure 5 ). The PR scheduling point is the most relevant from a hit rate perspective. Once we enable PR as scheduling point (c), the hit rate is the same as with all the scheduling points enabled (a+b+c+d). But, considering the final performance of the system, (c+d) is the preferable option. If we compare system (c) with system (c+d), we observe that most queries are forwarded when they reach PR because they are transferred to a node with cache contents affine to the query. Almost all queries change their execution node after (c). The probability to reassign a query is smaller when they reach the AE scheduling point. Only a few queries (about a third of the total) change their executing node because the query is already in a good node from the cache perspective. We note that the source of forwards in AE come from a different source than from PR: queries are forwarded due to load unbalances in the cluster. Thus, it seems plausible that cache-aware algorithms may be improved if they become flexible: first node assignments should be more cache oriented, and then the query can be transferred to an underloaded node if severe unbalance is detected.
Although the distribution modifies the throughput of the system, the model shows that the best set of scheduling points does not depend on the distribution because there is no significant interaction between the distribution and the scheduling points. According to our experiments and the statistical model generated, a load balancer for a Question Answering system should include two scheduling points in PR and AE (c+d), because among the best possible configurations it is the simplest, generates a small number of forwards, and achieves the best or close to the best performance.
Number of forwards
The distributed load balancer implemented in each node has an incomplete view of the load information in the rest of nodes because load updates are not instantaneous, and the update messages may be lost because a non-critical broadcast message is typically implemented over UDP. This can create a hazard: in a short period of time, nodes may forward queries to the same subset of nodes and overload them. Our solution is to allow the receiving node to decide if there is a better choice once the query is received and forward again the query. This procedure can be extended recursively until a good candidate is found or a maximum number of forwards is reached. We took the best system configuration from previous experiments and varied the number of query forwards. In Figure 6 , we plot the system throughput against the maximum number of forwards per query. For example, a value of 2 means that for each computing block we allowed up to two forwards. In order to show a clearer plot, we averaged the results shown in Figure 6 for the different configurations because they show a very similar behavior.
Our results indicate that the optimal number of forwards is two, which is roughly 5% faster than the original system. A larger number of forwards does not improve the load balancing, and also produce more network traffic. We computed a one way ANOVA (analysis of variance) to compare the different configurations. The test indicates that the difference was significant between one and two forwards (but not for two and three). Even though we found that the stated overloading hazard exists in a search engine, the performance penalty is not huge. The second forward improves performance at the expense of more network traffic, which in large systems may not be desirable.
Related Work
Search engines have become ubiquitous for many daily tasks. These systems are formed by clusters of computers [21] that are executing many queries simultaneously. In order to support such large scale search engines, the data locality and the cooperation among the computers is fundamental. Two different approaches can be used to improve data locality: move the queries to a node with the cached contents or use cooperative caching.
Cooperative caching appeared in the mid-90s to create large distributed caches, which it looks like a traditional local cache from any of the computing node [22] , [23] . Since then, many high performance applications have included cooperative caching to improve its performance: distributed file systems [24] , [25] , distributed web servers [26] , [27] , applications on ad hoc networks [28] , database engines [29] or question answering [6] .
Distributed systems include different strategies for load balancing depending on the workload of the system [30] . In this work, we focus on workloads where caching plays an important role in the system performance. These systems evolved from the use of heuristics such in [31] , where the load balancer tries to send a certain query to the same set of nodes to improve locality, to more complex algorithms which consider also previous logs [32] , the current disk load [33] or the incoming query distribution [34] .
However, these two families of techniques have been applied individually. To our knowledge there is no analysis of how they interact when both are implemented in a system simultaneously. Bunt et al. [35] performed a similar study where they performed simulations to study the improvement of a load balancer that takes into account cache contents in each node. However, that paper did not consider the effect of cooperative caching. Andrade et al. also studied a distributed system where a caching service compound by multiple servers is available to a pool of application servers [36] . In the database community, we find the MOCHA system, which implements a client-server query analyzer that detects if a query contains operations that reduce or add size to the tuples of a result set. And hence, decides if the query is going to execute faster in the database server, or if it is preferable to transfer the data to the client [37] . In this paper, we have taken state-of-the-art algorithms for cooperative caching and load balancing for question answering [6] , [11] , implemented them in a fully-fledged question answering system, and measured their combined performance with empirical experiments backed by statistical models.
Conclusions
The performance of a search engine is very related to its in-memory data management. This paper presents an statistical analysis of the performance of a fully fledged distributed question answering system for different query distributions typically found in web query logs. We compare two different approaches to improve the system performance: (a) cooperative caching, i.e, send the cached contents from a node to the node that is currently computing a query; (b) cache-aware load balancing, i.e. send a query to the node whose cached contents are related and its computing load is small. To our knowledge, this work is the first study that analyzes and quantifies which data management policy is preferable.
On the one hand, cooperative caching creates the illusion that computers share a large virtual cache pool created by the merging of the available memory in each computing node. In our tests, the speed up of this approach was up to 1.46 and always over 1.32, which is significantly better than the original system. The source of the improvement is a better hit rate, which surpasses the local policy by more than 25 percentile points. On the other hand, cacheaware load balancing sends queries to nodes with similar cache contents. Our results show that both policies achieve a similar improvement of hit rates, but the throughput of cache-aware load balancing is 1.77 times higher due to reduced network traffic. Queries are smaller than data contents and only need a single connection, whereas the document size is larger and may require contacting many nodes. Nevertheless, each technique copes with cache management from complementary perspectives and the throughput of the combined system is up to 1.90. Our statistical model proves that although the absence of caching and load balancing penalizes severely the system throughput, both techniques do not collide when they are simultaneously enabled and they can be activated simultaneously for a better performance.
Moreover, we statistically study some design decisions that influence the system performance. We noticed that the number of scheduling points in a question answering system is relevant, and it is not statistically significant to include more than two: one for PR and other for AE. More scheduling points do not deteriorate the throughput but do not provide additional benefit. We also realized that the delay between load updates may create small unbalances and it is advisable to let the system forward each query twice for a balanced computation.
