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The exciton states in strained (In,Ga)As nanorings embedded in a GaAs matrix are com-
puted. The strain distribution is extracted from the continuum mechanical model, and the
exact diagonalization approach is employed to compute the exciton states. Weak oscillations
of the ground exciton state energy with the magnetic field normal to the ring are an ex-
pression of the excitonic Aharonov-Bohm effect. Those oscillations arise from anticrossings
between the ground and the second exciton state and can be enhanced by increasing the
ring width. Simultaneously, the oscillator strength for exciton recombination exhibits oscil-
lations, which are superposed on a linear increase with magnetic field. The obtained results
are contrasted with previous theoretical results for 1D rings, and differences are explained
to arise from different confinement potentials for the electron and the hole, and the large
diamagnetic shift present in the analyzed type-I rings. Furthermore, our theory agrees quali-
tatively well with previous photoluminescence measurements on type-II InP/GaAs quantum
dots.
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I. INTRODUCTION
Fabrication of nanometer-sized semiconductor rings
triggered interest in the excitonic Aharonov-Bohm
effect.1–4 Simple theoretical models predict oscillations
of the exciton levels in one-dimensional (1D) rings when
magnetic field through the ring varies.3,4 Further theo-
retical work showed no oscillations in the ground exci-
ton state of type-I 2D and 3D nanorings,5,6 or they were
found to be extremely small.7 An interesting analytically
solvable case is a structure composed of two concentric
1D rings, where the electron and the hole are separately
confined, but are Coulomb coupled leading to the forma-
tion of exciton. It was found that the oscillator strength
for recombination of this exciton could vanish in certain
ranges of magnetic field.8 However, these bright-to-dark
transitions are found only for the case of weak interac-
tion, i.e. when radii of the two rings are small.8 Actu-
ally, in order to find the optical excitonic AB effect, one
should polarize the exciton by confining the electron and
the hole in spatially separate potentials. This condition is
very difficult to fulfill in type-I semiconductor nanorings,
where the electron and the hole are confined in the same
space. Hence, to the best of our knowledge no unequiv-
ocal experimental confirmation of the optical AB effect
for neutral exciton in nanorings has been announced to
date.
An appealing and elegant way to polarize the exciton
are type-II nanodots, which confine the electron (hole)
inside the dot, whereas the hole (electron) is expelled to
the region outside the dot.9,10 Nevertheless, the latter is
confined due to the Coulomb interaction with the former.
Such confinement establishes favorable conditions for the
occurrence of the optical excitonic Aharonov-Bohm ef-
fect. However, no bright-to-dark transitions are found
and experiments on different systems show some contra-
dictory details. As an example, Ref. 10 found that oscil-
lations in the oscillator strength of stacks of ZnTe/ZnSe
nanodots are superposed on a decaying function of mag-
netic field. On the other hand, the photoluminescence
intensity in a single InP/GaAs quantum dot was found
to decrease in narrow ranges of magnetic field, which are
arranged periodically, and to increase quasi-linearly be-
tween these drops.11
In a beautiful experiment on strained type-I
(In,Ga)As/GaAs rings, Bayer et al. found Aharonov-
Bohm oscillations in the ground state of the charged
exciton.12 However, the ground state of the neutral exci-
ton exhibits no oscillations, or they were extremely small
to be experimentally verified. Those rings were fabri-
cated by means of lithography, and had width of the
order of 30 nm. Much narrower rings are fabricated by
means of epitaxy in the Stranski-Krastanovmode,1 which
allow them to self-assemble on lattice mismatched sub-
strates. Recent experiments, using cross-sectional scan-
ning tunneling microscopy (X-STM), found volcano-like
shaped self-assembled rings, with lateral width of 7 nm.
The rings are formed from quantum dots, by removing
the material in the dot center. The process is driven by
strain, and a thin layer of nonuniform thickness resides
in the ring opening. Therefore, these rings are not fully
opened, which leads to a shift in the transition energy be-
tween states of different orbital momenta towards larger
magnetic field.13,14
In this paper, the exciton states in an (In,Ga)As nanor-
ing embedded in a GaAs matrix are computed in the
2FIG. 1: (Color online) (a) The geometry of the ring. (b) The
confining potential due to the band offset as it varies along
the ρ axis (z = 0). The electron and hole energy levels, Ee
and Eh, are measured with respect to the top of the valence
band in the semiconductor matrix.
presence of a normal magnetic field. The geometry of
the ring and its characteristic dimensions are displayed
in Fig. 1(a). The analyzed ring is generated by revolving
a rectangle of height h and width W about the z axis.
The inner radius of the ring is R1 and the outer radius
is R2. Energy is measured with respect to the top of
the valence band in GaAs, and the energy axis for holes
points downwards, as shown in Fig. 1(b). Fig. 1(b) also
shows the energy level of the electron Ee, the hole energy
Eh, and energy of the bottom of the conduction band in
the GaAs matrix Egm. Furthermore, the potentials due
to the offsets of the conduction and valence band, Voff,e
and Voff,h, respectively, as they vary with ρ for z = 0
are depicted in Fig. 1(b). The rectangular potential wells
shown in Fig. 1(b) are modified by strain, which arises
from the lattice mismatch between (In,Ga)As and GaAs.
In our approach, the strain distribution is extracted from
the continuum mechanical model, and the finite element
method (FEM) is employed to discretize the components
of the displacement vector on a nonuniform mesh.15 The
effective-mass Schro¨dinger equations for the electron and
the hole are solved by FEM on the same mesh used to
compute the strain distribution. The products of the
single-particle wave functions form the basis for the ex-
citon state that are computed within an exact diagonal-
ization scheme. From the exciton wave function, the os-
cillator strength for exciton recombination is calculated.
The exciton energy levels and the oscillator strength are
determined as they vary with magnetic field, for a range
of the ring width. Our aim is to explore the excitonic
Aharonov-Bohm effects in 3D type-I rings, and to in-
vestigate their variation with the ring width. A similar
model was recently introduced to compute the exciton
states in stacks of (In,Ga)As/GaAs rings.16
The paper is organized as follows. Sec. II describes
our theoretical approach to compute the electronic struc-
ture of the electrons, holes, and excitons. The numerical
results are presented and explained in Sec. III. Our con-
clusions are given in Sec. IV.
II. THE THEORETICAL MODEL
Both (In,Ga)As and GaAs are large band-gap semicon-
ductors, thus the single-band effective mass model can be
used to compute the single-particle states in the conduc-
tion band. Tetrahedral deformation of the crystal lat-
tice due to strain makes the effective potential well for
the heavy holes deeper than the effective potential well
for the light holes. Hence, the ground exciton state is
mainly of the heavy-hole origin, and it justifies use of the
single-band effective-mass Hamiltonian
H = T +HZ + Veff , (1)
to compute the electron and hole states. Here T denotes
the kinetic part of the Hamiltonian, HZ is the Zeeman
term, and Veff is the effective potential which takes into
account both band offset between (In,Ga)As and GaAs
and the influence of strain. For our axially symmetric
ring, use of cylindrical coordinates ϕ, ρ and z is appro-
priate.
The strain distribution is computed by the 3D con-
tinuum mechanical model, as explained in Ref. 15. For
that purpose, a nonuniform 3D mesh is adopted. The
computed strain distribution is incorporated in the ef-
fective potential with the assumption of axial symmetry
by averaging the strain tensor components over the polar
angle.17 Therefore, the effective potentials in the conduc-
tion and heavy-hole band depend only on ρ and z,
Veff (ρ, z) = Voff (ρ, z) + Vstr(ρ, z), (2)
where Voff denotes the potential due to band offset, and
Vstr is the strain-dependent effective potential. For the
conduction-band electron
Vstr,e = ac (εxx + εyy + εzz) , (3)
and for the heavy hole (hereafter the subscript h is used
to denoted the heavy hole)
Vstr,h = −
(
av +
b
2
)
(εxx + εyy)− (av − b) εzz. (4)
We compute only the heavy-hole exciton but also test
usefulness of the single band approximation for the va-
lence band states by comparing Veff,h = Voff,h + Vstr,h
3with the effective potential for the light hole
Veff,l = Voff,h(ρ, z)−
(
av − b
2
)
(εxx + εyy)−(av + b) εzz.
(5)
Here, ac, av, and b denote the deformation potentials,
whereas εxx, εyy, and εzz denote the diagonal compo-
nents of the strain tensor.
The kinetic part of the Hamiltonian is written in the
symmetric gauge
T = − h¯
2
2m‖
∂2
∂ρ2
− h¯
2
2m‖
1
ρ
∂
∂ρ
− h¯
2
2m‖
1
ρ2
∂2
∂ϕ2
− h¯
2
2
∂
∂ρ
(
1
m‖
)
∂
∂ρ
− h¯
2
2mz
∂2
∂z2
− h¯
2
2
∂
∂z
(
1
mz
)
∂
∂z
+
h¯2
2m‖
1
4l4c
ρ2 − h¯
2
2m‖
i
l2c
∂
∂ϕ
,
(6)
where lc = (h¯/eB)
1/2 denotes the magnetic length for the
magnetic field B. m‖ and mz in Eq. (6) are the effective
masses in the xy plane and along the z direction, respec-
tively. m‖ = mz for the electron in the conduction band,
while for the heavy hole m‖ and mz are extracted from
the diagonal approximation of the multiband Luttinger-
Kohn model.17,18
The Zeeman term has the form
HZ,e = ±geffµBB/2, (7)
HZ,h = ∓3κµBB, (8)
for the electrons and heavy holes, respectively. Here,
µB denotes the Bohr magneton, geff denotes the effec-
tive Lande´ g-factor, and κ is the Luttinger parameter
describing the Zeeman splitting of the hole states, and
the upper (lower) sign in Eqs. (7) and (8) refer to the
spin-up (spin-down) electron states.
In order to solve the single-band effective-mass
Schro¨dinger equation, HΨ = EΨ, the Galerkin form of
the finite element method is employed. Our calculations
rely on
∫
V
[udivA+ (A · grad)u] dV =
∮
S
uA · dS, (9)
where V denotes the solution domain, u is an arbitrary
scalar function, A is an arbitrary vector-valued function,
and S is the boundary of V . When applied to the Hamil-
tonian (1), Eq. (9) gives∫
V
u(T˜ + H˜Z + V˜eff )Ψdr
=
∫
V
m0
m‖
(
1
ρ2
∂u
∂ϕ
∂Ψ
∂ϕ
+
∂u
∂ρ
∂Ψ
∂ρ
)
dr
+
∫
V
m0
mz
(
∂u
∂z
∂Ψ
∂z
)
dr+
∫
V
uH˜ ′BΨdr+
∫
V
uV˜Ψdr.
(10)
Here, T˜ = T/(h¯2/2m0), H˜Z = HZ/(h¯
2/2m0), and
V˜eff = Veff/(h¯
2/2m0).
The single-particle Hamiltonian is axially symmetric,
and therefore the projection of the orbital quantum num-
ber on the z axis Lz = lh¯ is a good quantum number for
both the electron and hole states. For a given l, the
single-particle states are denoted by the principal quan-
tum number n and the parity σ, i.e. nlσ. They could
additionally be labeled by spin, but we are interested
in the (electron) spin-up states in the two bands whose
eigenenergies are lower than the energies of the spin-down
states. The wave function of the nlσ state is written as
Ψσln, and the eigenenergy as E
σ
ln. The energies of the
ground electron and hole states, whose orbital momen-
tum varies with B, are denoted by the symbols E
(1)
e and
E
(1)
h .
Because of axial symmetry, the single particle wave
function of the nlσ state can be written as
Ψσln(ϕ, ρ, z) =
1√
2π
eilϕψσln(ρ, z), (11)
where ψl,n(ρ, z) is expanded in the first-order shape func-
tions
ψσln(ρ, z) =
∑
jk
cjkfj(ρ)fk(z), (12)
which are labeled by the mesh points, j and k. On the
master element [−1, 1], the first-order shape function has
the form
f(ξ) =
{
(1 + ξ)/2, −1 ≤ ξ ≤ 0
(1 − ξ)/2, 0 ≤ ξ ≤ +1 . (13)
Eq. (12) leads to the generalized eigenvalue problem
Hc = ESc. (14)
The matrix elements of H and S are given by Hij =
〈fi|H |fj〉 and Sij = 〈fi|fj〉.
The exciton states are extracted from the equation
HxΨx = (He +Hh + VC)Ψx = ExΨx, (15)
where Hx denotes the exciton Hamiltonian, Ex is the
exciton eigenenergy, Ψx = Ψx(re, rh) is the exciton wave
4function, He and Hh are the electron and the hole Hamil-
tonian, respectively, and VC is the Coulomb potential,
VC(re, rh) = − e
2
4πǫsǫ0
√
ρ2x + (ze − zh)2
. (16)
Here ǫ0 is the vacuum permittivity, ǫs is the relative per-
mittivity of the material inside the ring, ze and zh are
the values of the z coordinate of the electron and the
hole, whereas ρx denotes the projection of the distance
between the electron and the hole on the xy plane
ρx =
[
ρ2e + ρ
2
h − 2ρeρh cos(ϕe − ϕh)
]1/2
. (17)
From now on, ρx will be referred as the in-plane distance
between the electron and the hole.
Let us briefly examine which quantum numbers label
the exciton states. The in-plane distance ρx does not
depend on the polar angles of the electron and the hole,
ϕe and ϕh, separately, but on the difference ϕe − ϕh. It
implies that rotation of the exciton as a whole over the
z axis by an arbitrary angle does not affect the Coulomb
interaction, and the orbital momentum L = le + lh is a
good quantum number of the exciton. Furthermore, Hx
possesses the inversion symmetry with respect to simul-
taneous reversal of the ze and zh coordinates. Therefore,
the exciton parity σx is a good quantum number. The
even and odd exciton states, σx = + and σx = −, re-
spectively, are composed of the electron and hole states
of equal and opposite parity, respectively. For the given
exciton and electron parities, σx and σe, respectively, the
hole parity σh = σh(σx, σe) has the following values
σh(+,+) = +, σh(+,−) = −,
σh(−,+) = −, σh(−,−) = +. (18)
At zero magnetic field the exciton states are arranged
in spin quartets [↑↑, ↑↓, ↓↑, ↓↓], where the first arrow in-
dicates the spin of the conduction-band state and the
second arrow denotes the spin of the valence-band state.
In magnetic field, the Zeeman terms in Eq. (15) split the
spin quartets so that the ↑↑ excitons have the lowest en-
ergies among their counterparts. Furthermore, energies
of the odd exciton states are higher by a few tens of meV
from those of the even exciton states. Therefore, only
even exciton states of the spin-up electron and spin-up
hole are presented and discussed in Sec. III. The exciton
states are denoted by nLσx , and the exciton eigenener-
gies by EσxxnL, where n denotes the principal quantum
number. For the energy of the ground exciton state we
use the abbreviated symbol E
(1)
x .
The Schro¨dinger equation for the exciton reads
Ψx =
∑
σe
∑
le
∑
ne
∑
nh
cσele,ne,nhΨ
σe
le,ne
(re)Ψ
σh
lh,nh
(rh), (19)
where lh = L − le, and σh = σh(σx, σe). Our exact
diagonalization approach extracts the exciton states from
the secular equation
(Egm + E
σe
le,ne
+ Eσhlh,nh − Ex)δσ′e,σeδl′e,leδn′e,neδn′h,nh
+
∑
σe
∑
le
∑
ne
∑
nh
〈Ψσ
′
e
l′
e
,n′
e
Ψ
σ′
h
l′
h
,n′
h
|VC |Ψσele,neΨ
σh
lh,nh
〉 = 0,
(20)
where δ denotes the Kronecker delta and Egm is the en-
ergy gap in the GaAs matrix. A straightforward deriva-
tion gives
〈Ψσ′el′
e
,n′
e
Ψ
σ′
h
l′
h
,n′
h
|VC |Ψσele,neΨσhlh,nh〉 =
1
4π2
e2
ǫǫ0
δl′
e
+l′
h
,le+lh
×
∞∫
0
dk‖k‖
+∞∫
−∞
dkz
1
k2‖ + k
2
z
Fe(k‖,−kz)Fh(k‖, kz).
(21)
where k‖ and kz denote the in-plane and the z component
of the wave vector in Fourier space, respectively. Fe is
the two-dimensional transform given by:
Fe(k‖, kz) =
∞∫
0
ρdρ
+∞∫
−∞
dzψ
σ′
e
∗
l′
e
,n′
e
ψσele,neJ|l′e−le|(k‖ρ)e
ikzz,
(22)
with Jl(x) the Bessel function of the first kind.
As a figure of merit of the exciton, we compute the
average exciton in-plane radius R‖, whose square is given
by
R2‖ = 〈ρ2x〉 =
∫
Ve
dre
∫
Vh
ρ2x(re, rh)|Ψx(re, rh)|2drh. (23)
where ρx(re, rh) is given in Eq. (17). Replacing the single
particle wave function with the form in Eq. (11), and
taking into account parity, results in
R2‖ =
∑
σe
∑
le
∑
n′
e
,ne
∑
n′
h
,nh
cσe∗le,n′e,n′h
cσele,ne,nh
×
[
〈le, n′e|ρ2e|le, ne〉δl′h,lh + δl′e,le〈lh, n′h|ρ2h|lh, nh〉
]
− cσe∗le−1,n′e,n′hc
σe
le,ne,nh
× 〈le − 1, n′e|ρe|le, ne〉〈lh + 1, n′h|ρh|lh, nh〉
− cσe∗le+1,n′e,n′hc
σe
le,ne,nh
× 〈le + 1, n′e|ρe|le, ne〉〈lh − 1, n′h|ρh|lh, nh〉.
(24)
where lh = L− le. The matrix elements in Eq. (24),
〈l′, n′|ρk|l, n〉 =
H/2∫
−H/2
dz
R∫
0
ρkψ∗l′n′(ρ, z)ψln(ρ, z)ρdρ,
(25)
5are computed numerically for k = 0, 1, 2 on the solution
domain of radius R and height H . In addition to R‖, we
compute the binding energy of the exciton
Eb = Egm + E
(1)
e + E
(1)
h − E(1)x . (26)
The oscillator strength for exciton recombination is
given by
fx =
2
m0Exi
|〈uc0|ε · p|uv0〉|2|M |2. (27)
Here, ε denotes the unit vector of polarization of outcom-
ing light, uc0 and uv0 are the periodic parts of the Bloch
functions of the electron in the conduction and valence
band, respectively, p is the electron momentum, Ex is
the exciton energy, m0 is the free-electron mass, and M
denotes the transition matrix element between the enve-
lope functions21
M =
∫
Ve,Vh
δ(re − rh)Ψx(re, rh)dredrh. (28)
For equal spins of the electron and the hole, and even
parity of the exciton, only L = le + lh = 0 exciton states
are bright, therefore
M =
∑
σe
∑
le
∑
ne
∑
nh
cσele,ne,nh〈le, ne| − le, nh〉. (29)
We assume light polarized along the x direction, for
which the matrix element squared between the zone cen-
ter states is given by19,20
|〈uc0|px|uv0〉|2 = m
2
0P
2
2h¯2
, (30)
where P denotes the Kane interband matrix element.
When Eqs. (28)−(30) are inserted in Eq. (27), the ex-
pression for fx of a bright exciton state follows
fx =
1
2
EP
Exi
∣∣∣∣∣
∑
σe
∑
le
∑
ne
∑
nh
cσele,ne,nh〈le, ne| − le, nh〉
∣∣∣∣∣
2
,
(31)
where EP = 2m0P
2/h¯2. At finite temperature, the dark
states are occupied with a finite probability. One defines
the (dimensionless) photoluminescence intensity,11
IPL =
∑
i fxi exp (−Exi/kBT )∑
i exp (−Exi/kBT )
, (32)
which takes into account that the exciton states, labeled
by a single index i, are populated according to Boltzmann
statistics.
III. NUMERICAL RESULTS AND DISCUSSION
We compute the exciton states in the (In,Ga)As nanor-
ing embedded in the GaAs matrix. Such rings have been
recently fabricated and analyzed.13 X-STM analysis re-
vealed they have nearly circular cross section with inner
and outer radii R1 = 8 nm and R2 = 15 nm and height
h = 4 nm. Similarly, in our calculations R1 equals 8 nm,
while the ring width W is varied in the range from 2 to
22 nm. We assumed that the mole fraction of InAs in
the ring is x = 0.55.13 The parameters of the band struc-
ture and elastic constants of (In,Ga)As and GaAs are all
taken from Ref. 18. The band offset is such that 83%
of the band-gap difference is realized in the conduction
band.22 The nonuniform mesh in the finite-element calcu-
lation of the single-particle states is constructed from 129
points along both the ρ and z direction. The expansion
domain is H = 200 nm high and its radius is R = 120
nm. geff and κ are taken to be position independent and
equal to the values in GaAs, -0.44 and 1.2, respectively.
Our choice is supported by experiments which indicated
that the energy level splitting in (In,Ga)As dots is much
smaller than what is found in bulk (In,Ga)As, and that
they are closer to the values in the GaAs matrix.23 The
basis for the exciton states is constructed from 6 even
and 2 odd single-particle states for each l (le or lh) in the
range from -7 to +7. We assumed a temperature T = 1
K.
FIG. 2: (Color online) (a) The effective potential for the elec-
tron along the radial axis for z = 0. (b) The same for the
heavy-hole (solid line) and the light-hole (dashed line). (c)
The electron energy levels as they vary with magnetic field.
(d) Negative of the heavy-hole eigenenergies as function of
magnetic field. The ground states E
(1)
e and E
(1)
h oscillate
with magnetic field, and the orbital momentum changes, as
indicated by numbers adjacent to the curves. The ring has a
width 7 nm and a height 4 nm.
6The effective potentials in the conduction and valence
bands of W = 7 nm wide nanoring along the ρ direc-
tion are shown in Figs. 2(a) and 2(b), respectively. The
effective potential well for the electron is deeper than
the effective potential well for the heavy hole. On the
other hand, the heavy hole is confined in a wide effective
potential well, which is much deeper than the effective
potential well for the light hole. It turns out that the
energy levels of the light hole are pushed by strain fur-
ther from the heavy-hole energy levels towards the con-
tinuum. Consequently, strain reduces mixing between
the light holes and the heavy holes,17 which supports the
use of the diagonal approximation of the Luttinger-Kohn
model when computing the hole states. Variations of the
electron and hole states with magnetic field are shown in
Figs. 2(c) and 2(d). Both the electron and hole energy
levels show orbital momentum transitions, which take
place at almost the same magnetic field values. There-
fore, to a great certainty we may infer that the orbital
momentum of the ground exciton state is L = le+ lh = 0
irrespective of the magnetic field value.
FIG. 3: (Color online) The lowest-energy L = 0 (solid lines)
and L = −1 states (dashed lines) in: (a) the W = 2, (b)
the W = 7, and (c) the W = 17 nm wide ring. Two min-
ima of the ground exciton states are found in only the 7 nm
wide ring. Right panel displays detailed views of the ground
exciton energy variations at low magnetic fields.
The ground exciton state E
(1)
x is indeed E
+
x01, as
Figs. 3(a), (b), and (c) show for the W = 2, W = 7,
and W = 17 nm wide ring, respectively. Details of E
(1)
x
as function of B for the three cases are shown in the right
panel of Fig. 3, and indicate that the width of the ring
affects the energy variation of the ground exciton state
with magnetic field. While the cases of narrow and wide
rings, Figs. 3(a) and (c), do not clearly demonstrate os-
cillations of E
(1)
x , they become evident in the W = 7 nm
wide ring (see Fig. 3(b)). The first minimum of E
(1)
x as
function of B in Figs. 3(a)−(c) arises from anticrossing
with the E+x02 state, and is affected by the Zeeman split-
ting at low magnetic field, when the diamagnetic shift is
not large. Out of the three curves in the right panel of
Fig. 3, only E
(1)
x dependence on B in the 7 nm wide ring
exhibits two minima. By comparing Figs. 2 and 3, we
see that the anticrossings of the exciton states take place
close to the orbital momentum transitions of the single
particle states.
The energy difference between E+x02 and E
+
x01, i.e.
Ex(2,1) = E
+
x02−E+x01 is explicitly indicated in Fig. 3(b).
The other parameter is ∆Ex, the difference between the
first maximum and the second minimum of the E+x01(B)
curve, which is indicated in the right panel of Fig. 3(b).
If ∆Ex could be defined (only for the W = 7 nm wide
ring in Fig. 3), oscillations in the energy of the 1S+ ex-
citon state are clearly visible. As Fig. 3(a) shows, the
Aharonov-Bohm oscillations in the narrow 2 nm wide
ring are suppressed by large diamagnetic shift. On the
other hand, the confinement of the single-particle states
in the 17 nm wide ring becomes strong and the Coulomb
interaction weak, therefore no large oscillations are ob-
served in Fig. 3(c). For the intermediate case, shown in
Fig. 3(b), the oscillations do not suffer from either dia-
magnetic shift or strong confinement, which establishes
favorable conditions for the appearance of the second
minimum in the E
(1)
x dependance on B. Moreover, ir-
respective of the ring width, quite large oscillations, with
amplitude of the order of 10 meV, exist in the higher
exciton energy levels as they depend on B.
Fig. 4(a) shows variation of Ex(2,1) with B in the
W = 7 nm wide ring. It is oscillatory with the min-
ima corresponding to anticrossings between the E+x02 and
E+x01 states. The ratio of magnetic field values where
these minima take place is close to 1:3:5:..., which is the
exact order of the single-particle orbital momentum tran-
sitions in 1D rings.14 The radius of the equivalent 1D ring
estimated from the magnetic field interval between two
minima ∆B in Fig. 4(a) is R1D = (h/eπ∆B)
1/2
=10.7
nm, which is close to the average of the inner and outer
radius of the ring, (R1 + R2)/2 = 11.5 nm. Each mini-
mum of Ex(2,1) corresponds to a maximum of the binding
energy Eb, as shown in Fig. 4(b). Furthermore, due to
non-smooth variation of E
(1)
h and E
(1)
e (see Fig. 2), Eb
exhibits spikes at anticrossings. When Eb is large, the
Coulomb interaction is large, and the electron and the
hole are bound close to each other, as demonstrated in
Fig. 4(c). The oscillations of R‖ are clearly observed in
Fig. 4(c), although the amplitude of these oscillations is
not large.
The Aharonov-Bohm oscillations give rise to oscilla-
tions in fx, which are shown for the ground exciton en-
7FIG. 4: (Color online) (a) The difference between two lowest
energy L = 0 exciton states, Ex(2,1), (b) the binding energy
of the ground exciton state Eb, and (c) the average in-plane
radius R‖ as they vary with B in the 7 nm wide ring. The
minima in (a) and (c) correspond to maxima in (b), which is
indicated by the dashed lines.
ergy level in Fig. 5(a). Increasing the magnetic field leads
to a decrease of R‖, which in turn leads to an increase of
fx. When R‖(B) has a minimum, fx(B) achieves a maxi-
mum. Variation of fx with B shown in Fig. 5(a) seems to
have the form fx = fx+ f˜x, where fx = aB+b is a linear
function of B, and f˜ is the oscillatory residue. fx(B) is
displayed by the dashed straight line in Fig. 5(a), while
f˜x = fx − f as function of B is shown in Fig. 5(b). The
amplitude of oscillations is defined as the difference be-
tween the first maximum and the first minimum of fx,
which is denoted by ∆fx in Fig. 5(b). Furthermore, ∆B
in Fig. 5(b) denotes the interval of magnetic field between
the first minimum and the first maximum (see Figs. 5(a)
and 5(b)). Both ∆fx and ∆B are used to compute the
relative amplitude of the first oscillation
δfx = ∆fx/〈fx〉, (33)
where 〈fx〉 is the average value of fx in the interval ∆B.
Due to the population of higher exciton states, the os-
cillations of IPL are considerably smeared out, even at
temperature as low as 1 K (see Fig. 5(c)). Such small
oscillations might be very difficult to observe experimen-
tally, but they resemble the Aharonov-Bohm oscillations
of the photoluminescence intensity measured in type-II
InP/GaAs quantum dots.11
FIG. 5: (Color online) (a) The oscillator strength for recom-
bination of the ground exciton state fx (solid line) and the
linear fitting curve fx (dashed line) as function of magnetic
field. (b) Variation of the residue f˜x = fx− fx with magnetic
field. (c) The photoluminescence intensity IPL exhibits weak
oscillations when magnetic field varies. The ring width equals
W = 7 nm and the height is h = 4 nm.
FIG. 6: (Color online) Variations of ∆Ex (blue circles) and
δfx (red squares) with the ring width.
Figs. 3(a)-(c) illustrate that the magnitude of the
Aharonov-Bohm oscillations of the ground exciton en-
ergy level depends on the width of the analyzed type-I
ring. As a matter of fact, Fig. 6 shows that ∆Ex and ∆fx
of the ground exciton state are subject to changes when
W varies. The maximum of the ∆Ex(W ) curve equals
0.14 meV, and is located atW = 6 nm, while δfx exhibits
a maximum of 6.5% which is located at W = 5 nm. δfx
is a well defined property of the ground exciton state in
8the whole explored range of W , from 2 to 22 nm. On the
other hand, ∆Ex > 0 and E
(1)
x vs B dependence exhibits
a second minimum only if the ring width is in the range
from 4 to 10 nm. Different domains of δfx and ∆Ex
imply that the optical excitonic Aharonov-Bohm effect
is present in type-I (In,Ga)As semiconductor nanorings,
even though oscillations of the ground exciton level are
not clearly visible. Previous analysis of concentric 1D
rings showed that oscillations of the oscillator strength
arise due to periodical bright to dark transitions of the
exciton states, therefore δfx is much larger in concentric
1D rings. In the analyzed rings, the electron and the hole
are localized in the same space, thus the exciton is only
weakly polarized, and no bright-to-dark transitions are
found. 3D rings, therefore, offer different physics of the
optical excitonic Aharonov-Bohm effect than concentric
1D rings.8
IV. CONCLUSION
We show theoretically that both the excitonic and
optical excitonic Aharonov-Bohm effects are present
in strained type-I (In,Ga)As/GaAs nanorings. The
Aharonov-Bohm oscillations of the exciton ground state
arise from anticrossings between the exciton energy lev-
els, which change the exciton radius, and therefore bring
about oscillations in the oscillator strength for exciton
recombination. For rings of experimental inner radius
and height, the amplitude of these oscillations is found
to depend on the ring width. Our calculations show that
a large diamagnetic shift suppresses the oscillations of
both the energy levels and the oscillator strength when
the ring width is of the order of 2 nm. Similarly, oscilla-
tions in wide rings (whose width is of the order of 20 nm)
become negligible. The maximum amplitude of oscilla-
tions of about 0.14 meV in the ground exciton energy
level is realized for the 6 nm wide ring. The oscillator
strength for exciton recombination exhibits oscillations
around a quasi-linear dependence on the magnetic field,
which is qualitatively similar to the dependence observed
in Ref. 11. These oscillations are, however, only a few
percent of the average value of the oscillator strength.
Our calculations indicate that with a proper design of
the type-I nanoring, e.g. varying its dimensions, one can
realize an enhancement of both the excitonic and optical
excitonic Aharonov-Bohm effects.
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