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Introduction
In their book, [6], Gu rlebeck and Spro ssig use Clifford algebras and
Dirac operators to solve the Dirichlet problem and Poisson's equation, for
the Laplacian, over Liapunov surfaces in R3. They also solve a number of
other closely related problems. The use of Clifford algebras and Dirac
operators essentially enables these authors to show that techniques involv-
ing complex analysis used in the real, two-dimensional setting to solve such
problems readily extend to higher dimensions. As pointed out in [6],
anyone familiar with Clifford algebra techniques can see that the methods
described in [6] carry over to Rn, for each integer n greater than one.
The methods employed in [6] makes essential use of the Plemelj for-
mulae and singular Cauchy transforms arising in Clifford analysis [7]. In
more recent works involving Clifford analysis [4, 5, 8, 9], the dependence
on Liapunov surfaces is dropped in favor of more general surfaces and
domains; for instance, Lipschitz domains.
The main purpose of this paper is to show how analysis of the Dirichlet
problem and Poisson's equation can be posed and soved within Cn, again
using Clifford algebras. In previous work (see, for instance, [1013] and
references therein), we have shown that many aspects of Clifford analysis
extend to Cn, and link up with the study of several complex variables. One
assumption underlying all of that work is that all functions considered are
holomorphic. However, many problems considered in real Clifford analysis,
over domains in Rn, do not depend on that assumption. This is particularly
true of much of the analysis developed in [6].
Our previous work in the several complex variable setting has con-
siderably relied upon the use of certain types of real n-dimensional
manifolds lying in Cn. These manifolds are space-like. Intuitively, this
means that they carry over most of the properties possessed by domains in
Rn that are needed to develop real Clifford analysis or classical potential
theory. Associated to each such manifold is a domain in Cn called a cell of
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harmonicity. Any holomorphic function defined in a neighborhood of the
underlying manifold, and satisfying the Dirac equation in Cn automatically
has a holomorphic extension to the associated cell of harmonicity, or a
covering of that cell. When the underlying manifold is a domain in Rn, then
any function defined on the domain and satisfying the Dirac operator in Rn
extends to the associated cell of harmonicity, or a covering space of the cell.
This last observation suggests that it would be desirable to be able to
distinguish the functions defined on the special types of real manifolds men-
tioned here, which may be extended to solutions of the Dirac equation over
the associated cells of harmonicity. To do this, we introduce a Dirac
operator which is intrinsic to the underlying manifold. This idea is due to
Coifman. We show that functions annihilated by this operator extend to
solutions to the Dirac equation in Cn. Having introduced intrinsic Dirac
operators, we are no longer tied to a dependence on holomorphy, and so
solving Dirichlet problems and Poisson's equation, together with other
related problems, may be attacked in this more general setting. This
approach also enables us to introduce an analogue of harmonic measure
over the boundaries of the manifolds considered here. This analysis
involves a detailed study of the Hilbert module of L2-integrable functions
over M which extend to solutions to the Dirac equation in Cn. Here M is
one of the special manifolds that we mentioned earlier. However, for
general M the quadratic form that we need to use is related to, but not
identical to, the usual Hilbert space inner product.
Aspects of Real Clifford Analysis
We begin with some basic aspects of Cliffor algebras. First consider the
real, n-dimensional vector space Rn, with orthonormal basis [ej]nj=1. It
is well-known that from Rn one can construct a real, 2n-dimensional
algebra An with basis elements 1, e1 , ..., en , ..., ej 1 ..., ej r , ..., e1 } } } en , where
j1< } } } <jr , and 1rn. Moreover, the elements e1 , ..., en satisfy the
anticommunication relation ej ek+ek ej=&2$jk , where $jk is the Kroneker
delta function, and 1j, kn. The algebra An is an example of a Clifford
algebra. One important property of this algebra is that each vector
x

# Rn"[0]An has a multiplicative inverse within An . This inverse is the
vector &x

&x

&2.
The norm of an element X=x0+ } } } +x1, ..., ne1 } } } en # An is defined to
be &X&=(x20+ } } } +x
2
1, ..., n)
12. As An is a finite-dimensional algebra, then
there is a contant Cn # R+ such that
&XY&Cn &X& &Y&,
for each X, Y # An .
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We now introduce the homogeneous Dirac operator in Rn. This is the
operator
D= :
n
j=1
ej

xj
.
Definition 1. Suppose that U is a domain in Rn and f : U  An is a
C1-function, then f is called a left-regular, or left-monogenic function, if
Df (x

)=0 for each x

# U.
The function f is said to be right-regular, or right-monogenic, if
f (x

) D=0 for each x

# U. Here, f (x

) D means nj=1 ( f xj )(x
) ej .
Properties of functions which are left-regular or right-regular have been
studied by many authors (see, for instance, [2, 5, 6, 9]) and the study of
these functions is called Clifford analysis.
It may be observed that as D2=&nj=1 (
2x2j ), then each left- or right-
regular function is harmonic. The function G(x

&y

)=(x

&y

)&x

&y

&n is
an example of a function which is both left- and right-regular. In fact, the
function G(x

&y

) is a generalization of the Cauchy kernel from one
variable complex analysis.
The following generalization of Cauchy's integral formula was first estab-
lished for the case n=3 in [3].
Theorem 1. Suppose f : U  An is a left-regular function, and M is a
compact, n-dimensional C1-manifold lying in U. Then for each point y

# M1
we have
f ( y

)=
1
|n |M G(x &y ) n (x ) f (x ) d(M), (1)
where |n is the surface area of the unit sphere in Rn, n
(x

) is the outward-
pointing normal vector at x

# M, and d(M) is the Lebesgue measure
on M.
It is clear that Theorem 1 also holds if we assume that M is piecewise
C1. In fact, [14, p. 368], a theorem due to Rademacher, says that given a
domain U$Rn&1 for each m # N, a Lipschitz continuous function
g: U$  Rm is differentiable almost everywhere. Consequently, a C 0 surface
Q lying in Rn has a tangent space at almost every point, provided Q has
an atlas consisting of Lipschitz continuous charts. If Q is such a surface,
then Q is called a Lipschitz surface.
Definition 2. A domian U lying in Rn is called a Lipschitz domain if
the set U "U is a Lipschitz surface.
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As almost every point on a Lipschitz surface has a tangent space, then
the integral formula (1) remains valid if we assume that M is a compact
Lipschitz surface.
It is straightforward to construct left-regular functions. In fact, from
Ho lder's inequality and other standard arguments we have:
Theorem 2. Suppose that Q is an oriented Lipschitz surface in Rn, and
g: Q  An is an Lp-integrable function with respect to Lebesgue measure on
Q, where 1p<, then on each component of Rn "Q the function
1
|n |Q G(x &y ) n (x ) g(x ) dQ (2)
is a left-regular function, where dQ stands for the Lebesgue measure on Q.
The special case where g(x) is real-valued, and Q=Rn&1, has been
investigated in detail in [15].
We shall also be interested in the integral (2) when y # Q. In this case, the
integral is interpreted as a principal value integral, whenever it is defined.
By the same proof as that given for Proposition 1 in [13] we have:
Proposition 1. Suppose that Q is an oriented Lipschitz surface in Rn,
and g: Q  An is a Ho lder continuous function with compact support, then
for each y

with a tangent space on Q we have that the integral
P.V.
1
|n |Q G(x &y ) n (x ) g(x ) dQ (3)
is bounded.
One important feature of Proposition 1 and [13, Proposition 1] is that
the assumption made by some authors [6, 7] that Q be a Liapunov surface
has been abandoned.
By similar arguments to those used in [7], Proposition 1 may now be
used to show that if g has Ho lder exponent : # (0, 1), then the integral (3)
defines a Ho lder continuous function of exponent : on Q. We denote this
function by TQ(g)( y

). If the function g is Lipschitz continuous, then we
may also mimic [7] to show that TQ(g)( y

) is Ho lder continuous for each
: # (0, 1).
We may also follow [7] and Proposition 1 to derive the following
analogues of the classical Plemelj formulae:
Theorem 3. Suppose that Q is an oriented Lipschitz surface, and
g: Q  An is a Ho lder continuous function with compact support and with
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exponent : # (0, 1]. Suppose also that Q$ is the dense subset of Q consisting
of the points with tangent spaces on Q. Then:
(a) If *y

: Rn"Q is a C1-function with limt  0 *y

(t)=y

# Q$, and
(*y

(t), n

( y

)) >0 for each t>0, then
lim
t  0
1
|n |Q G(x &*y (t)) n (x ) g(x ) dQ=
1
2
g( y

)+TQ(g)( y

).
(b) If +y

: (0, 1]  Rn "Q is a C1-function with limt  0 +y

(t

)=y

# Q$,
and (+y

(t), n( y

))<0 for each t>0, then
lim
t  0
1
|n |Q G(x &+y (t)) n (x ) g(x ) dQ=&
1
2
g( y

)+TQ(g)( y

).
Following [7], it is now straightforward to deduce that TQ(TQ(g))( y

)=
g( y

) for all y

# Q.
Although we have chosen to describe these last few results using Ho lder
continuous functions, it should be pointed out that Proposition 1 holds in
a much wider context; see [5, 9]. However, the setting so far described will
suffice for our need in this paper.
We now turn to look at some special types of inhomogeneous Dirac
operators. First, suppose that B: U  R is a C1-function, and let b denote
the gradient function nj=1 ej (Bxj ).
Definition 3. A C1-function h: U  An is said to be left-regular with
respect to the potential B if Dh(x

)&b(x

) h(x

)=0 for all x

# U. The func-
tion h(x

) is right-regular with respect to B if h(x

) D&h(x

) b(x

)=0.
The function b(x

) appearing in the previous definition is called a
gradient potential.
We shall denote the right An-module of left-regular functions defined on
the domain U by 11(U, An), while we denote the right An-module of left-
regular functions with respect to the potential B defined over U by
11, B(U, An). We may similarly introduce the left An-modules 1r(U, An) and
1r, B(U, An) of, respectively, right-regular functions and right-regular
functions with respect to B.
We have the following simple isomorphism:
Proposition 2. The modules 11(U, An) and 11, B(U, An) are canonically
isomorphic.
Proof. If f (x

) # 11(U, An), then clearly f (x
) e&B(x ) # 11, B(U, An).
Conversely, if h(x

) # 11, B(U, An), then h(x
) eB(x ) # 11(U, An). K
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Although the isomorphism described in the previous proposition is
extremely simple, it is worth bearing in mind that the product rule for dif-
ferentiation does not allow so simple an isomorphism between spaces of solu-
tions to Laplace's equation and the Poisson equation nj=1 (
2hx2j )(x
)=
c(x

) h(x

), even for every simple choices of c(x

). This isomorphism, described
in proposition 2, does not really rely on Clifford algebras. Suppose that A
is a Banach algebra and that V is a finite-dimensional, real-vector subspace
of A. Suppose that V is spanned by the vectors k1 , ..., kp , then we can
introduce the differential operator  pj=1 kj (xj )=Dv .
Definition 4. Suppose that U$ is a domain in V, then a C1-function
f $ : U$  A is called left-regular with respect to Dv if Dv f $=0. If f $Dv=
 pj=1 ( f $xj ) kj=0, then f $ is said to be right-regular with respect to Dv .
The right A-module of left-regular functions over U$ with respect to Dv
is denoted by 11(U$, A), while 1r(U$, A) denotes the left A-module of
right-regular functions over U$ with respect to Dv .
Definition 5. Given a C1-function C: U$  R, a C1-function h$: U$  A
is called left-regular with respect to Dv and C if
Dvh$(x
)& :
p
j=1
kj
C
xj
(x

) h$(x

)=0 (4)
for each x

# U$.
Equation (4) is a natural generalization of some simpler Vekua systems
of equations in the complex plane.
The right A-module of functions on U$ which are left-regular with respect
to k1 , ..., kp and C is denoted by 11, C (U$, A). By identical reasoning to that
which was used to establish proposition 2 we have:
Proposition 3. The modules 11(U$, A) and 11, C(U$, A) are canonically
isomorphic.
A special example of equation (4) arises when A is the real algebra
spanned by 1, ie1 , ie2 , ie3 , e1 e2 , e2 e3 , ie1 e2e3 , where the elements e1 , e2
and e3 generate the algebra A3 . Moreover, V is the space spanned by 1, ie1 ,
ie2 and ie3 , and C(x
)=&mx0 with m # R+. In this case, equation (4)
becomes the Dirac equation with mass,
\ x0+i :
3
j=1
ej

xj+ h$(x )=mh$(x ),
arising in mathematical physics.
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From Proposition 3 and Stokes' Theorem we have the following version
of Cauchy's Theorem:
Theorem 4. Suppose that h$ : U$  A is left-regular with respect to Dv
and C: U$  R, and l $: U$  A is right-regular with respect to Dv and &C.
Suppose also that [kj ] pj=1 is an orthonormal basis for V. Then if M is a
compact, p-dimensional manifold lying in U$, we have that
|
M
h$(x

) n

(x

) l$(x

) d(M)=0,
where n(x

) is the outward-point unit vector at x

# M.
Returning to the case where A=An , we have from Theorems 1 and 4 the
following generalized Cauchy integral formula:
Theorem 5. Suppose that h: U  An is left-regular with respect to B(x
).
Then for each compact, n-dimensional manifold M lying in U and each
x
 0
# M1 then
h(x
 0
)=
1
|n |M WB(x , x 0) n (x ) g(x ) d(M),
where WB(x
, x
 0
)=G(x

&x
 0
) eB(x 0)&B(x ).
Using Theorem 5 we can easily extend the arguments described in [6, 7]
to deduce:
Theorem 6. Suppose that h: U  An is a bounded, C 1-function and U is
a bounded domain. Then
H: U  An : H(x 0
)=
1
|n |U WB(x , x 0) h(x ) dx
n
satisfies the equation
:
n
j=1
DH(x
 0
)&b(x
 0
) H(x
 0
)=&h(x
 0
).
Theorems 5 and 6 tell us that many basic results which hold for the
homogeneous differential operator D also hold for the inhomogeneous dif-
ferential operator D&b(x

). In particular, using the notation employed in
Theorem 3, we have:
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Theorem 7. Suppose that Q is an oriented Lipschitz surface in Rn, and
g: Q  An is such that g(x
) eB(x ) is a Ho lder continuous function with
exponent : # (0, 1), and has compact support. Then:
(a) The integral P.V. (1|n) Q WB(x
, y

) n

(x

) g(x

) dQ is bounded on
the set Q$ and the function eB( y )P.V. (1|n) Q WB(x
, y

) n

(x

) g(x

) dQ is
Ho lder continuous with exponent :.
(b) lim
t  0
1
|n |Q WB(x , *y (t)) n (x ) g(x ) dQ
=
1
2
g( y

)+P.V.
1
|n |Q WB(x , y ) n (x ) g(x ) dQ, for each y # Q$.
(c) lim
t  0
1
|n |Q WB(x , +y (t)) n (x ) g(x ) dQ
=&
1
2
g( y

)+P.V.
1
|n |Q WB(x , y ) n(x ) g(x ) dQ,
for each y

# Q$. K
Aspects of Complex Clifford Analysis
Instead of considering real Clifford algebras, we now turn to look at complex
Clifford algebras. The complex Clifford algebra An(C) is simply the complex
extension of An . The norm of an element Z=z0+ } } } +z1 } } } ne1 } } } en # An(C)
is defined to be &Z&=(|z0 | 2+ } } } +|z1 } } } n | 2)12. It is easily seen that
(An(C), & }&) is a Banach algebra.
The complex subspace of An(C) spanned by e1 , ..., en will be denoted by
Cn (so, we may consider the vector space Cn as being embedded in An(C)).
Although every non-zero vector in RnAn is invertible, it is not the case
that every non-zero vector z

=z1e1+ } } } +znen # Cn has a multiplicative
inverse in An (C); for instance, e1+ie2 is not invertible.
Definition 6. The set N(0

)=[z

# Cn : z

2=0] is called the null cone at
0

. For z
 1
# Cn the set N(z
 1
)=[z

# Cn : (z

&z
 1
)2=0] is called the null cone
at z
 1
.
We shall be interested in special types of holomorphic functions defined
within Cn.
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Definition 7 [11]. Suppose that 0 is a domain in Cn and f : 0  An(C)
is a holomorphic function which satisfies the differential equation
:
n
j=1
ej
 f
zj
(z

)=0,
then f (z

) is called a complex left-regular function.
A similar definition can be given for complex right-regular functions.
When n is even, then G*(z

)=z

(z

2)&n2, for z

# Cn"N(0

), is an example of
a function which is both complex left- and complex right-regular.
It is straightforward to see that Definition 7 may be extended so that 0
is no longer a domain lying in Cn, but is a Riemann surface covering a
domain 0$ in Cn. Consequently, it may be determined, [13], that when n
is odd, the function x

&x

&n extends to a function which is both complex
left- and right-regular, and is defined on a Riemann surface which double
covers Cn "N(0

). We again denote this function by G +n (z
). We shal denote
the complex Dirac operator nj=1 ej (zj ) by DC .
In [11] , we introduce particular types of real, n-dimensional manifolds
lying in C n, and we show that many aspects of real Clifford analysis carry
through to Cn via these manifolds. We now reintroduce these manifolds:
Definition 8. A compact, real, n-dimensional, C1-manifold M lying in
Cn is called a manifold of type one if for each z

# M we have:
(i) N(z

) & M=[z

],
(ii) N(z

) & TMz

=[z

],
where TMz

is the tangent space to M at z

.
The assumption in the previous definition that M is a C1-manifold may
be weakened to assume that M1 is C1, and that M is a Lipschitz manifold.
We again call such manifolds manifolds of type one. The abundance of
such manifolds follows from arguments given in [12]. In particular, if U is
a bounded Lipschitz domain lying in Rn, then U Cn is a manifold of type
one.
Associated with each manifold of type one is a special type of domain in
Cn called a cell of harmonicity:
Definition 9 [11]. Suppose MCn is a manifold of type one. Then
the component of Cn"z

# M N(z
) containing M1 is called a cell of har-
monicity. This cell of harmonicity is denoted by M+.
By considering the continuous map A: Cn_Cn  C: A(z
 1
, z
 2
)=(z
 1
&z
 2
)2,
then it follows from the compactness of M that M+ is a domain in Cn.
107INTRINSIC DIRAC OPERATORS IN Cn
File: 607J 153710 . By:BV . Date:26:01:00 . Time:13:36 LOP8M. V8.0. Page 01:01
Codes: 2981 Signs: 1781 . Length: 45 pic 0 pts, 190 mm
When M is a subset of Rn, then the associated cell of harmonicity
corresponds to one of the bounded cells of harmonicity discussed in [1].
We now introduce the differential form
Wz

= :
n
j=1
(&1) j ej dz^j ,
where dz^j=dz1 7 } } } 7dzj&1 7 dzj+1 7 } } } 7 dzn , belongs to the complex
extension 4(Cn) of the real alternating algebra 4(Rn). From [11] we have:
Theorem 8. Suppose that n is even and greater than two, and MCn is
a manifold of type one lying in a domain 0. Then if f : 0  An(C) is a
complex left-regular function, we have for each z
 0
# M1
f (z
 0
)=
1
|n |M G
+(z

&z
 0
) Wz

f (z

),
and f (z

) has a unique continuation to a complex left-regular function on
0 _ M+.
Now when Wz

is restricted to Rn, we obtain the differential form Wx

=
nj=1 (&1)
j ej dx^j , and when MRn, this form is equivalent to vector-
valued measure n

(x

) d(M) arising in expression (1).
Suppose now that N is a real, oriented (n&1)-dimensional C1-manifold
lying in Cn. Then by taking any local C1-parameterization of N, we may
deduce, [13], that there is a C1-map
n

: N  Cn (5)
such that the form Wz

restricted to N is equivalent to n

(z

) dN, where dN
is the Lebesgue measure on N. It should also be noted that the vector n

(z

)
need not in general satisfy the condition n(z

)2=&1. For instance, for each
z

# N, the real, (n&1)-dimensional subspace of Cn spanned by e1+ie2 ,
e3 , ..., en , we have that n
(z

)=(&i - 2)(e1+ie2).
The restriction in Theorem 8 to the cases where n is even is not really
necessary. In [13] we note that if M is as a manifold of type one, then in
all dimensions G +n (z
&z

$) is a well-defined function for each z

# M1 and
each z

$ # M. Consequently, if we have a manifold M of type one lying in
Cn, with n odd and a left-regular function f : 0  An(C) and with M0,
then for each z0 # M1 we have:
f (z
 0
)=
1
| |M G
+
n (z
&z
 0
) Wz

f (z

). (6)
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Moreover, [13], the formula (6) gives rise to a left-regular function defined
on a Riemann surface covering M+.
We now turn to look at Lp-spaces over manifolds of type one.
Definition 10. Suppose M is a manifold of type one and g: M  An(C)
is a measurable function with respect to Lebesgue measure over M, then g
is said to be Lp-integrable, for some p # (0, +] if
\|M &g(z )& p dM+
1p
<+,
where dM denotes the Lebesgue measure of M.
We denote the An(C)-module of An(C)-valued Lp-functions on M by
Lp(M, An(C)). We define the (left) Bergman p-space over M to be the right
An(C)-module
B pl (M, An(C))=[f : M  An(C): f # L
p(M, An(C)) and f is the restriction
to M1 of a left-regular function].
We would like to show that B pl (M, An(C)) is a complete submodule of
Lp(M, An(C)), for 1p<. First, we may note that for each manifold M
of type one and for each point z
 0
# M1 , there is a real, positive number r(z

)
and a C1-homotopy Hz

0
: B(z
 0
, r(z
 0
)) & TMz

0
_[0, 1]  Cn satisfying
(i) Hz

0
(z

, 0)=z

(ii) Hz

0
: B(z
 0
, r(z
 0
)) & TMz

0
_[t]  Cn is a diffeomorphism for each
t # [0, 1]
(iii) Hz

0
(z
 0
, t)=z
 0
and THz

0
(B(z
 0
, r(z
 0
)) & TMz

0
), 1)z

0
=TMz

0
for
each t # [0, 1]
(iv) Hz

0
(B(z
 0
, r(z
 0
)), [1])M.
Here, B(z
 0
, r(z
 0
)) is the set [z

# Cn : &z

&z
 0
&<r(z
 0
)]. So, in fact, the
homotopy Hz

0
is a C1-deformation of B(z
 0
, r(z
 0
)) & TMz

0
into a
neighborhood of z
 0
within M.
It is straightforward to deduce from the existence of the homotopy Hz

0
that there is a positive real number r$(z
 0
)r(z
 0
) and a C1-homotopy
H$z

0
: B(z
 0
, r$(z
 0
)) & TMz

0
_[0, 1]  Cn
satisfying conditions (i)(iv), and further we have that
&H$z

0
(z

, t)&z
 0
&=&z

&z
 0
&
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for all z

# B(z
 0
, r$(z
 0
)) & TMz

0
. So, the homotopy Hz

0
can be replaced by
an isometry.
Now if f : M+  An(C) is a left-regular function, we have, using the func-
tion (5) and from Theorem 8 that for r<r$(z
 0
)
f (z
 0
)=
1
|n |S(z

0 , r) & M
G(z

&z
 0
) n

(z

) f (z

) d(S(z
 0
, r) & M), (7)
where S(z
 0
, r)=[z # Cn : &z

&z
 0
&=r] and d(S(z
 0
, r) & M) is the Lebesgue
measure on S(z
 0
, r) & M. As An(C) is a Banach algebra, it follows from (7)
that there is a real positive constant C such that
&f (z
 0
)&C |
S(z

0 , r) & M
&G(z

&z
 0
)& &n

(z

)& & f (z

)& d(S(z
 0
, r) & M).
From the homotopy H$z

0
we have that
|
S(z

0 , r) & M
&G(z

&z
 0
)& &n

(z

)& & f (z

)& d(S(z
 0
, r) & M)
=|
S(z

0 , r) & TM z
 0
&G(H$z

0
(z

$, 1)&z
 0
)& &n

(H$z

0
(z

$, 1))&
_& f (H$z

0
(z

$, 1))& |J(H$z

0
| S(z

0 , r) (z
$, 1))| d(S(z
 0
, r) & TMz

0
), (8)
where H$z

0
(z

$, 1)=z

, and J(H$z

0
| S(z

0 , r)) is the Jacobian of H$z

0
| S(z

0 , r) , the
restriction of H$z

0
to S(z
 0
, r). As M is a manifold of type one, then, [11],
there is a constant CM # R+ such that
&G(z

&z

$)&CM
1
&z

&z

$&n&1
(9)
for each pair z

, z

$ # M, with z

{z

$. Consequently, we have from (8) and (9)
that
&f (z
 0
)&C } CM |
S(z

0 , r) & TMz
 0
1
rn&1
&n

(H$z

0
(z

$, 1))& & f (H$z

0
(z

$, 1))&
_|J(H$z

0
|S(z

0 , r) (z
$, 1)| d(S(z
 0
, r) & TM(z
 0
)).
So, for 0<r1<r2<r$(z 0
) we have
& f (z
 0
)&
C1
r2&r1 |B(z

0 , r1 , r2) & TMz
 0
1
rn&1
&n

(H$z

0
(z

$, 1))&
_& f (H$z

0
(z

$, 1))& |J (H$z

0
| S(z

0 , r) (z
$, 1))| d(S(z
 0
, r) & TM(z
 0
)) dr,
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where C1=C } CM , and B(z 0
, r1 , r2)=[z
# Cn : r1<&z
&z
 0
&<r2]. Conse-
quently,
& f (z
 0
)&
C1
r2&r1 |B(z

0 , r1 , r2) & M
1
&z

&z
 0
&n&1
&n

(z

)& & f (z

)& |*(z

) | dM,
where *(z

)=J(H$z

0
| s(z

0 , r) (z
$, 1))J(H$z

0
(z

$, 1)), and J(H$z

0
(z

$, 1)) is the
Jacobian of H$z

0
(z

$, 1). As
H$z

0
: B(z
 0
, r$(z
 0
)) & TMz

0
_[1]  Cn
is a diffeomorphism, we have that JH$z

0
(z

$, 1){0. Also, we may choose
r$(z
 0
) so that 1JH$z

0
(z

$, 1) is bounded on B(z
 0
, r$(z
 0
)) & TMz

0
. Conse-
quently, there is a constant C(z
 0
) # R+ such that
& f (z
 0
)&
C1 } C(z 0
)
r2&r1 |B(z

0 , r1 , r2) & M
&n

(z

)&
&z

&z
 0
&n&1
& f (z

)& dM.
It follows from elementary continuity arguments, and condition (iii) for the
homotopy H, that we can choose r$(z
 0
) so that C(z
 0
) is no larger than 2.
So, we have that
& f (z
 0
)&
2C1
r2&r1 |B(z

0 , r1 , r2) & M
&n

(z

)&
&z

&z
 0
&n&1
& f (z

)& dM
for each z
 0
# M.
From the tangent bundle TM we may obtain the fiber bundle
P: Gn&1M  M, where for each z 0
# M we have that P&1([z
 0
]) is the com-
pact Grassmann space Gn&1(TMz

0
) of real, (n&1)-dimensional subspaces
of TMz

0
. As M is compact and Gn&1(TMz

0
) is compact, it follows that
Gn&1M is compact. Also the map
&n

&: Gn&1M  R+ _ [0]: &n
& Qz

0
=&n

(Qz

0
)&
is continuous, where Qz

0
is an oriented (n&1)-dimensional subspace of
TMz

0
and n

(Qz

0
)=n

(z

) for each z

# Qz

0
. As Gn&1M is compact and &n
& is
continuous, it follows that there is a constant CM such that
& f (z
 0
)&
2C1 CM
r2&r1 |B(z

0 , r1 , r2) & M
& f (z

)&
&z

&z
 0
&n&1
dM (10)
for 0<r1<r2<r$(z 0
) and each z
 0
# M1 .
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The argument leading up to establishing the inequality (10) is a rigoriza-
tion of an argument presented in [10]. Applying Ho lder's inequality to the
right-hand side of expression (10), we get that
& f (z
 0
)& p
(2C1 CM) p
(r2&r1) p \|B(z

0 , r1 , r2) & M
&z

&z
 0
&(1&n) q dM+
pq
_\|B(z

0 , r1 , r2) & M
& f (z

) p& dM+ ,
for 1<p<, and 1p+1q=1. Consequently,
& f (z
 0
)&
2C1 CM
r2&r1
& f &p, M \|B(z

0 , r1 , r2) & M
&z

&z
 0
&(1&n) q dM+
1q
, (11)
where & f &p, M=(M & f (z
)& p dM)1p. Similarly, we have that
& f (z
 0
)&
2C1 CM
r2&r1
& f &, M |
B(z

0 , r1 , r2) & M
&z

&z
 0
&(1&n) dM, (12)
for each f # B1 (M, An(C)), where & f &, M=supz

# M & f (z)&, and
& f (z
 0
)&
2C1 CM
r2&r1
& f &1, M sup
z

# B(z

0 , r1 , r2) & M \
1
&z

&z
 0
&n&1+ (13)
for f # B11(M, An(C)).
Suppose now that M$ is a manifold of type one lying in the interior
of M. Then the collection [B(z
 0
, r$(z
 0
)) & M: z
 0
# M$] is an open covering
of M$. Consequently, we have from Lebesgue's covering lemma that
there is a positive number r(M$) such that B(z
 0
, r(M$))B(z
 0
, r$(z
 0
))
for each z
 0
# M$. So there exist numbers r1(M$) and r2(M$) with
0<r1(M$)<r2(M$)<r(M$). From the inequalities (11), (12), and (13) we
now have that
& f (z
 0
)&Cp(M$) & f &p , (14)
for each z
 0
# M$ and each f # B p1(M, An(C)), where 1p, and
Cp(M$) # R+.
As the right An(C)-module, M1(M, An(C)), of complex left-regular func-
tions defined on M+ is a Fre chet space [11], it follows from (14) that we
have deduced:
Theorem 9. For 1p the right An(C)-module B p1(M, An(C)) is
complete.
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The special case where MRn is described in [6, Ch. 2].
Suppose now that B: 0  C is a holomorphic function, then we let b(z

)
denote its holomorphic gradient nj=1 ej (Bzj)(z
).
Definition 11. A holomorphic function g: 0  An(C) is said to be
complex left-regular with respect to the potential B if
DC g(z
)&b(z

) g(z

)=0,
for all z

# 0.
Suppose now that M is a manifold of type one lying in 0. Then we have
that for each z
 0
# M1
g(z
 0
)=
1
|n |M W
+
B (z
, z
 0
) Wz

g(z

), (15)
where W+B (z
, z
 0
)=G+(z

&z
 0
) eB(z 0)&B(z ), and g is complex left-regular with
respect to B. As G+(z

&z
 0
) eB(z 0)&B(z ) is well-defined on M+ & 0 when n is
even, and is well-defined on a Riemann surface covering M+ & 0 when n
is odd, it follows from (15) that g(z
 0
) may be holomorphically extended to
M+ _ 0, when n is even, and to some covering of this open set when n is
odd.
This last observation on holomorphic continuation gives a distinct
improvement to the holomorphic continuation results obtained in [11] for
solutions to the inhomogeneous Dirac equation
DC g(z
)+A(z

) g(z

)=0,
for the special case where A(z

)=DCB(z
) for some B: 0  C. In [11] the
results relied heavily upon certain geometric constraints, which do not arise
in the context considered here. From (15) we may deduce the following
result by similar means to those used to obtain the inequality (14).
Lemma 1. Suppose that g: 0  An(C) is complex left-regular with
respect to the potential B. Suppose also that M0 is a manifold of type one.
Then there is a positive constant C, and for each point z
 0
# M1 there is a
positive number r$(z
 0
), such that
&g(z
 0
)&
C
r2&r1 |B(z

0 , r1 , r2) & M
&g(z

)&
&z

&z
 0
&n&1
dM, (16)
for 0<r1<r2<r$(z 0
).
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If we now define the (left-) Bergman p-space over M, with respect
to B, to be the right An(C)-module B p1, B(M, An(C))=[ f : M  An(C):
f # L p(M, An(C)), and f is the restriction to M of a complex left-regular
function with respect to B], then from the inequality (16) we may deduce
by similar arguments to those used to establish Theorem 9:
Theorem 10. For 1p the right An(C)-module B p1, B(M, An(C)) is
complete.
We conclude this section by stating the following theorem which follows
automatically from [13].
Theorem 11. Suppose that M is a manifold of type one with a Lipschitz
continuous boundary. Suppose also that h: M  An(C) is such that h(z
) eB(z )
is a Ho lder continuous function with exponent : # (0, 1), where B is a com-
plex-valued holomorphic function defined in a neighborhood of M. Then:
(a) The integral
P.V.
1
|n |M W
+
B (z
, z

$) Wz

h(z

)
is bounded on the set of smooth points in M, and the function
eB(z $) P.V.
1
| |M W
+
B (z
, z

$) Wz

h(z

)
is Ho lder continuous with exponent :.
(b) Suppose that z

$ is a smooth point in M (i.e., z

$ has a tangent
space within M) and *z

$ : (0, 1]  M
+ is a smooth map satisfying the
following conditions:
(i) limt  0 *z

$(t)=z 0
.
(ii) *z

$ has a smooth extension to [0, 1].
(iii) (d*z

$dt)| t=0 is not a member of CT Mz

$ , the complexification
of the tangent space T Mz

$ .
Then
lim
t  1
1
|n |M W
+
B (z
, *z

$ (t)) Wz
h(z

)=
1
2
h(z

$)+P.V.
1
|n |M W
+
B (z
, z

$) Wz

h(z

).
(c) limt  1(1|n) M W
+
B (z
, 2z$&*z

$ (t)) Wz
h(z

)
= & 12h(z
$)+P.V.(1|n) M W
+
B (z
, z

$) Wz

h(z

).
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Parts (b) and (c) of the previous theorem give the Plemelj formulae
associated to a complex left-regular function with respect to a potential
in Cn.
Intrinsic Dirac Operators
In [11, Proposition 2] we show that if g: M  An(C) is a bounded,
integrable function, where M is a manifold of type one, then
1
|n |M G
+(z

&z
 0
) g(z

) dz

n (17)
is a well-defined, bounded function on M. In fact, in [11] we assume that
n is even. However, the proof given in [11] carries over with no major
change to all n.
We shall denote the function given by expression (17) by TM g(z 0
). In
[11] we show that if g(z

) extends to a holomorphic function in a
neighborhood of M1 , then so does TM g(z 0
). In this section we shall simply
assume that g is a C 1-function on M1 . We begin by deducing:
Theorem 12. Suppose M is a manifold of type one, and g: M1  An(C) is
a bounded C 1-function. Then TM g(z 0
) is C 1 on M1 .
Proof. Suppose first that z
 0
# M1 and ,: (&12 ,
1
2)  M is a C
1-map, with
,(0)=z
 0
. In order to show that TM g(z 0
) is differentiable on M1 , we shall
first show that
lim
t  0
sgn(t)
(TM g(,(0))&TM g(,(t)))
&,(0)&,(t)&
exists, where sgn(t)=1 if t>0, and sgn(t)=&1 if t<0. Suppose that U is
an open subset of M, and that z0 # U. As G+(z
&z
 0
) is a holomorphic func-
tion on Cn "N(z0), or a double covering of this domain, it follows that the
function
1
|n |M"C G
+(z

&z

$0) g(z
) dz

n
is differentiable at z
 0
whenever C is a measurable subset of M and UC.
It follows that we need only determine
lim
t  0
sgn(t)
&,(0)&,(t)&
1
|n |C (G
+(z

&,(0))&G+(z

&,(t))) g(z

) dz

n.
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Now consider a C 1-diffeomorphism
E: (&12 ,
1
2)
n  M,
where (&12 ,
1
2)
n=[(*1 , ..., *n): *1 , ..., *n # (&12 ,
1
2)]. We may choose this
diffeomorphism so that for some *1 , ..., *n&1 # (&12 ,
1
2) we have E(*1 , ...,
*n&1 , t)=,(t). We may place C=E([&13 ,
1
3]
n), where [&13 ,
1
3]
n=[(*1 , ...,
*n): *1 , ..., *n # [&13 ,
1
3]]. Now for each ,(t) # E([&
1
3 ,
1
3]
n) and each
z

# E([&13 ,
1
3]
n) we may find a vector *(t, z

) # Cn such that
(i) &,(0)&,(t)&=&*(t, z

)&
(ii) z

&*(t, z

) # E((&12 ,
1
2)
n)
(iii) z

&*(t, z

)=E(*1(z
), ..., *n&1(z
), t)
for some *1(z
), ..., *(z

) # [&13 ,
1
3].
Moreover, C can be chosen so that
&*(t, z

)&,(t)+,(0)&C$ &,(t)&,(0)&1+= (18)
for some C$, = # R+.
From now on, we shall express ,(t) as z
 0
+(t). So (t)=,(t)&,(0).
We can now rewrite the expression
1
&,(0)&,(t)&
1
|n |C (G
+(z

&,(0))&G+(z

&,(t))) g(z

) dz

n
as
1
|n &(t)& |C (G
+(z

&z
 0
)&G+(z

&z
 0
&*(t, z

))
+G+(z

&z
 0
&*(t, z

)&G+(z

&z
 0
&(t))) g(z

) dz

n.
Now
1
|n &(t)& |C (G
+(z

&z
 0
)&G+(z

&z
 0
&*(t, z

))) g(z

) dz

n
= &
1
|n &(t)& |C1(t) G
+(z

&z
 0
&*(t, z

)) g(z

) dz

n
+
1
|n &(t)& |C2(t) G
+(z

&z
 0
)( g(z

)&g(z

&*(t, z

))) dz

n
+
1
|n &(t)& |C3(t) G
+(z

&z
 0
) g(z

) dz

n,
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where
C1(t)=[z
# C: inf
z

$ # E([&13, 13]n&1_[0])
&z

&z

$&&(t)&],
C3(t)=[z
# C: inf
z

$ # E([&13, 13]n&1_[1])
&z

&z

$&&(t)&],
and
C2(t)=C"(C1(t) _ C3(t)).
It follows that
lim
t  0
sgn(t)
|n &(t)& \&|C1(t) G+(z &z 0&*(t, z )) g(z ) dz n
+|
C2(t)
G+(z

&z
 0
) g(z

) dz

n+
=
1
|n |E([&13, 13]n&1_[0]) _ E([&13, 13]n&1_[1])
_ :
j=1
G+(z

&z
 0
) g(z

) *j (z
) dz^j
where *j (z
) # S 1=[z # C: |z|=1]. Moreover, it may be observed that the
function *j (z
) is continuous on E([&13,
1
3]
n&1_[0]) _ E([&13,
1
3]
n&1_
[1]). We also have that as g is a C 1-function, then
lim
t  0
sgn(t)
|n &(t)& |C2(t) G
+(z

&z
 0
)( g(z

)&g(z

&*(t, z

))) dz

n
=
1
|n |C G
+(z

&z
 0
) g*(0, z

)(z
) dz

n, (19)
where g*(0, z

)(z
)=limt  0 sgn(t)( g(z
)&g(z

&*(t, z

)))&(t)&. As g is a
bounded, C 1-function on C, it follows that g*(0, z

) is a bounded, C 0-func-
tion on C. So from [11, Proposition 2] we have that the right-hand side
of expression (19) is well-defined.
We now turn to look at
1
|n &(t)& |C (G
+(z

&z
 0
&*(t, z

))&G+(z

&z
 0
&(t))) g(z

) dz

n.
First, we note, [13], that there is a constant C(M) # R+ such that for each
|

, |

$ # M with |

{|

$, we have
&G+(z

&|

)&G+(z

&|

$)&C(M) &|

&|

$&
(nj=0 &z
&|

&n& j &z

&|

$& j)
|(z

&|

)2|n2 |(z

&|

$)2|n2
(20)
117INTRINSIC DIRAC OPERATORS IN Cn
File: 607J 153720 . By:BV . Date:26:01:00 . Time:13:36 LOP8M. V8.0. Page 01:01
Codes: 3194 Signs: 1048 . Length: 45 pic 0 pts, 190 mm
for all z

# M"[|

, |

$]. For d # R+ let us place
D1(t, d )=[|
# Cn: &|

&z
 0
&(t)&<d] & C
and
D2(d)=[|
# Cn: &|&z0&<d] & C.
Then, from the inequality (20) we have for some C1(M) # R+ that
1
|n "|C"(D1(t, d ) _ D2(d )) (G+(z &z 0&*(t, z ))&G+(z &z 0&(t))) g(z ) dz n"
C1(M) sup
z

# C
|
C"(D1(t, d ) _ D2(d ))
&*(t, z

)&(t)&
_
(nj=1 &z
&z
 0
&*(t, z

)&n& j &z

&z
 0
&(t)& j)
|(z

&z
 0
&*(t, z

))2|n2 |z

&z
 0
&(t))2|n2
dM.
From (18) and elementary continuity arguments is now follows that there
exists :(d ) and C(M, g) # R+ such that:
(a) :(d ) |(z

&z
 0
&*(t, z

))2| 12|(z

&z
 0
&(t))2| 12 for each z

# C"
(D1(t, d ) _ D2(d )), and
(b)
1
|n &(t)& "|C"(D1(t, d ) _ D2(d )) (G+(z &z 0&*(t, z ))
&G+(z

&z
 0
&(t))) g(z

) dz

n"

C(M, g)
|n
&(t)&=
_|
C"(D1(t, d ) _ D2(d ))
nj=0 &z
&z
 0
&*(t, z

)&n& j &z

&z
 0
&(t)& j
&z

&z
 0
&(t)&2n :(d )n
dM.
Elementary continuity considerations also tell us that there is a function
;(d ) # R+ such that
|(z

&z
 0
&*(t, z

))2| 12;(d ) |(z

&z
 0
&(t))2| 12.
Moreover, elementary geometric considerations now tell us that if
d4C &(t)&1+=, then there are constants :, ; # R+ such that
|(z

&z
 0
&(t))2| 12: |(z

&z
 0
&*(t, z

))2| 12
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and
|(z

&z
 0
&*(t, z

))2| 12; |(z

&z
 0
&(t))2| 12
for all z

# C"(D1(t, d ) _ D2(d )). Consequently, there is a positive number
C1(M, g) such that
1
|n &(t)& "|C"(D1(t, d ) _ D2((d )) (G+(z &z 0&*(t, z ))
&G+(z

&z
 0
&(t))) g(z

) dz

n"

C1(M, g)
|n
&(t)&= |
C"(D1(t, d ) _ D2(d ))
1
&z

&z
 0
&(t)&n
dM,
for d4C &(t)&1+=.
Again, elementary continuity arguments and standard inequalities give
us that
|
C"(D1(t, d ) _ D2(d))
1
&z

&z
 0
&(t)&n
dMK log d,
for some constant K # R+. Consequently,
1
|n &(t)& "|C"(D1(t, d ) _ D2(d )) (G+(z &z 0&*(t, z ))
&G+(z

&z
 0
&(t))) g(z

) dz

n"

KC1(M, g)
|n
&(t)&= log 4C &(t)&1+=,
for d=4C &(t)&1+=. Moreover,
lim
t  0
&(t)&= log 4C &(t)&1+==0.
We may now observe that
1
|n &(t)& "|D1(t, d ) _ D2(d ) (G+(z &z 0&*(t, z ))&G+(z &z 0&(t))) g(z ) dz n"

C$
|n &(t)& \|D1(t, 16d ) &G+(z &z 0&(t))& &g(z )& dM
+|
D2(16d )
&G+(z

&z
 0
&*(t, z

))& &g(z

)& dM+ ,
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where C$ # R+ and d=4C &(t)&1+=. In turn, this expression is bounded
above by
2C"
|n
}
1
&(t)&
sup
z

# C
&g(z

)& 64C &(t)&1+=,
for some C" # R+. This expression tends to zero as t tends to zero. So, we
have shown that limt  0 sgn(t)((TM g(,(0))&TMg(,(t)))&,(0)&,(t)&)
exists and is equal to
1
|n |M"C \ limt  0 sgn(t)
(G+(z

&z
 0
&(t))&G+(z

&z
 0
))
&(t)& + g(z ) dz n
+
1
|n |E([&13, 13]n&1_[0]) _ E([&13, 13]n&1_[1])
_ :
n
j=1
G+(z

&z
 0
) g(z

) *j (z
) dz^j
+
1
|n |C G
+(z

&z
 0
) g*(0, z

)(z
) dz

n. (21)
The first two terms in expression (21) are restrictions to C of
holomorphic functions on C+. So in order to show that the term appearing
on the left-hand side of (21) is a continuous function, it is enough to show
that the integral
1
|n |C G
+(z

&z
 0
) g*(0, z

)(z
) dz

n
defines a continuous function on C1 . To do this, consider a point z
 1
# C1 "[z

]
and note that
" 1|n |C (G+(z &z 0)&G+(z &z 1)) g*(0, z )(z ) dz n"
C$ sup
z

# C
&g*(0, z

)(z
)& |
C
&G+(z

&z
 0
)&G+(z

&z
 1
)& dM,
for some constant C$. Using the inequality (20) it may be deduced, by
similar arguments to those used earlier in this proof, that
|
C"(B(z

0 , 4 &z

0&z

1 &) _ B(z

1 , 4 &z

0&z

1&)) & M
&G+(z

&z
 0
)&G+(z

&z
 1
)& dM
C(M) &z
 0
&z
 1
& log 4 &z
 0
&z
 1
&,
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for some constant C(M). Moreover,
lim
z

1  z

0
&z
 0
&z
 1
& log 4 &z
 0
&z
 1
&=0.
Also, by similar arguments to those used earlier in the proof, we have that
|
(B(z

0 , 4 &z

0&z

1&) _ B(z

1 , 4 &z

0&z

1&)
&G+(z

&z
 0
)&G+(z

&z
 1
)& dMC &z
 0
&z
 1
&
for some C # R+. It follows that 1|n C G
+(z

&z
 0
) g*(0, z

)(z
) dz

n defines a
continuous function on C, so on varying z
 0
and ,(t) we have that
lim
t  0
sgn(t)
(TMg(,(0))&TMg(,(t)))
&,(0)&,(t)&
defines a continuous function on M1 . It now follows that TMg(z 0
) is a
C 1-function on M1 . K
For each set C, M1 , satisfying the conditions appearing in the proof of
Theorem 12, we have that
" 1|n |M"C G+(z &z 0) g(z ) dz n"C1 supz

# M
&g(z

)& sup
z

1 # M
|
M
&G+(z

&z
 0
)& dM,
for some constant C1 # R+. We also have that
" 1|n |C G+(z &z 0) g*(0, z )(z ) dz n"
C2 sup
z

# M
&Dg(z

)& sup
z

1 # M
|
M
&G+(z

&z
 0
)& dM,
for some constant C2 # R+. Here, Dg(z
) denotes the derivative of g. It
follows from the homogeneity of G+(z

&z
 0
) that there is a constant
C3 # R+ such that for each CM satisfying the conditions appearing in
the proof of Theorem 12 we have
" 1|n |E([&13, 13]n&1_[0]) _ E([&13, 13]n&1_[1]) G+(z &z 0) g(z ) dz n"
C3 sup
z

# M
&g(z

)&.
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Consequently, we have:
Proposition 4. Suppose g: M  An(C) is a C 1-function, and
supz

# M1 &Dg(z
)&<. Then DTMg(z
) is a bounded function on M1 .
Corollary 1. Suppose g: M  An(C) is a Cr-function for some r # N,
and each derivative of g is bounded on M1 . Then TM g(z
) is a Cr-function on
M and each derivative of TMg is bounded on M1 .
Corollary 2. Suppose g: M  An(C) is a C -function, and each
derivative of g is bounded on M1 . Then TMg(z
) is a C -function on M and
each derivative of TM g is bounded on M1 .
When M1 is a domain lying in a real, n-dimensional vector subspace of
Cn, then Theorem 12, Proposition 4, and Corollaries 1 and 2 can all be
deduced by direct analogues of the proofs appearing in [6, 7], and else-
where.
Definition 12. Suppose that M is a manifold of type one. Then M is
called a simple manifold of type one if for each z
 0
# M1 there are C 1-func-
tions ,j, z

0
: (&12 ,
1
2)  M for j=1, ..., n, such that
(i) ,j, z

0
(0)=z
 0
,
(ii) ,j, z

0
(t)=z
 0
+*j (t) ej ,
where *j (t) # C.
Clearly, any manifold of type one lying in Rn is a simple manifold of type
one. Also, the set [*1 z(*1) e1+*2e2+ } } } +*nen : 0*j1 for 1 jn,
and z(*1) # C with Re z(*1){0] is a simple manifold of type one. Elemen-
tary constructions of simple examples like the previous one abound, so it
is easily seen that there are many examples of these kinds of manifolds
in Cn.
Suppose now that M is a simple manifold of type one, and g: M1  An(C)
is a C 1-function. Then from Theorem 12 we have that
& :
n
j=1
ej lim
t  0
g(z
 0
)&g(,z

0
(t))
*j (t)
is well-defined, and gives a C 0-function on M1 . For M, a manifold of type
one, let C 1(M1 , An(C)) denote the An(C)-module of An(C)-valued C 1-func-
tions on M1 , and C 0(M1 , An(C)) denote the An(C)-module of An(C)-valued
C 1-functions on M1 .
We are now ready to introduce intrinsic Dirac operators over simple
manifolds of type one.
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Definition 13. Given a simple manifold M of type one, the intrinsic
Dirac operator on M is defined to be the operator
DM : C 1(M, An(C)  C 0(M, An(C)): g(z 0
)
[ :
n
j=1
ej lim
t  0
( g(z
 0
)&g(,z

0
(t)))
*j (t)
.
If g(z

) is the restriction to M of some holomorphic function g+(z

), then it
may easily be observed that
DM g(z
)= :
n
j=1
ej
g+
zj
(z

) }M1 . (22)
Using Theorem 12, Proposition 4, and Corollary 1 we may now deduce:
Theorem 13. Suppose that M is a simple manifold of type one, and
g: M1  An(C) is a bounded C 1-function with a bounded derivative. Then for
each z
 0
# M1 we have
DMTMg(z 0
)=&g(z
 0
).
Proof. First, it may be observed that the integral
1
|n |M"C G
+(z

&z
 0
) g(z

) dz

n
defines a complex left-regular function on the domain C+, where C is the
set introduced in the proof of Theorem 12. It now follows from expression
(22) that
DMTMg(z 0
)=DM
1
|n |C G
+(z

&z
 0
) g(z

) dz

n.
From the proof of Theorem 12 we have that
DM
1
|n |C G
+(z

&z
 0
) g(z

) dz

n
=
1
|n |C "C Wz +(z ) G
+(z

&z
 0
) g(z

)&
1
|n |C #(z ) DM G
+(z

&z
 0
) g(z

) dz

n,
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where +(z

) and #(z

) # S 1C. Moreover, #(z

) tends to 1 as z

tends to z
 0
,
and +(z

) tends to 1 as C shrinks around the point z
 0
. Consequently, for
each =>0 we may choose C so that
" 1|n |C "C Wz (+(z )&1) G+(z &z 0) g(z )"<
=
2
and
" 1|n |C (#(z )&1) DMG+(z &z 0) g(z ) dz n"<
=
2
.
An elementary calculation gives us that
g(z
 0
)=
1
|n |C "C Wz G
+(z

&z
 0
) g(z

)&
1
|n |C DMG
+(z

&z
 0
) g(z

) dz

n. K
For the special case where g is the restriction to M of a holomorphic
function, then the previous result was deduced in [11].
A simple application of Stokes' theorem gives us:
Theorem 14. Suppose M is a simple manifold of type one, g: M  An(C)
is a continuous function which is C 1 on M1 , and DMg=0. Then for each point
z
 0
# M1 and each manifold N of type one lying in M with z
 0
# N1 , we have that
g(z
 0
)=
1
|n |N G
+(z

&z
 0
) Wz

g(z

).
Corollary 3. If g is as in Theorem 14, then g extends to a complex
left-regular function on M+.
We now want to extend our results over simple manifolds of type one to
more general manifolds of type one. First, let us consider the following
simple example.
Example 1. Let M=[*(cos %e1+i sin %e2), *2 e2 , ..., *nen : 0*j1 for
1 jn, and &?4<%<?4]. Then it may be observed that M is a
manifold of type one, but it is not a simple manifold of type one. We would
like to construct an operator
DM : C 1(M, An(C))  C 0(M, An(C))
such that if g # C 1(M, An(C)) is the restriction to M of some holomorphic
function g~ defined in a neighborhood of M1 , then
DMg(z
)=DC g~ (z
) | M1 . (23)
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If we place u=cos %e1+i sin %e2 , and we allow ug to denote the partial
derivative of g in the direction of u, then if g has a C 1-extension g$
to a neighborhood of M1 , we have that ug(z
)=(cos %(x1)+
sin %(y2) g$(z
) for each z

# M1 . Now as g~ is holomorphic, we have that

y2
g~ (z

)=i

x2
g~ (z

)
for each z

# M1 . So, (x1) g~ (z
=(1cos %)(u&i sin %(x2) g~ (z
). Conse-
quently, we may place
DM=
e1
cos % \u&i sin %

x2++ :
n
j=2
ej

xj
,
for this particular choice of M. It is now straightforward to deduce that
DM g(z
)=DCg~ (z
) whenever g has a holomorphic extension g~ .
From this simple example and the definition of a manifold of type one,
it is now straightforward to use the tangent bundle TM of a manifold M
of type one to introduce a differential operator
DM : C 1(M, An(C))  C 0(M, An(C)) (24)
which satisfies (23) for each g # C 1(M, An(C)) which extends to a holo-
morphic function in a neighborhood of M1 . Moreover, it is straightforward
to check that the operator (24) coincides with the intrinsic Dirac operator
that we have introduced over simple manifolds of type one. For this
reason, the operator DM is called an intrinsic Dirac operator over M.
Using the fact that DM satisfies expression (23), and simple properties of
the differential form Wz

over a manifold of type one, then the proof of
Theorem 13 is readily adapted to obtain:
Theorem 15. Suppose that M is a manifold of type one, and
g: M1  An(C) is a bounded C 1-function with a bounded derivative. Then for
each z
 0
# M1 we have
DMTMg(z 0
)=&g(z
 0
).
By similar arugments to those used to establish Theorem 14 and its
corollary we also have:
Theorem 16. Suppose M is a manifold of type one, g: M  An(C) is a
continuous function which is C 1 on M1 , and DMg=0. Then g extends to a
complex left-regular function on M+.
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Suppose now that a: M1  C is a bounded C 1-function. Then we can con-
sider the inhomogeneous intrinsic Dirac operator
DM, a : C 1(M, An(C))  C 0(M, An(C)): g [ DMg+(DM a) g. (25)
Using the results so far obtained in this section, it may be observed that the
results obtained earlier in this paper for the operator D+b(x) carry
through for the operator (25). From now on we shall restrict our attention
to the operator DM , even though our remaining results do straight-
forwardly extend to the inhomogeneous intrinsic Dirac operator (25).
Application for the Operator DM
We begin this section by taking a closer look at L2(M, An(C)). We first
establish:
Proposition 5. Suppose that f , g # L2(M, An(C)). Then
} |M Tr( f (z ) g*(z )) dz n }<+,
where TrZ denotes the identity component of Z # An(C), and
(z0+ } } } +z1, ..., ne1 } } } en)*=z0+ } } } +z1, ..., n(&1)n en } } } e1 .
Proof. First, we may observe that
} |M Tr( f (z ) g*(z )) dz n }"|M f (z ) g*(z ) dz n" .
As M is compact, it may be observed that there is a constant C # R+ such
that
"|M f (z ) g*(z ) dz n"C |M & f (z )& &g(z )& dM.
The result now follows from the CauchySchwarz inequality. K
From Proposition 5 we have that there is a well-defined quadratic form
Q: L2(M, An(C))_L2(M, An(C))  C: f , g [ |
M
Tr( f (z

) g*(z

)) dz

n. (26)
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This quadratic form is not an inner product for L2(M, An(C)). Indeed,
Q( f , f ) need not be real in general. The Hilbert space structure for
L2(M, An(C)) comes from the inner product
( , ): L2(M, An(C))_L2(M, An(C))  C: ( f , g)
: |
M
Tr( f (z

) g*(z

)) dM,
where Z *=z 0+ } } } z 1, ..., n(&1)n en } } } e1 , for Z=z0+ } } } +z1, ..., n e1 } } } en .
The boundedness of the integral appearing in expression (26) follows from
similar arguments to those used to establish Proposition 5. We now
deduce:
Proposition 6. Suppose that g # L2(M, An(C)) & C 1(M1 , An(C)), g has a
continuous extension to M, and
|
M
f *(z

) g(z

) dz

n=0
for all f # B2r(M, An(C)). Then there is a C
1-function h: M1  An(C) such
that
(i) DMh=g
and
(ii) limz

 z

0
h(z

)=0 for all z

# M1 and z
 0
# M.
Proof. As g is a C 1-function, we have from Theorem 15 that
g(z

$)=&DM TMg(z
$)
for each z

$ # M1 . Consequently,
|
M
f *(z

) g(z

) dz

n=&|
M
f *(z

) DMTMg(z
) dz

n. (27)
As g is a continuous function on M, we have that for each z
 0
# M and
each z

$ # M1
&TMg(z 0
)&TMg(z
$)&
&TB(z

0 , r) g(z 0
)&+&TB(z

$, r)g(z
$)&
+&TB(z

0 , r) g(z
$)&+&TB(z

$, r) g(z 0
)&
+&TM"(B(z

0 , r) _ B(z

$, r)) g(z 0
)&TM"(B(z

0 , r) _ B(z

$, r)) g(z
$)&.
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Using (27) and elementary estimates for &TB(z

0 , r) g(z 0
)&, &TB(z

$, r)g(z
$)&,
&TB(z

0 , r) g(z
$)& and &TB(z

$, r)g(z 0
)&, it follows that TMg(z 0
) has a continuous
extension to M. We also denote the extended function by TM g. Moreover,
it may be easily deduced that TMg is Lipschitz continuous on M. Conse-
quently, we may apply Stokes' theorem to the right-hand side of expression
(27) to obtain
|
M
f *(z

) g(z

) dz

n=&|
M
f *(z

) Wz

TM g(z
),
whenever f (z

) has a continuous extension to M, and f *(z

) DM=0.
We now consider the special case where f (z)=(1|n) G+(z
&z
 1
), and
N(z
 1
) & M=,. In this case, f *(z

)=&(1|n) G+(z
&z
 1
), and
1
|n |M G
+(z

&z
 1
) Wz

TMg(z
)
is well-defined. From the Plemelj formulae in Cn given in [13] and
Theorem 11, it now follows that as TM g is Lipschitz continuous, then
P.V.
1
|n |M G
+(z

&z

$) Wz

TM g(z
)=
1
2
TMg(z
)
for all smooth points z

$ on M. Again by the Plemelj formulae given in
Theorem 11 and [13], we have that
lim
z

$  z

1
1
|n |M G
+(z

&z

$) Wz

TMg(z
)=TM g(z 1
*)
for z

$ # M1 and for almost all z
 1
# M. On placing h(z

$)=TMg(z
$)&
(1|n) M G+(z
&z

$) Wz

TM g(z
), the result follows. K
For the special case where MRn, and M has a Liapunov boundary,
this result appears in [6, Ch. 3]. We now deduce:
Proposition 7. Suppose that MCn is a manifold of type one, and
h: M  An(C) is such that
(i) h(z

)=0 for all z

# M.
(ii) h extends to a complex harmonic function h+ on M+, or its
double covering (so, nj=1 (
2h+z2j )(z
)=0).
(iii) DC h
+(z

) has a continuous extension from M1 to M. Then h+ is
identically zero.
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Proof. By the complex extension of Green's formula [12], we have that
for each z
 0
# M1
h(z
 0
)=
1
|n |M G
+(z

&z
 0
) Wz

h(z

)&
1
|n |M H(z &z 0) Wz DCh
+(z

), (28)
where DC H(z
)=G+(z

). As h(z

)=0 on M, then expression (28) reduces
to
h(z
 0
)=&
1
|n |M H(z &z 0) Wz DC h
+(z

). (29)
Suppose now that M$ is an n-dimensional manifold of type one lying in M1 ,
and z
 0
# M1 $. Then as h+(z

) is a complex harmonic function, we have from
Stokes' theorem that
&
1
|n |M H(z &z 0) Wz DC h
+(z

)+
1
|n |M$ H(z &z 0) Wz DCh
+(z

)
=&
1
|n |M"M$ G
+(z

&z
 0
) DC h
+(z

) dz

n. (30)
On substituting (29) in (30) we obtain
h(z
 0
)+
1
|n |M$ H(z &z 0) Wz DCh
+(z

)
= &
1
|n |M"M$ (G
+(z

&z
 0
) DC h
+(z

) dz

n.
Consequently,
DC h(z 0
)+
1
|n
DC |
M
H(z

&z
 0
) Wz

DCh
+(z

)=0.
But
1
|n
DC |
M
H(z

&z
 0
) Wz

DCh
+(z

)=DCh
+(z
 0
),
as DCh
+(z

) is a complex left-regular function. Consequently,
2DCh(z 0
)=0.
As this is true for each z
 0
# M1 , we have that the extension of DCh
+(z

) to
M is identically zero. It now follows from (29) that h(z
 0
)=0 for all z
 0
# M1 .
Consequently, h+ is identically zero on M+. K
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When M is a subset of Rn, then the previous result can also be proved
using the maximum principle.
We have the following two corollaries to proposition 7:
Corollary 4. Suppose M, Cn, is a manifold of type one, and h1(z
)
and h2(z
) are complex harmonic functions on M+ which both have con-
tinuous extensions to the same function on M. Moreover, DC (h1&h2)(z
)
extends continuously to M. Then h1(z
)=h2(z
) for all z

# M+.
Corollary 5. Suppose M, Cn, is a manifold of type one, h1(z
) and
h2(z
) are complex harmonic functions on M+, and
(i) h1(z
)=h2(z
) for all z

# M1
(ii) DC(h1(z
)&h2(z
)) extends continuously to M.
Then h1(z
)=h2(z
) for all z

# M+.
Note. Using Corollary 5, the Riesz representation theorem may now be
applied to introduce an analogue of harmonic measure over M for each
manifold M of type one lying in Cn. This approach is a direct mimic of the
way in which harmonic measure is introduced over Dirichlet domains in
Rn. However, the lack, so far, of a maximum principle over M for general
M means that in order to obtain a bounded linear functional, one also
needs to restrict attention to the An(C)-module H(M1 , An(C)) of An(C)-
valued harmonic functions on M+ which not only have continuous exten-
sions to M, but also DC h(z
) has a continuous extension to M, for each
h # Hf (M1 , An(C)). In this case, Green's formula may be used to show the
boundedness of the desired functionals acting over this module. This
restriction seems to be somewhat artificial, and would easily be removed by
a proper maximal principle over each manifold M of type one.
Let C 1, *(M, An(C)) denote the An(C)-module of C 1-functions on M1
which have continuous extensions to M. Also, let W(M, An(C)) be the
An(C)-module of functions
g: M  An(C)
satisfying the following properties:
(i) g # C 1, *(M1 , An(C)),
(ii) for each g # W(M, An(C)) there is a function hg : M  An(C) such
that hg | M=0 and hg # C 1(M1 , An(C)).
Then from Propositions 6 and 7 we obtain:
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Theorem 17. Suppose that M is a manifold of type one. Then
L2(M, An(C)) & C 1, *(M, An(C))
=(B2r (M, An(C)) & C
1, *(M, An(C)))W(M, An(C)).
Moreover,
|
M
Tr( f (z

) g*(z

)) dz

n=0
for each f # B2r (M, An(C)) and each g # W(M, An(C)).
For the case where M is a subset of Rn, and An(C) is replaced by An ,
then an analogue of this theorem appears in [6, Ch. 3]. However, Theorem
17 differs from its Euclidean analogue because the Hilbert space inner
product over B2r (M, An(C)) is replaced by the quadratic form (26) over
general manifolds of type one. In the Euclidean setting, these two quadratic
forms coincide. It is also worth noting that the condition that the functions
appearing in Propositions 6 and 7, and Theorem 17 extend continuously
from M1 to M is not really necessary. Those results carry through if each
function on M1 extends to an essentially bounded function on M.
Theorem 17 enables us to introduce similar projection operators on
L2(M, An(C)) to those used in [6, Ch. 3]. We may now obtain the follow-
ing analogue of Dirichlet's problem:
Theorem 18. Suppose M is a manifold of type one, and g(z

) is an essen-
tially bounded function on M and is such that g has an extension to a
C 1-function on M1 . Then there is a unique complex harmonic function
h: M+  An(C) (or defined on the double cover of M+) such that
lim
z

 z

$
h(z

)=g(z

$)
for z

# M1 and almost all z

$ # M.
We also have:
Theorem 19. Suppose M is a manifold of type one, g # C 1(M1 , An(C))
and g has an essentially bounded extension to almost all M. Then there is
a C 2-function q: M1  An(C) such that
(i) &D2Mq(z
)=g(z

) for all z

# M1
and
(ii) limz

 z

$ q(z
)=0 for all z

# M1 and all z

$ # M.
From Theorems 18 and 19 we have:
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Theorem 20. Suppose M is a manifold of type one, and g(z

), q(z

) are
essentially bounded functions on M which have extensions to C 1-functions
on M1 . Then there is a function h: M1  An(C) such that
(i) &D2Mh(z
)=g(z

) for all z

# M1
and
(ii) limz

 z

$ h(z
)=q(z

$) for all z

# M1 and all z

$ # M.
This last result extends a classic result in Euclidean space [6, Ch. 4], to
the special types of totally real manifolds considered here. Using the results
developed earlier in this paper, we may see that Theorems 18, 19, and 20
all have straightforward extensions for the inhomogeneous intrinsic Dirac
operators described in the previous section.
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