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We study the problem of existence and calculation of directional derivatives of value functions 
in the nonlinear mathematical programming problems which depend on parameters. This is one 
of the important problems in the theory of mathematical programming with perturbations of pa-
rameters [1,2]. We obtain sufficient conditions for existence and explicit formulas for calculating 
the directional derivatives of the first and second orders, under weaker hypotheses than those 
traditionally assumed. 
We consider a mathematical programming problem ( )NLP x  depending on a parameter 
∈ nx R : 
→( , ) inf
y
f x y , 
0 }( ) { | ( , ) 0, , ( , ) 0,∈ = ∈ ≤ ∈ = ∈m i iy F x y R h x y i I h x y i I , 
where {1,..., }=I s , 0 { 1,..., }= +I s p , and all functions ( , ), ( , ) 1,...,=if x y h x y i p  are 
assumed to be twice continuously differentiable. 
For the multivalued mapping F  defined above by the constraints of ( )NLP x , we use the 
notation  
= ∈ ≠ ∅{ | ( ) },ndomF x R F x  = ∈ ∈{( , ) | ( ), }.ngrF x y y F x x R  
Consider the value function 
{ }ϕ = ∈( ) inf ( , ) | ( )x f x y y F x
 
and the solution set of the problem ( )NLP x  
{ }( ) ( ) | ( , ) ( )= ∈ =x y F x f x y xω ϕ , ∈ nx R . 
Fix a value 0 ∈x domF  of the parameter for the rest of the paper. We assume that the set 
0( )+x txω  is nonempty and uniformly bounded for all sufficiently small numbers 0≥t , that is 
there exist a number 0 0>t  and a bounded set 0 ⊂
mY R  such that 0 0( )+ ⊂x tx Yω  for all 
0[0, ]∈t t . 
In the sequel, for arbitrary chosen ∈x domF , ( )∈y F x , 0 0( )∈y F x  and x, y ∈
R × R
, we denote the pairs x, y, x, y and x, y by symbols z, z and z, respectively. 
Consider the Lagrange function 
( , ) ( ) , ( )= + 〈 〉L z f z h zλ λ , where 1( ,..., )= pλ λ λ , 1( ,..., )= ph h h . 
Following [2, 3] introduce the lower Dini derivatives of the multivalued mapping F at the point 
0z  in the direction x : 
( ) ( ) ( )= ∈ + + ∈ + ∀ >0 0 0; { | , 0}mDF z x y R y ty o t F x tx t  
( ) ( ) ( ){ }ν ν= ∈ + + + ∈ + ∀ >2 0 0 2 2 0, ; | , 0mD F z z x R y ty t o t F x tx t
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and the sets  
Γ = ∈ 〈∇ 〉 ≤ ∈ 〈∇ 〉 = ∈ =0 0 0 0 0 }( ; ) { | ( ), 0, ( ), ( ), 0, , ( , )m i iz x y R h z z i I z h z z i I z x y
Γ = ∈ 〈∇ 〉 + 〈 ∇ 〉 ≤ ∈
〈∇ 〉 + 〈 ∇ 〉 = ∈
2 0 0 2 0 2 0
0 2 0
0
1( , ; ) { | ( ), , ( ) 0, ( , ),
2
1( ), , ( ) 0, },
2
m
y i i
y i i
z z x v R h z v z h z z i I z z
h z v z h z z i I
 
where  
= ∈ 〈∇ 〉 =2 0 0 0( , ) { ( ) | ( ), 0}iI z z i I z h z z , = ∈ =0 0( ) { | ( ) 0}iI z i I h z , 
= ∈ 〈∇ 〉 + 〈 ∇ 〉 = ∀ ∈ Γ0 2 0 0 2 0 2 01( , ) { ( , ) | ( ), , ( ) 0, ( , ; )}
2
a
y i iI z z i I z z h z v z h z z v z z x
. 
The main idea of our paper is to propose a new regularity-like condition (see the definition be-
low) which allows to extend significuntly the known results [1] about differential properties of val-
ue functions. 
Definition 1. We say that the relaxed Mangasarian-Fromovitz condition in the direction x  
(briefly 
x
RMF ) holds at the point 0 0 0( , )= ∈z x y grF  iff 0( ; )Γ ≠ ∅z x  and the system of 
R
-vectors 
∇ 
∈ ∪ 
〈∇ 〉 
0
0
( )
, ( , )( ),
y i a
x i
h z
i I I z x
h z x
 
has constant rank near 0z . 
The next theorem gives us sufficient conditions for the directional differentiability of multiva-
lued mappings. 
Theorem 1. Let 
x
RMF  hold at the point 0z . Then 0 0( ; ) ( ; ) .= Γ ≠ ∅DF z x z x  
Definition 2. Let 0( ; )∈ Γy z x . We say that the relaxed second order Mangasarian-
Fromovitz condition at the point 0z  along the vector ( , )=z x y  in the direction x  (briefly,
2( )
x
RMF z ) holds iff 2 0( , ; )Γ ≠ ∅z z x  and the system 
∇ 
∈ ∪ 
〈∇ 〉 
0
0
( )
, ( , )( ),
y i a
x i
h z
i I I z z
h z x
 
has constant rank for all z  in some neighbourhood of the point 0z . 
Theorem 2. Let 0( ; )∈ Γy z x . If the condition 2( )xRMF z  holds at the point 0 0 0( , )=z x y  
along the vector ( , )=z x y  then 2 0 2 0( , ; ) ( , ; )= Γ ≠ ∅D F z z x z z x . 
Denote 0 0 2 0
1( , , ) ( ), , ( )
2
Φ = 〈∇ 〉 + 〈 ∇ 〉yz z v f z v z f z z . 
Theorem 3. Let 
x
RMF  and strong second order sufficient condition in the direction x  
(
x
SSOSC ) hold at all points 0 0 0( , )=z x y , where 0 0( )∈y xω . Then 
1) the function ϕ  is differentiable at the point 0x  in the direction x  and 
0 0 0 0 0 0
0 0 0
( ) ( ; ) ( ) ( )
( ; ) min min ( ), min max ( , ),
∈ ∈Γ ∈ ∈Λ
′ = 〈∇ 〉 = 〈∇ 〉
xy x y z x y x z
x x f z z L z x
ω ω λ
ϕ λ  
2) the following formula is valid 
0 0 * 0 2 0
2 0 0
( , ) ( ; ) ( , ; )
( ; ) inf inf inf 2 ( , , )
+
∈ ∈Γ ∈Γ
= Φ =
y x x y z x v z z x
D x x z z v
ω
ϕ  
0 0 * 0 2 0
2 0
( , ) ( ; ) ( , )
inf inf sup ( , ), ( , )( , ) .
∈ ∈Γ ∈Λ
= 〈 ∇ 〉zzy x x y z x z x
x y L z x y
ω λ
λ  
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Основная теорема арифметики гласит, что всякое натуральное число 
представить в виде произведения простых множителей:
где  – простые числа.
Разложение натурального числа на составляющие его простые множители называется 
факторизацией числа. В настоящий момент неизвестен такой алгоритм факторизации, к
торый мог бы разложить любое большое число на простые множители за полиномиал
ное время. Благодаря этому простые числа нашли широкое применение в криптографии. 
Например, RSA: для того, чтобы взломать данный шифр, нужно разложить большое чи
ло n, известное по открытому ключу, на простые множители, которых всего два. 
алгоритме RSA для генерации ключей требуется найти большие простые числа, что на 
сегодняшний день гораздо проще факторизации.
Небольшие простые числа из начала списка простых можно получить с помощью таких 
несложных алгоритмов, как решето Эратосфена, Сундарама или Аткина. Но на практике, 
как правило, нужны числа более высоких порядков. Тут на помощь приход
простоту – алгоритмы, проверяющие, является ли число простым. Но само число сначала 
нужно сгенерировать.  
Существует ряд чисел специального вида, простоту которых можно доказать эффе
тивными алгоритмами и за полиномиальное время:
Числа Мерсенна – самые большие из известных простых чисел, очень распространены 
благодаря существованию эффективного теста на простоту Люка
нечность таких чисел до сих пор не доказана. Их можно представить в виде
где – простое число. Замечание: простоты числа 
простоты числа Мерсенна. Для этого существует специальный алгоритм: тест Люка 
Лемера для чисел Мерсенна. Тест основывается на том, что простота числа 
собой простоту числа . Пусть 
последовательность: 
Тогда  простое тогда и только тогда, когда 
При реализации теста вычисляют не 
тет по экспоненте, а только их остатки от деления на 
s of optimization problems / J.F. Bonnans, A. Shapiro. 
ming problems with perturbations / B. Luderer, L. Minchenko, 
– 222 p. 
– 2011. – Vol. 21. – N 1. 
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