ABSTRACT. In this paper, it is proved that if B is a Boolean poset and S is a bounded pseudocomplemented poset such that S \ Z(S) = {1}, then Γ(B) ∼ = Γ(S) if and only if B ∼ = S. Further, we characterize the graphs which can be realized as zero divisor graphs of Boolean posets.
Introduction
Beck [2] introduced the concept of the zero divisor graph of commutative rings with unity to investigate the interplay between ring theoretic properties and graph theoretic properties. This concept is well studied in algebraic structures as well as in ordered structures such as rings, semigroups, lattices, semilattices, posets and qosets; see Anderson et.al. [1] , LaGrange [15, 16] , Lu and Wu [18] , Joshi and Khiste [12] , Nimbhorkar et.al. [21] , Halaš and Jukl [6] , Joshi [11] , Joshi, Waphare and Pourali [13, 14] and Halaš and Länger [9] .
One of the main problems in the theory of zero divisor graphs is the realization of zero divisor graphs. In [16] , LaGrange characterized graphs realizable as the zero divisor graphs of Boolean rings and in [18] , Lu and Wu considered this problem for general posets.
In this paper, it is proved that if B is a Boolean poset and S is a bounded pseudocomplemented poset such that S \ Z(S) = {1} then Γ(B) ∼ = Γ(S) if and only if B ∼ = S which essentially extends the results of Mohammadian [19] and LaGrange [15] . Further, we characterize the graphs which can be realized as the zero divisor graphs of Boolean posets.
Throughout this paper, P denotes a poset with the least element 0 and the greatest 1.
Zero divisor graphs of Boolean posets
We begin with necessary concepts and terminology in a poset P . Let A ⊆ P . The set A u = {x ∈ P : x ≥ a for every a ∈ A} is called the 
A poset P is said to be distributive if for all a, b, c ∈ P , {{a, b} u , c} = {{a, c} , {b, c} } u holds; see [17] . More details on distributive posets can be found in [24] .
An element y ∈ P is said to be a complement of x ∈ P , if {x, y} u = {x, y} u = P and P is said to be (uniquely) complemented if every element of P has a (unique) complement. The unique complement of x is denoted by x . A distributive complemented poset is called Boolean; see [7, 20] .
Let P be a uniquely complemented poset and A ⊆ P . Denote A = {a : a ∈ A}. We say that P satisfies the De Morgan laws if {{x, y} u } = {x , y } and {{x, y} } = {x , y } u for all x, y ∈ P ; see [3, 23] .
An element x * ∈ P is said to be the pseudocomplement of x ∈ P if {x, x * } = {0} and for y ∈ P , {x, y} = {0} implies y ≤ x * . A poset P is called pseudocomplemented if each element of P has the pseudocomplement; see [5, 22] . We use the notation B(P ) = {x ∈ P : x = x * * }; see [5, 20] .
An element x ∈ P is called a zero divisor if {x, y} = {0} for some 0 = y ∈ P . Let Z(P ) denotes the set of all zero divisors of a poset P . For a poset P with 0, we associate an undirected graph, called the zero divisor graph of P , denoted by Γ(P ) whose vertex set V (Γ(P )) consists of the non-zero zero divisors of P and two distinct vertices x, y are adjacent if and only if {x, y} = {0}; see Joshi [11] .
Let Γ be a graph and let v ∈ V (Γ). A vertex w ∈ V (Γ) is called a complement of v in Γ, if v is adjacent to w, and no vertex is adjacent to both v and w, i.e., the edge v − w is not an edge of any triangle in Γ. In such a case, we write v⊥w. Moreover, we say that Γ is complemented if every vertex has a complement. An end is a vertex that is adjacent to precisely one other vertex. The orthogonality relation "⊥" is used by Halaš [8] in different context. For more details, we refer to [8, 10] .
The following result due to Chajda [3] .
Ä ÑÑ 2.1º Let P be a uniquely complement poset. The following conditions are equivalent.
(1) x ≤ y implies y ≤ x for x, y ∈ P . 
Ì ÓÖ Ñ 2.4º If P is a Boolean poset then every vertex of Γ(P ) has the unique complement in Γ(P ).
P r o o f. Let g be any vertex in Γ(P ). As P is Boolean, g has the complement g in P , hence {g, g } = {0} and {g, g } u = {1}. Clearly, g and g are adjacent in Γ(P ). First, we show that g is a complement of g in Γ(P ). Assume on the contrary that there exists a vertex t ∈ V (Γ(P )) such that g − t − g − g is a triangle in Γ(P ). Hence {g, t} = {0} = {t, g } . By the distributivity of P , we have {0} = {{g, t} , {t, g } } u = {t, {g, g } u } = {t} , a contradiction to t = 0. Thus g is a complement of g in Γ(P ). Now, we show that g is the unique complement of g in Γ(P ). Suppose that s( = g ) is another complement of g in Γ(P ). This implies that {s, g} = {0}. Let s be the complement of s in P . We claim that {s , g } = {0}. Suppose on contrary that {s , g } = {0}. Then there exists (0 =) t ∈ {s , g } . But then s − g is an edge of the triangle t − s − g − t, a contradiction to the fact that s is a complement of g. Thus {s , g } = {0}. By Lemma 2.1, we get {s , g
. Therefore g is the unique complement of g in Γ(P ).
Ì ÓÖ Ñ 2.5º Let P be a pseudocomplemented poset with P \ Z(P ) = {1} and let every vertex of Γ(P ) has the unique complement in Γ(P ). Then P is Boolean. P r o o f. If Γ(P ) is an empty graph then Z(P ) = {0}. This together with P \ Z(P ) = {1} gives P ∼ = C 2 , where C 2 is the two element chain. Thus P is Boolean. So, we may assume that Γ(P ) is a non-empty graph. Hence, there exists a vertex g ∈ V (Γ(P )). As every vertex of V (Γ(P )) has the unique complement, g has the unique complement k ∈ V (Γ(P )) in Γ(P ). Since P is pseudocomplemented and {g, k} = {0}, we have k ≤ g * , where g * is the pseu-
Since k is the unique complement of g in Γ(P ), there exists t ∈ V (Γ(P )) such that t is adjacent to both g and g * , i.e., {t, g} = {0} = {t, g * } , which yields t = 0, a contradiction. Hence k = g * , i.e., g * is the unique complement of g for every g ∈ V (Γ(P )). Similarly, g * * is the unique complement of g * in Γ(P ). We claim that g = g * * . If g = g * * for some g ∈ V (Γ(P )) then g − g * − g * * is a path but g * * is the unique complement of g * in Γ(P ), therefore g − g * is an edge of a triangle, a contradiction. Hence g = g * * for every g ∈ V (Γ(P )). This yields that {0, 1} ∪ V (Γ(P )) = B(P ). By Theorem 2.3, B(P ) is the Boolean poset and consequently V (Γ(P )) ∪ {0, 1} = Z(P ) ∪ {1} = P is Boolean as well.
Remark 1º
We show that both the assumptions of Theorem 2.5 are necessary. For the lattice L depicted in Figure 1 
Ä ÑÑ 2.3º Let P be a Boolean poset and let S be a bounded pseudocomplemented poset such that S \ Z(S) = {1}. Then Γ(P ) ∼ = Γ(S) if and only if P ∼ = S.

P r o o f. Let Γ(P ) ∼ = Γ(S). Hence there is a graph isomorphism f : V (Γ(P )) → V (Γ(S))
. Define a map ϕ : P → S such that ϕ(a) = f (a), for all a ∈ V (Γ(P )), ϕ(0) = 0 and ϕ(1) = 1. Since f is an isomorphism, ϕ is bijective. To show that ϕ is a poset isomorphism, we need to show that ϕ satisfies the property that a ≤ b
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* where x * is the pseudocomplement of x in P . Suppose on the contrary that there exists
. Since x and x * are adjacent and f is a graph isomorphism, we have f (x) and f (x * ) are adjacent. Further,
* is a path in Γ(S). Since P is a Boolean poset, therefore by Theorem 2.4, every vertex of Γ(P ) has the unique complement in Γ(P ). Further, Γ(P ) ∼ = Γ(S) gives every vertex of Γ(S) has the unique complement. Hence f (x) has the unique complement in Γ(S). Thus f (
* is an edge of a triangle. If
. Now, we show that ϕ satisfies the property that a ≤ b in P if and only if ϕ(a) ≤ ϕ(b) in S. Clearly, ϕ satisfies the property for 0 and 1. So we consider a,
Hence ϕ is a poset isomorphism from P to S.
Remark 2º
If the poset P in Lemma 2.3 is pseudocomplemented but not Boolean then the assertion of the Lemma 2.3 need not be true. The posets P 1 and P 2 depicted in Figure 2 are bounded pseudocomplemented posets with
Ì ÓÖ Ñ 2.6º Let P 1 and P 2 be Boolean posets. Then Γ(P 1 ) ∼ = Γ(P 2 ) if and P r o o f. Let P 1 and P 2 be Boolean posets and Γ(P 1 ) ∼ = Γ(P 2 ). Since P 2 is a Boolean poset, we have P 2 is bounded pseudocomplemented poset with P 2 \ Z(P 2 ) = {1} and hence by Lemma 2.3,
As an immediate consequence of the above theorem is the following result which is due to LaGrange [15] .
ÓÖÓÐÐ ÖÝ 2.6.1 (LaGrange)º ( [15] ) Let P 1 and P 2 be Boolean algebras. Then
It is well known that there is a 1−1 correspondence between Boolean algebras and Boolean rings, see [4] . Thus as a consequence of Theorem 2.6, we obtain the following result due to Mohammadian [19] .
ÓÖÓÐÐ ÖÝ 2.6.2 (Mohammadian)º ( [19] ) Let P 1 and P 2 be Boolean rings.
Then Γ(P 1 ) ∼ = Γ(P 2 ) if and only if P 1 ∼ = P 2 . C(v 1 , . . . , v n ) . Clearly, distinct v, w ∈ V (Γ) satisfy v ∈ C(w) if and only if w ∈ C(v).
Ä ÑÑ
Let Γ be a non-empty (undirected) graph and ϕ : V (Γ) → V (Γ) be a bijection. Define ≤ ϕ on V (Γ) by r ≤ ϕ s if and only if r ∈ C(ϕ(s)). It is easy to prove that ≤ ϕ is a partial order on V (Γ) if and only if ϕ satisfies the following properties:
(1) The containment r ∈ C(ϕ(r)) holds for all r ∈ V (Γ).
(2) If r, s ∈ V (Γ) are distinct and r ∈ C(ϕ(s)), then s ∈ C(ϕ(r)).
Thus, we will say that the bijection ϕ is order inducing when above three properties are satisfied. Now, we characterize graphs which can be realized as zero divisor graphs of Boolean posets. (2) holds. To prove the converse, let Γ be a graph with an order inducing bijection ϕ : V (Γ) → V (Γ) which satisfies (1) and (2) . Let 0, 1 be any two distinct elements which do not belong to V (Γ) and set P = V (Γ) ∪ {0, 1}. Extend the map ϕ : P → P by letting ϕ(0) = 1 and ϕ(1) = 0. Define the relation ≤ on P by declaring 0 ≤ r ≤ 1 for all r ∈ V (Γ), and r ≤ s for all r, s ∈ V (Γ) if and only if r ≤ ϕ s. It follows that ≤ is a partial order on P .
As r ∈ C(ϕ(r)) for all r ∈ V (Γ) and ϕ satisfies the properties (1) and (2) we have C(r, ϕ(r)) = ∅, for every r ∈ V (Γ). First, we show that {r, ϕ(r)} u = P = {r, ϕ(r)} u for every r ∈ V (Γ). For, let (1 =)t ∈ {r, ϕ(r)} u . Then t ∈ V (Γ) and r, ϕ(r) ∈ C(ϕ(t)) and hence ϕ(t) ∈ C(r, ϕ(r)), a contradiction. Therefore {r, ϕ(r)} u = {1}. So {r, ϕ(r)} u = P . Similarly, we can show that {r, ϕ(r)} u = P . This gives ϕ(r) is a complement of r. We put ϕ(r) = r . Thus P is complemented. Now, we claim that the condition ( ) of Lemma 2.4, holds. Let r, s ∈ {0, 1}. Then obviously the condition ( ) holds. Therefore assume that r, s ∈ V (Γ) such that {r, s} = {0}. We claim that r ≤ ϕ(s) = s . For this, if we show that C(ϕ(r), ϕ(s)) = ∅ then by (2) , r ∈ C(s) = C(ϕ 2 (s)) and hence r ≤ ϕ(s) = s . Assume on the contrary that C(ϕ(r), ϕ(s)) = ∅. Therefore there is t ∈ V (Γ) such that t ∈ C(ϕ(r), ϕ(s)). Then t ∈ {r, s} and this gives t = 0, a contradiction. Therefore C(ϕ(r), ϕ(s)) = ∅.
