Abstract-This paper demonstrates the feasibility of an architecture that consolidates a number of deployed Passive Optical Network (PON) infrastructures into a long-reach, high-split ratio system which further increases equipment sharing between users. The demonstrated system allows the use of uncooled lasers with possible wavelength drift across a CWDM band (20 nm) with optical amplification and narrow optical filtering with no performance degradation. A complete study of potential implementations was performed with experimental results showing that a target performance of 10 −10 could be achieved over 120 km of standard fiber with transmitter wavelengths from 1542 to 1558 nm and DWDM backhaul wavelengths from 1520 to 1535 nm. This gives the potential to support up to 2560 users.
I. INTRODUCTION
P ASSIVE optical networks (PON) are a key technology to enable the development of an optical access network. Currently there are many versions of PON technology [1] , [2] . First developed by BT in the 1980s [3] the technology was furthered with the development of the Broadband PON to carry broadband data over 20 km to 32 customers at symmetrical data rates of up to 622 Mbit/s [4] . The IEEE has also developed a PON architecture as part of the Ethernet in the First Mile project [5] . Ethernet-PON (EPON) are capable of delivering Ethernet encapsulated data at a rate of 1 Gbit/s symmetrical with commercially available systems demonstrating 64 users over a range of up to 20 km [1] . However, the highest capacity standardised PON architecture is the Gigabit-PON standardised by the ITU-T, which is capable of operating at 2.5 Gbit/s symmetrical data rates, connecting up to 64 customers over 20 km [6] , although currently only lower rates (1.25 Gbit/s) in the upstream are commercially available. Traditionally PONs are connected to the core telecoms network through SDH rings which form the metro network. Large cost savings could be made by implementing a combined access/metro optical solution as proposed by the ACTS project PLANET [7] . The SuperPON concept was further refined with the development of a Long Reach Optical Access Network (LROAN) [8] . Both systems enable significant cost savings by implementing large split sizes, long-reach, high-speed optical access networks. PLANET [2] , developed in the late 90s, enabled 2048 customers to be connected over 100 km at 2.5 Gbit/s downstream and 311 Mbit/s upstream. LROAN provided similar reach (110 km) at 10Gbit/s symmetrical to 1024 customers. In developing these systems further there is a requirement that DWDM operation be implemented in the backhaul to increase the fiber efficiency. In the simplest implementation, this would require tunable lasers in the customer equipment with accurate wavelength locking or wavelengths supplied from the central office and modulated at the optical network unit (ONU) by a device such as a reflective SOA. Such techniques have been demonstrated recently in the EU project PIEMAN [2] . However, we suggest that significant savings could be made by using a technique that allows uncooled, wavelength variable sources to be used in the customers ONU while still enabling tight optical filtering to limit amplifier noise and support multiple wavelengths in the backhaul. Using a combination of a generalised local access PON and a wavelength converter, it is possible to create an optical access network which presents all of the advantages of PON, long reach access and DWDM.
In this paper, we experimentally demonstrate a 20 km Wavelength Converting Optical Access Network (WCOAN) with 100 km DWDM backhaul and 20 km PON distribution section. This enables uncooled lasers with wavelength drift across a CWDM band, to be used in a long-reach optical access network by implementing wavelength conversion prior to the DWDM backhaul. Section II describes the network architecture proposed, based on the concept of consolidating multiple existing PON architectures into a single integrated DWDM backhaul, with section III outlining the experimental set-up. Section IV demonstrates an integrated system of two SOA at the wavelength conversion point, and shows the possibility of consolidating PONs with 32 way splits. Section V extends this proof of concept by considering a system where the gain slope effects of the first SOA stage are reduced and increases the split size to 64 as well as demonstrating operation with two simultaneous channels. In section VI we demonstrate that with the addition of an amplification stage in the backhaul, it is possible to increase the number of ONUs on each PON to 128, thereby enabling a total of 2560 ONUs to be consolidated onto the 20 DWDM channels available.
II. ARCHITECTURE A major obstacle for the optical access network is the cost of the ONU installed at the customer premises [1] . Current PONs reduce this burden by using low cost uncooled transmitters in the ONU. However, this results in the transmission 0733-8716/08/$25.00 c 2008 IEEE wavelength being temperature dependant with a possible drift of ± 10 nm. As no components in either direction of standard PONs (EPON or GPON) are wavelength critical to less than ± 10 nm, the performance is unaffected. The inclusion of wavelength stable sources is currently needed both when multiple wavelengths are used to enable DWDM operation in the backhaul as well as when optical amplification is included to overcome the large amount of additional loss introduced by incorporating a large split and/or long fiber length, where optical filtering is used to reduce the effects of ASE. Hence, in long reach systems, more expensive, cooled transmitters are used to ensure stable wavelengths.
The concept of our proposed system is shown in Figure  1 . The inclusion of a wavelength converter means that drift of the transmitter wavelength has no effect on system performance as it is converted to a stable wavelength before the narrow-band filtering in the optical path. Via the wavelength conversion process, the network operator has complete control over the wavelength to which the original wavelength (pump wavelength) is converted.
The conversion to a stable wavelength has a major advantage; a number of PONs can be grouped together over the same backhaul fiber, the data from each PON being converted to a separate wavelength. This will reduce the overall cost per customer as the utilisation and efficiency of the backhaul fiber is increased allowing the cost to be spread over a larger number of customers. Therefore, with the incorporation of a wavelength converter, a high-split, long-reach optical access network combining both access and metro networks can be created from standard PON architectures and the existing metro backhaul, as illustrated in Figure 2 .
A number of wavelength conversion techniques are available. The main techniques used are derived from non-linear effects, namely: four wave mixing (FWM) [9] , [10] , cross phase modulation (XPM) [11] and cross gain modulation (XGM) [11] . The simplest technique for all optical wavelength conversion involves XGM. XGM can be performed by using the pump wavelength (which carries the data) to saturate an SOA along with a counter or co-propagating probe (CW) wavelength. The gain which the probe experiences is modulated by the pump wavelength causing the inverse of the data signal to be imposed onto the probe wavelength [11] . The simplicity of the XGM conversion is countered by a limited wavelength conversion range where the extinction ratio of the pump is maintained after transfer to the probe. Extinction ratio conservation can only be achieved when converting to a probe wavelength which is shorter than the pump wavelength [11] . Therefore, the performance of the system will be reduced if the pump is converted to a longer wavelength (e.g. 1550 nm to 1570 nm).
This reduction in extinction ratio can be explained by considering the dependence of SOA saturation power on wavelength due to the gain peak shift due to bandfilling. Increasing the signal power causes the SOA signal gain to saturate due to a reduction in the number of injected carriers. As a result of the decrease in carrier density, the gain peak shifts towards a longer wavelength in accordance with the reverse process of bandfilling [12] . The saturation input power will be lower for a longer wavelength due to the increased gain. Hence, when converting from a shorter to longer wavelength the extinction ratio is reduced as it is more difficult for a shorter wavelength to saturate the SOA. Secondly, the XGM conversion process always results in positive chirp [13] , which in turn results in increased pulse broadening during propagation through SSMF. Positive chirp in the converted signal (Probe wavelength) is due to phase modulation, which is caused by changes in refractive index as a direct result of the carrier density modulation [14] . Hence, the propagation distance of the converted signal is limited by the positive chirp.
III. EXPERIMENTAL ARCHITECTURE
The experimental, upstream, dual fiber architecture of the long reach WCOAN is shown in Figure 3 . The focus was on the upstream transmission as it presents the most difficulties due to the cost sensitivity of the ONU. In the distribution section, a single fiber infrastructure which follows the GPON standard was represented by a 20 km of fiber (SSMF, α = 0.25 dB/km, Dispersion = 16 ps/nm.km) and an optical attenuator were used to represent the attenuation inherent in the optical splitter. An insertion loss of 3.5 dB per 2 way split was assumed with the additional 0.5 dB added to account for non-ideal device construction. For example, the insertion loss equivalent to a 32 way split is 17.5 dB (32 = 2 5 ; 3.5 x 5 = 17.5 dB). In the experiment the ONU transmitter consisted of a tunable laser with an external MZ modulator operating at 2.5 Gbit/s to simulate the possible wavelength drift of an uncooled, directly modulated ONU transmitter which would be mandated in a commercial realization. The transmitter had an output power of 2 dBm with an extinction ratio of 10 dB which complies with the GPON standard. The transmitter wavelength was 1550 nm ± 10 nm, following the wavelength plan suggested previously for long reach optical access networks [15] . As in previous systems, a dual fiber backhaul would be used to avoid any wavelength overlaps between the upstream and downstream channels [8] . This may also reuse existing fiber pairs; for example those installed to provide SDH backhaul to current systems. After propagation through the PON distribution section the data signal was transferred to the probe wavelength in the XGM wavelength converter. The probe wavelength was supplied by a CW DWDM laser. Exact details of the wavelength converter will be given in the subsequent sections.
Directly after the wavelength converter was the backhaul section. The converted signal, at the probe wavelength, was wavelength multiplexed into a 100km SSMF backhaul through an arrayed wavelength grating (AWG). A second AWG was positioned immediately after the backhaul fiber to filter each channel to the correct Optical Line Terminal (OLT). The OLT was formed of a 2.5 Gbit/s avalanche photodiode (APD) receiver with sensitivity of -31 dBm at BER=10 −9 . The AWGs had 20 channels with 100 GHz spacing, allowing DWDM to be implemented in the backhaul.
IV. INITIAL SYSTEM EXPERIMENT
The first implementation used two SOAs in the wavelength conversion unit: one acting as a pre-amplifier to boost the power of the incoming signal to a point where it was possible to saturate the second SOA, which performed the conversion. The use of two SOAs is ideal as it creates a device that is tolerant to bursty data and that could be integrated, if required.
A. Experimental Setup
The first experimental setup to be analysed used the general architecture presented in Figure 3 . As the XGM wavelength conversion process relies on SOA gain saturation, an SOA preamplifier stage was required to ensure there was sufficient optical signal power to saturate the SOA acting as the wavelength converter, as depicted in Figure 4 . To improve the performance of the XGM wavelength conversion process, a CWDM optical filter (20 nm, λ = 1550 nm) was used to reduce SOA saturation through amplified spontaneous emission (ASE). The probe wavelength (1533.47 nm), which the signal was converted to, was supplied by a CW laser, injected into the wavelength converter in the counter propagating direction relative to the data signal (pump wavelength). The signal on the converted wavelength was then coupled out of the wavelength converter through a 2x2 coupler.
B. Experimental Results
To assess the performance, a number of experimental tests were carried out. For each test, the optical carrier was modulated with a continuous, NRZ, 2 23−1 PRBS with the optical attenuator set to simulate the splitter loss. Figure 5 shows the BER performance for each wavelength, as the split size increases. The system performance was then measured by varying the split size through adjustments of the variable attenuator, which simulates the splitter in each PON.
The results presented in Figure 5 confirmed that it was possible to achieve the GPON target performance of BER=10 −10 for individual 32 way splits over 120 km, using 20 channel AWGs. At the input to the XGM wavelength converter, after the distribution section consisting of an optical splitter and 20 km of SSMF, the 2 dBm ONU transmitter power was attenuated to -20.5 dBm. To ensure that the best possible performance was achieved for all wavelengths, the optimum probe power was measured. The tunable source, (P = 2 dBm, ER = 10 dB) was tuned to three wavelengths (1542, 1550 and 1558 nm) to represent possible wavelength drift of the ONU transmitter across a CWDM band centered at 1550 nm. Based on these results a maximum split size of 32 was found. For each wavelength, the optimum probe power was determined by measuring the system performance as the probe power was varied. Figure 6 shows that the optimum is different for all three wavelengths. A probe power of P P robe = -5.5 dBm was chosen as the optimum as it will allow each wavelength in the CWDM band to operate with a performance better than BER=10 −10 .
C. Discussion
In all of the experimental results, it was clear that the performance of the 1558 nm signal was worse than the other wavelengths due to the wavelength dependency of the SOAs used in the experiment. As the input power to the pre-amplifier SOA was -20.5 dBm for all wavelengths, the pre-amplifier operated in its linear region. The gain peak of the SOA was situated at ∼1480 nm, which resulted in a lower gain at 1558 nm than 1542 nm due to the negative gradient of the SOA gain profile. At 1558 nm, the signal present at the input of the wavelength converting SOA was 2.7 dB less than the 1542 nm signal. A lower input power to the wavelength converter resulted in a less efficient conversion due to the dependence of the XGM process on saturating the second SOA [11] . Due to bandfilling effects, the gain peak of the SOA was shifted to a higher wavelength which increased the saturation power of the SOA at longer wavelengths [12] . Therefore, a higher input power was required at 1558 nm to saturate the SOA, which reduced the quality of the XGM conversion resulting in a reduced performance. Hence, the reason for reduced performance at 1558 nm is twofold; reduced gain in the pre-amplifier SOA and increased saturation power in the wavelength conversion SOA. However, it must be noted that the GPON target performance of BER=10 −10 can still be achieved.
V. SYSTEM OPERATION WITH INCREASED GAIN FLATNESS
To investigate the potential performance with variable and flattened gain the SOA pre-amplifier was replaced with an EDFA which had a flatter gain profile in the 1550 nm wavelength region. The deficiencies in system performance due to low gain at 1558 nm were significantly reduced due to a much stronger signal present at the input to the XGM wavelength converter e.g. at 1558 nm P OUT EDF A = 7.1 dBm and P OUT SOA = -1.44 dBm. This resulted in an improved wavelength conversion, as illustrated by the eye diagrams of the converted signals at the output of the wavelength converter shown in Figure 7 . The extinction ratios were 5.13 dB and 6.56 dB for the SOA and EDFA respectively. Figure 8 shows the performance when two channels were operated simultaneously. Each channel consisted of an individual PON with a XGM wavelength converter in the distribution section and a common DWDM backhaul. For each channel, the ONU wavelength was fixed at 1550 nm and modulated with a continuous, NRZ, 2 31−1 PBRS. The probe wavelengths were 1531.90 nm and 1533.47 nm for PON 1 and PON 2 respectively. Each probe power was optimized individually to enable each wavelength converter to operate with the lowest possible pump signal power. The optimum probe powers were -0.9 dBm and -2.7 dBm for PON 1 and PON 2 respectively, which can be attributed to differences in the EDFA preamplifiers used in each PON. The performance of each PON was analyzed by varying the split size through adjustments of the variable attenuator which simulated the split in each PON. As the split reduces, the input power to the SOA increases, driving the SOA beyond the optimum saturation which degrades the converted signal [11] . Optimization of the probe power would allow the network operator to control the performance from the central office, with a resolution of the order of only a dB necessary to given improved performance. It was possible to achieve performance of BER=2 x 10 −11 , in excess of the GPON target of BER=10 −10 , for individual 64 way splits over 120 km, using 20 channel AWGs. It is important to note that the system performance was measured without the use of forward error correction (FEC). If ReedSolomon (255,239) FEC were to be used, as specified in the GPON standards, the pre-FEC performance BER for target performance (BER = 10 −10 ) would be reduced to BER = 2.9 x10 −4 [15] . This would allow the individual GPON split sizes to be increased to 128. Hence, the total system capacity would be potentially 2560 ONUs.
A. Results and Discussion
The ability of the WCOAN to cope with wavelength drift of the source laser in the ONU was demonstrated using the same procedure as before, giving the results shown in Figure 9 . A penalty of 0.8 dB exists between 1542 nm and 1550 nm with a larger penalty of 1.2 dB between 1550 nm and 1558 nm. Although the gain profile of the EDFA was flatter than that of the SOA some penalties still remain due to the gain slope. At 1542nm, the output power of the EDFA was 3.25 dB greater than the output power at 1558 nm. This resulted in better XGM wavelength conversion at 1542 nm due to deeper gain saturation in the SOA. However, the Comparison of eye diagrams for the converted signal after the wavelength converter when using an SOA and EDFA pre-amplifier. Both eyes are recorded on a 50µV/div scale. Fig. 8 .
Two channels operating simultaneously across WCOAN. Both channels achieve better than BER=10 −10 with individual 64 way splits giving a potential split of 1280 or 2560 with FEC.
wavelength dependency of the SOA reduces the penalty. At 1558 nm, a higher output power (6.6 dBm) was possible than at 1542 nm (4.2 dBm), due to increased SOA saturation powers at longer wavelengths. The penalty between wavelengths was therefore reduced as a greater optical signal power was present at the receiver; −25.7 dBm @ 1558 nm compared with −28.1 dBm @ 1542 nm.
VI. 128 SPLIT WITH AMPLIFIED BACKHAUL
Up to this point, all of the system improvements have been made through modifications to the wavelength converter. The network backhaul is another area where performance enhancements can be achieved. After the wavelength converter the signal was subject to 35 dB of attenuation in the backhaul section due to fiber loss (25 dB) and insertion losses in the AWGs (5 dB each). An avalanche photodiode (APD) was used in the OLT to recover the optical signal. Further improvements in the receiver sensitivity were made by using an optical amplifier to overcome the loss in the backhaul and AWG. Typically, the benefits of the avalanche gain within an APD are negated when pre-amplified by an optical amplifier. However, here it is placed before the AWG to provide gain as the system is currently limited by noise from the photodiode due to the long backhaul and AWG loss; improving the sensitivity of the receiver and hence the system performance. 
A. Experimental Setup
The modified system architecture is depicted by Figure  10 , where an SOA is placed after the backhaul fiber. In this configuration the second AWG will also act as an ASE filter at the receiver. In this particular setup the wavelength converter uses an SOA pre-amplifier as in the system shown in Figure  4 .
B. Experimental Results
The experimental procedure used to determine whether the performance of the system with amplified backhaul was the same as in the previous sections. Initially, the optimum probe power was determined to be -26 dBm when using a backhaul wavelength of 1530.04 nm. Figure 11 shows how the optimum probe power enabled the system to operate with a performance better than BER = 10 −10 for a split ratio of 128 across a CWDM band centred at 1550 nm. The performance variation with wavelength corresponds to the wavelength dependency of the SOA identified in Section IV. An increase to 256 way split PONs would be possible when using an EDFA pre-amplifier in the wavelength converter. However, the benefit of using two SOAs is that both devices can be integrated into the same package which creates a much more compact solution. The dynamic range of the system is shown in Figure 12 . The dynamic range of the system defines the range of pump signal power over which the target performance of BER=10 −10 can be maintained. Out of the three wavelengths used to simulate the CWDM band centred on 1550 nm, the minimum dynamic range of 11.6 dB was achieved for 1542 nm wavelength. Due to the wavelength dependency of the SOAs the longer wavelengths have less gain. This enables the shorter 1542 nm wavelength to operate with a larger split size. However, higher gain means that the zero level signal will begin to saturate the wavelength converter at lower input power. Saturation of the SOA by the zeros would result in a reduced extinction ratio in the converted signal and hence reduced performance. For longer wavelengths, lower gain means that zero saturation of the SOA is limited, which leads to a larger dynamic range. At 1558 nm, it was not possible to measure the dynamic range due to power limitations i.e. it was not possible to achieve the signal power required for the zero level SOA saturation, indicating that it was in excess of 15 dB.
In a deployed system, numerous DWDM probe wavelengths would be used to carry the data from numerous PON distri- bution sections connected to the common backhaul through wavelength converters. To ensure that the target BER of 10 −10 , can be achieved at different backhaul wavelengths, the system performance was measured at using probe wavelengths of 1520.25 nm and 1535.04 nm which provided 20, 100 GHz spaced channels. Modifications were made to the experimental set-up to allow tunability of the backhaul wavelengths i.e. the AWGs were replaced with 100 GHz optical filters. Additional attenuation of 35 dB was included to ensure that the total backhaul attenuation was consistent with the previous experimental setup. It was assumed that the best performance would be achieved when the optical filter centre frequency was perfectly aligned with the backhaul wavelength, as the maximum optical signal power would be present at the receiver. However, this was not the case. Figure 13 shows that the best system performance occurs when the optical filter prior to the receiver is detuned from the centre wavelength by -110 GHz ± 5 GHz (-0.9 nm ± 0.04 nm).
The reason for this can be explained as follows: driving an SOA into saturation induces phase modulation due to carrier density changes [16] . In the XGM wavelength conversion process different levels of saturation are achieved for ones and zeros in order to modulate the gain of the SOA. This results in a frequency difference between the ones and zeros in the signal frequency spectrum. By detuning the optical filter, it is possible to use the filter to remove the zero component of the signal [17] . Hence, the extinction ratio of the signal is increased resulting in a performance increase. To take advantage of the performance increase the optical filters in the subsequent results are detuned by -110 GHz.
As in the previous sections, wavelength drift of the ONU transmitter across a CWDM band centred at 1550 nm, was simulated by using three test wavelengths, 1542, 1550 and 1558 nm. An attenuator placed prior to the receiver was used to adjust the received optical power in 1 dB steps. The optimum probe powers were determined to be -9 dBm and -7.5 dBm for the 1535.04 nm and 1520.25 nm probe wavelengths respectively. The difference between the two optimum probe powers can be attributed to the wavelength dependency of the SOA devices used. The peak gain of the SOA devices used was at 1480 nm. Hence, the small signal gain of the device increased as the wavelength decreases. Therefore, at 1520.25 nm the device had a higher gain and required more power from the pump/probe combination so that the device could be saturated ensuring successful wavelength conversion through the XGM process.
The main conclusion taken from the system performance results at the two extremes of backhaul wavelengths, given in Figure 14 and Figure 15 was that the target BER of 10
−10
was achievable with wavelength drift across a CWDM band across backhaul wavelengths from 1520.25 nm to 1535.04 nm. Subtle differences between the system performance at the ONU test wavelengths for each backhaul wavelength do exist. These differences can be attributed to the choice of probe wavelength. For the 1535.04 nm case, Figure 14 shows that at probe powers close to the optimum power the performance of the 1542 and 1550 nm wavelengths is very similar, which is also reflected in Figure 14 . In Figure 15 the performance of all three wavelengths are evenly spaced. Therefore, it can be concluded that the differences in performance at wavelengths in the ONU transmitter CWDM band can be controlled through the choice of probe power.
The results of the wavelength drift in the distribution section against received power were similar for both backhaul wavelengths. Figure 14 and Figure 15 show that the target performance of BER = 10 −10 was achieved across the 1520.25 nm to 1535.04 nm wavelength band chosen for the DWDM upstream backhaul wavelengths.
VII. CONCLUSIONS
In this study we have demonstrated experimentally a range of architectures that can consolidate a number of PONs with unstable wavelengths into a long-haul WDM backhaul using all optical techniques. It has been shown that although attractive from an integration perspective, the use of two SOA in the wavelength conversion stage has limitations due to the inherent gain slope of the devices. This limits the split size of the consolidated PONs to 32 users. Application of the EDFA shows an improvement in the potential split to at least 64 ports. With the addition of amplification in the backhaul section, Fig. 15 .
System performance when converting the distribution section wavelengths to a backhaul wavelength of 1520.25 nm.
the system can support split sizes of 128 which demonstrates that potentially 2560 ONUs could be supported by a single backhaul fiber with low-cost, uncooled laser sources at the customer premises.
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