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GEOMETRIC DESCRIPTION OF C-VECTORS AND REAL LO¨SUNGEN
KYU-HWAN LEE⋆ AND KYUNGYONG LEE†
Abstract. We propose a combinatorial/geometric model and formulate several conjectures to
describe the c-matrices of an arbitrary skew-symmetrizable matrix. In particular, we introduce
real Lo¨sungen as an analogue of real roots and conjecture that c-vectors are real Lo¨sungen given
by non-self-crossing curves on a Riemann surface. We investigate the rank 3 quivers which are
not mutation equivalent to any acyclic quiver and show that all our conjectures are true for these
quivers.
1. Introduction
Let Q be a quiver with n vertices and no oriented cycles of length ≤ 2. The most basic invariant
of a representation of Q is its dimension vector. By Kac’s Theorem [14], the dimension vectors of
indecomposable representations of Q are positive roots of the Kac–Moody algebra gQ associated
to the quiver Q.
When Q is acyclic, a representation M of Q is called rigid if Ext1(M,M) = 0, and the
dimension vectors of indecomposable rigid representations are called real Schur roots as they are
indeed real roots of gQ. In the category of representations of Q, rigid objects are foundational.
Therefore an explicit description of real Schur roots is essential for the study of the category,
and there have been various results related to description of real Schur roots of an acyclic quiver
([3, 12, 13, 22, 23, 26]).
In a previous paper [16], the authors conjectured a correspondence between real Schur roots of
an acyclic quiver and non-self-crossing curves on a marked Riemann surface and hence proposed
a new combinatorial/geometric description. Recently, Felikson and Tumarkin [8] completed a
proof of the conjecture for all 2-complete acyclic quivers. (An acyclic quiver is called 2-complete
if it has multiple edges between any pair of vertices.)
Now, when Q is general, it is natural to consider the c-vectors of Q as dimension vectors of
rigid objects. Indeed, when Q is acyclic, the set of positive c-vectors is identical with the set of
real Schur roots [18]. For an arbitrary quiver Q, a positive c-vector is the dimension vector of a
rigid indecomposable representation of a quotient of the completed path algebra. The quotient
was introduced by Derksen, Weyman and Zelevinksy [6], and is called a Jacobian algebra. Thus
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c-vectors naturally generalize real Schur roots in this sense, though they are not necessarily real
roots of the corresponding Kac–Moody algebra.
Originally, c-vectors (and c-matrices) were defined in the theory of cluster algebras [9], and
together with their companions, g-vectors (and g-matrices), played fundamental roles in the study
of cluster algebras (for instance, see [6, 10, 11, 17, 20]). As a cluster algebra is defined not only
for a skew-symmetric matrix (i.e. a quiver) but also for an arbitrary skew-symmetrizable matrix,
one can ask:
Can we have a combinatorial/geometric description of the c-vectors (and c-matrices)
of a cluster algebra associated with an arbitrary skew-symmetrizable matrix?
In this paper, we propose a conjectural, combinatorial/geometric model for c-matrices associated
to an arbitrary skew-symmetrizable matrix, which extends our model from the acyclic case [16, 8].
Our proposal is based on the following observation.
Even in the non-acyclic case, the c-vectors behave the same way as real Schur
roots do if we introduce a broader class of generalized Cartan matrices.
We will introduce the notion of real Lo¨sungen as an analogue of real roots to explain this property
of the c-vectors systematically.
When a skew-symmetrizable matrix is acyclic, it is natural to consider the corresponding
generalized Cartan matrix. For a general skew-symmetrizable matrix, we need to consider a
broader class of matrices. Generalized intersection matrices (GIMs)1 were introduced by Slodowy
[25, 24]. A GIM is a square matrix A = (aij) with integral entries such that
(1) for diagonal entries, aii = 2;
(2) aij > 0 if and only if aji > 0;
(3) aij < 0 if and only if aji < 0.
Since we are more interested in cluster algebras associated with skew-symmetrizable matrices,
we restrict ourselves to the class of symmetrizable GIMs. This class contains the collection of all
symmetrizable generalized Cartan matrices as a special subclass.
Definition 1.1. Let A = (aij) be an n × n symmetrizable GIM, and D = diag(d1, . . . , dn) be
the symmetrizer, i.e. the diagonal matrix such that di ∈ Z>0, gcd(d1, . . . , dn) = 1 and AD is
symmetric. Let Γ =
∑n
i=1 Zαi be the lattice generated by the formal symbols α1, · · · , αn.
(1) An element γ =
∑
miαi ∈ Γ is called a Lo¨sung if
(1.2)
∑
1≤i,j≤n
djaijmimj = 2dk for some k = 1, . . . , n.
(2) A Lo¨sung is positive if mi ≥ 0 for all i. Each αi is called a simple Lo¨sung.
1Some authors call them quasi-Cartan matrices. For example, see [1].
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(3) For each i = 1, . . . , n, define si ∈ GLZ(Γ) by
si(αj) = αj − ajiαi, j = 1, . . . , n,
and let G be the group generated by s1, . . . , sn.
(4) A Lo¨sung γ is real if γ = gαi for some g ∈ G and some i = 1, ..., n.
(5) When A is symmetric, a positive real Lo¨sung is Schur if (m1, ...,mn) is the dimension
vector of some rigid indecomposable module M of the Jacobian algebra J(Q(A),W ) of
the quiver Q(A) over a field k with generic potential W such that EndJ(Q(A),W )(M) = k.
If A is a generalized Cartan matrix, then real Lo¨sungen (resp. real Schur Lo¨sungen) are the
same as real roots (resp. real Schur roots) of the Kac–Moody algebra associated with A. We
expect that, for each symmetrizable GIM, there exists a Lie algebra for which real roots can be
defined and are compatible with real Lo¨sungen, but we do not yet know which Lie algebra would
be adequate. Some related works can be found in [1, 2, 4, 5, 21, 24, 25, 27].
Fix an n × n skew-symmetrizable matrix B and let D = diag(d1, . . . , dn) be its symmetrizer
such that BD is symmetric, di ∈ Z>0 and gcd(d1, . . . , dn) = 1. Consider the n × 2n matrix[
B I
]
. After a sequence w of mutations, we obtain
[
Bw Cw
]
. The matrix Cw is called the
c-matrix and its row vectors the c-vectors. There is a set GB of at most 2n! symmetrizable GIMs
associated with B. For each sequence of mutations and every symmetrizable GIM in GB , we
define (see Definition 2.6)
(1) an n-tuple R of reflections;
(2) an n-tuple of ℓ-vectors, each of which is a real Lo¨sung; the resulting matrix is called the
ℓ-matrix ;
(3) and an n-tuple U of admissible curves which are in one-to-one correspondence with the
ℓ-vectors.
Then we conjecture as follows:
Conjecture 1.3.
(1) the product of reflections in R (in some order) is equal to s1...sn;
(2) the ℓ-matrix equals the c-matrix for some symmetrizable GIM A ∈ GB;
(3) the admissible curves in U have no (neither self nor pairwise) intersections;
(4) and if B is skew-symmetric (equivalently D is the identity matrix), then the positive
ℓ-vectors are real Schur Lo¨sungen for the same GIM A.
In particular, we conjecture that
CB ⊂
⋃
A∈GB
LA
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where CB is the set of (positive) c-vectors of B and LA is the set of real Lo¨sungen of A given
by non-self-crossing admissible curves. By construction, admissible curves do not distinguish
positive c-vectors from negative ones since the difference is merely an isotopy.
This conjecture extends our conjecture in [16] from acyclic quivers to arbitrary skew-symmetrizable
matrices. In this paper we prove Conjecture 1.3 for the rank 3 quivers which are not mutation
equivalent to any acyclic quiver. The proof can be modified to work for a bigger class of rank
3 skew-symmetrizable matrices, but we do not attempt to do so in this paper for simplicity of
notations.
Remark 1.4. Conjecture 1.3 (4) follows from Conjecture 1.3 (2). See Proposition 2.17.
1.1. Example. To illustrate our conjecture, we present an example. Consider the symmetriz-
able matrix B =

 0 3 −3−2 0 2
2 −2 0

 with the symmetrizer D = diag(3, 2, 2), and the sequence of
consecutive mutations at indices 2, 3, 2, 1, 2:
[
B I
] [2,3,2,1,2]
−−−−−−−−−→


0 −3 9 5 18 15
2 0 −4 −2 −7 −6
−6 4 0 0 −2 −1


Thus we have obtained three c-vectors (5, 18, 15), (−2,−7,−6) and (0,−2,−1).
We take a GIM A with the same symmetrizer D and compute AD as follows:
A =

 2 −3 3−2 2 −2
2 −2 2

 , AD =

 6 −6 6−6 4 −4
6 −4 4

 .
In accordance with (1.2), define a quadratic form by
q(x, y, z) = 6x2 + 4y2 + 4z2 − 12xy − 8yz + 12zx.
Then we have
q(5, 18, 15) = 6, q(−2,−7,−6) = 4, q(0,−2,−1) = 4.
Thus all three c-vectors are Lo¨sungen for A.
From Definition 2.6, we obtain three reflections
sv1 = s3s2s1s2s3s2s3s2s1s2s3s2s3s2s1s2s3, s
v
2 = s3s2s1s2s3s2s3s2s1s2s3, s
v
3 = s2s3s2,
where v is the mutation sequence [2, 3, 2, 1, 2]. Since sv3s
v
2s
v
1 = s1s2s3, the part (1) of Conjecture
1.3 is verified for this example. The corresponding ℓ-vectors are, by Definition 2.6,
λv1 = s3s2s1s2s3s2s3s2(α1) = (5, 18, 15),
λv2 = −s3s2s1s2s3(α2) = (−2,−7,−6), λ
v
3 = −s2(α3) = (0,−2,−1).
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Thus the ℓ-matrix


5 18 15
−2 −7 −6
0 −2 −1

 equals the c-matrix, and the part (2) of Conjecture 1.3 holds.
Finally, we draw the corresponding admissible curves on the universal cover of a triangulated
torus to see that they have no intersections. The shortest curve corresponds to sv3 , and the longest
one to sv1 .
This verifies the part (3) of Conjecture 1.3 for this example.
1.2. Organization of the paper. In Section 2, our conjecture will be presented in a more
refined way after all necessary definitions are made, and some properties of ℓ-vectors will be
proven. In the following section, the settings will be specialized to the case of rank 3 quivers and
the main theorem will be stated. Sections 4-8 are devoted to a proof of the main theorem. The
proof will be achieved through induction. Section 4 is concerned with the initial case, and Section
5 will present all possible situations for the general case after the initial case. Section 6 will cover
the base induction step for the general case, and Section 7 will establish the main induction step.
The proof will be completed in Section 8 by collecting consequences of the results.
2. Conjecture
In this section, we present our conjecture in a more precise way after making necessary defini-
tions.
For a nonzero vector c = (c1, . . . , cn) ∈ Z
n, we write c > 0 if all ci are non-negative, and
c < 0 if all ci are non-positive. Define |c| = (|c1|, . . . , |cn|), and set α1 = (1, 0, . . . , 0), α2 =
(0, 1, 0, . . . , 0), . . . , αn = (0, . . . , 0, 1).
Assume that M = (mij) be an n × 2n matrix of integers. For w = [ii, i2, . . . , iℓ], ij ∈
{1, 2, . . . , n}, we define the matrix Mw = (mwij ) inductively: the initial matrix is M for w = [ ],
and assuming we have Mw, define the matrix Mw[k] = (m
w[k]
ij ) for k ∈ {1, 2, . . . , n} with
w[k] := [ii, i2, . . . , iℓ, k] by
(2.1) m
w[k]
ij =


−mwij if i = k or j = k,
mwij + sgn(m
w
ik) max(m
w
ikm
w
kj, 0) otherwise,
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where sgn(a) ∈ {1, 0,−1} is the signature of a. The matrix Mw[k] is called the mutation of Mw
at the index k.
Let B = (bij) be an n × n skew-symmetrizable matrix and D = diag(d1, . . . , dn) be its sym-
metrizer such that BD is symmetric, di ∈ Z>0 and gcd(d1, . . . , dn) = 1. Consider the n × 2n
matrix
[
B I
]
and a mutation sequence w = [i1, . . . , ik]. After the mutations at the indices
i1, . . . , ik consecutively, we obtain
[
Bw Cw
]
. Write their entries as
(2.2) Bw =
[
bwij
]
, Cw =
[
cwij
]
=


cw1
...
cwn

 ,
where cwi are the row vectors.
Definition 2.3. The row vectors cwi are called c-vectors of B for any i and w.
It is well-known that the vector cwi is non-zero for each i, and either c
w
i > 0 or c
w
i < 0 due to
sign coherence of c-vectors ([7, 10]).
For σ ∈ Sn and ε = 1 or −1, we define a symmetrizable GIM A(σ, ε) = (aij) by
(2.4) aij =


εbij if σ
−1(i) > σ−1(j),
2 if i = j,
−εbij if σ
−1(i) < σ−1(j).
Clearly the symmetrizer of A is the same as that of B. From Definition 1.1, we have Lo¨sungen
and simple reflections si, for i = 1, . . . , n, and the group G generated by si’s.
To introduce our geometric model2 for c-vectors, we need a Riemann surface Σ equipped with
n labeled curves as below. Let P1 and P2 be two identical copies of a regular n-gon. For σ ∈ Sn,
label the edges of each of the two n-gons by Tσ(1), Tσ(2), . . . , Tσ(n) counter-clockwise.
On Pi (i = 1, 2), let Li be the line segment from the center of Pi to the common endpoint
of Tσ(n) and Tσ(1). Later, these line segments will only be used to designate the end points of
admissible curves and will not be used elsewhere. Fix the orientation of every edge of P1 (resp.
P2) to be counter-clockwise (resp. clockwise) as in the following picture.
2An alternative geometric model can be found in [8].
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T
σ(n)
T
σ(2)
T
σ(1)
T
σ(n−1)
T
σ(3)
...
L1
L2
T
σ(3)
T
σ(n−1)
...
T
σ(2)
T
σ(n)
Let Σ be the Riemann surface of genus ⌊n−12 ⌋ obtained by gluing together the two n-gons with
all the edges of the same label identified according to their orientations. The edges of the n-gons
become n different curves in Σ. If n is odd, all the vertices of the two n-gons are identified to
become one point in Σ and the curves obtained from the edges become loops. If n is even, two
distinct vertices are shared by all curves. Let T = T1∪ · · ·Tn ⊂ Σ, and V be the set of the vertex
(or vertices) on T .
Let W be the universal Coxeter group of rank n, which is by definition isomorphic to the free
product of n-copies of Z/2Z, and let R be the set of reflections in W. We will denote an element
of W as a word from the alphabet {1, 2, ..., n}. In particular, an element w of R can be written
as w = i1i2 · · · ik such that k is an odd integer and ij = ik+1−j for all j ∈ {1, ..., k}.
Definition 2.5. An admissible curve is a continuous function η : [0, 1] −→ Σ such that
1) η(x) ∈ V if and only if x ∈ {0, 1};
2) there exists ǫ > 0 such that η([0, ǫ]) ⊂ L1 and η([1 − ǫ, 1]) ⊂ L2;
3) if η(x) ∈ T \ V then η([x − ǫ, x+ ǫ]) meets T transversally for sufficiently small ǫ > 0;
4) υ(η) ∈ R, where υ(η) := i1 · · · ik ∈ W is given by
{x ∈ (0, 1) : η(x) ∈ T } = {x1 < · · · < xk} and η(xℓ) ∈ Tiℓ for ℓ ∈ {1, ..., k}.
We consider curves up to isotopy. When ip = ip+1, 1 ≤ p ≤ k − 1, for υ(η) = i1 · · · ik, the
curve η is isotopic to a curve η1 with υ(η1) = i1 · · · ip−1ip+2 · · · ik. If η1 and η2 are curves with
υ(η1) = i1 · · · ik and υ(η2) = j1 · · · jℓ, define their concatenation η1η2 to be a curve such that
υ(η1η2) = i1 · · · ikj1 · · · jℓ.
For w = i1i2 · · · ik ∈ W, define s(w) = si1 ...sik ∈ G and η(w) to be the curve such that
υ(η(w))) = w. We write s(η) = s(υ(η)) for a curve η. For sequences w = [i1, . . . , ik] and
v = [j1, . . . , jl], define wv to be their concatenation [i1, . . . , ik, j1, . . . , jl].
Definition 2.6. For each mutation sequence w, define (ewi , t
w
i ) ∈ W˜ := {±1} ×W inductively
with the initial elements (ei, ti) = (+1, i), i = 1, . . . , n, as follows:
(2.7) (e
w[k]
i , t
w[k]
i ) =


(ewi , t
w
k t
w
i t
w
k ) if b
w
ikc
w
kk > 0,
(−ewi , t
w
i ) if i = k,
(ewi , t
w
i ) otherwise,
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where bwik and c
w
kk are the entries of B
w and Cw in (2.2), respectively.
Next, for a mutation sequence w and for i = 1, . . . , n, define the reflections and the admissible
curves by
(2.8) swi = s(t
w
i ) ∈ G and η
w
i = η(t
w
i ) ⊂ Σ, respectively,
and define the ℓ-vectors by
(2.9) λwi = e
w
i sj1 · · · sjp(αi) ∈ Z
n,
where we write twi = j1 · · · jp i jp · · · j1. The matrix L
w =


λw1
...
λwn

 will be called the ℓ-matrix.
The ℓ-vectors satisfy the inductive rule given by
(2.10) λ
w[k]
i =


swk λ
w
i if b
w
ikc
w
kk > 0,
−λwi if i = k,
λwi otherwise.
It is clear that
swi = s (η
w
i ) .
We also see that
(2.11) (e
w[k,k]
i , t
w[k,k]
i ) = (e
w
i , t
w
i ).
Indeed, note that bwikc
w
kk > 0 if and only if b
w[k]
ik c
w[k]
kk > 0, and in this case, we have
(e
w[k,k]
i , t
w[k,k]
i ) = (e
w[k]
i , t
w[k]
k t
w[k]
i t
w[k]
k ) = (e
w
i , t
w
k (t
w
k t
w
i t
w
k )t
w
k ) = (e
w
i , t
w
i ).
The other cases are clear. Consequently, we obtain the following lemma.
Lemma 2.12. For any w and for any i, k,
s
w[k,k]
i = s
w
i , λ
w[k,k]
i = λ
w
i and η
w[k,k]
i = η
w
i .
Notice that admissible curves do not distinguish positive ℓ-vectors from negative ones since
the difference is merely an isotopy.
Now we state Conjecture 1.3 in a more refined way.
Conjecture 2.13. For each mutation sequence w, we can choose an element σ ∈ Sn and ε = +1
or −1 to determine a GIM A(σ, ε) such that the following holds for the reflections and ℓ-vectors
defined through A(σ, ε):
(C1)
Cw = Lw;
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(C2)
(2.14) swi (|λ
w
i |) = −|λ
w
i |, s
w
i (|λ
w
j |) = |λ
w
j | ± b
w
ji |λ
w
i | for i 6= j,
where the sign + or − is to be chosen for ±bwji;
(C3) It is possible to order the ℓ-vectors λwi so that the negative vectors precede the positive
ones, and the product of the reflections swi corresponding to these vectors, taken in this order,
equals s1 · · · sn;
(C4) Each of the admissible curves ηwi , i = 1, . . . , n, is a non-self-crossing admissible curve,
and they form a family of pairwise non-crossing curves.
Here it is important to notice that different mutation sequences may well determine different
GIMs as illustrated in the following example.
Example 2.15. As in Section 1.1, consider the matrix B =

 0 3 −3−2 0 2
2 −2 0

 with the symmetrizer
D = diag(3, 2, 2), and recall that we chose id ∈ S3 and the GIM
A(id, 1) =

 2 −3 3−2 2 −2
2 −2 2


for the mutation sequence [2, 3, 2, 1, 2] to check the conjecture.
Now, for the mutation sequence w = [3, 1, 2], we choose the GIM
A(σ, 1) =

 2 3 −32 2 −2
−2 −2 2

 ,
where σ ∈ S3 is given by σ(1) = 2, σ(2) = 3, σ(3) = 1. With this choice of a GIM, one can check
Conjecture 2.13 for w = [3, 1, 2]. In particular, we have
[
B I
]
w
−−→


0 −3 9 5 3 6
2 0 −4 −2 −1 −2
−6 4 0 0 0 −1

,
and the ℓ-vector λw1 is given by
λw1 = s1s3s2s3(α1) = (5, 3, 6),
which is equal to the c-vector cw1 .
As for another example v = [1, 3, 2], we choose the GIM
A(σ˜, 1) =

 2 −3 −3−2 2 2
−2 2 2

 ,
where σ˜ ∈ S3 is given by σ˜(1) = 3, σ˜(2) = 1, σ˜(3) = 2. Then we have
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[
B I
]
v
−−→


0 −9 33 5 9 3
6 0 −4 0 −1 0
−22 4 0 −2 0 −1

,
and the ℓ-vector λv1 is given by
λv1 = s2s1s3(α1) = (5, 9, 3),
which is equal to the c-vector cv1 .
The following two propositions show that the ℓ-vectors (are expected to) form a special sub-
family of the Lo¨sungen.
Proposition 2.16. The ℓ-vectors are real Lo¨sungen.
Proof. If an ℓ-vector is a Lo¨sung, then it is a real Lo¨sung by definition. Define a symmetric
bilinear form on Γ =
∑n
i=1 Zαi by
(αi, αj) = aijdj
and by extending it through linearity. To show (1.2) for ℓ-vectors, it suffices to show that this
form is G-invariant. In turn, it amounts to showing that
(si(αj), si(αℓ)) = (αj , αℓ) = ajℓdℓ
for i, j, ℓ ∈ {1, 2, . . . , n}. Indeed, we have
(si(αj), si(αℓ)) = (αj − ajiαi, αℓ − aℓiαi) = (αj , αℓ)− aji(αi, αℓ)− aℓi(αj , αi) + ajiaℓi(αi, αi)
= ajℓdℓ − ajiaiℓdℓ − aℓiajidi + 2ajiaℓidi = ajℓdℓ,
since aiℓdℓ = aℓidi. 
Proposition 2.17. Assume that B is skew-symmetric, and suppose that Conjecture 2.13 (C1)
is true. Then the positive ℓ-vectors are real Schur Lo¨sungen for the GIM A(σ, ε).
Proof. It is known [18, Theorem 15] that a positive c-vector is the dimension vector of a rigid
indecomposable module M of the Jacobian algebra J(Q(A),W ) over k with generic potential W
such that EndJ(Q(A),W )(M) = k. If Conjecture 2.13 (C1) is true, the ℓ-vectors are c-vectors, and
they are real Schur Lo¨sungen by definition. 
Before we close this section, we prove the first identity in (C2) of Conjecture 2.13 and establish
symmetries among the remaining identities when B is skew-symmetric.
Proposition 2.18. For a mutation sequence w, fix a GIM A(σ, ε), σ ∈ Sn, ε = +1 or −1.
(1) For i ∈ {1, 2, . . . , n}, we have
(2.19) swi (|λ
w
i |) = −|λ
w
i |.
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(2) Further, assume that B is skew-symmetric, and write
swi (|λ
w
j |) = |λ
w
j |+ x |λ
w
i |
for i 6= j and x ∈ R. Then we have
(2.20) swj (|λ
w
i |) = |λ
w
i |+ x |λ
w
j |.
Proof. (1) We use induction on the length of w. If w is empty, we have
si(|λi|) = si(αi) = −αi = −|λi|.
Assume that (2.19) is true for w, and consider w[k]. There are two cases. First, assume that
s
w[k]
i = s
w
i and λ
w[k]
i = ±λ
w
i . Then we obtain
s
w[k]
i |λ
w[k]
i | = s
w
i |λ
w
i | = −|λ
w
i | = −|λ
w[k]
i |.
Next, assume that s
w[k]
i = s
w
k s
w
i s
w
k and λ
w[k]
i = s
w
k λ
w
i . Write |s
w
k λ
w
i | = ǫ1s
w
k |λ
w
i | for ǫ1 = 1 or
−1. Then we see
s
w[k]
i |λ
w[k]
i | = s
w
k s
w
i s
w
k |s
w
k λ
w
i | = ǫ1s
w
k s
w
i |λ
w
i | = −ǫ1s
w
k |λ
w
i | = −|s
w
k λ
w
i | = −|λ
w[k]
i |.
(2) Since swi is a reflection, it follows from part (1) that we can write s
w
i (|λ
w
j |) = |λ
w
j |+ x|λ
w
i |
for i 6= j and for some x ∈ R. We will prove (2.20) by induction.
If w is empty, it follows form the definitions. Assume that (2.20) is true for w, and consider
w[k]. There are four cases to consider:
(a) s
w[k]
i = s
w
i and s
w[k]
j = s
w
j ,
(b) s
w[k]
i = s
w
k s
w
i s
w
k and s
w[k]
j = s
w
k s
w
j s
w
k ,
(c) s
w[k]
i = s
w
i and s
w[k]
j = s
w
k s
w
j s
w
k .
(d) s
w[k]
i = s
w
k s
w
i s
w
k and s
w[k]
j = s
w
j .
In case (a), write
s
w[k]
i (|λ
w[k]
j |) = |λ
w[k]
j |+ x |λ
w[k]
i |.
Since |λ
w[k]
i | = |λ
w
i | and |λ
w[k]
j | = |λ
w
j |, we obtain
swi (|λ
w
j |) = |λ
w
j |+ x |λ
w
i |.
By induction, we have
swj (|λ
w
i |) = |λ
w
i |+ x |λ
w
j |, and hence s
w[k]
j (|λ
w[k]
i |) = |λ
w[k]
i |+ x |λ
w[k]
j |.
In case (b), we have |λ
w[k]
i | = |s
w
k λ
w
i | and |λ
w[k]
j | = |s
w
k λ
w
j |. Write, for some ǫ1, ǫ2 ∈ {1,−1},
|swk λ
w
i | = ǫ1s
w
k |λ
w
i | and |s
w
k λ
w
j | = ǫ2s
w
k |λ
w
j |.
Assume that
s
w[k]
i (|λ
w[k]
j |) = |λ
w[k]
j |+ x |λ
w[k]
i |.
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Then we have
s
w[k]
i (|λ
w[k]
j |) = s
w
k s
w
i s
w
k (|s
w
k λ
w
j |) = ǫ2s
w
k s
w
i |λ
w
j |,
|λ
w[k]
j |+ x |λ
w[k]
i | = |s
w
k λ
w
j |+ x |s
w
k λ
w
i | = ǫ2s
w
k |λ
w
j |+ ǫ1x s
w
k |λ
w
i |.
Comparing both sides,
swi |λ
w
j | = |λ
w
j |+ ǫ1ǫ2x |λ
w
i |.
By induction, we get
swj |λ
w
i | = |λ
w
i |+ ǫ1ǫ2x |λ
w
j |.
Now we obtain
s
w[k]
j (|λ
w[k]
i |) = s
w
k s
w
j s
w
k (|s
w
k λ
w
i |) = ǫ1s
w
k s
w
j |λ
w
i |
= ǫ1s
w
k (|λ
w
i |+ ǫ1ǫ2x |λ
w
j |) = |λ
w[k]
i |+ x |λ
w[k]
j |.
Thus (2.20) is true for w[k] in this case.
In case (c), we have |λ
w[k]
i | = |λ
w
i | and |λ
w[k]
j | = |s
w
k λ
w
j |. Write, for some ǫ2 ∈ {1,−1} and
x1, x2, x3 ∈ R,
|swk λ
w
j | = ǫ2s
w
k |λ
w
j |, s
w
k (|λ
w
j |) = |λ
w
j |+ x1 |λ
w
k |
swi (|λ
w
j |) = |λ
w
j |+ x2 |λ
w
i |, s
w
i (|λ
w
k |) = |λ
w
k |+ x3 |λ
w
i |.
Then we have
s
w[k]
i (|λ
w[k]
j |) = s
w
i |s
w
k λ
w
j | = ǫ2s
w
i (|λ
w
j |+ x1 |λ
w
k |)
= ǫ2(|λ
w
j |+ x2 |λ
w
i |) + x1ǫ2(|λ
w
k |+ x3 |λ
w
i |)
= |λ
w[k]
j |+ ǫ2(x2 + x1x3)|λ
w[k]
i |.
On the other hand, by induction,
s
w[k]
j (|λ
w[k]
i |) = s
w
k s
w
j s
w
k |λ
w
i | = s
w
k s
w
j (|λ
w
i |+ x3 |λ
w
k |)
= swk (|λ
w
i |+ x2 |λ
w
j |) + x3s
w
k (|λ
w
k |+ x1 |λ
w
j |)
= |λwi |+ x2 (|λ
w
j |+ x1 |λ
w
k |) + x1x3(|λ
w
j |+ x1 |λ
w
k |)
= |λ
w[k]
i |+ ǫ2(x2 + x1x3)|λ
w[k]
j |,
as desired.
The case (d) can be proven similarly. This completes the proof. 
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3. Main Result
In the rest of this paper, we prove Conjecture 2.13 for the class of rank 3 quivers that are
not mutation-equivalent to any acyclic quiver. We call a quiver 2-complete if each quiver in its
mutation class has multiple edges between any pair of vertices. Notice that if a rank 3 quiver is
not mutation-equivalent to any acyclic quiver then it is automatically 2-complete.
We fix notations for the quivers we deal with. Without loss of generality, assume that b12 ≥ 2,
b23 ≥ 2 and b31 ≥ 2. Then the quiver Q can be depicted by
(3.1)
1 3
2
b23b12
b31
We also assume that a mutation sequence starts with 2 and does not have two consecutive muta-
tions at the same vertex. We do not lose generality due to symmetry of the quiver and Lemma
2.12. Moreover, we take
σ = id ∈ S3 and ε = 1 throughout.
For any mutation sequence (starting with 2), the symmetric GIM is to be
A(id, 1) =


2 −b12 b31
−b12 2 −b23
b31 −b23 2

 ,
and the simple reflections s1, s2, s3 are determined; in particular,
s1(α2) = α2 + b12α1, s2(α3) = α3 + b23α2, s1(α3) = α3 − b31α1.
We obtain a triangulation of the Riemann surface Σ (which is a torus in this case) with edges
indexed by 1, 2, 3 as follows:
1
23
We will consider the following statement for each mutation sequence w[k].
(S0) If λ
w[k]
i = s
w
k λ
w
i then λ
w[k]
i and λ
w
k are both positive or both negative.
Theorem 3.2. Let Q be a rank 3 quiver which is not mutation-equivalent to any acyclic quiver.
Then Conjecture 2.13 holds true for Q. Moreover, (S0) is true for any mutation sequence w[k].
The above theorem can be extended to a larger class of rank 3 skew-symmetrizable matrices.
However, for simplicity of notations, we are content in this paper to consider the quiver (i.e.
skew-symmetric) case only.
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Our proof of Theorem 3.2 will be achieved by induction, checking in each step the statements
(C1)-(C3) of Conjecture 2.13 and (S0) given above. The statement (C4) will be proven in the
last section (Proposition 8.2) using (S0). As for (C2), it suffices by Proposition 2.18 to check
(C2) for Theorem 3.2: for a fixed i ∈ {1, 2, 3},(3.3)
swi (|λ
w
i−1|) = |λ
w
i−1| ± b
w
i−1,i|λ
w
i |,
swi (|λ
w
i+1|) = |λ
w
i+1| ± b
w
i+1,i|λ
w
i |,
swi−1(|λ
w
i+1|) = |λ
w
i+1| ± b
w
i+1,i−1|λ
w
i−1|,
where ± is to be determined and the indices are read modulo 3.
Remark 3.4. The group G generated by si’s is not always a Coxeter group. In particular, when
b12 = b23 = b31 = 2, we have
s3s2s1s3s2s1 = id.
It is intriguing that the same relation appears for the double affine Weyl group associated to
SL2(F ), where F is a two-dimensional local field such as Qp((t)) or Fq((t1))((t2)). See [15, 19].
4. Initial case: until the first mutation at 3
4.1. Base step. The initial c-vectors are α1, α2 and α3. They are also ℓ-vectors. Thus (C1)-(C3)
and (S0) are true trivially.
4.2. Mutations at 2 and 1 only. Recall our assumption that a mutation sequence starts with
2. From the conditions on our quiver, we have −b31 + b12b23 > 0. After mutation at vertex 2, we
obtain
B[2] =


0 −b12 −b31 + b12b23
b12 0 −b23
b31 − b12b23 b23 0

 , C [2] =


1 b12 0
0 −1 0
0 0 1

 .
From the definition,
s
[2]
1 = s2s1s2, s
[2]
2 = s2, s
[2]
3 = s3,
λ
[2]
1 = s2α1, λ
[2]
2 = −α2, λ
[2]
3 = α3.
(C1) We have
λ
[2]
1 = s2α1 = α1 + b12α2 = (1, b12, 0) = c
[2]
1 ,(4.1)
λ
[2]
2 = −α2 = c
[2]
2 , λ
[2]
3 = α3 = c
[2]
3 .(4.2)
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(C2) By (3.3), it suffices to check
s
[2]
2 (|λ
[2]
1 |) = s2s2α1 = α1 = α1 + b12α2 − b12α2 = |λ
[2]
1 |+ b
[2]
12 |λ
[2]
2 |,(4.3)
s
[2]
2 (|λ
[2]
3 |) = s2α3 = α3 + b23α2 = |λ
[2]
3 |+ b
[2]
32 |λ
[2]
2 |,
s
[2]
3 (|λ
[2]
1 |) = s3s2α1 = s2α1 + (b12b23 − b31)α3 = |λ
[2]
1 |+ b
[2]
13 |λ
[2]
3 |.
Note that b
[2]
12 < 0, b
[2]
32 > 0 and b
[2]
13 > 0.
(C3) We see that s
[2]
2 s
[2]
1 s
[2]
3 = s2s2s1s2s3 = s1s2s3.
(S0) We have λ
[2]
1 = s2λ1, and both λ
[2]
1 and λ2 are positive.
Define a sequence {gn} by
gn = b12gn−1 − gn−2, g0 = 0, g1 = 1.
For n ≥ 1, we obtain from mutations
b
[(21)n]
12 = b12, b
[(21)n]
13 = −b
[(21)n−12]
13 , b
[(21)n]
23 = b
[(21)n−12]
23 + b12b
[(21)n−12]
13 ,
b
[(21)n2]
12 = −b12, b
[(21)n2]
13 = b
[(21)n]
13 + b12b
[(21)n]
23 , b
[(21)n2]
23 = −b
[(21)n]
23 ,
and
(4.4) C [(21)
n] =


−g2n−1 −g2n 0
g2n g2n+1 0
0 0 1

 , C [(21)n2] =


g2n+1 g2n+2 0
−g2n −g2n+1 0
0 0 1

 .
Lemma 4.5. We have
b
[(21)n2]
13 = b13g2n+1 + b23g2n+2, b
[(21)n+1]
23 = b13g2n+2 + b23g2n+3.
Proof. We use induction on n. The case n = 0 can be checked easily. We obtain
b
[(21)n+12]
13 = b
[(21)n+1]
13 + b12b
[(21)n+1]
23
= −b
[(21)n2]
13 + b12(b13g2n+2 + b23g2n+3)
= −b13g2n+1 − b23g2n+2 + b12b13g2n+2 + b12b23g2n+3
= b13(b12g2n+2 − g2n+1) + b23(b12g2n+3 − g2n+2)
= b13g2n+3 + b23g2n+4.
Similarly, we get
b
[(21)n+2]
23 = b13g2n+4 + b23g2n+5.

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From the definitions (2.7) and (2.8), we obtain
s
[(21)n]
1 = (s2s1)
n−1s2s1s2(s1s2)
n−1, s
[(21)n2]
1 = (s2s1)
ns2s1s2(s1s2)
n,
s
[(21)n]
2 = (s2s1)
ns2(s1s2)
n, s
[(21)n2]
2 = (s2s1)
ns2(s1s2)
n,
s
[(21)n]
3 = s3, s
[(21)n2]
3 = s3.
Lemma 4.6 (C1). We have
λ
[(21)n]
1 = −(s2s1)
n−1s2α1 = c
[(21)n]
1 , λ
[(21)n2]
1 = (s2s1)
ns2α1 = c
[(21)n2]
1 ,
λ
[(21)n]
2 = (s2s1)
nα2 = c
[(21)n]
2 , λ
[(21)n2]
2 = −(s2s1)
nα2 = c
[(21)n2]
2 ,
λ
[(21)n]
3 = α3 = c
[(21)n]
3 , λ
[(21)n2]
3 = α3 = c
[(21)n2]
3 .
Proof. As all the other cases are similar, we will only prove
λ
[(21)n2]
1 = (s2s1)
ns2α1 = c
[(21)n2]
1 .
When n = 0, it is checked in (4.1). By induction, assume λ
[(21)n2]
1 = c
[(21)n2]
1 , and we obtain from
(4.4)
λ
[(21)n+12]
1 = (s2s1)
n+1s2α1 = s2s1λ
[(21)n2]
1 = s2s1c
[(21)n2]
1
=
(
−g2n+1 + b12g2n+2, −b12g2n+1 + (b
2
12 − 1)g2n+2, 0
)
= (g2n+3, g2n+4, 0) = c
[(21)n+12]
1 .

As for (C2), it suffices by (3.3) to check the identities in the following lemma.
Lemma 4.7 (C2). For n ≥ 1, we have
s
[(21)n]
2 (|λ
[(21)n]
1 |) = |λ
[(21)n]
1 |+ b
[(21)n]
21 |λ
[(21)n]
2 |,
s
[(21)n]
2 (|λ
[(21)n]
3 |) = |λ
[(21)n]
3 |+ b
[(21)n]
23 |λ
[(21)n]
2 |,
s
[(21)n]
1 (|λ
[(21)n]
3 |) = |λ
[(21)n]
3 |+ b
[(21)n]
31 |λ
[(21)n]
1 |,
and b
[(21)n]
21 < 0, b
[(21)n]
23 > 0 and b
[(21)n]
31 > 0.
For n ≥ 0, we have
s
[(21)n2]
2 (|λ
[(21)n2]
1 |) = |λ
[(21)n2]
1 |+ b
[(21)n2]
12 |λ
[(21)n2]
2 |,
s
[(21)n2]
2 (|λ
[(21)n2]
3 |) = |λ
[(21)n2]
3 |+ b
[(21)n2]
32 |λ
[(21)n2]
2 |,
s
[(21)n2]
1 (|λ
[(21)n2]
3 |) = |λ
[(21)n2]
3 |+ b
[(21)n2]
13 |λ
[(21)n2]
1 |,
and b
[(21)n2]
12 < 0, b
[(21)n2]
32 > 0 and b
[(21)n2]
13 > 0.
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Proof. We only prove
s
[(21)n2]
2 (|λ
[(21)n2]
1 |) = |λ
[(21)n2]
1 |+ b
[(21)n2]
12 |λ
[(21)n2]
2 |.
If n = 0, it is checked in (4.3). By Lemma 4.6 and the induction hypothesis, we have
s
[(21)n+12]
2 (|λ
[(21)n+12]
1 |) = (s2s1s
[(21)n2]
2 s1s2)
(
s2s1(|λ
[(21)n2]
1 |)
)
= (s2s1)s
[(21)n2]
2 (|λ
[(21)n2]
1 |)
= s2s1
{
|λ
[(21)n2]
1 |+ b
[(21)n2]
12 |λ
[(21)n2]
2 |
}
= s2s1|λ
[(21)n2]
1 |+ b
[(21)n2]
12 s2s1|λ
[(21)n2]
2 |
= |λ
[(21)n+12]
1 |+ b
[(21)n+12]
12 |λ
[(21)n+12]
2 |.
We also have b
[(21)n+12]
12 = −b12 < 0.

(C3) We see that
(4.8) s
[(21)n]
1 s
[(21)n]
2 s
[(21)n]
3 = s1s2s3 and s
[(21)n2]
2 s
[(21)n2]
1 s
[(21)n2]
3 = s1s2s3.
(S0) We have λ
[(21)n]
2 = s
[(21)n−12]
1 λ
[(21)n−12]
2 , and λ
[(21)n]
2 and λ
[(21)n−12]
1 are both positive.
Similarly, λ
[(21)n2]
1 = s
[(21)n]
2 λ
[(21)n]
1 , and λ
[(21)n2]
1 and λ
[(21)n]
2 are both positive.
4.3. First mutation at 3 after 2 and 1 only. Write v = [(21)n2], n ≥ 0. Then we have
b
v[3]
12 = −b12 − b
v
13b
v
23 > 0, b
v[3]
13 = −b
v
13 < 0, b
v[3]
23 = −b
v
23 > 0, and
Cv[3] =


g2n+1 g2n+2 b
v
13
−g2n −g2n+1 0
0 0 −1

 .
For v[13], we have
b
v[13]
12 = b12 + b
v[1]
13 b
v[1]
23 < 0, b
v[13]
13 = −b
v[1]
13 > 0, b
v[13]
23 = −b
v[1]
23 < 0, and
Cv[13] =


−g2n+1 −g2n+2 0
g2n+2 g2n+3 b
v[1]
23
0 0 −1

 .
On the other hand, from the definition (2.8), we obtain
s
v[3]
1 = s
v
3s
v
1s
v
3 = s3s
v
1s3, s
v[13]
1 = s
v[1]
1 ,
s
v[3]
2 = s
v
2 , s
v[13]
2 = s
v[1]
3 s
v[1]
2 s
v[1]
3 = s3s
v[1]
2 s3,
s
v[3]
3 = s
v
3 = s3, s
v[13]
3 = s
v[1]
3 = s3.
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Lemma 4.9 (C1). We have
λ
v[3]
1 = s3λ
v
1 = c
v[3]
1 , λ
v[13]
1 = λ
v[1]
1 = c
v[13]
1 ,
λ
v[3]
2 = λ
v
2 = c
v[3]
2 , λ
v[13]
2 = s3λ
v[1]
2 = c
v[13]
2 ,
λ
v[3]
3 = −λ
v
3 = c
v[3]
3 , λ
v[13]
3 = −λ
v[1]
3 = c
v[13]
2 .
Proof. Since the other identities are clear from (4.4), we have only to check
λ
v[3]
1 = s3λ
v
1 = c
v[3]
1 and λ
v[13]
2 = s3λ
v[1]
2 = c
v[13]
2 .
It follows from Lemma 4.5 that
s3λ
v
1 = (g2n+1, g2n+2, −b31g2n+1 + b23g2n+2) = (g2n+1, g2n+2, b
v
13) = c
v[3]
1 .
Similarly, by Lemma 4.5,
s3λ
v[1]
2 = (g2n+2, g2n+3, −b31g2n+2 + b23g2n+3) = (g2n+2, g2n+3, b
v[1]
23 ) = c
v[13]
2 .

By (3.3), it is enough to check the identities in the following lemma for (C2).
Lemma 4.10 (C2). We have
s
v[3]
2 (|λ
v[3]
1 |) = |λ
v[3]
1 |+ b
v[3]
12 |λ
v[3]
2 |,
s
v[3]
2 (|λ
v[3]
3 |) = |λ
v[3]
3 |+ b
v[3]
23 |λ
v[3]
2 |,
s
v[3]
1 (|λ
v[3]
3 |) = |λ
v[3]
3 |+ b
v[3]
13 |λ
v[3]
1 |,
where b
v[3]
12 > 0, b
v[3]
23 > 0, b
v[3]
13 < 0, and
s
v[13]
2 (|λ
v[13]
1 |) = |λ
v[13]
1 |+ b
v[13]
21 |λ
v[13]
2 |,
s
v[13]
2 (|λ
v[13]
3 |) = |λ
v[13]
3 |+ b
v[13]
23 |λ
v[13]
2 |,
s
v[13]
1 (|λ
v[13]
3 |) = |λ
v[13]
3 |+ b
v[13]
13 |λ
v[13]
1 |,
where b
v[13]
21 > 0, b
v[13]
23 < 0 and b
v[13]
13 > 0.
Proof. We only prove the first and the third identity for v[3].
By Lemma 4.7, the left-hand side of the first identity becomes
s
v[3]
2 (|λ
v[3]
1 |) = s
v
2s
v
3 (|λ
v
1 |) = s
v
2{|λ
v
1 |+ b
v
13|λ
v
3 |} = |λ
v
1 |+ b
v
12|λ
v
2 |+ b
v
13{|λ
v
3 |+ b
v
32|λ
v
2 |}
= |λv1 |+ b
v
12|λ
v
2 |+ b
v
13|λ
v
3 |+ b
v
13b
v
32|λ
v
2 |,
and the right-hand side is
|λ
v[3]
1 |+ b
v[3]
12 |λ
v[3]
2 | = s3|λ
v
1 |+ b
v[3]
12 |λ
v
2 | = |λ
v
1 |+ b
v
13|λ
v
3 |+ (−b12 − b
v
13b
v
23)|λ
v
2 |.
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Thus the first identity is verified.
Again, by Lemma 4.7, the left-hand side of the third identity is
s
v[3]
1 (|λ
v[3]
3 |) = s
v
3s
v
1s
v
3 (|λ
v
3 |) = −s
v
3s
v
1 (|λ
v
3 |) = −s
v
3 (|λ
v
3 |+ b
v
13|λ
v
1 |)
= |λv3 | − b
v
13s
v
3 |λ
v
1 |,
and the right-hand side is
|λ
v[3]
3 |+ b
v[3]
13 |λ
v[3]
1 | = |λ
v
3 | − b
v
13|s
v
3λ
v
1 | = |λ
v
3 | − b
v
13|s
v
3 |λ
v
1 || = |λ
v
3 | − b
v
13s
v
3 |λ
v
1 |,
since sv3 |λ
v
1 | > 0. This verifies the third identity. 
(C3) From (4.8) we obtain
s
v[3]
2 s
v[3]
3 s
v[3]
1 = s
v
2s
v
3s
v
3s
v
1s
v
3 = s
v
2s
v
1s
v
3 = s1s2s3,(4.11)
s
v[13]
1 s
v[13]
3 s
v[13]
2 = s
v[1]
1 s
v[1]
3 s
v[1]
3 s
v[1]
2 s
v[1]
3 = s
v[1]
1 s
v[1]
2 s
v[1]
3 = s1s2s3.(4.12)
(S0) For v[3], we see that λ
v[3]
1 > 0 and λ
v
3 > 0. For v[13], we have λ
v[13]
2 > 0 and λ
v[1]
3 > 0.
5. General case: after the initial case
After the initial case in the previous section, we claim that there are only four possible cases
(I)-(IV) listed below. In the next two sections, we prove that the cases (I)-(IV) are indeed the
only possibilities. Note that (C2) and (C3) are included in each of the cases (I)-(IV). (It follows
from (3.3) that we need to check only three identities for (C2).)
Suppose that w is non-empty. In what follows, we read indices modulo 3.
I) The length of w is odd and w[i+ 1, i] 6= [(21)n3] for any i ∈ {1, 2, 3}.
λ
w[i+1,i]
i + b
w[i+1,i]
i,i−1 λ
w[i+1,i]
i−1 > λ
w[i+1,i]
i−1 > 0, λ
w[i+1,i]
i > 0,
λ
w[i+1,i]
i + b
w[i+1,i]
i+1,i λ
w[i+1,i]
i+1 < λ
w[i+1,i]
i+1 < 0.
s
w[i+1,i]
i (|λ
w[i+1,i]
i−1 |) = |λ
w[i+1,i]
i−1 |+ b
w[i+1,i]
i,i−1 |λ
w[i+1,i]
i | (b
w[i+1,i]
i,i−1 > 0),
s
w[i+1,i]
i (|λ
w[i+1,i]
i+1 |) = |λ
w[i+1,i]
i+1 |+ b
w[i+1,i]
i,i+1 |λ
w[i+1,i]
i | (b
w[i+1,i]
i,i+1 < 0),
s
w[i+1,i]
i−1 (|λ
w[i+1,i]
i+1 |) = |λ
w[i+1,i]
i+1 |+ b
w[i+1,i]
i−1,i+1 |λ
w[i+1,i]
i−1 | (b
w[i+1,i]
i−1,i+1 > 0).
s
w[i+1,i]
i+1 s
w[i+1,i]
i s
w[i+1,i]
i−1 = s1s2s3.
II) The length of w is odd and w[i− 1, i] 6= [(21)n2] for any i ∈ {1, 2, 3}.
λ
w[i−1,i]
i + b
w[i−1,i]
i,i−1 λ
w[i−1,i]
i−1 > λ
w[i−1,i]
i−1 > 0, λ
w[i−1,i]
i < 0,
λ
w[i−1,i]
i + b
w[i−1,i]
i+1,i λ
w[i−1,i]
i+1 < λ
w[i−1,i]
i+1 < 0.
s
w[i−1,i]
i (|λ
w[i−1,i]
i−1 |) = |λ
w[i−1,i]
i−1 |+ b
w[i−1,i]
i−1,i |λ
w[i−1,i]
i | (b
w[i−1,i]
i−1,i < 0),
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s
w[i−1,i]
i (|λ
w[i−1,i]
i+1 |) = |λ
w[i−1,i]
i+1 |+ b
w[i−1,i]
i+1,i |λ
w[i−1,i]
i | (b
w[i−1,i]
i+1,i > 0),
s
w[i−1,i]
i−1 (|λ
w[i−1,i]
i+1 |) = |λ
w[i−1,i]
i+1 |+ b
w[i−1,i]
i−1,i+1 |λ
w[i−1,i]
i−1 | (b
w[i−1,i]
i−1,i+1 > 0).
s
w[i−1,i]
i+1 s
w[i−1,i]
i s
w[i−1,i]
i−1 = s1s2s3.
III) The length of w is even. Assume w[i+ 1, i] 6= [(21)n] for any i ∈ {1, 2, 3}.
λ
w[i+1,i]
i + b
w[i+1,i]
i−1,i λ
w[i+1,i]
i−1 < λ
w[i+1,i]
i−1 < 0, λ
w[i+1,i]
i < 0,
λ
w[i+1,i]
i + b
w[i+1,i]
i,i+1 λ
w[i+1,i]
i+1 > λ
w[i+1,i]
i+1 > 0.
s
w[i+1,i]
i (|λ
w[i+1,i]
i−1 |) = |λ
w[i+1,i]
i−1 |+ b
w[i+1,i]
i−1,i |λ
w[i+1,i]
i | (b
w[i+1,i]
i−1,i > 0),
s
w[i+1,i]
i (|λ
w[i+1,i]
i+1 |) = |λ
w[i+1,i]
i+1 |+ b
w[i+1,i]
i+1,i |λ
w[i+1,i]
i | (b
w[i+1,i]
i+1,i < 0),
s
w[i+1,i]
i−1 (|λ
w[i+1,i]
i+1 |) = |λ
w[i+1,i]
i+1 |+ b
w[i+1,i]
i+1,i−1 |λ
w[i+1,i]
i−1 | (b
w[i+1,i]
i+1,i−1 > 0).
s
w[i+1,i]
i−1 s
w[i+1,i]
i s
w[i+1,i]
i+1 = s1s2s3.
IV) The length of w is even and w[i− 1, i] 6= [(21)n23] for any i ∈ {1, 2, 3}.
λ
w[i−1,i]
i + b
w[i−1,i]
i−1,i λ
w[i−1,i]
i−1 < λ
w[i−1,i]
i−1 < 0, λ
w[i−1,i]
i > 0,
λ
w[i−1,i]
i + b
w[i−1,i]
i,i+1 λ
w[i−1,i]
i+1 > λ
w[i−1,i]
i+1 > 0.
s
w[i−1,i]
i (|λ
w[i−1,i]
i−1 |) = |λ
w[i−1,i]
i−1 |+ b
w[i−1,i]
i,i−1 |λ
w[i−1,i]
i | (b
w[i−1,i]
i,i−1 < 0),
s
w[i−1,i]
i (|λ
w[i−1,i]
i+1 |) = |λ
w[i−1,i]
i+1 |+ b
w[i−1,i]
i,i+1 |λ
w[i−1,i]
i | (b
w[i−1,i]
i,i+1 > 0),
s
w[i−1,i]
i−1 (|λ
w[i−1,i]
i+1 |) = |λ
w[i−1,i]
i+1 |+ b
w[i−1,i]
i+1,i−1 |λ
w[i−1,i]
i−1 | (b
w[i−1,i]
i+1,i−1 > 0).
s
w[i−1,i]
i−1 s
w[i−1,i]
i s
w[i−1,i]
i+1 = s1s2s3.
Proposition 5.1. Let Q be a rank 3 quiver which is not mutation equivalent to any acyclic quiver.
Then (I)-(IV) are the only cases for mutation sequences not equal to any of [(21)n2], [(21)n3], [(21)n]
and [(21)n23].
The proof of this proposition will be achieved in the next two sections, and will use induction
on the length of a mutation sequence.
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6. Proof of Proposition 5.1: Base step
Write v = [(21)n2], n ≥ 0. We consider
i) v[32], ii) v[31], iii) v[132], iv) v[131].
We will show that i) satisfies the conditions of I) and ii) those of II), iii) those of III) and iv)
those of IV). At the end of this section, (S0) will be checked for all the cases (i)-(iv).
i) v[32]
We have
b
v[32]
12 = −b
v[3]
12 < 0, b
v[32]
13 = b
v[3]
13 + b
v[3]
12 b
v[3]
23 > 0, b
v[32]
23 = −b
v[3]
23 < 0,
and
Cv[32] =


g2n+1 g2n+2 b
v
13
g2n g2n+1 0
−b
v[3]
23 g2n −b
v[3]
23 g2n+1 −1

 .
From the definitions, we obtain
s
v[32]
3 = s
v[3]
2 s
v[3]
3 s
v[3]
2 = s
v
2s3s
v
2 ,
λ
v[32]
3 = s
v[3]
2 (λ
v[3]
3 ) = −s
v
2 (α3) = −(s2s1)
ns2(s1s2)
n(α3).
Lemma 6.1. We have
λ
v[32]
3 = λ
v[3]
3 + b
v[3]
23 λ
v[3]
2 .
Proof. By Lemma 4.10, we get
λ
v[32]
3 = s
v[3]
2 (λ
v[3]
3 ) = −s
v[3]
2 (|λ
v[3]
3 |) = −|λ
v[3]
3 | − b
v[3]
23 |λ
v[3]
2 | = λ
v[3]
3 + b
v[3]
23 λ
v[3]
2 .

We check the conditions of (I). Clearly, we see that
λ
v[32]
1 > 0, λ
v[32]
2 > 0, λ
v[32]
3 < 0.
We need to check
λ
v[32]
2 + (b
v[32]
21 − 1)λ
v[32]
1 > 0, λ
v[32]
2 + (b
v[32]
32 − 1)λ
v[32]
3 < 0.
The former is immediate since b
v[32]
21 ≥ 2. For the latter, we have b
v[32]
32 = b
v[3]
23 ≥ 2 and get
λ
v[32]
2 + (b
v[32]
32 − 1)λ
v[32]
3 = (g2n, g2n+1, 0) + (b
v[32]
32 − 1)
(
−b
v[3]
23 g2n, −b
v[3]
23 g2n+1, −1
)
< 0,
since 1 + (b
v[32]
32 − 1)(−b
v[3]
23 ) = 1 + (1− b
v[3]
23 )b
v[3]
23 < 0 and −(b
v[32]
32 − 1) < 0.
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Lemma 6.2.
s
v[32]
2 (|λ
v[32]
1 |) = |λ
v[32]
1 |+ b
v[32]
21 |λ
v[32]
2 |,
s
v[32]
2 (|λ
v[32]
3 |) = |λ
v[32]
3 |+ b
v[32]
23 |λ
v[32]
2 |,
s
v[32]
1 (|λ
v[32]
3 |) = |λ
v[32]
3 |+ b
v[32]
13 |λ
v[32]
1 |,
and
s
v[32]
3 s
v[32]
2 s
v[32]
1 = s1s2s3.
Proof. We only prove the second identity among the first three since the others are similar. From
Lemmas 6.1 and 4.10, we obtain
LHS = s
v[32]
2 (|λ
v[32]
3 |) = s
v[3]
2 (|λ
v[3]
3 |) + b
v[3]
23 s
v[3]
2 (|λ
v[3]
2 |)
= |λ
v[3]
3 |+ b
v[3]
23 |λ
v[3]
2 | − b
v[3]
23 |λ
v[3]
2 | = |λ
v[3]
3 |,
RHS = |λ
v[32]
3 |+ b
v[32]
23 |λ
v[32]
2 | = −λ
v[3]
3 − b
v[3]
23 λ
v[3]
2 + b
v[3]
23 λ
v[3]
2 = −λ
v[3]
3 = |λ
v[3]
3 |.
For the last identity, it follows from (4.11) that
s
v[32]
3 s
v[32]
2 s
v[32]
1 = s
v[3]
2 s
v[3]
3 s
v[3]
2 s
v[3]
2 s
v[3]
1 = s
v[3]
2 s
v[3]
3 s
v[3]
1 = s1s2s3.

ii) v[31]
We have
b
v[31]
12 = −b
v[3]
12 < 0, b
v[31]
13 = b
v[3]
31 > 0, b
v[31]
23 = b
v[3]
23 + b
v[3]
12 b
v[3]
13 < 0,
and
Cv[31] =


−g2n+1 −g2n+2 −b
v
13
−g2n −g2n+1 0
b
v[3]
31 g2n+1 b
v[3]
31 g2n+2 b
v[3]
31 b
v
13 − 1

 .
From the definitions, we obtain
s
v[31]
3 = s
v[3]
1 s
v[3]
3 s
v[3]
1 = s3s
v
1s3s
v
1s3,
λ
v[31]
3 = s3s
v
1 (α3) = s3(s2s1)
ns2s1s2(s1s2)
n(α3).
Lemma 6.3.
λ
v[31]
3 = λ
v[3]
3 + b
v[3]
31 λ
v[3]
1 .
Proof. It follows from Lemma 4.10 that
λ
v[31]
3 = s
v[3]
1 λ
v[3]
3 = −s
v[3]
1 |λ
v[3]
3 | = −|λ
v[3]
3 | − b
v[3]
13 |λ
v[3]
1 | = λ
v[3]
3 + b
v[3]
31 λ
v[3]
1 .

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We check the conditions of (II). Immediately, we see that
λ
v[31]
1 < 0, λ
v[31]
2 < 0, λ
v[31]
3 > 0.
We need to check
λ
v[31]
1 + (b
v[31]
13 − 1)λ
v[31]
3 > 0, λ
v[31]
1 + (b
v[31]
21 − 1)λ
v[31]
2 < 0.
The latter is immediate since b
v[31]
21 ≥ 2. For the former, we have b
v
13 = b
v[3]
31 = b
v[31]
13 ≥ 2 and get
λ
v[31]
1 + (b
v[31]
13 − 1)λ
v[31]
3
= (−g2n+1, −g2n+2, −b
v
13) + (b
v[31]
13 − 1)
(
b
v[3]
31 g2n+1, b
v[3]
31 g2n+2, b
v[3]
31 b
v
13 − 1
)
> 0,
since −1 + (b
v[31]
13 − 1)b
v[3]
31 = b
v
13(b
v
13 − 1)− 1 > 0 and
−bv13 + (b
v[31]
13 − 1)(b
v[3]
31 b
v
13 − 1) = b
v
13(b
v
13 + 1)(b
v
13 − 2) + 1 > 0.
Lemma 6.4.
s
v[31]
2 (|λ
v[31]
1 |) = |λ
v[31]
1 |+ b
v[31]
21 |λ
v[31]
2 |,
s
v[31]
2 (|λ
v[31]
3 |) = |λ
v[31]
3 |+ b
v[31]
32 |λ
v[31]
2 |,
s
v[31]
1 (|λ
v[31]
3 |) = |λ
v[31]
3 |+ b
v[31]
31 |λ
v[31]
1 |,
and
s
v[31]
2 s
v[31]
1 s
v[31]
3 = s1s2s3.
Proof. We only prove the third identity among the first three since the others are similar. By
Lemma 6.3, we have
LHS = s
v[31]
1 (|λ
v[31]
3 |) = s
v[3]
1 |s
v[3]
1 λ
v[3]
3 | = λ
v[3]
3 ,
RHS = |λ
v[31]
3 |+ b
v[31]
31 |λ
v[31]
1 | = λ
v[3]
3 + b
v[3]
31 λ
v[3]
1 − b
v[3]
31 λ
v[3]
1 = λ
v[3]
3 .
As for the last identity, it follows from (4.11) that
s
v[31]
2 s
v[31]
1 s
v[31]
3 = s
v[3]
2 s
v[3]
1 s
v[3]
1 s
v[3]
3 s
v[3]
1 = s
v[3]
2 s
v[3]
3 s
v[3]
1 = s1s2s3.

iii) v[132]
We have
Cv[132] =


−g2n+1 −g2n+2 0
−g2n+2 −g2n+3 −b
v[1]
23
b
v[13]
32 g2n+2 b
v[13]
32 g2n+3 b
v[13]
32 b
v[1]
23 − 1

 .
Let us check the conditions of (III). It is obvious that
λ
v[132]
1 < 0, λ
v[132]
2 < 0, λ
v[132]
3 > 0.
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We need to check
λ
v[132]
2 + (b
v[132]
12 − 1)λ
v[132]
1 < 0, λ
v[132]
2 + (b
v[132]
23 − 1)λ
v[132]
3 > 0.
The former is immediate since b
v[132]
12 ≥ 2. For the latter, we have b
v[1]
23 = b
v[13]
32 = b
v[132]
23 ≥ 2 and
λ
v[132]
2 + (b
v[132]
23 − 1)λ
v[132]
3
= (−g2n+2, −g2n+3, −b
v[1]
23 ) + (b
v[132]
23 − 1)
(
b
v[13]
32 g2n+2, b
v[13]
32 g2n+3, b
v[13]
32 b
v[1]
23 − 1
)
> 0,
since −1 + (b
v[132]
23 − 1)b
v[13]
32 = b
v[13]
32 (b
v[13]
32 − 1)− 1 > 0 and
−b
v[1]
23 + (b
v[132]
23 − 1)(b
v[13]
32 b
v[1]
23 − 1) = b
v[1]
23 (b
v[1]
23 + 1)(b
v[1]
23 − 2) + 1 > 0.
Lemma 6.5. The following identities hold:
s
v[132]
2 (|λ
v[132]
1 |) = |λ
v[132]
1 |+ b
v[132]
12 |λ
v[132]
2 |,
s
v[132]
2 (|λ
v[132]
3 |) = |λ
v[132]
3 |+ b
v[132]
32 |λ
v[132]
2 |,
s
v[132]
1 (|λ
v[132]
3 |) = |λ
v[132]
3 |+ b
v[132]
31 |λ
v[132]
1 |,
and
s
v[132]
1 s
v[132]
2 s
v[132]
3 = s1s2s3.
Proof. The first three identities can be checked similarly as in the previous cases. For the last
identity, it follows from (4.12) that
s
v[132]
1 s
v[132]
2 s
v[132]
3 = s
v[13]
1 s
v[13]
2 s
v[13]
2 s
v[13]
3 s
v[13]
2 = s
v[13]
1 s
v[13]
3 s
v[13]
2 = s1s2s3.

iv) v[131]
We have
Cv[131] =


g2n+1 g2n+2 0
g2n+2 g2n+3 b
v[1]
23
−b
v[13]
13 g2n+1 −b
v[13]
13 g2n+2 −1

 .
We check the conditions of (IV). Immediately, we see that
λ
v[131]
1 > 0, λ
v[131]
2 > 0, λ
v[131]
3 < 0.
We need to check
λ
v[131]
1 + (b
v[131]
31 − 1)λ
v[131]
3 < 0, λ
v[131]
1 + (b
v[131]
12 − 1)λ
v[131]
2 > 0.
The latter is immediate since b
v[131]
12 ≥ 2. For the former, we have b
v[131]
31 = b
v[13]
13 ≥ 2 and get
λ
v[131]
1 + (b
v[131]
31 − 1)λ
v[131]
3
= (g2n+1, g2n+2, 0) + (b
v[131]
31 − 1)
(
−b
v[13]
13 g2n+1, −b
v[13]
13 g2n+2, −1
)
< 0,
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since 1 + (b
v[131]
31 − 1)(−b
v[13]
13 ) = 1− b
v[13]
13 (b
v[13]
13 − 1) < 0 and −(b
v[131]
31 − 1) < 0.
Lemma 6.6. We have the following identities:
s
v[131]
2 (|λ
v[131]
1 |) = |λ
v[131]
1 |+ b
v[131]
12 |λ
v[131]
2 |,
s
v[131]
2 (|λ
v[131]
3 |) = |λ
v[131]
3 |+ b
v[131]
23 |λ
v[131]
2 |,
s
v[131]
1 (|λ
v[131]
3 |) = |λ
v[131]
3 |+ b
v[131]
13 |λ
v[131]
1 |,
and
s
v[131]
3 s
v[131]
1 s
v[131]
2 = s1s2s3.
Proof. The first three identities can be checked similarly as in the previous cases. For the last
identity, it follows from (4.12) that
s
v[131]
3 s
v[131]
1 s
v[131]
2 = s
v[13]
1 s
v[13]
3 s
v[13]
1 s
v[13]
1 s
v[13]
2 = s
v[13]
1 s
v[13]
3 s
v[13]
2 = s1s2s3.

Finally, we check (S0) for all the cases (i)-(iv).
(S0) For (i) v[32], we have λ
v[32]
3 < 0 and λ
v[3]
2 < 0; for (ii) v[31], we see λ
v[31]
3 > 0 and
λ
v[3]
1 > 0; for (iii) v[132], observe λ
v[132]
3 > 0 and λ
v[13]
2 > 0; for (iv) v[131], we get λ
v[131]
3 < 0
and λ
v[13]
1 < 0.
7. Proof of Proposition 5.1: Main Induction Step
In order for our induction to be completed, there are 8 cases to be considered. We present all
the statements in each case. However, since there are symmetries coming from permutations of
indices and the computations are all similar, we prove the first two cases and omit details for the
other cases. We also check that (S0) is true for each induction step.
7.1. (I) → (III). We obtain from the definition and induction
λ
w[i+1,i,i−1]
i−1 = −λ
w[i+1,i]
i−1 < 0, λ
w[i+1,i,i−1]
i+1 = λ
w[i+1,i]
i+1 < 0,
λ
w[i+1,i,i−1]
i = s
w[i+1,i]
i−1 λ
w[i+1,i]
i = λ
w[i+1,i]
i + b
w[i+1,i]
i,i−1 λ
w[i+1,i]
i−1 > 0.
We need to show
λ
w[i+1,i,i−1]
i−1 + (b
w[i+1,i,i−1]
i−1,i − 1)λ
w[i+1,i,i−1]
i > 0
λ
w[i+1,i,i−1]
i−1 + (b
w[i+1,i,i−1]
i+1,i−1 − 1)λ
w[i+1,i,i−1]
i+1 < 0.
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Proof. First, since b
w[i+1,i]
i,i−1 ≥ 2, we have
λ
w[i+1,i,i−1]
i−1 + (b
w[i+1,i,i−1]
i−1,i − 1)λ
w[i+1,i,i−1]
i
= −λ
w[i+1,i]
i−1 + (b
w[i+1,i]
i,i−1 − 1)(λ
w[i+1,i]
i + b
w[i+1,i]
i,i−1 λ
w[i+1,i]
i−1 )
= (b
w[i+1,i]
i,i−1 − 1)(λ
w[i+1,i]
i + (b
w[i+1,i]
i,i−1 − 1)λ
w[i+1,i]
i−1 ) + (b
w[i+1,i]
i,i−1 − 2)λ
w[i+1,i]
i−1 > 0.
Second, we get
λ
w[i+1,i,i−1]
i−1 + (b
w[i+1,i,i−1]
i+1,i−1 − 1)λ
w[i+1,i,i−1]
i+1
= −λ
w[i+1,i]
i−1 + (b
w[i+1,i]
i−1,i+1 − 1)λ
w[i+1,i]
i+1 < 0.

Now we show
s
w[i+1,i,i−1]
i (|λ
w[i+1,i,i−1]
i−1 |) = |λ
w[i+1,i,i−1]
i−1 |+ b
w[i+1,i,i−1]
i,i−1 |λ
w[i+1,i,i−1]
i |,
s
w[i+1,i,i−1]
i (|λ
w[i+1,i,i−1]
i+1 |) = |λ
w[i+1,i,i−1]
i+1 |+ b
w[i+1,i,i−1]
i,i+1 |λ
w[i+1,i,i−1]
i |,
s
w[i+1,i,i−1]
i−1 (|λ
w[i+1,i,i−1]
i+1 |) = |λ
w[i+1,i,i−1]
i+1 |+ b
w[i+1,i,i−1]
i+1,i−1 |λ
w[i+1,i,i−1]
i−1 |.
Proof. To ease the notation, in this proof, we write v = w[i+ 1, i].
For the first identity, we have
LHS = s
w[i+1,i,i−1]
i (|λ
w[i+1,i,i−1]
i−1 |) = s
v
i−1s
v
i s
v
i−1(|λ
v
i−1|) = −s
v
i−1s
v
i (|λ
v
i−1|)
= −svi−1(|λ
v
i−1|+ b
v
i,i−1|λ
v
i |) = |λ
v
i−1| − b
v
i,i−1s
v
i−1(|λ
v
i |)
= λvi−1 + b
v
i−1,i(λ
v
i + b
v
i,i−1λ
v
i−1)
= |λ
w[i+1,i,i−1]
i−1 |+ b
w[i+1,i,i−1]
i,i−1 |λ
w[i+1,i,i−1]
i | = RHS.
For the second, we have
LHS = s
w[i+1,i,i−1]
i (|λ
w[i+1,i,i−1]
i+1 |) = s
v
i−1s
v
i s
v
i−1(|λ
v
i+1|) = s
v
i−1s
v
i (|λ
v
i+1|+ b
v
i−1,i+1|λ
v
i−1|)
= svi−1
(
|λvi+1|+ b
v
i,i+1|λ
v
i |+ b
v
i−1,i+1(|λ
v
i−1|+ b
v
i,i−1|λ
v
i |)
)
= |λvi+1|+ b
v
i−1,i+1|λ
v
i−1|+ b
v
i,i+1(|λ
v
i |+ b
v
i,i−1|λ
v
i−1|)
+ bvi−1,i+1
(
−|λvi−1|+ b
v
i,i−1(|λ
v
i |+ b
v
i,i−1|λ
v
i−1|)
)
= |λvi+1|+ (b
v
i,i+1 + b
v
i−1,i+1b
v
i,i−1)|λ
v
i |+ b
v
i,i−1(b
v
i,i+1 + b
v
i,i−1b
v
i−1,i+1)|λ
v
i−1|
= |λvi+1|+ (b
v
i,i+1 + b
v
i,i−1b
v
i−1,i+1)(|λ
v
i |+ b
v
i,i−1|λ
v
i−1|)
= |λ
w[i+1,i,i−1]
i+1 |+ b
w[i+1,i,i−1]
i,i+1 |λ
w[i+1,i,i−1]
i | = RHS.
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For the third, we get
LHS = s
w[i+1,i,i−1]
i−1 (|λ
w[i+1,i,i−1]
i+1 |) = s
v
i−1(|λ
v
i+1|)
= |λvi+1|+ b
v
i−1,i+1|λ
v
i−1| = |λ
w[i+1,i,i−1]
i+1 |+ b
w[i+1,i,i−1]
i+1,i−1 |λ
w[i+1,i,i−1]
i−1 | = RHS.

We have, by induction,
s
w[i+1,i,i−1]
i+1 s
w[i+1,i,i−1]
i−1 s
w[i+1,i,i−1]
i = s
w[i+1,i]
i+1 s
w[i+1,i]
i−1 s
w[i+1,i]
i−1 s
w[i+1,i]
i s
w[i+1,i]
i−1
= s
w[i+1,i]
i+1 s
w[i+1,i]
i s
w[i+1,i]
i−1 = s1s2s3.
(S0) We see that λ
w[i+1,i,i−1]
i > 0 and λ
w[i+1,i]
i−1 > 0.
7.2. (I) → (IV). We obtain from the definition and induction
λ
w[i+1,i,i+1]
i−1 = λ
w[i+1,i]
i−1 > 0, λ
w[i+1,i,i+1]
i+1 = −λ
w[i+1,i]
i+1 > 0,
λ
w[i+1,i,i+1]
i = s
w[i+1,i]
i+1 λ
w[i+1,i]
i = λ
w[i+1,i]
i + b
w[i+1,i]
i+1,i λ
w[i+1,i]
i+1 < 0.
We need to show
λ
w[i+1,i,i+1]
i+1 + (b
w[i+1,i,i+1]
i,i+1 − 1)λ
w[i+1,i,i+1]
i < 0
λ
w[i+1,i,i+1]
i+1 + (b
w[i+1,i,i+1]
i+1,i−1 − 1)λ
w[i+1,i,i+1]
i−1 > 0.
Proof. First, since b
w[i+1,i]
i+1,i ≥ 2, we have
λ
w[i+1,i,i−1]
i+1 + (b
w[i+1,i,i−1]
i,i+1 − 1)λ
w[i+1,i,i−1]
i
= −λ
w[i+1,i]
i+1 + (b
w[i+1,i]
i+1,i − 1)(λ
w[i+1,i]
i + b
w[i+1,i]
i+1,i λ
w[i+1,i]
i+1 )
= (b
w[i+1,i]
i+1,i − 1)(λ
w[i+1,i]
i + (b
w[i+1,i]
i+1,i − 1)λ
w[i+1,i]
i+1 ) + (b
w[i+1,i]
i+1,i − 2)λ
w[i+1,i]
i+1 < 0.
Second, we get
λ
w[i+1,i,i−1]
i+1 + (b
w[i+1,i,i−1]
i+1,i−1 − 1)λ
w[i+1,i,i−1]
i−1
= −λ
w[i+1,i]
i+1 + (b
w[i+1,i]
i−1,i+1 − 1)λ
w[i+1,i]
i−1 > 0.

We need to prove
s
w[i+1,i,i+1]
i (|λ
w[i+1,i,i+1]
i−1 |) = |λ
w[i+1,i,i+1]
i−1 |+ b
w[i+1,i,i+1]
i−1,i |λ
w[i+1,i,i+1]
i |,
s
w[i+1,i,i+1]
i (|λ
w[i+1,i,i+1]
i+1 |) = |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i+1,i |λ
w[i+1,i,i+1]
i |,
s
w[i+1,i,i+1]
i−1 (|λ
w[i+1,i,i+1]
i+1 |) = |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i+1,i−1 |λ
w[i+1,i,i+1]
i−1 |.
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Proof. To ease the notation, in this proof, we write v = w[i+ 1, i].
For the first identity, we have
LHS = s
w[i+1,i,i+1]
i (|λ
w[i+1,i,i+1]
i−1 |) = s
v
i+1s
v
i s
v
i+1(|λ
v
i−1|) = s
v
i+1s
v
i (|λ
v
i−1|+ b
v
i−1,i+1|λ
v
i+1|)
= svi+1
(
|λvi−1|+ b
v
i,i−1|λ
v
i |+ b
v
i−1,i+1(|λ
v
i+1|+ b
v
i,i+1|λ
v
i |)
)
= |λvi−1|+ b
v
i−1,i+1|λ
v
i+1|+ b
v
i,i−1(|λ
v
i |+ b
v
i,i+1|λ
v
i+1|)
+ bvi−1,i+1
(
−|λvi+1|+ b
v
i,i+1(|λ
v
i |+ b
v
i,i+1|λ
v
i+1|)
)
= |λvi−1|+ (b
v
i,i−1 + b
v
i−1,i+1b
v
i,i+1)|λ
v
i |+ b
v
i,i+1(b
v
i,i−1 + b
v
i,i+1b
v
i−1,i+1)|λ
v
i+1|
= |λvi−1| − (b
v
i−1,i + b
v
i−1,i+1b
v
i+1,i)|λ
v
i | − b
v
i,i+1(b
v
i−1,i + b
v
i+1,ib
v
i−1,i+1)|λ
v
i+1|
= |λvi−1|+ (b
v
i−1,i + b
v
i−1,i+1b
v
i+1,i)(−|λ
v
i | − b
v
i,i+1|λ
v
i+1|)
= |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i+1,i |λ
w[i+1,i,i+1]
i | = RHS.
For the second, we have
LHS = s
w[i+1,i,i+1]
i (|λ
w[i+1,i,i+1]
i+1 |) = s
v
i+1s
v
i s
v
i+1(|λ
v
i+1|) = −s
v
i+1s
v
i (|λ
v
i+1|)
= −svi+1(|λ
v
i+1|+ b
v
i,i+1|λ
v
i |) = |λ
v
i+1| − b
v
i,i+1(|λ
v
i |+ b
v
i,i+1|λ
v
i+1|)
= |λvi+1|+ b
v
i,i+1(−λ
v
i − b
v
i+1,iλ
v
i+1)
= |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i+1,i |λ
w[i+1,i,i+1]
i | = RHS.
For the third, we get
LHS = s
w[i+1,i,i+1]
i−1 (|λ
w[i+1,i,i+1]
i+1 |) = s
v
i−1(|λ
v
i+1|)
= |λvi+1|+ b
v
i−1,i+1|λ
v
i−1| = |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i+1,i−1 |λ
w[i+1,i,i+1]
i−1 | = RHS.

By induction,
s
w[i+1,i,i+1]
i s
w[i+1,i,i+1]
i+1 s
w[i+1,i,i+1]
i−1 = s
w[i+1,i]
i+1 s
w[i+1,i]
i s
w[i+1,i]
i+1 s
w[i+1,i]
i+1 s
w[i+1,i]
i−1
= s
w[i+1,i]
i+1 s
w[i+1,i]
i s
w[i+1,i]
i−1 = s1s2s3.
(S0) It is straightforward to see that λ
w[i+1,i,i+1]
i < 0 and λ
w[i+1,i]
i+1 < 0.
7.3. (II) → (III). We obtain from the definition and induction
λ
w[i−1,i,i−1]
i−1 = −λ
w[i−1,i]
i−1 < 0, λ
w[i−1,i,i−1]
i+1 = λ
w[i−1,i]
i+1 < 0,
λ
w[i−1,i,i−1]
i = s
w[i−1,i]
i−1 λ
w[i−1,i]
i = λ
w[i−1,i]
i + b
w[i−1,i]
i,i−1 λ
w[i−1,i]
i−1 > 0.
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We see that
λ
w[i−1,i,i−1]
i−1 + (b
w[i−1,i,i−1]
i−1,i − 1)λ
w[i−1,i,i−1]
i > 0
λ
w[i−1,i,i−1]
i−1 + (b
w[i−1,i,i−1]
i−1,i−1 − 1)λ
w[i−1,i,i−1]
i+1 < 0.
One can show
s
w[i−1,i,i−1]
i (|λ
w[i−1,i,i−1]
i−1 |) = |λ
w[i−1,i,i−1]
i−1 |+ b
w[i−1,i,i−1]
i,i−1 |λ
w[i−1,i,i−1]
i |,
s
w[i−1,i,i−1]
i (|λ
w[i−1,i,i−1]
i+1 |) = |λ
w[i−1,i,i−1]
i+1 |+ b
w[i−1,i,i−1]
i,i+1 |λ
w[i−1,i,i−1]
i |,
s
w[i−1,i,i−1]
i−1 (|λ
w[i−1,i,i−1]
i+1 |) = |λ
w[i−1,i,i−1]
i+1 |+ b
w[i−1,i,i−1]
i+1,i−1 |λ
w[i−1,i,i−1]
i−1 |.
Using induction, one can check
s
w[i−1,i,i−1]
i+1 s
w[i−1,i,i−1]
i−1 s
w[i−1,i,i−1]
i = s1s2s3.
(S0) We see that λ
w[i−1,i,i−1]
i > 0 and λ
w[i−1,i]
i−1 > 0.
7.4. (II) → (IV). We obtain from the definition
λ
w[i−1,i,i+1]
i−1 = λ
w[i−1,i]
i−1 > 0, λ
w[i−1,i,i+1]
i+1 = −λ
w[i−1,i]
i+1 > 0,
λ
w[i−1,i,i+1]
i = s
w[i−1,i]
i+1 λ
w[i−1,i]
i = λ
w[i−1,i]
i + b
w[i−1,i]
i+1,i λ
w[i−1,i]
i+1 < 0.
We see that
λ
w[i−1,i,i+1]
i+1 + (b
w[i−1,i,i+1]
i,i+1 − 1)λ
w[i−1,i,i+1]
i < 0
λ
w[i−1,i,i+1]
i+1 + (b
w[i−1,i,i+1]
i+1,i−1 − 1)λ
w[i−1,i,i+1]
i−1 > 0.
We obtain
s
w[i−1,i,i+1]
i (|λ
w[i−1,i,i+1]
i−1 |) = |λ
w[i−1,i,i+1]
i−1 |+ b
w[i−1,i,i+1]
i−1,i |λ
w[i−1,i,i+1]
i |,
s
w[i−1,i,i+1]
i (|λ
w[i−1,i,i+1]
i+1 |) = |λ
w[i−1,i,i+1]
i+1 |+ b
w[i−1,i,i+1]
i+1,i |λ
w[i−1,i,i+1]
i |,
s
w[i−1,i,i+1]
i−1 (|λ
w[i−1,i,i+1]
i+1 |) = |λ
w[i−1,i,i+1]
i+1 |+ b
w[i−1,i,i+1]
i+1,i−1 |λ
w[i−1,i,i+1]
i−1 |.
Using induction, one sees that
s
w[i−1,i,i+1]
i s
w[i−1,i,i+1]
i+1 s
w[i−1,i,i+1]
i−1 = s1s2s3.
(S0) We check λ
w[i−1,i,i+1]
i < 0 and λ
w[i−1,i]
i+1 < 0.
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7.5. (III) → (I). We obtain from the definition
λ
w[i+1,i,i−1]
i−1 = −λ
w[i+1,i]
i−1 > 0, λ
w[i+1,i,i−1]
i+1 = λ
w[i+1,i]
i+1 > 0,
λ
w[i+1,i,i−1]
i = s
w[i+1,i]
i−1 λ
w[i+1,i]
i = λ
w[i+1,i]
i + b
w[i+1,i]
i−1,i λ
w[i+1,i]
i−1 < 0.
One can check
λ
w[i+1,i,i−1]
i−1 + (b
w[i+1,i,i−1]
i−1,i+1 − 1)λ
w[i+1,i,i−1]
i+1 > 0
λ
w[i+1,i,i−1]
i−1 + (b
w[i+1,i,i−1]
i,i−1 − 1)λ
w[i+1,i,i−1]
i < 0.
One can show
s
w[i+1,i,i−1]
i (|λ
w[i+1,i,i−1]
i−1 |) = |λ
w[i+1,i,i−1]
i−1 |+ b
w[i+1,i,i−1]
i−1,i |λ
w[i+1,i,i−1]
i |,
s
w[i+1,i,i−1]
i (|λ
w[i+1,i,i−1]
i+1 |) = |λ
w[i+1,i,i−1]
i+1 |+ b
w[i+1,i,i−1]
i+1,i |λ
w[i+1,i,i−1]
i |,
s
w[i+1,i,i−1]
i−1 (|λ
w[i+1,i,i−1]
i+1 |) = |λ
w[i+1,i,i−1]
i+1 |+ b
w[i+1,i,i−1]
i−1,i+1 |λ
w[i+1,i,i−1]
i−1 |.
By induction,
s
w[i+1,i,i−1]
i s
w[i+1,i,i−1]
i−1 s
w[i+1,i,i−1]
i+1 = s1s2s3.
(S0) We obtain λ
w[i+1,i,i−1]
i < 0 and λ
w[i+1,i]
i−1 < 0.
7.6. (III) → (II). We obtain from the definition and induction
λ
w[i+1,i,i+1]
i−1 = λ
w[i+1,i]
i−1 < 0, λ
w[i+1,i,i+1]
i+1 = −λ
w[i+1,i]
i+1 < 0,
λ
w[i+1,i,i+1]
i = s
w[i+1,i]
i+1 λ
w[i+1,i]
i = λ
w[i+1,i]
i + b
w[i+1,i]
i,i+1 λ
w[i+1,i]
i+1 > 0.
One can check
λ
w[i+1,i,i+1]
i+1 + (b
w[i+1,i,i+1]
i+1,i − 1)λ
w[i+1,i,i+1]
i > 0
λ
w[i+1,i,i+1]
i+1 + (b
w[i+1,i,i+1]
i−1,i+1 − 1)λ
w[i+1,i,i+1]
i−1 < 0.
One can show
s
w[i+1,i,i+1]
i (|λ
w[i+1,i,i+1]
i−1 |) = |λ
w[i+1,i,i+1]
i−1 |+ b
w[i+1,i,i+1]
i,i−1 |λ
w[i+1,i,i+1]
i |,
s
w[i+1,i,i+1]
i (|λ
w[i+1,i,i+1]
i+1 |) = |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i,i+1 |λ
w[i+1,i,i+1]
i |,
s
w[i+1,i,i+1]
i−1 (|λ
w[i+1,i,i+1]
i+1 |) = |λ
w[i+1,i,i+1]
i+1 |+ b
w[i+1,i,i+1]
i−1,i+1 |λ
w[i+1,i,i+1]
i−1 |.
We obtain by induction
s
w[i+1,i,i+1]
i−1 s
w[i+1,i,i+1]
i+1 s
w[i+1,i,i+1]
i = s1s2s3.
(S0) We see that λ
w[i+1,i,i+1]
i > 0 and λ
w[i+1,i]
i+1 > 0.
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7.7. (IV) → (I). We obtain from the definition and induction
λ
w[i−1,i,i−1]
i−1 = −λ
w[i−1,i]
i−1 > 0, λ
w[i−1,i,i−1]
i+1 = λ
w[i−1,i]
i+1 > 0,
λ
w[i−1,i,i−1]
i = s
w[i−1,i]
i−1 λ
w[i−1,i]
i = λ
w[i−1,i]
i + b
w[i−1,i]
i−1,i λ
w[i−1,i]
i−1 < 0.
It can be shown that
λ
w[i−1,i,i−1]
i−1 + (b
w[i−1,i,i−1]
i−1,i+1 − 1)λ
w[i−1,i,i−1]
i+1 > 0
λ
w[i−1,i,i−1]
i−1 + (b
w[i−1,i,i−1]
i,i−1 − 1)λ
w[i−1,i,i−1]
i < 0.
It can be checked that
s
w[i−1,i,i−1]
i (|λ
w[i−1,i,i−1]
i−1 |) = |λ
w[i−1,i,i−1]
i−1 |+ b
w[i−1,i,i−1]
i−1,i |λ
w[i−1,i,i−1]
i |,
s
w[i−1,i,i−1]
i (|λ
w[i−1,i,i−1]
i+1 |) = |λ
w[i−1,i,i−1]
i+1 |+ b
w[i−1,i,i−1]
i+1,i |λ
w[i−1,i,i−1]
i |,
s
w[i−1,i,i−1]
i−1 (|λ
w[i−1,i,i−1]
i+1 |) = |λ
w[i−1,i,i−1]
i+1 |+ b
w[i−1,i,i−1]
i−1,i+1 |λ
w[i−1,i,i−1]
i−1 |.
By induction,
s
w[i−1,i,i−1]
i s
w[i−1,i,i−1]
i−1 s
w[i−1,i,i−1]
i+1 = s1s2s3.
(S0) We check λ
w[i−1,i,i−1]
i < 0 and λ
w[i−1,i]
i−1 < 0.
7.8. (IV) → (II). We obtain from the definition and induction
λ
w[i−1,i,i+1]
i−1 = λ
w[i−1,i]
i−1 < 0, λ
w[i−1,i,i+1]
i+1 = −λ
w[i−1,i]
i+1 < 0,
λ
w[i−1,i,i+1]
i = s
w[i−1,i]
i+1 λ
w[i−1,i]
i = λ
w[i−1,i]
i + b
w[i−1,i]
i,i+1 λ
w[i−1,i]
i+1 > 0.
It can be shown that
λ
w[i−1,i,i+1]
i+1 + (b
w[i−1,i,i+1]
i+1,i − 1)λ
w[i−1,i,i+1]
i > 0
λ
w[i−1,i,i+1]
i+1 + (b
w[i−1,i,i+1]
i−1,i+1 − 1)λ
w[i−1,i,i+1]
i−1 < 0.
It can be shown that
s
w[i−1,i,i+1]
i (|λ
w[i−1,i,i+1]
i−1 |) = |λ
w[i−1,i,i+1]
i−1 |+ b
w[i−1,i,i+1]
i,i−1 |λ
w[i−1,i,i+1]
i |.
s
w[i−1,i,i+1]
i (|λ
w[i−1,i,i+1]
i+1 |) = |λ
w[i−1,i,i+1]
i+1 |+ b
w[i−1,i,i+1]
i,i+1 |λ
w[i−1,i,i+1]
i |.
s
w[i−1,i,i+1]
i−1 (|λ
w[i−1,i,i+1]
i+1 |) = |λ
w[i−1,i,i+1]
i+1 |+ b
w[i−1,i,i+1]
i−1,i+1 |λ
w[i−1,i,i+1]
i−1 |.
We obtain, by induction,
s
w[i−1,i,i+1]
i−1 s
w[i−1,i,i+1]
i+1 s
w[i−1,i,i+1]
i = s1s2s3.
(S0) We see that λ
w[i−1,i,i+1]
i > 0 and λ
w[i−1,i]
i+1 > 0.
This completes a proof of Proposition 5.1. 
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8. Proof of Theorem 3.2
In this section, we establish intended consequences of the results in the previous sections to
finish a proof of Theorem 3.2.
Proposition 8.1. The statement (C1) of Conjecture 2.13 is true for mutation sequences not
equal to any of [(21)n2], [(21)n3], [(21)n] and [(21)n23].
Proof. By Proposition 5.1, we know that (I)-(IV) are the only cases. As the other cases are all
similar, we only consider the case w[i, i+1, i] with the length of w even. That is, we prove (C1)
for w[i, i + 1, i], assuming that (C1) is true for w[i, i + 1]. Since w[i, i + 1] belongs to the case
(IV), we have λ
w[i,i+1]
i = c
w[i,i+1]
i < 0 and b
w[i,i+1]
i+1,i < 0. Then, from the definitions, we obtain
λ
w[i,i+1,i]
i = −λ
w[i,i+1]
i , s
w[i,i+1,i]
i = s
w[i,i+1]
i ,
λ
w[i,i+1,i]
i+1 = s
w[i,i+1]
i λ
w[i,i+1]
i+1 , s
w[i,i+1,i]
i+1 = s
w[i,i+1]
i s
w[i,i+1]
i+1 s
w[i,i+1]
i ,
λ
w[i,i+1,i]
i−1 = λ
w[i,i+1]
i−1 , s
w[i,i+1,i]
i−1 = s
w[i,i+1]
i−1 .
From the mutation at vertex i,
b
w[i,i+1,i]
i,i+1 = −b
w[i,i+1]
i,i+1 < 0, b
w[i,i+1,i]
i,i−1 = −b
w[i,i+1]
i,i−1 > 0,
b
w[i,i+1,i]
i−1,i+1 = −b
w[i,i+1]
i+1,i−1 + b
w[i,i+1]
i,i+1 b
w[i,i+1]
i−1,i > 0,
and
c
w[i,i+1,i]
i = −c
w[i,i+1]
i , c
w[i,i+1,i]
i−1 = c
w[i,i+1]
i−1 ,
c
w[i,i+1,i]
i+1 = c
w[i,i+1]
i+1 + b
w[i,i+1]
i,i+1 c
w[i,i+1]
i .
Clearly, λ
w[i,i+1,i]
i = c
w[i,i+1,i]
i and λ
w[i,i+1,i]
i−1 = c
w[i,i+1,i]
i−1 by the above computations and by
induction. Again, by induction, we compute
λ
w[i,i+1,i]
i+1 = s
w[i,i+1]
i λ
w[i,i+1]
i+1 = s
w[i,i+1]
i |λ
w[i,i+1]
i+1 | = |λ
w[i,i+1]
i+1 |+ b
w[i,i+1]
i+1,i |λ
w[i,i+1]
i |
= c
w[i,i+1]
i+1 − b
w[i,i+1]
i+1,i c
w[i,i+1]
i = c
w[i,i+1,i]
i+1 .

Proposition 8.2. The statement (C4) of Conjecture 2.13 is true for Q.
Proof. Suppose that Q is given as in (3.1). Reverse the direction of the arrow connecting vertices
1 and 3 to obtain the 2-complete acyclic quiver Qa
(8.3)
1 3
2
b23b12
b31
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Let B = [bij] be the skew-symmetric matrix corresponding to Q, and Ba = [(ba)ij ] the one
corresponding to Qa. For any (minimal) mutation sequence w starting with 2, the quivers Q
w
a
and Qw are non-acyclic. If the length of w is odd (resp. even), then all of bw12, b
w
23, b
w
31, (ba)
w
12,
(ba)
w
23 and (ba)
w
31 are negative (resp. positive), because each mutation changes the directions of
arrows.
Furthermore, the statement (S0), which has been verified throughout all the induction steps,
tells us that the ith c-vector of Qwa and the i
th ℓ-vector (or c-vector by Proposition 8.1) of Qw
have the same signs for each i = 1, 2, 3. Consequently, the admissible curves ηwi for Q are defined
by the same elements twi of the universal Coxeter group as the loops γri for Qa in the paper [8].
By the remark after Theorem 6.20 in [8], the admissible curves ηwi and the loops γri have the
same intersection property. Thus the statement (C4) for Q follows from Lemma 5.2 in [8]. 
Proof of Theorem 3.2. (C4) is proved in Proposition 8.2. (C1)-(C3) are checked for each of the
(initial) mutation sequences [(21)n2], [(21)n3], [(21)n] and [(21)n23] in Section 4. For the other
(general) mutation sequences, (C1) is established in Proposition 8.1, and (C2) and (C3) are
included in each of (I)-(IV) and are proven in Proposition 5.1. 
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