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ABSTRACT
Local gamma-band (∼30-100Hz) oscillations in the brain, produced by feedback inhi-
bition on a characteristic timescale, appear in multiple areas of the brain and are asso-
ciated with a wide range of cognitive functions. Some regions producing gamma also
receive gamma-rhythmic input, and the interaction and coordination of these rhythms
has been hypothesized to serve various functional roles. This thesis consists of three
stand-alone chapters, each of which considers the response of a gamma-rhythmic
neuronal circuit to input in an analytical framework. In the first, we demonstrate
that several related models of a gamma-generating circuit under periodic forcing are
asymptotically drawn onto an attracting invariant torus due to the convergence of
inhibition trajectories at spikes and the convergence of voltage trajectories during
sustained inhibition, and therefore display a restricted range of dynamics. In the
second, we show that a model of a gamma-generating circuit under forcing by square
pulses cannot maintain multiple stably phase-locked solutions. In the third, we show
that a separation of time scales of membrane potential dynamics and synaptic decay
causes the gamma model to phase align its spiking such that periodic forcing pulses
v
arrive under minimal inhibition. When two of these models are mutually coupled,
the same effect causes excitatory pulses from the faster oscillator to arrive at the
slower under minimal inhibition, while pulses from the slower to the faster arrive
under maximal inhibition. We also show that such a time scale separation allows the
model to respond sensitively to input pulse coherence to an extent that is not possible
for a simple one-dimensional oscillator. We draw on a wide range of mathematical
tools and structures including return maps, saltation matrices, contraction methods,
phase response formalism, and singular perturbation theory in order to show that the
neuronal mechanism of gamma oscillations is uniquely suited to reliably phase lock
across brain regions and facilitate the selective transmission of information.
vi
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Chapter 1
Attracting Invariant Tori in Periodically Forced Network Gamma
Rhythms
Most of the material in this chapter is presented in [21].
1.1 Introduction
The observation of gamma (∼30-100Hz) oscillations in many areas of the brain has
inspired numerous modeling efforts and theoretical investigations [19] into the possi-
ble mechanisms and functions of the rhythm. Most of these studies have focused on
the effects of network architecture and parameter values on network synchronization
at gamma frequencies [91] [48] [9] [12] [58] [26] [19]. More recently, some have con-
sidered these mechanisms in the broader neural context in which gamma-generating
populations may receive temporally patterned inputs, including inputs modulated
at gamma frequencies [10] [11] [89] [46] [80]. An increasing number of researchers in
this area are focusing on the hypothesis that coherence between gamma-rhythmic
neuron populations modulates the effectiveness of information transfer, often called
the “Communication Through Coherence” (CTC) hypothesis [45] [97]. But only a
handful have posed the important question of how such coherence is maintained and
manipulated, and these focus mainly on numerical observations and heuristic argu-
ments [3] [46] [11] [77]. None that we know of have taken a systematic, theoretical
approach to the problem of establishing coherence between multiple gamma-rhythmic
populations.
2In this manuscript, we focus on the simplest model of gamma generation, called
Interneuronal Network Gamma (ING), in which a self-inhibiting neuronal population
alternately fires a volley of spikes and recovers from its self-inhibition on the time
scale of a gamma cycle [92][94]. We also consider Pyramidal-Interneuronal Network
Gamma, in which pyramidal cells fire a spike volley, evoke an inhibitory spike volley,
recover slowly from inhibition, and repeat [95] [94]. These two processes share the key
mechanism of slowly-decreasing inhibition that rapidly resets when it is overcome by
excitation.
We make the claim that rhythms generated in this way and subjected to periodic
forcing are limited to periodic and quasiperiodic behavior. We support this claim by
demonstrating that the attracting dynamics of models capturing the key behaviors
of these systems are constrained to an attracting invariant torus.
Remark 1.1.1. We do not examine the mechanisms of synchronization and desyn-
chronization: these have already been studied extensively [91] [48] [9] [12] [58] [26]
[19]. Instead, we will consider only systems that have already reached and are main-
taining tight synchrony, and are driven homogeneously by a temporally-patterned sig-
nal. By restricting our scope in this way, we are better able to tease out the properties
distinctive to the mechanism of rhythm generation, as opposed to those brought about
by noise, heterogeneity, etc.
In Section 2, we review the properties of flows on a torus, and in particular the
limitation of such flows to periodic and quasiperiodic motion. We recall that a limit-
cycle oscillator under sufficiently weak forcing is constrained to an attracting invariant
torus in phase space; however, the strength of forcing that is sufficiently weak to
guarantee the persistence of the invariant torus depends on the properties of the
system. In particular, the Fitzhugh-Nagumo (FN) relaxation oscillator close to its
3singular limit retains an invariant torus only for extremely weak forcing. Once the
torus vanishes, the forced relaxation oscillator also acquires a wider range of dynamic
behaviors, including stable period doubling and chaos [29]. We argue in the discussion
section that this property makes a forced relaxation oscillator a poor candidate for
communication through coherence (CTC).
In Section 3, we define a simple three-dimensional model of forced ING, in which
a synchronous population of inhibitory neurons repeatedly emerges from decaying
mutual inhibition, spikes, and instantly restores maximal mutual inhibition, all under
the influence of periodically-patterned drive. We find that this system maintains a
globally attracting invariant torus when trajectories converge sufficiently between each
spike. Such convergence may arise from two different sources: synaptic saturation
and sustained inhibition. When this convergence condition is met, the ING system’s
asymptotic dynamics are strictly constrained to an invariant torus, and therefore
consist entirely of periodic and quasiperiodic orbits. In the Appendix, we rigorously
prove the findings from this section.
In Section 4, we define a model of a forced PING oscillator that lives in five dimensions
(including forcing) instead of three, but behaves very similarly to the ING oscillator
when the E-population is periodically forced and the membrane time-constant of its
inhibitory population is small. We show that if the conductance of synapses to the
I-population is strong enough, the dynamics of PING with a forced excitatory popu-
lation are very similar to the dynamics of forced ING; in particular, the asymptotic
dynamics of periodically forced PING are also constrained to an invariant torus, on
which its dynamics are similarly restricted.
41.2 Context
1.2.1 Flows on tori
We recall that periodic forcing may be introduced into an autonomous model by
adding a circular variable Φ representing the phase of the forcing period, with Φ˙
constant. If this variable is introduced into a system with an asymptotically stable
limit cycle but remains uncoupled from the rest of the system, the limit cycle in full
phase space is an asymptotically attracting invariant torus. By Fenichel’s result on the
persistence of normally-hyperbolic invariant manifolds [41], this torus must persist and
continue to attract when the coupling between Φ and the other variables is sufficiently
weak. If the forcing is made stronger, however, this torus may be topologically altered
or destroyed. This generally corresponds to a transition to chaotic dynamics. For
more information on this transition, see e.g. [1] or [76].
While this torus persists (and forward and backward flows on it are unique), the
asymptotic dynamics of the forced oscillator are limited to the dynamics possible on
the surface of a two-dimensional torus. Flows on the 2-torus do not allow period-
doubling bifurcations: a period-doubled solution would necessarily cross the unstable
solution that remains after period-doubling. For the same reason, two phase-locked
solutions with different locking ratios (e.g. 1:1 and 2:1 locking) cannot coexist on
a torus. The only dynamics possible on the surface of a 2-torus are quasiperiodic
(described by a function of two periodic motions with an irrational ratio) and peri-
odic. Generally the phase-locked states on the torus are arranged in order of phase
locking ratio along a “devil’s staircase,” in which phase locking ratios with smaller
denominators persist over a larger subset of a parameter space, all phase locking
5ratios are represented, and phase locked states are separated by short windows of
quasiperiodicity [8].
We note that the existence of an invariant torus is implied by the existence of an
invariant circle under a Poincare map. (This is directly analogous to the fact that a
fixed point under a Poincare map implies the existence of a limit cycle.) If a Poincare
map on a transverse section of a continuous flow takes a topological circle of points
back to itself and preserves the circle’s orientation, then the forward flow of the circle
traces out a torus; since the torus is made up of complete trajectories, it is invariant
under the flow. If the circle asymptotically attracts all initial points in the section,
then all trajectories passing through the section are asymptotically attracted to the
torus. We use this simple result to prove the existence of attracting invariant tori in
later sections. (See Figure 1.1.)
6Figure 1.1: A flow on a torus. A transverse section (red) cuts a circular cross-section of the
torus, splitting it into a cylinder. By following trajectories from this section back to itself,
we induce an orientation-preserving homeomorphism on the circle.
This method of proving the existence of an invariant torus is particularly useful for
systems with discontinuous jumps: the induced map on a section may still be a
homeomorphism on an invariant circle. In this case, the invariant set in the full space
is a torus broken by discontinuities. The existence of the homeomorphism guarantees
that trajectories do not merge across discontinuities, so by identifying pairs of points
on the same trajectory before and after jumps, a topology may be defined in which
the invariant set is an unbroken torus, and dynamics on its surface are constrained to
periodic and quasiperiodic orbits. (This process is discussed and illustrated in Section
1.3.1 and figure 1.3.)
Invariant tori are particularly useful in spiking systems. In a neural model with
7a Poincare section corresponding to a “spike,” we can define a Poincare map from
the state at one spike to the state at the next. If the full state space is only two-
dimensional, this is a one-dimensional map, so the value of a single variable at a
spike determines the system state at the next spike. In the following sections and
in a number of other publications, this variable is time or the phase of an ongoing
forcing oscillation, and the map is called a “spike map” [13] (though other publications
refer to it as a “firing map” [25], “firing time map” [47] or “spike-time map” [85]). In
higher dimensional systems, no single variable at a spike can determine the state at
the next. But if the Poincare map possesses an attracting invariant circle (i.e. the
full system possesses an attracting invariant torus), a one-dimensional map may be
defined on the invariant circle; after the system becomes close to the torus, this map
begins to act as a spike map and can be used to study the asymptotic dynamics of
the system.
1.2.2 The relaxation oscillator and phase-locking
Here we discuss the phase-locking properties of a periodically-forced relaxation oscil-
lator. As a generic exemplar of such an oscillator, we study the periodically-forced
Fitzhugh-Nagumo (FN) oscillator, defined by the equations

τ V˙ = V − V 3 − s+ ￿I(Φ)
s˙ = V − k − sτs
Φ˙ = 1
(1.1)
In these equations, Φ ∈ T1 = [0, TI), I(·) is a piecewise-continuous function from T1 to
8R+ and hence a periodic current with period TI , and 0 < τ ￿ 1. This model has been
studied in [5], [51], [29], [55], and [28], to name a few; our analysis is intended only
to compare the properties of this system observed in these studies to the properties
of ING oscillators.
Though any system with a globally attracting limit cycle is globally attracted to an
invariant torus for sufficiently weak periodic forcing, the strength of forcing required to
break up the torus varies by system. One factor that can reduce the requisite forcing
strength necessary to break the torus is a separation of time scales. This effect is
apparent in the case of the forced relaxation oscillator. Croiser et. al [29] conduct
a numerical study of the FN oscillator under forcing. They find that interesting
dynamics emerge at a forcing strength ￿ that decreases precipitously as τ → 0. These
dynamics include the period-doubling of stable 1:1 phase-locked orbits, and bistability
between 1:1 and 2:1 phase-locked solutions, both for forcing periods close to the
system’s natural period. As discussed above, neither of these behaviors is possible if
there exists a globally attracting invariant torus; therefore, their observations prove
that when τ is small, the attracting invariant torus breaks up at very small ￿.
1.3 ING: Robust, monostable phase-locking on an invariant torus
Here we investigate the phase-locking properties of the forced ING mechanism.
As we discuss above, our treatment of ING assumes a periodically-forced synchronous
population of I-cells in a cycle of creating and then slowly recovering from mutual
inhibition. The components of this system are:
• A circular population phase variable θ (the shared membrane potential of the
9inhibitory population) that goes from excitable to oscillatory by crossing a bi-
furcation as drive passes above a threshold.
• An inhibition variable s > 0 (the level of synaptic inhibition) that resets to a
higher value when the phase variable spikes, and otherwise decays with time.
• A forcing phase variable Φ that advances steadily with time and may be either
on a circle or lifted to R (in which case we write Φ¯).
Figure 1.2: Schema of the ING circuit.
Like the forced relaxation oscillator, this system is characterized by a voltage-type
variable θ (corresponding to V in the FN oscillator), a current-type variable s whose
level determines whether the voltage variable can “spike,” and a periodic forcing
variable Φ influencing the voltage variable. In its definition, this system differs from
the FN oscillator in two key respects:
• The current variable s has fast resets triggered by the faster variable, and the
resetting map induces a contraction in the s-direction. In this respect, it is like
a relaxation oscillator with a very fast right branch. (See [83] for an explanation
of how a difference between the speeds along the two stable branches of a forced
relaxation oscillator creates “compression” in the slow direction.)
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• θ completes its period by wrapping around a circular phase space rather than by
returning via a downwards jump. As a consequence, excitation always pushes
θ closer to its next spike.
Due to these differences, this system differs from the relaxation oscillator in that the
attracting invariant torus that exists for ￿ = 0 persists for strong forcing for a broad
range of parameters, precluding period-doubling and any other behavior that cannot
exist on the torus.
Remark 1.3.1. Though it is sometimes convenient to treat θ as a “fast” variable,
none of the results proven here require a separation of time scales between membrane
dynamics and inhibitory decay: τ may be larger or smaller than τs throughout the rest
of this paper.
We study one instantiation of the forced ING oscillator described above, using the
phase θ of a theta neuron [39] to model the voltage of the synchronous inhibitory
population and an exponentially decaying scalar si ∈ (0, 1] to model the slowly de-
caying inhibition. We choose the theta neuron rather than the equivalent quadratic
integrate-and-fire neuron because of continuity across a spike, a property we shall
take advantage of in our proofs. We use the equations
θ˙ = 1τ (1− cos(θ) + (1 + cos(θ))G)
s˙ = − sτs
Φ˙ = 1
(1.2)
where
G = b− gs+ ￿I(Φ).
is the net flux of current; g is the maximal conductance of the I-population autapse;
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τs is the decay time constant of inhibition; τ is the I-population membrane time
constant; and b is the baseline level of tonic excitation of the I-population. The
forcing phase Φ ∈ [0, TI) and the population phase θ ∈ [−π, π) are both on T1, and
I(·) is a TI-periodic piecewise-continuous function representing the periodic drive to
the I-population. When θ reaches π, s resets instantly to
ρ(s) = 1 + c(s− 1). (1.3)
We call this synaptic resetting rule ρ “linearly resetting synapses.” We show in Ap-
pendix A that this synapse model approximates more realistic (non-instantaneous)
synapses if the spikes that cause synaptic rise are narrow. Models in which synapses
increase by a fixed amount at every spike can also be reproduced in this framework
by making g large and c close to 1. Similar equations to ours were used to model
forced gamma rhythms in [10].
We also assume that the sum of b and I(Φ) becomes sufficiently positive for long
enough each period that the forward flow from any initial state is eventually followed
by another spike, and that the next spike occurs within time C for some C < ∞.
(The existence of an upper bound C on inter-spike interval can be shown to follow
from the first assumption and the compactness of state space.)
We treat the synaptic current s as a directly injected current. We believe that under
most circumstances, introducing a synaptic reversal potential would not compromise
our qualitative results; however, that is outside the scope of this paper.
Additional Notation:
• When we want to consider a circular variable (e.g., Φ) in its lift to R, we use
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an overbar (e.g., Φ¯).
• We write θt to refer to the value of θ at time t. We use st and Φt similarly.
1.3.1 Existence of a globally attracting invariant torus for non-small ￿
Here we discuss the broad conditions under which a periodically-forced ING system
as described in (1.2) possesses a globally attracting invariant torus.
We are interested in determining the existence of an attracting invariant torus; due
to the discontinuous synaptic resetting rule at each spike, this torus will have one
jump discontinuity at θ = π. This torus is illustrated in Figure 1.3. We consider
the map induced by the forward flow from initial conditions at the right-hand limit
of θ = π to the same set at the next spike. If this map is a homeomorphism on an
attracting circle, then no two trajectories from this circle can merge as they cross the
discontinuity. Thus, as mentioned in Section 1.2.1, we can identify pairs of points
corresponding to the states of these trajectories at the left- and right-hand limits
of their spike times, rendering the trajectories continuous and the invariant set a
topological torus. This identification is illustrated in Figure 1.4. As discussed in
Section 1.2.1, while an attracting invariant torus exists, the long-term dynamics of
the ING oscillator cannot include multiple phase-locked trajectories with different
locking ratios, and cannot period-double as parameters change.
Remark 1.3.2. Importantly, though the vector field on this torus is not continuous
across θ = π, it sends trajectories transversely through the section θ = π, so trajec-
tories have unique continuations across the boundary. (See, e.g., [5] for a discussion
of uniqueness of flows across discontinuities.)
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Figure 1.3: Left: Trajectories of ING go to an invariant torus with a jump discontinuity at
θ = π. θ plotted as the angle around a ring in the x/y plane; s is plotted as the length of a
vector extending perpendicularly out from this central ring; and Φ is plotted as the angle of
this vector around the circular cross-section of the torus. The large red circle is the set θ = π,
s = 1. Sixteen trajectories are initialized from this set, each at a different forcing phase.
Four are colored for visibility. Right: Under periodic forcing, some trajectories increase and
then decrease in the θ direction before spiking; ultimately, they cluster together towards a
single trajectory on the cyclinder, giving rise to stable phase-locking.
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Figure 1.4: Illustration of the topology that “repairs” the discontinuities in the broken tori
illustrated in Figure 1.3. Points are identified across the jump (e.g., the black points on
the magenta trajectory), and in the induced topology the white set is open. The jump
is a homeomorphism on the circle, so this topology glues the two circular faces together
one-to-one and continuously to create an unbroken torus on which flows are continuous.
As discussed in Section 1.2.1, the existence of the attracting invariant torus is equiv-
alent to the existence of an attracting invariant circle for the map from the system
state at one spike to the next. We let R denote the map from the (s,Φ) state of
the system at the right-hand limit of a spike time at t = 0 to its (s,Φ) state at the
right-hand limit of the next spike time ts:
R : [0, 1]× T1 → [0, 1]× T1
(s0,Φ0)→ (sts ,Φts)
As with any limit-cycle oscillator, the invariant torus which exists for ￿ = 0 (no
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forcing) persists for sufficiently small ￿ > 0. However, due to its distinctive structure,
the ING oscillator has a much broader regime throughout which its invariant torus
provably persists. In the following, we assume ￿ = 1 because an assumption of weak
forcing is not required. We show that an attracting invariant circle exists for R (and
hence an attracting broken invariant torus exists for the dynamical system) when
c = 0, when c is sufficiently small, and when g is sufficiently large.
1.3.1.1 Invariant torus when c = 0
If c = 0 (synapses saturate fully at each spike), we can immediately see that since
ρ(s) = 1 for all s, trajectories reaching θ = π jump onto the circle s = 1 in (s,Φ)
space. This circle is clearly invariant and attracting under R, and the flow from this
circle forms an invariant surface in the full phase space. All we need to show is that
this surface is a torus when trajectories are identified across the jump; for this, it is
sufficient to show that when the circle s = 1 at θ = −π is followed along the flow to
the next spike and reset by ρ (i.e., subjected to the return map R), the result is an
orientation-preserving homeomorphism on the circle.
We let P : T1 → T1 denote the restriction of R to the circle s = 1, which takes as an
argument an initial forcing phase Φ0 and returns the value of Φ at which a trajectory
initialized at (−π, 1,Φ0) reaches its next spike. If we can show thatP is an orientation-
preserving homeomorphism on the circle, then after points are identified across the
jump, the forward flow from (−π, 1,Φ) back to itself traces out a torus.
Theorem 1.1. P is an orientation-preserving homeomorphism on the circle (−π, 1,Φ).
The proof below is illustrated in Figure 1.5.
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Figure 1.5: Two trajectories are initialized with s = 0, at phases Φ¯B0 > Φ¯A0 . The population
phase θ of trajectory B (red) is below that of trajectory A (blue), and cannot cross it
because it is under more inhibition. Therefore, trajectory A reaches a spike at an earlier
forcing phase: Φ¯B1 > Φ¯A1 .
Proof. Let θ¯ and Φ¯ denote the lifts of θ and Φ to R. Let P¯ : R→ R denote the map
P for forcing phase lifted to R. P is an orientation-preserving homeomorphism on T1
if and only if P¯ is an orientation-preserving homeomorphism on R.
Consider two trajectories, A and B, which spike at initial time t = 0 at forcing phases
Φ¯A0 and Φ¯B0 , with Φ¯B0 > Φ¯A0 (see Figure 1.5). We let the state at the right-hand limit
of the A spike,

−π
1
Φ¯A0
, flow forward to forcing phase Φ¯B0 , where we will have θ¯A > −π
and sA < 1. From this point forward, when the trajectories are at the same forcing
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phase, the inhibition on trajectory A will be lower. For fixed θ, θ˙ strictly increases as
inhibition decreases, so a trajectory under more inhibition can not cross from below
to above a trajectory under less inhibition. From this point forward, θ¯B cannot cross
θ¯A from below, and will stay beneath it until trajectory A reaches another spike at
some forcing phase Φ¯A1 . Hence trajectory b must reach a spike at some Φ¯B1 > Φ¯A1 .
By the preceding argument, P¯ (the map from Φ¯A0 to Φ¯A1 described above) preserves
ordering. It is continuous because it is a Poincare map on a continuous flow, and
surjective because P¯(Φ+ TI) = P¯(Φ) + TI (so its image cannot be a bounded subset
of R); it is therefore a homeomorphism on R.
The map P¯ is the lift of the map P acting on T1. Since P¯ is a periodic order-
preserving homeomorphism on R, P from ΦA0 to ΦA1 must be an orientation-preserving
homeomorphism on the circle.
As discussed above, this condition is sufficient to prove the existence of a broken
invariant torus that can be repaired by identifying points across the jump, and this
set absorbs all initial conditions in finite time. P is the spike map discussed in Section
1.2.1, which takes the forcing phase at the right-hand limit of one spike to the forcing
phase at the right-hand limit of the next. Once the system has reached a spike, it
becomes constrained to the invariant torus, and this spike map fully determines its
dynamics.
This method of proof is not applicable to the FN oscillator. It relies on a special
property of the ING oscillator: a system state with lower s reaches a spike before a
system state with higher s. But a trajectory on the right branch of the FN oscillator
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will reach a spike sooner if w is higher, whereas a trajectory on the left branch will
spike sooner if w is lower.
1.3.1.2 Invariant torus for small c > 0
An attracting torus also exists in the case c > 0 as long as trajectories contract
together sufficiently strongly with time. One possible cause of this contraction is
the convergence of trajectories due to the resetting map ρ. When c = 0, ρ (and
hence the return map R) forces all spiking trajectories onto the circle s = 1; when
c is small, ρ (and hence R) pushes trajectories close to the circle s = 1, and as
a result the phase space contracts significantly at each application of the resetting
map. Since the net excitation G exceeds zero in bounded time, the time between
spikes is bounded, and this contraction occurs regularly; therefore, we expect it to
lead to a steady contraction of the whole phase space. In the tradition of contraction-
mapping theorems, we expect a strong contraction to lead to the existence of an
invariant set, which in this case will be an invariant circle under R (like the circle
s = 1 in the c = 0 case) and a corresponding broken invariant torus in the full phase
space.
Intuitively, it would make sense to apply Fenichel’s result on the persistence of invari-
ant manifolds to show that the torus persists when c is perturbed away from zero;
however, Fenichel gives his result only for diffeomorphisms and continuous flows,
whereas our flow experiences discontinuities and our return map R is not a diffeo-
morphism for c = 0 (due to the degeneracy of the map ρ in this case). In Appendix
B, we use a contraction-mapping result proven in [61] and [81] called the Annulus
Principle to show that for any set of system parameters, c > 0 may be chosen suf-
19
ficiently small that there still exists an attracting invariant circle for R and hence a
broken attracting invariant torus for the full system.
1.3.1.3 Invariant torus for large g
A second source of contraction in phase space of the ING system is the convergence
of trajectories under sustained inhibition. This second factor in the creation of an
invariant torus has been referred to in [33], [10], and [88] as a “stable river” or “rivering”
because many voltage trajectories converge tightly under sustained inhibition to form
a “river” of trajectories.
In the forced ING system, s and Φ trajectories evolve independently of θ: (st,Φt) =
(s0e
− tτs ,Φ0 + t). When the parameters of the ING system constrain θ to remain
sufficiently negative for a sufficiently long time, rivering causes the θ coordinates of
sets of trajectories on the same (s,Φ) trajectory to converge into tight rivers. As
a result, the time for any system state (θ, s,Φ) to reach a spike comes to depend
exclusively on s and Φ and becomes largely independent of θ; equivalently, the next
spike time comes to depend only on what (s,Φ) trajectory the system joins at a spike,
and becomes largely independent of the specific point along that trajectory that the
spike occurs. When c = 0, the set of trajectories reaching a spike at the same forcing
phase Φ jump together onto the same trajectory; strong rivering of θ trajectories
occurs when the set of trajectories proceeding from a spike along the same (s,Φ)
trajectory are drawn together onto the same trajectory.
For any one-dimensional ODE, we can define a quantitative measure of rivering.
Consider the (possibly nonautonomous) ODE v˙ = F (v, t). For two nearby initial
conditions v∗0 and v∗0 +∆v0, we define ∆vt as the difference between the trajectories
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initialized at these two points after time t. When ∆vt is sufficiently small, it evolves
approximately according the linearization of the ODE about the “base trajectory” v∗t :
∆v˙t = Fv(v∗t , t)∆vt. This linear ODE can be solved by ordinary methods:
∆vt = ∆v0e
￿ t
0 Fv(v
∗
r ,r)dr.
We set κ = e
￿ ts
0 Fv(v
∗
t ,t)dt, where ts is the next spike time after t = 0. κ is a measure
of the strength of rivering between t = 0 and t = ts. If it is close to zero, nearby
trajectories converge almost completely; if it is near 1, nearby trajectories stay ap-
proximately the same distance apart; if it is large, nearby trajectories diverge. κ is
implicitly a function of the initial condition v∗0.
For the θ variable of the ING system described by (1.2), we can write an expression
for κ:
∆θts = κ∆θ0, where κ = e
￿ ts
0 sin(θ
∗
t )(1−G∗t )dt (1.4)
where G∗t is the net current at time t along the base trajectory (θ∗t , s∗t ,Φ∗t ):
G∗t = b− gs∗t + I(Φ∗t ).
When strong rivering of θ trajectories occurs, we can use a change of variables to
fully exploit the resulting contraction. We replace the coordinate Φ with
φ = Φ+ τs ln(s) (1.5)
and then define a map R˜ analogous to R that takes the system state (s0,φ0) at the
right-hand limit of a spike at time 0 and returns the system state (sts ,φts) at the
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right-hand limit of the next spike:
R˜ : [0, 1]× T1 → [0, 1]× T1
(s0,φ0)→ (sts ,φts) (1.6)
This new coordinate system is useful because φ is constant between spikes, and two
trajectories with the same φ value lie on top of each other in (s,Φ)-space. Therefore
all spikes occurring at the same value of φ0 experience the same time course of s and
Φ until the next spike, and therefore their θ coordinates tend to river together. Thus,
though R(s0,Φ0) may depend strongly on both s0 and Φ0, R˜(s0,φ0) depends mainly
on φ0 and therefore contracts trajectories together strongly in the s direction.
In Appendix B, we show that by choosing the inhibitory conductance parameter g
sufficiently large and bounding the allowable magnitude of the forcing current I(·),
we can guarantee that κ is small (while other important quantities remain bounded
from below). Using the contraction-mapping result described above, we show that if
κ is sufficiently small (relative to these other bounded quantities), then R˜ possesses
an attracting invariant torus, and hence a broken attracting invariant torus exists in
the full space.
Remark 1.3.3. In the proof in Appendix B, a second type of convergence of tra-
jectories also occurs for large g: since large g prevents spiking for a long time, all
trajectories reach spikes with s close to zero. A measure of convergence of s trajecto-
ries due to decay of inhibition is e−
ts
τs . In our proof, we show that, like κ, this quantity
also becomes arbitrarily small with large g, and also contributes to the contraction of
phase space that causes the system to meet the conditions of the Annulus Principle
and converge on an attracting invariant manifold.
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1.4 PING: A perturbation of ING
Pyramidal-Interneuronal Network Gamma (“PING”) is the name given to gamma
rhythms produced by a process requiring both excitatory and inhibitory neuronal
populations. In the unforced PING model, a gamma rhythm is again paced by the
synchronous firing of interneurons and the subsequent decay of inhibition; however,
the first cells to emerge from inhibition are excitatory pyramidal cells. It is the
firing of these cells that triggers the next inhibitory volley, rather than the gradual
emergence of the I-population from inhibition. Each cell may fire once each time the
inhibition is sufficiently low (“strong PING”), or may fire only on some cycles, while
other cells trigger inhibitory volleys on the other cycles (“weak PING”).
Figure 1.6: Schema of the PING circuit.
PING rhythms may be forced by signals to the I-cell or E-cell populations, or by
some combination. We focus on the case in which the E-cell population is forced
periodically. (We discuss whether these methods may be applied to the general case
of forcing to both populations below.) We point out a direct correspondence be-
tween models of PING and ING when the rise time of the inhibitory population is
small. We then use this correspondence to prove that a periodically-forced PING
model with a small inhibitory membrane time constant possesses a broken attract-
ing invariant torus. As discussed previously, this shows that forced PING with fast
I-cells does not period-double or support shared stability between different types of
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phase-locking.
To create a simple model of forced PING, we add an additional cell population and
an additional synaptic variable to the ING model in (1.2):

τiθ˙i = 1− cos(θi) + (1 + cos(θi))CGi
τeθ˙e = 1− cos(θe) + (1 + cos(θe))Ge
s˙i = −si/τsi
s˙e = −se/τse
Φ˙ = 1
(1.7)
withGe = be−giesi+￿I(Φ) andGi = bi−giisi+geise. (We put i and e in superscript for
variables that evolve with time and will therefore carry a t subscript.) The inhibitory
synaptic activity variable si ∈ [0, 1] resets to ρi(si) = 1+ci(si−1) for some ci ∈ [0, 1) in
the right-hand limit when θi = π; the excitatory synaptic activity variable se ∈ [0, 1]
resets to ρe(se) = 1+ce(se−1) for some ce ∈ [0, 1) in the right-hand limit when θe = π.
The cell phase variables θe, θi ∈ [0, 2π) and the forcing phase Φ ∈ [0, TI) are on circles.
I(·) is a TI-periodic input current to the E-population; gei, gie, and gii are synaptic
gating variables; τi and τe are the membrane time constants of the two populations;
be and bi are the baseline levels of tonic excitation to the two populations; and τsi
and τse are the decay time constants of inhibition and excitation, respectively.
We have also introduced a parameter C with no analogue in the ING model. This pa-
rameter allows us to scale up and down the I-population’s synaptic currents together.
When C is large, both the excitatory and inhibitory influences on the I-population are
very strong, but their magnitudes relative to each other are not affected by C.
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We study parameter regimes in which the model gives rise to rhythms by the following
process:
• An E-population volley occurs.
• Immediately afterwards, an I-population volley follows.
• The I-population quickly rivers to an attracting trajectory.
• As inhibition decays, the forcing and lowered inhibition eventually trigger an
E-population volley, etc.
In order to restrict our scope to such models, we make the assumptions:
1. There exists KIE < 0 such that Gi < KIE between an I-spike and an E-spike;
thus, once the I-population has spiked, it cannot spike again until the next E-
spike. This assumption can be fulfilled by choosing parameters such that bi < 0
and such that inhibition always outweighs excitation after both have reset.
2. After an E-spike, an I-spike occurs before the next E-spike. This assumption
can be fulfilled by choosing gei large enough that after an E-spike, θi rises faster
than θe.
3. There exists aKEI > 0 such that Gi > KEI for time πτiKEI after any E-spike; thus,
an I-spike necessarily occurs within a certain bounded delay after an E-spike.
The natural period of the I-population under constant drive CKEI is πτi√CKEI
[54]; this is the time for θi to rise from −π to π, and a more advanced initial
phase or additional current can only shorten this rise time, so this quantity
serves as an upper bound on E-spike-to-I-spike lag. This assumption may be
met by a combination of sufficiently large gei, sufficiently small ce (such that
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after a spike, geise is sufficiently large to overwhelm the other terms in Gi)
and sufficiently large τe (such that geise stays sufficiently large until an I-spike
occurs).
1.4.1 Reduction to ING for small θi rise time
If we add one additional assumption to this list, we can create a direct correspondence
between the PING and ING models:
4. C is sufficiently large that the rise time TEI the I-population phase between an
E-spike and an I-spike is vanishingly small compared to τe, τsi , τse , and TI .
This assumption is justified by several observations. Levy et. al [67] observed in slice
that the EPSPs evoked via E-I connections (between pyramidal cells and presumed
fast-spiking interneurons, before adaptation) were twice as strong as the IPSPs evoked
via I-E connections and three times as strong as the EPSPs evoked via E-E connection.
Atallah and Scanziani observed in vivo that the delay time between E-volleys and I-
volleys during PING is around 2ms, compared to a gamma period ranging from 12
to 45ms [6]; in their models, this short lag time is created partially by strong E-to-I
connections.
When the I-population rise time TEI separating the E-spikes and the subsequent
I-spikes is vanishingly small on the time scale of the rest of the model, the PING
process become indistinguishable from ING: it is as if the E-population is immediately
inhibiting itself immediately with every spike. In this case, we know from section
1.3.1.3 that when ci is sufficiently small or gie is sufficiently large, the subsystem
consisting of θe, si, and Φ asymptotically approaches an invariant torus with a jump
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discontinuity, and the flow on that manifold can be converted into a flow on an
unbroken torus by identifying points across the jump.
Intuition suggests that this invariant 2-D torus should correspond with an invariant
2-D torus in all five dimensions, and furthermore that the torus and the resulting
limitation to periodic and quasiperiodic behavior should persist when the scaling
factor C of the I-population synapses is large but finite (and thus the I-population
rise time separating the E-volley and the I-volley is small but nonzero on the other
time scales).
In Appendix C, we prove that in appropriate parameter regimes and for sufficiently
large C (i.e. sufficiently strong E-I and I-I synapses to the I cell), the map from
the system state at one I-spike to the system state at the next depends only weakly
and continuously on the two new variables, and therefore may be considered a small,
continuous perturbation of the map R from the ING case. We extend the Annulus
Principle used to prove the existence of an invariant torus for the ING system, first
to show that a torus persists when the variable se is introduced as long as the decay
and reset of se induces sufficient contraction, and then again to prove that a torus
persists when θi is introduced as long as C is sufficiently large. An attracting invariant
torus could also be shown to exist using the variational methods used in Appendix
B.1, which would provide some explicit bounds on rise time or the model parameters
required for the persistence of the torus. We do not include such a proof here, as we
believe it would not significantly contribute to our understanding of the forced PING
system.
It is important to note that when such an invariant torus exists, the map from one
I-spike time to the next asymptotically approaches a circle, so on the surface of the
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torus that map is one-dimensional. Thus, even for this high-dimensional system, there
is still a one-dimensional map from one state to the next that is valid after a transient.
It is not guaranteed that this map is well-defined as a map from the forcing phase
at an I-spike to the forcing phase at the next; but if the invariant circle at θi = π is
a graph over Φ (and hence any point on it can be uniquely identified by a single Φ
coordinate), as seems to be the case in simulation, this map can indeed be expressed
as a map from Φ at one I-spike to Φ at the next.
Remark 1.4.1. We do not actually need an arbitrarily short θi rise time to draw these
conclusions. If we make the assumptions that the rise time of θi after an E-spike is
constant (an assumption made for analytical purposes by [68] and others) and that
ci = 0 (saturating inhibitory synapses), then the dynamics depend only on θe, si, and
Φ, and a similar proof to the one outlined in 1.3.1.1 may be used to demonstrate that
the spike map is a homeomorphism and prove the existence of an attracting invariant
torus.
1.5 Discussion
1.5.1 Major results
This work investigates the dynamics of the simple gamma-rhythmic ING circuit un-
der periodic forcing and contrasts them against those of relaxation oscillators. It
reveals a key property of the ING circuit: if synapses saturate sufficiently at each
spike volley and/or parameters allow for sufficient rivering of voltage trajectories as
inhibition decays, then no matter the forcing strength, the periodically forced ING
circuit possesses an attracting invariant torus. As a result, it may achieve only pe-
riodic and quasiperiodic dynamics, to the exclusion of period-doubling, coexistence
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of 1:1 and 2:1 orbits, and any other behaviors impossible on the two-torus. We find
that this property is shared by the PING oscillator if the rise time of the inhibitory
population is small. This property is not shared by the forced relaxation oscillator,
which has regimes of period doubling and chaos. The difference can be traced back
to the ING oscillator’s rapidly-resetting, slowly-decaying feedback inhibition, and the
unidirectional influence of decreasing inhibition and excitatory forcing made possible
by the ING oscillator’s circular (rather than linear) fast variable.
In our models, we have described fast-spiking interneurons with theta neurons. This
simplification is not completely justified: fast-spiking neurons may initiate spiking by
type-2 rather than type-1 excitability, i.e., they do not initiate spiking by a saddle-
node bifurcation like the theta neuron but instead by a Hopf bifurcation, and may
display low-gamma-band resonance about their resting voltages [73]. Resonance may
compromise the monotonicity of the spike map: earlier or later spike timing may
determine whether input pulses align or fail to align with periods of increased ex-
citability, significantly advancing or delaying the next spike. However, preliminary
results show that resonance at or near the spiking frequency does not lead to non-
monotonicity of the spike map. Furthermore, in our PING model, our results depend
on the E-population being type-1 excitable but do not depend strongly on the ex-
citability type of the I-population as long as they can respond quickly to strong
excitatory input.
One assumption in our models was that each population of cells fires synchronously
or not at all. It has repeatedly been observed that during some episodes of PING
(dubbed “sparse” or “weak” PING), only a fraction of the E-cells fire on each cycle
[15] [16] [43]. However, our work does not rest heavily on the assumption of syn-
chronous E-cells as long as the I-volley is triggered all at once, creating a sudden
29
onset followed by a slow decay of inhibition. We believe that with a reasonable set of
assumptions, sparse PING could be shown to obey the same dynamic restrictions as
strong PING.
It has also been observed that some I-cells may fire on only a fraction of cycles,
and that different amounts of inhibition may be recruited on each gamma cycle [6].
The effects of variable inhibitory recruitment on phase-locking has been studied in
[80]. Though the authors find that this effect makes phase-locking more robust, their
results also show that a volley occurring at a later phase of the periodic drive may
be followed by an earlier second volley due to less inhibitory recruitment, creating
a non-monotonic spike map and qualitatively different behavior than the dynamics
described here. We hypothesize that in some parameter regimes, this effect may lead
to chaos.
Our brief discussion of PING makes the additional assumption that the forcing must
be delivered only to pyramidal cells. However, there is reason to believe that fast-
spiking interneurons involved in PING do receive input from other cortical areas, as
well as evidence that forcing these interneurons can entrain a gamma rhythm [24]. If
we continue to assume that the E- and I-populations are each firing synchronously, we
do not expect this complication to significantly impact our conclusions. If excitatory
forcing is delivered to the I-population in addition to the E-population, inhibitory
spike volleys may be initiated with or without excitatory participation; but in either
case, these volleys are created by forcing that pushes them above decaying inhibition,
and cause the inhibition to reset quickly, wiping out most history dependence. These
dynamics are not significantly different than the dynamics when periodic forcing is
delivered exclusively to pyramids.
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1.5.2 Relationship to other work
To our knowledge, our work is the first to directly compare the network gamma
mechanism to the relaxation oscillator, and the first to identify dynamic constraint
inherent to the network gamma mechanism under forcing.
In an effort to answer questions about schizophrenia, Vierling-Claassen and Kopell
[88] studied periodically forced PING circuits using a model very similar to ours.
They created a one-dimensional map similar to our spike map using the assumption
that the various possible trajectories of both cells river together completely under
inhibition and that synapses saturate at every spike. In this manuscript we show
that in the case of ING, either one of those assumptions or the combination of partial
rivering and partial saturation is sufficient to create an invariant 2-torus, allowing us
to define a one-dimensional map describing the asymptotic dynamics. Their work is
aimed at explaining a specific observation in schizophrenic patients, and assume a
specific profile of periodic forcing; ours is aimed at deepening our understanding of
any instance of forced network gamma with analytical results valid for any periodic
input.
The work of Serenevy and Kopell [80] also investigates forced ING using maps from
one spike volley to the next. They use maps to demonstrate that variable I-cell par-
ticipation adds robustness to phase locking. Their work assumes complete rivering
of trajectories in order to define a one-dimensional map description of the interest-
ing phase-locking dynamics that may result from variable participation. Our work
applies the language of invariant manifolds and assumes a fixed population of partic-
ipating cells, allowing us to generalize and relax the assumption of complete rivering
as discussed above.
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We are not the first to study forced or coupled QIF neurons with resetting and
decaying outward currents. The QIF-with-adaptation models used in [40] and [60]
are similar to our model of ING: the resetting and decaying adaptive currents in their
neuron models are like our resetting and decaying inhibitory autapses. However, to
the best of our knowledge, our work differs significantly from any prior research on
these system. First, previous work has used phase response curves that require either
weak or pulsatile forcing, whereas we prove the existence of invariant tori given no
assumptions about the forcing signal except upper and lower bounds. Second, we
draw a new analytical connection between the QIF-with-adaptation model (our ING
model) and the more complex PING circuit.
Engelbrecht and Mirollo [37] also study the existence of attracting invariant mani-
folds for neuronal systems. In their study of the interaction between periodic forcing
and noise in individual neurons, they find that even high-dimensional neuron mod-
els asymptote to two-dimensional surfaces (as in our ING model), allowing them to
describe a forced Hodgkin-Huxley neuron with a one-dimensional spike map. They
explain this effect as the persistence of an invariant torus from the unforced oscil-
latory state, but they do not further examine the factors that allow this torus to
persist.
Burden et al. [17] study and prove the existence of attracting invariant manifolds for
hybrid dynamical systems like the ones we study here. However, all of the work done
by Burden et al. assumes the existence of a periodic orbit, whereas our work proves
the existence of invariant tori even if no periodic orbit exists.
Rajan et al. [75] provide analytical results indicating that strong ongoing input to
a chaotic neural network suppresses chaotic behavior. Though their results are for
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firing rate models of random networks and do not relate to rhythmic behavior, their
results tell a story very similar to ours: a driven network displays a limited, non-
chaotic repertoire of dynamics, and can therefore respond reliably and reproducibly
to an input. Any network receiving ongoing temporally-varying input must strike a
balance between its intrinsic dynamics and its response to the input. Rhythms may
prove to play an important role in adjusting and maintaining this balance.
1.5.3 Implications for communication through coherence
The properties of gamma rhythms under forcing are particularly interesting in the
context of the Communication-Through-Coherence (CTC) hypothesis [97]. Briefly,
this hypothesis states that oscillations (and in particular gamma rhythms) in neu-
ronal populations create periodic windows during which they are susceptible to input,
alternating with windows of insensitivity to input. For two oscillating populations to
effectively communicate, the output from one oscillation must be phase-aligned with
the susceptible windows of the other. (See also [16].)
For CTC to operate, it is necessary (though not sufficient) that a mechanism exist
for reliably establishing a consistent phase relationship between the rhythms of the
“sending” and “receiving” populations. Several studies have demonstrated that gamma
rhythms in the brain cannot be relied upon to sustain a metronome-like periodicity
[18] [99], so any phase alignment between gamma rhythms must be actively main-
tained [71]. One straightforward method of creating and maintaining such a phase
relationship is to allow the rhythmicity of the sending population’s output to entrain
the receiving population directly. But a forced two-dimensional system, e.g., the FN
oscillator, may respond to excitatory forcing at a period close to its natural period
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chaotically; or it may align differently with alternate forcing cycles due to period-
doubling. Since neither of these behaviors can occur on a 2-torus, we have shown
above that neither of these behaviors may interfere with the phase alignment of the
entrained receiving population.
Even if an oscillator does lock 1:1 with a forcing signal, there may be multiple different
phase alignments at which phase locking can occur. This is indeed a common behavior
of the relaxation oscillator [29]. In Chapter 2, we show that under conditions only
slightly more stringent than those for the existence of an invariant torus, the ING
system phase locks stably at only one phase relative to the forcing.
It is not only important to CTC that a single reliable phase relationship be estab-
lished between two areas; it is also important that this phase alignment be one that
facilitates inter-areal communication. This topic is explored in depth in unpublished
work, where we show that volleys in the gamma circuit generally follow input pulses
with short delay. The specific phase relationship created by network gamma rhythms
under forcing is optimal for CTC with these networks: when forcing pulses (which pre-
sumably also encode information) reach the receiving population, it has been nearly a
full gamma period since the last spike volley, so inhibition is low and cells can readily
fire in response. In further unpublished work, we also show that when two gamma
circuits are mutually coupled and phase-locking occurs, a phase relationship is created
that is optimal for unidirectional transmission of information from the more driven
population to the less driven one.
The techniques used here assume that Φ ∈ T1, i.e., forcing is periodic. However,
with almost exactly the same methods, we could study forcing by N periodic signals
of different periods by considering ￿Φ ∈ TN . A return map could be defined for this
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system that took the state (s, ￿Φ) at one spike to the state at the next; an attracting
invariant torus for this map that could be written as a graph of s over ￿Φ would allow
us to study the asymptotically stable dynamics of the system as the dynamics of a
highly constrained map on TN . This method could help us study the feasibility of
selective communication through phase locking selectively to one periodic signal and
ignoring others, as discussed and studied through simulation in [11].
1.5.4 Broader implications
The general ING mechanism is interesting outside the context of gamma rhythms
due to its resemblance to other rhythmic processes across the nervous system. Some
bursting mechanisms may be described by a process of overcoming a threshold that
decays slowly and resets quickly. For instance, the bursting of deep-layer IB cells
implicated in beta rhythms requires slow inactivation of m-type potassium channel
while the cell rests at low voltage, followed by its rapid activation during a burst
of spikes [78][62]. As the m-current inactivates, it requires less excitation to evoke
a burst. The ING circuit as defined here might serve as a first approximation of
this process, with s replaced by the activation of the m-current and spiking events
replaced by bursting events. To the extent that such a model accurately describes
the generation of a rhythm, this rhythm may be expected to share the distinctive
properties of ING under forcing.
Though the systems treated here are low-dimensional for analytical tractability, the
ideas and techniques presented apply equally to higher dimensional systems, e.g., a
gamma rhythm generated by Hodgkin-Huxley neurons or by populations that are not
completely synchronous. In particular, if all of the variables in a system approach a
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fixed point that varies slowly with the decay of a single slow variable and persists for
sufficient time, the rivering effect will create a strong contraction in phase space. As
discussed briefly in Section 1.3.1.3, this effect may occur when fast variables describing
the cell state converge during the slow decay of inhibition, or when synapses rise
rapidly towards saturation during a spike. We show here that variational equations
may be used to find conditions under which rivering induces sufficient contraction
in state space to force the existence of an invariant manifold. If this rivering occurs
under inhibition that strictly decays, spikes occurring later relative to the forcing
signal remain under greater inhibition until the next spike, and are therefore followed
by a later spike (as discussed in Section 1.3.1.1). We expect that such a monotonic
relationship combined with strong rivering will force higher dimensional systems onto
an invariant torus as well.
In many neural processes, individual spikes or spike volleys form natural landmarks in
the dynamics, so maps from one spiking event to the next are a convenient framework
in which to study neural dynamics. The framework of invariant manifolds significantly
extends the applicability of spike maps. A map from the time or forcing phase of
one spiking event to the time or forcing phase at the next is only well-defined if the
system’s state at a spike can be completely specified by a single variable, so such a map
can only be defined for a system that is effectively two-dimensional. However, even a
high-dimensional system may become effectively two-dimensional due to contraction
onto an invariant 2-torus. Similarly, the map from the state at one spike to the state
at the next may be reduced to a second- or third-order spike map (a map from two or
three variables at one spike to the same variables at the next) if the system converges
onto a three- or four-dimensional manifold, respectively.
Conversely, maps from one spike to the next may be used to prove the existence
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of attracting manifolds of the full system, as we have done here. The search for
low-dimensional activity patterns and their causes in the brain is ultimately a search
for low-dimensional attracting invariant manifolds in large state-spaces [100]; the
techniques we have presented here may prove valuable to that search.
Chapter 2
Restricted Phase-Locking Dynamics of Periodically Forced Network
Gamma Rhythms
2.1 Introduction
Gamma-frequency (∼30-100Hz) electrical rhythms in the brain are associated with
sensory processing, attention, and working memory [57], and have therefore been sub-
ject of many modeling efforts and much theoretical investigation. One major theme in
this scholarly dialogue is the Communication Through Coherence (CTC) hypothesis
[44], stating that the brain can dynamically establish a line of communication between
two cortical areas by establishing a consistent phase relationship between the local
gamma rhythms in those areas. The CTC hypothesis has been investigated in vivo
and in simulation, but there has been little progress towards establishing a theoretical
groundwork for CTC. In particular, the mechanism by which the brain establishes a
specific, optimal interregional phase relationship remains largely unexplored.
Here, we use novel mathematical techniques to show that the cellular mechanisms im-
plicated in gamma rhythms is ideally suited to establishing a predictable inter-areal
phase relationship. We study a simple model of the gamma-rhythmic mechanism un-
derlying interneuronal network gamma (ING) and pyramidal-interneuronal network
gamma (PING), subjected to periodic forcing. We draw on previous work in which
we showed mathematically that this circuit mechanism is drawn onto an invariant
attracting torus in its state space, limiting its behavior to phase locking and preces-
sion. In this work, we use firing maps and variational equations to prove that if this
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circuit phase locks to periodic forcing (in this case, square pulses of arbitrary strength
and duration), it must do so mono-stably: only one characteristic phase relationship
between forcing and local network spiking may be stable. We argue that the combi-
nation of a persistent attracting invariant torus and monostable phase-locking makes
these mechanisms ideal candidates for CTC.
2.2 Model
Here we design a model in order to study the periodically-forced behavior of gamma
rhythms generated by two different network mechanisms. In the first, interneuronal
network gamma (ING), a population of fast-spiking interneurons under tonic excita-
tion fire together and then recover and spike again after the inhibition decays over
the course of a gamma cycle. In the second, pyramidal-interneuronal network gamma
(PING), a population of pyramidal neurons under tonic drive fire together, triggering
a rapid synchronous response from an associated population of fast-spiking interneu-
rons, and then recover and spike again after the inhibition decays over the course of
a gamma cycle.
The question of when and how populations of cells synchronize into gamma rhythms
is interesting and important, but peripheral to our work here, where we are more
concerned with their behavior under forcing once gamma is already synchronized;
therefore, we propose a simple model in which cells are assumed to fire synchronously.
We represent the (synchronized) membrane potential of a population of cells with the
voltage V of a QIF neuron [66], and we represent the level of inhibition shared by
that population as a scalar s in [0, 1]. A TI-periodic forcing current I(Φ), is delivered
to V , where Φ is the phase of the forcing cycle. Thus, the ODE for our model is
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
V˙ = 1C (
V 2
R +G)
s˙ = − sτs
Φ˙ = 1
(2.1)
where
G = b− gs+ I(Φ).
is the net flux of current; g is the maximal conductance of the inhibitory synapses; τs
is the decay time constant of inhibition; C is the membrane capacitance of the cells in
the population; R is the resistance of the leak current; and b > 0 is the baseline level
of tonic excitation to the population. The forcing phase Φ ∈ [0, TI) is on T1, and I(·)
is a TI-periodic piecewise-continuous function representing the periodic drive to the
I-population. We use Φ¯ to refer to a lift of Φ to R. When V reaches some threshold
V S ∈ (0,∞], it “spikes” and resets to V R ∈ [−∞, 0); at each spike, s resets instantly
to
ρ(s) = 1 + c(s− 1). (2.2)
We call this synaptic resetting rule ρ “linearly resetting synapses.” In Appendix A,
we show that linearly resetting synapses are a natural simplification of fast synaptic
rise dynamics during a spike. We make the additional assumptions that (V S)2 + b−
g + I(Φ) > 0 and (V R)2 + b − g + I(Φ) > 0 so that V˙ > 0 just after reset and just
before spiking.
Remark 2.2.1. We have chosen to use a QIF neuron in this chapter instead of a
theta neuron because it allows us the generality of arbitrary spike and reset voltages,
and also because it leads to simpler expressions in our analysis below.
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We call this model the “NG (neuronal gamma) oscillator.” If we assume that the
population of cells described by V is a population of fast-spiking interneurons, the
NG oscillator is a simple model of ING where the interneurons are receiving periodic
forcing. If we instead assume that V describes a population of pyramidal neurons
whose volleys of spikes rapidly trigger an interneuron spike volley and reset the in-
hibition level, then the NG oscillator is a simple model of PING (where forcing is
delivered to the pyramidal cells rather than the interneurons).
2.3 Monostable phase locking
We are interested in the conditions under which the only asymptotically stable be-
havior of this system is a single 1:1 phase-locked orbit, i.e., after a transient the
population in question spikes exactly once at the same phase on every forcing cycle.
In other literature, phase locking of a spiking oscillator is also referred to as “mode
locking” [27] – we will use the term “phase locking” here to mean the same thing. A
priori, a two-dimensional oscillatory system subjected to periodic forcing may engage
in a wide range of behaviors: the periodically-forced relaxation oscillator, for exam-
ple, shows period-doubling, chaos, and, most relevantly to our work here, bistability
of phase-locked orbits. In Chapter 1, we showed that for sufficiently small c > 0 in
the definition of the resetting map ρ, the dynamics of the NG oscillator are asymp-
totically attracted to an invariant torus on which all trajectories are either periodic
(phase-locked) or quasi-periodic (precessing regularly relative to the forcing). How-
ever, this result does not rule out bi- or multi-stability: any number of stable periodic
trajectories may exist on a torus as long as they all wind around the torus the same
number of times in each direction, i.e., phase lock with the same number of spikes
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per forcing cycle. For instance, the Fitzhugh-Nagumo oscillator shows bistability of
phase locking to weak stimuli even while its invariant torus persists [29].
One tool commonly used in the study of phase locking is the phase response curve.
An oscillator’s phase response curve is a function that takes as an argument the os-
cillator’s phase and describes the result of an instantaneous perturbation arriving at
that phase by returning the resulting advance or delay of the oscillator. The inter-
sections between a phase response curve and a horizontal line at height H represent
phases at which the perturbation can shorten the oscillator’s period by exactly H,
and hence can phase lock the oscillator at a period H-shorter than its natural period.
The slope of the phase response curve at these intersections can be used to evaluate
the stability of the corresponding phase-locked orbit.
The phase response curve is best-suited to very short perturbations (though it can in
some situations be generalized to describe the effects of extended perturbations [69]).
It is also limited in that the oscillator is assumed to return to its natural limit cycle
between the arrivals of perturbations (though second-order phase response curves
may be utilized to partially lift this restriction [72]).
Both of these limitations are easily circumvented by studying phase locking through
a different function, the “firing map” [25]. Instead of taking advantage of the spe-
cific, pulsatile form of the forcing, we take advantage of the spiking structure of the
oscillator. The firing map takes as an argument the phase of the periodic forcing
signal at one oscillator spike, and returns the phase at the next. This formulation
replaces the assumption of pulsatile forcing with an assumption of periodic forcing,
and replaces the assumption of return to a natural limit cycle with the assumption
that the system state at each spike may be completely characterized by the forcing
42
phase at that spike. In the case of the NG oscillator, when c = 0 in (2.2), this is
indeed the case: at the right-hand limit of each spike, we have s = 1 and θ = −π,
so the system state is characterized completely by Φ. We let P(Φ) denote the firing
map from Φ at one spike to Φ at the next. If P is applied repeatedly, the result is
a one-dimensional discrete dynamical system. As such, intersections between P and
the diagonal signify phase locking: when an initial spikes occur at one of these forcing
phases, the following spike occurs at the same phase, so an integer number of forcing
cycles has elapsed between spikes. The slope of P at an intersection represents the
stability of phase locking at that phase: a slope strictly between 1 and −1 represents
a stable phase lock, and a slope with magnitude bounded away from 1 cannot be
stable.
We let Φ¯ represent a lift of Φ to R, and we let P¯(Φ¯) denote the natural lift of the map
P to R that acts on forcing phase Φ¯ ∈ R. We use P¯ to define an inter-spike interval
(ISI) function Ψ(Φ):
Ψ(Φ¯) = P¯(Φ¯)− Φ¯. (2.3)
Ψ(Φ¯) returns the ISI following a spike at forcing phase Φ¯. It is easy to check that
Ψ is TI-periodic, so we abuse notation and write Ψ(Φ) to represent the ISI function
on [0, TI) = T1. Intersections between Ψ and the horizontal at height TI signify
1:1 phase locks, and only intersections where Ψ crosses from above to below can be
stable. Therefore, in order to prove that a system can phase lock stably at only a
single phase, it is sufficient to show that Ψ may cross the horizontal of height TI only
twice, and may cross only once from above to below.
In the next section, we use the linearization of the model to study the evolution of
variations in V , which allows us to write an expression for Ψ￿(Φ) that we use to
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show that the number of crossings is limited to two. This expression requires that
we assume the forcing to consist of a single periodic square pulse of any height and
duration. In principle, the same methods could be used to study the response of
the oscillator to any periodic forcing function I(Φ). Visual inspection of simulations
suggests that for pulsatile inputs with a range of pulse shapes, phase locking is also
monostable, though our proof does not address these other cases.
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Figure 2.1: The interspike interval function Ψ for the NG oscillator under square pulse
forcing, as a function of initial forcing phase Φ0 at a spike. When R is small, Ψ takes on a
simple shape: it is flat at height T0 on a region where spikes occur after a natural period, and
slopes downwards with slope −1 everywhere else, with a sharp jump at some phase where
inhibition becomes too strong for the pulse to overcome. As R grows, the corners smooth
and Ψ increases, partially due to the growing natural period T0. Varying C instead of R
produces similar results. We prove below that in any parameter regime, Ψ(Φ) maintains a
shape that can cross TI only two times. Only one of the two crossings may be from top to
bottom, and this is a requirement for stability, so only one stable phase-locking phase may
exist.
We can gain some intuition for the shape of Ψ by studying the special cases in which
C or R is sufficiently small that spikes occur immediately as soon as G > 0. During a
pulse, G can exceed zero only if the previous spike took place sufficiently long ago. If
the previous spike was too recent, the pulse arrives under slightly too much inhibition
to produce a positive net current. When this occurs, the next spike time jumps ahead
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to the next time the net current is positive, which may be at the next pulse or once
the natural period of oscillation has elapsed since the last spike.
Thus, for small C or small R, Ψ(Φ0) assumes a characteristic shape, illustrated in
Figure 2.1 by the blue curve. When Φ0 is outside the range marked by purple arrows,
the next spike is evoked by the next pulse. In this range, the next spike time does
not change with Φ0, so the interspike interval shrinks steadily as Φ0 increases and
d
dΦ0
Ψ = −1. At some initial forcing phase, the next pulse occurs slightly too early to
evoke a spike, and hereΨ jumps up sharply. Inside the range marked by purple arrows,
the next spike occurs after the natural oscillator period T0, before the following pulse.
In this range, the ISI is independent of the initial forcing phase Φ0, so ddΦ0Ψ = 0.
Beyond this range, the following pulse occurs before T0 has passed since the last
spike, so this pulse evokes the next spike and ddΦ0Ψ = −1 again.
For the discussion above, we have assumed that c = 0 in (2.2) such that, after each
spike, s = 1; since s is known after each spike, the system state after each spike may
be fully characterized by a value of Φ. However, the requirement of a one-dimensional
state at each spike may be eased using the natural generalization of the firing map,
the return map R(θ, s,Φ) from the full system state at one spike to the system state
at the next. If the system state at spikes approaches an attracting invariant graph
over forcing phase Φ, then the asymptotically stable dynamics of the system can
be completely described by a firing map defined only on the trajectories from this
attracting set of points. In Chapter 1, we showed that if c is sufficiently small in (2.2),
the NG oscillator does indeed possess such an attracting invariant graph. Therefore,
in order to study the set of stably phase-locked orbits for small c, we need only study
the dynamics of this firing map and the corresponding ISI function: all other behavior
is necessarily transient. In the next section, we use this to generalize our proof of
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monostable phase locking to sufficiently small c > 0.
2.4 Proof of monostability
Theorem 2.1. When the ING oscillator described in (2.1) with c = 0 is forced by
periodic square pulses, stable 1:1 phase locked spiking can occur at only one forcing
phase. There exists C > 0 such that the same is true for c < C.
Let (Vt, st,Φt) denote the flow of (2.1) from initial conditions (V R, 1,Φ0).
Proof outline
1. Working from the ODE (2.1) with c = 0 and its linearization describing the
evolution of small variations, we show that Ψ￿(Φ0) can be written as
Ψ￿(Φ0) = − 1
τ V˙ts
￿ ts
0
I ￿(Φt)e
2
τ
￿ ts
t Vrdrdt. (2.4)
2. We let I(·) be a square pulse at forcing phase 0 of duration σ and positive
height Istep. A simple argument shows that Ψ can cross TI only on two disjoint
subintervals of [0, TI): on one, spikes occur between pulses, and on the other,
spikes occur during the pulse.
3. On the first subinterval, we use the integral expression for Ψ(Φ0) to show that
its sign is opposite that of
￿ σ
u=0 2Vu+tpdu, where tp is the time between a spike
(at forcing phase Φ0) and the arrival of a pulse (at forcing phase 0); therefore,
the sign of Ψ￿(Φ0) is the same as the sign of
￿ σ
u=0 2Vu+tpdu.
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4. We present Lemma 2.1, which states that Vt strictly increases for as long after a
spike as the input current is flat. Using this lemma, we show that
￿ σ
u=0 2Vu+tpdu
increases with tp, which decreases as the initial forcing phase Φ0 increases; there-
fore Ψ￿ can change signs only once (negative to positive) on the first subinterval
of [0, TI).
5. An argument paralleling that of the preceding two steps shows that on the
second subinterval, Ψ￿ may change signs only once (positive to negative).
6. A simple argument shows that these conditions on Ψ￿ allow ∆ to cross TI only
twice transversely or once tangentially. Only a transverse downward crossing is
asymptotically stable, so only one stable 1:1 phase locked trajectory may exist.
7. The above analysis holds only for c = 0. However, for sufficiently small c > 0,
an attracting invariant torus exists (see Chapter 1 and Appendix B) that must
contain all stable orbits and on which an interspike interval map Ψ is uniquely
defined. This map is a differentiable perturbation of the same map for c = 0,
so for sufficiently small c > 0, Ψ may only cross TI twice and only one stable
1:1 phase locked trajectory may exist.
8. We prove Lemma 2.1.
The intuition underlying this proof is contained in equation (2.4): the derivative of the
ISI function is an integral of I ￿(Φt) against e
2
τ
￿ ts
t Vrdrdt, a measure of the expansion
or contraction between the arrival of a pulse and the next spike. At the onset of
a square pulse, I ￿(Φt) a positive Dirac delta function, and at the offset I ￿(Φt) is a
negative Dirac delta function. The difference between e 2τ
￿ ts
t Vrdrdt at the onset and
the offset of the pulse is
￿ σ
u=0 2Vu+tpdu, an expression representing the expansion or
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contraction of trajectories during the pulse; its sign determines which delta function
is integrated with a larger weight, and hence determines the sign of Ψ￿(Φ). Due to
the strictly-decreasing inhibition, Vt strictly increases while the input current is flat;
therefore the more time passes before a pulse boundary, the larger V is between the
boundaries and the greater the expansion between boundaries.
In principle, this same intuition should be applicable to non-square pulses; however,
we have not yet found a significantly more general set of assumption about I(Φ) that
allows us to gain sufficient mathematical traction for rigorous results.
Step 1: Ψ￿(Φ0) expressed as the solution to a variational equation
Assume c = 0 in (2.2): after every spike, s = 1. Assume that V R > −∞ and
V S < ∞. Let t = 0 denote an initial spike time. Let (Vt, st,Φt) denote the flow of
a “base” trajectory of (2.1) from some initial point (V R, 1,Φ0), and let (V ∗t , s∗t ,Φ∗t )
denote the flow of a trajectory initialized at (V R, 1,Φ∗0) for some Φ∗0 close to Φ0.
Let
(∆Vt,∆st,∆Φt) := (Vt, st,Φt)− (V ∗t , s∗t ,Φ∗t ).
We have ∆V0 = 0 and ∆s0 = 0. Let ts denote the next spike time, i.e., the next time
that Vts = V S, and let t∗s denote the time that V ∗t∗s = V
S. Let ∆Φspike denote the
difference between the forcing phases of the two trajectories when both have reached
a spike:
∆Φspike := Φts − Φ∗t∗s
For c = 0, the derivative of the map P¯(Φ¯) = Φ¯ + Ψ(Φ) on the real line (from the
forcing phase at t = 0 to the forcing phase at ts) is the ratio between a small variation
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∆Φ0 in forcing phase at the first spike and the resulting variation ∆Φspike in forcing
phase at the second:
P￿(Φ¯) =
∆Φspike
∆Φ0
. (2.5)
We can write a similar expression for Ψ￿(Φ):
Ψ(Φ) =P(Φ¯)− Φ¯
Ψ￿(Φ) =P￿(Φ¯)− 1 = ∆Φspike
∆Φ0
− 1 (2.6)
The evolution of (∆Vt,∆st,∆Φt) between two spikes is described by the variational
equation produced by linearizing (2.1) about a trajectory (Vt, st,Φt):

∆V˙t =
1
C (
2
RVt∆Vt − g∆st + I ￿(Φt)∆Φt)
∆s˙t = −∆stτs
∆Φ˙t = 0
We can immediately solve the uncoupled equations for ∆s˙t and ∆Φ˙t in terms of the
initial variation in state (∆V0,∆s0,∆Φ0):
50

∆Φt = ∆Φ0
∆st = ∆s0e
− tτs
(2.7)
The third equation can be solved with the help of an integrating factor:
∆V˙t − 2
RC
Vt∆Vt =
1
C
(−g∆st + I ￿(Φt)∆Φt) (2.8)
∆V˙te
− 2RC
￿ t
0 Vrdr − 2
RC
Vt∆Vte
− 2RC
￿ t
0 Vrdr =
1
C
(−g∆st + I ￿(Φt)∆Φt)e− 2RC
￿ t
0 Vrdr (2.9)
d
dt
￿
∆Vte
− 2RC
￿ t
0 Vrdr
￿
=
1
C
(−g∆st + I ￿(Φt)∆Φt)e− 2RC
￿ t
0 Vrdr (2.10)
Integrating from t = 0 to ts,
∆Vtse
− 2RC
￿ ts
0 Vrdr −∆V0 = 1
C
￿ ts
0
(−g∆st + I ￿(Φt)∆Φt)e− 2RC
￿ t
0 Vrdrdt
(2.11)
∆Vts =∆V0e
2
RC
￿ ts
0 Vrdr +
1
C
￿ ts
0
(−g∆st + I ￿(Φt)∆Φt)e 2RC
￿ ts
t Vrdrdt (2.12)
Substituting from (2.7),
∆Vts =∆V0e
2
RC
￿ ts
0 Vrdr +
1
C
￿ ts
0
(−g∆s0e− tτs + I ￿(Φt)∆Φ0)e 2RC
￿ ts
t Vrdrdt (2.13)
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Since we are interested in the difference between trajectories initialized at the same
values of V and s, we have ∆V0 = 0 and ∆s0 = 0, and
∆Vts =∆Φ0
1
C
￿ ts
0
I ￿(Φt)e
2
RC
￿ ts
t Vrdrdt (2.14)
We also have Φt = Φ0 + t. At time ts, V ∗t is increasing at rate V˙ ∗ts ≈ V˙ts > 0, so it
reaches V S at time
t∗s ≈ ts +
∆Vts
V˙ts
Thus, we can write
∆Φspike := Φts − Φ∗t∗s =Φ0 + ts − (Φ∗0 + ts +
∆Vts
V˙ts)
(2.15)
=∆Φ0 − ∆Vts
V˙ts
(2.16)
Substituting from (2.14),
=∆Φ0
￿
1− V˙ts
C
￿ ts
0
I ￿(Φt)e
2
RC
￿ ts
t Vrdrdt
￿
(2.17)
Substituting into (2.6),
Ψ￿(Φ) =
∆Φ0
￿
1− 1
CV˙ts
￿ ts
0 I
￿(Φt)e
2
RC
￿ ts
t Vrdrdt
￿
∆Φ0
− 1 (2.18)
=− 1
CV˙ts
￿ ts
0
I ￿(Φt)e
2
RC
￿ ts
t Vrdrdt (2.19)
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Step 2: Phase locking to a square pulse
Let us consider a TI-periodic input consisting of a periodic square pulse of height
Istep and duration σ < TI . The input as a function of forcing phase Φ can be written
as
I(Φ) =

Istep when Φ ∈ [0, σ)
0 when Φ ∈ [σ, TI)
(2.20)
and we can write its distributional derivative as
I ￿(Φ) = Istepδ(Φ)− Istepδ(Φ− σ) (2.21)
where δ is the Dirac delta function on the circle T1 = [0, TI).
We showed in section 1.3.1.1 that the map P(Φ¯) on the real line from the forcing
phase at t = 0 to the forcing phase at ts is a TI-periodic orientation-preserving
homeomorphism on R. The image of [0, σ) under P is therefore an interval on R. 1:1
phase locking occurs at any phase Φ where P(Φ¯) = Φ¯ + TI . By the TI-periodicity
of P, a 1:1 locking phase Φ¯ ∈ R exists if and only if there exists a 1:1 locking
phase Φ¯ ∈ [0, TI). If this point is on [σ, TI), then it must fall in the subinterval
A = [σ, TI) ∩ [P(σ) − TI ,P(TI) − TI); if it is in [0, σ), then it must fall in the
subinterval A￿ = [0, σ)∩ [P(0)−TI ,P(σ)−TI). In the first case, phase locked spiking
occurs between pulses; in the second, phase locked spiking occurs during the pulse.
(See Figure 2.4.)
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Figure 2.2: Illustration of the intervals in which 1:1 phase locking can occur. If phase locked
spikes occur at phase Φ¯, then Pˆ(Φ¯) − TI = Φ¯. Therefore, if Φ¯ ∈ [σ, TI), i.e., spikes occur
between pulses, then Φ¯ ∈ A, where A = [σ, TI) ∩ [Pˆ(σ)− TI , Pˆ(TI)− TI ]. Similarly, if Φ¯ ∈
[0,σ), i.e., spikes occur during pulses, then Φ¯ ∈ A￿, where A￿ = [0,σ)∩ [Pˆ(0)−TI , Pˆ(σ)−TI ].
Phase locking cannot occur for Φ¯ outside these intervals.
In the following two steps, we shall assume the first case (Φ0 ∈ A), such that the
upward step of current arrives before the downward step. The upward step arrives at
time tp, where
tp = TI − Φ0 (2.22)
and the downward step arrives at time tp + σ. The same argument will apply to the
second case (Φ0 ∈ A￿), in which the downward step arrives before the upward step;
we simply need to replace Istep with −Istep and tp + σ, the time of the second step,
with tp + (TI − σ).
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Step 3: sgn(Ψ￿(Φ0)) for a square pulse
We substitute the derivative (2.21) into (2.19):
Ψ￿(Φ0) =− 1
CV˙ts
￿ ts
0
(Istepδ(Φ0 + t)− Istepδ(Φ0 + t− σ)) e 2RC
￿ ts
t Vrdrdt (2.23)
From (2.22), we see that these delta functions will pick out t = tp and t = tp + σ,
respectively, so
Ψ￿(Φ0) =− Istep
CV˙ts
￿
e
2
RC
￿ ts
tp
Vrdr − e 2RC
￿ ts
tp+σ
Vrdr
￿
(2.24)
Factoring out e
2
RC
￿ ts
tp+σ
Vrdr from both exponentials:
Ψ￿(Φ0) =− Istep
CV˙ts
e
2
RC
￿ ts
tp+σ
Vrdr
￿
e
2
RC
￿ tp+σ
tp
Vrdr − 1
￿
(2.25)
In order to show that Ψ￿(Φ0) changes sign only once on interval A, it is sufficient to
note the ± sign of Ψ￿(Φ0):
sgn (Ψ￿(Φ0)) =− sgn (Istep) sgn
￿
1
CV˙ts
￿
sgn
￿
e
2
RC
￿ ts
tp+σ
Vrdr
￿
sgn
￿
e
2
RC
￿ tp+σ
tp
Vrdr − 1
￿
(2.26)
Clearly e
2
RC
￿ ts
tp+σ
Vrdr > 0, and by assumption, V˙ts > 0. The sign of ex − 1 is the same
as the sign of x.
sgn (Ψ￿(Φ0)) =− sgn (Istep) sgn
￿
2
RC
￿ tp+σ
tp
Vrdr
￿
(2.27)
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=− sgn (Istep) sgn
￿￿ tp+σ
tp
Vrdr
￿
(2.28)
To eliminate the dependence of the bounds of integration on tp, we change variables
in the integral to q = r − tp:
sgn (Ψ￿(Φ0)) =− sgn (Istep) sgn
￿￿ σ
0
Vq+tpdq
￿
(2.29)
Step 4: Ψ￿(Φ0) may change signs only once
Before the arrival of the pulse at t = tp, Vt is independent of Φ0 because the cell
receives the same flat current before the first step no matter the initial forcing phase.
We prove in Lemma 2.1 below that during this time, V˙t > 0. Therefore Vtp increases
with tp, the time between the initial spike and the arrival of the pulse.
For q ∈ [0, σ), we use the solution st = stpe−
t−tp
τs to write:
∂
∂q
Vq+tp = Vq+tp
2 − gstpe−
q
τs + Istep (2.30)
with initial condition Vtp at q = 0. The initial inhibition stp = e
− tpτs decreases with
tp, so the vector field for V in (q, V ) space becomes everywhere more positive; and
as demonstrated above, the initial condition Vtp increases with tp. Therefore Vq+tp
increases with tp for all q ∈ [0, σ).
Since ∂∂tpVq+tp > 0, we also have
∂
∂tp
￿ σ
0
2Vq+tpdr =
￿ σ
0
2
∂
∂tp
Vq+tpdq > 0. (2.31)
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From (2.22), we see that tp decreases with Φ0, so
￿ σ
q=0 2Vq+tpdq decreases with Φ0. This
integral can change signs (from positive to negative) only once as Φ0 increases, and
must cross zero transversely. So by (2.29), Ψ￿(Φ0) may change signs once (from neg-
ative to positive) with the increase of Φ0, and must also cross zero transversely.
Step 5: Steps 3 and 4 for Φ0 ∈ [0, σ)
The preceding two steps assumed that Φ0 was on the arcA = [σ, TI)∩[Pˆ(σ)TI , Pˆ(TI)TI).
As previously explained, ∆may also cross TI on the arc A￿ = [0, σ)∩[Pˆ(0)−TI , Pˆ(σ)−
TI). In this case, we can repeat the same derivation substituting −Istep for Istep and
TI − σ for σ in (2.29), and conclude that
sgn(Ψ￿(Φ0)) = −sgn(−Istep)sgn
￿￿ TI−σ
0
2Vq+tpdq
￿
= sgn
￿￿ TI−σ
0
2Vq+tpdq
￿
(2.32)
where
￿ TI−σ
0 2Vq+tpdq decreases with Φ0. Therefore, on A
￿, Ψ￿(Φ0) can change signs
only once (from positive to negative) as Φ0 increases, and must cross zero trans-
versely.
Step 6: Ψ may only cross TI twice
On A, Ψ may switch from decreasing to increasing, and may therefore cross TI once
downwards and then once upwards. In this case, Ψ(Φ) > TI at both ends of A. Any
other crossings must occur on A￿; therefore, Ψ(Φ) > TI at both ends of A￿. For
additional crossings to occur on A￿, Ψ would have to decrease and then increase on
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this interval; but we have shown that the sign of the derivative can switch signs from
positive to negative on this interval, so no additional crossings are possible.
If only one crossing occurs on A, then Ψ(Φ) > TI on one side of A￿ and Ψ(Φ) < TI
on the other. Therefore an odd number of crossings must occur on A￿; but for three
crossings to occur on A￿, the sign of the derivative would have to switch twice, which
is not permitted. Therefore, in this case only one crossing may occur on A￿.
A parallel argument to the first shows that if there are no crossings on A, a maximum
of two may occur on A￿.
In all of these cases, when two crossings occur one is from above to below and the
other from below to above. An asymptotically stable 1:1 phase lock is only possible
when the map P−TI has a fixed point Φ at which P crosses the diagonal from above
to below. We recall that P(Φ) = Ψ(Φ)+Φ, so at an asymptotically stable fixed point
Ψ must cross the horizontal of height TI from above to below. Therefore, the NG
oscillator with c = 0 forced by square pulses may only possess one asymptotically
stable 1:1 phase locked trajectory.
See Figure 2.3 for illustration.
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Figure 2.3: If Ψ(Φ0) crosses TI , it may do so only on A (on which it must be concave) and
A￿ (on which it must be convex), and only in three ways. Left: If two crossings occur on A￿,
none can occur on A. Center: If two crossings occur on A, none can occur on A￿. Right:
If one crossing occurs on A, only one can occur on A￿.
Step 7: for c > 0
It is not immediately clear how to define Ψ for c > 0: at any initial forcing phase
Φ, the system may have a range of initial values of s, so the subsequent interspike
interval is not uniquely determined. However, if the return map R from (s,Φ) just
after one spike to (s,Φ) at the next possesses an asymptotically stable invariant circle
and that circle is a graph of s over Φ, then after a sufficient transient, the initial
value of s after a spike at any forcing phase Φ is uniquely determined by the graph,
and Ψ(Φ), the interspike interval following this initial condition, is uniquely defined.
For c = 0, the graph s = 1 serves this purpose: immediately after any spike, s = 1,
so this circle of initial conditions forms an attracting invariant circle for the return
map.
The only part of the evolution of the system that depends on c is the resetting map,
which depends smoothly on c; therefore, by Fenichel’s persistence theorem for maps
[41], for a sufficiently small c the invariant circle persists and depends smoothly on c.
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Therefore, for sufficiently small c, the invariant circle is still a graph over Φ, and the
interspike intervals following the initial condition parametrized by Φ depend smoothly
on c. Thus, Ψ￿(Φ) depends smoothly on c, and for sufficiently small c still crosses
zero transversely and changes signs a maximum of once on each of the intervals on
which phase locking is possible. Therefore, for sufficiently small c > 0, Ψ can cross
TI only twice, and only one crossing can correspond to an asymptotically stable 1:1
phase lock; in other words, 1:1 phase locking is monostable.
Step 8: Proof of Lemma 2.1
Lemma 2.1. If an ING oscillator receives a flat current I0 after a spike, its voltage
strictly increases.
Proof. In the V vs. t plane, the V-nullcline is the set V =
￿
ge−
t
τs − b− I0. This
nullcline vanishes at a saddle-node bifurcation when b− ge− tτs + I0 = 0, which occurs
when t = τs ln
￿
b+I0
g
￿
. After a spike at t = 0, the voltage begins below the V -
nullcline. The branch of the nullcline accessible from below slants up and right, and
on the nullcline all vectors point horizontally to the right, so the nullcline cannot
be crossed from below. Therefore V remains below this nullcline, and V˙ > 0 until
t = τs ln
￿
b+I0
g
￿
. And for all t > τs ln
￿
b+I0
g
￿
, we also have V˙ = V 2+ b− ge− tτs + I0 >
V 2 + 0 > 0. See Figure 2.4 for illustration.
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Figure 2.4: System is receiving flat current I0 after a spike at t = 0. In the V vs. t plane,
the V nullcline (red) cannot be crossed from underneath. All arrows to the right of the
nullcline point upwards, so V is always increasing.
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2.5 Discussion
In this work, we demonstrated that under square forcing pulse and when synapses
reset sufficiently at each spike, the NG oscillator can possess only one stable, phase-
locked orbit. This differentiates the forced NG oscillator from, e.g., the forced relax-
ation oscillator, which has regimes of bistability. The difference may be attributed
to the fact that the NG oscillator’s dynamics between spikes are dominated by the
decay of inhibition. We note that our result applies to the special case τs = 0, prov-
ing that a simple QIF neuron under tonic inhibition phase locks only monostably to
an extended square pulse; our methods should also readily generalize to any sort of
decaying inhibition between spikes at any rate, including inhibition with a reversal
potential, though for the sake of a relatively simple presentation we do not treat that
case here.
The methods used here are similar to those used in [27] and [59] to analyze mode-
locking of forced integrate-and-fire and resonate-and-fire neurons, respectively; how-
ever, they focus on the diversity of behavior in the systems they study, whereas we
focus on the reliable behavior of ours for any forcing strength and pulse duration.
This method also allows us to generalize our result to a system without a simple
one-dimensional firing map, i.e., the NG oscillator with a synaptic resetting rule that
strongly contracts but does not completely reset s.
Our conclusion in this work interesting to consider in light of the work of Brette and
Guigon [13]. They show that aperiodic input currents induce monostable responses in
a large family of neuron models, whereas periodic currents often induce multistable
responses. One might argue that the case of a periodic input is exceptional, since
most “periodic” behaviors in the brain are not perfectly periodic; however, we expect
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that in systems with multistable responses to periodic forcing, the “ghosts” of stable
solutions will persist as aperiodicity is introduced into the forcing current, preventing
the system from reaching a single stable solution quickly. In this sense, our proof of
monostability of 1:1 phase locking in the NG oscillator with periodic inputs may reflect
a rapid convergence onto a similar solution in response to nearly-periodic inputs. It
would be interesting to further explore this effect in simulations of forced spiking
models.
We have drawn a correspondence between the NG oscillator and the gamma-rhythmic
mechanisms ING and PING. In the case of ING, the QIF neuron stands in for a
population of fast-spiking interneurons. However, it has been observed that fast-
spiking neurons in rat somatosensory cortex initiate spiking not by a saddle-node
bifurcation like the QIF neuron but instead by a Hopf bifurcation [84], and that
unlike QIF neurons, fast-spiking neurons resonate about their resting voltages at slow-
gamma-like frequencies [73]. Alijani [59] has shown that the resonate-and-fire neuron,
the simplest neuron model with subthreshold resonance, shows a rich bifurcation
structure and chaos under periodic forcing. We hypothesize that resonance at or
near the forcing frequency will not compromise the mono-stability of gamma phase
locking – intuitively, it seems that such a resonance should contribute to the stability
of locking at a preferred phase rather than introduce new stable locking phases – but
our methods would have to be expanded upon to answer this question. In the case of
PING, the QIF neuron stands in for a population of pyramidal cells, which are better
modeled by the QIF neuron [14].
By describing the state of a population with a single voltage variable, our model
makes the assumption that cells in the population in question fire together in near-
synchronous volleys. If instead a variable fraction of the inhibitory cell population
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participates (as observed, e.g., by [6]), then variable amounts of inhibition may be
recruited, and whatever factors determined how many cells fire could have a signif-
icant effect on population phase locking. Serenevy and Kopell [80] have found that
variable participation to makes ING phase locking more robust, though more research
is necessary to determine whether it may also compromise monostability. In the case
of ING, these cells are often synchronized by gap junctions [42].
If the variable s in our model is interpreted as an adaptation current rather than as
feedback inhibition, the model we study here is almost identical to a model of a QIF
neuron with adaptation studied in various analytical works [52] [40] [60] [14] . These
studies assume either weak or pulsatile forcing to the neurons, while we consider non-
weak pulses of any duration. Also, since we are focused on the application of this
model to interacting gamma rhythms, we specifically consider monostability of phase
locking, while other studies have mainly focused on conditions for oscillator synchro-
nization or clustering. Brumberg and Gutkin [14] considered phase locking in this
model, but did not address the possible existence of multiple stable solutions.
Our results are particularly noteworthy in light of the CTC hypothesis introduced
above. Before oscillating neuronal populations can communicate through coherence,
they must “cohere,” or reliably establish a phase relationship that facilitates com-
munication. As mentioned in Chapter 1, the lack of a consistent gamma frequency
implies that any phase alignment between gamma rhythms must be actively main-
tained [71]. Our work examines the case in which this alignment is maintained by the
entrainment of the receiving population by the sending population [44]. But entrain-
ment is not sufficient: any mechanism of phase coordination must reliably select the
appropriate phase relationship between the two populations. As is demonstrated by,
e.g., the Fitzhugh-Nagumo model, an oscillator’s stable alignment with forcing may
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depend strongly on initial conditions due to bi-stability of phase-locked orbits. In
this chapter, we have shown that, in the case of square pulses (and likely in the case
of more general pulses), periodic forcing can entrain the NG oscillator into only one
stably phase-locked trajectory, facilitating CTC.
We showed above that in the limit of small R or C, the NG oscillator phase locks with
spikes immediately following pulses. In Chapter 3, we demonstrate that this result
persists for sufficiently small R or C. In this case, the specific phase relationship
created by the NG oscillator under forcing is optimal for CTC: when forcing pulses
(which presumably also encode information) reach the receiving population, it has
been nearly a full gamma period since the last spike volley, so inhibition is low and
cells can readily fire in response. In Chapter 3, we also show that when two gamma
circuits are mutually coupled and phase-locking occurs, a phase relationship is created
that is optimal for unidirectional transmission of information from the more driven
population to the less driven one.
Many applications of dynamical systems in neuroscience have demonstrated the wide
range of dynamics open to even simple neural systems. Here, we seek out the factors
that restrict these dynamics, allowing a forcing signal to reliably entrain its target at
a single phase. We expect that such restricted dynamics will be the rule anywhere
in the brain where establishing phase relationships between oscillations is function-
ally important, and more generally wherever a specific pattern of dynamics must be
established for reliable cognitive functionality.
Chapter 3
The Leaky Oscillator: Gamma Oscillators are Optimized for
Communication Through Coherence
Most of the material in this chapter is presented in [22].
3.1 Introduction
The study of gamma rhythms in the brain has produced a large body of exper-
imental literature, and no shortage of conjecture about the functional purpose of
gamma rhythms [23] [45] [53] [7]. Inspired by the observation of coherence in the
gamma band between disparate cortical columns and brain areas [49] [36] [35], one
influential hypothesis, the so-called Communication-Through-Coherence (CTC) hy-
pothesis, states that communication between oscillatory circuits (and in particular
gamma-oscillatory circuits) can be modulated by their relative phase alignment, with
maximally effective communication when the sender’s spikes arrive at the gamma
phase corresponding to minimal inhibition on the receiving population [44]. Early
modeling work was directed towards the observation of gamma synchronization with
zero phase-lag by mutual coupling [86] [38]. However, several experimentalists have
observed gamma phase relationships that seem to be established by a directed in-
fluence of one gamma-rhythmic area on another [50] [30] [3] [77], suggesting a clear
sender/receiver relationship in keeping with the CTC hypothesis. Only a few authors
have taken a modeling or theoretical approach to such directed interactions of gamma
rhythms [11] [88] [46] [3].
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Here we are concerned with the relationship between the physiological mechanisms
of gamma oscillations and the CTC hypothesis. We bridge this gap by analyzing
the basic mechanism of gamma generation in the context of the theory of forced
and coupled oscillators while paying particular attention to the implications of our
results for CTC. The mechanism we treat here is common to most models of gamma
rhythms: the membrane potentials of a population of cells overcome slowly-decaying
inhibition, causing a volley of spikes that quickly restores a high level of inhibition. As
we discuss below, this process is common to models of Interneuronal Network Gamma
(ING) and Pyramidal-Interneuronal Network Gamma (PING), so we refer to it as the
Network Gamma (NG) mechanism, and call the simple model of it presented here the
NG oscillator.
As our main results, we show that:
1. The NG mechanism is ideally suited to phase lock to a source of coherent pulses
such that pulses arrive when inhibition is minimal.
2. If two NG oscillators are mutually pulse-coupled, the NG mechanism creates
“dynamically directed” CTC, positioning the faster oscillator to convey infor-
mation to the slower one while ignoring feedback from it.
We emphasize the fact that other oscillators do not have the same properties: a
generic phase locked oscillator may stably align itself to periodic pulses with any
phase relationship, and special structure is necessary to make an oscillator with a
robust period sensitive to input coherence. In the case of the NG oscillator, we find
that this special structure is created by the separate processes of fast leaky membrane
dynamics and slow decay of synaptic inhibition, and enhanced to the degree that these
dynamics occur on separate time scales.
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Remark 3.1.1. Note that “coherent” is used in two different ways here: in
“communication-through-coherence,” coherence refers to a consistent phase relation-
ship between two oscillating systems, whereas a “coherent pulse” is a pulse of current
that arrives concentrated within a short time window, possibly as a result of multiple
small pulses temporally coinciding. We use the term “phase alignment” rather than
“coherence” to refer to the first phenomenon, and reserve the term “coherence” to refer
to the second.
The rest of the paper will proceed as follows:
• In Section 2, we present and justify our model of the NG mechanism, explaining
how it corresponds to the circuits underlying the generation of gamma rhythms
in the brain.
• In Section 3, we discuss the basic behavior of the model, and show how the
modulation of leaky excitable membrane dynamics by an independent slow de-
cay of inhibition creates “spike-or-forget” behavior: initial conditions are either
immediately followed by a spike, or are immediately “forgotten” and have no
influence on the next spike time. We introduce a singular limit (in which time
scales of membrane dynamics and inhibition are separated) that brings this
property to the forefront.
• In Section 4, the core of our mathematical work, we examine the singular limit
NG oscillator’s response to short excitatory pulses. We prove Theorem 3.1
stating that the phase response curve (PRC) associated with such pulses takes a
specific form associated with a spike-or-forget response. We then prove Theorem
3.2, placing tight bounds on the height of the PRC in terms of the height of
the pulse, and show that these bounds make the NG oscillator highly sensitive
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to pulse coherence. By contrast, we present an upper bound on the PRC for a
standard phase oscillator in terms of the current carried by its input (proven in
Appendix H), putting a limit on the effect of pulse coherence. We discuss how
the NG oscillator circumvents this limitation through its special structure.
• In Section 5, we examine the singular limit NG oscillator’s response to periodic
pulses. We show that the spike-or-forget response of the NG oscillator creates
a characteristic phase alignment with a periodic forcing pulse; furthermore, if
this pulse is coherent, the NG mechanism’s selectivity for coherent pulses allows
it to lock to a wider range of forcing frequencies, a behavior we call “coherence
filtering.”
• In Section 6, we examine the dynamics of coupled singular limit NG oscillators.
We show in Theorem 3.3 that, due to the discussed characteristics of the NG
mechanism, a pair of mutually-coupled non-identical NG oscillators create phase
alignment optimal for directed CTC from the faster to the slower oscillator.
• In Section 7, we discuss the persistence of the NG oscillator’s phase response
curve for non-singularly separated time scales. We present Theorem 3.4 (proven
in Appendix E) showing that the shape of these PRCs do persist in such a way
that our results hold for small but nonzero separation of time scales, and we
present numerical simulations to explore the effect of the size of the separation.
3.2 The NG Mechanism
Two classes of circuits are known to create gamma rhythms [94]. The first and sim-
plest, the Interneuronal Network Gamma (ING) circuit, consists a population of in-
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terneurons synaptically networked to inhibit itself [92]. The second, the Pyramidal-
Interneuronal Network Gamma circuit, comprises a population of excitatory pyrami-
dal cells (E-cells) reciprocally synaptically connected with a population of inhibitory
interneurons (I-cells), both of which may also synaptically target themselves [93].
Both circuits generate rhythms by the following process:
• Inhibition on a quiescent population of cells (I-cell in ING, or E-cells in PING)
decays slowly.
• Some portion of this population is driven to spike at approximately the same
time due to tonic excitation.
• As a result of this volley of spikes, inhibitory synapses quickly increase towards
maximal saturation, and the population returns to quiescence. (In the PING
circuit, E-spikes cause inhibition by exciting I-cells and triggering I-cell spike
volleys.)
We shall refer to this mechanism of rhythm generation as the NG (Network Gamma)
mechanism. Here we study a simple model that generates rhythms by the NG mech-
anism. We will not concern ourselves with the causes of gamma synchronization and
desynchronization, which have been extensively studied in [92] [91], [48], [9], [12], [58],
[26], and [19]; instead, we will consider only populations that fulfill the conditions for
sustained synchrony by one of the mechanisms identified by these authors.
3.2.1 The NG Model
We will study a simple two-dimensional model that captures the NG mechanism
without any unnecessary detail. Since this model represents the NG mechanism in its
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simplest form, we shall refer to this system as the “NG oscillator.” We let V denote
the membrane potential of the population (assumed to be shared by all cells), and we
let s denote the saturation of the inhibitory synapses to each cell (again assumed to
be the the same for all cells) as a fraction in [0, 1]. We use a Quadratic Integrate-and-
Fire (QIF) model to describe the evolution of the membrane potential, and assume
exponential synaptic decay with rate constant τs:

CV˙ = V
2
R +G
τss˙ = −s
(3.1)
where
• G = b− gs+ Iapp(t) is the net flux of current
• g is the maximal conductance of the I-cell autapse
• τs is the decay time constant of inhibition
• C is the I-cell membrane capacitance
• R is the resistance of the membrane leak current
• b > 0 is the baseline level of tonic excitation of the I-cell
• Iapp(·) > 0 is any additional synaptic current delivered to the I-cell as a function
of time.
All quantities are non-dimensional except τs and C, both in units of time. Similar
equations were used to model forced gamma rhythms in [10].
71
When V reaches V S ∈ (0,∞], it “spikes” and resets to V R ∈ [−∞, 0), and s instantly
resets to 1. We assume that (V
R)2
R + b − g > 0 and (V
S)2
R + b − g > 0 such that V˙ is
positive immediately before and after a spike.
Remark 3.2.1. If V S =∞, a spike is a finite-time blow-up of V . If V R = −∞, the
trajectory of V after a spike at time 0 is the unique trajectory obeying the ODE and
approaching −∞ in its limit at time 0.
Remark 3.2.2. We have chosen to use a QIF neuron in this chapter instead of a
theta neuron because it allows us the generality of arbitrary spike and reset voltages,
and also because it leads to simpler expressions in our analysis below.
We treat the synaptic current as an injected current with no reversal potential and use
a simple synapse resetting rule to make our analysis as straightforward as possible.
See Appendix F for a discussion of how changing these features of the model might
affect our results.
To refer to the value of a variable at a specific time, we include the time t as an
argument: e.g., V (t), s(t), G(t).
3.2.2 Extension to PING
Our model also captures the basic behavior of PING. In the PING cycle, E-cells rise
above the inhibition and emit an excitatory spike volley, which quickly triggers an
inhibitory spike volley. We may treat them as if they inhibit themselves with a short,
slightly variable delay every time they spike. When excitatory forcing or coupling
is delivered to the E-cells, the timing of spike volleys is determined entirely by the
dynamics of inhibition and E-cell membrane potential, which may be approximated
by the two-dimensional model (3.1) using V to represent the membrane potential of
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the E population and s to represent the level of inhibition.
In this work, we merely note that the NG oscillator may be used to describe an ING or
PING circuit; we discussed this point more fully in Chapter 1, and demonstrated that,
if the I-cell membrane dynamics are sufficiently fast, the dynamics of PING under
excitatory E-cell forcing do not differ qualitatively from those of forced ING. One
significant difference between PING and the basic NG model arises when forcing is
delivered to I-cells as well as E-cells. See Section 3.7.3 and Appendix ?? for discussion
of the differences this may cause.
3.3 Model behavior
Here we study the behavior of the NG model by separating the behavior on fast and
slow time scales. All notation defined from this point forward is recapped in Appendix
D.
When the NG mechanism is unforced, i.e., Iapp(·) ≡ 0, all initial conditions flow into a
single attracting periodic orbit: from any set of initial conditions (V 0, s0) ∈ R× [0, 1],
s eventually decays below bg and G becomes positive, at which point V spikes, the
state is reset to (V R, 1), and the remainder of the trajectory follows the stable limit
cycle issuing from (V R, 1). See Figure 3.2, left, for an illustration of this limit cycle
(in which V R = −∞).
The structure of this limit cycle is simplified if we assume that membrane dynamics
are fast relative to inhibitory decay. This assumption is justified by the observation
that cells participating in gamma oscillations are in a state of high background con-
ductance, and therefore have severalfold lower leak resistance R than they do without
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synaptic input [31][34], and by the observation that fast-spiking interneurons are char-
acterized by low membrane capacitance C even in low-conductance states [73]. We
assume a separation in the timescales of membrane dynamics and inhibitory decay
in order to quantitatively capture and explain two aspects of the behavior of the NG
mechanism:
1. Membranes reach their stable resting potentials quickly and follow them closely
as G changes.
2. When the membrane potentials are driven past threshold, a spike volley occurs
shortly afterwards.
The analysis we perform based upon the assumption of separate time scales applies to
an NG process to the extent that it exhibits these two behaviors. In Section 3.7, we
demonstrate that a simulation with only a modest separation of the two time scales
produces similar results. For more details on the method of separation of timescales
used here, see [87] and [63].
Remark 3.3.1. As demonstrated by Kilpatrick and Ermentrout in [60], the NG sys-
tem without forcing can be solved in terms of Bessel functions. However, the re-
sults we are interested in are closely related to the separation of timescales, so we
forgo the study of this system by direct solution in favor of a more intuitive singular-
perturbation-style approach.
3.3.1 Fast and slow time scales
We define τ := C
√
R. This is not the standard definition of the membrane time
constant (which is generally RC), but we shall find that it is the appropriate time
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scale on which to describe the dynamics of a QIF neuron membrane potential. To
partially motivate this choice, we note that if a QIF neuron with V R = −∞ and
V S = ∞ receives constant drive b, its period is C
√
Rπ
G =
τπ
G . Like the standard
membrane time constant, τ is proportionate to the membrane time constant C, and
goes to zero as R goes to zero, i.e. as the neuron becomes more leaky. We set ￿ := ττs
denote the ratio of the time constants τ and τs; when ￿ is close to zero, the two time
scales are well-separated.
We rescale time in (3.1) to describe the system on a fast and a slow time scale. We
define “fast time” tˇ by setting tˇ := tτ , and we define “slow time” t by setting tˇ :=
t
τs
.
This gives us a pair of time scales separated by factor ￿: t = ￿tˇ.
We also find it convenient to move our analysis of the system to the state space (V,Θ),
where Θ is defined as the time since the last spike/reset event measured on the slow
time scale. Θ evolves with slow time: dΘdt = 1, and
dΘ
dtˇ = ￿. Θ resets to zero at each
spike. We solve for s after a spike in terms of Θ: s(Θ) = e−Θ.
3.3.2 The fast subsystem
On the tˇ timescale, the dynamics of the NG oscillator are described by the equa-
tions: 
dΘ
dtˇ = ￿
dV
dtˇ =
V 2√
R
+G
√
R
(3.2)
where we set G := b − ge−Θ + I(tˇ). Note that we let the applied current I(·) be
a function of fast time tˇ in order to unambiguously include its variations in the
fast dynamics. When ￿ = 0, we have dΘdtˇ = 0. In this case, (3.2) describes a “fast
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subsystem” in which Θ (and hence s) is constant. If I(tˇ) ≡ I is constant, G is also
constant. For constant G < 0, the ODE for V has two fixed points that can be
described as a function of G:
V ±(G) := ±√−RG = ±
￿
−R(b− ge−Θ + I). (3.3)
When V is between V −(G) and V +(G), it decreases; above V +(G) or below V −(G)
it increases. Thus, the positive fixed point is unstable and the negative one is sta-
ble (see Figure 3.1). V −(G) corresponds to a stable resting potential, while V +(G)
corresponds to a threshold for spiking.
While the net current G and the membrane potential V are both below 0, V acts
on the fast time scale like a leaky integrator for the input I(tˇ). As I(τ tˇ) varies, V
seeks out V −(G). When G is roughly constant and V is close to V −(G), dVdtˇ can be
described by the linearization of (3.2) about V −(G):
dV
dtˇ
≈ 2V
−
0 (Θ)√
R
(V − V −0 (Θ)) = −2
√−RG√
R
(V − V −(G)) = −2√−G(V − V −(G)).
(3.4)
This describes a membrane potential approaching its stable resting point like eλ(G)tˇ =
e
λ(G)
τ t, where λ(G) = −2√−G; thus, this approach is more rapid for small τ and for
more strongly negative net current G. When I(tˇ) changes, this is the approximate
rate at which V approaches the new value of V −(G); if V is initialized near V −(G),
this is the rate at which the initial conditions are “forgotten” by V , which can also be
interpreted as the rate at which a surplus of current leaks away.
If G passes through zero and becomes positive, V undergoes a saddle-node bifurcation
and dVdtˇ becomes strictly positive; if G remains positive, a spike occurs, and both V
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and Θ are reset. As mentioned above, the time for V to rise from −∞ to∞ for some
fixed G > 0 is τπ√
G
, so this acts as an upper bound on the time to spike once G is
bounded away from zero. Similarly, if V is bounded above V +(G), it reaches a spike
in bounded time on time scale tˇ.
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Figure 3.1: Left: The QIF neuron with subthreshold drive (G < 0) has two fixed points: an
unstable “threshold” potential at V +(G) (black) and a stable “resting” potential at V −(G)
(red). Right: When the drive G becomes positive, the two fixed points disappear in a
saddle-node bifurcation.
This “spike-or-forget” behavior is characteristic of leaky neural integrators. It is not,
however, characteristic of oscillators as they are generally modeled in theoretical
literature. This behavior is possible for the NG oscillator only because a slow decay
process maintains the oscillator phase independently of the integrator’s subthreshold
dynamics, as described below.
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3.3.3 The slow subsystem
On the t time scale in (V,Θ) space, the dynamics of the NG oscillator are described
by the equations:

Θ￿ = 1
￿V ￿ = V
2√
R
+
√
RG
(3.5)
where G := b − ge−Θ + I( t￿ ) and V ￿ denotes dVdt V . On this time scale, Θ increases
and s = e−Θ decays, and if I(·) ≡ 0, G steadily increases until it reaches zero. If we
set ￿ = 0, V is forced to obey the constraint 0 = V 2√
R
+
√
RG by closely tracking the
stable fixed point V −(G). When G passes zero, the two fixed points annihilate, so it
is no longer possible to describe the system by its slow behavior. Instead, V reaches
V S on the fast tˇ time scale as described by the fast subsystem above, and Θ resets
to 0. Then V approaches V −(G) on the fast time scale until it is very close, at which
point the system can again be described by its slow subsystem. This limit cycle is
illustrated in Figure 3.2, right.
Let T￿ denote the unforced period of the limit cycle on time scale t, i.e., the value
reached by Θ just before a spike, as a function of ￿. For ￿ = 0, this spike occurs
immediately after G crosses 0 and becomes positive; since G crosses zero smoothly
and transversely, we can use the condition G = 0 at a spike to solve for the period of
this limit cycle in slow time:
0 = GT0 =b− ge−T0
T0 = ln(
g
b
) (3.6)
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Figure 3.2: Left: The blue path is the limit cycle for (3.2) with I(·) ≡ 0, V S = ∞, and
V R = −∞. The red paths are the trajectories from various initial conditions. When any
trajectory reaches a spike, it resets to (V R, 0) and joins the blue limit cycle. Right: The
blue path is the limit cycle for (3.2) with I(·) ≡ 0, V S =∞, and V R = −∞, as ￿→ 0. Just
after a spike, Θ = 0 and s = e−Θ = 1, so V quickly rises to V −(b − gs) = −￿−R(b− g).
It then tracks V −(b − gs) as s decays slowly. When Θ reaches T0 and s = e−Θ = bg , V −
disappears in a saddle-node bifurcation and V immediately spikes. V resets to V R and Θ
resets to zero, resetting s to 1.
3.4 The NG oscillator’s response to pulses
Here we prove that when the NG oscillator (3.1) receives short pulses of excitatory
synaptic input its response is to “spike-or-forget”; furthermore, if the input pulse is
long compared to the timescale of the membrane dynamics, the NG oscillator spikes
with strong preference for coherent input pulses. We show that a wide range of general
oscillators do not share this behavior.
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In this section we introduce the notation:
• (Θ, V L￿ (Θ)): the stable limit cycle with timescale parameter ￿, which is the
(Θ, V ) trajectory initialized at (0, V R).
• V ±0 (Θ) := V ±(b−ge−Θ): the unstable (+) and stable (-) branches of V -equilibria
when the system is unforced (I(·) ≡ 0), as a function of Θ.
3.4.1 NG oscillator phase
In order to characterize the response of the system described above to pulses of exci-
tatory input, we first define a notion of “asymptotic phase” for the unforced system,
which we can then use to describe the phase of the system after a pulse as a function
of the phase at which the pulse arrives. Given a system with an asymptotically stable
limit cycle of period T , any point on the limit cycle may be assigned a T -periodic
phase variable with derivative 1. Points in the neighborhood of the limit cycle may
be assigned asymptotic phases in [0, T ) such that initial conditions with the same
asymptotic phase flow converge asymptotically on the trajectory initialized at that
phase on the limit cycle [96] [64] [74]. Sets of points p with the same asymptotic phase
are called “isochrons.”
In this subsection, we assume that I(tˇ) ≡ 0, i.e., the system is unforced. The variable
Θ parametrizes phase along the unforced limit cycle (Θ, V L￿ (Θ)): Θ￿ = 1, and Θ resets
from T￿ to 0. When any trajectory reaches a spike, it resets and joins the limit cycle
at phase 0, so the asymptotic phase of a point in state space is the phase on the limit
cycle that reaches a spike in the same amount of time.
Remark 3.4.1. We note that all points in phase space are in the basin of attraction
80
of the limit cycle; this not is possible for a limit cycle of a continuous 2D vector field,
but it is the case for the NG oscillator due to the discontinuous resetting rule for V .
We let R￿(Θ0, V 0) denote the value of Θ when a system initialized at (Θ0, V 0) reaches
V = V S (for timescale separation parameter ￿); the time for the trajectory to reach a
spike is R￿(Θ0, V 0) − Θ0. We let Ξ￿(Θ0, V 0) denote the asymptotic phase of a point
(Θ0, V 0) in state space when the timescale separation parameter is ￿:
Ξ￿(Θ
0, V 0) = T￿ − (R￿(Θ0, V 0)−Θ0). (3.7)
For an illustration of the level sets of Ξ￿ that form the isochrons for the NG oscillator,
see Figure 3.3, right.
3.4.1.1 NG oscillator phase: ￿ = 0
We now consider the case ￿ = 0, in which the fast and slow dynamics occur on
completely separate time scales as discussed in the previous section. Along the limit
cycle, V L0 (Θ) tracks its stable equilibrium, so V L0 (Θ) = V −0 (Θ) except at Θ = 0, where
V L0 jumps instantly from V R to V −(0) and therefore is not well-defined.
If the NG oscillator is initialized at state (Θ0, V 0) with Θ0 > T0 or V0 > V +0 (Θ0),
then a spike occurs immediately, so the value of Θ at the spike has not changed, and
R0(Θ0, V 0) = Θ0. We shall refer to these states as “spiking states.” If Θ0 < T0 and
V 0 < V +0 (Θ
0) (a “nonspiking state”), then V immediately returns to V −0 (Θ0). Then
a spike occurs as soon as G > 0. As in (3.6), we can calculate Θ at the next spike
using the condition G = 0 at a spike time, giving us R0(Θ0, V 0) = T0 = ln
￿
g
b
￿
. Thus,
we have
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R0(Θ
0, V 0) =

Θ0 if (Θ0, V 0) is a spiking state
T0 if (Θ0, V 0) is a nonspiking state
(3.8)
Note that R0(Θ0, V0) is not defined when V 0 = V +0 (Θ0): from this initial state, the
fast subsystem does not go to its stable equilibrium or spike, so the dynamics cannot
be adequately described in the context of the slow subsystem. From (3.7) and (3.8),
we can write
Ξ0(Θ
0, V 0) =

T0 − (T0 −Θ0) = Θ0 for Θ0 < T0 and V 0 < V +0 (Θ0)
T0 − (Θ0 −Θ0) = T0 for Θ0 > T0 or V 0 > V +0 (Θ0)
(3.9)
This function is well-defined for V 0 ￿= V +0 (Θ0). We note that our assignment of phase
for a singularly perturbed system follows the methodology of singularly perturbed
phase response curves from [79].
For an illustration of isochrons in the singular limit, see Figure 3.3, left. As is evident
in this image and from the fact that (3.9) is a function of Θ0 but not V 0, the isochrons
are vertical lines. Perturbations in the voltage direction do not advance the phase at
all unless they carry V to a spiking state. This is the isochron representation of a
spike-or-forget response to perturbation.
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Figure 3.3: Left: Isochrons of (3.1) in the singular limit ￿→ 0. Isochrons represent a range
of phases Θ from 0 (blue) to T (0) = ln( gb ) (red). Right: Isochrons of (3.1), for ￿ small but
nonzero.
3.4.2 Short pulses
Now we allow forcing to the NG oscillator. We let an excitatory pulse arrives during
an interval of duration δ (measured on the fast time scale tˇ). A spike may be evoked
during the pulse or afterwards.
Remark 3.4.2. We consider the forcing pulse “short” because it is included on the
fast time scale. If δ is fixed, then as ￿ → 0, the pulse becomes arbitrarily short on
the slow time scale t. It cannot, however, be considered sufficiently short that it is
instantaneous on the fast time scale; otherwise, we would lose the interesting effect of
pulse coherence that we will discuss in section 3.4.2.2.
Consider such an excitatory pulse I(tˇ) ≥ 0 with support on the interval tˇ ∈ [0, δ]. Let
(Θp￿(Θ
0, V 0, tˇ0, tˇ), V p￿ (Θ
0, V 0, tˇ0, tˇ)) denote the (possibly discontinuous) fast-time flow
of (Θ, V ) from initial state (Θ0, V 0) at time tˇ0 ∈ [0, δ] to time tˇ ∈ [0, δ]. This flow
follows the fast subsystem ODE (3.2), resetting when V reaches V S. See Figure 3.4
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for illustration.
Figure 3.4: Left: At states (Θ0, V L0 (Θ0)) and (Θ1, V L0 (Θ1)) on the singular limit cycle (blue),
a short pulse arrives, displacing the system onto the curve (Θ˜0(Θ), V˜0(Θ)) (green); in the
second case, a spike occurs during the pulse, resetting Θ and V . Right: The same scenario,
expanded to illustrate the fast flow (Θp0, V
p
0 ) (red and purple) by including a tˇ-direction.
For simplicity, we henceforth assume that a single pulse is not strong enough to evoke
a spike when the system is on its stable branch at Θ = 0:
V p0 (0, V
0
0 (0), 0, δ) < V
+
0 (Θ) (3.10)
Remark 3.4.3. A pulse that did not obey assumption (3.10) would be strong enough
to evoke a spike at any phase on the limit cycle, and an analysis of such forcing would
not be very interesting.
Suppose that at time tˇ = 0 (the beginning of the pulse), the system is on its limit
cycle at state (Θ, V L￿ (Θ)). We let (Θ˜￿(Θ0), V˜￿(Θ0)) denote the system state at the
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end of a pulse; in other words,
(Θ˜￿(Θ
0), V˜￿(Θ
0)) := (Θp￿(Θ
0, V L￿ (Θ
0), 0, δ), V p￿ (Θ
0, V L￿ (Θ
0), 0, δ))
We define
f￿ : T1 →T1
Θ→Ξ￿(Θ˜￿(Θ), V˜￿(Θ))− ￿δ (3.11)
f￿(Θ) is a phase transition curve (PTC) for the NG oscillator with time scale separa-
tion parameter ￿: it describes the asymptotic phase attained by an oscillator when a
pulse arrives is delivered to a system on the limit cycle at phase Θ. The duration of
the pulse in slow time, ￿δ, is subtracted so that we can treat the effect of the pulse for
all intents and purposes as an instantaneous phase shift. Since the system returns to
the limit cycle after any nonzero amount of slow time, f￿(Θ) can be applied repeatedly
to describe a series of pulses as long as they are separated in slow time.
We let F￿ denote the lift of the circle map f￿ such that an initial phase Θ ∈ R close
to zero is mapped to a more advance phase less than T￿. (We discuss this lift in more
detail in Appendix E.) We define
∆￿(Θ) := F￿(Θ)−Θ. (3.12)
This is the phase response curve (PRC) describing the size of the phase advance due
to the pulse, or equivalently, the amount of time by which the pulse shortens the
oscillator’s period.
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3.4.2.1 Short pulses when ￿ = 0
If ￿ is small, then the effect of the pulse is described by the fast subsystem, and Θ
(and hence s) changes negligibly during the pulse. Thus, if a spike occurs during the
pulse, resetting Θ to 0, then at the end of the pulse Θ ≈ 0. In slow time, this is an
“instantaneous pulse.” The dynamics after a pulse are as described above for ￿ = 0:
if V < V +0 (Θ), V goes in fast time to V −0 (Θ), whereas if V > V +0 (Θ), a spike occurs
in fast time and then V goes to V −0 (Θ). In slow time, the arrival of a pulse either
triggers a spike immediately or fails to advance the next spike at all.
We sum up the spiking response described above for ￿ = 0 in a theorem:
Theorem 3.1. If system (3.1) is forced by an excitatory pulse I(tˇ) with support in
the interval tˇ ∈ [0, δ], then in the singular limit ￿ = 0, the dynamics characterized
above cause the PTC to take the form
F0(Θ) =

Θ if Θ < Θˆ
T0 if Θ > Θˆ
(3.13)
where Θˆ ∈ (0, T0] is the unique phase such that V˜0(Θˆ) = V +0 (−Θˆ).
Remark 3.4.4. A pulse arriving at phase Θˆ displaces the system onto the curve
V +0 (Θ), where the asymptotic phase is not defined, so the PTC is not well-defined for
Θ = Θˆ. We address this issue carefully when we prove the persistence of the phase
response for nonzero ￿ in Section 3.7 and Appendix E.
Remark 3.4.5. As previously mentioned, the state of V on the limit cycle V L0 (Θ) is
not well defined at Θ = 0; but by assumption (3.10), a spike cannot be evoked before
Θˆ, which by assumption is greater than zero, so we may set F (0) = 0.
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A PTC of this form is illustrated in Figure 3.5, top. From this theorem, we derive
a corollary regarding the supremal value of the PRC ∆0 (defined in (3.12)), a value
that will have direct implications for the oscillator’s capacity to lock to periodic
stimuli:
Corollary 3.1.
∆0(Θ) =

0 if 0 < Θ < Θˆ
T0 −Θ if Θˆ < Θ ≤ T0
(3.14)
The supremum of ∆0 occurs in the right-hand limit Θ→ Θˆ:
sup
Θ∈[0,T0)
∆0(Θ) = T0 − Θˆ = ln
￿g
b
￿
− Θˆ. (3.15)
This PRC is illustrated in Figure 3.5, bottom. It clearly represents the spike-or-forget
behavior previously discussed: left of Θˆ, the perturbation does not affect the phase
at all, and right of Θˆ, the phase is reset to a spike.
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Figure 3.5: Top: The general form of the NG oscillator’s PTC assuming ￿→ 0, as described
by (3.13). Bottom: The corresponding PRC.
Below we prove the theorem; the corollary follows immediately.
Proof. Let Θ0 denote the phase of the NG oscillator in its limit cycle oscillation at
time tˇ = 0, at the arrival of an excitatory signal I(tˇ) with support on tˇ ∈ [0, δ].
While V p0 (Θ0, V 0, tˇ0, tˇ) < V S, Θ is constant on the fast time scale, so
Θp0(Θ
0, V 0, tˇ0, tˇ)) = Θ0.
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V p0 (Θ
0, V 0, 0, tˇ0, tˇ) obeys the one-dimensional nonautonomous ODE:
d
dtˇ
V =
V 2√
R
+
√
R
￿
b− ge−Θ0 + I(tˇ)
￿
so V p0 (Θ0, V 0, tˇ0, tˇ) increases with initial condition V 0; ddtˇV increases with Θ
0, so
V p0 (Θ
0, V 0, tˇ0, tˇ) increases with Θ0. The system is initialized on the singular limit
cycle at V 0 = V −0 (Θ0), which increases with Θ0; so V˜0(Θ0) := V
p
0 (Θ
0, V −0 (Θ
0), 0, δ)
increases with Θ0.
The unstable branch V +0 (Θ) strictly decreases with Θ; therefore, V˜0(Θ) − V +0 (Θ)
strictly increases with Θ until V˜0(Θ) = V spike. Let Θˆ denote the unique phase Θ at
which V˜0(Θ)−V +0 (Θ) crosses zero. If Θ0 < Θˆ, then V˜0(Θ0) < V +0 (Θ0), and the phase
defined in (3.9) has not changed:
f0(Θ
0) = Ξ0(Θ˜0(Θ
0), V˜0(Θ
0)) = Θ0.
If Θ0 = Θˆ, then V˜0(Θ0) = V +0 (Θ0), and f0(Θ) is not defined because Ξ0 is not defined
by (3.9).
If Θ0 > Θˆ but Θ0 is sufficiently small that V˜0(Θ0) has not yet reached V S, then
V˜0(Θ0) > V
+
0 (Θ
0); by (3.9),
f0(Θ
0) = Ξ0(Θ˜0(Θ
0), V˜0(Θ
0)) = T0.
If Θ0 is sufficiently large that V p0 (Θ0, V −0 (Θ0), 0, tˇ∗) reaches V S for some tˇ∗ ≤ δ, then at
that time a reset occurs, settingΘp0(Θ0, V −0 (Θ0), 0, tˇ∗) = 0 and V
p
0 (Θ
0, V −0 (Θ
0), 0, tˇ∗) =
V S. After this point, the flow of V to time tˇ = δ can now be described by as
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V˜0(Θ
0) := V p0 (Θ
0, V −0 (Θ
0), 0, δ) =V p0 (0, V
S, tˇ∗, δ)
Consider a system initialized at state (0, V −0 (0)) at time tˇ0 = 0. It reaches some
V ∗ > V S at time tˇ∗. By the monotonicity of V p0 with respect to initial conditions,
V p0 (0, V
S, tˇ∗, δ) <V p0 (0, V
∗, tˇ∗, δ)
=V p0 (0, V
−
0 (0), 0, δ)
and by assumption (3.10),
<V +0 (0)
(3.16)
Thus, V˜0(Θ0) is below the unstable branch, and Θ˜0(Θ0) = 0, so by (3.9),
f0(Θ
0) = Ξ0(Θ˜0(Θ
0), V˜0(Θ
0)) = Θ˜0(Θ
0) = 0.
We let F0 be the lift f0 to R that sets F0(Θ) = Θ for Θ ∈ R close to zero, and we
find that in this last case, F0(Θ0) = T0 rather than 0; so F0 takes the form (3.13).
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3.4.2.2 Coincidence detection for ￿ = 0 and large δ
Here we examine the extent to which concentrating a bolus of charge into a short time
window can affect the height and shape of the NG oscillator’s PRC. This is a measure
of the oscillator’s capacity to respond selectively to pulse coherence or to detect coin-
cident pulses. As more current is concentrated into a shorter time window, the height
of the forcing pulse I(tˇ) increases. A system is a coincidence/coherence-sensitive if
it is the height of the pulse (and not the net charge it carries) that determines the
system’s response.
We have defined the input pulse duration δ on the short time scale tˇ such that as
￿→ 0, the pulse may be considered instantaneous on the slow time scale t. However,
we are also interested in the system’s response to pulses that are long on the fast time
scale. We shall show that in this extreme, it is not the charge carried by a pulse but
instead the current pulse’s maximum height (i.e., the maximal rate at which charge
enters the cell) that determines whether the pulse can overcome lingering inhibition
and elicit a spike. This is the case because, given sufficient fast time, V will spike
if G > 0 or asymptote to V −￿ (Θ) if G < 0, and G depends on the height of the
pulse.
In order to model a pulse that is short on the slow time scale but long on the fast
time scale, we first assume that the system behaves as in the singular limit ￿ = 0,
where I(tˇ) is a square pulse of height h and duration δ; then we let δ approach ∞.
It is important to note that by taking limits in this order, we are not allowing δ to
impinge on the slow time scale – no matter how large δ is, we still assume that ￿δ is
small, and therefore that Θ is constant during the pulse.
Theorem 3.2. In the singular limit ￿ = 0, for any I(tˇ) with support on [0, δ] and
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supremum h, Θˆ ≥ ln( gh+b). If I(tˇ) is a square pulse of height h, then limδ→∞ Θˆ =
ln( gh+b).
Corollary 3.2. The supremum of ∆0(Θ) is less than or equal to ln
￿
1 + hb
￿
, with
equality for a square pulse in the limit of large δ.
Below we prove both the theorem and the corollary.
Proof. Let Θ0 denote the phase of the NG oscillator in its limit cycle oscillation at
tˇ = 0. Since ￿ = 0, Θ stays fixed at Θ0 during the pulse until a spike. A spiking state
cannot be reached during the pulse until the first time G ≥ 0. During the pulse and
before a spike, the supremum of G is b− ge−Θ0 + h, so a spike cannot occur unless
0 ≤b− ge−Θ0 + h
e−Θ
0 ≤h+ b
g
Θ0 ≤ ln
￿
g
h+ b
￿
(3.17)
For Θ0 > Θˆ, a pulse must take the system to a spiking state, so we must have
Θˆ ≥ ln ￿ gh+b￿.
Suppose the input at phase Θ0 is a square pulse of duration δ and height h. Given
any Θ0 > ln
￿
g
h+b
￿
, we have G = b − ge−Θ + h > Gmin for some Gmin > 0 during
the pulse. The voltage of the QIF neuron under constant drive Gmin can rise from
−∞ to ∞ in time τπ√
Gmin
, or time π√
Gmin
on the fast time scale tˇ. So if δ is larger
than π√
Gmin
, a spike must occur during the pulse. Θˆ marks the cutoff below which a
spike is not immediately evoked by a pulse, so for δ this large, we must have Θˆ ≤ Θ0.
Thus, in the limit of large δ, we must have Θˆ ≤ Θ0 for all Θ0 > ln ￿ gh+b￿, or simply
Θˆ ≤ ln ￿ gh+b￿. We have shown above that Θˆ ≥ ln ￿ gh+b￿, so we conclude that in this
92
case, Θˆ = ln
￿
g
h+b
￿
.
The corollary follows from Corollary 3.1:
sup
Θ∈[0,T0)
∆0(Θ) = ln
￿g
b
￿
− Θˆ
≤ ln
￿g
b
￿
− ln
￿
g
h+ b
￿
= ln
￿
1 +
h
b
￿
with equality in the limit of large δ.
When δ is large, the cutoff phase Θˆ is close to ln
￿
g
h+b
￿
, a decreasing function of h:
the higher the rate of inward current during the pulse, the sooner after one spike it
can evoke another. As a result, the height of the PRC ∆0(Θ) is close to
T0 − Θˆ = ln
￿g
b
￿
− ln
￿
g
h+ b
￿
= ln
￿
1 +
h
b
￿
(3.18)
(see equation (3.15)), an increasing function of h. Concentrating a fixed amount of
charge K into a short time window (increasing the maximum pulse height inversely
with the duration) has a significant impact to the extent that δ remains large. So, to
the extent that the pulse is long on the time scale of membrane dynamics, the NG
oscillator acts as a powerful coincidence/coherence detector.
Remark 3.4.6. It is also straightforward to show that when a pulse is short on the
fast time scale, i.e., δ is small, the effect of a pulse on V (and hence the value of
Θˆ) depends on the charge K carried by the pulse. In this extreme, the NG oscillator
cannot act as a coincidence/coherence detector at all.
In Section 3.5, we will show that if a pulse is delivered to the oscillator periodically,
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the height of the PRC directly determines the range of periods at which phase locking
will occur
3.4.3 Relation to Other Oscillators
The behavior of the NG oscillator in the limit of large δ is particularly noteworthy in
relation to the behavior of other phase oscillators. We consider the class of oscillators
that can be written in the form
Θ˙ =1 + g(Θ) (I(t) + b) (3.19)
where I(·) ≥ 0 is a time-varying excitatory input, g(·) ≥ 0 is a non-negative PRC, and
b ≥ 0 is the level of additional excitatory drive. As we demonstrate in Appendix G,
such systems include LIF neurons, QIF neurons, and any type-1 limit-cycle oscillator
if forcing is sufficiently weak. This form represents any oscillator for which
1. excitation advances phase, and
2. at any phase, the contribution of excitatory input to the rate of phase advance
sums linearly.
In Appendix H, we show that the period-shortening response of such an oscillator
to any excitatory input I(t) is limited in terms of the charge K that it carries. In
particular, the following inequality holds:
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∆(Θ) <
￿
−T ￿(0)√K (3.20)
where T (b) is the period of the oscillator as a function of b when I(t) ≡ 0, and
K = supt0∈R
￿ t0+T (0)
t0
I(t)dt denotes the maximal charge carried by the forcing input
during one natural period of the oscillator, or in the case of a single pulse input of any
shape, the charge carried by the pulse. The term −T ￿(0) expresses the sensitivity of
the oscillator’s period to variation in tonic drive; thus, (3.20) shows that the sensitivity
of the oscillator’s phase to input relative to its sensitivity to tonic drive is strictly
limited by the charge carried by the input, and thus cannot be strongly influenced by
input coherence. If it can phase lock to pulses carrying small charges, it can do so
not as a selective response to coherence, but only because it is extremely sensitive to
drive at some point in its period.
In contrast, the height of the PRC of the NG oscillator is not limited by the charge
carried by the pulse or the NG oscillators sensitivity to variation in the level of
drive; when the duration of the input pulse is long on the tˇ time scale (i.e., long
compared to τ), it is a function of the height of the pulse instead. We calculate the
sensitivity of the NG oscillator’s period to variation in tonic drive by replacing b in
(3.6) with b0 + b, where b0 is a baseline level of drive making the system oscillatory,
and differentiate:
−T ￿(0) = 1
b0
. (3.21)
A square pulse of height h and duration δ on the tˇ time scale carries current K = hδτ .
If δ is large but τ is sufficiently small, K may be made very small while the height
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of the PRC remains close to ln
￿
1 + hb
￿
; and yet we can see from (3.21) that the
oscillator’s sensitivity to additional tonic drive does not depend on τ , so remains
bounded for small τ . Therefore the PRC may attain a height exceeding the limit
imposed on oscillators of form (3.19) by equation (3.20).
The difference between (3.19) and the NG oscillator can be viewed geometrically. For
(3.19) (and any system that can be represented as (3.19), including 1-dimensional
model neurons and weakly forced limit cycle oscillators), excitation contributes lin-
early to phase advance: at a given phase, the rate of phase advance is a constant plus
a linear function of the drive. A weakly forced limit cycle oscillator can be put in this
form because its isochrons are locally linear, and therefore the effect of an excitatory
perturbation scales linearly with its magnitude. Excitatory perturbations in an NG
oscillator carry it almost perpendicularly to its limit cycle and parallel to its isochrons
(see Figure 3.3), so small, sustained inputs produce minimal phase advance; but the
isochrons turn almost ninety degrees at the threshold voltage, so inputs sharp enough
to force the system across this line effect a very large phase advance. This is why it
is relatively insensitive to drive but can be very sensitive to short, sharp pulses. Such
a system cannot be adequately described in the form (3.19) because the isochrons
bend sharply, i.e. the rate of phase advance is strongly nonlinear with respect to the
magnitude of the input current.
The difference can also be stated in terms of leakiness. In order to evoke a spike
in the NG oscillator, a pulse must carry charge to the cell population fast enough
to overwhelm the leak current. If it does, a spike volley occurs; if it does not, the
leak causes all effect of the pulse to be quickly forgotten. The NG oscillator can
leak while oscillating because progress from one spike to the next is measured by
synaptic decay, not accumulation of charge. An oscillator without this property, e.g.
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a one-dimensional phase oscillator or an oscillating LIF or QIF neuron without an
inhibitory autapse, cannot forget inputs: it already has sufficient input to push it
through its phase periodically, so any additional input only adds cumulatively to the
oscillator’s phase advance and cannot be subjected to the all-or-nothing thresholding
process that makes the NG oscillator such an effective coherence detector.
3.4.4 Relation to Leaky Integrators
The NG oscillator’s spike-or-forget response to pulsatile input is characteristic of a
leaky integrator, such as a QIF neuron with subthreshold drive:
CV˙ =
V 2
R
+ b (3.22)
where b ≤ 0. This is, in fact, a scaled version of the fast subsystem of the NG
oscillator (as in equation (3.2)). For b < 0, it has a stable equilibrium at −√−Rb and
an unstable equilibrium at
√−Rb. When τ is small, perturbations that do not carry V
above
√−Rb are quickly forgotten as V returns to −√−Rb, while perturbations that
carry V above
√−Rb are immediately followed by a spike. Like the NG oscillator, its
spiking response to pulses with long duration on the τ time scale is a function of the
height of the pulse rather than the integral, so it can act as a coherence filter.
However, the leaky integrator ultimately returns to its fixed point after perturbations,
and therefore cannot oscillate without input. A PRC cannot be drawn for this system:
it is not an intrinsic oscillator, and therefore cannot be assigned a phase at all. When
b > 0, the fixed points no longer exist, and the system oscillates. However, the
oscillating QIF neuron is not forgetful in the same way: any excitatory input pushes
the system in the direction of the advancing phase, and therefore cannot be effectively
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forgotten. To formalize this claim, we show in Appendix G that the oscillatory QIF
neuron can be put in the form of equation (3.19) by a change of variables, in which
form it is subject to the non-leaky constraint imposed by (3.20). For small b, the QIF
neuron satisfies (3.20) because its period is extremely sensitive to variations in input
drive: it can phase lock to pulses carrying little charge, but only because it responds
very sensitively to any input proportionately to the charge it carries, not because it
distinguishes coherent and incoherent pulses like the NG oscillator.
3.4.5 Extension to sparse rhythms
Spike-or-forget responses to input may occur even if cell populations participate
sparsely in the rhythm. When the E-cells in a PING network receive an excitatory
input, it is likely that only the most driven subset will respond with a spike; however,
if projections from the participating E-cells “fan out” to multiple interneurons, a few
E-cells may be enough to activate a full I-cell volley, justifying the use of the NG
oscillator to represent a forced PING network with sparse E-cell participation.
3.5 Periodically Forced NG Oscillators
Here we show that the distinctive PRC of the NG oscillator causes it to phase lock
to periodic pulses at a phase optimal for CTC.
We can use the PRCs defined above to study the NG oscillator under periodic forcing.
For some forcing period TI , we let I(t) be a TI-periodic pulse of duration δ ￿ ￿ on
time scale tˇ. We assume, as above, that the system is on its stable limit cycle every
time a pulse arrives, allowing us to define a PTC F (·) and a PRC ∆(·) describing the
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response to each forcing pulse. When phase locking occurs, these functions can tell
us the phase relationship between forcing pulses and spiking.
Let Θ, F￿(Θ), and ∆￿(Θ) be NG oscillator phase, PTC, and PRC as defined in the
previous section. We continue to abuse notation and use Θ and F￿(Θ) to refer to lifts
to R when convenient. We have Θ￿ = 1 between pulses, and Θ resets to F￿(Θ) when
pulses arrive. Pulses are separated by time TI , so if a pulse arrives when the system is
at phase Θ0, the next pulse will arrive at phase Θ1 = F￿(Θ0) + TI . 1:1 phase-locking
occurs if Θ1 = Θ0 + T￿ such that the NG oscillator is returning to the same state on
the limit cycle for the first time just when the next pulse arrives. So phase-locking
occurs if
Θ0 + T￿ = F￿(Θ
0) + TI = ∆￿(Θ
0) +Θ0 + TI (3.23)
F￿(Θ
0) = Θ0 + T￿ − TI or, equivalently, if ∆￿(Θ0) = T￿ − TI . (3.24)
Let Θ0 denote a phase Θ satisfying (3.24). From the study of iterated dynamical
systems, we recall that phase-locking is stable if
F ￿￿(Θ
0) ∈ (−1, 1), i.e. if ∆￿(Θ0) ∈ (−2, 0) (3.25)
3.5.1 Periodic forcing with ￿→ 0
As discussed earlier, when ￿→ 0, we have a PTC of the form (3.13). (As discussed in
Section 3.7, this form is qualitatively accurate for a wide range of parameters.)
Phase-locking is possible when a line at height T0 − TI intersects the phase-response
curve; since ∆(Θ) reaches a minimum of 0 and a maximum of ∆(Θˆ) (where ∆(Θˆ) is
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calculated in the right-hand limit), such an intersection occurs iff
T0 − TI ∈ [0,∆(Θˆ)], and is transverse iff T0 − TI ∈ (0,∆(Θˆ)) (3.26)
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Figure 3.6: The PTC described by (3.13) intersects the diagonal Θ0 + T0 − TI once with
slope zero, representing a stable phase locking phase. When the NG oscillator is locked to
pulses at this phase, pulses reset the oscillator to phase T0, and a spike occurs immediately.
Examining (3.14) and Figure 3.6, we see that when T0 − TI intersects ∆(·) trans-
versely, one intersection occurs in the interval Θ∗ ∈ (Θˆ, T0). Since ∆￿(Θ∗) = −1
here, we can see from (3.25) that this intersection corresponds to a stable phase lock.
Since it occurs at Θ∗ > Θˆ, pulses arriving at this phase arrive near the end of the
natural gamma period and reset the oscillator phase to T0, i.e., immediately evoke
a spike. The other intersection occurs at the cutoff phase Θ∗ = Θˆ as ∆(Θ) jumps
discontinuously from 0 to its maximum; the slope here is infinite, so this phase-lock
cannot be stable.
Our PRC demonstrates that for a range of forcing periods TI < T0, stable phase-
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locking does occur and is characterized by pulses arriving and immediately evok-
ing spikes. The cutoff phase Θˆ determines the range of forcing periods at which a
particular pulse can phase-lock the gamma rhythm. In addition to this qualitative
description, we can use Theorem 3.2 to quantitatively describe when stable phase
locking will occur. This theorem shows that for pulses long on the fast time scale,
Θˆ is mainly determined by the pulse height and therefore very sensitive to input co-
herence. So for pulses long on the fast time scale, this oscillator not only serves as a
coincidence/coherence “detector,” but also as a coincidence/coherence “phase-locking
filter”: a periodic forcing pulse that is a sum of small periodic pulses phase locks
the oscillator at a broader range of forcing frequencies if the smaller pulses arrive
close to the same time, i.e. if they arrive more coherently. In the limit of large δ,
sup∆0(Θˆ) = ln
￿
1 + hb
￿
, so from (3.26), stable phase locking occurs if and only if
TI ∈
￿
T0 − ln
￿
1 + hb
￿
, T0
￿
.
When such a phase lock does occur, the oscillator spikes just after the arrival of
the pulse. Pulses arrive at some s greater than bg (the minimal level of inhibition
during the unforced gamma cycle), but they immediately trigger spikes that reset s,
so in effect they are arriving at the phase of the forced gamma cycle with minimal
inhibition. This arrangement is ideal for CTC: if the forcing phase of the pulse
corresponds with the arrival of information, then this information arrives when the
local network is least inhibited and therefore most responsive to excitatory input. An
input arriving at any other phase of the forced gamma oscillation arrives under more
inhibition than the forcing pulses, and therefore its effect is more likely to be shunted
out by inhibition. Thus, an information-carrying pulse arriving periodically at such a
period and with such an amplitude and coherence that it can phase lock the oscillator
achieves a significant advantage over other inputs that arrive during this phase locked
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state.
3.5.2 Relation to Other Oscillators
As discussed in the previous section, the NG oscillator is distinguished from other
oscillators by its capacity to respond preferentially to coherent input. In the previous
section, we showed that PRC height is more sensitive to coherence (relative to its
sensitivity to tonic drive) than any oscillator with linear isochrons, including weakly
forced oscillators and QIF and LIF neurons. In this section, we have found that
the PRC height represents the range of forcing periods that can evoke stable phase
locking, and therefore phase locking of the NG oscillator is also more sensitively
dependent on coherence than that of oscillators with linear isochrons.
We have identified one other respect in which the NG oscillator distinguishes itself
from the generic model oscillator. When an oscillator of the general form (3.19) phase
locks to a pulse, the pulse arrives at a phase determined by the phase response curve
g, which may be rotated to create an oscillator with any preferred locking phase.
Even spiking oscillators may lock to pulses at a wide range of phases. In Appendix
I we take as an example the QIF neuron without an autapse, under superthreshold
drive:
τ V˙ = V 2 + b0 + I(t) (3.27)
where b0 > 0 is a baseline tonic drive that makes the neuron an oscillator and V resets
to V R after spikes. There we calculate and plot PTC of this system in response to
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short pulses. When driven with period slightly shorter than its natural period, this
system phase locks with pulses arriving during the first half of the interspike interval.
If spikes from this neuron restored synaptic inhibition a local network, a periodic
train of pulses that phase locked its firing would arrive while inhibition was still high,
preventing CTC. By contrast, the NG oscillator with small ￿ phase locks with spikes
immediately following pulses. As we have argued above, this additional structure is
ideally suited to CTC.
3.6 Coupled NG Oscillators
The PRC shape associated with an NG oscillator with small ￿, which we characterize
and explain above, can be used to predict the behavior of two such oscillators with
mutual coupling. The general case of two mutually pulse-coupled oscillators has been
studied extensively in [70] [98] [20]. The stable configurations of such a system can be
studied by constructing a one-dimensional map out of the PRCs of the two oscillators.
Here we apply such an analysis to a pair of NG oscillators, and find a simple rule
describing the resulting stable dynamics.
Consider a pair generic NG oscillators A and B representing PING processes (see Sec-
tion 3.2.2) with well-separated inhibitory and membrane time scales (￿ = 0), mutually
coupled such that, when one oscillator reaches a spike, it can send an excitatory pulse
to the other. Let TA and TB denote their natural periods; without loss of generality,
we assume that TA < TB. When A spikes, the excitatory cell in the circuit issues an
excitatory pulse to the excitatory cell in circuit B, which instantly adjusts its phase
according to a phase transition curve FB (and vice versa for pulses from B to A). We
assume that both phase transition curves FA and FB are of form (3.13), with cutoff
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phases ΘˆA ∈ (0, TA) and ΘˆB ∈ (0, TB).
Theorem 3.3. If ΘˆB < TA, stable phase locking occurs, with pulses from A immedi-
ately preceding pulses from B. If ΘˆB > TA, then A is too fast to phase-lock B, so no
stable 1:1 phase locking can occur.
Proof. Let Θ0B denote the phase of oscillator B at some time just before A spikes at
ΘA = 0, and let Θ1B denote its phase just before the next time ΘA = 0. When ΘA
first reaches 0, ΘB is immediately reset to F 0B(Θ0B).
• If Θ0B > ΘˆB, B immediately spikes. This spike occurs while A is still at phase
0 < ΘˆA, so it has no effect on the phase of A. Now both oscillators are at zero
phase. Since TA < TB, A reaches a spike first after time TA, at which point
Θ1B = TA.
• If Θ0B < ΘˆB, the phase of B is not affected by the pulse from A.
– If TB − Θ0B > TA, then A spikes again before B, at which point B is at
phase Θ1B = Θ0B + TA.
– If TB −Θ0B < TA, then B spikes next, at which point A has reached phase
TB −Θ0B.
∗ If TB −Θ0B > ΘˆA, then A spikes immediately while B is still at phase
Θ1B = 0.
∗ If TB − Θ0B < ΘˆA, then the phase of A is not affected, and A spikes
next when B has reached phase Θ1B = TA − (TB −Θ0B).
Collecting all of these conditions together, we define the map F from Θ0B to Θ1B,
illustrated in Figure 3.7:
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Θ1B = F(Θ
0
B) =

(Region 1): Θ0B + TA if Θ0B < ΘˆB and Θ0B < TB − TA
(Region 2): 0 if Θ0B < ΘˆB and
Θ0B ∈ (TB − TA, TB − ΘˆA)
(Region 3): Θ0B + TA − TB if Θ0B ∈ (TB − ΘˆA, ΘˆB)
(Region 4): TA if Θ0B > ΘˆB
(3.28)
Fixed points of this map occur when F(Θ0B) = Θ0B, i.e. the graph of F crosses the
diagonal line Θ1B = Θ0B. Only intersections with slope in the interval [−1, 1] can be
stable; therefore, these cannot include crossings by discontinuous jump, so we look
instead for crossings within the piecewise-continuous regions. In region 1 of this map,
such an intersection would imply TA = 0; similarly, in region 3 such an intersection
cannot occur unless TA = TB, violating our assumption TA < TB. In region 2, such an
intersection would necessitate that ΘB0 = 0, but in this interval we have TB−TA < ΘB0
so Θ0B cannot equal zero. Therefore, if there exists a stable fixed point, it must occur
region 4, at Θ1B = Θ0B = TA. In this region Θ0B < ΘˆB, so if ΘˆB > TA there can
be no such intersection and no stable 1:1 phase locking can occur. Otherwise, such
an intersection does occur. At this intersection ΘB = TA whenever A spikes, and a
spike from A immediately evokes a spike from B. We can show region-by-region that
when such a stable fixed point exists, it attracts all initial conditions: region 4 maps
immediately to the fixed point, regions 1 and 2 map directly into region 4, and any
initial condition in region 3 eventually reaches one of the other regions.
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Figure 3.7: The map F from Θ0B (the phase of oscillator B when A spikes) to Θ1B (the
phase of B at the next A spike). Left: ΘˆB < TA, so a stable fixed point exists (red). Left:
ΘˆB > TA, so no stable fixed point exists.
At this stable fixed point, pulses from A immediately cause B to spike and reset its
inhibition; thus, when pulses arrive from A, the inhibition on B is as low as it will
get during this phase locked spiking cycle, an optimal arrangement for CTC from A
to B as described in Section 3.5. However, pulses from B arrive at A immediately
after A spikes, so they arrive when A is under maximal inhibition. This arrangement
is perfectly suboptimal for CTC from B to A. The effect is a forced directionality of
communication: A can evoke responses in the network local to B much more easily
than the feedback from B can evoke responses in the network local to A. This process
is illustrated in Figure 3.8.
Directed CTC arises entirely from the condition that TA < TB (as long as the ad-
ditional condition ΘˆB < TA is met, i.e., A is not too fast to phase lock B). From
(3.6), the natural period of each oscillator is ln
￿
g
b
￿
, so either oscillator’s period can
be decreased by adding to its tonic drive b or increased by adding to the maximal
inhibitory conductance g. If these two factors vary slowly during network interac-
tion, TA and TB may cross each other, reversing the direction of effective CTC. In
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other words, the CTC that occurs between these coupled systems can be dynamically
directed : changing local parameters changes the stable phase alignment between the
oscillators, which in turn changes which oscillator’s pulses arrive under heavier inhi-
bition.
Remark 3.6.1. Such directed communication could continue even if oscillator B
received subthreshold drive and could not intrinsically oscillate: A could still evoke B
spikes at every pulse. Though TB would not be well-defined in this case, ΘˆB could
still be interpreted as the amount of time after a B spike at which A pulses can first
evoke another spike, and could be assigned a definite value.
Figure 3.8: The characteristic phase alignment of a PING population (red) receiving periodic
forcing pulses from another PING population (blue). Thick lines represent spikes; thin lines
represent the level of local inhibition; downward arrows represent excitatory pulses from the
sending to the receiving population and upward arrows represent feedback pulses. When the
sending population produces a spike volley, the receiving population is under little inhibition
and responds quickly with its own spike volley. If this second volley produces a feedback
signal that returns to the sending population, it arrives under high inhibition and is ignored.
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3.6.1 Relation to other oscillators
It is by no means trivial that two NG oscillators phase lock with spikes of the faster
immediately preceding spikes of the slower. Van Vreeswijk [90] demonstrated that
two identical oscillators of the form (3.19) coupled by excitatory pulses go from stable
anti-synchrony to bistable “partial synchrony” (either oscillator leading the other) as
the coupling strength increases. By a continuity argument, it should be possible to
make one oscillator marginally faster than the other without qualitatively changing
these results. Only for very strong coupling does near-synchronous firing become
stable.
Our results in this section depend critically on the specific properties of the gamma-
generating mechanism. One essential mechanism is the separation of time scales of
membrane dynamics and inhibitory decay that allows ING and PING to forget inputs
that fail to evoke immediate spike volleys. The phase locked state with pulses evoking
spike volleys is always reached because a pulse that is not immediately followed by a
spike volley is forgotten.
3.7 Persistence of phase response
The results above rely on a series of strong assumptions, including the key assump-
tion of small ￿. In order to extrapolate these results to the biophysical behavior
of forced gamma rhythms, we need to know that these results persist in some form
under less restrictive assumptions. Here we provide analytical and computational
evidence that our work is relevant to a much wider range of parameter regimes and
models, and discuss the relationship between our results and relevant experimental
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measurements.
3.7.1 Persistence for ￿ > 0
The following theorem shows that the properties of the PRC described above in the
singular limit ￿ = 0 also persist for ￿ < ￿˜ for some ￿˜ > 0. In the next section, we
consider the effects of the magnitude of ￿ on the PRC.
Theorem 3.4. Let (3.1) be forced by a short pulse such that when ￿ = 0, the PTC
F0(Θ) takes the form described in Theorem 3.1 with Θˆ < T0. Let F￿(Θ) denote the
PTC of the same system with the same forcing for a given time scale separation ￿ > 0.
Let D￿(Θ) denote the diagonal line
D￿(Θ) = Θ+ q￿
where q￿ is some continuous function of ￿ ≥ 0. If q0 ∈ (0, T0 − Θˆ), there exists ￿˜ > 0
such that for ￿ ∈ [0, ￿˜], D￿(Θ) intersects F￿(Θ) only twice: once at a phase Θ∗￿ in a
￿-small neighborhood of Θˆ where F ￿￿(Θ∗￿) > 1, and once at some Θ#￿ > Θˆ such that
|F￿(Θ#)− T￿| and |F ￿￿(Θ#￿ )| are both ￿-small.
If q0 > T0 − Θˆ or q0 < 0, there exists ￿˜ > 0 such that for ￿ ∈ [0, ￿˜], no intersection
between D￿(Θ) and F￿(Θ) occurs.
In simple terms, an intersection where F0 is flat persists, and F￿ stays flat; an inter-
section where F0 is steep persists, and F￿ stays steep; and if F0 has no intersections,
that also persists. A proof is provided in Appendix E.
This theorem shows that the phase-locking properties of the PRC determined for
limiting cases of time scale separation persist when the separation of time scales is
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more modest. It is really two results in one: properties persists as the time scales of
the membrane and synapse dynamics become more commensurate, and also as the
duration of the input pulse becomes more commensurate with the slow time scale,
i.e., as pulses become less instantaneous. In particular,
• The PRC height is still approximately T0− Θˆ, and therefore the dependence of
the PRC height on h when δ is large is approximated by Theorem and Corollary
3.2.
• Under periodic pulsatile forcing, intersections of F￿ and D￿ for q￿ = T￿ − TI
represent phases supportive of phase locking with a pulse at period TI , and the
slope of F￿ at the intersection determines stability; so for small ￿, phase locking
still only occurs with spikes immediately following pulses.
• When two NG oscillators are coupled, the map from the phase of one oscillator
at the other’s spike to its phase at the next spike is a composition of these phase
transition curves as described in the previous section, and phase locked states
correspond to intersections of this map with the diagonal D￿(Θ) for q￿ = 0.
It can be checked that intersections and slopes are appropriately persistent for
F (which can be written as a modified composition of the maps FA￿ and FB￿ );
therefore, for small ￿, these oscillators still phase lock in the same configuration,
with spikes from the faster leading those of the slower.
3.7.2 Persistence of results into biophysically-based parameter regimes
A priori, “sufficiently small” ￿ may be unrealistically small. In Figure 3.9, we examine
the effect of varying ￿ through a large range in simulation. Our results show that
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the analysis of the extreme cases above capture the important qualities of the phase
response curve even when the time constants are not widely separated. Additionally,
in biophysical contexts, pulse-like inputs to neurons generally take the form of fast-
rising, slower-decaying EPSCs rather than square pulses. In Figure 3.10, we show
that the PRC in response to such an EPSC is qualitatively similar to that of a square
pulse. The MATLAB code for this figure is included in Appendix J.
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Figure 3.9: Beyond the singular limit. Phase response curves produced by simulation
of the ODE (1.2) with C = 1, g = 1, τs = 10. We vary ￿ = ττs (where τ = C
√
R) by letting
R range from .05 to 4.05, while the forcing pulse remains the same (δ = 8, h = .2). As
￿ increases, ∆￿(Θ) varies continuously with ￿, while the qualitative properties of the PRC
remain similar. Similar results are produced by varying C instead of R. The natural period
grows with ￿. The maximal PRC height for ￿ = 0 is ln
￿
1 + hb
￿
(bright green line); however,
for larger ￿, the longer natural period allows the pulse to shorten the period more. This effect
is compounded as the length of the pulse becomes non-negligible in slow time, allowing it
to evoke a spike at an earlier arrival phase than ln
￿
1 + hb
￿
(the earliest possible spike when
￿ = 0, black line). For most horizontal lines in the range of the PRCs, two intersections
occur: one with positive slope (an unstable phase locking phase) and one close to height
T0 − Θ (a spike occurs immediately after a pulse) with slope approximately −1 (a stable
phase locking phase). Bottom: The phase response curve for an excitatory pulse with
sudden onset and exponential decay is qualitatively very similar to the PTC for a square
pulse. Code for this figure is included in Appendix J.
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Figure 3.10: Beyond the singular limit. Phase response curves produced by simulation
of the ODE (1.2) with C = 1, g = 1, τs = 10. The phase response curve for an excitatory
pulse with sudden onset and exponential decay (green) is qualitatively very similar to the
PTC for a square pulse (blue). Code for this figure is included in Appendix J.
Given these results, we can draw on the results from the previous section to reason
about coincidence detection in this more general case. Those results point towards an
informal general rule: to the extent that the temporal spread of an input pulse is long
in units of τ , the NG oscillator and the circuits it may represent can act as coincidence
detectors, responding preferentially when pulses arrive within a short timeframe. We
may also refer to this behavior as “coherence detection”: non-square pulses need not
coincide perfectly to sum to a taller pulse, but may do so to the extent that they
arrive coherently with each other.
Preliminary computational results suggest that in the case of two coupled NG oscil-
lators, the phase alignment of A and B and the resulting directed CTC are robust to
short transmission delays, non-infinitesimal timescale separations ￿, and other varia-
tions in parameters. A more formal investigation of the limits of directed CTC is left
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for future work.
3.7.3 Relationship to some experimental results
Akam et al. [4] experimentally measure the PRC of gamma rhythms in the hip-
pocampus by direct electrical stimulation and by optogenetic stimulation. The phase
response curves they produce have a similar shape to ours. One difference is that
they find phases at which their stimuli delay the onset of the trough corresponding
to maximal excitatory activity, which would allow gamma rhythms to phase lock at
frequencies lower than their natural frequencies.
We account for the difference by noting that the stimulation used in their experiments
seems to go mainly to the inhibitory population, where it triggers an increase in
inhibitory activity. The NG oscillator used here does not account for incremental
activation of an inhibitory population by forcing, but instead describes the forcing of
a cell population whose firing triggers a full inhibitory response (see Section 3.2.2).
In the case of PING, we are assuming forcing to the excitatory population which
triggers a full inhibitory response, presumably due to strong E-to-I connections; in
the case of ING, we are assuming that forcing to the inhibitory population maintains
its synchrony, as might be the case under conditions of strong electrical coupling
between cells. We can reproduce the PRCs measured in their paper by adding a term
to s˙ that raises inhibition at a rate proportionate to the input current.
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3.8 Discussion
In this manuscript, we have shown that the NG oscillator, our model of the network
mechanism implicated in gamma oscillations, has special phase-locking properties
that are most pronounced and analytically tractable when the time scale separation
between membrane dynamics and synaptic decay is large.
First, the oscillator phase locks to pulses by spiking and resetting inhibition immedi-
ately after pulses arrive, and thus aligns the phase of lowest inhibition with the arrival
of pulses. Since these pulses presumably also encode information and local cells can
transmit or process this information only to the extent that they are disinhibited, this
specific phase relationship is optimal for communication between the pulse sender and
the local network.
Second, if two gamma-rhythmic networks are coupled E-to-E, this mechanism cre-
ates phase locking in which pulses from the faster to the slower network arrive at
minimal inhibition, while pulses from the slower to the faster arrive at maximal inhi-
bition. This arrangement is optimized for directed CTC from the faster to the slower
network.
Third, to the extent that pulses are long relative to the timescale of membrane dy-
namics, this mechanism acts as a “phase locking coherence filter”: it can phase lock to
a wider range of periods if the charge carried by a pulse arrives more coherently.
We have also shown that none of these properties are generic to phase oscillators. In
particular, the capacity for coherence selectivity is limited in a wide class of phase
oscillators, and a general phase oscillator (even a spiking phase oscillator) may lock
to forcing or a mutually coupled oscillator at any phase alignment, depending on the
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specific properties of the phase response curve.
The separation between the time scales τ = C
√
R and τs that accentuates these
properties may arise partially as a consequence of low membrane resistance R, i.e., a
strongly conductive leak current, and hence is to be expected in the high-conductance
state that has been shown to foster gamma rhythms [31] [34]. It may also arise par-
tially as a consequence of slow inhibitory decay, an effect which may be even more
pronounced in cases where slower rhythms are generated by an NG-like mechanism
(e.g., possibly beta rhythms in motor cortex; see [65]).
Our work is novel not only in its focus on the underpinnings of CTC but also in its
mathematical methods. Here we make use of instantly resetting variables to make our
model tractable to a singular-perturbation-style mathematical analysis under forcing
and coupling. Though recent work has begun to incorporate aspects of phase response
theory and singular perturbation theory [79], ours is the first to our knowledge to
apply this combination to impact systems, i.e., systems with variables that reset
discontinuously, and the first to examine the persistence of phase response functions
beyond the singular limit.
3.8.1 Related work
In the preceding chapters, we approached the forced NG mechanism from comple-
mentary perspectives. In Chapter 1, we found that this system with a generalized
synaptic resetting rule produces only periodic and quasiperiodic behavior; in Chapter
2, we showed that if forcing consists of square pulses, it phase locks its spikes to a
unique forcing phase, i.e., it phase locks monostably. In these chapters, we did not
make the assumption of a divide in time scales as we do here; with the addition of this
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assumption, dynamics are considerably reduced, allowing us to draw stronger conclu-
sions, including a characteristic PRC height and a characteristic phase alignment with
periodic forcing.
In closely related work, Borgers and Kopell [11] also examine the phase-locking prop-
erties of gamma-generating circuits, focusing in particular on their selectivity for
coherent forcing pulses over less coherent ones. They focus on the case in which two
periodic signals compete for phase-locking, and take a primarily numerical approach
backed by an analytical justification of the advantage granted by pulse coherence and
calculation of an infinitesimal PRC for LIF and QIF neurons under a decaying pulse
of inhibition. Here, using the assumption of separated time scales, we calculate phase
response curves for strong forcing pulses and directly solve for the maximal effect of
pulse coherence on these PRCs. The description of the PRC provided here could be
applied to the case of multiple competing periodic inputs, providing a more complete
description of the cases in which selective phase locking (possibly in response to in-
put coherence) can give one periodic train of inputs a communication advantage over
another.
Gielen et al. [46] further study this coherence-selective phase locking in PING, as well
as several simpler models including the LIF and QIF neurons, by numerical methods,
and analytically calculate the minimum forcing amplitude required to phase lock an
LIF neuron. They study neurons in their excitable rather than their oscillatory states,
whereas we focus our study on forced oscillatory systems.
Akam et al. [4] experimentally measure the phase response curves of gamma rhythms
and provide a Wilson-Cowan model explanation of the curves they measure. We have
already discussed the relationship between their experimental observations and our
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results. Their model is an abstract picture of interacting excitatory and inhibitory
activity in which forcing generally serves to increment inhibition rather than trigger
spike volleys; our model investigates the interaction of membrane and synaptic dy-
namics, and assumes that inhibitory responses are synchronized. Interestingly, we
find that their model produces a similar phase response curve to the one analyzed
here if forcing is assumed to target their excitatory population. Our simpler analysis
offers more intuition for this case, as well as the case of forced ING rhythms, and
allows us to study the effect of coherent input on phase locking.
Models similar to our NG mechanism model have been studied in other works. Ermen-
trout et al. [40] and Gutkin et. al [52] numerically computed an infinitesimal phase
response curve for a QIF-equivalent neuron with a decaying slow current similar to
the inhibition modeled here; Kilpatrick and Ermentrout [60] analytically described
this PRC; Brumberg and Gutkin [14] consider this PRC in a numerical investigation
of the effect of adaptation on a theta neuron’s capacity to phase lock to sinusoidal
forcing. These papers find a rightward-skewed PRC fairly similar in shape to ours
(which, depending on the model details, may include a shallow negative dip). Unlike
this curve, the PRC discussed here directly describes the effects of strong excitatory
perturbations, and therefore models what we believe is a more biophysically-relevant
forcing regime. We provide a different way of understanding the rightward-skew of
the PRC in the context of strong forcing, and examine the nonlinear relationship
between the stimulus strength and the PRC height.
Ermentrout et al. [40] study a pair of pulse-coupled theta neurons with delayed
negative feedback. They also find that the oscillators approach a stable solution
in which the firing of one leads that of the other by a short time. However, their
assumptions are very different than ours, and in particular they do not consider the
117
important effect of asymmetrical drive on the stably locked firing pattern.
Shlizerman and Holmes [82] study the “RQIF” model, a QIF neuron with a slow
recovery variable. Their model spans a wider range of dynamics than ours, but they
do not address the behavior of the model under forcing.
Alexander et. al [5] take a very general approach to forced oscillators with separated
time scales. However, their analysis requires the assumption that forcing varies on
the slow time scale, and therefore cannot be directly applied to describe the response
of such systems to short pulses.
Borgers et al. (unpublished) study the behavior of individual neurons and gamma
rhythmic circuits using a parameter analogous to the inverse of our ￿: they let T
denote a neuron’s inter-spike interval and τ denote its membrane time constant,
and show that many aspects of neuronal and network dynamics are linked to the
magnitude of Tτ . In particular, they show that synchronization of a PING circuit
(which occurs due to shared inhibitory input pulses) requires large Tτ , and that the
size of Tτ also determines the sensitivity of a neuron’s period to variation in drive.
Here, we contribute significantly to this picture: we show that in the NG oscillator, a
similar separation in time scales strongly increases responsiveness to inputs, but does
not give rise to a similar sensitivity to level of tonic drive. To clarify this difference,
we formalize the relationship between drive sensitivity and response to input pulses
for simple type-1 oscillators (in Appendix H), and show that this limitation can
be circumvented with the help of the slow-decaying inhibitory autapse of the NG
oscillator.
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3.8.2 Implications
We propose here that the NG mechanism is ideally suited for communication through
coherence (CTC): when coupled to a source of sufficiently strong or coherent pulses,
it aligns its phase such that pulses arrive under less inhibition than any other input.
Thus, gamma rhythms and other oscillations generated by similar mechanisms do
not need any additional structure to be recruited as coherence-sensitive receivers: a
source of strong pulses at an appropriate period is sufficient to established a preferred
frequency and phase of communication. Bidirectionally-coupled NG mechanisms need
nothing more than an imbalance of drive (established, e.g., by salient input) to engage
in CTC in which the more driven oscillator sends to the less driven one and filters
out feedback. By changing the relative levels of drive, the direction of CTC can be
dynamically controlled.
In both the forced and mutually-coupled case, CTC is characterized by spike volleys
in one oscillator immediately following the arrival of pulses from the other. If the
separation of time scales is not total or there is some delay in pulse transmission,
spike volleys of the receiver should follow those from the sender with an observable
delay. This suggests a method of distinguishing CTC from another proposed function
of gamma oscillations, binding-by-synchrony. Binding-by-synchrony occurs when two
populations are synchronized with zero phase lag such that their outputs arrive at
some third population at the same time. Thus, a significant phase lag between two
phase-locked populations suggest that this phase coordination is serving the function
of directed CTC rather than binding-by-synchrony.
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Given the simplicity of the NG mechanism and the extreme ease of recruiting it for
directed CTC, we believe that it is likely that the brain uses this mechanism to estab-
lished temporary channels of selective communication between local networks.
Appendix A
Derivation of linearly-resetting synapses
Here we derive our instantaneous synaptic resetting rule ρ(s) = 1+c(s−1) from a dy-
namic model of synaptic rise. Using a standard model of synaptic rise we write:
τ θ˙ = 1− cos(θ) + (1 + cos(θ))G
s˙ = − 1τs s+ kτrχ[π−γ,π](θ)(1− s)
Φ˙ = 1
(A.1)
with
G = b− gs+ ￿I(Φ).
.
where χ[π−γ,π] is the characteristic function that is one on [π−γ, π] and zero elsewhere.
As θ passes through an interval of width γ just before θ = π, inhibitory transmitters
are present in the synapse at concentration k, causing s to approach 1 with exponential
rise-time constant τr. The rest of the model is the same as (1.2). We set ￿ = 1 because
this result does not depend on weak forcing.
We approximate the effect of a spike on s by assuming that γ ￿ 2π and γτ ￿ 1 (i.e.,
a spike makes up a small fraction of cell phase and θ passes through that fraction in a
short time). We also assume that kτsτr ￿ 1 (synaptic rise is much faster than decay).
During the interval of synaptic rise, our approximation γ ￿ 2π gives us θ ≈ π, and
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thus
θ˙ ≈ 1
τ
(1− cos(π) + (1 + cos(π))G) = 2
τ
(A.2)
We let ti denote the time that θti = −π − γ, and we let tf denote the time that
θtf = −π.
tf − ti =
￿ tf
ti
dt
Changing variables from t to θ, we can write
tf − ti =
￿ π
π−γ
1
dθ
dt
dθ.
Using the approximation for θ˙ from (A.2), we have
tf − ti ≈
￿ π
π−γ
1
2
τ
dθ
≈γτ
2
(A.3)
Between tf and ti, we have the linear differential equation:
s˙ = − 1
τs
s+
k
τr
(1− s)
which is solved by
st =
￿
1− 1kτs
τr
+ 1
￿
+
￿
sti −
￿
1− 1kτs
τr
+ 1
￿￿
e−(
k
τr
+ 1τs )(t−ti)
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By our approximation kτsτr ￿ 1,
≈1 + (sti − 1) e−(
k
τr
+ 1τs )(t−ti) (A.4)
So we can solve for for stf in terms of sti :
stf ≈1 + (sti − 1)e−
k
τr
(tf−ti) (A.5)
Substituting from (A.3),
≈1 + (sti − 1)e−
k
τr
γτ
2
=1 + c(sti − 1)
where c = e−
kγτ
2τr is in the interval [0, 1]. Thus, when a spike occurs at time t, these
fast dynamics induce the “reset” map ρ from s just before the spike to s just after-
wards:
stf = ρ(st−) = 1 + c(sti − 1) (A.6)
at each spike (θ = π), where c = e−
kγτ
2τr . By our assumption γτ ￿ 1, the duration of
this reset approximated by (A.3) is very short, so we replace sti with st− and stf with
st, where t− and t denote the left- and right-hand limits of a spike time t. We have
now reproduced the reset rule described in (1.3).
Appendix B
Invariant Torus in the ING Model, General Case
Here we find a sufficient condition for the existence of an attracting invariant 2-
dimensional torus in the phase space of the ING model (1.2) in terms of integrals
over the set of possible inter-spike trajectories.
Instantaneously resetting synapses helpfully lower the dimensionality of the system;
however, because of them we cannot directly apply results from the study of contin-
uous ODEs. Instead, we study a transverse section of the system at θ = π and the
associated Poincare mapping R from the section to itself. Since we are unable to solve
the ODEs, we cannot write an explicit expression for this map. We can, however,
solve the associated variational equations. These are defined as the linearization of
the ODE about a trajectory, and describe the flow of small variations in state. We use
these solutions to estimate the rates of contraction of trajectories. If this contraction
is sufficient, a contraction-mapping result guarantees the existence of an attracting
manifold.
Proof outline
1. We solve the variational equations of the ODE in order to describe the trans-
formation in variations of state from one spike time to the next.
2. Combining our solution with a mapping describing the transformation of a
variation as it reaches the instantaneous reset, we write an explicit expression
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for the Jacobian DR of R.
3. We change to an appropriate set of coordinates and restrict our domain to an
appropriate annulus.
4. We apply the “Annulus Principle,” as stated in [61] and [81], to establish condi-
tions under which the return map induces a sufficiently strong contraction in an
appropriate direction on the annulus that it must have an attracting invariant
torus.
5. We show by numerical methods that these conditions are met robustly for a
range of parameter values.
6. We show that for a fixed parameter set not including c, the conditions estab-
lished above are met for sufficiently small c > 0.
7. We show that for a fixed parameter set not including g, the conditions estab-
lished above are met for sufficiently large g.
The Annulus Principle
First we present the major theorem we will utilize in our proof, adapted from [61]
and [81]:
Theorem B.1 (Annulus Principle). Let us consider a diffeomorphism T :
r2 =f(r1, x1) (B.1)
x2 =x1 + F0(r1, x1) = F (r1, x1) (B.2)
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where r1, r2 ∈ Rn, x1, x2 ∈ Tm, n ≥ 1,m ≥ 1, and the smooth functions f and F are
2π-periodic with respect to x1.
Let K be an annulus defined by K = {(r, x) s.t. r ∈ [δ1, δ2], x ∈ Tm}.
Let ￿f￿o denote sup
(r,x)∈K
￿f(r, x)￿, where ￿·￿ is the standard Euclidean norm.
Suppose the following conditions are met:
1. T maps K into itself.
2. ￿∂f∂r ￿o < 1 for any fixed x1.
3. F is a diffeomorphism for any fixed r1.
4. ￿￿∂F∂x ￿−1￿o · ￿∂f∂r ￿o + 2￿￿￿∂F∂x ￿−1￿o · ￿∂F∂r ￿o · ￿∂f∂x ￿∂F∂x ￿−1￿o < 1.
Then T posseses an m-dimensional invariant torus in K which contains all ω-limit
points of all positive semi-trajectories in K. The torus is defined by the graph
s = h∗(x) where h∗ is a C 1-smooth 2π-periodic function.
Definitions and Notation
Given the model (1.2), we set ￿ = 1 as in the previous appendix:

τ θ˙ = 1− cos(θ) + (1 + cos(θ))G
s˙ = − sτs
Φ˙ = 1
(B.3)
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where
G = b− gs+ I(Φ).
We study the trajectory from one spike to the next. We henceforth call the initial
spike time 0 and the next spike time ts. By default, states are specified at the right-
hand limits (r.h.l.) of these times; we use the additional subscript (−) to denote
values at the left-hand limits so that we can distinguish values of s before and after
the instantaneous reset. As we have previously, we use st to refer to the value of s at
time t.
We define
R : T1 × [0, 1]× T1 →T1 × [0, 1]× T1 (B.4)s0
Φ0
→
sts
Φts

to be the mapping from the system state at the right-hand limit of a spike at time
0 to the same values at the right-hand limit of the next spike, at time ts. R exists
provided that spiking continues indefinitely, which is the case as long as b > 0. This
mapping is well-defined because forward trajectories are unique in this system. The
set θ = π is transverse to the flow: at θ = π, θ˙ = 2τ > 0.
Step 1: Tracking variations
Here we solve the variational equations associated with the ODE.
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We let ζt =

∆θt
∆st
∆Φt
 denote a variation from a base trajectory

θ∗t
s∗t
Φ∗t
 at time t. It
is helpful to consider ζt the difference between this trajectory and a “varied” trajec-
tory

θ∗t +∆θt
s∗t +∆st
Φ∗t +∆Φt
. ζt evolves according to the ODEs in (1.2) linearized about the
trajectory

θ∗t
s∗t
Φ∗t
:

τ ddt∆θt = (1−G∗t ) sin(θ∗t )∆θt − g(1 + cos(θ∗t ))∆st + (1 + cos(θ∗t ))I ￿(Φ∗t )∆Φt
d
dt∆st = − 1τs∆st
d
dt∆Φt = 0
(B.5)
where
G∗t = b− gs∗t + I(Φ∗t ).
Note that we have had to assume that I(·) is differentiable. We will find later that
we do not need the term with I ￿(·), and therefore that I(·) need not be differentiable
for our result to hold.
Two of the equations in system (B.5) are easily solved in terms of initial conditions
at time 0:
∆Φt =∆Φ0 (B.6)
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∆st =e
− tτs∆s0 (B.7)
Substituting into the first equation in (B.5),
τ
d
dt
∆θt = (1−G∗t ) sin(θ∗t )∆θt−g(1+cos(θ∗t ))e−
t
τs∆s0+(1+cos(θ
∗
t ))I
￿(Φ∗t )∆Φ0 (B.8)
We can solve this equation using an integrating factor. We set
Qt =
1
τ (1−G∗t ) sin(θ∗t )
Rt =
1
τ (1 + cos(θ
∗
t ))e
− tτs
St =
1
τ (1 + cos(θ
∗
t ))I
￿(Φ∗t )
(B.9)
and substitute into (B.8) to write
d
dt
∆θt =Qt∆θt − gRt∆s0 + St∆Φ0
d
dt
∆θt −Qt∆θt =− gRt∆s0 + St∆Φ0￿
d
dt
∆θt
￿
e−
￿ t
0 Qrdr −Qt∆θte−
￿ t
0 Qrdr =(−gRt∆s0 + St∆Φ0) e−
￿ t
0 Qrdr
d
dt
￿
∆θte
− ￿ t0 Qrdr￿ =(−gRt∆s0 + St∆Φ0) e− ￿ t0 Qrdr
Integrating both sides from 0 to ts,
∆θtse
− ￿ ts0 Qrdr −∆θ0 =
￿ ts
0
(−gRt∆s0 + St∆Φ0) e−
￿ t
0 Qrdrdt
∆θts =∆θ0e
￿ ts
0 Qrdr +
￿ ts
0
(−gRt∆s0 + St∆Φ0) e
￿ ts
t Qrdrdt (B.10)
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We write (B.6), (B.7), and (B.10) as a single matrix solution:
ζts− =

∆θts−
∆sts−
∆Φts−
 = B

∆θ0
∆s0
∆Φ0
 = Bζ0 (B.11)
where
B =

e
￿ ts
0 Qtdt −g ￿ ts0 Rte￿ tst Qrdrdt ￿ ts0 Ste￿ tst Qrdrdt
0 e−
ts
τs 0
0 0 1

To condense notation, we define
κ := e
￿ ts
0 Qtdt (as defined above, in (1.4))
Σ := gτ2
￿ ts
0 Rte
￿ ts
t Qrdrdt
Ω :=
￿ ts
0 Ste
￿ ts
t Qrdrdt
(B.12)
such that we can write the matrix solution in the simple form
B =

κ − 2τΣ Ω
0 e−
ts
τs 0
0 0 1
 . (B.13)
Step 2: Tracking variations across discontinuities
Here we use saltation matrices and our solution to the variational equations to derive
an expression for DR.
Variations can be followed across discontinuities using saltation matrices [2] [32]. At
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a spike, we use a modification of standard saltation matrices to follow the variation ζt
across the discontinuous resetting map. Our formula for saltation matrices is different
from the standard formula: standard saltation matrices let us see what a variation
looks like after both the base trajectory and the varied trajectory have crossed a
vector field discontinuity; but we want to know what the variation looks like if we
let both the base trajectory and the varied trajectory flow only up to the “resetting
plane,” θ = π. We stop here because we need to apply the resetting map to both
trajectories when they reach the resetting plane.
Remark B.0.1 (Derivation of Modified Saltation Matrices). Consider a system in
which x˙ = f(x) (where states are written as column vectors). Let x be a base trajectory
and ζt a variation just before xt reaches a target plane ν, transverse to the flow. Let
η be a row vector normal to ν in the direction of the flow. At the time that xt reaches
ν, the varied trajectory xt + ζt is close to ν, but displaced from it by η · ζt. If we allow
the varied trajectory to flow forward or backward to ν, it approaches ν at rate η ·f(xt),
so it reaches ν in time ∆t = − η·ζtη·f(xt) . So it meets ν at the point
xt + ζ
ν
t =xt + ζt − f(xt)∆t
=xt + ζt − f(xt) η · ζt
η · f(xt) .
Thus, we find that
ζνt =ζt − f(xt)
η · ζt
η · f(xt)
=
￿
I− f(xt)η
η · f(xt)
￿
ζt = Mtζt
where
Mt := I− f(xt)η
η · f(xt) (B.14)
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Figure B.1: The difference between a base trajectory and a varied trajectory can be measured
either when they reach the same time point or when they reach a plane ν that they both
cross transversely. To transform one measurement to the other, we use a modification of
the saltation matrix. Base trajectory is green; varied trajectory is blue. ζt is the distance
between trajectories when the base trajectory reaches the plane (at time t, at the point
xt); at this time, the varied trajectory has not yet reached ν. ζνt is the distance between
trajectories at the points where the two trajectories reach ν. An ordinary saltation matrix
would go on to determine the difference between the two trajectories at the same time once
both have crossed the plane, but since our trajectories reset discontinuously immediately
after reaching the plane, it is more useful to stop here. η is a unit vector normal to ν, and
f(xt) is the derivative of the base trajectory at ν.
This derivation is illustrated and discussed further in Figure B.1.
We shall adopt the convention of using ζˆ to refer to 2-dimensional vectors representing
variations in s and Φ at the plane θ = π, and using ζˇ to refer to 3-dimensional vectors
representing variations in θ and s at any plane Φ = Φ∗. (Though ζˇ lives in a plane,
we write it in three dimensions with last element zero for ease of notation.)
At the right hand limit of spike time 0, we write ζˆ0 =
∆sˆ0
∆Φˆ0
. We allow the varied
trajectory to flow forward to the target plane Φ = Φ∗0. We first embed ζˆ0 in 3-space
with the matrix

1 0
0 1
0 0
. Then, applying (B.14), we calculate the 3-D saltation
132
matrix from the plane θ = −π to the plane Φ = Φ∗0:
M0 =I−

θ˙0
s˙0
Φ˙0

￿
0 0 1
￿
￿
0 0 1
￿
θ˙0
s˙0
Φ˙0

= I−

2
τ
− s0τs
1

￿
0 0 1
￿
￿
0 0 1
￿
2
τ
− s0τs
1

=I−

0 0 2τ
0 0 − s0τs
0 0 1
 =

1 0 − 2τ
0 1 s0τs
0 0 0
 (B.15)
Thus, we have
ζˇ0 =

∆θˇ0
∆sˇ0
0
 =M0

1 0
0 1
0 0
 ζˆ0 = M˜0ζˆ0
where
M˜0 =

0 − 2τ
1 s0τs
0 0
 . (B.16)
Then the variation flows forward to ts− (the left-hand limit of spike time ts) and is
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transformed by B, the solution to the linear variational equation:
ζˇts− =

∆θˇts−
∆sˇts−
0
 = Bζˇ0.
Next, the varied trajectory is allowed to join the base trajectory on the resetting
plane θ = θ∗ts = π, and then embedded in 2-dimensional (s,Φ) space by the matrix0 1 0
0 0 1
. Using θ = π as the target plane, we calculate the saltation matrix:
Mts− =I−

θ˙ts
s˙ts−
Φ˙ts

￿
1 0 0
￿
￿
1 0 0
￿
θ˙ts
− sts−τs
Φ˙ts

= I−

2
τ
− sts−τs
1

￿
1 0 0
￿
￿
1 0 0
￿
2
τ
− sts−τs
1

=I−

1 0 0
− sts−τ2τs 0 0
τ
2 0 0
 =

0 0 0
sts−τ
2τs
1 0
− τ2 0 1
 (B.17)
ζˆts− =

0
∆sˆts−
∆Φˆts−
 =
0 1 0
0 0 1
Mts− ζˇts− = M˜ts−
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where
M˜ts− =
 sts−τ2τs 1 0
− τ2 0 1
 (B.18)
Finally, the inhibition on both trajectories jumps up according to the map ρ as defined
in (A.6), and ζˆts− in (s,Φ) space is transformed by
Dρ =
c 0
0 1
 (B.19)
to become ζˆts . All together, we have
ζˆts = Dρζˆts− =DρM˜ts− ζˇts− = DρM˜ts−Bζˇ0
=DρM˜ts−BM˜0ζˆ0 (B.20)
=DRζˆ0
See Figure B.3 for illustration.
Remark B.0.2. The operator B can be applied to any variation in 3-space. Why,
then, use saltation matrices before and after applying B? We do so because the hybrid
structure of the system demands that return maps be computed from one spike to the
next (i.e. within the plane θ = π), but we want to connect the properties of this map
to the rivering of θ-trajectories, which is most accessible to measurement by com-
paring trajectories with the same Φ-coordinate. The relative behavior of trajectories
at different Φ coordinates is complicated by the fact that they are receiving different
inputs I(Φ); but the saltation matrix M˜0 neatly eliminates the term Ω, which is the
only term in B that depends explicitly on I(·).
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Substituting into (B.20),
DR˜ =DρMts−BM˜0
=
c 0
0 1

 sts−τ2τs 1 0
− τ2 0 1


κ − 2τΣ Ω
0 e−
ts
τs 0
0 0 1


0 − 2τ
1 s0τs
0 0

=
cτ sts−2τs c 0
− τ2 0 1


− 2τΣ − 2τ κ− 2τΣ s0τs
e−
ts
τs
s0
τs
e−
ts
τs
0 0
 (B.21)
=
−Σc sts−τs + ce− tsτs c sts−τs (−κ− Σ s0τs ) + c s0τs e− tsτs
Σ κ+ Σ s0τs
 (B.22)
Substituting sts− = s0e
− tsτs ,
=
ce− tsτs (1− Σ s0τs ) ce− tsτs s0τs (1− κ− Σ s0τs )
Σ κ+ Σ s0τs
 (B.23)
We recall the assumption that I(·) was differentiable. We find now that since the term
Ω no longer features directly in the expression for DR˜ (see Remark B.0.2), the terms
in DR˜ no longer depend on I ￿(·), so all terms in DR˜ are continuous with respect to
initial conditions regardless of whether I(·) is continuously differentiable.
Step 3: Change of variables
Here we change to coordinates in which the expression for our return map reveals the
contraction induced by rivering under inhibition.
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Using the terms in DR from (B.23), we could apply the Annulus Principle (Theorem
B.1) to the map R to determine when an attracting invariant torus must exist as a
graph of s over Φ. The conditions for the existence of an attracting invariant torus
would depend on the smallness of the first row ofDR, and would therefore follow from
small c and/or small maximum e−
ts
τs . However, they would not make clear the role of
κ, the measure of rivering of population phase under inhibition, in the formation of an
invariant torus. This is because these conditions are conditions that ensure sufficient
contraction between states with the same value of Φ; but rivering under inhibition
causes contraction in a different direction, and therefore gives rise to a torus that is a
graph of s over a different independent variable. Due to contraction by rivering, we
expect that any points following the same (st,Φt) trajectory will reach approximately
the same θ state when they spike next, so we find a coordinate that is invariant over
an (st,Φt) trajectory and use it instead of Φ.
After initial time 0, we have st = s0e−
t
τs and Φt = Φ0+t. We consider the quantity φ =
Φt + τs ln(st) ∈ T1 defined above, in (1.5). Along an (s,Φ) trajectory we have
φ˙ =
d
dt
(Φt + τs ln(st)) =
d
dt
￿
Φ0 + t+ τs ln
￿
e−
t
τs
￿￿
=
d
dt
(Φ0 + t− t) = d
dt
Φ0 = 0
so φ is constant over time for points on the same (st,Φt) trajectory. (See Figure B.)
We change coordinates, replacing Φ with φ. We define R˜ as R in this new coordinate
system, and we use ζ˜ to represent a variation in the new coordinates. To change
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Figure B.2: Using s and Φ, we define a new variable φ such that φ is constant along an
(s,Φ) trajectory from one spike to the next.
coordinates, we write
F
s
Φ
 =
 s
Φ+ τs ln(s)
 and F−1
s
φ
 =
 s
φ− τs ln(s)

DF =
 1 0
τs
s 1
 and DF−1 =
 1 0
− τss 1

R˜
s0
φ0
 =F
R
F−1
s0
φ0



DR˜ =DFtsDRDF
−1
0
See Figure B.3 for illustration.
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Figure B.3: Schematic of the components of the return map Rˆ and its derivative DRˆ.
The state at time 0 in (s,φ)-coordinates is transformed to (s,Φ) coordinates by F−1; flows
forward from (−π, s0,Φ0) to (π, sts ,Φts) according to the ODE (B.3); is reset by the synaptic
rise map ρ; and then is transformed back to (s,φ) coordinates by F. An initial variation
at a spike in (s,φ) coordinates is transformed to (s,Φ) coordinates by DF−1; flows to the
Φ = Φ∗0 plane via M˜0; flows forward to time ts according to the variational equation (B.5)
and its solution B; flows to the θ = π plane via M˜ts ; is reset by synaptic rise via Dρ; and
finally, is transformed back to (s,φ) coordinates by DF. The variation is transformed by
saltation matrices before and after B, such that B operates on variations within a plane of
constant Φ, whereas DR and DR˜ operate on variations in the spiking plane θ = π.
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Substituting from (B.23),
DR˜ =
 1 0
τs
sts
1

ce− tsτs (1− Σ s0τs ) ce− tsτs s0τs (1− κ− Σ s0τs )
Σ κ+ Σ s0τs

 1 0
− τss0 1

=
 1 0
τs
sts
1

ce− tsτs κ ce− tsτs s0τs (1− κ− Σ s0τs )
− τss0κ κ+ Σ s0τs

=
 ce− tsτs κ ce− tsτs s0τs (1− κ− Σ s0τs )
( ce
− tsτs
sts
− 1s0 )τsκ ce−
ts
τs
s0
sts
(1− κ− Σ s0τs ) + κ+ Σ s0τs

=
 ce− tsτs κ ce− tsτs s0τs (1− κ− Σ s0τs )
( ce
− tsτs
sts
− 1s0 )τsκ (ce−
ts
τs
s0
sts
− 1)(1− κ− Σ s0τs ) + 1

=
 ce− tsτs κ ce− tsτs s0τs (1− κ− Σ s0τs )
( ce
− tsτs s0
stss0
− stsstss0 )τsκ
s0ce
− tsτs −sts
sts
(1− κ− Σ s0τs ) + 1

Substituting sts− = s0e
− tsτs , we have
=
 ce− tsτs κ ce− tsτs s0τs (1− κ− Σ s0τs )
csts−−sts
stss0
τsκ
csts−−sts
sts
(1− κ− Σ s0τs ) + 1

Substituting csts− − sts = csts− − ρ(sts−) = csts−(1 + c(sts− − 1)) = −(1 − c), we
have
=
 ce− tsτs κ ce− tsτs s0τs (1− κ− Σ s0τs )
− 1−cstss0 τsκ 1−
1−c
sts
(1− κ− Σ s0τs )
 (B.24)
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Step 4: Applying the Annulus Principle
Here we use the Annulus Principle to find conditions under which R˜ possesses an
attracting invariant circle.
Using the terms in DR˜ from (B.24), we will apply the Annulus Principle (Theorem
B.1) to the map R˜. Since the definition of the synaptic resetting map ρ guarantees
that 1 − c ≤ s ≤ 1 immediately after every spike, we choose the annulus K =
{(s,φ)|s ∈ [1− c, 1]}. We set n = 1 and m = 1; we substitute s for r and φ for x, and
we use TI as the period of φ instead of 2π. We let R˜(s,φ) =
 f˜(s,φ)
F˜ (s,φ)
, and let ￿·￿o
denote a supremum norm over initial conditions in K as in the Annulus Principle.
Using the bounds s0, sts ∈ [1− c, 1] which hold on K, we have
∂F˜
∂φ = 1− 1−csts (1− κ− Σ
s0
τs
)
￿
￿
∂F˜
∂φ
￿−1￿o = ￿ 1
1− 1−csts (1−κ−Σ
s0
τs
)
￿o ≤ ￿ 1
1−(1−κ−Σ s0τs )
￿o ≤ ￿ 1
κ+Σ
s0
τs
￿o
￿∂F˜∂s ￿o = ￿ (1−c)τsstss0 κ￿o ≤
τs
1−c￿κ￿o
￿∂f˜∂φ
￿
∂F˜
∂φ
￿−1￿o = ￿ ce− tsτs s0τs (1−κ−Σ s0τs )
1− 1−csts (1−κ−Σ
s0
τs
)
￿o ≤ ￿ce− tsτs s0τs
1−κ−Σ s0τs
1−(1−κ−Σ s0τs )
￿o . . .
≤ c￿e− tsτs ￿o 1τs￿ 1κ+Σ s0τs − 1￿
o
￿∂f˜∂s￿o = c￿e−
ts
τs κ￿o ≤ c￿e− tsτs ￿o￿κ￿o
(B.25)
We place simple bounds on these terms by defining
M := max(1, ￿ 1
κ+ Σ s0τs
￿o) (B.26)
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and writing 
￿
￿
∂F˜
∂φ
￿−1￿o ≤M
￿∂F˜∂s ￿o ≤ τs1−c￿κ￿o
￿∂f˜∂φ
￿
∂F˜
∂x
￿−1￿o ≤ c￿e− tsτs ￿o 1τsM
￿∂f˜∂s￿o ≤ c￿e−
ts
τs ￿o￿κ￿o
(B.27)
Two conditions of the Annulus Principle are trivially met:
1. R˜ maps K into itself.
3. Since κ and Σ are positive and sts ≥ 1− c, the expression ∂F˜∂φ = 1− 1−csts (1−κ−
Σ s0τs ) ≥ 1− (1− κ− Σ s0τs ) ≥ 0 on the whole annulus. Therefore F˜ is increasing
on T. F˜ is a composition of a Poincare section return map and a differentiable
map, so it is continuously differentiable; there F˜ is a diffeomorphism on T.
Thus, an attracting invariant torus exists if the other two conditions are met:
2. ￿∂f˜∂s￿o < 1.
4. ￿
￿
∂F˜
∂Φ
￿−1￿o · ￿∂f∂s￿o + 2￿￿￿∂F∂Φ￿−1￿o · ￿∂F∂s ￿o · ￿ ∂f∂Φ ￿∂F∂Φ￿−1￿o < 1.
Substituting from (B.27) and simplifying, we find that an attracting invariant torus
exists if for all initial coordinates (s∗0,φ∗0) ∈ K, two inequalities hold:

c￿e− tsτs ￿o￿κ￿o < 1
M
￿
c￿e− tsτs ￿o￿κ￿o + 2√
1−c
￿
c￿e− tsτs ￿o￿κ￿o
￿
< 1
(B.28)
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Validating results through simulation
Here we use simulation to size up the parameter regime in which R˜ possesses an
attracting invariant circle.
We have proven that given an otherwise full set of parameters, sufficiently large g or
sufficiently small c guarantees the existence of an invariant circle for the return map
and an invariant broken torus for the full system. We do not, however, produce explicit
bounds on these parameters that guarantee the existence of said torus. Here we check
that the invariant torus exists for a set of “reasonable” parameter values by numeri-
cally calculating c￿e− tsτs ￿o￿κ￿o and M (defined in (B.26)) over a dense grid of initial
conditions and verifying that the conditions of the Annulus Principle as formulated in
(B.28) are met everywhere. In particular, we find the maximal values of e−
ts
τs , κ, and
1
κ+Σ
s0
τs
over a grid of 220 initial conditions spanning the set θ0 = −π, s0 ∈ [1 − c, 1],
Φ ∈ T1; if both c￿e− tsτs ￿o￿κ￿o and N := M
￿
c￿e− tsτs ￿o￿κ￿o + 2√
1−c
￿
c￿e− tsτs ￿o￿κ￿o
￿
are
both less than 1 (where M = max(1, ￿ 1
κ+Σ
s0
τs
￿o) as in (B.26)), then conditions 2 and
4 are met and the Annulus Principle holds.
We use the default parameters c = 0.4, τ = 1.5, τs = 9, g = 1.5, and b = 0.2, where
I(·) is a series of gaussian pulses bounded above by B = 0.4.
The Annulus Principle hold for all parameter variations described in Table B. Making
c, τ , b, or B larger or g or τs smaller seems to drive the system towards the regime
in which an invariant torus cannot be guaranteed by the methods presented here
by limiting the time between spikes and/or the amount of rivering under inhibition.
However, the torus provably persists throughout the range of parameters we explored
in these simulations, and seems especially robust to changes in the parameters b, τs,
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Parameter set ￿e− tsτs ￿o ￿κ￿o ￿ 1
κ+Σ
s0
τs
￿o c￿e− tsτs ￿o￿κ￿o N
(default) 0.1127 0.0061 4.4567 0.0003 0.1917
τ = 2.25 0.0611 0.0275 4.2647 0.0007 0.2883
g = 1 0.1683 0.0392 4.5422 0.0026 0.6146
τs = 6 0.0787 0.0150 4.2446 0.0005 0.2401
b = 0.3 0.1698 0.0153 3.9365 0.0010 0.3320
B = 0.6 0.1552 0.0164 6.1150 0.0010 0.5095
c = 0.6 0.1683 0.0392 4.5422 0.0040 0.9219
Table B.1: Variations on parameters and the resulting variations in c￿e− tsτs ￿o￿κ￿o and N ,
both of which must be less than one to guarantee the existence of an attracting invariant
torus.
and τ .
Small c guarantees an invariant torus
Here we show that R˜ possesses an attracting invariant circle for sufficiently small
c.
Given any full set of parameters not including c, plus an upper bound B on I(·),
κ and Σ are bounded from above and away from zero over the annulus s ∈ [12 , 1]
and over all I(·) < B, and they do not depend on c. So we may choose c such that
c￿e− tsτs ￿o￿κ￿o is arbitrarily small, whereas M remains bounded above; therefore, for
sufficiently small c > 0, an attracting invariant circle exists for R˜ for all I(·) < B, and
a broken attracting invariant torus exists for the system. The existence of this torus
may be attributed to convergence of trajectories due to synaptic resetting.
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Large g guarantees an invariant torus
Here we show that R˜ possesses an attracting invariant circle for sufficiently large g,
due both to contraction of phase space in the s-direction as s decays and contraction
of phase space in the θ-direction due to rivering under inhibition.
Given any full set of parameters not including g, a nonnegative forcing signal I(·),
and a bound B on I(·) such that 0 ≤ I(·) ≤ B < 1− b, we shall show that g may be
chosen sufficiently large that the two inequalities of (B.28) are satisfied, and a broken
attracting invariant torus exists. We shall do so by showing that for sufficiently large
g, e−
ts
τs and κ become arbitrarily small over the annulus K while M remains bounded.
The existence of this torus may be attributed partially to small κ, i.e. due to rivering
of trajectories under inhibition.
Definitions (illustrated in Figure B.4):
• At any time t, let G1t denote the maximum possible input current:
G1t := b− g(1− c)e−
t
τs +B.
• Let C1 denote the θ nullcline in θ-vs.-t space, described by the equation 0 =
1− cos(θ) + (1 + cos(θ))G1t . θ cannot cross C1 from below, so θ remains below
−π2 until C1 crosses −π2 . Substituting −π2 into the equation for C1, we see
that C1 crosses −π2 when G1t crosses −1, which occurs at time at time to :=
τs ln
￿
g(1−c)
b+B+1
￿
. Note that to grows without bound as g →∞.
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Figure B.4: Above: θt trajectory is blue, C1 is red, C2 is green. θt cannot cross π2 until
C1 crosses it at to. θt rises faster than 1τ below C
2, and C2 is below π2 before t
o, so the
trajectory must cross C2 before t￿ := πτ2 . (In fact, it crosses much sooner.) tx is defined as
the last time θt crosses zero before a spike (or in this case, the only time). Below: Gt is
blue, G1t is red, Gt2 is green. A spike cannot occur until G1t reaches 0 at time t1; a spike
must occur within a window of Tw after G2t crosses b2 at time t2. (In fact, the spike occurs
much sooner.)
• Let G2t denote the minimum possible input current:
G2t = b− ge−
t
τs .
• Let C2 denote the θ “ 1τ -cline” in θ-vs.-t space, described by the equation 1τ =
1
τ [1− cos(θ) + (1 + cos(θ))G2t ]. θ increases with slope at least 1τ below the lower
branch of C2.
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To show that the inequalities of (B.28) are satisfied, we first show that M (defined in
(B.26)) is bounded from above. From the definition of M, we see that it is sufficient to
show that Σ is bounded away from zero. We note that G < b+B < 1, so 1−G > 0.
For θ ∈ [0, π], we have
Qt = (1−Gt) sin(θt) ≥ 0. (B.29)
From (B.12),
Σ =
gτ
2
￿ ts
0
Rte
￿ ts
t Qrdrdt (B.30)
Let tx denote the last time θ crosses 0 before a spike. Using Rt > 0, we can bound
the integral from below by restricting it to just the final rise time [tx, ts]:
Σ >
gτ
2
￿ ts
tx
Rte
￿ ts
t Qrdrdt (B.31)
For t ∈ [tx, ts], θ ∈ [0, π], so from (B.29),
Σ >
gτ
2
￿ ts
tx
Rtdt (B.32)
From (B.9),
Σ >
gτ
2
￿ ts
tx
1
τ
(1 + cos(θ∗t ))e
− tτs dt
=
1
2
￿ ts
tx
1
τ
(1 + cos(θ∗t ))(ge
− tτs )dt
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Once the level of inhibition, gs0e−
t
τs , has dropped to b2 , we have G
2
t = b−gs0e−
t
τs = b2 ;
after this point, since the input current must be positive and bounded away from
zero, a spike must occur within some maximum time window Tw. During this time
gs0e
− tτs can drop no further than b2e
−Twτs . Thus, gs0e−
t
τs > b2e
−Twτs , and, using s0 < 1,
ge−
t
τs > b2e
−Twτs :
Σ >
1
2
￿ ts
tx
(1 + cos(θ∗t ))
b
2
e−
Tw
τs dt
Finally, we change variables from an integral over time to an integral over θ using
dt = dθ
θ˙
:
=
b
4
e−
Tw
τs
￿ π
0
(1 + cos(θ))
dθ
θ˙
Since G < 1, θ˙ := [1− cos(θ) + (1 + cos(θ))G] < 2τ :
Σ >
b
4
e−
Tw
τs
￿ π
0
(1 + cos(θ))
dθ
2
τ
=
τ
8
e−
Tw
τs π
so Σ is bounded away from zero.
Next, we show that by choosing g large, c￿e− tsτs ￿o can be made arbitrarily small. A
spike cannot occur until b − gs0e− tτs + B > 0, so we must have e− tsτs < b+Bgs0 . By
choosing g large, we can make this bound arbitrarily close to zero, so the term e−
ts
τs
in c￿e− tsτs ￿o￿κ￿o may be made arbitrarily small by choosing g large.
Finally, we show that ￿κ￿o, too, becomes arbitrarily small for g sufficiently large. We
prove this in two steps: first, we show that the positive component of the integral in
the exponent of κ is bounded for all g, and then we show that the negative component
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becomes arbitrarily negative for large g.
A spike cannot occur until it is possible for G to be greater than zero, i.e. until G1t >,
or gs0e−
t
τs < b + B. However, as previously discussed, once G2t = b2 , a spike must
occur within a bounded time window Tw. The first event occurs at t1 = τs ln
￿
gs0
b+B
￿
,
and the second occurs at t2 = τs ln
￿
2gs0
b
￿
, so the time between them is t2 − t1 =
τs ln
￿
2(b+B)
b
￿
, independent of g. Therefore there is a window of time of bounded
duration τs ln
￿
2(b+B)
b
￿
+ Tw during which θ (and hence sin(θ)) may be greater than
zero. During this window, G > b−gs0e− tτs > −B, so Qt = (1−Gt) sin(θt) is bounded
from above; hence, the integral of Qt over this window is also bounded from above.
Since this time window is the only time during which sin(θ) can be positive, and
1−Gt > 0, this window is the only time during which Qt may be positive.
The rest of the integral of Qt between spikes grows more negative without bound as
g →∞. To prove this, we show that although Qt starts at zero, it exceeds a certain
lower bound after a bounded transient, and the time it remains above that lower
bound grows unboundedly with g.
The lower branch of C2 is below the lower branch of C1, so before to, the lower branch
of C2 is below −π2 . Therefore, θ must cross C2 less than time t￿ :=
−π2
1
τ
= −πτ2 after
its initial spike, and then must stay between the lower branches of C1 and C2 until
to.
Along C2, we have θ = − cos−1
￿
G2t
1−G2t
￿
. Applying basic rules of trigonometry, this
gives us sin(θ) = −
√
1−2G2t
1−G2t . Before t
o, θ < −π2 below C1, so between C1 and C2
we have sin(θ) ∈ [−1,−
√
1−2G2t
1−G2t ], and in particular sin(θ) < −
√
1−2G2t
1−G2t . This gives
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us
Qt = sin(θt)(1−Gt) <−
￿
1− 2G2t
1−G2t
(1−Gt) (B.33)
<−
￿
1− 2G2t (1−G1t )
1−G2t
(B.34)
G2t > −ge−
t
τs , and for t < to, G1t < −1, so
<−
√
3(1− b+ g(1− c)e− tτs − B)
1 + ge−
t
τs
(B.35)
b+B < 1, so
<−√3g(1− c)e
− tτs
1 + ge−
t
τs
(B.36)
=−√3 1− c1
ge
− tτs
+ 1
(B.37)
Since G1t = b− g(1− c)e−
t
τs +B < −1, we have ge− tτs > 1+b+B1−c , and
<−√3 1− c1−c
1+b+B + 1
(B.38)
This quantity is obviously negative and bounded away from zero, so as the interval
[0, to] becomes arbitrarily long, the integral of Qt over this interval becomes arbitrarily
negative. As g → ∞, this arbitrarily large negative component of the integral arbi-
trarily outweighs the bounded positive component, making κ := e
￿ ts
0 Qtdt arbitrarily
close to zero.
Since c￿e− tsτs ￿o and ￿κ￿o may both be made arbitrarily small for sufficiently large g,
whileM is bounded from above, both conditions of (B.28) must be met for sufficiently
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large g and a broken attracting invariant torus must exist.
Appendix C
Invariant Torus in the PING Model
Proof outline
1. First, we extend the ING system described in (1.2) to four dimensions by adding
the variable se, and rename the map from spike to spike R˜. We show that if
se decays sufficiently between spikes or ce is small, the Annulus Principle of
Appendix B still guarantees an attracting invariant torus for R˜.
2. We show that in the PING system, if the rise time of the I-cell goes to 0 and
its derivative with respect to initial conditions goes to zero as C → ∞, then
the map from the state at one I-spike to the state at the next becomes C1
close to the map of the system described above, guaranteeing persistence of the
invariant torus for sufficiently large C.
3. We show that as C →∞, TEI → 0.
4. We use variational equations to show that as C →∞, ￿∇TEI￿ → 0.
Step 1: From three to four dimensions
We extend the ING model of (1.2) to a four-dimensional model by changing the names
of θ and s to θe and si, respectively, adding an ODE for se, and rescaling Φ:
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
τeθ˙e =
1
τ [1− cos(θ) + (1 + cos(θ))G]
s˙i = − siτsi
s˙e = − seτse
Φ˙ = 1TI
(C.1)
where
G = b− gsi + I(Φ).
We let si reset to ρi(si) = 1 + ci(si − 1) for some 0 < ci < 1 in the right-hand limit
when θe = π; we let se ∈ [0, 1] reset to ρe(se) = 1+ce(1−se) for some 0 < ce < 1 in the
right-hand limit when θe = π. Φ has been rescaled to the circle parametrized by [0, 1).
We assume that the corresponding ING model meets conditions for the existence of
an invariant torus (see Appendix B). The model above is slightly different than the
PING model described by (1.7) in that θi is left out, si resets at E-spikes instead of
I-spikes, and Φ goes from 0 to 1 in time TI instead of from 0 to TI , with I(·) modified
accordingly.
We let R˜ denote the map from the state at the r.h.l. of an initial time t1 to the state
at the r.h.l. of the next spike time, t2.
We recall Theorem B.1, which we applied in section B, steps 3 and 4. Before, we used
(θ, s) for the r variable in the Annulus Principle; now we use the vector (θe, se, si) ∈
R3, and extend our application of the annulus principle to our extended system of
equation. If we choose ce < 12 , our new map from the state at t
+
1 to the state at t+2
maps all initial conditions into the annulus (θe, se, si) ∈ U¯ × [12 , 1]× [12 , 1] (where U is
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a neighborhood of −π on the circle) and takes the annulus to itself, meeting condition
1 for the application of the Annulus Principle; we have not affected the map g, so
condition 3 is met. To meet conditions 2 and 4, we need to make sure that the new
terms in ∂f∂r , namely the derivatives of f with respect to se,t+1 and the derivatives of
se,t+2 with respect to all initial state variables, are sufficiently small.
We follow section B, step 1 to calculate the terms in the Jacobian DR˜ by tracking
the variations in this model from a time t1 to the next spike time, t2. Variations in
the new variable se at time t1 have no effect on variations in the other three, so
∂θe,t2
∂s
e,t+1
,
∂s
i,t+2
∂s
e,t+1
, and ∂Φt2∂s
e,t+1
are all zero.. Variations in se contract by a factor of e
− t2−t1τse as they
decay from t1 to t2, and then contract again by a factor of ce when they reset, so
∆se,t+2 = cee
− t2−t1τse ∆se,t+1 . (C.2)
Variations in the other variables affect variations in se only by changing t2, the time
of the next spike/reset. A change ∆t in t2 extends the period during which se is
decaying by ∆t, so it creates a variation in se described by:
∆se,t2− = s˙e,t2−∆t2 = −
se,t2−
τse
∆t2 = −e
− t2−t1τse
τse
∆t2 (C.3)
The reset of se multiplies this variation by a factor of ce, so
∆se,t+2 = −ce
e
− t2−t1τse
τse
∆t2 (C.4)
Combining C.4 and C.2, we can describe the variation in se at t2 caused by variations
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in the initial state:
∆se,t+2 = −ce
e
− t2−t1τse
τse
∆t2 + cee
− t2−t1τse ∆se,t+1 =
￿
− 1
τse
∆t2 +∆se,t+1
￿
cee
− t2−t1τse (C.5)
where ∆t2 is a linear combination of ∆θe,t1 , ∆se,t+1 , and ∆Φt1 . We can bound the
magnitude of ∆se,t+2 using the fact that we are only concerned about initial states on
the annulus K:
|∆se,t+2 | <
￿
− 1
τse
∆t2 +∆se,t+1
￿
cee
−∆tminτse (C.6)
where ∆tmin, defined in Section 1.3, is the minimal time for a trajectory to pass from
U around the θ circle and back into U (which is close to the minimal inter-spike
interval). By choosing a small ce or a small τse , we can make cee
−∆tminτse arbitrarily
small without affecting ∆tmax or ∆t2, which are both independent of the dynamics
of se. By doing so, we can ensure that the derivative of se,t+2 is arbitrarily small on
the annulus.
We have proven that the map R˜ for the model C.1 possesses an invariant torus if
the corresponding ING model does and ce and τse are chosen such that cee
−∆tminτse is
sufficiently small.
Step 2: Persistence due to small E-to-I lag
We now turn to the full PING model, (1.7):
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
τiθ˙i = 1− cos(θi) + (1 + cos(θi))CGi
τeθ˙e = 1− cos(θe) + (1 + cos(θe))Ge
s˙i = −si/τsi
s˙e = −se/τse
Φ˙ = 1TI
with Ge = be − giesi + I(Φ) and Gi = bi − giisi + geise. We have added a constant
C ≥ 1 to rescale Gi; we will demonstrate that as τi → 0 or C → ∞, TEI → 0. We
assume that this model meets all assumptions from section 1.4 for C = 1.
As in the PING model (1.7): The inhibitory synaptic activity variable si ∈ [0, 1] reset
to ρi(si) = 1 + ci(si − 1) for some 0 ≤ ci < 1 in the right-hand limit when θi = π;
the excitatory synaptic activity variable se ∈ [0, 1] resets to ρe(se) = 1 + ce(se − 1)
for some 0 ≤ ce < 1 in the right-hand limit when θe = π. The cell phase variables
θe, θi ∈ [0, 2π) and the forcing phase Φ ∈ [0, 1) are on circles. I(·) is a period-1
input current to the E-cell; gei, gie, and gii are gating variables; τi and τe are the two
membrane time constants; be and bi are the baseline levels of tonic excitation to both
populations; and τsi and τse are the decay time constants of inhibition and excitation,
respectively.
For the PING model (C.7), we define the map from the state at the r.h.l. of an I-spike
at time tI1 (not including θi, which must be −π) to the state at the r.h.l. of the next
E-spike, at time tE1 (not including θe, which must be −π):
RE : S
1 × [0, 1]× [0, 1]× S1 →S1 × [0, 1]× [0, 1]× S1
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
θe,tI1
si,t+I1
se,tI1
ΦtI1
→

θi,tE1
si,tE1
se,t+E1
ΦtE1
 (C.7)
where we write si,t+ instead of si,t to denote the r.h.l. of time t when the synap-
tic variables are different in the right- and left-hand limits due to resetting. The
model makes unique forward trajectories, and we have assumed that every trajectory
eventually leads to another E-spike, so this map is well-defined.
Similarly, we define
RI : S
1 × [0, 1]× [0, 1]× S1 →S1 × [0, 1]× [0, 1]× S1
θi,tE1
si,tE1
se,t+E1
ΦtE1
→

θe,tI2
si,t+I2
se,tI2
ΦtI2
 (C.8)
which takes the state at the right hand limit of an E-spike at time t (except θe)
and returns the state at the right hand limit of the next I-spike at time tI2 (except
θi).
We define the map RIE as the composition of the two maps: RIE = RI ◦RE takes
the state at time t1 to the state at the r.h.l. of the I-spike that follows the next
E-spike.
We let TEI denote the time from the E-spike to the I-spike, which is the time it takes
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θi to rise from its value at the E-spike to π. We find below that as C →∞, TEI → 0
uniformly over initial conditions.
As TEI → 0, the distance θe goes during the interval of length TEI between tE1 and
tI2 is linearly approximated by the θ˙e,tE1TEI . Similarly, si,tI2− − si,tE1 ≈ s˙i,tE1+TEI ,
se,tI2−se,tE1 ≈ s˙i,tE1+TEI , and ΦtI2−ΦtE1 ≈ Φ˙tE1TEI . At the end of the EI interval, si it
resets in the right-hand limit, contracting distances by ci; therefore si,t+I2−ρi(si,tE1) ≈
s˙i,tE1TEI . All of these approximations are up to O(T 2EI).
RE is exactly the same as the map R˜ for the corresponding ING system, except that
R˜ includes an si reset at the end and RE does not. The effect of RI is uniformly
bounded by multiples of TEI , except that it resets si at the end. In combination, we
find that
RIE − R˜ =TEI

θ˙e,tE1
s˙i,tE1+
Φ˙tE1
Φ˙tE1
+O(T
2
EI)
DRIE −DR˜ =∇TEI

θ˙e,tE1
s˙i,tE1+
Φ˙tE1
Φ˙tE1
+O(TEI) (C.9)
(C.10)
If we can prove that limC→∞ TEI = 0, then RIE and R˜ approach each other in C0,
and there exists C∗ > 0 such that for C > C∗, the annulus K still maps into itself.
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If we can prove that limC→∞￿∇TEI￿ = 0, then we can conclude that DRIE and
DR˜ also approach each other, and there exists C∗ > 0 such that for C > C∗, the
derivatives of g and f are perturbed little enough that they still fulfill conditions 2,
3, and 4 of the Annulus Principle. Choosing ce and τe as described above, we can still
prove that this system has an invariant torus as described in previous sections.
Step 3: E-to-I lag goes to zero with strong synapses
Let TEI(C) denote the time between an E-population spike and the subsequent I-
population spike as a function of C. (TEI also depends on initial conditions, though
we suppress this dependence with this notation.) The period of a theta neuron with
constant current I (described by the equation τ θ˙ = 1− cos(θ) + (1 + cos(θ))I) is τπ√
I
.
For C = 1, by assumption 3 in Section 1.4, Gi > KEI > 0 after an E-spike for at least
time TEI(1), and TEI(1) ≤ τiπ√KEI . For C > 1, the rise time TEI(C) is still bounded
by τiπ√
KEI
, and during that interval the I-population is receiving a current of at least
CKEI . Therefore, we also have TEI(C) < τiπ√CKEI . As C → ∞, this bound goes to
zero, so TEI(C)→ 0.
Step 4: Gradient of E-to-I lag goes to zero
We want to show that the derivative of TEI with respect to any initial state variable
goes to zero uniformly over all initial conditions as C → ∞. To do so, we track
variations from one spike to the next, as in Appendix B. The amount of change in
TEI per unit variation in each initial condition gives us the gradient ∇TEI ; we want to
show that the magnitude of this gradient goes to zero as C →∞. Let tI1 denote an
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I-spike time, tE1 denote the next E-spike time, and tI2 denote the I-spike time after
that. Let ζtI1 denote a variation in initial state at time tI1, ζtE1 denote the same
variation after it has evolved via the linearization of equations (C.7) to time tE1, and
ζtI2 denote the same variation at time tI2. We write ζt =

∆θi,t
∆θe,t
∆si,t
∆se,t
∆Φt

.
As in Appendix B, we use a saltation matrix to allow the variation to flow forward
to ∆Φ = 0, allowing us to assume that ∆Φ = 0 and eliminating any dependence
of these variable on a derivative of I(·). ∆θe,tE1 , ∆si,tE1 , ∆se,tE1 , and ∆ΦtE1 are
unaffected by C between an I-spike and an E-spike; therefore, their growth is bounded
as C →∞.
When C = 1, by assumption 1 from Section 1.4 Gi < KIE < 0 between an I-spike
and an E-spike. Therefore for C > 1, Gi < CKIE < 0 between I-spike and E-spike.
We can check that at any θi such that − cos−1
￿
1+CKIE
1−CKIE
￿
≤ θi ≤ cos−1
￿
1+CKIE
1−CKIE
￿
, we
have θ˙i ≤ 0; after an I-spike θi = −π, so between an I-spike and an E-spike we have
θi < − cos−1
￿
1+CKIE
1−CKIE
￿
and
cos(θi) <
1 + CKIE
1− CKIE . (C.11)
During this interval, a variation in si or se has a limited effect on θ˙i: differentiating
the first equation in (C.7), we have
d
dt
∆θi =
1
τi
(1− CKIE) sin(θi)∆θi + C
τi
(1 + cos(θi))(gei∆se − gii∆si)
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∆si and ∆se decrease exponentially with time constants τsi and τsi , respectively. To
check whether ∆θi can grow without bound, we check whether ddt |∆θi| is bounded in
terms of ∆se and ∆si. 1τi (1−CKIE) sin(θi) < 0, so this term is always decreasing the
magnitude of ∆θi.
d
dt
|∆θi| < 1
τi
(1− CKIE) sin(θi)|∆θi| + |C
τi
(1 + cos(θi))(gei∆se − gii∆si)|
<|C
τi
(1 + cos(θi))(gei∆se − gii∆si)|
=
C
τi
(1 + cos(θi))|gei∆se − gii∆si|
From (C),
<
C
τi
￿
1 +
1 + CKIE
1− CKIE
￿
|gei∆se − gii∆si|
=
C
τi
￿
2
1− CKIE
￿
|gei∆se − gii∆si|
−CKIE > 0, so 2−CKIE > 21−CKIE :
<
C
τi
￿
2
−CKIE
￿
|gei∆se − gii∆si|
=
1
τi
￿
2
−KIE
￿
|gei∆se − gii∆si| (C.12)
Therefore the growth of ∆θi between an I-spike and the next E-spike is bounded in
terms of the magnitudes of ∆se and ∆si.
Between the E-spike and the following I-spike, the variations in θe and Φ make no
difference to the I-population rise time. The variation in θi at tE1 determines the
change in the initial state of θi at the beginning of its rise; the variations in si and se
determine the change in the rise speed. We will show that for any ∆θi, ∆si, and ∆se
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at time tE1, the resulting variation in the rise time of the I-population goes to zero
as C →∞.
We want to find bounds on the input current CGi during the I-cell rise. We have
d
dt
CGi =C
￿
−gii d
dt
si + gei
d
dt
se
￿
=C
￿
gii
si
τsi
− gei se
τse
￿
si, se ∈ (0, 1], so
−C gei
τse
≤ d
dt
CGi ≤ C gii
τsi
(C.13)
We know that the rise time of θi is bounded by τiπ√CKEI , so CGi must stay close to its
initial value, CGi,tE1 :
CGi,tE1 − C
gei
τse
τiπ√
CKEI
≤CGi ≤ CGi,tE1 + C
gii
τsi
τiπ√
CKEI
CGi,tE1 −
√
C
gei
τse
τiπ
KEI
≤CGi ≤ CGi,tE1 +
√
C
gii
τsi
τiπ
KEI
CGmin <CGi < CGmax (C.14)
where we define
Gmin =Gi,tE1 −
gei
τse
τiπ√
CKEI
Gmax = Gi,tE1 +
gii
τsi
τiπ√
CKEI
= Gmin +
￿
gei
τse
+
gii
τsi
￿
τiπ√
CKEI
(C.15)
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Consequently,
1− cos(θi) + (1 + cos(θi))CGmin < τiθ˙i < 1− cos(θi) + (1 + cos(θi))CGmax
or, reorganizing terms,
CGmin + 1 + (CGmin − 1) cos(θi) < τiθ˙i < CGmax + 1 + (CGmax − 1) cos(θi)
(C.16)
Differentiating (C.7), we have the variational equations

τi
d
dt∆θi = (1− CGi) sin(θi)∆θi + (1 + cos(θi))C(−gii∆si + gei∆se)
d
dt∆si = −∆si/τsi
d
dt∆se = −∆se/τse
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The term e
1
τi
￿ tI2
t (1−CGi,r) sin(θi,r)dr represents the amount of expansion or contraction in
the variable∆θi between an initial time t and the time that θi crosses π. The first term
in (C.17) is an upper bound on the part of |∆θi,tI2 | due to the expansion/contraction
of the initial variation in θi. The second term is an upper bound on the contribution
of the variations in si and se. This term is an average value of the function Γ over
the interval [t, tI2].
We prove a lemma below that Γ(t) goes to zero pointwise on [tE1, tI2] as C → ∞.
This will prove that the second term in (C.17) goes to zero as C → ∞. Along the
way, we will also prove that the first term goes to zero as C →∞.
Lemma C.1. For t1 ∈ [tE1, tI2], Γ(t1)→ 0 as C →∞.
Proof. Gi,t > KEI during the rise of θi, so for sufficiently large C, 1− CGi,t < 0.
Consider any t1 ∈ [tE1, tI2]. If θi,t1 < 0, we let tx denote the time that θi crosses zero
and split the definition of Γ into two pieces:
Γ(t1) =(1 + cos(θi,t1))e
1
τi
￿ tI2
t1
(1−CGi,r) sin(θi,r)dr√C(gii|∆si,t1 | + gei|∆se,t1 |)
=
￿√
Ce
1
τi
￿ tx
t1
(1−CGi,t) sin(θi,t)dt
￿
×
￿
(1 + cos(θi,t1))e
1
τi
￿ t2
tx
(1−CGi,t) sin(θi,t)dt√C(gii|∆si,t1 | + gei|∆se,t1 |)
￿
. (C.18)
If θi,t1 ≥ 0, we only need one term:
Γ(t1) =(1 + cos(θi,t1))e
1
τi
￿ t2
t1
(1−CGi,t) sin(θi,t)dt√C(gii|∆si,t1 | + gei|∆se,t1 |). (C.19)
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In Part 1, we will show that the first term of (C.18) is bounded; in Part 2 we will
show that (C.19) and the second term in (C.18) go to zero.
Part 1:
For t ∈ [t1, tx], sin(θi,t) < 0, so (1− CGi,t) sin(θi,t) > 0. From (C.14), we have
(1− CGi,t) sin(θi,t) <(1− CGmax) sin(θi,t)￿ tx
t1
(1− CGi,t) sin(θi,t)dt <
￿ t2
t1
(1− CGmax) sin(θi,t)dt
We change our variable of integration from t to θi,t:
￿ tx
t1
(1− CGi,t) sin(θi,t)dt =
￿ 0
θi,t1
(1− CGmax) sin(θi,t)dθi,t
θ˙i,t
Substituting from (C.16),
￿ tx
t1
(1− CGi,t) sin(θi,t)dt
<
￿ 0
θi,t1
(1− CGmax) sin(θi,t) dθi,t
CGmin + 1 + (CGmin − 1) cos(θi,t)
=
1− CGmax
1− CGmin
￿ 0
θi,t1
(1− CGmin) sin(θi,t) dθi,t
CGmin + 1 + (CGmin − 1) cos(θi,t)
=
1− CGmax
1− CGmin ln (CGmin + 1 + (CGmin − 1) cos(θi,t))
￿￿￿￿￿
0
θi,t=θi,t1
=
1− CGmax
1− CGmin ln
￿
2CGmin
CGmin + 1 + (CGmin − 1) cos(θi,t1)
￿
=
1
C −Gmax
1
C −Gmin
ln
￿
2Gmin
Gmin +
1
C + (Gmin − 1C ) cos(θi,t1)
￿
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Substituting from (C.15),
￿ tx
t1
(1− CGi,t) sin(θi,t)dt
=
1
C −
￿
Gmin +
￿
gei
τse
+ giiτsi
￿
τiπ√
CKEI
￿
1
C −Gmin
ln
￿
2Gmin
Gmin +
1
C + (Gmin − 1C ) cos(θi,t1)
￿
lim
C→∞
￿ tx
t1
(1− CGi,t) sin(θi,t)dt =−Gmin−Gmin ln
￿
2Gmin
Gmin(1 + cos(θi,t1))
￿
= ln
￿
2
1 + cos(θi,t1)
￿
lim
C→∞
e
1
τi
￿ tx
t1
(1−CGi,t) sin(θi,t)dt <e
ln
￿
2
1+cos(θi,t1
)
￿
=
2
1 + cos(θi,t1)
(C.20)
And −π < θi,t1 , so cos(θi,t1) > −1. Therefore, the expansion induced by this time
interval is bounded as C →∞.
Part 2:
If θi,t1 ≥ 0, then for t ∈ [t1, t2], we have sin(θi,t) > 0, so (1−CGi,t) sin(θi,t) < 0. From
(C.14), we have
(1− CGi,t) sin(θi,t) <(1− CGmin) sin(θi,t)
1
τi
￿ tI2
t1
(1− CGi,t) sin(θi,t)dt < 1
τi
￿ tI2
t1
(1− CGmin) sin(θi,t)dt
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We change our variable of integration from t to θi,t using dt = dθi,tθ˙i,t :
1
τi
￿ tI2
t1
(1− CGi,t) sin(θi,t)dt =
￿ π
θi,t1
(1− CGmin) sin(θi,t) dθi,t
τiθ˙i,t
Substituting from (C.16),
1
τi
￿ tI2
t1
(1− CGi,t) sin(θi,t)dt
<
￿ π
θi,t1
(1− CGmin) sin(θi,t) dθi,t
CGmax + 1 + (CGmax − 1) cos(θi)
=
1− CGmin
1− CGmax
￿ π
θi,t1
(1− CGmax) sin(θi,t) dθi,t
CGmax + 1 + (CGmax − 1) cos(θi,t)
=
1− CGmin
1− CGmax ln (CGmax + 1 + (CGmax − 1) cos(θi,t))
￿￿￿￿￿
π
θi,t=θi,t1
=
1− CGmin
1− CGmax ln
￿
2
CGmin + 1 + (CGmin − 1) cos(θi,t1)
￿
=
Gmin − 1C
Gmax − 1C
ln
￿
2
1− cos(θi,t1) + (1 + cos(θi,t1))CGmin
￿
(C.21)
We set W (C) = 1−CGmin1−CGmax . Substituting from (C.15),
W (C) =
Gmin − 1C
Gmin +
￿
gei
τse
+ giiτsi
￿
τiπ√
CKEI
− 1C
=1−
￿
gei
τse
+ giiτsi
￿
τiπ√
CKEI
Gmin +
￿
gei
τse
+ giiτsi
￿
τiπ√
CKEI
− 1C
(C.22)
As C →∞, the denominator approaches Gmin while the numerator goes to zero. So
for sufficiently large C,
1
2
< W (C) < 1 (C.23)
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Continuing from (C.21),
=W (C) ln
￿
2
1− cos(θi,t1) + (1 + cos(θi,t1))CGmin
￿
e
1
τi
￿ tI2
t1
(1−CGi,t) sin(θi,t)dt <e
W (C) ln
￿
2
1−cos(θi,t1 )+(1+cos(θi,t1 ))CGmin
￿
=
￿
2
1− cos(θi,t1) + (1 + cos(θi,t1))CGmin
￿W (C)
(C.24)
We can use this expression to bound Γ(t1):
Γ(t1) =(1 + cos(θi,t1))e
1
τi
￿ tI2
t1
(1−CGi,r) sin(θi,r)dr√C(gii|∆si,t1 | + gei|∆se,t1 |)
<(1 + cos(θi,t1))
￿
2
1− cos(θi,t1) + (1 + cos(θi,t1))CGmin
￿W (C)
×√C(gii|∆si,t1 | + gei|∆se,t1 |)
∆se and ∆si only contract with time, so both are bounded by their initial values at
tE1.
<(1 + cos(θi,t1))
￿
2
1− cos(θi,t1) + (1 + cos(θi,t1))CGmin
￿W (C)
×√C(gii|∆si,tE1 | + gei|∆se,tE1 |)
We separate out 1cos(θi,t1 ) and
1
C terms:
=(1 + cos(θi,t1))C
1
2
(1 + cos(θi,t1))−1C−1 21−cos(θi,t1 )
C(1+cos(θi,t1 ))
+Gmin
W (C)
× (gii|∆si,tE1 | + gei|∆se,tE1 |)
=(1 + cos(θi,t1))
1−W (C)C
1
2−W (C)
 2
1−cos(θi,t1 )
C(1+cos(θi,t1 ))
+Gmin
W (C)
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× (gii|∆si,tE1 | + gei|∆se,tE1 |) (C.25)
From (C.23), we have 1 − W (C) > 0 and 12 − W (C) < 0. In the limit t1 → tI2,
we have θi,t1 → π, and (1 + cos(θi,t1))1−W (C) → 01−W (C) = 0. The term 1−cos(θi,t1 )C(1+cos(θi,t1 ))
goes to +∞, so
￿
2
1−cos(θi,t1 )
C(1+cos(θi,t1
))+Gmin
￿W (C)
→ 0. As t1 → tI2, C 12−W (C) is bounded. So
Γ(tI2) = limt1→tI2 Γ(t1) = 0 for all C. In particular, limC→∞ Γ(tI2) = 0.
For t1 < tI2, (1 + cos(θi,t1))1−W (C) is bounded as C →∞; limC→∞C 12−W (C) = 0; and
the denominator in 21−cos(θi,t1 )
C(1+cos(θi,t1
))+Gmin
gets large as C →∞, so
 2
1−cos(θi,t1 )
C(1+cos(θi,t1 ))
+Gmin
W (C) → 0.
Combining Parts 1 and 2, we find that for any t1 ∈ [tE1, tE2], limC→∞ Γ(t1) = 0. We
conclude that Γ→ 0 pointwise on the closed interval [tE1, tI2].
We can also write the first term of (C.17) as a product of two terms:
|∆θi,tE1 |e
1
τi
￿ tI2
tE1
(1−CGi,t) sin(θi,t)dt =|∆θi,tE1 |
￿
e
1
τi
￿ tx
tE1
(1−CGi,t) sin(θi,t)dt
￿
×
￿
e
1
τi
￿ tI2
tx
(1−CGi,t) sin(θi,t)dt
￿
. (C.26)
By the proof of Part 1 of the lemma above (substituting tE1 for t1), the first term is
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bounded as C → ∞. From (C.24) (substituting tx for t1), we find that the second
term is bounded above:
e
1
τi
￿ tI2
tx
(1−CGi,t) sin(θi,t)dt <
￿
2
1− cos(θi,tx) + (1 + cos(θi,tx))CGmin
￿W (C)
=
￿
2
2CGmin
￿W (C)
(C.27)
where from (C.23) we know that W (C) > 12 . Therefore, this second term goes to zero
as C →∞. We conclude that the whole first term of (C.17) goes to zero as C →∞.
Since the second one does too, we conclude that limC→∞|∆θi,tI2 | = 0.
At time tI2, θi crosses π at speed 2τi , so a variation in θi translates into a variation in
spike time:
lim
C→∞
∆t = lim
C→∞
∆θi,tI2
2
τi
= 0. (C.28)
So the impact of any variation in initial conditions at time tI1 is reduced to zero as
C →∞; in other words, limC→∞￿∇TEI￿ = 0.
As described in Step 2, our proof is now complete.
Appendix D
Chapter 3 Notation
Here, for convenient reference, we list the notation defined in the body of Chapter
3.
• τ := C√R: the timescale of membrane dynamics for the QIF neuron.
• ￿ := ττs : the timescale separation between membrane and inhibition dynamics
(used as subscript for various functions).
• T￿: the time for a trajectory initialized at (V R, 1) to reach V = V S.
• V ±(G) := ±√−RG: the stable and unstable branches of the V nullcline, as a
function of net input current G.
• V ±0 (Θ) := V ±(b − ge−Θ): the stable and unstable branches of the V nullcline
when I(·) ≡ 0, as a function the time Θ since the last spike.
• V L￿ (Θ): the limit cycle trajectory in V -space, initialized at V L￿ (0) = V R and
parametrized by cycle phase (or, equivalently, time since last spike) Θ ∈ [0, T￿).
• R￿(Θ0, V 0): the value of Θ at the next spike following initial condition (Θ0, V 0).
• Ξ￿(Θ0, V 0) := T￿ − (R￿(Θ0, V 0) − Θ0): the asymptotic phase of system state
(Θ0, V 0), determined by time to spike (since trajectories are reset onto the limit
cycle at each spike).
• (Θp￿(Θ0, V 0, tˇ0, tˇ), V p￿ (Θ0, V 0, tˇ0, tˇ)): the fast-time (possibly discontinuous) flow
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of the system from initial time tˇ0 and initial state (Θ0, V 0) to time tˇ, during a
pulse that begins at tˇ = 0 and ends at tˇ = δ.
• (Θ˜￿(Θ0), V˜￿(Θ0)) := (Θp￿(Θ0, V L￿ (Θ0), 0, δ), V p￿ (Θ0, V L￿ (Θ0), 0, δ)): the state at
the end of a pulse that arrives when the system is on the limit cycle at phase
Θ0.
• f￿(Θ) := Ξ￿(Θ˜￿(Θ), V˜￿(Θ)) − ￿δ: the phase transition curve (PTC) on T1, de-
scribing the asymptotic phase of the system after a pulse arrives at limit cycle
phase Θ, and adjusted to treat the transition as instantaneous by subtracting
off pulse length ￿δ.
• F￿(Θ): a lift of f￿(Θ) to R such that F￿(Θ) ∈ [0, T￿) for Θ close to zero.
• ∆￿(Θ) := Θ − F￿(Θ): the phase response curve (PRC), describing the amount
by which a pulse shortens the period of the oscillator as a function of its arrival
phase Θ.
• Θˆ: the unique phase Θ at which V˜0(Θ) = V +0 (Θ).
Appendix E
PTCs depend continuously on timescale separations
Here we prove Theorem 3.4 from Section 3.7:
Theorem 3.4. Let (3.1) be forced by a short pulse such that when ￿ = 0, the PTC
F0(Θ) takes the form described in Theorem 3.1 with Θˆ < T0. Let F￿(Θ) denote the
PTC of the same system with the same forcing for a given time scale separation ￿ > 0.
Let D￿(Θ) denote the diagonal line
D￿(Θ) = Θ+ q￿
where q￿ is some continuous function of ￿ ≥ 0. If q0 ∈ (0, T0 − Θˆ), there exists ￿ > 0
such that for ￿ ∈ [0, ￿], D￿(Θ) intersects F￿(Θ) only twice: once at a phase Θ∗￿ in a
￿-small neighborhood of Θˆ where F ￿￿(Θ∗￿) > 1, and once at some Θ#￿ > Θˆ such that
|F￿(Θ#)− T￿| and |F ￿￿(Θ#￿ )| are both ￿-small.
If q0 > T0 − Θˆ or q0 < 0, there exists ￿ > 0 such that for ￿ ∈ [0, ￿], no intersection
between D￿(Θ) and F￿(Θ) occurs.
Proof. Illustrations associated with this proof are given in Figure E.1. Terms defined
in the body of Chapter 3 are listed in Appendix D for easy reference.
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Figure E.1: Illustration of the definitions in the proof of Theorem 3.4 in lifted reset space.
Left: Θ0 and Θ1 are two arbitrary initial phases. Right: Θ0￿ is the intersection of F￿ and
D￿ described in Lemma E.5.
In the following, O(·) is used to describe functions bounded above by a constant
multiple of the argument, whereas o(·) is used to describe functions bounded similarly
below.
See Appendix D for a list of definitions from the body of the paper.
In order to handle the discontinuous resetting at spikes, we let define a “reset space”,
in which the points (Θ, V S) are all identified with the point (1, V R). In this space,
trajectories pass continuously through spikes, though their vector field changes dis-
continuously. We also define a “lifted reset space” by lifting the circular V -coordinate
in reset space to R. In lifted V -space, the flow V p￿ during a pulse maintains the or-
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dering of initial V coordinates even through spiking events, and therefore increases
with initial voltage V 0. For the rest of this section, we will consider the functions V p￿ ,
Θp￿ , V˜￿, and Θ˜￿ as functions into lifted reset space.
Ξ￿ can be lifted to a continuous function Ξ¯￿ from lifted reset space into R such that
for V 0 ∈ [V R, V S], Ξ¯￿(Θ0, V 0 + (V S − V R)) = Ξ¯￿(Θ0, V 0) + T￿. For V ∈ [V R, V S], Ξ¯￿
is defined as Ξ￿ above:
Ξ¯￿(Θ
0, V 0) = T￿ − (R￿(Θ0, V 0)−Θ0). (E.1)
As V → V S, R￿(Θ0, V 0) (the value of Θ at the next spike) must approach Θ0, so Ξ¯￿
approaches T￿. For V 0 ∈ [V S, V S + (V S − V R], we have
Ξ¯￿(Θ
0, V 0) = 2T￿ − (R￿(Θ0, V 0)−Θ0). (E.2)
In the limit as (Θ, V ) → (0, V S) from above, R￿(Θ, V ) → T￿, so Ξ¯￿ approaches T￿;
thus, Ξ¯￿ is continuous on lifted reset space.
F￿(Θ) can be defined directly using the lifted asymptotic phase Ξ¯￿:
F￿(Θ) = Ξ￿(Θ˜￿(Θ), V˜￿(Θ))− ￿δ. (E.3)
We shall prove the theorem by way of the following seven lemmas.
Lemma E.1 (Time-to-spike persists). On any closed domain in (Θ, V )-space on
which Θ < T0 and V < V +0 (Θ), R￿(Θ, V ) → T￿ in C1 as ￿ → 0. On any closed
domain on which Θ > T0 or V > V +0 (Θ), R￿(Θ, V )→ Θ in C1.
Lemma E.2 (Fast flow persists). (Θp￿(Θ0, V 0, tˇ0, tˇ), V p￿ (Θ0, V 0, tˇ0, tˇ)) is continuous
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on lifted reset space with respect to all arguments. V p￿ (Θ0, V 0, tˇ0, tˇ) increases with V 0
and Θ0, so V˜￿(Θ0) increases with Θ0.
Lemma E.3 (Pulse effect persists). On any closed domain within Θ ∈ [0, T0],
(Θ˜￿(Θ), V˜￿(Θ)) approaches (Θ˜0(Θ), V˜0(Θ)) in reset space as ￿→ 0.
Lemma E.4 (Stable intersection persists). Assume q0 ∈ (0, T0− Θˆ). For sufficiently
small ￿, F￿ intersects D￿ at exactly one phase Θ∗￿ > Θmid. As ￿ → 0, the Lipschitz
constant of F￿ on this range goes to zero, and Θ∗￿ → T0 − q0.
Lemma E.5 (Unstable intersection persists). Assume q0 ∈ (0, T0 − Θˆ); let Θmid :=
T0 − q0+Θˆ2 . For sufficiently small ￿ > 0, F￿ intersects D￿ at exactly one phase Θ#￿ <
Θmid] and F ￿￿(Θ#￿ ) > 1. As ￿→ 0, Θ#￿ → Θˆ.
Lemma E.6 (Non-intersection persists). Assume q0 /∈ (0, T0 − Θˆ). For sufficiently
small ￿, F￿ does not intersect D￿.
Lemma E.1: Time-to-spike persists
On any closed domain in (Θ, V )-space on which Θ < T0 and V < V +0 (Θ), R￿(Θ, V )→
T￿ in C1 as ￿ → 0. On any closed domain on which Θ > T0 or V > V +0 (Θ),
R￿(Θ, V )→ Θ in C1.
Proof. Consider any closed domain on which Θ < T0 and V < V +0 (Θ). We shall show
that on this domain, R￿(Θ, V )→ T￿ in C1 as ￿→ 0.
The domain is bounded away from the fold at Θ = T0 where the stable branch V −0 (Θ)
loses normal hyperbolicity, so on the domain the stable branch V −0 (Θ) is normally
attracting. By Fenichel’s persistence result [41], the stable branch perturbs into a
normally attracting stable slow manifold V −￿ (Θ) for sufficiently small ￿ > 0. If a
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trajectory is initialized on this domain, dVdt is o
￿
1
￿
￿
towards the stable branch, so V
enters a neighborhood of V −￿ (Θ) in time o (￿) and then closes distance from the slow
attracting manifold exponentially with negative Lyapunov exponent of magnitude
o
￿
1
￿
￿
for time o(1), all whileΘ is still bounded away from T0. So all voltage trajectories
initialized in this domain, including V L￿ (Θ), come to within O(￿) of each other while
t is still bounded away from the fold at Θ = T0.
According to the results of Krupa and Szmolyan [63], who study the behavior of a
system slowly passing a fold bifurcation, the map from V coordinates at some Θ value
before the fold to Θ coordinates at some V value greater than zero is a contraction
of O(￿). After leaving a neighborhood of the fold, V trajectories reach spikes in time
O(￿), so Θ can only advance by O(￿) before a spike; therefore, all of these trajectories
reach V S at Θ-coordinates within O(￿) of each other. The limit cycle trajectory
V L￿ (Θ) reaches a spike at Θ = T￿, so any trajectory initialized at (Θ0, V 0) in this
domain spikes at R￿(Θ0, V 0) = T￿ +O(￿).
To show that convergence occurs in C1, we must consider a variation in initial state
on this domain and the resulting variation in time to spike. Outside a neighborhood
of the stable and unstable branch, the vector field can be normalized such that it
approaches a V -directional field as ￿ → 0; this shows that variations do not explode
for small ￿ as trajectories flow through these areas. In a neighborhood of the stable
branch away from the fold, V variations contract exponentially; in a neighborhood
of the fold, Krupa and Szmolyan’s result shows that a variation in V before the fold
contracts further to become a variation in s after the fold. So any variation in initial
state is contracted by a factor of O(￿) to become a variation in R￿(Θ0, V 0); therefore,
convergence is not only uniform but also in C1.
Now consider any closed domain on which Θ > T0 or V > V +0 (Θ). On this domain,
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for sufficiently small ￿, dVdt is positive and o(
1
￿ ), so Θ only changes by O(￿) before
the spike, and R￿(Θ0, V 0) = Θ0 +O(￿). By the vector field normalization argument
above, variations in initial state are well-behaved as they flow through this region,
and therefore the uniform convergence to T￿ as ￿→ 0 is also convergence in C1.
Lemma E.2: Fast flow persists
(Θp￿(Θ
0, V 0, tˇ0, tˇ), V p￿ (Θ
0, V 0, tˇ0, tˇ)) is continuous on lifted reset space with respect to
all arguments. V p￿ (Θ0, V 0, tˇ0, tˇ) increases with V and Θ, so V˜￿(Θ) increases with Θ.
In lifted reset space, V˜￿(Θ) is bounded below the copy of the unstable branch above V S.
Proof. For an illustration of the fast flow in the case ￿ = 0, see Figure 3.4, right. For
an illustration of Θ˜￿(Θ) and V˜￿(Θ), see Figure E.1, right.
(Θp￿(Θ
0, V 0, tˇ0, tˇ), V p￿ (Θ
0, V 0, tˇ0, tˇ)) is an ordinary continuous flow everywhere except
resets. At a reset, the vector field changes discontinuously, but the vector field is
transverse to boundary V = V S in the positive V direction on both sides, so tra-
jectories are uniquely continued through it; due to the additional topology of lifted
reset space these trajectories are continuous over it. Therefore, the forward flow is
continuous with respect to tˇ and initial conditions V 0, Θ0< and tˇ0, and differentiable
except at the point where the trajectory resets.
During a pulse, the system evolves according to the ODE of the fast subsystem (3.2),
a vector field continuous with respect to ￿, so the flow is also continuous with respect
to ￿ for ￿ ≥ 0. Between spikes, Θp￿(Θ0, V 0, tˇ0, tˇ) = Θ0 + ￿(tˇ − tˇ0), leaving us with a
one-dimensional nonautonomous fast ODE for V :
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dV
dtˇ
=
V 2√
R
+
√
R
￿
b− ge−Θ0−￿(tˇ−tˇ0) + I(tˇ)
￿
.
Trajectories initialized at the same Θ0 have the same vector field for V at any time
tˇ, so they cannot cross each other in the V -direction; therefore, a trajectory with a
larger initial V (in lifted reset space) will still have larger V after any amount of time
tˇ. In other words, V p￿ (Θ0, V 0, tˇ0, tˇ) increases with increasing V 0. The vector field for
V increases everywhere with Θ, so V p￿ (Θ0, V 0, tˇ0, tˇ) increases with Θ0.
V˜￿(Θ) := V p￿ (Θ, V
L
￿ (Θ), 0, δ). V L￿ (Θ) increases with Θ (since it is trapped below the
V -nullcline V −0 (Θ)), so as Θ increases, both initial conditions for the fast flow increase;
therefore, V˜￿(Θ) increases with Θ.
We now consider the covering of (Θ, V )-space above V S in order to show that V˜￿(Θ0) <
V +0 (Θ˜￿(Θ
0)+(V S−V R) for anyΘ0 < T￿, i.e., that the state after a pulse is bounded be-
low the copy of the unstable branch above V S. In the proof of Theorem 3.1, we showed
that V˜0(Θ0) < V +0 (Θ˜￿(Θ0)) for any Θ0 < T0 in regular (Θ, V )-space; equivalently, in
lifted reset space, V˜0(Θ0) < V +0 (Θ˜￿(Θ0)) + (V S − V R). By the continuity of V˜￿(Θ0),
Θ˜￿(Θ0), and T￿ with respect to ￿, we must have V˜￿(Θ0) < V +0 (Θ˜￿(Θ0) + (V S − V R)
for any Θ0 < T￿ for sufficiently small ￿.
Lemma E.3: Pulse effect persists
On any closed domain within Θ ∈ [0, T0], (Θ˜￿(Θ), V˜￿(Θ)) approaches (Θ˜0(Θ), V˜0(Θ))
in lifted reset space as ￿→ 0.
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Proof. For illustration of this persistence, compare (Θ˜0(Θ), V˜0(Θ)), the green curve
in Figure 3.4 left, with (Θ˜￿(Θ), V˜￿(Θ)), the green curve in Figure E.1 left.
First, we show that for Θ on a closed domain within [0, T0], the limit cycle V L￿ (Θ)
approaches V L￿ (Θ) in C1. This follows from the argument in the proof of Lemma E.1:
before reaching the beginning of the closed domain, the trajectory V L￿ (Θ) initialized
at V L￿ (0) = V R enters a neighborhood of the stable slow manifold V −￿ (Θ) inO(￿) time,
and then approaches it exponentially with negative Lyapunov exponent of magnitude
o(1￿ ); so for sufficiently small ￿, V
L
￿ (Θ) is arbitrarily close to V −￿ (Θ) for Θ at the left
edge of the closed domain of choice. These are the initial points for the two trajectories
V L￿ (Θ) and V −￿ (Θ), which continue to converge exponentially for Θ bounded away
from T0 and therefore remain arbitrarily close in C1. V −￿ (Θ) is O(￿)-close (in C1) to
the stable branch V −0 (Θ), which is also the path of the singular limit cycle V L0 (Θ) on
that interval; so the limit cycle V L￿ (Θ) on that interval approaches the singular limit
cycle V L0 (Θ) in C1 as ￿ → 0. In particular, for sufficiently small ￿ (and in fact, for
any ￿), V L￿ (Θ) increases with Θ.
Next, we note that by Lemma E.2, the flows V p￿ and Θp￿ are continuous in lifted reset
space with respect to initial conditions V 0 and Θ0 and with respect to ￿ ≥ 0, and
differentiable with respect to initial conditions except at resets where slope abruptly
changes. Thus, the composition of functions
(Θ˜￿(Θ
0), V˜￿(Θ
0)) := (Θp￿(Θ
0, V L￿ (Θ
0), 0, δ), V p￿ (Θ
0, V L￿ (Θ
0), 0, δ))
approaches (Θ˜0(Θ), V˜0(Θ)) uniformly in reset space as ￿→ 0, and approaches it in C1
on domains where it does not cross the reset voltage. V p￿ (Θ0, V 0, tˇ0, tˇ) increases with
V 0 and Θ0; V L￿ (Θ) increases with Θ; so V˜￿(Θ) increases with Θ. Though the slope of
V˜￿(Θ) changes abruptly as it crosses the reset voltage, its slope is bounded on both
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sides, so its Lipschitz constant is bounded.
Lemma E.4: Stable intersection persists
Assume q0 ∈ (0, T0 − Θˆ); let Θmid := T0−q0+Θˆ2 . For sufficiently small ￿, F￿ intersects
D￿ at exactly one phase Θ∗￿ > Θmid. As ￿ → 0, the Lipschitz constant of F￿ on this
range goes to zero, and Θ∗￿ → T0 − q0.
Proof. T0 − q0 > Θˆ, so Θmid > Θˆ. Thus, for Θ0 > Θmid, V˜0(Θ0) > V +0 (Θ0) in lifted
reset space, and for sufficiently small ￿, V˜￿(Θ0) > V +0 (Θ0). For Θ0 sufficiently small
that V˜￿(Θ0) < V S, no reset has occurred during the pulse, so Θ˜￿(Θ0) = Θ0, and
Lemma E.1 gives us R￿(Θ0, V˜￿(Θ0)) = Θ0 +O(￿). From (E.3),
F￿(Θ
0) =Ξ¯(Θ0, V˜￿(Θ
0))− ￿δ
From (E.1),
=T￿ −R￿(Θ0, V˜￿(Θ0)) +Θ0 − ￿δ (E.4)
=T￿ −O(￿)− ￿δ (E.5)
For Θ0 sufficiently large that V˜￿(Θ0) > V S, a reset has occurred so Θ˜￿(Θ0) = O(￿).
By Lemma E.2, V˜￿(Θ0) is bounded below the upper copy of the unstable branch, so
by Lemma E.1, R￿(Θ˜￿(Θ0), V˜￿(Θ0)) = T￿ +O(￿). On this upper covering,
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F￿(Θ
0) =Ξ¯(Θ0, V˜￿(Θ
0))− ￿δ
From (E.2),
=2T￿ −R(Θ0, V˜￿(Θ0)) +Θ0 − ￿δ (E.6)
=2T￿ − T￿ −O(￿)− ￿δ = T￿ −O(￿) (E.7)
So for Θ0 > Θmid, F￿(Θ0) is O(￿)-close to T￿. F￿ is differentiable on either side of
the phase Θ where V˜￿(Θ) crosses V S, and on both sides its slope is O(￿), so on this
whole range of Θ0, F￿(Θ0) has Lipschitz constant O(￿). For sufficiently small ￿, this
function can only cross the diagonal D￿(Θ) = Θ + q￿ at one point Θ∗￿ ; as ￿ → 0, Θ∗￿
approaches the solution to T￿ = Θ+ q￿: Θ∗￿ → T￿ − q￿ → T0 − q0.
Lemma E.5: Unstable intersection persists
Assume q0 ∈ (0, T0 − Θˆ); let Θmid := T0−q0+Θˆ2 . For sufficiently small ￿ > 0, F￿
intersects D￿ at exactly one phase Θ#￿ < Θmid] and F ￿￿(Θ#￿ ) > 1. As ￿→ 0, Θ#￿ → Θˆ.
Proof. For illustration of the terms defined here, see Figure E.1, right.
If V˜￿(Θ0) ≥ V S then as we showed in the proof of the previous lemma, F￿(Θ0) =
T￿ −O(￿). For Θ0 < Θmid,
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D￿(Θ
0) = Θ0 + q￿ < Θmid + q￿ =
T0 − q0 + Θˆ
2
+ q￿
Using q0 < T0 − Θˆ and the continuity of T￿ and T0, it is easy to check that D￿(Θ0) is
o(1) less than T￿ for sufficiently small ￿, and the two functions cannot intersect.
If V˜￿(Θ0) < V S then as we showed in the proof of the previous lemma, F￿(Θ0) =
T￿ −R￿(V˜￿(Θ0),Θ0) +Θ0 − ￿δ, so for F￿ and D￿ to intersect, we must have
T￿ −R￿(Θ0, V˜￿(Θ0)) +Θ0 − ￿δ = Θ0 + q￿ (E.8)
R￿(Θ
0, V˜￿(Θ
0)) = T￿ − ￿δ − q￿ (E.9)
Let Θmax := T0 − q02 ; for sufficiently small ￿, R￿(Θ0, V˜￿(Θ0)) < Θmax < T0, so a spike
must occur o(1) time before T0. But for sufficiently small ￿, R￿(Θ0, V˜￿(Θ0)) is o(1)
larger than Θmid, so a spike must occur o(1) time after the pulse ends. We shall find
that this is only possible if the trajectory after the pulse follows an unstable slow
manifold very closely.
On the domain Θ0 ∈ [0,Θmax], the unstable branch V +0 (Θ) perturbs into an unstable
slow manifold V +￿ (Θ) O(￿)-close to it in C1. If V˜￿(Θ) is below or on the unstable
slow manifold, then it is trapped there until it reaches Θ = Θmax, at which point
R￿(Θ, V˜￿(Θ)) must be greater than Θmax. But if it is
√
￿ above the unstable slow
manifold, then it is
√
￿+O(￿) above the V nullcline: dVdt is O( 1√￿), and V reaches V S
in O(√￿) time. So in order to spike o(1) time after the end of the pulse, the system
must spend o(1) time within distance
√
￿ of the unstable manifold.
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In the neighborhood of the unstable manifold, all trajectories have slope close to
the negative slope of the unstable slow manifold, so V˜￿(Θ) crosses these trajectories
transversely; therefore, only one value of Θ, which we shall call Θ1￿ , will leave the
system on the appropriate trajectory after the pulse. As ￿ → 0, V˜￿(Θ) → V˜0(Θ) and
V −￿ (Θ)→ V −0 (Θ), so Θ1￿ goes to their intersection point Θˆ as ￿→ 0.
Finally, we shall prove that ddΘ |Θ1￿R￿(Θ, V˜￿(Θ)) > 1 for sufficiently small ￿. If we
consider initial phases Θ1￿ and Θ1￿ + dΘ for small dΘ, we find that V˜￿(Θ1￿ + dΘ) =
V˜￿(Θ1￿) + O(dΘ). Since V˜￿(Θ) is transverse to trajectories in the neighborhood of
the unstable slow manifold, the trajectory initialized at (Θ1￿ + dΘ, V˜￿(Θ1￿ + dΘ)) will
be O(dΘ) above the trajectory initialized at (Θ1￿ , V˜￿(Θ1￿)) after it is allowed to flow
forward to Θ = Θ1￿ + dΘ.
While these trajectories remain in the
√
￿-neighborhood of the unstable slow manifold,
they expand apart in the V -direction with positive Lyapunov exponent of o(1￿ ; by
assumption, they spend o(1) time in this neighborhood, so by the time one exits the
neighborhood, the difference between them in the V -direction is o(dΘeC￿ ) for some
positive constant C. Trajectories exit the
√
￿ neighborhood with slope o( 1√￿), so their
o(dΘe
C
￿ ) separation in the V -direction becomes a negative separation of o(dΘ
√
￿e
C
￿ )
in the Θ-direction, still exponentially large with small ￿.
By normalizing the vector field (as described in the proof of Lemma E.1), we can see
that variations in state pass from this boundary to V S with only O(1) and o(1) expan-
sion/contraction, so the resulting variation in spike time R￿(Θ, V˜￿(Θ)) is negative and
o(dΘ
√
￿e
C
￿ ); thus ddΘ |Θ1￿R￿(Θ, V˜￿(Θ)) is negative and o(
√
￿e
C
￿ ), and, for sufficiently
small ￿, is less than −2. In this region, F￿(Θ) = T￿ − R￿(Θ, V˜￿(Θ)) + Θ − ￿δ, so
F ￿￿(Θ
1
￿) = − ddΘ |Θ1￿R￿(Θ, V˜￿(Θ)) + 1 < −1.
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Lemma E.6: Non-intersection persists
Assume q0 /∈ (0, T0 − Θˆ). For sufficiently small ￿, F￿ does not intersect D￿.
Proof. (V,Θ) trajectories cannot cross, so positive pulses can only advance spike
times; therefore, F￿(Θ) > Θ. If q0 < 0, then for sufficiently small ￿, F￿(Θ) > Θ+ q￿ =
D￿(Θ), and no intersection can occur.
Assume q0 > T0 − Θˆ. For Θ0 < Θˆ and sufficiently small ￿, V˜￿(Θ0) < V +￿ (Θ0), so by
Lemma E.1, the asymptotic phase after a pulse is Θ0 +O(￿); therefore,
F￿(Θ
0) = Ξ¯￿(V˜￿(Θ
0),Θ0)− ￿δ ≤ Θ0 +O(￿) < Θ0 + q￿ = D￿(Θ0)
and no intersection can occur at Θ0 < Θˆ.
The asymptotic phase Ξ¯￿(Θ, V˜￿(Θ)) after a pulse may reach a maximum of T￿ +O(￿)
(if a spike occurs immediately upon the arrival of a pulse). For sufficiently small ￿,
q￿ < T￿ − Θˆ, so for sufficiently small ￿ and any Θ0 ≥ Θˆ,
F￿(Θ
0) = Ξ¯￿(Θ
0, V˜￿(Θ
0))− ￿δ ≤ T￿ +O(￿) < q￿ + Θˆ+O(￿) ≤ q￿ +Θ0 = D￿(Θ0)
so no intersection can occur at Θ0 > Θˆ. F￿(Θ0) is bounded o(1) away from D￿(Θ0)
for Θ0 < Θˆ and Θ0 > Θˆ, so by the continuity of F￿, no intersection can occur at
Θ0 = Θˆ.
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Our proof is complete.
Appendix F
Variations on the NG oscillator
Under some conditions, it is also possible to perform the analysis above on a system
in which s resets as a function ρ(s) of its value at each spike. One natural choice
would be
ρ(s) = s+ d. (F.1)
for some increment d. This map is used in the theta neuron with adaptation presented
in [56]. It ignores the effect of synaptic saturation, which may be justified in a regime
in which inhibitory synapses were not close to saturation. Another natural choice
would be
ρ(s) = 1 + c(s− 1) (F.2)
for some c ∈ [0, 1). In Appendix A, we show that this resetting map is a natural
simplification of the fast rise-time behavior of standard model synapses.
The choice of resetting function used in the body of this paper is equivalent to setting
c = 0; we make this choice for the simplest possible presentation of our main ideas.
When ￿ = 0, we can account for a non-trivial resetting function ρ by noting that
during the oscillator’s unforced period, it spikes at some s = bg and therefore resets
to s = ρ
￿
b
g
￿
. Thus, letting Θ denote time since a spike, we have s = ρ
￿
b
g
￿
e−Θ. We
could replace equation (3.6) with
T0 = ln
gρ
￿
b
g
￿
b

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and assign phases to spiking states based on the time it will take them to reach
the next spike after resetting. The resulting expression for asymptotic phase can be
derived from (3.7), though it is easier to read as a function of the state in (V, s)-space
rather than in (Θ, V )-space:
Ξ￿(V
0, s0) =

ln
￿
ρ( bg )
s0
￿
for s0 > bg and V
0 < V +(b− gs)
ln(
ρ( bg )
ρ(s0) ) for s
0 < bg or V
0 > V +(b− gs)
(F.3)
For s0 > ρ
￿
b
g
￿
(as would be the case after a spike evoked by a pulse), the oscillator
phase would be negative, signifying that the next spike would occur after more than
one full natural period. Preliminary work suggests that as long as pulses are not
strong enough to evoke spikes at negative phases, this complication does not change
the spike-or-forget response or the resulting phase-locking dynamics.
If we introduce reversal potentials into our model, (3.2) becomes

∂
∂ tˇV =
V 2
R + (b+ I(tˇ))(Ve − V ) + gs(Vi − V )
∂
∂ tˇs = −￿s
(F.4)
When I(tˇ) ≡ I is constant and ￿ = 0, V has two equilibria:
V ± = R
b+ gs+ I ±
￿
(b+ gs+ I)2 − 4R((b+ I)Ve − gsVi)
2
(F.5)
The qualitative results below would also hold using these as the resting potential
and threshold, though calculations based on the specific expressions for ∂∂ tˇV and V
±
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would have to be repeated using these new expressions.
Appendix G
Change of variables for LIF and QIF neurons
Any system with an asymptotically-stable limit cycle under weak forcing can be put
in form (3.19), the generic form of a type-1 forced phase oscillator, by a change of vari-
ables [96]. The oscillatory states of the forced LIF neuron and the theta neuron/QIF
neuron can also be put into this form, as shown below:
• LIF: CV˙ = −VR +b0+b+I(t), resetting from V = V S to V = V R, with b0 > 1R .
Setting Θ(V ) =
￿ V
V R
C
− vR+b0
dv, we can express this differential equation as
Θ˙ = 1 + g(Θ)(b+ I(t)), where g(Θ) :=
1
−Θ−1(Θ)R + b0
.
• QIF: CV˙ = V 2R + b0 + b+ I(t), resetting from V = V S to V = V R, with b0 > 0.
Setting Θ(V ) =
￿ V
V R
C
v2
R +b0
dv, we can express this differential equation as
Θ˙ = 1 + g(Θ)(b+ I(t)), where g(Θ) :=
1
(Θ−1(Θ))2
R + b0
Thus, the argument in the next appendix applies to the oscillatory LIF and QIF
models under any excitatory forcing.
Appendix H
Bounds on the PRC of type-1 forced phase oscillators
Here we determine the sensitivity of the period of a generic type-1 forced oscillator to
variations in tonic drive, and use it to put an upper bound on the phase response of the
oscillator to a specific non-weak input I(t). We work with the phase oscillator
Θ˙ = 1 + g(Θ)(b+ I(t)) (H.1)
where Θ is a phase variable in S1 = [0, T (0)), T (b) denotes the natural period of
(H.1) when I(t) ≡ 0 (as a function of b), g(Θ) ≥ 0 (i.e. the oscillator is type-1), and
I(t) ≥ 0 (i.e., any forcing is excitatory).
We now write expressions for the sensitivity of the natural period to drive and the
amount by which an input I(t) can shorten the period, and derive a relationship
between them. Let Θt be the flow of the system under time-varying forcing signal
I(t), initialized at Θt0 = 0 at some time t0. Let T (b, t0) denote the time (as a function
of b and t0) for Θ to go from 0 at time t0 to its next zero under forcing I(t). As t
goes from t0 to t0+T (b, t0), Θt goes monotonically and differentiably from 0 to T (0),
so Θt is invertible and differentiable with respect to t. We use this information to
change variables from t to Θ:
T (b, t0) =
￿ t0+T (b,t0)
t0
dt =
￿ T (0)
0
￿
d
dt
Θt
￿−1
dΘ
192
=
￿ T (0)
0
1
1 + g(Θ)(b+ ￿I(tΘ))
dΘ (H.2)
where tΘ is the inverse of Θt with respect to t, i.e. the time it takes to reach phase Θ
from phase 0.
We use (H.2) to compute −T ￿(0):
−T ￿(0) =− ∂
∂b
￿￿￿￿
b=0
￿ T (0)
0
1
1 + g(Θ)b
dΘ
=
￿ T (0)
0
g(Θ)
(1 + g(Θ)b)2
dΘ|b=0
=
￿ T (0)
0
g(Θ)dΘ (H.3)
We seek to put an upper bound on T (0) − T (0, t0) (the period-shortening due to
I(·)) in terms of −T ￿(0) and the charge K carried by I(t) during the interval t ∈
(t0, t0 + T (0)).
T (0)− T (0, t0) =
￿ T (0)
0
dΘ−
￿ T (0,t0)
0
dt
We change variables from Θ to t:
=
￿ t0+T (0,t0)
t0
dΘ
dt
dt−
￿ t0+T (0,t0)
t0
dt
Substituting the derivative Θ˙ = 1 + g(Θt)I(t) from (H.1),
=
￿ t0+T (0,t0)
t0
[1 + g(Θt)I(t)] dt−
￿ t0+T (0,t0)
t0
dt
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=
￿ t0+T (0,t0)
t0
g(Θt)I(t)dt (H.4)
To find an upper bound on T (0) − T (0, t0), we note that
￿f1(t), f2(t)￿ :=
￿ t0+T (0,t0)
t0
f1(t)f2(t)dt defines an inner product on nonnegative f1
and f2. Using this definition and the fact that I(t) > 0, we change (H.4) to
=￿g(Θt)
￿
I(t),
￿
I(t)￿ (H.5)
We use the Cauchy-Schwarz inequality to bound the inner product in (H.5):
T (0)− T (0, t0) ≤￿g(Θt)
￿
I(t)￿2￿
￿
I(t)￿2
=
￿￿ t0+T (0,t0)
t0
g(Θt)2I(t)dt
￿￿ t0+T (0,t0)
t0
I(t)dt (H.6)
We change variables in (H.6) using ddtΘt = 1 + g(Θ)I(t), and let tΘ be the inverse of
Θt with respect to t as before:
=
￿￿ T (0)
0
g(Θ)2I(tΘ)
￿
d
dt
Θt
￿−1
dΘ
￿￿ t0+T (0,t0)
t0
I(t)dt
=
￿￿ T (0)
0
g(Θ)2I(tΘ)
1 + g(Θ)I(tΘ)
dΘ
￿￿ t0+T (0,t0)
t0
I(t)dt
Since the numerator under the first square root is positive and the denominator is
greater than or equal to 1, the right side gets bigger when we remove 1 from the
denominator. (If g(Θ) = 0, this makes the denominator infinite, but the limit of this
integral as g(Θ)→ 0+ still exists due to the g(Θ)2 in the numerator.)
T (0)− T (0, t0) <
￿￿ T (0)
0
g(Θ)2I(tΘ)
g(Θ)I(tΘ)
dΘ
￿￿ t0+T (0,t0)
t0
I(t)dt
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=
￿￿ T (0)
0
g(Θ)dΘ
￿￿ t0+T (0,t0)
t0
I(t)dt
Substituting from (H.3):
=
￿
−T ￿(0)
￿￿ t0+T (0,t0)
t0
I(t)dt
T (0, t0) cannot exceed T (0) with g(·) > 0 and I(·) > 0, so an integral of a positive
function up to T (0) is greater than or equal to the integral up to T (0, t0).
T (0)− T (1, 0, t0) <
￿
−T ￿(0)
￿￿ t0+T (0)
t0
I(t)dt
< sup
t∗∈R
￿
−T ￿(0)
￿￿ t∗+T (0)
t∗
I(t)dt
This is the upper bound we were looking for: it limits how much the input I(t)
can shorten the interval between spikes in terms of the sensitivity of that interval to
variation in tonic drive and the charge carried by I(t) during an interval of length
T (0).
The phase response curve ∆(Θ) represents the period-shortening effect of a pulse
arriving when the oscillator is at phase Θ. The analysis above did not restrict us to
pulsatile input; however, if I(t) consists of a pulse carrying charge K beginning at
time 0, then we have
∆(Θ) < sup
t∗∈R
￿
−T ￿(0)
￿￿ t∗+T (0)
t∗
I(t)dt =
￿
−T ￿(0)√K
Appendix I
QIF neuron is not ideally-suited to CTC
We find in simulation that even the QIF neuron, a spiking oscillator like the NG
oscillator, does not necessarily phase lock with spikes immediately following pulses.
In Figure I.1, we show that weak pulses may phase lock firing with spikes occurring
almost at antiphase to the arrival of pulses. If a QIF neuron’s spikes trigger the reset
of inhibition on a local network, then a train of pulses that phase lock its firing may
arrive when the network is under significant inhibition; furthermore, even with the
inhibitory cycle phase locked to the arrival of pulses, other inputs may arrive under
significantly lower inhibition. Such a system is not well-suited for CTC. By contrast,
under the conditions discussed extensively above, the NG oscillator phase locks with
near-zero lag between pulses and spikes, optimizing CTC.
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Figure I.1: Left: A QIF neuron subjected to periodic pulsatile forcing may not phase lock
with spikes occurring immediately after pulses, as indicated by this PTC and the intersection
corresponding to a phase lock with a periodic pulse slightly faster than its natural frequency.
In a phase-locked state, pulses advance the phase into the last two-thirds of the oscillator’s
period, but not all the way to a spike. Right: The maximum time from the arrival of a
pulse to a phase-locked spike varies with the charge K carried by the forcing pulse. When
a weak pulse phase-locks spiking, pulses and spikes may occur nearly at antiphase; spikes
tend to follow stronger pulses with a smaller lag.
Appendix J
PRC code
Figure 3.9 was created using the following MATLAB code in MATLAB R2010b,
version 7.11.0.584:
tau = 10;
dt = .01;
bI = .2;
h = .2;
si0 = 1;
steps = 40;
C = 1;
Rs = [.05, .15, .45, 1.35, 4.05];
delta = 6;
trials = length(Rs);
theta = cell(trials,steps);
si = cell(trials,steps);
ti = cell(trials,steps);
Ilists = cell(trials, steps);
PRC = zeros(trials, steps);
alltimes = PRC;
pers = zeros(1, trials);
for trial = 1:trials
th = -pi;
t = 0;
s = si0;
while th<pi
t = t + dt;
th = th + dt*(1/C)*((1 - cos(th))/Rs(trial)...
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+ (1 + cos(th))*(bI - s));
s = s + dt*(-s/tau);
end
pers(trial) = t;
per = t;
alltimes(trial, :) = 0:-per/(steps-1):-per;
func =@(t) h*(t>0& t<delta*(C*sqrt(Rs(trial))));
for p = 1:steps
t0 = alltimes(trial, p);
th0 = -pi;
si0 = si0;
theta{trial, p} = [th0];
si{trial, p} = [si0];
ti{trial, p} = [t0];
while theta{trial, p}(end)<3*pi
ti{trial, p}(end+1) = ti{trial, p}(end) + dt;
Ilists{trial, p}(end+1) = func(ti{trial, p}(end));
theta{trial, p}(end+1) = theta{trial, p}(end)...
+ dt*(1/C)*((1 - cos(theta{trial, p}(end)))/Rs(trial)...
+ (1 + cos(theta{trial, p}(end)))...
*(bI + Ilists{trial, p}(end) - si{trial, p}(end)));
si{trial, p}(end+1) = si{trial, p}(end)...
+ dt*(-si{trial, p}(end)/tau);
if theta{trial, p}(end-1)<pi && theta{trial, p}(end)>pi
si{trial, p}(end) = 1;
end
end
PRC(trial, p) = 2*pers(trial) - ti{trial, p}(end)...
+ alltimes(trial, p);
end
end
figure()
plot(-alltimes’/tau, PRC’/tau)
xlabel(’\Theta’, ’Fontsize’, 16)
ylabel(’\Delta_\epsilon(\Theta)’, ’Fontsize’, 16)
hold on
plot(-alltimes’/tau, ones(size(alltimes’)).*log(1+(h/bI)), ’g’)
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plot([log(1/(h+bI)), log(1/(h+bI))], [0, 1.2], ’k’)
legend(’R = .05 (\epsilon = .022)’, ’R = .15 (\epsilon = .039)’,...
’R = .45 (\epsilon = .067)’, ’R = 1.35 (\epsilon = .12)’,...
’R = 4.05 (\epsilon = .20)’)
Figure 3.10 was created using the following MATLAB code in MATLAB R2010b,
version 7.11.0.584:
tau = 10;
dt = .01;
bI = .2;
h = .4;
si0 = 1;
steps = 100;
R = 1;
C = .1;
trials = 2;
theta = cell(trials,steps);
si = cell(trials,steps);
ti = cell(trials,steps);
Ilists = cell(trials, steps);
PTC = zeros(trials, steps);
alltimes = PTC;
pers = zeros(1, trials);
for trial = 1:trials
th = -pi;
t = 0;
s = si0;
while th<pi
t = t + dt;
th = th + dt*(1/C)*((1 - cos(th))/R...
+ (1 + cos(th))*(bI - s));
s = s + dt*(-s/tau);
end
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pers(trial) = t;
per = t;
alltimes(trial, :) = 0:-per/(steps-1):-per;
funcs ={@(t) h*.8*(t<0 & t>-2), @(t) h*(t>-2).*exp(-(t+2)/3)};
for p = 1:steps
t0 = alltimes(trial, p);
th0 = -pi;
si0 = si0;
theta{trial, p} = [th0];
si{trial, p} = [si0];
ti{trial, p} = [t0];
func = funcs{trial};
while theta{trial, p}(end)<pi
ti{trial, p}(end+1) = ti{trial, p}(end) + dt;
Ilists{trial, p}(end+1) = func(ti{trial, p}(end));
theta{trial, p}(end+1) = theta{trial, p}(end)...
+ dt*(1/C)*((1 - cos(theta{trial, p}(end)))/R...
+ (1 + cos(theta{trial, p}(end)))...
*(bI + Ilists{trial, p}(end) - si{trial, p}(end)));
si{trial, p}(end+1) = si{trial, p}(end)...
+ dt*(-si{trial, p}(end)/tau);
end
PTC(trial, p) = pers(trial) - ti{trial, p}(end);
end
end
figure()
subplot(5, 1, 1:3)
plot(-alltimes’/tau, (PTC’+alltimes’)/tau)
xlabel(’\Theta’, ’Fontsize’, 16)
ylabel(’\Delta_\epsilon(\Theta)’, ’Fontsize’, 16)
subplot(5, 1, 4:5)
t = -4:.01:20;
plot(t/tau, [funcs{1}(t)’, funcs{2}(t)’])
ylim([0, .6])
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