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Abstract
Seasonal and spatial patterns of storm structure (storm duration, storm intensity, interar-
rival times, and correlation between these descriptors) are analyzed for the continental
United States. The probabilistic distributional aspects of these precipitation character-
istics are investigated, and furthermore related to climatic regimes and precipitation
formation mechanisms. Fifteen years of hourly precipitation records, collected at 174
rain gauge stations across the forty-eight contiguous states, are first separated into inde-
pendent events using two different methods. The first method assumes the occurrence of
storm events is characterized by a Poisson process, and that the minimum time between
independent storm events is exponentially distributed with a coefficient of variation equal
to one. The population of rainless periods between storm events may be described by a
mixed probability distribution. The second method utilizes the idea that a plot of the log
of the cumulative probability of rainless periods versus time, has a linear dependence
for those periods greater than or equal to the minimum time between storms. After the
identification of independent storm events, the distributional aspects of storm intensity,
duration and depth are investigated. Storm duration and intensity, which are commonly
assumed to be exponentially distributed do not exhibit the characteristics of exponential
distribution. The shape parameter of the gamma distribution, used to describe storm
depth, exhibits remarkable consistency in its value across both space and time. The
correlation between storm intensity and storm duration varies with both season and
geography.
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Chapter 1
Introduction
1.1 Remote sensing of precipitation
As modern hydrology and other earth sciences advance toward the use of space-borne
sensors to collect frequently sampled observations of atmospheric and surface variables,
a new era will be defined in the analysis of hydrologic processes. The management
and forecasting of hydrologic conditions will be revolutionized. In anticipation of the
launch of a new set of sensor platforms in the mid 1990's, the Earth Observing System,
new research investigations are needed to improve the calibration and bias correction of
these sensors.
The Earth Observing System is the most recent attempt to estimate precipitation
from remotely-sensed data, an effort which has been ongoing since the beginning of
orbiting satellite technology. Techniques used to detect precipitation can be divided into
two methods, indirect and direct. The various indirect methods rely on a correlation
between visible and infra-red cloud imagery from geosynchronous satellite, and tropical
precipitation events. Such precipitation is almost always associated with deep convective
clouds[2]. For example, one such study estimated monthly rainfall in the tropical Pacific
based upon the frequency of highly reflective cloud. Highly reflective cloud being
subjectively defined as areas of bright cloudiness with a radius equal to or greater than 2
degrees of latitude (Kalinsky and Ramage, 1976 as cited in Arkin and Ardanuy, 1989).
These high clouds are considered to be developed and mature, cumulus convection
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towers with associated large surface rain volumes.
Direct rainfall estimation is based upon the effects of precipitation sized hydromete-
ors on passive microwave radiation, observed by sun-synchronous or orbiting satellite.
The earth radiates passive microwaves into space, and this radiation is altered by emis-
sion, absorption and scattering. Both absorption and scattering of microwaves occur
when these waves encounter hydrometeors. Algorithms to estimate precipitation are
developed from either the absorptive or scattering properties of the hydrometeors. Both
of these techniques have flaws. Both are subject to large uncertainties due to limited
measurements and approximations. Rainfall is often underestimated, and the diurnal
cycle is poorly captured. Improvements in precipitation estimation by remote-sensing
techniques will most likely require an integration of the direct and indirect methods[2].
Current hydrologic applications occur at considerably smaller scales than those of
remotely sensed precipitation, which is averaged over both time, and an area of tens
to hundreds of square kilometers. The scale of the remotely sensed data is due to
coarse satellite footprints as well as sampling problems. For example, microwave data
provide a good physical connection to the rainfall process, but have poor temporal
sampling of the diurnal cycle. One effort to combine satellite, rain gauge, and numerical
weather prediction output produced rainfall fields with nearly global coverage of monthly
rainfall[l]. Chang et al (1993) describe the estimation of oceanic precipitation, again on
a monthly basis, over an areal resolution of at best 15 by 13 kilometers. Precipitation
estimates at these time scales are too gross for many hydrologic applications.
The new EOS sensors will also be taking measurements at coarse spatial scales.
Figure 1 - 1 provides a schematic of the satellite footprint. Again, it is expected that
precipitation estimates of any particular area will be available only on a monthly basis.
To eventually disaggregate the coarse resolution estimates, an initial characterization
of the temporal and spatial structure of precipitation is needed. Storm statistics, such
as storm duration and intensity or the probability of no rain, which are derived from
surface observations, will in time be used to develop an algorithm for the disaggregation
of coarse-resolution, remotely-sensed observations.
15
Figure 1-1: NASA Earth Observing System (EOS). Representation of the satellite foot-print and its daily trajectory.
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1.2 Probabilistic modeling of precipitation
To analyze surface observations of precipitation intensity, statistical models are com-
monly used. Several different models have been utilized to describe intermittent precip-
itation events. These include the Poisson Rectangular Pulses model, the Neyman-Scott
Rectangular Pulses model, and the Bartlett-Lewis Rectangular Pulses Model[6, 13]. The
Poisson Rectangular Pulses model assumes a sequence of rainfall events whose arrival
is governed by a Poisson process. Each rainfall pulse has an intensity and duration
which are assumed to be independent random variables that follow exponential den-
sity functions[13]. The Bartlett-Lewis and Neyman-Scott Rectangular Pulses models
are clustered point process models. Storm arrivals are again governed by a Poisson
process, however each storm event is now comprised of a random number of cells.
Each cell is a rectangular pulse, with duration and intensity assumed to be exponentially
distributed[1 1].
Estimated parameters of these models may be used to characterize the synoptic cli-
matology and storm structure of regional precipitation. Hawk and Eagleson (1992)
estimated the parameters of these two models based upon forty years of hourly precip-
itation data, from 75 stations across the United States. They found that generally for
the Bartlett-Lewis Rectangular Pulses model, the winter storms could be described as
having many cells of low intensity. Summer storms were more likely to have few cells
of high intensity. Islam et al (1990) in an analysis of data from the Arno River basin
describe the effect of orography on storm structure. They too observed summer storms
comprised of a few, intense, short duration cells. Winter storm events are generally
longer and of lower intensity. However these storms are comprised of one or a few
cells, which have a duration on the scale of synoptic systems. It is likely that the Italian
orography contributes to the merging of cells into one long duration cell.
This work is one step toward building a climatology of storm structure statistics. It
is a continuation of the Hawk and Eagleson 1992 work, and examines the distributional
characteristics of storm parameters. It also is an attempt to determine if precipitation
events actually exhibit the behavior attributed to them by the afore-mentioned models.
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Underlying these models are very fundamental assumptions concerning the statistical
distributions that describe precipitation events. Eagleson (1978) assumes exponentially
distributed storm intensity and duration in the formation of the Poisson Rectangular
Pulses Model. Grayman and Eagleson (1969) as cited in Eagleson (1978) also observe
storm duration and intensity to be exponentially distributed. Eagleson (1978) selects the
gamma distribution to describe storm depth because it provides a good fit to observations,
and is analytically tractable. Crovelli (1971) as cited in Waymire and Gupta (1987)
introduces a bivariate gamma density for the joint density of rainfall depth and duration.
Rainfall is measured as an accumulated process over some time period, an hour or
a day. The estimation of the parameters of a model are dependent upon the time scale
chosen for the accumulation period. Parameters estimated at a particular scale cannot be
transferred to a scale at which the model is invalid. The clustered point process models
seem to preserve storm characteristics at different levels of aggregation better than does
a simple Poisson Rectangular Pulses model[ 13].
1.3 Observed precipitation
If one wishes to estimate average storm characteristics from a rainfall record, it is nec-
essary to determine independent storm events. This is complicated by the problem of
intermittency. Short periods of no rain between periods of rain, may lead to the false
conclusion that these periods of rain are from the same storm event. Long periods
of no rain would correspondingly lead to the assumption of independent storm events.
Restrepo-Posada and Eagleson (1982) have developed a method of identifying indepen-
dent storm events which is utilized in this work. This method results in the identification
of those storm events that contain periods of no rain, or intermittent rainfall. In this work
we introduce an alternative to this method of storm separation. The two procedures are
compared, and their relative advantages are discussed.
This study makes use of data collected by the National Climate Data Center, and
prepared and distributed by EarthInfo[7]. Fifteen years of hourly precipitation data,
from 1971 through 1985 have been collected from approximately 2500 sites across the
18
Figure 1-2: Geographical distribution of 174 rain gauge stations
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country. From this original set of stations a final set of 174 stations was chosen. To
determine these 174 stations the percentage of missing data for any month, for the entire
fifteen years, is calculated. That data which is considered missing is made up of two
components. One component is observations that are actually missing. The second
component results from the treatment of accumulated data. In certain cases hourly
precipitation measurements are not available. However an accumulated precipitation
amount, gathered over multiple hours is available. If the accumulation period is greater
than twenty-four hours those observations are considered missing data. Only those
stations with less than five percent missing data for any set of fifteen months is accepted.
This produces the final set of 174 stations located throughout the 48 contiguous states.
A list of the 174 stations is provided in Appendix A, and they are graphically displayed
in Figure 1- 2. The distribution of stations across the United States seems to adequately
represent all climatic regions within the continental United States.
The data for this study is analyzed in a seasonal framework. Winter runs from De-
cember through February, spring from March through May, summer from June through
19
August, and autumn consists of September through November. Since the winter season
extends over the change in calendar year only fourteen seasons of data are captured.
The months of January and February in 1971, and December, 1985 are excluded from
the analysis.
20
Chapter 2
Determination of Independent
Precipitation Events
The study of precipitation event data is wholly dependent on the identification of statisti-
cally independent events. A stochastic representation of intermittent precipitation usually
relies upon the selection of appropriate probability density functions for the components
of storm events and storm arrivals. The calculation of basic storm measures such as
storm duration or intensity requires the demarcation of independent rainfall events. Here
we focus on the record of hourly precipitation and its separation into statistically inde-
pendent events.
The occurrence of storm events is generally characterized as a Poisson process. A
Poisson process describes the random arrival of independent instantaneous events. These
events occur along a continuous time axis with a constant average rate of occurrence.
The Poisson distribution defines the probability of x arrivals in time t as
(At)-e--t
p(x) = (2.1)
In Equation (2.1) A equals the average arrival rate. With storm arrivals characterized
by a Poisson process one can derive information about the interarrival times between
independent rainfall events.
This derivation follows the work of Benjamin and Cornell (1970). If the time to the
21
first arrival is t, then the probability that there are no arrivals within time t is
p(o) e t (2.2)0! e
This expression also equals
p(O) = 1 - FT(t) (2.3)
where FT(t) is the cumulative distribution function evaluated at time t. Combining
Equations (2.1) and (2.3), and noting that the derivative of the cumulative distribution
function is the probability density function results in the following.
dFfT(t) = Ae t (2.4)
This probability distribution function for the first arrival, or interarrivals in general, is the
exponential distribution. Thus the interarrival times of a Poisson process are independent
and exponentially distributed with a mean equal to 1/A, and a variance equal to 1/A2 .
This information may be used to identify independent rainfall events. One may
expect that the time between the completion and the start of independent rainfall events
will be as well described by an exponential distribution as the interarrival times, the
time between starts, because for a true exponentially distributed Poisson process, the
origin of the arrival times is arbitrary. The only concern is that the product of the mean
arrival rate and mean storm duration be small, much less than one.[12]
However not all naturally occurring rainless periods that fall between periods of
rain are exponentially distributed. Included in this group are short rainless periods that
separate dependent rainfall events. These rainless periods are less than a minimum time
which is needed to pass between independent rainfall events. For the sample of rainless
periods truncated at only those values greater than or equal to this minimum time, the
resulting distribution of rainless periods will be exponential. It is important to note
that the probability density function in Equation (2.4) has a minimum time between
independent storms of zero. However, when discretizing the actual continuous rainfall
process this conceptualization is needed. It is best described in Figure 2 - 1. Part A
22
illustrates the actual rainfall process. Part B shows the discretized model of this process
with averaged rainfall intensity. One must remember, as is depicted in part C, that each
storm has imbedded periods of no rain. These pulses of rain are statistically dependent.
This division of the sample of time between storms will be analyzed by two different
methods of determining the minimum time between independent storms, tbmi,. The first
method will be referred to as the coefficient of variation method, the second as the
breakpoint regression method. The coefficient of variation method follows the work of
Restrepo-Posada and Eagleson (1982). An exponential distribution is characterized by
an equal mean and standard deviation, and thus a coefficient of variation equal to one.
fL = 1/A (2.5)
= 1/A (2.6)
CV a/p = 1 (2.7)
To test the sample of rainless periods for exponentiality, one begins with the entire
sample and progressively truncates the sample, removing rainless period observations
less than a specified time t. At each step the coefficient of variation of the remaining
rainless period observations is calculated. The sample of observations containing values
greater than or equal to t, which has a coefficient of variation equal to one determines
the minimum time between independent storm events. T equals tbmin.
Even though a coefficient of variation equal to one is not a strictly sufficient test
of exponentiality, other distributions also exhibit this property, it is argued that it is a
satisfactory criterion based upon the observed exponential-like behavior of storm data.
There are shortcomings to the coefficient of variation method. It requires some gross
simplifications of the actual rainfall process. First, it assumes that storm events are
instantaneous. Storms of finite duration may overlap into the next time interval, and
thereby decrease the effective length of that interval and the probability of another storm
arrival. The ratio of average storm duration to the average time between storms is a
measure of the validity of the instantaneous storm assumption. If the ratio is small the
23
Figure 2-1: Idealization and model discretization of rainfall process
TIME
A Actual Continuous Process
TIME
B Discretized Model
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assumption is valid[6]. Secondly it does not allow for overlapping storm events. The
very nature of the method truncates the distribution of rainless periods at tb,i,, leaving
an incomplete or shifted exponential distribution lacking any values less than tbmin.
The second method utilized to identify independent storms is now introduced. The
population of rainless periods between storm events may be described as a mixed prob-
ability distribution. Those periods equal to or greater than the minimum time between
independent storms are exponentially distributed, while those times less than tbmin are
described by another arbitrary distribution. Thus a plot of the semi-log of the cumula-
tive probability of rainless periods versus time has a linear dependence for those periods
greater than or equal to tbmin. Those times less than the minimum time between inde-
pendent storms would not follow this linear relationship. The breakpoint in this plot
would indicate the minimum time between independent storms. Figure 2 - 2 depicts the
breakpoint for the rainless periods observed at Norfolk, VA during the autumn season.
The breakpoint occurs at 8 hours. Rainless periods greater than 8 hours are described
well by a linear relationship.
To determine this breakpoint a stepwise two-phase regression is utilized.[14, 10] Two
separate linear pieces are fit to the data. These pieces each have a unique slope. Their
meeting point moves progressively along the x-axis. At each meeting point the two-phase
regression is executed, and the sum of the squared error (a measure of goodness-of-fit)
is calculated for each piece. The set of regressions with the minimum total squared
error is considered the best regression fit, and the meeting point of the two pieces is
considered the minimum time between independent storms.
The regression breakpoint method is also prone to error. Its greatest fault seems
to be the result of extreme values of observed rainless periods. When plotting the
cumulative probability function these extreme values place large weight toward the end
of the curve. This drives the breakpoint to unrealistically high values of the minimum
time between independent storms. Figure 2 - 3 illustrates this failing. The breakpoint
is identified as 132 hours at Houston, TX during the summer season. Since this is a
semi-log plot of the cumulative probability, actual observations of a rainless period are
indicated by a change in the value of the cumulative probability. Horizontal sections of
25
Figure 2-2: Identification of tbmin at Norfolk, VA during the autumn season, using the
regression breakpoint method. The breakpoint is determined to be 8 hours.
1.0
Time Between Rinfoll Events
the plot represent only one observation of a rainless period. However, approximately
15 observations of rainless periods greater than 300 hours are capable of driving the
breakpoint to 132 hours, a physically unrealistic value. To counteract this effect the
two-phase regression methodology is implemented on a truncated data set that contains
values of rainless periods only as high as 120 hours. From the previous determination
of t.in by the coefficient of variation method, tbmin is expected to be much less than
120 hours. This corrects the problem and produces much more physically reasonable
values of tbmin; 24 hours in the case of Houston, TX.
These two different methodologies are used to calculate the minimum time between
independent storms, at each station for every season of the year. The coefficient of
variation method produces maximum values in the Southwest and California, as can be
seen in Figures 2 - 4 through 2 - 7. In Figure 2 - 6 autumn exhibits the largest tbmin,
with values as high as 3 days. In general minimum values fall in the East, shown in
Figure 2 - 7, with some values less than 5 hours, and again the autumn season has thei   - , it   l s l ss t   ,  i  t  t  s s  s t
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Figure 2-3: Identification of tbmin at Houston, TX during the summer season, using the
regression breakpoint method. A few extreme observations of rainless periods result in
an unrealistic breakpoint of 132 hours.
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Figure 2-4: Tbmin during the Spring months determined using the coefficient of variation
method. Maximum values occur in the Southwest.
highest values, exhibiting in Figure 2 - 6 values of tbmin as large as 8 hours.
The breakpoint regression method produces results similar to those of the CV method.
In general the values of tbmin are slightly less than for the CV method. Maximum values
occur west of the Rocky Mountains, with summer, Figure 2 - 9, exhibiting values of
tbmin as large as 2 days, and autumn, Figure 2 - 10, exhibiting values as large as 1
day. The breakpoint regression values of tbmin produce smoother fields in the North and
East compared to the CV method. The smoother fields are demonstrated best in Figures
2 - 10 and 2 - 11. The spatial patterns of values are very similar for both of these
methods, even though the absolute values differ.
An additional comparison of the results of the two methodologies can be found in
the following four scatter plots, Figures 2 - 12 through 2 - 15. For each of the seasons
the value of tbmin at each station is plotted, breakpoint method versus coefficient of
variation method. Generally the high values of tbmin produced by the coefficient of
variation method are not present in the breakpoint regression method. This is true of all
seasons except winter. In winter the breakpoint regression method produces anomalously
28
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Figure 2-5: Tbmin during the Summer months determined using the coefficient of varia-
tion method. Maximum values occur along the California - Nevada border.
Figure 2-6: Tbmin during the Autumn months determined using the coefficient of varia-
tion method. Annual maximum occur in this season in the Southwest.
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Figure 2-7: Tbmin during the Winter months determined using the coefficient of variation
method. Annual minimum occur in this season in the East and North.
Figure 2-8: Tbmin during the Spring months determined using
method. Maximum values occur in the Southwest.
the breakpoint regression
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Figure 2-9: Tbmi during the Summer months determined using the breakpoint regression
method. Annual maximum occur in this season in the Southwest.
Figure 2-10: Tbmin during the Autumn months determined using the breakpoint regres-
sion method. Smoother fields occur in the East.
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Figure 2-11: Tbmin during the Winter months determined using the
method. Smoother fields occur across the country.
breakpoint regression
high values of tbmin at 10 stations. Nine of these stations are located from northern New
Jersey into New England, and the 10th is located in Yakima, Washington.
The hourly precipitation record is now separated into independent storm events using
the minimum time between storms. A period of rain qualifies as an independent storm
event if it is both preceded and succeeded by at least this minimum time. Independent
storm events are identified at every station, for every season, using the appropriate tbmin.
Contour maps of the number of storms in each season appear in Figures 2 - 16 through
2 - 23. The number of independent storms produced by the coefficient of variation
method depicts a general trend of a low number of storms in the Southwest, and a
high number of storms in the Northeast and around the Great Lakes. This is consistent
with the determination of tbmin, which indicated a high tbmin in the Southwest and a
low tbmin in the Northeast. One would expect approximately an inverse relationship
between tbmin and the number of independent storms. The number of independent
storms generally increases from west to east. The minimum number of storms can be
32
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seen in the west during the summer season, with as few as 50 storms over the 15 year
period. Five hundred to seven hundred storms occur in the Northeast over the fourteen
winter seasons.
The number of independent storms produced by the breakpoint regression method
generally displays a much smoother field than that determined by the coefficient of
variation method. During the summer season the number of storms ranges from 50 in
California and parts of the Pacific Northwest, to 300 in the Midwest and much of the
East, as compared to 50 throughout California, to 600 in the Great Lakes region and
Northeast, for the coefficient of variation method. The maximum number of storms in
the winter is 500 in the Ohio Valley and Northeast for the breakpoint regression method,
and 700 in the Northeast for the coefficient of variation method. The greater smoothness
in the number of independent storms using the breakpoint regression method is most
likely explained by the insensitivity of storm identification to the exact value of tbmin.
The range in values of the breakpoint regression tbmin is much smaller than the range
of values determined by the coefficient of variation method. Thus if the gaps between
periods of rain are large this will smooth the effect of small variations in tbmin. If the
time between rain bursts is 24 to 36 hours, differences in the regression breakpoint tbm,i
of 7 to 15 hours will have little impact on the number of independent storms identified,
however differences in the coefficient of variation tb,in of 5 to 30 hours will have a
much more significant impact.
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Figure 2-16: Number of storms during the 15 spring seasons, determined by the coeffi-
cient of variation method. Fewer storms occur in the Southwest.
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Figure 2-17: Number of storms during the 15 summer seasons, determined by the
coefficient of variation method. Fewest storms of any season occur during the summer
in California.
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Figure 2-18: Number of storms during the 15 autumn seasons, determined by the co-
efficient of variation method. The number of storms generally increases from west to
east.
38
Figure 2-19: Number of storms during the 14 winter seasons, determined by the coeffi-
cient of variation method. Annual maximum occur during the winter in the Northeast.
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Figure 2-20: Number of storms during the 15 spring seasons, determined by the break-
point regression method. The contour fields are smoother using this method.
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Figure 2-21: Number of storms during the 15 summer seasons, determined by the
breakpoint regression method. The range of the number of storms is smaller using this
method.
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Figure 2-22: Number of storms during the 15 autumn seasons, determined by the break-
point regression method. Smoother fields are produced with this method.
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Figure 2-23: Number of storms during the 14 winter seasons, determined by the break-
point regression method. Maximum number of storms is less extreme with this method.
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Chapter 3
Distributional Aspects of Storm
Parameters
With independent storm events identified we turn to the analysis of the distributional
aspects of storm structure parameters. Do parameters such as storm duration and storm
intensity conform to their expected distributions? It is fairly well accepted that storm
intensity and storm duration are exponentially distributed, and storm depth is gamma
distributed[15, 13, 6]. The first parameter we examine is storm duration. Hawk and
Eagleson (1992) estimate the mean storm duration, intensity and depth. In this thesis,
their work is extended to test for the distribution of these parameters.
3.1 Storm Duration
Precipitation modelers commonly make use of an exponential distribution to characterize
storm duration[13, 61. Storm duration is measured in hours for the data set we are using.
If storm duration is exponentially distributed one would expect the coefficient of variation
of the sample storm durations to be close to one. This is a necessary condition for an
exponential distribution, however not a sufficient one. The coefficient of variation of the
duration random variable is calculated at each station. The calculations are performed
for storms identified by both the regression breakpoint method and the coefficient of
variation method. For both of these methods the coefficient of variation is generally
42
equal to one. Here we report estimates based on the breakpoint methodology of storm
separation. During the spring season the value of the coefficient of variation ranges from
0.9 to 1.3, as seen in Figure 3 - 1. The values higher than one occur primarily west of
the Mississippi River. The summer months displayed in Figure 3 - 2, show the most
deviation from one, for both of the methods of independent storm identification. Values
as high as 1.5 and 1.6 are apparent. These extreme values are seen in the Southeast, in
the Rocky Mountain region, and in the western plains.
During the autumn months a divergence between the results for the breakpoint regres-
sion method, and the coefficient of variation method occurs. The coefficient of variation
of the sample storm durations does not follow the same geographic trend in this season.
The breakpoint regression method in Figure 3 - 3, exhibits values for the coefficient of
variation of storm duration of 1.2 and 1.3 throughout the southern third of the country,
and in the plains states. The coefficient of variation method has occurrences of extreme
values primarily in the Rocky Mountains and in Texas. Much of the rest of the country
exhibits values of 1.0 or 1.1. The winter season in Figure 3 - 4, shows a return to a
similar trend in the coefficient of variation of sample duration across the two methods.
In each case the coefficient of variation is very close to one in the eastern half of the
country, and slightly higher than one in the western third of the country. In general the
calculated value of the coefficient of variation of the sample storm duration conforms
well to the expectation of a value of one for both methods of independent storm iden-
tification. The greatest divergence from this expectation occurs in the summer months,
which produce values as high as 1.5 and 1.6. This indicates the possibility of hyperbolic
(or super-exponential) distribution of storm duration. During the summer seasons, there
is a relative abundance of short bursts of rainfall associated with convective activity in
the plains east of the Rockies.
Rainless periods within storms, the intermittency structure, may cause biases in the
estimates. The independent storm events contain periods in which no rain occurs, these
periods being shorter than the appropriate tbmin, so the duration of an independent storm
event is lengthened by these periods. We have chosen to also examine the characteristics
of storm duration with these rainless periods removed. Maps of the coefficient of varia-
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Figure 3-1: Coefficient of Variation of storm duration during the spring season, for
storms determined by the breakpoint regression method. Calculated values are generally
close to one.
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Figure 3-2: Coefficient of Variation of storm duration during the summer season, for
storms determined by the breakpoint regression method. The most extreme values occur
in this season in the Southeast and much of the West.
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Figure 3-3: Coefficient of Variation of storm duration during the autumn season, for
storms determined by the breakpoint regression method. Maximum values occur in the
plains and across the South.
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Figure 3-4: Coefficient of Variation of storm duration during the winter season, for
storms determined by the breakpoint regression method. Values are generally close to
one, ranging from 0.9 to 1.2.
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tion with rainless periods removed, for storms determined by the regression breakpoint
method can be found in Figures 3 - 5 through 3 - 8. The independent storm events
remain as initially identified. The only alteration to the data is the removal of periods
in which no rain occurs from within the storm duration. The storm duration decreases,
the storm depth remains the same, and necessarily the storm intensity increases. This
change should have a greater impact on those areas with a large tbmin, because those ar-
eas would most likely have the greatest incidence of rainless periods within independent
storm events.
After removing the rainless periods, the coefficient of variation of storm duration is
again calculated. For every season the coefficient of variation is now much closer to
one. In the spring and winter months, Figures 3 - 5 and 3 - 8, values of the coefficient
are very close to one, falling in a range between 0.9 and 1.1. The summer and autumn
seasons, shown in Figures 3 - 6 and 3 - 7, exhibit values only as high as 1.2, and the
majority of values fall between 0.9 and 1.0. Evidently the removal of rainless periods
from independent storm events produces a relatively greater reduction in the standard
deviation of storm duration than in the mean of storm duration, and thus produces a
lower coefficient of variation. The reduction in the standard deviation probably results
from the reduction in duration of a few long duration storms, without having a significant
affect upon the duration mean. A few storms with a relatively long tbmin may consist
of periods of rain, followed by a period of no rain of duration shorter than tbmin, and
then another period of rain. The removal of the rainless periods shortens the duration
of the longer storms. However, since the majority of storms are of shorter duration, this
reduction in duration of a few storms has little affect upon mean storm duration.
3.2 Storm Intensity
The next parameter we analyze is storm intensity. Storm intensity is a measure of the
instantaneous rate of precipitation in millimeters per hour. It is calculated as the total
storm depth divided by the storm duration, and measures the average rate of precipitation
over the entire storm duration. Storm intensity is generally assumed to be characterized
48
Figure 3-5: Coefficient of Variation of storm duration during the spring season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. Values are generally less than those of original data and fall
in a very tight range around one.
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Figure 3-6: Coefficient of Variation of storm duration during the summer season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. Extreme values during the summer have been significantly
reduced. Values now range from 0.9 to 1.2.
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Figure 3-7: Coefficient of Variation of storm duration during the autumn season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. Values are generally closer to one, ranging from 0.9 to 1.2.
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Figure 3-8: Coefficient of Variation of storm duration during the winter season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. The majority of values are either 0.9 or 1.0.
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by an exponential distribution[13, 6, 15]. If that is the case, one would expect the
coefficient of variation of storm intensity to be close to one. As in the case of storm
duration, we calculate the coefficient of variation of storm intensity at every station, for
storms identified by both the breakpoint regression method and coefficient of variation
method. The occurrence of intermittency within a storm event can lead to a relative
abundance of low storm intensities. Since storm intensity is calculated as described
above, periods of no rain within a storm event increase the storm duration, but not the
storm depth, resulting in reduced storm intensities. The calculation of storm intensities
with rainless periods removed produces a new conditional statistic, the storm intensity
given that it is precipitating.
The range of values for the coefficient of variation of storm intensity has a much
larger spread than for storm duration. Also, values tend to be greater than one, indicating
a relative deficit of higher intensity events when compared to exponential distributions.
This is true for both methods of storm identification. Contour maps of the coefficient
of storm intensity, for storms determined by the breakpoint regression method, can be
found in Figures 3 - 9 through 3 - 12. During the spring season, as shown in Figure
3 - 9, values range from 0.7 to 1.4. The extreme high values occur primarily in the
northern plains and Texas, while the extreme low values occur in the Pacific Northwest
and desert Southwest. The summer months in Figure 3 - 10 exhibit the largest values.
The value of the coefficient of variation of storm intensity is greater than one for almost
the entire country during the summer. Values as high as 1.7 and 1.8 are found in the
Northwest and in the Rocky Mountains. Both methods of storm identification exhibit
this geographic pattern.
The autumn months, shown in Figure 3 - 11, produce slightly lower values of the
coefficient of variation of storm intensity. The maximum values are 1.5 to 1.6, and occur
in the Southeast, central plains and the Rocky Mountains. The coefficient of variation
method of storm identification produces values close to one in the Northeast and West.
This pattern is not seen in the values produced by the breakpoint regression method.
The winter season in Figure 3 - 12 exhibits values of the coefficient of variation of
storm intensity much closer to one. For both methods of storm identification, values
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Figure 3-9: Coefficient of Variation of storm intensity during the spring season, for
storms determined by the breakpoint regression method. The northern plains and Texas
exhibit maximum values.
I
range from 0.7 to 1.0 over most of the country. Sporadic occurrences of values as high
as 1.2 and 1.3 are present, but infrequent.
In general the coefficient of variation of sample storm intensity diverges significantly
from one. The most extreme example of this is the summer season which exhibits values
as high as 1.8. In every season one observes nearly the same geographic pattern of values
for both methods of storm identification. On average however, values of the coefficient
of variation of storm intensity for the breakpoint regression method are higher than for
the coefficient of variation method. This is a result of the breakpoint regression method
having shorter storm events of higher intensity. The generally lower values of tin for
the breakpoint regression method produce the shorter storm events.
The large divergence from one, of the coefficient of variation of storm intensity leads
to questions about the characterization of storm intensity with an exponential distribution.
A large occurrence of low storm intensities is a result of rainfall intermittancy. Periods
of no rain within a storm event lengthen its duration without an increase in storm depth,
54
Figure 3-10: Coefficient of Variation of storm intensity during the summer season, for
storms determined by the breakpoint regression method. Annual maximum values occur
in this season, primarily west of the Mississippi.
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Figure 3-11: Coefficient of Variation of storm intensity during the autumn season, for
storms determined by the breakpoint regression method. Maximum values occurs in the
Southeast, central plains, and Rocky Mountains.
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Figure 3-12: Coefficient of Variation of storm intensity during the winter season, for
storms determined by the breakpoint regression method. Most of the country exhibits
values between 0.7 and 1.0.
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producing lower storm intensities. This is consistent with the summer season exhibiting
the largest values of the coefficient of variation of storm intensity. Summer rainfall is
often the product of convective processes which lead to spotty rain and highly variable
storm durations. Again we remove the rainless periods from the storm observations and
analyze the resulting storm intensities. Some might consider the data that includes only
those periods when rain occurs a more pure measure of storm intensity.
For all seasons depicted in Figures 3 - 13 through 3 - 16, the coefficient of variation
of storm intensity, with rainless periods removed, is significantly reduced. The resulting
values of the coefficient of variation are lower, but the range of values about the value
one is not reduced. The removal of rainless periods merely shifts the values downward.
The geographic patterns in the values remain relatively constant for all seasons, when
one compares the contours for the original storm data and the data with rainless periods
removed.
In the spring season, Figure 3 - 13, the majority of values fall between 0.7 and
1.1, while the original values fall between 1.0 and 1.4. The summer months, shown in
Figure 3-14, which previously exhibited values as high as 1.8, now with rainless periods
removed have a majority of values between 1.0 and 1.4. The value of the coefficient of
variation of storm intensity for the autumn season, exhibited in Figure 3 - 15, shifts to
a range of 0.8 to 1.3, from a range of 1.0 to 1.6. The winter season, displayed in Figure
3 - 16, now produces a majority of values less than one, where before its values ranged
from 0.7 to 1.2. On average, the removal of rainless periods from the storm data shifts
the coefficient of variation of storm intensity lower.
3.3 Goodness-of-Fit Tests
The deviation of the coefficient of variation of both storm duration and storm intensity
from the expected value of one, motivates a further investigation into the appropriateness
of using the exponential distribution to describe these storm parameters. Tests of expo-
nential distribution in Sections 3.1 and 3.2 relied on the coefficient of variation being
near one. While this is a necessary condition for an exponential distribution it is not
58
Figure 3-13: Coefficient of Variation of storm intensity during the spring season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. Most values fall between 0.7 and 1.1.
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Figure 3-14: Coefficient of Variation of storm intensity during the summer season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. The original extreme values of summer are significantly re-
duced.
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Figure 3-15: Coefficient of Variation of storm intensity during the autumn season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. Values reduced to a range of 0.8 to 1.3.
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Figure 3-16: Coefficient of Variation of storm intensity during the winter season, for
storms determined by the breakpoint regression method, with rainless periods removed
from storm observations. The majority of values in this season now fall below one.
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a sufficient one. We make use of goodness-of-fit tests to further evaluate the selection
of the exponential distribution. The tests we employ are empirical distribution function
statistics.
An empirical distribution function (EDF) is a step function calculated from the sample
data. The EDF estimates the population distribution function. The discrepancy between
the EDF and a given distribution function, in our case the exponential distribution
function, is measured by the EDF statistics. The EDF statistics measure the goodness-
of-fit of a sample to the given distribution.[5]
We utilize two classes of EDF statistics, the supremum and the quadratic classes.
Supremum statistics measure the vertical distance between the EDF and the given dis-
tribution. The most well known of these is the Kolmogorov statistic. The quadratic
statistics measure the squared difference between the EDF and the given distribution,
weighted with an appropriate function.
To put the data into a suitable format for computing the EDF statistics, the data
undergoes a Probability Integral Transformation. The transformation we utilize is
z = 1 - exp(-xi/:) (3.1)
This transformation assumes that the origin of the data is known and is zero, and that
the scale parameter is unknown and is estimated by x, the sample mean. If the original
data is exponentially distributed it will be transformed into the random variable zi, that
is uniformly distributed between 0 and 1. With the z-values placed in ascending order,
the EDF statistics are calculated from the following formulae.
z= E zi/n (3.2)
i
D+ = maxi(i/ln - zi) (3.3)
D- = maxi(zi - (i - 1)/n) (3.4)
D = max(D, D-) (3.5)
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w2 = Z[zi - (2i - 1)/2n]2 + 1/12n (3.6)
i
A = -n - (1/n) (2i - )[log(zi) + log(1 - +i)(3.7)
The calculated EDF statistics are compared to a table of percentage points, which
indicate the probability of a Type 1 error, rejecting the null hypothesis that the sample
comes from an exponential distribution, given that the null hypothesis is valid. This
table can be found in Appendix B. We determine the EDF statistics for the sample
storm duration and sample storm intensity at each station, for every season. The tests
are performed for storm observations both including rainless periods, and with rainless
periods removed. In all cases the overwhelming result is that the hypothesis of an
exponential distribution for storm duration and storm intensity, can be rejected with
only a 2.5% probability of error in each case. Thus the null hypothesis is rejected
for the sample storm duration and storm intensity. The upper and lower bounds of
significance that we are identifying are 2.5% and 25%. With a broader measure of
significance it is possible that the null hypothesis would be rejected with an even lower
probability of error.
Because of this result we believe it is important to check the robustness of the
empirical distribution function (EDF) tests. We hope to determine whether or not the tests
are appropriately accepting or rejecting the hypothesis of an exponentially distributed
sample. We first generate 100 different sample exponential distributions. Each sample
distribution contains 100 observations. The EDF statistics are calculated for each of
the sample distributions. The exponential distributions produce supremum statistics that
have a significance level of 20% in almost every case, and quadratic statistics with
a significance level of 25%. This is a much higher probability of error if the null
hypothesis is rejected than for those statistics computed from the storm duration and
storm intensity data, and could possibly be higher with a broader range of significance
levels. We next sampled a distribution that we know should fail the EDF test for
exponential distributions. Again we sampled 100 distributions, with 100 observations,
but this time used a uniform distribution between 0 and 1. The uniform distributions
produce statistics with only a 2.5% probability of Type 1 error, and would therefore lead
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to the rejection of the null hypothesis. It appears that the EDF tests are are robust in
their acceptance or rejection of an assumption of exponentiality.
3.4 The Shape Parameter of Gamma-Distributed Storm
Depth
In addition to investigating storm duration and storm intensity, we also investigate storm
depth statistics. Storm depth is the product of storm intensity and storm duration, and
has the dimensions of length. Traditionally storm depth has been characterized by the
gamma distribution[15, 6]. The gamma distribution is a two parameter distribution, of
which one of the parameters is the shape parameter, n.
C = (3.8)0V 2
CV is the coefficient of variation of the sample storm depths. The shape parameter
provides additional insight into the shape of the sample distribution. Large values would
indicate a distribution tending toward a Gaussian shape. A value of one would indicate
an exponential form, and values less than one a hyper-exponential shape.
The shape parameter is remarkable because of its consistency across both season
and location, as is illustrated in Figures 3 - 17 through 3 - 20. Both methods of storm
determination exhibit this consistency. During the spring, Figure 3 - 17, a value of 0.5 is
predominant, with localized variations from that value. Most of these deviations occur
in the west, with a minimum of 0.3 occurring over the California-Nevada border, and a
maximum occurring in sections of the Rocky Mountains. In Figure 3 - 18 the summer
season exhibits a tighter range of values, with 0.5 showing slightly less dominance.
Across the country the value of ranges from 0.35 to 0.65, with the maximum occurring
primarily in the Southwest and Ohio valley states.
The autumn and winter seasons exhibit fairly similar geographic patterns. The value
of / ranges from 0.3 to 0.7. During autumn, as is shown in Figure 3 - 19, the maximum
values occur in the Southwest and Pacific Northwest, while the winter season, Figure
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Figure 3-17: Shape Parameter of storm depth during the spring season, for storms
determined by the breakpoint regression method. The value of 0.5 predominates.
3- 20, exhibits a maximum along the Rocky Mountains. Both seasons exhibit localized
minima at the New Mexico-Nevada border, and in the central plains. Even with these
localized maxima and minima the value of 0.5 is pervasive across the country, during
both autumn and winter.
The calculated values of the shape parameter, ,X indicate that the distribution for the
sample storm depths would tend toward a hyper-exponential shape. The consistency of
the calculated values from season to season, and across geographic regions is remarkable.
One could adequately estimate the shape parameter with a single value of 0.5 for the
whole country. These results are consistent with the Hawk and Eagleson (1992) report
which also finds rK _ 0.5 for all months over the United States. The shape parameter
is not calculated for storm observations with rainless periods removed, because storm
depth is not affected by this transformation.
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Figure 3-18: Shape Parameter of storm depth during the summer season, for storms
determined by the breakpoint regression method. Values fall in a tight range from 0.35
to 0.65.
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Figure 3-19: Shape Parameter of storm depth during the autumn season, for storms
determined by the breakpoint regression method. The value of 0.5 is dominant across
the country, with pockets of localized maxima and minima.
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Figure 3-20: Shape Parameter of storm depth during the winter season, for storms
determined by the breakpoint regression method. Maximum values occur over the Rocky
Mountains, and minimum values in the central plains.
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3.5 Correlation Between Storm Duration and Intensity
The last statistical measure we compute is the correlation coefficient between storm
intensity and storm duration. This information is useful in several regards. Probabilistic
models of precipitation will certainly benefit from a better spatial and temporal mapping
of the relationship between these two storm parameters. The correlation will also be an
important tool in the disaggregation of the remotely sensed precipitation data collected by
the Earth Observing System. The correlation between storm intensity and storm duration
is a significant factor in models of runoff generation. If rainfall intensity exceeds the
infiltration capacity of the soil, which is generally assumed to decrease over the life of a
storm, then ponding and runoff will result from the infiltration excess. If storm duration
or storm intensity is small, then ponding never occurs and no runoff is generated.
There are commonly held assumptions about the relationships between various storm
parameters. Generally storms with large total depth are associated with storms of longer
duration. A negative correlation is the expected relationship between average storm
intensity and storm duration[3]. A storm of greater intensity would, on average, be of
shorter duration than a storm of more mild intensity.
It is useful to make a determination of the relative importance of the correlation
coefficient. An estimate of the the significance of the correlation coefficient is made
using a t-statistic, where n is the number of storms, and r the estimated correlation
coefficient.
t = (V )r (3.9)
The sample correlation is calculated for every station in each season. The value of n
(number of storms) varies from station to station. This is only an estimate of significance,
because to test at a specified confidence level it is assumed that at least 120 storms
occur at each station, over the fifteen year period. We use the value 120 because at most
stations many more than 120 storms occur in each season (refer to Figures 2-16 through
2 - 23). At these stations the t-statistic is a very conservative estimate of significance.
Some stations violate this assumption by experiencing fewer than 120 storms, however
the number of violations is small. The t-statistic test also assumes that the underlying
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distributions of the two storm parameters are normal distributions. That is most likely
not the case. To test the significance of the correlation coefficient for other underlying
distributions Monte Carlo simulations may be used. With these caveats we estimate this
approximate measure of significance of the correlation coefficient at a 95% confidence
level.
For storms determined by the breakpoint regression method, the correlation coeffi-
cient between storm intensity and storm duration is calculated at each station for every
season. The contour maps of the correlation coefficient are exhibited in Figures 3 - 21
through 3 - 24. A correlation coefficient that is determined to be significant, based upon
the the t-statistic estimate is indicated by a "" at the station locations on the contour
maps. The spring season, Figure 3 - 21, has a correlation coefficient ranging from -0.1
to -0.3 over Texas and the Rocky Mountains. These correlations are statistically sig-
nificant. Throughout the eastern half of the country the correlation is only 0.0 to -0.1,
and is not statistically significant. In the far west in California, positive correlations as
high as 0.2 are evident, however these correlations are not significant.
During the summer season, as shown in Figure 3 - 22, the correlation coefficient is
consistently -0.2 to -0.3 across the entire country. The number of stations which are
significant is also greatly increased. Most of the stations have significant correlations
between storm duration and storm intensity at the 95% confidence level. This may
be attributable to the convective rainfall generation process during the summer season.
Convective rainfall would have a large negative correlation because it is characterized
by intense rain bursts of short duration. In Figure 3 - 23 autumn exhibits negligible
correlation everywhere in the country, except the Southwest. A bull's eye of negative
correlation as high as -0.4 is present there, and is statistically significant. The occurrence
of correlation coefficients with statistical significance is extremely limited in the rest of
the country. The winter months present a very interesting pattern of correlation in
Figure 3 - 24. The country is divided nearly down the middle, slightly to the west of
the middle. East of this divide the correlation coefficient is positive, with values as high
as 0.3. Also, the correlation coefficient is significant throughout this region. West of the
divide the correlation coefficient is predominately negative, and again exhibits statistical
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Figure 3-21: Correlation Coefficient between storm duration and storm intensity, for
storms determined by the breakpoint regression method during the spring season. Sig-
nificant negative correlation occurs in the Southwest and Texas.
significance. These are very striking results: 1)to have such a clear cut geographic break
in the value of the correlation coefficient, 2)to have widespread statistical significance
throughout the country, and 3)to have large positive correlation which is counter intuitive.
It is important to remember that for each of the seasons, the measure of the statistical
significance of the correlation coefficient is only an estimate, as a result of the caveats
previously mentioned. These results basically reflect the conclusions of Hawk and
Eagleson (1992) who estimate the same statistic.
In the case of the correlation coefficient between storm duration and storm intensity,
it is particularly interesting to investigate the impact of including rainless periods within
the observed storm event data. Inclusion of rainless periods may result in a spurious
negative correlation between duration and intensity. Storms which are separated by a
relatively long tbmin will tend to capture relatively larger periods of no rain within a
storm event. These periods of no rain will increase the storm duration and reduce the
average storm intensity, thus producing a negative correlation between intensity and
72
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Figure 3-22: Correlation Coefficient between storm duration and storm intensity, for
storms determined by the breakpoint regression method during the summer season. Neg-
ative correlation as high as -0.3 occurs across the country, with widespread statistical
significance.
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Figure 3-23: Correlation Coefficient between storm duration and storm intensity, for
storms determined by the breakpoint regression method during the autumn season. The
correlation is zero across the country, except in the Southwest which exhibits significant
negative correlation.
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Figure 3-24: Correlation Coefficient between storm duration and storm intensity, for
storms determined by the breakpoint regression method during the winter season. The
correlation coefficient is positive in the eastern two thirds of the country, and negative
in the western third. Statistical significance is widespread in both of these regions.
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duration. It is possible that while it is actually precipitating, that precipitation could be
of fairly great intensity.
After removing the rainless periods from storm event data the correlation coefficients
are recalculated. The spring months, Figure 3 - 25, now exhibit correlations ranging
primarily from 0.0 to 0.2, with a very few occurrences of values as high as 0.4. Regions
that are statistically significant include the Pacific Northwest, the Southeast, and some
of the Southwest. The removal of rainless periods from summer storm events, as shown
in Figure 3 - 26, results in a complete eradication of negative correlation. Values of the
correlation coefficient are only 0.0 to 0.1, with negligible significance.
The autumn season presents a fairly similar picture in Figure 3 - 27. Much of
the country has a correlation coefficient of 0.0 to 0.1. The only statistically significant
region of the country is the Northwest which exhibits values as high as 0.2. The winter
season correlation coefficient values undergo a very interesting transformation. With
rainless periods included in storm events the western section of the country exhibits
negative correlation, and the eastern section exhibits positive correlation. With rainless
periods removed the entire country exhibits positive values of the correlation coefficient
in Figure 3 - 28. Values range from 0.1 to as high as 0.4, and are statistically significant
across the entire country. A "1" again indicates statistical significance.
On average the removal of rainless periods from storm event data results in an
increase in the value of the correlation coefficient. Values that had been negative become
zero, and values that were positive become larger positive. This result can be interpreted
in the following manner. The removal of the rainless periods produces storms of shorter
duration. Shorter duration storms are more likely to be of different intensities, both
high intensity and low intensity, whereas longer duration storms will be primarily of
lower intensities. The mix of intensities for short duration storms produces the zero and
positive correlations.
This process is illustrated at two different rain gauge stations. Figure 3 - 29 is a
scatter plot of storm duration versus intensity at Grand Junction, Colorado during the
spring season. Two hundred six storms are observed, and the correlation coefficient
between storm duration and storm intensity is -. 355. Notice that multiple storms have
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Figure 3-25: Correlation Coefficient between storm duration and storm intensity for the
spring season, with rainless periods removed from storm events. Low positive correlation
predominates, with scattered significance.
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Figure 3-26: Correlation Coefficient between storm duration and storm intensity for
the summer season, with rainless periods removed from storm events. Virtually no
correlation is evident with values ranging from 0.0 to 0.1, and almost every station is
statistically insignificant.
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Figure 3-27: Correlation Coefficient between storm duration and storm intensity for the
autumn season, with rainless periods removed from storm events. Correlation values are
zero except in the Northwest which has values as great as 0.2, and is the only statistically
significant region.
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Figure 3-28: Correlation Coefficient between storm duration and storm intensity for the
winter season, with rainless periods removed from storm events. The entire country
exhibits statistically significant positive correlation. Values range from 0.1 to 0.4.
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Figure 3-29: Plot of storm duration versus storm intensity at Grand Junction, CO during
the spring season. The correlation coefficient is -. 355, statistically significant, and many
storms have a duration greater than 40 hours.
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a duration greater than 40 hours, and the maximum intensity is less than 2.0 millimeters
per hour. Figure 3- 30 presents a plot of the same storms with rainless periods removed.
Now only one storm has a duration greater than 40 hours, and the duration of most storms
is less than 20 hours. The maximum intensity is almost 2.5 millimeters per hour. This
collection of short duration storms has intensities that span a wide range, and produces
a correlation of .121. The removal of rainless periods has transformed the correlation
coefficient between intensity and duration from strongly negative to slightly positive,
but statistically insignificant.
In Figure 3 - 31 the plot of storm duration versus storm intensity is displayed for
Apalachicola, Florida during the spring months. The correlation coefficient is zero.
Storm durations range as high as 40 hours, and storm intensities range to almost 15
millimeters per hour. The storm data with rainless periods removed is presented in
Figure 3 - 32. The changes are not quite as dramatic as the preceding example, however
the same process is evident. The maximum storm duration is now 26 hours, and the
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Figure 3-30: Plot of storm duration versus storm intensity at Grand Junction, C
rainless periods removed. The correlation coefficient is now .121, statistically in
cant, and most storms have a duration less than 20 hours.
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Figure 3-31: Plot of storm duration versus storm intensity at Apalachicola, FL during
the spring season. The correlation coefficient is zero, statistically insignificant, and the
maximum storm duration is 40 hours.
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majority of storms is less than 10 hours. There are more occurrences of storms with
higher intensity, although the maximum storm intensity is only slightly increased. The
correlation coefficient increases somewhat to .170. These two examples indicate that the
removal of rainless periods from the storm event data produces shorter duration storms
that are likely to be of widely varying intensities. The shorter duration storm events are
physically more capable to be of any intensity than are longer duration events.
Another path of investigation into the behavior of the correlation coefficient, is to
study the original storm event data, including rainless periods, at a specific location,
during different seasons. We compare the correlation coefficient at two locations in the
eastern portion of the country, during summer and winter. These seasons and these loca-
tions are chosen, because they exhibit the greatest difference in values of the correlation
coefficient. In Figure 3 - 33 storm duration versus storm intensity is plotted for storms
observed at Asheville, North Carolina, during the summer season. The correlation co-
efficient is -. 252, strongly negative and it is statistically significant. Storm durations
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Figure 3-32: Plot of storm duration versus storm intensity at Apalachicola, FL with
rainless periods removed. Most storm durations are now less than 10 hours, and the
correlation coefficient increases to .170,
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Figure 3-33: Plot of storm duration versus storm intensity at Asheville, NC during
the summer season, rainless periods included. Maximum duration is 180 hours, and
maximum intensity is 21 millimeters per hour. The correlation coefficient is -. 252,
statistically significant.
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vary over a large range, and storm intensities are very high for short duration events.
Figure 3- 34 plots storm duration versus storm intensity at the same location, during
the winter season. The picture is radically different. The correlation coefficient of .147
is positive, and statistically significant at the 95% level. The storm observations fall in
a much more limited region of the graph. The maximum storm duration is less than
60 hours, and the maximum intensity is 5 millimeters per hour. This area represents a
small subsection of the area encompassed by the summer observations. Storms have a
much shorter duration than during the summer, and a much lower intensity. There are
no storm events of either long duration, or high intensity which would contribute to a
negative correlation.
A second example consists of observations at Baltimore, Maryland. Figure 3 - 35
presents a plot of storm duration versus storm intensity for the summer season. A
correlation coefficient of -. 127 is not quite as strongly negative as that observed in
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Figure 3-34: Plot of storm duration versus storm intensity at Asheville, NC during the
winter season, rainless periods included. The maximum duration and intensity are both
significantly reduced, and the correlation coefficient is now .147, and still statistically
significant. The scale is identical to Figure 3 - 33.
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Asheville. Storm intensity ranges as high as 31 millimeters per hour, and the maximum
storm duration is greater than 65 hours. Duration versus intensity during the winter
season is plotted in Figure 3 - 36. Again one observes that the storm realizations fall
in a small subsection of the preceding plot. Maximum storm intensity is reduced to less
than 5 millimeters per hour. The longest storm duration is less than 50 hours. These
storm events produce a strong positive correlation between duration and intensity. The
value of the correlation coefficient is .317.
Both of these examples indicate that storm events, which have relatively low dura-
tions and intensities, are much more likely to have zero or positive correlation between
the two storm parameters, duration and intensity. This type of storm event is not neces-
sarily described by the intuitive negative relationship between storm duration and storm
intensity. When average storm durations and intensities are low, a zero or positive cor-
relation often results. The occurrence of high rainfall intensities, as in the summer, is
usually associated with a negative correlation. Intensity and duration are bounded by
an outer envelope which is physically constrained. This is well-depicted by Figures
3 - 33 and 3 - 35. Low duration events can be either high intensity or low intensity.
Observations of these types of storm events plot near the origin. Thus the correlation
coefficient, as a measure of linear correspondence, is not a good statistic. The envelope
may or may not be constraining a particular season's and station's intensity and duration,
but the correlation coefficient is unable to indicate this.
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Figure 3-35: Plot of storm duration versus storm intensity at Baltimore, MD during
the summer season, rainless periods included. The correlation coefficient is -. 127, and
statistically significant. Storm duration ranges as high as 65 hours, and storm intensity
ranges as high as 31 millimeters per hour.
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Figure 3-36: Plot of storm duration versus storm intensity at Baltimore, MD during the
winter season, rainless periods included. Observations fall in a small subsection of the
preceding plot. The scale is identical to Figure 3 - 35. The correlation coefficient is
.317, and strongly statistically significant.
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Chapter 4
Summary
Hourly precipitation data from rain gauge stations across the United States has been ana-
lyzed to gain a better understanding of the distributional aspects of storm characteristics.
This work is a continuation of work by Hawk and Eagleson (1992), who previously
examined the mean values of storm parameters. Two different methodologies were
used to separate the 15 year rainfall records into independent storm events. These two
methods are the coefficient of variation method and the breakpoint regression method.
In general the breakpoint regression method produced shorter minimum time between
storms. Shorter tbin resulted in smoother contour fields of the number of storms in
each season, across the United States. A pattern of shorter tb,,m in the east and around
the Great Lakes, and longer tb,i, in the southwest and California, was produced by both
methodologies. Also, tbmin tended to be shorter in the winter and longer in the summer,
leading to a greater number of storms in the winter than in the summer.
The first storm characteristics we analyzed were storm intensity and storm duration.
To measure their conformance to exponentiality we calculated the coefficient of variation
at every station, for every season. For an exponential distribution one would expect a
coefficient of variation equal to one. Both of these storm characteristics departed from
this expectation. The greatest departure from the expected value occurred during the
summer season, with storm intensity diverging more than storm duration.
We also investigated the affect of storm intermittency by removing rainless periods
from the storm event data. This adjustment led to values of the coefficient of variation
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that were generally closer to one. Perhaps the assumption of exponentiality for storm
duration and storm intensity is more appropriate when applied only to those periods
when precipitation is actually falling. The final analysis of these characteristics con-
sisted of a goodness-of-fit test. Empirical Distribution Function tests were applied to
both the original data, and the data with rainless periods removed. An assumption of
exponentiality was rejected for both storm duration and storm intensity, for the cases
including and excluding rainless periods.
Next, assuming that storm depth is characterized by a gamma distribution, we chose
to analyze the shape parameter of that distribution, computed from the sample storm
depths. The most striking feature of the shape parameter was its consistency across both
space and time. Little variability was observed in the shape parameter from season to
season, or station to station. One could fairly well describe the entire country with a
shape parameter equal to 0.5. This is particularly true during the summer and autumn
seasons. A shape parameter of this value indicates that the gamma distribution for storm
depth would assume a hyper-exponential shape.
The final storm parameter analyzed was the correlation between storm intensity
and storm duration. Intuitively one would expect a negative correlation, storms of
shorter duration have a greater intensity, and storms of longer duration have a lower
intensity. The results are rather surprising. During the spring season significant negative
correlation is observed in the Southwest, Texas, and Pacific Northwest. The eastern half
of the country displays insignificant positive correlation. The autumn season exhibits
a similar correlation pattern with fewer significant areas. The summer season lives up
to expectations. Across the country one observes significant negative correlation. The
winter season produces the most unexpected results. Significant negative correlation is
exhibited in the western third of the country. However, the eastern two thirds of the
country display significant positive correlation. The country appears to be divided by
the Rocky Mountains.
Our analysis of correlation continued with the removal of rainless periods from
the storm event data. The correlation coefficient is dramatically altered. During the
spring, summer, and autumn season the correlation coefficient is slightly positive with
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scattered significance across the country. During the summer and autumn few stations
are significant. The winter season displays significant positive correlation across the
entire country, with values as high as 0.4.
In general the removal of rainless periods from the storm event data produces an
absolute increase in the value of the correlation coefficient. With rainless periods re-
moved the duration of storm events is shortened. The shorter storm events are more
likely to be of varying intensities. This mix of storm intensities produces the zero and
positive correlations observed. The correlation coefficient values for the storm event
data including rainless periods can be explained with a similar analysis. Storm intensity
and storm duration are bounded by an envelope which is physically constrained. Nega-
tive correlation is associated with storms of long duration. Short duration events exhibit
varying intensities and produce correlation coefficients close to zero. This can be ob-
served by studying the storm event data from an individual station at different seasons.
The winter season observations of storm intensity and storm duration generally are a
small subset of the summer observations, and tend to cluster close to the origin. Since
the correlation coefficient is a measure of the linear relationship between variables, it
is possible that is does not adequately describe the relationship between storm intensity
and storm duration, which seems to be physically represented by the enveloping curve.
The results of this work point to a need for continued research. Interesting avenues
of investigation include analysis of longer rainfall records, to obtain more information
about the distributional aspects of storm characteristics, to confirm or reject the findings
presented in this work. Also, research into the geographic differences in storm charac-
teristics, which would require more intensive sampling in particular geographic regions,
seems merited. Continued work into the nature of the physical relationship between
storm intensity and storm duration would be the area of research which is most strongly
motivated by the results of this analysis.
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Appendix A
List of Rain Gauge Stations
95
Location
APALACHICOLA WSO AP
KEY WEST WSO AP
MIAMI WSCMO AP
TAMPA WSCMO AP
WEST PALM BCH WSO AP
DAYTONA BEACH WSO AP
JACKSONVILLE WSO AP
TALLAHASSEE WSO AP
COLUMBIA WSO AP
SPRINGFIELD WSO AP
HUNTSVILLE WSO AP
MONTGOMERY WSO AP
FLAGSTAFF WSO AP
PHOENIX WSFO AP
TUCSON WSO AP
WINSLOW WSO AP
FORT SMITH WSO AP
BISHOP WSO AP
FRESNO WSO AP
LOS ANGELES WSO AP
SAN DIEGO WSO AP
EUREKA WSO CI
MOUNT SHASTA
RED BLUFF WSO AP
BLUE CANYON WSMO
SAN FRANCISCO WSO AP
SAN FRAN MISSI DOLOR
SAN LUIS DAM
DENVER WSFO AP
ALAMOSA WSO AP
GRAND JUNCTION WSO A
BRIDGEPORT WSO AP
HARTFORD WSO AP
WILMINGTON WSO AP
ATHENS WSO AP
ATLANTA WSO AP
COLUMBUS WSO AP
MACON WSO AP
SAVANNAH WSO AP
POCATELLO WSO AP
LEWISTON WSO AP
Table A.1: Rain Gauge Stations
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Station ID
211
4570
5663
8788
9525
2158
4358
8758
1791
7976
4064
5550
3010
6481
8820
9439
2574
822
3257
5114
7740
2910
5983
7292
897
7769
7772
7846
2220
130
3488
806
3456
9595
435
451
2166
5443
7847
7211
5241
State
FL
F1
FL
FL
FL
FL
FL
FL
MO
MO
AL
AL
AZ
AZ
AZ
AZ
AR
CA
CA
CA
CA
CA
CA
CA
CA
CA
CA
CA
CO
CO
CO
CT
CT
DE
GA
GA
GA
GA
GA
ID
ID
Latitude
29.733
24.550
25.800
27.967
26.683
29.183
30.500
30.383
38.817
37.233
34.650
32.300
35.133
33.433
32.133
35.017
35.333
37.367
36.767
33.933
32.733
40.800
41.317
40.150
39.283
37.617
37.767
37.050
39.767
37.450
39.100
41.167
41.933
39.667
33.950
33.650
32.517
32.700
32.133
42.917
46.383
Longitude
85.033
81.750
80.300
82.533
80.117
81.050
81.700
84.367
92.217
93.383
86.767
86.400
111.667
112.017
110.950
110.733
94.367
118.367
119.717
118.400
117.167
124.167
122.317
122.250
120.700
122.383
122.433
121.067
104.867
105.867
108.550
73.133
72.683
75.600
83.317
84.433
84.950
83.650
81.200
112.600
117.017
-
-
Location
BOISE WSFO AP
PEORIA WSO AP
ROCKFORD WSO AP
CAIRO WSO CI
DIXON SPRINGS AGR CN
SPRINGFIELD WSO AP
MOLINE WSO AP
FORT WAYNE WSO AP
SOUTH BEND WSO AP
EVANSVILLE WB AIRPORT
INDIANAPOLIS WSFO
DES MOINES WSFO AP
DUBUQUE WSO AP
TRAER
WATERLOO WSO AP
SIOUX CITY WSO AP
CONCORDIA WSO AP
DODGE CITY WSO AP
TOPEKA WSFO AP
GOODLAND WSO AP
LOUISVILLE WSFO
COVINGTON WSO AP
LEXINGTON WSO AP
LAKE CHARLES WSO AP
NEW ORLEANS WSCMO AP
CARIBOU WSO AP
PORTLAND WSMO AP
BALTIMORE WSO AP
BIRCH HILL DAM
BLUE HILL WSO
BOSTON WSO AP
EAST BRIMFIELD LAKE
WORCESTER WSO AP
GRAND RAPIDS WSO AP
DETROIT METRO WSO AP
LANSING WSO AP
DULUTH WSO AP
MINN-ST PAUL WSO AP
ST CLOUD WSO AP
ROCHESTER WSO AP
MERIDIAN WSO AP
JACKSON WSFO AP
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Station ID
1022
6711
7382
1166
2353
8179
5751
3037
8187
2738
4259
2203
2367
8315
8706
7708
1767
2164
8167
3153
4954
1855
4746
5078
6660
1175
6905
465
666
736
770
2107
9923
3333
2103
4641
2248
5435
7294
7004
5776
4472
State
ID
IL
IL
IL
IL
IL
IL
IN
IN
IN
IN
IA
IA
IA
IA
IA
KS
KS
KS
KS
KY
KY
KY
LA
LA
ME
ME
MD
MA
MA
MA
MA
MA
MI
MI
MI
MN
MN
MN
MN
MS
MS
Latitude
43.567
40.667
42.200
37.000
37.433
39.850
41.450
41.000
41.700
38.050
39.733
41.533
42.400
42.183
42.550
42.400
39.550
37.767
39.067
39.367
38.183
39.067
38.033
30.117
29.983
46.867
43.650
39.183
42.633
42.217
42.367
42.117
42.267
42.883
42.233
42.767
46.833
44.883
45.550
43.917
32.333
32.317
Longitude
116.217
89.683
89.100
89.167
88.667
89.683
90.500
85.200
86.317
87.533
86.267
93.650
90.700
92.467
92.400
96.383
97.650
99.967
95.633
101.700
85.733
84.667
84.600
93.217
90.250
68.017
70.317
76.667
72.117
71.117
71.033
72.133
71.867
85.517
83.333
84.600
92.183
93.217
94.067
92.500
88.750
90.083
-
Location
BILLINGS WSO AP
GREAT FALLS WSCMO AP
HELENA WSO AP
MISSOULA WSO AP
GRAND ISLAND WSO AP
NORFOLK WSO AP
NORTH PLATTE WSO AP
SCOTTSBLUFF WSO AP
VALENTINE WSO AP
ELY WSO AP
RENO WSFO AP
WINNEMUCCA WSO AP
CONCORD WSO AP
MOUNT WASHINGTON
NEWARK WSO AP
CARRIZOZO
N Y INTER AP IDLEWIL
NEW YORK WB LA GUARD
ASHEVILLE WSO AP
ASHEVILLE
CHARLOTTE WSO AP
CAPE HATTERAS WSO
RALEIGH DURHAM WSFO
WILMINGTON WSO AP
GREENSBORO WSO AP
FARGO WSO AP
BISMARCK WSFO AP
DAYTON WSCMO AP
CLEVELAND WSO AP
MANSFIELD WSO AP
OKLAHOMA CITY WSFO A
PENDLETON WSO AP
ASTORIA WSO AP
EUGENE WSO AP
PORTLAND WSFO AP
SALEM WSO AP
MEDFORD WSO AP
SEXTON SUMMIT WSO
ALLENTOWN WSO AP
PHOENIXVILLE 1 E
W BARRE SCRANT WSO A
PHILADELPHIA WSCMO A
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Station ID
807
3751
4055
5745
3395
5995
6065
7665
8760
2631
6779
9171
1683
5639
6026
1515
5803
5811
300
301
1690
1458
7069
9457
3630
2859
819
2075
1657
4865
6661
6546
328
2709
6751
7500
5429
7698
106
6927
9705
6889
State
MT
MT
MT
MT
NE
NE
NE
NE
NE
NV
NV
NV
NH
NH
NJ
NM
NY
NY
NC
NC
NC
NC
NC
NC
NC
ND
ND
OH
OH
OH
OK
OR
OR
OR
OR
OR
OR
OR
PA
PA
PA
PA
Latitude
45.800
47.483
46.600
46.917
40.967
41.983
41.133
41.867
42.867
39.283
39.500
40.900
43.200
44.267
40.700
33.650
40.650
40.767
35.433
35.600
35.217
35.267
35.867
34.267
36.083
46.900
46.767
39.900
41.417
40.817
35.400
45.683
46.150
44.117
45.600
44.917
42.383
42.617
40.650
40.117
41.333
39.883
Longitude
108.533
111.367
112.000
114.083
98.317
97.433
100.683
103.600
100.550
114.850
119.783
117.800
71.500
71.300
74.167
105.883
73.783
73.867
82.550
82.533
80.933
75.550
78.783
77.900
79.950
96.800
100.767
84.200
81.867
82.517
97.600
118.850
123.883
123.217
122.600
123.017
122.883
123.367
75.433
75.500
75.733
75.233
-
-
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Station ID Location State Latitude
PITTSBURGH WSCMO2 AP
PROVIDENCE WSO AP
CHARLESTON WSO CI
CHARLESTON WSO AP
GRNVL-SPTNBG WSO AP
HURON WSO AP
SIOUX FALLS WSFO AP
RAPID CITY WSO AP
NASHVILLE WSO AP
CHATTANOOGA WSO AP
BRISTOL WSO AP
OAK RIDGE ATDL
KNOXVILLE WSO AP
MIDLAND/ODESSA WSO A
BROWNSVILLE WSO AP
CORPUS CHRISTI WSO A
AUSTIN WSO AP
BERTRAM 3 ENE
HOUSTON WSCMO AP
SAN ANTONIO WSFO
VICTORIA WSO AP
ABILENE WSO AP
WICHITA FALLS WSO AP
PORT ARTHUR WSO AP
MILFORD WSMO
SALT LAKE CITY NWSFO
NORTH SPRINGFIELD LA
TOWNSHEND LAKE
UNION VILLAGE DAM
BURLINGTON WSO AP
LYNCHBURG WSO AP
NORFOLK WSO AP
RICHMOND WSO AP
ROANOKE WSO AP
WASH NATL WSCMO AP
SPOKANE WSO AP
WALLA WALLA WSO CI
OLYMPIA WSO AP
QUILLAYUTE WSCMO AP
SEATTLE TAC WSCMO AP
STAMPEDE PASS WSCMO
YAKIMA WSO AP
6993
6698
1549
1544
3747
4127
7667
6937
6402
1656
1094
6750
4950
5890
1136
2015
428
738
4300
7945
9364
16
9729
7174
5654
7598
5982
8428
8556
1081
5120
6139
7201
7285
8906
7938
8931
6114
6858
7473
8009
9465
PA
RI
SC
SC
SC
SD
SD
SD
TN
TN
TN
TN
TN
TX
TX
TX
TX
TX
TX
TX
TX
TX
TX
TX
UT
UT
VT
VT
VT
VT
VA
VA
VA
VA
VA
WA
WA
WA
WA
WA
WA
WA
40.500
41.733
32.783
32.900
34.900
44.383
43.567
44.050
36.117
35.033
36.483
36.017
35.800
31.950
25.900
27.767
30.300
30.750
29.967
29.533
28.850
32.433
33.967
29.950
38.433
40.783
43.333
43.050
43.800
44.467
37.333
36.900
37.500
37.317
38.850
47.633
46.033
46.967
47.950
47.450
47.283
46.567
Longitude
80.217
71.433
79.933
80.033
82.217
98.217
96.733
103.067
86.683
85.200
82.400
84.233
84.000
102.183
97.433
97.500
97.700
98.017
95.350
98.467
96.917
99.683
98.483
94.017
113.017
111.950
72.500
72.700
72.267
73.150
79.200
76.200
77.333
79.967
77.033
117.533
118.333
122.900
124.550
122.300
121.333
120.533
99
-
Station ID Location State Latitude Longitude
1570 CHARLESTON WSFO AP WV 38.367 81.600
4393 HUNTINGTON WSO AP WV 38.367 82.550
2718 ELKINS WSO AP WV 38.883 79.850
4961 MADISON WSO AP WI 43.133 89.333
5479 MILWAUKEE WSO AP WI 42.950 87.900
3269 GREEN BAY WSO AP WI 44.483 88.133
8155 SHERIDAN WSO AP WY 44.767 106.967
100
Appendix B
EDF Significance Levels
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