This is a guide to coordinate systems, representations, and geometric relationships between them, for components of the Rochester Robotics Laboratory. The main entities at issue are the joint angles, location variables, and coordinate systems of the Puma, the camera angles and coordinate systems associated with the head, the spatial location of three-dimensional points, and the kinematic and inverse kinematic relationships between them. The robot-to-camera kinematic chain is described, conversions between homogeneous transformations and VAL location descriptions are provided, and inverse problems (camera angles to aim cameras at a 3-D point given a robot configuration, binocular stereo calculations) are solved. Constants describing the robot head and sample robot description data structures are provided.
/ 20. ABSTRACT (Continued) to aim cameras at a 3-D point given a robot configuration, binocular stereo calculations) are solved. Constants describing the robot head and sample robot description data structures are. provided.
Purpose
The purpose of this document is to relate elementary kinematic concepts and calculations to the University of Rochester Robotics Laboratory, with the aim of making certain aspects of the Puma ann and the two-camera head easier to use and understand. In using the robot to interact with the world, one quickly finds a potentially bewildering set of coordinate systems, angles, parameters, and state descriptions that must be related one to another in order to produce coherent robot actions and to answer common robotic questions. This document mainly concerns the definition and manipulation of coordinate systems. The semantics of the coordinates are such things as tool positions, camera orientations, and so forth.
Section two presents a short section on transformation notatation and properties, which should be read. There follows a glossary of scalars, vectors, and transformations we use later in the document, which can be skimmed and referred to as needed.
Section 3 defines some important robotic coordinate systems. LAB is the base coordinate system attached to the laboratory. TOOL describes the location of the robot head. FLANGE is another description for head location, but one more convenient for use with imaging operations.
Section 4 describes the model of the imaging process. Section 5 describes and defines the transformations along the chain of links that the Puma and the head embody.
There follow several sections, each one describing how to convert from one representation to another, or deriving a desired transformation or description from a specification. For example, it may be of interest to convert the TOOL coordinate system into the description used by VAL for robot location. An example of deriving an interesting configuration is to find the camera altitude and azimuth angles .that the camera at a point in (X,Y,Z) space.
There is room for expansion of this report, and an expanded version should be produced later when more is known. One obvious lack at present is the Jacobian calculations for the head --at what rate to move the cameras to compensate continuously for continuous head motion and vice-versa.
Transform Basics
We follow [Paul 1981 ] and represent 3-space points as column homogeneous 4 vectors or column Cartesian 3-vectors. Transforms (and coordinate systems, or CS's), are homogeneous 4x4 matrices. All transforms but the camera transform are rigid. Thus they denote a rigid rotation or translation or both. If both, then think of the rotation as being done before the translation. A transform B operates on points expressed as column vectors to yield new points. A transform B represents a CS in that it can be thought of as four columns, three of which represent points at infinity and correspond to directions of the X,Y, and Z axes of a CS, and the last of which represents a 3-space point and corresponds to the origin of the es. Transforming (that is, multiplying) a CS by a transform just rigidly moves the es in space. LAB is the identity transform, and transforming LAB by B yields B. Thus B cleverly represents a coordinate system and a transform that moves LAB to that coordinate system. If?is a vector denoting a point in LAB coordinates, and A and B are transforms, then B:t gives the coordinates of ("is") the point, in LAB coordinates, that results from rotating nd translating :tby B. ARtis the point resulting from applying B to x, then A to the res It, where rotating and translating by A is done with respect to the original LAB coordinat system. Alternatively, ARt means applying to x the transformation A, followed by the transform B expressed in the frame A. is conceptualized as taking place in the c rdinate system induced by all previous movements, the final transform is .. A1A2 ... An if 1 is the link connected to LAB. Ifxis a point in LAB and B is a frame; then?ex ressed in B is B-l~ Last, if B takes LAB to the CS B (its alibi aspect),"then B transform from B coordinates to LAB coordinates (its alias aspect). also is th VA expresses distance in mrn, angles in degrees. Parameters to our subroutines are expre sed in radians, to save conversions. Since users often prefer degrees, our user interfaces (and this document) usually express angles in degrees.
f
Effective imaging system focal length (including digitizing effects).
(Note that this number has nothing to do with the physical focal length of the lens).
s Camera aspect ratio: column spacing / row spacing.
Camera platform altitude angle in radians.
Generic azimuth angle.
(Head's) Left Camera azimuth angle.
Right Camera azimuth angle ..
Veet rs
Pixel coordinates in MaxVideo routines are expressed as (pixel offset in scanline, scanline), which corresponds to the "physical" (x,y) coordinate scheme used in the imaging odel coordinate system, which has Y axis down and X axis to the right. In array in exing, however, the "natural" element-addressing scheme is Image [ro [column] , which has semantics (y,x). Where this document uses pixel coordinate , they are expressed in the physical system rather than in the array-indexing system. X generic vector (x,y,z) T, a point in space expressed in some coordinate system. Often the homogeneous column 4-vector (x,y,z, w) T (x,y) image (pixel) coordinates of a point.
(O,A,n "Orientation, Altitude, and Twist" angles describing the orientation of TOOL axes in terms of LAB. Like Euler angles but not (see-below). 0,0,0,90,-90,0) . FLANGE CS convenient for head and camera calculations. Like another TOOL CS, it is rigidly attached to joint 6. Defined in terms of NULLTOOL or T 6 -relative to T 6 it has a Location of (0,0,0,-180,0,-90) (see below). A perspective camera transform, not a rigid CS transform. CamPos FLANGE transformed so its Z axis points along a camera's optic axis and its origin is at the front principal point. of the lens. CamPosL and CamPosR are for left and right cameras. PhysPixel
Translates pixel coordinates so origin is upper left comer of pixel array, not its middle.
3. Coordinate Systems and Robot Coordinates 3.1. LAB The Puma's internal representations assume that its first link is rigidly attached to a LAB coordinate system. VAL generally reports locations in LAB coordinates. The Puma's BASE coordinate system is usually synomynous with LAB. BASE may be changed by invoking the VAL BASE command, which allows translation of the X,Y,Z, origin and Z-rotation of BASE. An automatic Z rotation may be a good idea, since the Puma is bolted slightly askew.
At initialization, according to the manual, the origin of LAB is at the intersection of Joints 1 and 2. Certainly the origin is somewhere near the centerline of the Puma. Imagine you are looking in at the Puma through the window. Then in the default state, the LAB X axis points to your right parallel to the window, the Y axis is pointing aw-W from you toward the far wall, and Z is up 
T 6 a d TOOL
T 6 i a CS attached to the end of the last link of the robot. The TOOL CS is defined re ative to T 6. T 6, TOOL, and FLANGE share a commo~origin. T 6 is only .. useful to nderstand the TOOL coordinate system. When Jntang =0 (Fig. 1) , T 6 has its X axis po nting down (along LAB -Z), its Y axis pointing along LAB X, and its Z axis along L -Y (Fig. 1 ). The OOL coordinate system is a transformation of T 6, and is a primitive notion in VAL co ands, which can often be expressed in TOOL coordinates. Upon initializati n, TOO~ =NULLTOOL, which ( =(650,190,975,90,-90,0) . One interesting and useful aspect of TOOL is that it can be redefined by the user. For instance, one can redefine tool as a remote point, such as a world point that is currently in view. Then it is possible to issue VAL commands that rotate the robot head around the TOOL origin. The effect is for the head to move in space and to be continuously reoriented by the robot wrist (not the camera motors) so that the cameras remain pointed at the same three-dimensional scene point
FLANGE
The head is rigidly attached to the six~robot link, and hence to T6 and TOOL. When the eyes are facing "forward" (Head = 0), FLANGE is a coordinate system whose axes are oriented to be consistent with the camera imaging model (Fig. 1) . In FLANGE, Z is oU!.Jlong the direction the head is facing (parallel to the optic axis of cameras if Head =0). Y is down, increasing with the row number addresses of pixels in an image, and X is "to the right", increasing with the column numbers of pixel addresses in the image. One common trick is to define TOOL as FLANGE. This renders the explicit FLANGE transform unnecessary. If the TOOL transform is set to (X,Y,Z,O,A,T) = (0,0,0,-180, 0, -90), then T6 is transformed to FLANGE by the TOOL transform within the Puma.
Camera Imaging Model
Here we are concerned with the "intrinsic" camera parameters [Tsai 1986 ], which govern its optical properties. "Extrinsic" properties define its location in space, and determine the CamPos coordinate system. These properties are determined by the kinematic issues discussed below. For intrinsic camera properties we use a pinhole model (e.g. [Duda and Hart 1973]) , which is to say we do not correct for radial lens distortions. This is not a policy, it is just that we have not yet been motivated to do so.
The camera optic axis is out along the positive Z axis. Looking out along the camera's line of sight, Y points down, increasing asdoes the scan-line number in the camera's image. X point to the right, increasing as the pixel number along a scan line. X,Y,Z form a right-handed coordinate system. We assume the origin of coordinates is at the camera's front principal point, and that the image is formed at a distance f in front of the origin in the X-Y plane by point projection. Then a scene point Xyields the image point coordinates
where f is the effective focal length of the entire imaging, transmission, digitization, and ROIStoring process, and s is a scaling constant that expresses the "aspect ratio" of the system. The angular (spatial) resolution of the final pixels resting in ROI is less in the Y direction, and s tells by how much. Thus the model tells where a point appears (under default setings) in ROI store, and under default settings where its location is reported by Feature ax. It includes all effects induced by CCD chip layout, conversion to analog wavefo by the Panasonic electronics, sampling by DigiMax, and storage in ROI. It does not retend to say anything about any of these effects in isolation.
The parameters I and s were estimated using a calibration chart, and the values in the "Con tants" section represent our best current estimates.
The camera transform can be expressed as multiplying the homogeneous scene point vee or by a transform matrix C and then performing normalization [Tsai 86 ]. The normaliz tion operation scales a homogeneous 4-vector (x,y,z, w) T by (l/w). In this context, e resulting value of z is an artifact, since the image has only two dimensions.
The camera extrinsic properties are determined by the LAB-Camera kinematic chain disc ssed next.
The L B-Camera Kinematic Chain
. Ther are some fourteen identifiable transforms between LAB and a CamPos Coordinat System ( Table 1) . The head transforms can be collapsed into two link transform involving offsets and one rotation each [Paul 81 ], but in this treatment all the transform beyond As are pure rotations or translations. The Joint 1-6 transforms A l-A6 generally i volve both offsets and rotations. Define T, sAl A 2 ••• Ai. These transforms, their partial products, and the inverses of their patti I products, are of use in everyday robotic life. For instance,' Ta converts points expressed FLANGE coordinates (often the output of vision routines is in FLANGE) into LAB. As another example, to simulate making an image with a camera, a point in LAB must be transformed by Til in order for the camera imaging model to apply.
Note at T 7 is implemented internally in VAL. We can only ask or set the value of T 7 , (not A l --A7). As --A 14 are transforms that are created and manipulated by the user. Thus we can describe A 7 and As as follows. There are two CamAxis transforms, corresponding to the offsets of left and right cameras a1 ng the camera platform. CamAxisL and R are given special names only because th yare the last head points that are rigidly affixed to FLANGE. Thus they may offer some efficiency for position evaluations when the eyes are moving but the head (robot) is n 1. From this point on there are two kinematic chains, corresponding to the differing 0 fsets and azimuth angles of the two cameras, and denoted by L and R. We often grou As··· A 14 into a single transform matrix (named CamPosL or CamPosR) expressing e camera location in FLANGE coordinates. Joint 6 V T6 .
Azimuth VL, VR A 14 Az. Offset C CamPos (L,R) The definition of distances and angles for the robot head are shown in Fig. 2 . See the section on Constants for numeric values.
Forward Kinematics: CamPos from (cI>, 8)
The camera motor control software positions a camera at a specific altitude, or pitch ( <t> ) and azimuth, or yaw ( 8). We should like to compute CamPos from altitude and azimuth. CamPos is expressed in FLANGE coordinates.
The values of the relevant A matrices are as follows (Fig. 2) . Constant values are given in Section 13. Ag Trans (0,NECK_OFFSET,0).
A10 Trans(LEFT_OFFSET,O,O) or Trans(RIGHT_OFFSET,O,O).
All Rot_x(<t». 
Trans (O,ALT_OFFSET,O).
A 13 -y(8 L ) or Rot_y(a R ).
Rot

A 14
Trans(O,O,AZ_OFFSET).
Forward Kinematics: TOOL from Lac
VAL provides several useful conversions. A "precision point" is a JntAng vector, and VAL understands robot locations in both precision points and locations (Loc This transf rmation, in its alibi aspect, thus converts points from TOOL to LAB coordinates. It is written out explicitly below. If the TOOL transform is redefined by the user, then it is to that redefined CS that LAB will be transformed. Redefining TOOL with a VA command means setting the values of X,Y,Z,O,A,T in the above transfonnati n. Thus if TOOL is redefined within VAL from NULLTOOL to FLANGE, . then As should be the identity transform, and can vanish from the kinematic chain and from the user's external calculations.
Inverse Kinematics: (~,9) from CamPos
Given a camera position expressed as a CamPos transform in FLANGE coordinates, .. what 9 and <p angles created it? To find out, write the transform E=A9 AlO ••. A 1 4, and notice that certain individual elements of E contain exactly the sines and cosines of <I> and 9. We see
This is a very simple version of the work needed to get O,A,T from TOOL.
Inverse Kinematics: O,A,T from TOOL
The FRAME command in VAL takes four input vectors that describe the TOOL axis unit vectors and origin, and returns the corresponding Loc vector (X,Y,Z,O,A,T). The interesting part of this is of course deriving (O,A,T) from the TOOL CS. In turn, this is an operation quite closely related to deriving Euler angles from a transform, which is an early exercise in [Paul 81] ."
The approach is to multiply the five matrices from the TOOL(Loc) formula (leaving out the translation) together to get a TOOL transform D. Say
D=B1B2 B 3 B 4 B S.
Then, postmultiply both sides by B51 , and look for interesting relationships elementwise between the two matrices. In this case, as in Paul's solution for Euler angles, we find that we have enough information to compute O,A,T in the form of atan_20 functions, which have good properties. Proceeding to details, use the notation SA for sin (A) , etc, substitute Ai for B, in the kinematic chain equation above, and write the resulting product of the first fourB matrices as _.[-g~::
Section 7 establishes that B l -4 = DB51 = D Rot_z(-T). Performing the formal multiplication on the right hand side yields a 4x4 matrix whose elements are functions of the elem nts of D (which we know), Cr. 10. Inver e Kinematics: (" 9) from (x,y,z) Give a pointZat (x,y,z, l) T in FLANGE, which <1> and eparameters will center the point in a amera's view? Following the strategy of the" last section did not immediately lead to a p omising set of equations. The hope was that the camera physical transform E could be itten out and the fact that Et=(O,O,z, l) T would lead to something simple. It did not see to. Instead we use a straightforward geometric approach (Fig. 3) .
ig. 3, we have
The asin() .s bad practice because of its ambiguity and lack of differentiation for angles near 90, bu for small angles, as will usually be the case in such a setup as this, it behaves reasonably.
It rem .ns to determine the azimuthal rotation. Rotate space by Rot_x (-q», bringing the camera and point into a plane of constant y. The point's new (x,z) coordinates become (x, cos(<t»-ysin(<j») , and finally we have 6=atan_ 2 (x,zcos(<1»-ysin (<1») . where P is the PhysPixel transform that shifts the origin of pixel coordinates to the upper left co er from the center of the image, norm() is the homogeneous vector normalizing opera on, C is the imaging matrix given above in the Camera Model section, and T is the invers of the transform that locates the camera in LAB coordinates, i.e. it is let (x, y, z, y, z, 1) and mul plying everything out and rearranging gives two linear equations in x.y, and z in terms of e known quantities jthe effective focal length, S the aspect ratio, and Tij.
x (XT20-fTOO)+y(xT21-fTOl)+Z(xT22-fT02) ={f03:"'xT23 x GT20-jsTlO)+y(yT21-jsTll)+z<YT22-!sT12) =jsT13-yT23' Thus kno ing the physical locations of two cameras, and knowing the pixel coordinates of the c rresponding two images of the same three-dimensional point? yields four equations in the three unknowns (x,y,z). They can be solved by a pseudo-inverse method.
X is the matrix of coefficients of (x,y,z) in the above equation and Y is the row matri of the right hand sides, then the four equations can be written Y=XB if B is the formal column-vector of the variables (x,y,z) T. The values of x.y, and z are obtained s mply by computing the pseudo inverse of X:
The hysical interpretation of this method is made difficult by the fact that the "observabl s" (the .i and y) and the "independent variables" (the T ij ) contribute to coefficient ofboth theB matrix and Y vector. Analysis shows that the effect of noise on this meth may be significant, since a one-pixel error in.i position causes a 20mm depth error at a 0 meter distance, and a one degree error in azimuth produces a 20mm error in x locati n. The method has been implemented and integrated into a system that obtains thre -dimensional position and verifies it by touching the object with a pointer, and seems perform as well as the more geometrically intuitive method given in the next section One potential advantage of the pseudoinverse method is its straightforward extension to more data points.
12. Inverse Optics: (x,y,z) from Two Images via Vectors Duda and Hart [1973] present a geometrically intuitive method for stereo from two image points. We have implemented it and find it works as well as the pseudoinverse .. method for two images. The stereo problem is posed using plain 3-vectors, not homogeneous vectors. The following vectors are defined (Fig. 4) . A temporary world coordinate system is placed at~, thus ~ =0. (Once the 3-D point is estimated in this coordinate system, we will generally convert it to another system such as FLANGE.)
The vectorsrt and~ are defined as follows rt=aLzt L, If the ameras do not have parallel optic axes, then the transformation (CamPos -lCamPosR) must be applied to~ to rotate it with respect to UL.
Lab
The values are taken from the directory /u/brown/robot/include, where there are 
