Consider the setting of randomly weighted graphs, namely, graphs whose edge weights are independent discrete random variables with finite support over the non-negative reals. Given a randomly weighted graph G, we are interested in computing the expected values of various graph properties of G. In particular, we focus on the problem of computing the expected diameter of G. It is easy to show that this problem is #P-hard even in the restricted case in which all edge weights are identically distributed. In this paper we prove that this problem admits a fully polynomial time randomized approximation scheme (FPRAS). Our technique can also be used to derive an FPRAS for the problem of computing the expected weight of an MST of G.
Introduction
The model. A randomly weighted (RW) graph is a graph G = (V (G), E (G)) in which the edge weights are independent discrete random variables with finite support over the non-negative reals. Specifically, it is assumed that for every edge e ∈ E (G), there exist some positive integer k(e) and some non-negative reals W 1 e , . . . , W are referred to as the phases of edge e.
A special subclass of RW graphs that will play a major role in this paper is the class of biased coin weighted (BCW) graphs in which k(e) = 2 for all edges e ∈ E (G). In the case of BCW graphs, it will be convenient to slightly change the notation: edge e ∈ E (G) is said to take on its heavy phase W H e with probability p e and on its light phase W L e with probability 1 − p e , where W H e ≥ W L e ≥ 0. A BCW graph G in which p e = p e ′ , W H e = W H e ′ , and W L e = W L e ′ for all edges e, e ′ ∈ E (G) is called a Bernoulli weighted graph.
Our contribution. We are interested in the following problem: given an RW graph G, compute the expected diameter of G. Since an exact solution to this problem is #P-hard to obtain even when the input is restricted to Bernoulli weighted graphs, we shall focus on developing a fully polynomial time randomized approximation scheme (FPRAS) for the problem, namely, a (1 + ǫ)-approximation algorithm that runs in time poly(|G|, 1/ǫ) for any choice of ǫ > 0, where |G| stands for the number of bits required to encode G in standard binary representation.
Our approximation scheme is developed in three stages. First, in Section 3 we present an efficient procedure called Procedure Estimate that given some BCW graph H and some positive real d, approximates both the probability that the diameter of H is positive and the probability that the diameter of H is at least d. Procedure Estimate is then carefully employed in Section 4 to yield an FPRAS for BCW graphs. Finally, in Section 5 we explain how our FPRAS can be generalized to the case of RW graphs.
It is interesting to point that our technique can be used to obtain an approximation scheme for the following problem as well: given an RW graph G, compute the expected weight of a minimum spanning tree in G.
Preliminaries

Randomly weighted graphs
Consider an RW graph G. Let D denote the random variable that takes on the diameter of G. We assume without loss of generality that the edge phases are scaled so that the smallest non-zero phase is exactly 1. Consequently the diameter D is either 0, or it is bounded between 1 and d max = n · max{W i e | e ∈ E (G) and 1 ≤ i ≤ k(e)}.
Suppose that G is a BCW graph and let F ⊆ E (G) be some subset of the edges. Each edge in e ∈ F takes on its heavy weight with probability p e and on its light edge with probability 1 − p e -this defines a probability space. It will be convenient to view an instance I of this probability space as a Boolean function I : F → {H , L}, where
H if e takes on its heavy phase W H e ; L if e takes on its light phase W L e .
At the risk of abusing notation, we may sometime write F when we actually refer to the probability space it defines; our intention will be clear from the context.
Cuts and compact cuts
Consider some connected graph G. An r-way cut C of G is a partition of V (G) to r disjoint subsets, that is, C = {U 1 , . . . , U r }, where 1≤i≤r U i = V (G) and U i ∩ U j = ∅ for every i = j. The subsets U 1 , . . . , U r are referred to as the clusters of C. A cut refers 1 to an r-way cut for any r ≥ 2.
Consider some r-way cut C = {U 1 , . . . , U r } of G. We say that an edge e ∈ E (G) crosses C if e ∈ U i × U j for some i = j. The set of edges crossing C is denoted by E (C) and the cardinality |E (C)| of this set is referred to as the size of C. The cut C is called compact if G(U i ) is connected for every 1 ≤ i ≤ r. Note that every r-way cut is a compact r ′ -way cut for some r ′ ≥ r. A min-cut is a cut of minimum size. It is easy to verify that a min-cut must be a compact 2-way cut.
Consider some subset F ⊆ E (G). We say that F induces the compact cut C on G if the connected components of the graph obtained from G by removing the edges in F are precisely the clusters of C. In particular, F must be a superset of E (C); it may contain additional edges as long as the removal of these edges does not disconnect any cluster of C.
Monte Carlo simulation and approximators
Consider some probability space with sample space Ω and let X : Ω → R be a real valued random variable over this probability space. Suppose that the expectation of X is defined and denote it by µ. Let X 1 , . . . , X n be n independent samples of X and fixX = n i=1 X i /n. The method of evaluating µ byX is called Monte Carlo simulation (cf. [KL85] ).
Assume that X is almost surely in the interval [a, b] , where b − a = ρ. A direct application of Hoeffding's inequality [Hoef63] yields the following theorem 2 .
1 In some literature, a cut refers to a 2-way cut, while an r-way cut for r > 2 is called a multiway cut. We do not make this distinction. 2 Hoeffding's inequality is a special case of Bernstein's inequality which is used in [KL85] to establish a slightly Theorem 2.1. Let ǫ andǫ be some positive reals. By taking n ≥ ln(2/ǫ)/(2ǫ 2 ), it is guaranteed that P(|X − µ| ≥ ǫρ) ≤ǫ.
This leads us to notion of approximators. Let ǫ andǫ be some positive reals. Consider some non-negative real value v that we would like to approximate with the real v ′ . Then v ′ is said to be an (ǫ,ǫ)-approximator of v if it satisfies the inequality |v − v ′ | ≤ ǫ with probability at least 1 −ǫ, where the probability is taken over the random bits used to generate v ′ . Under this terminology, Theorem 2.1 guarantees thatX is an (ǫρ,ǫ)-approximator of µ.
Procedure Estimate
In this section we focus on Procedure Estimate which is the main component of our approximation scheme. Let H be some n-vertex BCW graph and denote the random variable that takes on the diameter of H by D H . Consider some positive real d and performance parameters δ,δ > 0. Given H and d, Procedure Estimate runs in time poly(n, 1/δ, log(1/δ)) and output
Convenient assumptions. We begin by making a couple of assumptions on the BCW graph H. First, by contracting every edge e ∈ E (H) with zero heavy phase (which by definition, must also have zero light phase), we clearly do not affect the diameter of H. Hence, we subsequently assume that W H e > 0 for all edges in E (H). Second, note that for any d ′ ≥ 0, the edges with light phases greater than d ′ (respectively, at least d ′ ) have no effect on P(
More formally, the diameter of H is greater than d ′ (resp., at least d ′ ) if and only if the diameter of the graph obtained from H by removing all edges
(A disconnected graph is assumed to have infinite diameter.) Since we are interested in P(D H > 0) and P(D H ≥ d), it follows that we can ignore all edges with light phase at least d. Indeed, in what follows we assume without loss of generality that W L e < d for every edge e ∈ E (H).
Fix E = E (H). It will be convenient to partition the edges in E according to their light phases to E 0 = {e ∈ E | W L e = 0} and to
H be the random variable that takes on the diameter of H 0 . From the discussion in the previous paragraph, it follows that P(D 0 H > 0) = P(D H > 0). We shall denote this probability by P 0 .
Note that if P 0 is sufficiently large, say at least n −3 , then the desired approximation can be less general theorem.
obtained by a direct Monte Carlo simulation. Indeed, Theorem 2.1 guarantees that a Monte Carlo simulation with O(log(1/δ)n 9 /δ 2 ) trials suffices to generate (δn −3 ,δ)-approximators of both
The random variables for which we apply the Monte Carlo simulations are simply the indicators of the events D H > 0 and
This applies in particular to the case where H 0 is disconnected which means that P 0 = 1. Therefore, in what follows we may assume that P 0 < n −3 and in particular, that H 0 is connected.
Note that if P 0 is extremely small (e.g., exponentially small in n), then even if P 0 is known, the above Monte Carlo simulation method requires too many samples in order to obtain a (δ · P 0 ,δ)-
Analogy to ATNR. Consider the connected BCW graph H 0 . Note that D 0 H > 0 if and only if the subset of edges that take on their heavy (positive) phases under the probability space E 0 induces a cut on H 0 . This leads us to an analogy between the problem of approximating P 0 and the all-terminal network reliability (ATNR) problem.
The input to ATNR is a connected undirected graph G in which each edge e fails (i.e., removed) with some specified probability p e . The goal is to compute the probability that G becomes disconnected, referred to as the failure probability of G and denoted FAIL(G). ATNR is known to be ♯P-complete 3 [Vali79, BCP95] and Karger develops an FPRAS for it [Karg99] . Since G becomes disconnected if and only if the failing edges induce a cut on it, we conclude that P 0 = FAIL(H 0 ), where the latter is defined over an instance of ATNR in which each edge e ∈ E (H) fails with probability p e (the probability that e takes on its heavy phase in the BCW graph framework). Consequently, approximating P 0 can be performed by a direct application of Karger's algorithm. The tricky part remains the approximation of P(D H ≥ d).
For that purpose we introduce the real valued random variable Y which is defined over the probability space E − E 0 by mapping each instance
. This can be viewed as decomposing the probability space E into the Cartesian product of the probability 3 In fact, Assuming that G has n vertices and m edges, and that pe = p for every e ∈ E (G),
, where TG(x, y) is the Tutte polynomial. The problem of evaluating the Tutte polynomial on the point (x, y) for a given graph G is ♯P-hard for "almost all" the plane, including all points x = 1, y = 1 [JVW90] . For large areas of the plane, this problem is even hard to approximate [GJ08] .
spaces E − E 0 and E 0 . A crucial observation here is that
hence our goal is to provide a good approximation for E [Y ] . Another important observation is that
, therefore Y ≤ P 0 with probability 1.
Fix k = 2 ln(4/δ)/δ 2 and repeat the following process for j = 1, . . . , k. Choose some instance I j : E − E 0 → {H , L} with probability P(I j ) (this can be easily generated by randomly choosing the phase of each edge in E − E 0 independently of all other edges) and let
in other words, Y j is a random sample of Y . Unfortunately, given I j , we do not know how to efficiently compute the exact value of Y j . Instead, we will generate an approximate sample Y ′ j which is a (δ · P 0 /2,δ/(2k))-approximator of Y j .
We will soon explain how the Y ′ j s are generated, but first let us explain how they are employed to obtain the desired (δ
. By Proposition 2.3, we conclude thatȲ ′ is a (δ · P 0 /2,δ/2)-approximator ofȲ . Therefore Proposition 2.2 implies thatȲ ′ is a (δ
Generating the approximate samples. It remains to present the process through which the approximate samples are generated. (Recall that each approximate sample should be a (δ · P 0 /2,δ/(2k))-approximator of P(D H ≥ d | I) for some given instance I : E − E 0 → {H , L}.) The technique we use for this process is an extension of Karger's technique [Karg99] . In order to simplify the description of this process, we first assume that there exists some real p such that p e = p for all edges e ∈ E 0 (recall that all these edges have zero light phase, however their heavy phases may vary). The generalization to varying p e s is deferred to a later stage.
Given some compact cut C of H 0 , let H(C) denote the event that all edges in E (C) ⊆ E 0 take on their heavy (positive) phases. Let C be some min-cut of H 0 and let χ = |E (C)| be its size. Since H(C) = p χ , the assumption that P 0 < n −3 implies that p χ < n −3 . The following two theorems are variants of [Karg99] 's Theorems 2.9 and 2.10.
Theorem 3.1. For every r ≥ 2 and for every real α ≥ 1, there are O(n 2α ) compact r-way cuts of size at most αχ in H 0 . Moreover, these cuts can be enumerated in expected timeÕ(n 2α ).
Theorem 3.2. For every r ≥ 2 and for every real α ≥ 1, the probability that there exists some compact r-way cut C of size at least αχ in H 0 such that H(C) occurs is O(n −αη ), where η > 1 is defined by fixing p χ = n −(2+η) .
Write p χ = n −(2+η) . We must have η > 1 as p χ < n −3 . Fix α = 4 + ln(1/δ)/ ln(n) and let C be the collection of all compact cuts of size at most αχ in H 0 . By Theorem 3.1, C consists of O(n 1+2α ) = O(n 9 /δ) compact cuts that can be enumerated in expected timeÕ(n 9 /δ).
Given some sub-collection B ⊆ C, let
be the probability that all crossing edges of some (at least one) cut in B take on their heavy phases. Theorem 3.2 guarantees that 0 ≤ P 0 − ψ(C) ≤ cn −αη for some constant c. The choice of α = 4 + ln(1/δ)/ ln(n) and the assumption that η > 1 ensure that cn −αη ≤ δn −(2+η) /4 = δp χ /4 for every n ≥ c, which yields the following corollary.
Corollary 3.3. The probability that there exists some compact cut C / ∈ C such that H(C) occurs is at most δp χ /4 ≤ δ · P 0 /4.
Consider some instance I : E − E 0 → {H , L}. Our goal is to efficiently generate a (δ · P 0 /2,δ/(2k))-approximator of P(D H ≥ d | I). Given some compact r-way cut C = {U 1 , . . . , U r } of H 0 , we construct the graph H C,I as follows. The vertex set of H C,I is V (H C,I ) = {u 1 , . . . , u r }. For every edge e ∈ E 0 with one endpoint in the cluster U i and the other in the cluster U j , i = j, we add an edge (u i , u j ) to E (H C,I ) whose weight is W H e . In addition, for every edge e ∈ E − E 0 with one endpoint in the cluster U i and the other in the cluster U j , i = j, we add an edge (u i , u j ) to E (H C,I ) whose weight is W H e if I(e) = H ; and W L e if I(e) = L. Observation 3.4. Conditioned on the instance I : E − E 0 → {H , L}, and on the event that the set of edges in E 0 that take on their heavy phases induces the compact r-way cut C on H 0 , we have Probabilistic DNF satisfiability. The approximation of ψ(B I ∩ C) is performed by the method of Karp, Luby, and Madras [KL85, KLM89] for approximating the probability that a formula in disjunctive normal form (DNF) is satisfied. Given some DNF formula φ, and given the probability q i that x i is assigned to true for each variable x i (independently of all other variables), the method of Karp et al. generates an (ǫ · q(φ),ǫ)-approximator of the probability q(φ) that φ is satisfied in time O(|φ| log(1/ǫ)/ǫ 2 ), where |φ| stands for the size of the formula (number of literals). Cast into our framework, the event that all crossing edges of some cut in B I ∩ C take on their heavy phases can be encoded as a DNF formula whose variables correspond to the edges in E 0 and whose clauses correspond to the crossing edges of the cuts in B I ∩ C. Therefore a (δ · ψ(B I ∩ C)/4,δ/(2k))-approximator of ψ(B I ∩ C), which also serves as a (δ · P 0 /4,δ/(2k))-approximator of ψ(B I ∩ C) as ψ(B I ∩ C) ≤ P 0 , can be generated in time O n 9 log(1/δ)χ log(k/δ) δ 3 log(n)
= poly(n, 1/δ, log(1/δ)).
An FPRAS for BCW graphs
Consider some n-vertex BCW graph G and some small performance parameter ǫ > 0. Let N be the smallest integer such that d max < (1 + ǫ) N . (Note that N is proportional to log(d max )/ǫ = poly(|G|, 1/ǫ)). Clearly, the diameter of G satisfies 0 ≤ D < (1 + ǫ) N . We are interested in approximating E[D] to within a relative error of 1 + O(ǫ).
Towards the approximation of E[D], we first define
where (1) is due to the fact that π N = 0. It is easy to verify that
so our next goal is to approximate A. Note that (1) enables the computation of a (1 + ǫ)-
for sufficiently many carefully chosen values of d. Unfortunately, we do not know how to obtain such an approximation directly (in particular, Procedure Estimate does not guarantee such an approximation) and we are forced to apply some modifications to G.
The shrunk graphs. We rely on the standard observation that low weight edges have little effect on long paths. More formally, for i = 0, 1, . . . , N − 1, let G i be the BCW graph obtained from G by setting W ϕ e ← 0 for every edge e ∈ E (G) and phase ϕ ∈ {H , L} such that W ϕ e < (1 + ǫ) i−κ , where κ = log 1+ǫ n(1+ǫ) ǫ
. We refer to a phase that was set to 0 in this process as a shrunk phase; the graphs G 0 , . . . , G N −1 are called the shrunk graphs. (Clearly, if the heavy phase of some edge is shrunk, then so is the light phase.) Let D i be the random variable that takes on the diameter of G i . By definition, we have
The assumption that the minimum positive phase is scaled to 1 implies
however it is not much smaller as depicted in the following proposition.
Proof. Every path in G includes at most n − 1 edges with shrunk phases in
The assertion follows.
Fix
On the other hand, for every 1 ≤ i ≤ N − 1, we have
where the last inequality is due to Proposition 4.1. Since, π ′ 0 = π 0 , we get
So, our next goal is to approximate A ′ .
Relying on local approximators. Recall that in Section 3 we presented Procedure Estimate whose input is an n-vertex BCW graph H, some positive real d, and performance parameters δ,δ > 0. We denote the random variable that takes on the diameter of H by D H . The procedure runs in time poly(n, 1/δ, log(1/δ)) and outputs the reals E >0 and E ≥d that serve as (δ·P(D H > 0),δ)-approximators of P(D H > 0) and P(D H ≥ d), respectively.
For i = 0, 1, . . . , N − 1, we invoke Procedure Estimate on H ← G i and d ← (1 + ǫ) i with performance parameters δ ← ǫ 2 n(1+ǫ) 2 andδ ← 1/(8N ) to produce the local approximators E >0 → E >0 i and E ≥d → E ≥d i . We then fix
and define
How well does A ′′ approximates A ′ ? In attempt to answer this question, we first establish the following lemma.
Lemma 4.2. With probability at least 3/4, we have
Proof. By the choice ofδ = 1/(8N ), we may use a union bound argument and conclude that the inequalities
hold (simultaneously) for all N invocations of Procedure Estimate with probability at least 3/4; the remainder of the proof is conditioned on that event. By the definition of the shrunk graphs, we have
and
Combining (6) and (4) implies that
Next, (5) guarantees that
for every 0 ≤ i ≤ N − 1, while (4) guarantees that
for every 0 ≤ i < N − κ, where (9) is due to (7) and (10) follows from the definition of the shrunk graphs. By combining (8) and (10), it follows that for every 0 < i < N − κ, we have
This yields the desired |π ′ i − π ′′ i | ≤ δπ ′ 0 for every 0 < i ≤ κ due to (6); and |π ′ i − π ′′ i | ≤ δπ ′ i−κ for every κ < i < N − κ due to (7).
It remains to show that |π
This is a direct consequence of (8) and (7).
We are now ready to complete the analysis. Lemma 4.2 guarantees that
′ with probability at least 3/4. By the choice of δ = ǫ 2 n(1+ǫ) 2 , we conclude that |A ′ − A ′′ | ≤ ǫA ′ . When combined with (2) and (3), we get the following theorem. Let G be an arbitrary RW graph and consider some edge e ∈ E (G). Recall that there exists some positive integer k(e) and some non-negative phases W 1 e , . . . , W i=1 p i e = 1, such that w (e) = W i e with probability p i e (independently of all other edges). We assume without loss of generality that the phases of e are distinct (two identical phases can be merged into one) and ordered so that W 1 e < · · · < W k(e) e .
The BCW graph G ′ is obtained by replacing every edge e = (u, v) ∈ E (G) such that k(e) > 2 with k(e) − 1 parallel edges e 1 , . . . , e k(e)−1 = (u, v) ∈ E (G ′ ), each having exactly two phases. The heavy phases of all new edges are set to be W k(e) e . The light phase of e i is set to be W L e i = W i e for every 1 ≤ i ≤ k(e) − 1. The probabilities p(e 1 ), . . . , p(e k−1 ) are designed to guarantee that the random variable M e = min{w (e 1 ), . . . , w (e k(e)−1 )} in G ′ is stochastically equivalent to the random variable w (e) in G. This is achieved by setting 
