The Kinetic PreProcessor (KPP) is a widely used software environment which generates Fortran90, Fortran77, Matlab, or C code for the simulation of chemical kinetic systems. High computational efficiency is attained by exploiting the sparsity pattern of the Jacobian and Hessian. In this paper we report on the implementation of two new families of stiff numerical integrators in the new version 2.2 of KPP. One family is the fully implicit three-stage Runge Kutta methods, and the second family are singly diagonally-implicit Runge Kutta methods. For each family tangent linear models for direct decoupled sensitivity analysis, and adjoint models for adjoint sensitivity analysis of chemical kinetic systems are also implemented. To the best of our knowledge this work brings the first implementation of the direct decoupled sensitivity method and of the discrete adjoint sensitivity method with Runge Kutta methods. Numerical experiments with a chemical system used in atmospheric chemistry illustrate the power of the stiff Runge Kutta integrators and their tangent linear and discrete adjoint models. Through the integration with KPP-2.2. these numerical techniques become easily available to a wide community interested in the simulation of chemical kinetic systems.
Introduction
Runge Kutta (SDIRK) methods (including five different formulas of orders 2-4). Integrators in both these families have excellent stability properties and allow for efficient and high accuracy solutions of chemical kinetic systems. In addition, tangent linear models for direct decoupled sensitivity analysis, and adjoint models for adjoint sensitivity analysis of chemical kinetic systems are also implemented. The implementation of the new integrators is done in Fortran90.
The paper brings the following novel elements: (1) this is the first implementation of multiple Runge Kutta methods from both fully implicit and SDIRK families; (2) to the best of our knowledge this is the first implementation of the direct decoupled method for sensitivity analysis with Runge Kutta methods; (3) to the best of our knowledge this is the first implementation of discrete adjoint implicit Runge Kutta methods.
The paper is organized as follows. A short overview of KPP is given. The new integrators are presented in section 2. Mathematical background is presented here and implementation details are explained. Section 6 shows results from applying the solvers to a chemical system. Comparisons of the different implementation details are elaborated in detail. In section 7 a data assimilation example using our integrators and sensitivity analysis based on our implementation is briefly presented. Finally, the conclusion is drawn in section 9.
The Runge Kutta Numerical Integrators
In KPP version 2.2, stiff numerical integrators of the Runge Kutta family have been added to the KPP numerical library of stiff solvers for chemical kinetic system ODEs.
Consider a chemical kinetic system defined by the stiff system of ordinary differential equations
There are n chemical species in the system. The right hand side function f (t, y) ∈ n describes the rates of change due to chemical production and loss processes. We will denote the Jacobian of the ODE function by J(t, y) = ∂f /∂y ∈ n×n . Typically the ODE system (1) is stiff: different chemical species change at very different rates during the kinetic evolution, and one is interested to follow the system evolution at the slower time scales. As a consequence the eigenvalues of the Jacobian differ by orders of magnitude. The numerical methods used to solve (1) have to be stable in the presence of stiffness [21] .
In this paper we focus on implicit Runge Kutta integrators which have the necessary stability properties.
We discuss in detail the implementation of stiff numerical Runge Kutta integrators in the numeric library of KPP-2.2.
A general s-stage Runge Kutta method is defined as [20] 
The coefficients a ij , b i and c i determine the particular method and its accuracy and stability properties.
A particular Runge Kutta method can be compactly represented by the Butcher tableau of its coefficients: 
The linear stability analysis considers the solution of the method (2) when applied to a linear scalar equation y = λy:
T . equations [21] and is useful in the solution of stiff ordinary differential equations. All the Runge Kutta methods implemented in KPP-2.2 are A-stable, some are L-stable, and some are stiffly accurate. These properties will be highlighted when the methods are discussed.
When the real part

Implementation Aspects
Following [21, Section IV.8], for implementation purposes the method (2) is written in terms of the variables Z i = Y i − y n as follows:
The stage relations
. . .
form a nonlinear system of dimension ns × ns in the variables Z 1 · · · Z s which needs to be solved at each time step. Replacing the nonlinear system in k i in (2) by a nonlinear system in Z i in (4) has numerical advantages for stiff systems where f has a large Lipschitz constant.
Explicit Runge Kutta methods. If the method coefficients are chosen such that a ij = 0 for j ≥ i then the Runge Kutta method is explicit and no solutions of nonlinear systems are necessary. The stage vectors are obtained one after another by successive substitutions from the first stage to the last
While computationally inexpensive, explicit methods cannot offer the stability properties needed to solve stiff chemical equations. They are not considered for implementation in KPP-2.2.
Singly Diagonally-Implicit Runge Kutta (SDIRK) methods. Singly diagonally-implicit Runge Kutta (SDIRK) methods are characterized by coefficients satisfying a ij = 0 for j > i and a ii = γ for all i. Each stage leads to a nonlinear system of dimension n × n; the stage vectors are obtained one after another by solving the nonlinear systems for each stage in succession
The nonlinear system that defines a stage vector Z i
is solved by simplified Newton iterations of the form
The starting value for the Newton iterations Z Fully Implicit Runge Kutta methods. In the general case the method array of coefficients A = (a ij )
does not have a triangular structure, and the nonlinear system (5) of dimension ns × ns cannot be decoupled in a sequence of smaller systems. With the compact notation
the nonlinear system (5) in Z can be written as [21] 
where ⊗ denotes the Kronecker product. The Kronecker product of two matrices P = (p ij ) ∈ Ê n×n and Q = (q ij ) ∈ Ê m×m is defined as
Following [21] the system (7) is solved by simplified Newton iterations of the form
Note that the system matrix is constructed using only the chemical Jacobian value at the beginning of the time step J(t n , y n ). The linear systems in (9) have dimension ns × ns. Following [21] the KPP-2.2 implementation uses a transformation of the system (9) to complex form. This allows to replace the costly ns-dimensional real LU decomposition by several n-dimensional LU decompositions of real and complex matrices.
Differences regarding order and accuracy of the implicit Runge Kutta and SDIRK methods are discussed next.
Fully implicit Runge Kutta methods in KPP-2.2
The KPP-2.2 contains implementations of four different fully implicit Runge Kutta methods as follows:
• Radau-2A: stiffly accurate three stage method of order 5, based on the Radau-IIA quadrature. It is one of the most robust formulas for stiff ordinary differential equations [21] .
• Lobatto-3C: stiffly accurate, three stage method of order 4 based on Lobatto quadrature.
• Gauss: three stage method of order 6 based on Gaussian quadrature. The method is only weakly L-stable (R(∞) = −1) and is not stiffly accurate.
• Radau-1A: L-stable, three-stage method of order 5, based on Radau-IA quadrature. It is not stiffly accurate.
All methods are A-stable. Each of them has 3 stages, and require one complex and one real LU decomposition at each time step. The implementation has been inspired by the Radau5 code of Hairer and Wanner [21] . The Butcher tableaux of coefficients are presented in table 1. More information on these methods can be found in [21] .
The selection of the fully-implicit Runge Kutta family of integrators in KPP-2.2 is done by the using following command in the model (*.kpp) file:
#INTEGRATOR Runge_Kutta
The selection of a particular method within this family is done via the input control vector entry ICN- • Sdirk-3a is a three-stage, second order, stiffly accurate method. Its coefficients are chosen such that the discrete adjoint is also stiffly accurate.
• The methods Sdirk-4 are the fourth order L-stable singly-diagonally-implicit Runge Kutta methods developed by Hairer and Wanner [21] . Specifically, Sdirk-4a is the method with γ = 4/15 and Sdirk-4b the method with γ = 1/4. The coefficients of these methods are given in [21] and not reproduced here.
All methods are A-stable. Each of them requires a single real LU decomposition at each time step.
The implementation has been inspired by the Sdirk4 code of Hairer and Wanner [21] . The Butcher tableaux of coefficients are presented in 
(a) Sdirk-2a (order 2, stiffly accurate) (b) Sdirk-2b (order 2, stiffly accurate)
(c) Sdirk-3a (order 2, stiffly accurate) 
#INTEGRATOR SDIRK
The selection of a particular method within this family is done via the input control vector entry ICN-TRL(3) (the values 0 or 1 select Sdirk-2a, 2 selects Sdirk-2b, 3 selects Sdirk-3a, 4 selects Sdirk-4a, and 5 selects Sdirk-4b).
Using the implementations of the forward routines, integrators for the tangent linear model (TLM) and adjoint model (ADJ) were developed. Each family of forward methods (implicit Runge Kutta, singly-diagonally-implicit Runge Kutta, and Rosenbrock methods) was extended to calculate the TLM, the generated result is the sensitivity matrix.
Tangent Linear Models of Runge Kutta Methods
Small perturbations of the solution of (1) due to small changes δy 0 in the initial conditions propagate forward in time according to the sensitivity equation (also called the "tangent linear model")
Note that for nonlinear systems the sensitivity equations (10) depend on the solution of the chemical equations (1) through the Jacobian J(t, y). Thus (1) and (10) have to be solved together to obtain a solution of the sensitivity equations.
A numerical solution of (10) can be obtained by applying a Runge Kutta method (2) to both (1) and (10). Alternatively, one can use variational calculus to compute the variations (sensitivities) of the solution of (2) due to small changes in the initial conditions. The two approaches are equivalent and they lead to the tangent linear Runge Kutta methods:
The numerical solution of the sensitivity part depends on the stage vectors of the nonlinear chemical
Thus one has to solve simultaneously for the concentrations and their sensitivities.
For implementation purposes we use the same transformation as for the forward integrators and work with the sensitivity stage variables δZ i = δY i −δy n . The method (11) leads to a system of linear equations in the unknowns δZ i
For SDIRK methods the system (12) reduces to independent n-dimensional linear systems that can be solved successively for each stage i = 1, · · · , s
The KPP-2.2 implementation offers the option to solve the linear systems (13) 
The equations (14) re-use the sparse LU factorization of the matrix I n − hγJ (t n , y n ) which is available after advancing the concentrations by one step. This approach is closer in the spirit to the direct decoupled method [15] for sensitivity analysis.
The selection of the tangent linear SDIRK family of integrators in KPP-2.2 is done by the using following command in the model (*.kpp) file:
#INTEGRATOR SDIRK_tlm
and the selection of a particular method within this family is done via the input control vector ICNTRL.
For fully implicit Runge Kutta methods KPP-2.2 offers the option to construct the ns × ns linear system (12) explicitly, and solve it using a direct full linear algebra method. As an alternative KPP-2.2 also offers the option of solving (12) by quasi-Newton iterations of the form:
Equation (15) defines a ns × ns linear system for the unknowns ∆δZ
s . It can be seen that the matrix of this linear system is I ns − hA ⊗ J(t n , y n ). The LU decomposition of this matrix is already available as it is also necessary in the calculation of concentrations using equation (9) . The re-use of the main LU decomposition in the concentration and in the sensitivity solutions is similar in spirit to the direct-decoupled method [15] .
The selection of the tangent linear fully-implicit Runge Kutta family of integrators in KPP-2.2 is done by the using following command in the model (*.kpp) file:
#INTEGRATOR Runge_Kutta_tlm
We note that the direct-decoupled approach is relatively inexpensive since it re-uses the available LU decompositions. However the control of the error within the iterations (14) and (15) for sensitivities is challenging, due to the fact that sensitivities take values spanning many orders of magnitude. It is quite difficult in practice to set the absolute tolerances for sensitivities to appropriate values, and correctly define an error norm used to control the iterative process.
Discrete Adjoint Models of Runge Kutta Methods
Continuous Adjoint Models
The solution of inverse problems involving chemical kinetic systems (e.g., parameter fitting, optimal control, and data assimilation) require the minimization of a cost functional defined in terms of the chemical concentrations. Without loss of generality any inverse problem can be formulated as the following optimization problem: find the initial conditions for which a function of the system state at the final time is minimized,
To apply a gradient based optimization procedure one needs to compute the derivatives of the cost function Ψ with respect to the initial conditions. It is well known [26] that these derivatives can be obtained efficiently by solving the continuous adjoint equation
backwards in time from t F to t 0 to obtain
Note that the continuous adjoint equation (17) is formulated based on the forward solution y(t).
In the continuous adjoint approach one solves the equation (17) backward in time with a Runge Kutta method (2) with coefficientsã i,j ,b i ,c i to obtain
The terminal value of the adjoint variable λ(t 0 ) is an approximation of the gradient of (16).
The continuous approach (18) 
Discrete Adjoint Models
In practice the equation (1) is solved numerically on a computer. A Runge Kutta discretization (2) advances the solution in time as follows
where M symbolically denotes one step of the method (2), t N = t F and the numerical solution is
The optimization problem (16) is formulated in terms of the numerical solution minimized,
To estimate the gradient of the cost function (20) several approaches are possible.
In the discrete adjoint approach the gradient of (16) is computed directly from (19) using the transposed chain rule
This calculation proceeds backwards in time, i.e. the expression is evaluated right to left as follows
We will call λ n discrete adjoint variables. Their evaluation requires the forward numerical solution y 0 to y N to be available during the backward calculation.
Discrete adjoints are useful in optimization since they provide the gradients of the numerical function that is being minimized. Moreover, they can be calculated by reverse mode automatic differentiation.
In KPP-2.2 we have implemented the discrete adjoints of Runge Kutta methods. In [30] we have shown that the discrete Runge Kutta adjoint (21) can be regarded as a new numerical method applied to the continuous adjoint equation (17) . The main results of [30] are:
• the discrete adjoint of a Runge Kutta method of order p is an order p discretization of the continuous adjoint equation (17);
• consider a singular perturbation problem and a cost functional defined only in terms of the nonstiff variable. The discrete adjoint of an L-stable Runge Kutta method with an invertible coefficient matrix A produces solutions of the same accuracy as the continuous adjoint approach.
These two theoretical properties imply that discrete Runge Kutta adjoints are very well suited for solving inverse problems with stiff chemical systems. This conclusion is also supported by other previous studies.
Consistency properties of discrete Runge Kutta adjoints have been studied by Hager [19] in the context of control problems. Walther [36] has studied the effects of reverse mode automatic differentiation on explicit Runge Kutta methods. Giles [17] has discussed Runge Kutta adjoints in the context of steady state flows.
Hager [19] has shown that one step of the discrete adjoint of the Runge Kutta method (2) reads
For b i = 0 the RK adjoint (22) can be rewritten as another Runge Kutta method [19] applied to the continuous adjoint equation (17) 
where
We will call (23) the formal discrete adjoint method of (2) . Note the similarity between (23) and (18) .
The only difference is that the Jacobian in (23) • the formal adjoint of Radau-2A is Radau-1A; the formal adjoint of Radau-1A is Radau-2A;
• the formal adjoint of Lobatto-3C is Lobatto-3C (i.e., Lobatto-3C is formally self-adjoint). Therefore its formal adjoint is stiffly accurate;
• Gauss is formally self-adjoint;
• Sdirk-3a is formally self-adjoint (and therefore its formal adjoint is stiffly accurate);
• The formal adjoints of Sdirk-2a, Sdirk-2b, Sdirk-4a, and Sdirk-4b are other SDIRK methods.
Implementation Aspects
Our implementation of the discrete adjoints in KPP-2.2 follows the formulation (22) . This equation defines a linear system of dimension ns × ns in the stage vectors
For SDIRK methods the system (24) decouples into s systems of dimension n × n, which can be solved successively for each stage (from the last to the first) 
which re-use the LU factorization of I n − h J (t n , y n ) for all the stages. The iterations (26) are similar to the ones for tangent linear calculations (14) .
The selection of the discrete adjoint SDIRK family of integrators in KPP-2.2 is done by the using following command in the model (*.kpp) file:
#INTEGRATOR SDIRK_adj
For fully implicit Runge Kutta methods the KPP-2.2 implementation offers the option to construct the system (24) explicitly and solve it by a direct ns × ns LU factorization. The implementation also offers the option of solving (24) by iterations of the form
The matrix I ns − hA ⊗ J(t n , y n ) in (27) is the same matrix used in the solution of the forward model (9), as well as in the iterative solution of the tangent linear model (15) . Its LU factorization can be saved from the forward simulation and reused in adjoint.
The selection of the adjoint fully-implicit Runge Kutta family of integrators in KPP-2.2 is done by the using following command in the model (*.kpp) file:
#INTEGRATOR Runge_Kutta_adj
We note that the iterative approaches (26) and (27) to solve the linear adjoint systems are relatively inexpensive since they re-use the available LU decompositions. However the control of the error within the iterations (26) and (27) for adjoints is challenging, due to the fact that adjoints (like forward sensitivities) take values spanning many orders of magnitude. It is quite difficult in practice to set the adjoint absolute tolerances to appropriate values.
The DECLARE option
We now report on a new option that has been implemented in KPP-2.2. The command
in the model (*.kpp) file tunes the form of the array declarations in the generated code.
The default #DECLARE symbol option dimensions the arrays in the generated code in terms of the model parameters like the number of variables and the number of reactions, e.g.,
USE model_Parameters REAL(kind=dp) :: VAR(NVAR), RCONST(NREACT)
The values of the constants like NVAR, NREACT are declared in the Parameters module (or header file).
The option #DECLARE value dimensions the arrays in the generated code by using the model parameter values directly, e.g.,
REAL(kind=dp) :: VAR(74), RCONST(211)
This option alleviates the cross-dependencies of the generated code (here, the dependency on the Parameters module, or header file, has been removed).
Numerical Results
We now illustrate the application of the new numerical integrators on the chemical model SAPRC99 [11] , which is widely used in real atmospheric chemistry applications. The Runge Kutta integrators.
Forward Methods and Integration Options
Three families of stiff integration methods are implemented in KPP-2.2: fully implicit Runge Kutta, SDIRK, and Rosenbrock. Each family has a different implementation. The selection switch ICNTRL (3) allows the user to choose a particular method within each family. The major selection switch in the Runge Kutta family chooses between Radau-2A, Lobatto-3C, Gauss, and Radau-1A. For SDIRK integration, the same switch is used to select between Sdirk-2a, Sdirk-2b, Sdirk-3a, Sdirk-4a, or Sdirk-4b. The available choices of Rosenbrock methods are Ros-2, Ros-3, Ros-4, Rodas-3, and Rodas-4.
Some control options are general and apply to all families. The relative and absolute error tolerances can be a scalar or a vector (different tolerance for each species). The maximum number of integration steps before unsuccessful return can be specified to limit the return time for non-converging calculations.
Various other switches select specialized options for the different integration families.
Fully Implicit Runge Kutta Options
We now discuss the most important switches that allow the user to tune the behavior of the fully implicit Runge Kutta family.
Tuning the Newton iterations. Various internal coefficients and parameters for Newton iteration can be specified. They include the maximum number of Newton iterations, stopping criterion (based on estimating the magnitude of iteration error), bounds on step decrease, increase, and on step rejection.
Default values are assigned to these parameters after careful experimenting and using [21] . The choice of starting values for Newton iteration are zero or the extrapolated collocation solution. As seen in Figure Figure 2 (left) for Lobatto-3C, the CPU time decreases when using extrapolation. This effect is clearly due to the fewer number of Newton iterations necessary to reach the desired accuracy.
Step size control. Two step-size strategies are implemented: the classical approach and the modified predictive controller (Gustafsson, [18] ). The Gustafsson predictive controller takes a few more steps but secures the computation by using a more precautions approach. If the predicted change in step size is small then the code keeps the same time step and attempts to re-use the LU factorizations of the previous step.
Error estimation. Two different error estimation strategies are implemented. The first one is the classical error estimation [21] which uses an embedded third order method constructed based on an additional explicit stage (at the beginning of the time step). The embedded solution is:
Our newly implemented error estimation uses two additional stages: an explicit stage (at the beginning of the time step) and another SDIRK stage which re-uses the real LU decomposition from the solution of the main method. The embedded solution reads:
All the embedded methods have been chosen to be stiffly accurate and have order 3. The coefficients of the additional stage are given in Appendix A. The results shown in Figure 3 indicate that the new error estimator works well, and brings marked improvements for Gauss and Radau-1A. While the classical error estimator does not predict the error very well for low relative tolerances, the Sdirk error estimation provides very good results and keeps the accuracy of the solution below the ideal line.
SDIRK Options
The SDIRK solution uses Newton iterations; the SDIRK implementation offers similar options as the implicit Runge Kutta methods described above. 
Comparison of Forward Integrator Families
All new solvers have been tested thoroughly. 
Tangent Linear Methods and Integration Options
The tangent linear model (TLM) implementations advance in time both the concentrations and the forward sensitivity coefficients. The TLM of each method for all the forward integration families is implemented in KPP-2.2. The options of the forward code are also available in TLM routines. In addition several TLM-specific options are available to the user as follows:
• apply forward error estimation only (there is no explicit control over the accuracy of the sensitivities);
• control the convergence of TLM Newton iterations; and
• control the truncation errors for both the concentrations and the TLM sensitivities (and use both in step-size selection).
In these experiments we look at the sensitivity coefficients of 10 long-lived species with respect to their initial values. To be specific, we compute ∂y i (t f )/∂y j (t 0 ) for all i, j in a subset of 10 long lived species.
The relative errors of TLM variables are computed for these 100 sensitivity coefficients; the reference solution is obtained by running SEULEX on the TLM differential equations (10). 
Tangent Linear Implicit Runge Kutta Methods Options
We have seen that in the forward integration the choice of the error estimation method influences the accuracy of the result. The forward integration method also influences the accuracy of the TLM integration as can be seen in Figure 8 . This solution error is used to control the step size. Results presented in Figures 11 and 12 indicate that while Radau-1A TLM behaves similarly, the truncation error forces higher accuracy for Gauss TLM. 
Tangent Linear Sdirk Method Options
For the Sdirk integrators an additional option has been implemented. The TLM solution can either be computed using modified Newton iterations that re-use the same LU decomposition or by computing the direct solution at the expense of an additional LU factorization per stage. The results presented in Figure   13 indicate that the same accuracy is reached faster with the direct methods.
As with fully implicit Runge Kutta TLM methods, for Sdirk TLM methods the user has the option to control the TLM Newton iteration convergence and/or estimate the TLM truncation error and use it in the step size decisions. The results of different options with TLM Sdirk-4A are shown in Figure 14 .
Tangent Linear Rosenbrock Method Options
The options of using the TLM truncation error in step size control has been implemented with Rosenbrock TLM methods as well. Our experience is that using the forward error estimation for step size control is a good strategy; adding the TLM truncation error control not change the step size significantly.
Comparison of the Tangent Linear Integrator Families
Efficiency and accuracy results for the TLM integrators are shown in Figure 15 (TLM fully implicit Runge Kutta), Figure 16 
Adjoint Methods and Integration Options
The Since the choice of the step sizes is done exclusively by the forward method, the accuracy of the adjoint solution will depend on the error control used during the forward integration. Figure 19 shows the impact on adjoint accuracy of of using the classical and the 2-stage SDIRK error estimation in the forward implicit Runge Kutta integration.
Comparison of the Adjoint Integrator Families
In the adjoint experiments we look at the same 100 sensitivity coefficients ∂y 
Variational Data Assimilation
We now illustrate the use of discrete adjoint Runge Kutta methods in the solution of inverse problems.
Specifically, we apply discrete Runge Kutta adjoint solutions to variational chemical data assimilation [13] . Variational methods are widely used in meteorological and oceanographic applications; more details can be found in [35] .
We consider a 4D-VAR experiment with the SAPRC-99 chemical mechanism carried out in a twin experiment framework. A 48 hour reference run starting at t s = 12 : 00pm local time is considered as the "true solution" of the model. Artificial observationsȳ k are generated hourly from the reference solution by adding random Gaussian noise k ∈ N (0, R k )
The noise simulates measurement errors. Only long-lived species are used as observations (and selected via the "observation operator" H k ).
The run is repeated with initial concentrations increased by 30%. (y B = 1.3y ref )
. These modified initial concentrations represent the "best guess" initial conditions. We look to recover the reference initial conditions using the information contained in the artificial observations. For this we define the following cost function:
The background is a diagonal matrix with all diagonal entries equal to 0.01, while the observation covariances are diagonal matrices with all diagonal entries equal to 1.
This cost function measures the mismatch between the (perturbed) model solution and the (artificial) observations, and also penalizes the departure of the solution form the initial guess. The optimal initial state y 0 is obtained as the argument which minimizes the cost function. The minimization of (31) is carried out using the LBFGS-B [9] quasi-Newton optimization routine. For a better scaling and for imposing the positivity constraint the control variables are taken to be the logarithms of the initial concentrations (log y 0 ). The gradient of (31) with respect to the control variables is obtained by solving the discrete adjoint model using the Lobatto-3C fully implicit Runge Kutta method.
The optimization results presented in Figure 24 are obtained after 51 L-BFGS iterations. Emission data is included but not varied over time. Tolerances are set to RTOL=10 −4 and ATOL=10. The perturbed solutions are quite different than the reference solutions. After data assimilation the optimized Figure 24 : Time evolution of six species before and after data assimilation.
initial conditions lead to a solution that is indistinguishable from the reference one. Thus data assimilation, using the adjoint Lobatto-3C model, is successful in retrieving the reference initial conditions of the chemical model.
Code Availability
The KPP-2.2 source code is available for download under the Gnu Public License [3] with the entire KPP-2.2 source code. The following templates of the new integrators can be found under the directory kpp-2.2/int: runge kutta.f90, runge kutta tlm.f90, runge kutta adj.f90, and sdirk.f90, sdirk tlm.f90, sdirk adj.f90 respectively.
Conclusions
In this paper we report on state-of-the-art, high-order stiff Runge Kutta numerical integrators for effi- to each family are discussed. To our knowledge the current work is the first publicly available software for discrete adjoints of fully and singly diagonally implicit Runge Kutta methods.
Comprehensive tests of the forward, tangent linear, and adjoint methods are performed with a chemical mechanism used in real air pollution applications. In addition we illustrate the use of discrete adjoints to solve a chemical kinetic inverse problem (4D-VAR data assimilation).
Only discrete adjoints are currently implemented in KPP-2.2 for fully implicit Runge Kutta and for SDIRK methods. Both discrete and continuous adjoints are implemented for the Rosenbrock methods.
In the future we plan to implement continuous adjoints for both Runge Kutta families. 
A Coefficients of the SDIRK error estimators
In this appendix we provide the coefficients of the additional SDIRK stage for error estimation with the fully implicit methods. The embedded methods are characterized byb i =â 5,i (stiff accuracy).
The coefficients for Radau-2A:
