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1. INTRODUCTION 
The purpose of this paper is to outline an approach for constructing the 
probability space underlying a class of stochastic processes; this approach 
combines the properties of the age-dependent branching process introduced 
by Bellman and Harris [l] and studied further in Harris [2], chapter VI, 
the multi-type age-dependent branching process studied in Mode [3] and 
[4], and the general branching process studied in chapter III of Harris [2]. 
We shall call the class of stochastic processes under consideration in this 
paper age-dependent branching processes with an arbitrary state space, 
and from the intuitive point of view this class of stochastic processes may be 
described as follows. 
Let X be some well-defined set of elements called states, and let W1 be 
some u-algebra of subsets of X. The elements in X may be given various 
interpretations, depending on the application under consideration. For 
example, in neutron branching processes x might represent the energy of 
a particle, its position in some three-dimensional space, or perhaps some 
combination of the two, and in biological applications x may represent the 
location of an individual in a two-dimensional habitat as in the stochastic 
model of epidemics considered by Neyman and Scott [5]. 
Given the set X, with each individual in the population we associate a state 
x E X and consider a population evolving from an initial individual in state x 
who has a random life-span c?~ with distribution function G(x, *). At the end 
of his life the initial individual produces r >, 0 offspring whose states 
xr = (x1 ,..., x,) e A:‘), some set in air, with probability P>(x, A,<c)) , 
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where X’ is the set of all vectors xT and ~59,~ is the minimal u-algebra over 
the class of all measurable rectangles A,, x A,, x ..’ x A,, with A,, E &?i 
for i = 1, 2,..., Y. By convention, X0 represents no offspring. All offspring 
of the initial individual repeat this process independently of each other 
according to life-span and offspring distributions depending only on their 
states, and so the process continues as long as there are live individuals in 
the population. 
In the description and analysis of any stochastic process it is often very 
useful to have a good understanding of a probability space underlying the 
process. Therefore, given the above intuitive description of an age-dependent 
branching process with an arbitrary state space, the problem of constructing 
a basic probability space underlying the process naturally arises. It might be 
expected that we could proceed by a method essentially due to Harris [2] 
and described by Crump and Mode [6]. That is, we could attempt to put 
a probability measure on an infinite product space indexed by a set f 
consisting of the initial individual (0) plus all symbols of the form 
(ilX, ... inx,) for n > 1, where (iixi) is interpreted as the ii-th offspring of 
(0) in state xi, and for n > 2 (iix, ... inx,) is interpreted as the i,-th 
offspring of (&xi ... $-ix,-,> in state x, . But when X is uncountable, as is 
the case in many applications, then so is the set f and when we proceed to 
define random functions as described in section 3, chapter III of Harris [2], 
we are led to uncountable “sums” of indicator functions, which in general 
are not measurable. We are thus forced to consider an alternative approach. 
In this paper, we shall utilize the general theory of population processes 
due to Moyal [7] and a theorem due to Tulcea (see Neveu [8], section V.1) 
to provide a rather simple solution to the problem of constructing a probability 
space underlying an age-dependent branching process with an arbitrary 
state space. As we shall see, the method developed here may also be used to 
provide a solution to a research problem of interest, namely the construction 
of a probability space underlying an age-dependent branching process in 
which the life-spans of individuals are not distributed independently. In two 
companion papers, the authors will utilize a random functional equation 
developed in this paper to derive renewal type integral equations by the simple 
operation of taking expectations. These integral equations, in turn, form 
the basis for the analysis of the process which involves, among other things, 
the classical Fredholm theory. 
2. THE PROBABILITY SPACE 
The purpose of this section is to make the intuitive ideas outlined in the 
previous section precise by constructing a probability space underlying an 
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age-dependent branching process with an arbitrary state space. Let X be the 
set of all states described in section 1 and let L = [0, co), the set of all 
possible life-spans of an individual. For any set S, g(S) will represent the 
class of all subsets of S. Let .%3r be a suitably chosen u-algebra of sets in 
9’(X), let 93a be the class of all Bore1 sets in S(L), and put Y = X x L. 
Then the u-algebra of sets @ in .9(Y) will be chosen as the minimal u-algebra 
over the class of all measurable rectangles A, x A, with .4, E .3, and 
A,E.C&. 
In describing the set of all realizations of the process, it will be convenient 
to separate the states of individuals from their life-spans. For r > 1, let 
X’ and L’ be the r-fold Cartesian products of the sets X and L with them- 
selves, let &?rr and ~33,~ bethe minimal u-algebras over the classes of rectangles 
A”’ 
1 = A,, x *.* x A,, and 
A<‘> = A,, x ... x A,, (2.1) 
in B(Xr) and B(L’) with A,, E 93r and A,, E &$a for k = 1,2,..., r, and put 
YT = X’ x Lr. Points in YT will be represented by y’ = (x1 ,..., x, , tr ,..., t+.) 
and will be called population characteristics, although in the present 
discussion any other convenient term would serve equally well. A u-algebra 
33” of sets in 9(y’) is then chosen as the minimal u-algebra over the class 
of all measurable rectangles A,“) x A.$?). If we let Y” denote the empty 
population, then 
c!Y = f Y’, 
r=O 
(2.2) 
where summation sign stands for disjoint union, is the set of all possible 
population characteristics, and we choose a u-algebra 6V of sets in 8(S) as 
the minimal u-algebra over the class of all measurable rectangles in B(g), 
i.e., the class of all sets of the form Ai’> x A$‘) for r >, 1. The pair (WY, a) 
is then called the population measurable space. 
We next turn our attention to the description of the set of all realizations 
of the process. Let N = [n : n = 0, 1,2,...] be the set of non-negative 
integers. Then the set Q of all realizations of the process will be taken as 
the set of all mappings from N to @, or, equivalently, if we let ??/n , 
71 = 0, 1) 2 ,..*, be copies of the set g, then 
!a= n WY,. (2.3) 
?EN 
Every point w E Sz is of the form w = (un , n E N) and W, is interpreted as 
the population characteristic in the n-th generation, i.e., if W, = yr = 
<Xl ,‘.‘, x, , 4 ,***, /,>, then the size of the population in the n-th generation 
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is r 2 1 and the states and life-spans of these I individuals are xi and /5 for 
i = 1, 2,..., Y. A u-algebra 9 of sets in B(Q) will be chosen as the minimal 
u-algebra over the class V of all measurable rectangles of the form 
(2.4) 
where A, E a for every n E N but A, # 3/V, for only finitely many n. The 
pair (a, 9) is called the measurable space of the process. 
We next turn to the task of putting a probability measure P on the 
measurable space (S&F). Let f be a @i x W,--measurable probability 
density function on X x X with respect to a measure V on 4ip, , put 
QI(x> 4) = j .I% 4 VW4 (2.5) 
Al 
for every set A, E a1 , and interpret Qi(x, A,) as the probability that the 
state of an offspring of an individual in state x is in the set A, . We assume 
that the states of all offspring of an individual are distributed independently, 
and we are thus led to consider a product probability measure Q:r(x, .) on 
9?Jlr for every x E X and Y > 2 whose value at the measurable rectangle 
A<1’) = A,, x A,, x -*. x A,, is 
Q?k A:“) = Q&, A,,) x ... x Qdx, A,,). (2.6) 
Another assumption underlying our branching process is that the distri- 
bution of the life-spans of individuals depends on their states but is otherwise 
independent. Therefore, for every r > 2 and xr = (xi ,..., xr) E Xr we 
introduce a product probability measure on &?s7 whose value at the measurable 
rectangle Ag) = A,, x ..* x A,, is 
Q;‘(x’, A;“) = G(x, , A,,) x ... x G(x, , A,,). (2.7) 
In (2.7) we do not distinguish between the distribution function G(x, .) on 
L and the probability measure it induces on the Bore1 sets in B(L). From now 
on it will also be assumed that for every A, E 93s , the function G(., A,) is 
Or-measurable. Thus, for every x E X and I 2 1 we may define a set 
function Qr(x, *) on the measurable rectangles A@> = A$‘) x AZ<‘) in 9(Yr) 
by setting 
Q&, A(‘)) = jAp, Q*r(x, dx’) Q?W, A:‘). (2.8) 
By proposition 111.2.1, page 74, Neveu [8], the set function defined in (2.8) 
may be extended a probability measure on 8’ for every x E X and r 3 1. 
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Now let p,.(x) be the probability that an individual in state x produces 
Y = 0, 1, 2,... offspring. We assume that for every Y > 0 the function p,(e) 
is @r-measurable and that the condition 
YfoP.(4 = 1 (2.9) 
is satisfied for every x E X. Then, if we set&(x, A(O)) = 1 for all x E X, 
P@)( y, NT)) = j+?(x) QT(x, A@)) (2.10) 
may be interpreted as the probability that an individual with characteristic 
y = (x, d) produces Y > 0 offspring and the corresponding vector of 
characteristics of these offspring yT = (xi ,..., x, ,8, ,..., eV,> E A(?). The 
probabilities defined in (2.10) may in turn be used to induce a probability 
measure P( y, .) on the population measurable space (94, a) for every y E Y 
by following the procedure used by Moyal [7], section 2. The probability 
measures P( y, .) on (WY, a) so induced have the property that their 
restrictions to the measurable space (Y’, 9P) coincide with (2.10) for every 
Y >, 1 andyEY. 
Another assumption underlying the branching process under consideration 
is that all individuals live out their lives and reproduce independently, an 
assumption which motivates the definition of the convolution of two prob- 
ability measures on (g, aC). Let PI and Pz be two probability measures on 
(C?J, a) whose restrictions to the measurable space (YT, 9) are Py) and 
Pi’). Then their convolution is a measure P on (g, a) whose restriction 
P@) to (Y’, .9?“) is P@) = P$‘) x Pi” if Y = 0, and if Y > 1, then 
p<r> = p<o) x p<r> + p<l> x p<r-1) 
1 2 1 2 
+ . . . + p<o> x $7) 
1 2 3 (2.11) 
where P:‘l) x Pz(‘e) , rr + r2 = Y, stands for a product measure on (Yr, &?r) 
induced by the measures P:‘l) and PiTa) on (YQ, Wrl) and (YQ, a~). The 
convolution of more than two probability measures on (%V, Cl?) may be 
defined inductively. 
To say that all individuals in the population live out their lives and 
reproduce independently is equivalent to defining a transition probability 
on (g, a) as follows. Suppose that in some generation the population 
characteristic vector is yr = (x1 ,..., x,. , /, ,..., tV:> for some Y > 1. Then this 
set of individuals induces a probability measure P(y’, .) on ($!J,@) for the 
next generation of the process with the property that P(“)(yr, .), the 
restriction of P(y’, *) to (Yr’, .Br’) for r’ = 0, 1, 2 . . . . is determined by the 
convolution of the probability measures P(y, .), ..,, p(y7 , .) with yk = 
(xk , r&> for k = 1, 2, . . . . Y. If r = 0, then we set P(“)(y”, Y”) = 1 and 
P(+)(yO, Y”) = 0 for r’ = 1, 2 ,... . 
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It will be observed that the collection of P(y’, .), y’ E Y, of probability 
measures on ((?y, a) do indeed determine a transition probability on ($Y, a), 
i.e., for every fixed yT E CY, P(yr, .) is a probability measure on (g, a), and 
for every fixed A E CY, the function P( ., A) on C!Y is a-measurable which 
means it is &?-measurable for some Y > 0. Given a transition probability 
on (34, a) we are immediately led to a theorem describing the construction 
of a probability measure P on the measurable space (a, eF) of the process. 
THEOREM 2.1. Let (Yn, a,), n = 0, 1, 2 ,..., be copies of the population 
measurable space (Y, CSL), let P(w, , .) with CUE E dY3/, be the transition probability 
defked above, and let P,, be a probability measure on (Yo , a,). Then there 
exists a unique probability measure P on the measurable space (SZ, 9) of the 
process whose value at the measurable rectangle 
where A, # YYn for n = 0, 1, 2 ,..., N and A, = YYn for n > N, is 
for every N 3 1. The resulting probability space (Q, 9, P) will be called an 
age-dependent branching process with an arbitrary state space. 
The above theorem, which follows directly from Tulcea’s theorem (see 
Neveu [8], page 162), reduces the problem of constructing a probability space 
underlying an age-dependent branching process with an arbitrary state 
space to the problem of constructing a canonical Markov process in discrete 
time with stationary transition probabilities. Moreover, it is clear from the 
way our measure P on (a, S) was constructed that we could have taken into 
account various dependencies among the life-spans of individuals instead 
of assuming that they were all independent. For a biological motivation of 
such problems the paper of Kubitschek [9] may be consulted. 
In age-dependent branching processes with an arbitrary state space it is 
usually assumed that the population evolves from an initial individual in 
state x with random life-span 4. We shall therefore take the initial probability 
measure P,, as a measure P, restricted to (L, W,) and determined by setting 
P,(A,) = G(x, A,) for every A, E 93)z . 
Up to now we have not considered the evolution of the process in absolute 
time as measured from the birth of the initial individual, but in the next 
section we shall undertake such a study. Although the age-dependent 
branching process described here is Markovian with respect to generations, 
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it is, in general, non-Markovian in absolute time. It will also be noted that 
when the set X contains only finitely many points, then our process reduces 
to the process studied in Mode [3] and [4]. 
3. RANDOM FUNCTIONS 
In previous work, Crump and Mode [6], th e set consisting of the initial 
individual plus all his possible descendants was used as an index set for an 
infinite product space describing the set of all realizations of the process, 
but in the present formulation it will serve as a convenient tool in defining 
random functions on (a, 9). These random functions, in turn, will form a 
basis for the analysis of the process in absolute time. 
Let (0) represent he initial individual, let (ii) represent the ii-th offspring 
of (0), and for n 3 2 define the symbol (ii ... i,) inductively by letting 
(4 ... i,) be the i,-th offspring of (iii, ... in&. If for n 2 1 we let >m be the 
set of all symbols of the form (ii ... in), then the set f consists of the union 
of all sets & , n = 1,2 ,..., plus the initial individual (0). 
For each realization of the process a certain subset f* of individuals in 9 
will actually appear in the population, and to each such subset #* of 9 we 
shall make correspond a point w E Q by specifying the state x1 and life-span 
l1 of every individual IE 9*. For example, let 9,* be a subset of 9* 
representing the n-th generation. Then, if the n-th generation (n > 1) is 
represented by the point We = (xi ,..., x, ,8, ,..., e,) for r > 1, we shall 
relabel the x’s and 1’s with individuals I E &*. It is of interest to note that 
not all points in ~2 will correspond to points labeled in the above fashion, but 
such redundant points seem to do no harm. 
In order to describe the set of individuals in 9 actually appearing in the 
population for some realization of the process, it will be necessary to introduce 
the random variables N, , representing the number of offspring the individual 
I contributes to the population. If the individual I is in state x, then N, has 
the distribution pr(x), r = 0, 1, 2 ,... . 
Suppose the population evolves from the initial individual (0). Then the 
individual I = (i& ... in) appears in the population if, and only if, the 
condition 
PI il < No , iz < Ni, ,..., i, < N~lize.ein-l (3-l) 
is satisfied. Let t > 0 be some point in time measured from the instant of 
birth of the initial individual. Then the individual I has been born by time t 
if, and only if, the condition 
(Cl (3.2) 
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is satisfied, and the individual I is alive at time t if, and only if, the condition 
is satisfied. Finally, let A be some set in .?.#r . Then the state of the individual 
I belongs to A if, and only if, the condition 
G-9 x, E A (3.4) 
is satisfied. Obvious changes must be made in (B), (C), (D), and (E) if I is the 
initial individual. From the procedure used to construct the probability 
measure P on (Sz, 9), it can be seen that our model could easily be extended 
to cover the case in which the summands on the left in (3.2) and (3.3) form 
a Markov chain. 
Corresponding to conditions (B), (C), (D), and (E), there are events (sets) 
B, C, D, and E in the measurable space (G?, 9), but to simplify the notation 
the argument w E Q has been suppressed. These events lead to the definition 
of some basic random functions of the process. Let Z,(t, A, w) be the indicator 
function of the set B n C A D n E, let B,(t, A, UJ) be the indicator function 
of the set B n C n E, and let D,(t, A, W) be the indicator function of the set 
B n C n DC n E, where “c” stands for complement with respect to the set Q. 
We then define the following mappings 
Z(t, A, w) = C Z,(t, A, w), (3.5) 
Id 
and 
B(t, A, w) = c Bz(4 4 w), (3.6) 
ZEf 
D(4 A, w) = c W, A, w) 
Zd 
(3.7) 
from SZ to w, the set consisting of the non-negative integers plus the point 
+co, and give them the following interpretations. The random functions 
B(t, A) and D(t, A) represent, respectively, the number of individuals with 
states in A E s?& who have been born and who have died during the closed 
time interval [0, t], and Z(t, A) represents the number of live individuals in 
the population at time t > 0 with states in the set A. It follows that 
Z(t, A) = B(t, A) - D(t, A) (3-g) 
whenever the difference is defined. Moreover, since for every t > 0 and set 
A E &%r, B(t, A) and D(t, A) are countable sums of 9-measurable indicator 
functions, they are S-measurable as mappings from the measurable space 
(SZ, S) to the measurable space (R, S(i$). 
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Much of the analysis of age-dependent branching processes with an 
arbitrary state space may be carried out by using a random functional equation 
which depends on the simple observation that a branching process starts 
anew with the birth of each individual. Let wil be a realization of a branching 
process with (Q, the ii-th offspring of (0), as the initial individual, let 
a(*, A) be the indicator function of the set A E &?i , and let 6(u) = 0 if 
u < 0 and S(u) = 1 if u > 0. Then, if x is the state of the initial individual, 
we have the following random functional equation 
qt, A, w) = % Z(t - /o ) w;,) + 6(x, A) s(to - 2) (3.9) 
i,=l 
holding for the stochastic process under consideration. In (3.9) we use the 
convention that the sum is zero whenever N, = 0, and to simplify the 
notation the argument w E $2 has been dropped in the random variables 
N,,(w) and lo(w), representing the number of offspring (0) contributes to 
the population and the life-span of (0). If Ns = r 3 I, then the offspring 
of (0) will, of course, occupy some states x7 = (xi ,..., x,), but to simplify 
notation this information has also been omitted from equation (3.9). Equation 
(3.9) could be established rigorously by using an argument similar to that 
of Harris [2], chapter VI, section 6, but we shall not do so here. 
Equation (3.9) admits a very simple and intuitive interpretation. Namely, 
the number of live individuals in the population at time t with states in the set 
A E 8, is the sum of the number of live individuals at time t - c$, with states 
belonging to A in branching processes starting with the offspring of (0) as 
the initial individuals plus a term allowing for the possibility that (0) is 
alive at time t > 0 and his state x E A. 
Equation (3.9) is also the source of a large number of functional equations 
which arise in the theory of age-dependent branching processes with an 
arbitrary state space. For example, let E, stand for a conditional expectation 
given that (0) was in state x, put 
M(x, t, A) = E,Z(t, A) and (3.10) 
(3.11) 
for every x E X, t E [0, co), and set A E a,, where 
4x) = P,(X) + @2(x) + **. < cc (3.12) 
for all x E X. Then, under conditions which will not be given here, we may 
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take expectations in (3.9) to show that the functions in (3.10) satisfy the 
system 
M(x, t, A) = 6(x, A)(1 - G(x, t)) $ It G(x, 4 1, CL@, dy) WY, t - s, 4 
0 (3.13) 
of renewal type integral equations. Equations (3.9) and (3.13) will serve as a 
starting point for the analysis of an age-dependent branching process with 
an arbitrary state space which will be developed more throughly in two 
companion papers. In this analysis the classical Fredholm theory will play an 
important role, and in later work we hope to return to the process considered 
here and develop its applications in the theory of epidemics. 
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