This paper presents two optimal fusion techniques using reliability and separability measures for a multibiometric system, employing fingerprints and voice. In the first method, reliabilities of fingerprint and voice modalities are measured and the integration weights are computed as the ratio of these two reliabilities. The computed reliability ratio is then optimized against the recognition accuracy. The optimizing parameter is estimated in the training/validating phase. Latter is a multi-normalization based fusion scheme, where the separability measures are used as the integration weights to improve the performance of the biometric system. The inter/intra class separability measures and the d-prime separability measures, under various noise conditions are estimated in the training/validation stage. Performance of the proposed methods are compared with that of the baseline techniques using score level fusion. Experimental studies show that, the proposed methods improve global recognition rate and reduce the False Acceptance Rate (FAR) and False Rejection Rate (FRR) over the baseline systems. The advantage of the proposed biometric techniques is that they can be easily integrated into any multibiometric system with score level fusion and find extremely useful in applications especially with less number of available training samples.
INTRODUCTION
Data variations are considered as one of the main problems in multimodal fusion. In this paper, the focus is on improving the score level fusion of fingerprint and voice biometrics, under varying noise conditions [2] . Even though the recognition accuracy of the voice biometric is high in clean conditions, its weakness is mainly due to their inability to cope robustly with audio corruptions. Audio corruptions can arise from various sources such as environmental noises or voice interference, reverberation effects or transmission channel distortion etc. Voice features show large intra-class differences, inter-class similarities and may vary with environmental and physiological factors as well as time [10] . When a biometric measure obtained from one modality is corrupted by noise, the evidence presented by a comparatively reliable trait is used for the more accurate determination of identity. Noisy Biometric may not be successfully matched with the respective stored template in the database, resulting in genuine user being incorrectly rejected or an impostor accepted as a genuine [20] . A reliability ratio based integration weight optimization scheme is proposed here to determine the optimal weight factor for the complementary modalities, under different noise conditions. As the feature vector varies with the amount of noise, the quality of score level fusion heavily depends on the reliability of the unimodal sources. Reliability measure gives the degree of trust in the recognition result drawn from individual subsystems [12] . The performance of biometric fusion can be improved if we could use the score-based reliability measures to find the best integration weight. Determining proper weights for the individual modalities is crucial for robust recognition as it determines the contribution of each modality towards the final decision. At high SNR (Signal to Noise Ratio), the voice matcher outperforms the fingerprint matcher and the final decision heavily relies on the score values of the voice matcher. When the voice biometric is contaminated by noise, the fingerprint matcher outperforms the voice matcher. In this case, the score values of the fingerprint matcher contribute more to the final decision. Therefore, it is crucial to estimate the best weight factor dynamically, to combine both the modalities for better performance, otherwise the system will show attenuating fusion [17] . Estimation of reliability measures and the fusion strategy are detailed in section 4. We estimated the optimizing parameter in the training/validation stage using Leave-One-Out Cross Validation technique (LOOCV). The optimal weight estimated in the training/validation stage is subsequently used in the fusion module for testing with the unknown input samples.
A weighting strategy, combining the separability measures from the feature space and the match score space is also proposed in this paper. In a biometric system the smaller the overlap between the impostor scores and the genuine scores, the better the recognition rate. As the amount of noise increases, the overlap between the genuine and the impostor score distribution will also increase. Thus the class separability and the score separability measures from the feature space and the matching score space respectively at different noise conditions give an indication of the quality of the biometric samples and the matcher. An efficient preprocessing on the raw vector of scores using multinormalization (different score normalization techniques for the complementary modalities) is employed to improve the robustness and efficiency of the bimodal system under various noise conditions. The central idea behind score normalization is to reduce the data variations that are reflected in the matching scores [8] . The inter/intra class separability measures from the feature space and the d-prime separability measures from the match score space are estimated in the training/validating phase using LOOCV technique. The proposed fusion strategies are promising and it gives robust and improved recognition accuracy even at low SNR conditions. [5] . Alsaade et al. in 2009 showed that score normalization and quality-based fusion improves the accuracy of multimodal biometrics [3] . Optimal integration weight estimation using least squares technique was reported in [23] . Reliability based optimal integration weight estimation for audio-visual decision fusion was reported in [17, 18] . We were motivated by [8, 10, 17] to develop a bimodal system, with fingerprint and voice biometrics, that is more robust to environmental and sensor noise. The focus here is to determine the best integration weight β using reliability and separability measures. The proposed integration weight proves to be simpler and gives robust and improved recognition accuracy at varying noise conditions. To the best of our knowledge, the proposed score level fusion of fingerprints and voice using reliability and separability measures has not been attempted until now.
RELATED WORK

INDIVIDUAL CLASSIFIERS
Fingerprint Classifier
We considered the minutiae-based fingerprint matching using ridge counting, as this approach is more robust against fingerprint distortions [27] . Given two sets of minutiae from the template (T) and the input fingerprint (I) images, the matching algorithm compares the minutiae points in the two images and returns a degree of similarity [15] . Each minutiae is represented as a triplet m = {x, y, θ} that indicates the x, y minutiae location coordinates and the minutiae angle θ. A minutiae m i in T and a minutiae m j in I are considered matching, if the spatial distance (sd) between them is lesser than a given tolerance r 0 and the direction difference (dd) between them is lesser than an angular tolerance θ 0 [15] .
Elastic matching algorithm is used to perform matching between the two fingerprints [27] . Match score formula for the reference and the test print is given by [28] ,
where N pair is the number of matched minutiae, M is the number of minutiae in the template set, and N is the number of minutiae in the test set. Maximum similarity criterion is used for fingerprint pattern classification.
Voice Classifier
Short-time spectral analysis is used to characterize the quasistationary voice samples. To represent the voice samples in a parametric way, we considered the MFCC representation as they were proved to be efficient and compact [19] . The number of mel cepstrum coefficients, is chosen as 16 (here). Gaussian mixture model (GMM) is considered here for representing the acoustic feature vectors. The complete Gaussian mixture model is parametrized by the mean vectors, covariance and the mixture weights. These parameters are collectively represented by [19] ,
So, by using the MFCC feature vectors and the statistical GMM, each enrolled speaker is uniquely represented by a specific λ.
In the training stage itself, each enrolled speakers in g, where bf g = {ĝ 1 ,ĝ 2 , ...,ĝ G } is represented by a unique GMM s (λ s).
In the testing stage, the features from the unknown speaker s utterances are compared with statistical models of the voices of speakers known to the system. The Bayes rule suggests to allocate the test samples to the classĝ k , having the highest posterior probability, that is [19] ,
where p (X|λ k ) is the a posteriori probability for a given observation sequence. In this case, maximum likelihood classifier is used.
OPTIMAL FUSION USING RELIABILITY MEASURES
One of the popular approaches among various integration weight computation schemes is the reliability ratio based method. Reliability estimation has shown to be an efficient and accurate way for reducing the classification errors in both unimodal and multimodal systems [11] . Reliability measure can be used as an auxiliary quality information for the score level fusion. In this approach, the integration weight is determined from the relative reliability of the two modalities. The reliability parameters of each modality are captured from the matching score matrix. When the voice samples does not contain any noise, there are large differences in the matching score values. As the voice samples become noisy, these differences tend to become small. Considering this observation, the reliability of a modality is defined in several ways as mentioned in [13] . The modalities reliability parameters are estimated based upon the variances of the matching scores. The usual measure is to calculate the variance around the best or the least score rather than the mean or median. The reliability ratio can be calculated as follows [12, 17] .
where S V and S F are the reliability measures of the voice and fingerprint modality, respectively. This can be obtained from the respective matching score matrices using
where 'N' is the number of test samples considered from all the classes and 'm' stands for the reliability of either fingerprint(F) or voice (V) modality. This quantity measures the dispersion of the score values to the least score rather than the mean. Even though the integration weight using equation 6 can improve noise robustness under certain noise conditions, it is not always the optimal. Hence, a modified integration weight β given by equation 8 is employed to obtain better performance under low SNR conditions [17] .
where x opt is the scaling factor which needs to be optimized. In order to emphasize or deemphasize the scores obtained from the unimodal systems, the integration weight factor must be adaptive and optimal. That is, the weights must be very appropriate and self adapted to the fluctuating inputs. So, we propose linear programming and stochastic optimization techniques to obtain the appropriate integration weights for fusion. The optimal integration weight was obtained in the training/ validation stage using LOOCV. The min-max normalized match scores from the two modalities were combined by the weighted sum rule to produce the final decision. Given the speaker scores S (sc) and the finger scores S (f c) , the fused scores can be obtained by linearly combining the two scores.
The weighting factor β(0 ≤ β ≤ 1) determines how much each modality contributes to the final decision. The proposed method systematically chooses the best scaling factor x opt from a defined domain (0 ≤ x opt ≤ 1) so as to maximize the objective function (recognition accuracy). The objective function is given by:
where C M at is the confusion matrix. The performance of the proposed scheme is compared with that of equal weight bimodal biometric system and the method proposed by [4] . To show the effectiveness of the proposed technique, we evaluated the performance of the system with a direct search optimization method like Grid Search (GS) and random search optimization methods such as Genetic Algorithm (GA) and Particle Swarm Optimization (PSO).
FUSION USING MULTI-NORMALIZATION AND SEPARABILITY MEASURES
The global recognition rate of the multibiometric system could be improved by incorporating the separability measures as integration weights in the fusion module. Here, we considered inter/intra class distance measure from the feature space and the d-prime separability measure from the matching score space. 
Estimation of Inter/Intra Class Distance
The inter/intra class distance based on Euclidean norms gives an indication of how well the classes in the feature space can be discriminated. Here, the basic assumption is that the class dependent distributions are such that the expectation vectors of different classes are discriminating [25] . Let T S is a labelled training set with N S feature vectors. The classes ω k are represented by subsets N k ⊂ N S , each class having N k features ( N k = N S ). Feature vectors in T S without reference to their classes are denoted by z n . Feature vectors in T k (i.e. vectors coming from the class ω k ) are denoted by z k,n . In order to quantify the scattering of feature vectors in the space, we consider the scatter matrices. Scatter matrices gives some information about the dispersion of the feature vectors around their mean. The sample mean of class ω k is given bŷ
The sample mean of the entire training set is given bŷ
Matrix that describes the scattering of vectors from class ω k is
S k provides information about the average distance of the scattering for class ω k . Let S w and S b are the within class scatter matrix and between class scatter matrix respectively. S w gives the average scattering within the classes. In order to obtain S w , we find the scattering of all the classes and take the average.
S b gives the scattering of the class dependent sample means around the overall average. The performance measure well suited to express the separability of classes is the ratio between interclass and intraclass distance [25] . That is, can be considered as 'signal-to-noise-ratio' [25] . This measure is estimated from the feature space of both the fingerprints and voice modalities. The separability measures thus obtained in the training stage are used as the integration weights for fusion in the testing stage.
Score Normalization
Score normalization is essentially a transformation technique, that effectively normalizes for any unwanted peculiarities involved in the raw similarity computations. Various score normalization techniques were proposed in the literature [1, 8, 22] . For a good normalization scheme, the estimates of the location and scale parameters of the matching score distribution must be robust and efficient. All the normalization techniques are not equally suited for the different match score distributions. Here we use cohort and tanh normalization techniques for the fingerprint and voice similarity scores, to enhance the efficiency and the robustness of the system, under varying noise conditions. Tanh (TH) normalization is one of the robust and efficient normalization methods. This normalization method transforms the genuine scores to a distribution with a mean of 0.5 and standard deviation of approximately α. This transformation maps the raw scores to a range (0,1). Given a set of matching scores s = {s i }, i = 1,2,...,n, the normalized score s i is obtained by, In Cohort (C) normalization method a given query/test-sample is compared with the claimed as well as the cohort (neighbours) of the claimed identity [1] . Let s (x, λ) is the similarity score of the query with the claimed identity, s x,λ is the similarity score of the query with the cohort, where x is the query template, λ is the claimant class andλ represents the background class (U-λ), where U represents the universal set. The normalized scores c(x, λ) can be calculated by,
Assuming the cohort to a size of k, s x,λ can be determined using the max-rule [1] .
k is the set of similarity score of the query with the cohort λ j 's for the enrolled identity λ. j = 1,2.....k. 
Estimation of d-prime Separability Measure
The d-prime separability measures gives the ratio of separation to spread (Separation/spread) of the genuine and the impostor score distributions. Separation gives the indication that how much mean of the distributions are separated and the spread gives an indication of the overlap. d-prime gives a measure how well the non-match score probability density and the match score probability density are separated. the d is defined as [6] ,
where µ m = mean of genuine scores; σ 2 m = variance of genuine scores; µ n = mean of impostor scores; σ 2 n = variance of impostor scores. A higher d-prime indicates that the Genuine scores can be more readily detected. Thus, the discriminability of a class depends both on the separation and the spread of the Genuine and impostor score distribution curves.
Fusion Using Separability Measures
We combined the separability measures from the feature space and the score level phase using sum rule and product rule. Let ρ F and ρ V denote the inter/intra class distance measures obtained from the fingerprint and voice modality respectively. d F and d V denote the d-prime separability measures obtained from preprocessed similarity scores of fingerprints and voice modality respectively. The results are shown in Table 4 and it is evident from the table that the separability measure decreases with the increase in noise. Following parameters are defined to obtain the fused scores and Table 3 .2 depicts their numerical values.
We performed an adaptive score level fusion using the separability measures. It is experimentally found that for normal conditions the weighted average of the separability measures d provides optimal weighting (improves the recognition accuracy) while for the extreme noise conditions the product of the separability measures ρd improves the recognition accuracy. In order to derive the advantages of combining the separability measures using sum and product rule, under normal and extreme condition, we use an adaptive approach for the score level fusion. Under normal noise conditions from 20 dB SNR to 5 dB SNR we combined the separability measures using sum rule and for adverse conditions from 0 dB SNR to -10 dB SNR the separability measures are combined using the product rule. This strategy can improve the overall recognition accuracy as well as the robustness of the system. The results are shown in Table 5 .
SIMULATION RESULTS AND DISCUSSIONS
Finger images from the FVC2002 fingerprint database [14] and voice samples from ELSDSR database [7] have been employed for the experimentation. We took nine samples per person from the fingerprint and the speaker database. Out of these nine samples from each biometric, seven samples were used for training the individual classifiers and two samples were used for testing. As the fingerprint biometric is more robust, the performance of the system under varying noise conditions was not considered. The performance of the weak, voice biometric system under varying noise conditions was investigated by artificially degrading the test samples with additive white Gaussian noise. The output of the two classifiers were consolidated into a single vector of scores using the sum rule of fusion.
Fusion With Baseline Systems
6.1.1 Fusion with equal weights. In this case a constant value of β = 0.5 was assigned as an integration weight at all SNR levels as discussed in [4] . This technique will not favour one modality over another. More over the combined recognition accuracy may not be maximum always. The training accuracy of the baseline system is shown in Table 3 . Further insight could be obtained from Fig. 1 and Fig. 7 .
Fusion With
Optimal Integration Weight Without Reliability Information. We compared the proposed reliability based integration weight optimization technique with a non-reliability based integration weight estimation scheme as discussed in [4] . The overall testing accuracy of the non-reliability based integration weight estimation scheme is presented in Table 3 . This method shows improved accuracy than any of the unimodal systems in the normal operating conditions and maintained the accuracy of the better unimodal ones for all the extreme noise conditions. Further insight could be obtained form the DET plots ( Fig. 2 and Fig. 3 ). The disadvantage of the method is at the extreme noise conditions the fusion module contributed zero weighting to the voice modality. In these conditions, the overall performance depends solely on the fingerprint matcher.
Fusion With The Proposed Methods
Fusion with reliability based optimal integration weight.
From the training/validation stage (using LOOCV), we obtained optimal integration weights (β s) for different noise conditions from -10dB to 20 dB. We have applied one dimensional Grid Search method and the stochastic optimization techniques; GA and PSO for optimizing the relaiability-based integration weight. The overall validation accuracy of the individual classifiers for various SNR conditions is shown in the Table 1 . The relative reliability ratio estimates of the two modalities and the reliabilitybased optimal integration weight β estimated for the various SNR conditions are shown in the Table 2 . The β values thus estimated during the training/validation stage is used for testing. The overall testing accuracy of the proposed method is depicted in Table 3 . Even though the recognition accuracy of the proposed method shows attenuation at very extreme noise conditions (0db, -5db and -10db), the proposed method shows better performance in terms of recognition accuracy, FAR and FRR, than the baseline systems. This is evident from the Table 3 , respective DET plots (Fig. 4, Fig. 5 and Fig. 6 ) and from the score density plots (Fig. 8) . Experimental evaluations reveals that the classification errors show a more pronounced reduction when we use the qual-ity measure for finding the optimal integration weight. This is because a higher reliability measure positively correlates with the chance of making a correct classification decision. The score density plot in Fig. 8 indicates that the effective overlap between the genuine and impostor score distributions get considerably reduced with the proposed method, making the system more robust to the fluctuating inputs. So we could demonstrate the advantages of using unimodal reliability information to find the best integration weights for score level fusion.
Fusion With Separability Measures as Integration
Weights. The inter/intra class separability measures are derived from the feature space of the two modalities. The inter/intra class measures for voice modality (ρ V ) at different noise conditions are obtained by artificially degrading the training samples with AWGN from 20 dB SNR to -10 dB SNR. The separability measures thus obtained are used as the integration weights for fusion in the testing stage. The d-prime separability measures for various noise conditions (20 dB SNR to -10 dB SNR) are obtained from the genuine and impostor scores during the training/validation stage using LOOCV strategy. Table 4 shows the d-prime statistic for the finger print (d F ) and voice (d V ) biometrics. We combined the separability measures from the feature space and the matching score space using sum rule, product rule and an adaptive approach as described in section 5.4. Table 5 shows the recognition accuracy of the method, with Separability Measures as Integration Weights (SMIW). To improve the global recognition rate of the multibiometric system, the scores obtained from the degraded modality are pre-processed using score normalization. Fingerprint similarity scores are preprocessed using cohort normalization. To perform cohort normalization we divided the genuine scores with the maximum of the impostor scores. This transformation, increases the separability between the genuine and impostor scores, which in turn improves the overall performance of the biometric system. In order to improve the robustness of the noisy, voice modality the similarity scores are transformed using tanh normalization technique. We observed that better performance could be obtained by this multinormalization technique. Table 5 shows the recognition accuracy of the proposed method. (MNSMIW -Multi-normalization with Separability Measures as Integration Weights). Separability measures combined with sum and product rule shows similar performance in terms of accuracy, FAR and FRR. Further insight could be obtained from the DET plots ( Fig. 1 and Fig. 9 ) and the score density plots (Fig. 7 and Fig. 10 ). The DET plot of Fig. 9 show that the proposed method considerably reduces the FAR and FRR and the score density plot of Fig. 10 show that the overlap between the genuine and the impostor score distributions reduces with the multi-normalization and separability measures. Hence, the proposed score level fusion using separability measures and score preprocessing techniques outperforms the baseline fusion technique under various noise conditions.
CONCLUSION
In the first part of this paper, an optimum reliability ratio based integration weight optimization scheme for fingerprint and voice modalities is proposed and implemented. The performance of the multibiometric system is evaluated under various noise conditions. By estimating the optimal integration weight using stochastic optimization strategies and LOOCV techniques, we could automate the process and make the system more robust to fluctuating inputs. This method effectively reduces FAR and hence it will be highly suitable for applications like sharing networked computer resources, granting access to nuclear facilities, performing remote financial transactions or boarding a commercial flight. One drawback of this method is that it gives attenuating fusion under extreme noise conditions. A new weighting strategy is proposed in the second part of this paper by combining the separability measures from the feature space and the match score space. An efficient preprocessing on the raw vector of scores using multi-normalization is employed, to improve the performance of the system. The proposed method is robust and could successfully eliminate the attenuating fusion even at low SNR conditions while reducing the FRR considerably. As the FRR is low, this method can be very effectively implemented in a multibiometric system for forensic applications like criminal investigation, parenthood determination etc.
