Introduction
A widely used technique in industrial non destructive testing (NDT) application is X ray computed tomography (CT). While in medical imaging, classical methods based on back projection (BP) or algebraic reconstruction techniques (ART) give satisfaction, in NDT applications, data acquiring constraints (limited projection angles) are such that these methods do not give satisfactory results. However, in both areas, very often, there is a need for extra information and other kind of data to obtain satisfactory results. Data fusion is then an active area of research in these applications. In this work, we consider the X ray CT image reconstruction problem using two different kind of data: classical radiographic (projection) data and some geometrical informations such as partial knowledge of materials in some regions and/or the borders of these or some other regions.
The idea of using geometrical data in CT imaging is not new. Many works on the subject has been done before. See for example [l, 2, 3,4, 5 , 6, 7, 81. In [l, 7, 81, the authors proposed methods for using regions borders from geometrical data in medical imaging and the authors in [2, 3, 5, 61 used the knowledge of some of regions materials. While the application in the first references concerns medical imaging, the application in the second references concerns industrial NDT. But, combining both regions and borders informations from anatomic data is new. This paper is organized as follows: First, the basics of the Bayesian approach for heterogenous data fusion is presented. Then, we focus on the fusion of X ray and geometrical data and give details of the proposed method. Finally, we present a few simulated experiences showing comparisons of the results using classical back-projection or filtered back-projection methods with those obtained by the proposed method either using or not the geometric data. These results show the advantages of using geometric data when those data are exact and well registered with radiographic data. We also present some preliminary results showing the sensitivity of the proposed method to some errors in geometrical data due to imperfect registration and other uncertainties.
The numerical experiments simulate both a fan beam CT problem in medical imaging applications and a NDT testing of metallic layer shaped media (sandwich structures) such as those of aircraft control surfaces. While, in the first case, we have projection data in [0,27r] angle intervals, in the second case, the structures are such that we cannot have a full range of projection data and the reconstruction problem is a more strongly ill posed one due to limited-angle Radon transform null space. The authors in [3, 51 has also considered this problem, but the proposed method by these authors are based on projection on convex sets (POCS) which To illustrate this approach more in details, we make the following assumptions: 0 Conditional independence of y and a:
can not account for errors and extra knowledge as easily as P(Y, aIz, = P(Yb)P(Zb) 0 Gaussian process for €1 and €2 which results to: in regularization or Bayesian estimation techniques. P ( Y l z ; 4 0: exp -&llY -&412 P(alr; 4) 0: exp I -&II% -H 2 r 1 I 2 I 2 Bayesian approach for data fusion Assume that we are observing an unknown body o through two different measurement systems and obtained two sets of data y and a . For example, consider a NDT application system where y is a set of X ray radiographes and z a set of echo-graphic data obtained using a laser or an ultrasound probing system. The X ray data are related to the mass density z of the matter while the ultrasound data are related to the acoustic reflectivity r of the matter which is 
where H1 and H2 represent, respectively, the linear response matrix of the X-ray CT and ultrasound echo-graphic measurement systems, and € 1 and €2 their respective errors (modeling, discretization and measurement errors). One approach proposed and used by the author [9] and by other collaborators Gaurier er al. [lo, 6, 111 is based on a compound or hierarchical Markovian models. In these models, the body object o is assumed to be composed of two or more related quantities o = (2, r ) , where T is related in some way to x, for example rj = g ( s j + l -si), where g can be any monotonic increasing function. In a preceding work [9], we also considered a case, where we had defined o = (2, q, T ) where the relation between z and T is defined through a hidden edge variable q. Here, we give more details for the first case.
Using this model via a Bayesian estimation approach, we can write Many schemes can then be proposed to estimate either x or both (z, r ) . We mention here three:
Simultaneous estimation of both unknowns with the joint MAP estimation (JMAP):
First estimate r and then use it to estimate x: where and using the Bayes rule, we have P ( 7 -k ) 0 : P(zk)P(a).
Other schemes are possible [9] . P(Z, TIY, a )
P b , 42, r ) P ( z , r>
In this paper, we are going to consider only this last = p ( y , a l z , r ) p ( z l r ) p ( r ) .
(1) scheme which is the easiest and needs least computation.
To go further in details we have to choose the prior laws p ( r ) and p ( z 1 r ) . For p (~) we choose a generalized Gaus-. sian law: For p ( z 1 r ) we choose a hierarchical Markov model:
where I$ is a positive potential function and q ( r j ) is a decreasing function to translate the link between the two quantities z and r , i.e. when r j is low, it is more probable to be in a homogeneous region and when r j is high, it is more probable to be in a transition region (edges).
Based on these choices, we obtain the following scheme: Note that, when the hyperparameters A1 > 0 and-1 < / 3 < 2 are fixed then 5 1 is a convex function of T . Then, its optimization can be done by any gradient based algorithm.
This will the same for JZ if q5 is choosed to be convex and
Fusion of geometric information and radiographic data
The previous approach can easily be extended to the CT image reconstruction where we want to include some geometrical information such as partial knowledge of some of the region values and/or some of the positions of edges or region borders. These informations can be obtained, for example, from anatomical atlas in medical imaging or using other measurement systems such as laser or ultrasound echo-graphic data.
The main idea is that, we must use the information we have in those regions, but we must be careful that these informations are subject to uncertainties. Indeed,in those regions we must preserve the given information, but in those regions we do not have information, still we have to use criterion with capabilities of detecting and preserving the edges.
Here, we illustrate an application of the proposed method for the special case of limited angle CT imaging where we have the data y = Hlz + e and we want to include some geometric information in the reconstruction method such as: partial knowledge of borders of different regions given as a map q, and partial knowledge of materials in specified regions of the body given as a map s of those values and a map p representing the confidence values.
Using some partial knowledge of some regions borders can be considered as a special case of the method proposed in previous section. Actually, in the second step of the proposed method in previous section, we were using the combination of the radiographic data y and q which can be considered as a geometrical (regions borders) data. Here we propose to add a new term to this criterion to include some partial knowledge about the values of pixels in some specified regions. Because this information may be partial and there may also be some uncertainty on it, we use again probabilistic approach and model this through a probability 1 aw
where s is an image containing the attenuation constant values of some of the regions in the body (not forcibly the same regions for which we know the borders) and p an image indicating our degree of confidence about the knowledge of values in those regions (0 when no knowledge and 1 when high confidence). Using this model and the discussions in previous sections, the Bayesian MAP estimation approach comes up with the following criterion to optimize to find the an image 3 which will be the result of fusion of these data:
Note that, when $1 and $2 are choosed to be convex, and when the hyperparameters A1 > 0 and A: ! > 0 are fixed and the data y and q, s and p are given, this criterion is a convex function of x. Then, its optimization can be done by any gradient based algorithm.
A simple choice for 41 and 4 2 is a quadratic $ ( U ) = u2 or power form $ ( U ) = up. Other choices are possible, for example, all the potential functional forms with edge preserving properties such as 4(u) = {2ln(cosh(u)), 2J1+21" -2) which are convex [12, 131, or $ ( U ) = {min(u2, I), u 2 / ( 1 + u 2 ) , l n ( l + u 2 ) ) which are non convex [14, 15, 161 .
The main advantage of choosing convex potential functions with edge preserving properties is to use halfquadratic optimization algorithms [17, 18, 19, 201 . In fact, it is now well known that, the joint optimization of a criterion such as K ( z , q l y ) K(x,qly) = 1 1 3 -H 1 d 2
with respect to ( E , q ) is equivalent of the optimization of J ( 4 Y ) (4) followed by a straight forward computation of q from 2, i.e. q j = g(zj+l -x j ) where the expression of g depends on the expression of 4.
We take advantage of this property to propose an iterative algorithm which starts by optimizing (2) with known values of q to obtain 2, from which we compute a new estimate using the mentioned property. Then, we replace those values of it by known values of q and use it again in the next iteration. The whole reconstruction procedure is then the follow-449) = 1 1 9 -H14I2 4-A1 c j 4("j+l -Z j )
ing:
1.
2.

3.
Initialize q = q ( O ) ;
Compute z by optimizing the criterion (2);
Compute a new value for q from x using the properties of half-quadratic criteria;
Replace those a priori known values of q ( O ) in computed q and return to 2 until convergence.
A final remark concerns the adaptation of the criterion to 2D case where we may distinguish between horizontal, vertical and diagonal edges. In that case we may replace the 
Simulation experiments
Here, we illustrate an application of the proposed methods for the special case of CT medical imaging. The object is a known numerical phantom in CT which has been proposed by Shepp Figure 2 shows the reconstruction results by classical back-projection or filtered back-projection methods used in commercial scanners. As it is seen on this figure, these results are not satisfactory for the data gathering configuration we proposed where we are looking for a high resolution image (256 x 256) from a sinogram data which has only (128 x 64) data points (64 detectors and 128 source positions uniformly distributed in 0,2n). We also give here two other results obtained by optimizing the criterion ' j once over Rn and the second over R;. In both cases, we used a simple gradient algorithm, but in the second case, we imposed the positivity constraint at each iteration. These results are significantly better than the classical backprojection methods thanks to regularization terms, but they need more computations (approximately two times more computations than a simple back-projection in each iteration). As it is seen from these results, the information content in the knowledge of regions is more valuable than the knowledge of edges only (compare results of Fig. 3 and Fig. 4) . Indeed, when we know the values inside a region, in fact we also know its borders. Thus, the extra information in edges in Fig. 5 is not too great. This is the reason for which the results in Fig. 5 are not too different from that of Fig. 3. However, obviously, fusion of more geometrical information results in more accurate results when the geometrical results are exact. Unfortunately, in practical applications, we need a first step of registration to bring the geometrical informations in the same frames of X ray radiographic data. In previous simulations, we assumed that this has been done, before starting the reconstruction.
In the following, we give some results to show the sensitivity of the results on some errors of registration. Here Reconstructions by data fusion with errors in the geometrical data: a) known regions with errors, b) known borders with errors; c ) result using a) to be compared to the result in Fig. 3, d ) result using b) to be compared to the result in Fig. 4 ; e) and f) results using both a) and b) for two different values of confidence for the regions values. These results are to be compared with those of Fig. 5 which were obtained with exact geometrical data.
All the previous results have been obtained without feedback procedure for re-estimating the unknown edge positions q. Figure 7 gives two results which are obtained using the iterative procedure explained at the end of the previous section. Comparing the estimated edges (Fig. 7, right) with the a priori known part of these edges in (Fig. 4, left) , we see that new region edges have been estimated. These results are still preliminary. Future studies will focus more on the properties of the mentioned iterative algorithm. (to be compared with the known edges on Fig. 4) .
Conclusions
We proposed a Bayesian approach for data fusion in inverse problems which arise in medical or NDT imaging systems. We illustrated how a hierarchical Markov model can be useful to these data fusion problems where one set of data gives more information about the regions volume (For example X-rays) and another set of data gives information about the regions edges (such as laser or ultrasound echographic data). Then, we considered a medical imaging CT application example and showed how the proposed method can be used to include some anatomical information in the reconstruction problem. We used two kind of geometrical information: partial knowledge of values in some regions and/or partial knowledge of the borders of some other regions. We showed the advantages of using such informations on increasing the quality of reconstructions. We also showed some results to analyze the effects of some errors in anatomic data on the reconstructed results. Finally, we proposed an iterative algorithm which starts by using the available knowledge of edges and regions to compute a first estimate of the image from which we re-estimate the edges and reuse them again to increase more and more the quality of reconstructions.
