Abstract-The small and large-signal response of the resonant tunneling diode at high-frequencies is studied using a quantum simulator. The Poisson and Schriidinger equations are solved self-consistently for each harmonic using the harmonic balance technique. This ensures that the total current, consisting of the displacement plus conduction currents, is conserved across the device for each harmonic. The RTD exhibits an increased capacitance in the negative differential conductance (NDC) region in agreement with experimental data. As recently proposed this capacitance increase results from the formation of an emitter well capacitor when the well discharges. The derivation of the RTD capacitance from a quasi-static analysis using the differential variation of the dc charge in the RTD is shown to be not applicable because the RTD well charges through the cathode but discharges through the anode. The frequency dependence of the conductance and susceptance is similar to reported experimental data. A large frequency dependence of the admittance is only observed when the RTD is biased in the negative differential conductance (NDC) region. These calculations predict an effective reduction of the RTD conductance and capacitance at high-frequency in the NDC region. This effect can be modeled using a quantum inductance in series with the negative resistance of the RTD as recently proposed. Due to the simultaneous reduction of both the conductance and the capacitance at high-frequency in the NDC region the maximum frequency of oscillation does not differ much from its estimate using the low frequency conductance and capacitance. The large-signal response at high-frequency of an RTD biased in the negative differential region is also presented in this paper. The large-signal negative-conductance is shown to decrease with both increasing frequency and ac voltage.
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I. INTRODUCTION HE resonant tunneling diode (RTD) which was first
T demonstrated by Chang et al. is a high-speed device [ 11.
Negative differential conductance (NDC) with an intrinsic response time of order 0.1 p s has been measured experimentally [2] . With this remarkable high speed performance, the RTD has a wide variety of applications for microwave and millimeter wave oscillation circuits [3] , [4] . The fabrication of RTD's is made possible thanks to modem growth techniques which permit the fabrication of high quality one-dimensional heterostructures. Both the optimization of the growth techniques and the use of novel materials will permit the development of resonant tunneling diodes with higher peak-to-valley ratios and with higher maximum frequencies of oscillation [5] and output power. For example, Brown and his colleagues [3] recently Manuscript received May 6, 1993 ; revised February 5, 1994. The review of this paper was arranged by Associate Editor P. M. Solomon. This work was supported in part by a grant by the CRAY Corporation and in part by the Ohio State University.
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observed oscillations in InAslAZSb RTD's at frequencies up to 712 GHz improving their previous report of oscillations in GaAs/AZAs RTD at frequencies up to 420 GHz [6] . A comprehensive simulation of the high frequency response of resonant tunneling diodes would be useful for both the optimization of the RTD structure and the design of optimal oscillation circuits. The maximum frequency of oscillation of the resonant tunneling diode is believed to be limited by various time constants such as the RC time delay, the resonanttunneling traversal time and the depletion-layer transit time [6] .
In particular the capacitance of the RTD has an important effect on the maximum frequency of oscillation [7] and should be optimized. However, the measurement of the RTD capacitance in the NDC region [8]- [13] , [45] is difficult (because RTD's are usually unstable) and existing theories of the capacitance voltage characteristics conflict (see review below). It would therefore be useful to develop a simulator calculating the RTD capacitance from first principles. It is also presently very difficult to measure the frequency response of RTD's at very high frequencies (above 200 GHz). A realistic ac-signal simulator would permit us to estimate the frequency response for arbitrarily high frequencies.
Note that in this paper we limit our study to RTD's which are dc stable in the NDC region. This is not a limitation since a stable intrinsic RTD can usually be defined even for RTD's which are dc unstable in the NDC region. Indeed Liu [14] and Belhadj et . In summary our present study is concemed with intrinsic RTD's (no parasitic lead inductance and contact resistance) which are dc stable and hysteresis-free.
The literature on time-dependent resonant tunneling is extensive. The approaches reported so far have partitioned this problem in two parts: the calculation of the RTD capacitance and the calculation of the frequency response of the intrinsic RTD. The intrinsic frequency response of the RTD was first numerically calculated using the Wigner distribution by Frensley 0018-9383/94$04.00 0 1994 IEEE [19] , Kluksdahl 1201, and Mains and Haddad [21] . Analytical expressions were then derived by Chen and Ting [22] , Kislov and Kamenev [23] and Fu and Dudley [24] . All these studies established that the negative differential resistance R remains constant and the susceptance essentially null for frequencies below the RTD intrinsic frequency 2r/h where I' is the energy width of the resonant level. This intrinsic RTD frequency is typically several THz. These studies [19] , [20] , [22] , [24] established that the susceptance of the intrinsic RTD biased in the NDC region is negative at low frequencies and therefore resembles an inductance [19] . However the result of reference 1211 differed by a sign and therefore predicted a capacitive behavior. Recently Frensley [25] reverted his interpretation to obtain agreement with reference 1211. We believe that both references committed a simple interpretation error [25] and [21] and that their calculations also predict an inductive behavior. Our own calculation is supportive of the inductive behavior. At the request of the reviewers we have added in appendix a discussion on this subject to justify our approach.
Brown er al. have obtained an improved fit of the power of resonant tunneling diodes by using an inductor LQW in series with the negative differential resistance R [27] . They proposed that this inductance was associated with the resonance width r of the RTD transmission coefficient. They heuristically derived that this inductance was given by LQW = hR/r. A similar expression with a factor 2 difference is easily derived from the analytical admittance obtained by Kislov and Kamenev [23] . Fu and Dudley analytically verified that this expression was valid under certain bias conditions [24] . Scattering is believed not to modify I' [26] , [27] but should increase this inductance since it increases R (i.e., decreases the NDC, see discussion in the conclusion). It results from these analyses that resonant tunneling is a very fast process and that the practical frequency limitation of RTD's essentially arises from the RTD capacitance.
Several approaches for calculating the capacitance of RTD's have been reported in recent years. A simple estimate of the RTD real capacitance can be obtained with a parallel-plate model E / L . Since the negative charges in the accumulation and well regions image the charge in the depletion region, Luryi 1291 proposed to use the barrier width for L to define the RTD capacitance. The barrier width was found to greatly overestimate the RTD capacitance and MAX. This prompted the development of the sequential tunneling theory [29] which has been demonstrated to be an alternate description of scattering assisted tunneling but not an altemative mechanism for it (see Zohta [30] and reference therein). More complicated models involving multiple capacitances were then proposed by Luryi [31] and adopted by Genoe et al. [12] to derive the capacitance voltage characteristic of the RTD. These models are based on the assumption that the electrons completely thermalize inside the double barrier. We assume in the RTD's simulated here that thermalization in the well is negligible. A discussion on this topic is included in the conclusion.
An improved fit of the capacitance using the parallel-plate capacitance model was obtained by Brown et al. ( [24] for calculating the frequency response of RTD's have decoupled the calculation of the electron current and displacement current. In reality the transport in the RTD is, among other things, spacecharge limited and the displacement and electron currents are intimately coupled. Indeed we shall demonstrate that it is not a good approximation to assume that the displacement or electron currents are individually constant across the RTD. In fact, it is the total (displacement+electron) current which is constant across the RTD. It is therefore necessary to solve selfconsistently Poisson and Schrodinger equations for both their dc and ac response. Although all the ac simulators described above account for the intrinsic RTD response, none of these ac simulators account for self-consistent effects. An AC simulator accounting for dc self-consistency was recently reported by [28] . However, ac self-consistency is not enforced.
In this paper we present such a quantum simulator. As in [23] and [28] , a Fourier series expansion is used to analyze the time-dependent resonant tunneling. Perturbation is not used, however, in order to obtain both the small and large signal response. A harmonic balance approach is implemented to obain the desired self-consistency. First the test resonant-tunneling structures studied are presented in Section 11. In Section 111, we present the large-signal method used to solve the Schrodinger equation and explain the self-consistent approach used for both the dc and ac analysis. Methods for calculating the capacitance are presented in Section IV. The frequency response of the test RTD and its bias dependence are then presented in detail in Section V. The paper concludes in Section VI with a discussion of the implications and limitations of our simulations.
TEST RESONANT TUNNELING STRUCTURE
To test the time-dependent tunneling simulator proposed below we will first employ a resonant tunneling diode (see Fig. 1 ) consisting of a conventional undoped AEGaAslGaAslAlGaAs double barrier (DB) structure (structure I) with two lightly doped spacers on both sides sandwiched between two strongly doped GaAs n+ buffers. In structure I, the barrier width and the well width are 6 lattice parameters wide (2 34 A ). A barrier height of 0.25 eV corresponding to an A1 mole fraction of 0.3 is used. The band structure of Al,,Gal-,As is modeled using a tight-binding band with an effective mass of .076 + O.lm the electron rest mass. The area of this test device is 4.5 x 10-8cm2 (the area of one of the diodes which were used for the experimental verification of this work [17] ).
As shown in Fig. I the voltage VD applied across the resonant tunneling diode Fermi levels E f L and E f R is given by
where V D~ is the intrinsic voltage appearing across the quantum structure (double barrier and spacer structure) and with E f c L and EfcR the built-in potentials in the buffers supported by the left and right boundary electric fields Fl and F,.
A donor concentration N D = 1018cm-3 is used in the buffers. For this high concentration the donor ionization energy vanishes, and the donor can be assumed to be completely ionized [34] . The I-V characteristic of structure I is shown in Fig. 2 .
Another test structure (structure 11) considered in this paper is an InGaAsl InAEAslInGaAs double barriers structure latticed matched on InP. The barrier width is 4 0 k the well width 60A, and the spacer width 135w. The InGaAslInAlAs conduction band discontinuity is taken to be 0. In this study of time-dependent tunneling, we only consider harmonic ac potentials of the form The electron wavefunction f ( m , t ) along the 2 axis is then a solution of the Wannier difference equation [36] d
where A is h2/(m"a2). For simplicity we only present here the case of a uniform band structure. In the simulator, spatially varying band structures are implemented (see [36] ) using the effective mass matching techniques developed by Kroemer and Zhu [37] . The envelope equation is solved for its steady state response by expanding the wave function (envelope) in terms of a Fourier series P where fp( n ) is the harmonic component p of energy E,, +phw of the wavefunction. Substituting (8) in (7) we obtain
The set of (9) for each harmonic p forms a linear system of coupled difference equations which is readily solved numerically. For each electron energy an incident wave with unit amplitude is assumed on the left side for the forward current and right side for the backward current. A flat band is assumed on both sides of the RTD. The reference potential (ground) is set on the emitter side so that the conduction band edge on the collector side varies with the applied ac voltage. Substitution of the Fourier expansion of the wave function given by (8) in (10) permits us to expand the current in a Fourier series (12) where I , J / B (~) represents the dc forward and backward current, and I&IB(n) = I -p ,~/~( n )
represents the pth harmonic current component.
Similarly the electron distribution p ( n ) at each lattice site n is calculated using the following expression (see bottom of page) with E,(lc,) = A ( l -cosk,~). Again substitution of the Fourier expansion of the wavefunction given by (8) in (13) permits us to expand the electron distribution in a Fourier series
P P F / B ( 7 b ) = P O , F / B (~) + p p , F / B ( n ) e j p W t (14)
P where p,(n) represents the de charge density, and p p ( n ) = p*_,(n> represents the pth harmonic charge density. The current and charge derived above for each harmonic p verify the continuity equation
The numerical algorithm implemented in our quantum simulator was verified to satisfy this conservation equation up to the numerical precision provided by the computer used (1 6 digits of accuracy).
Since electrons are injected at both the emitter and collector contacts the total electron current Ielec,p for the harmonic p 
Similarly the total charge is obtained by adding the forward and backward charge
As a preliminary test, the quantum ac simulator presented above was verified to reproduce the small-signal frequency response of the intrinsic RTD calculated by [19] , [21]- [24] in the absence of self-consistent potential. This is demonstrated in Fig. 4 where the small signal admittance (see next section for a definition) of the RTD (structure I) in the NDC region is plotted versus frequency. As is shown in Fig. 4 the susceptance of the RTD in the NDC region is negative. Since, as it is demonstrated in Appendix, we follow the electrical convention, this implies that the RTD is inductive. This is the so-called quantum inductance [27] which is only observed in the NDC region.
It is verified in Fig. 4 that the device admittance of the intrinsic RTD remains constant up to terahertz frequency. However, we shall see that this does not represent the true frequency response of the RTD since the ac electrostatic potential was not solved self-consistently and the displacement current is not accounted for.
B. Self-consistent Solution
As mentioned above, transport in the RTD is, among other things, space-charge limited. As a result the electrostatic potential in the RTD must be calculated self-consistently from the charge distribution. A self-consistent solution of Poisson and Schrodinger equations is known to be required for a more realistic calculation of the dc characteristic of the RTD [38] particularly if undoped spacers are used on both sides of the RTD. Similarly, a self-consistent solution of Poisson and Schriidinger equations is required in order to obtain a more realistic ac characteristic of RTD's.
Like the dc self-consistency, the ac self-consistency is achieved by calculating the electrostatic potential for each harmonic by solving the Poisson equation using the charge distribution obtained from the ac quantum simulator
In the simulator, the potential is solved at each lattice site x = nu. The boundary conditions applied across the RTD consist of a dc voltage VD and an ac voltage Vac for the first harmonic (20) Higher harmonic voltages are assumed to be shorted outside the device. These boundary conditions are used to calculate all the harmonic components of the RTD current for both the small and large signal response.
For a small ac signal Vac, only the first harmonic of the current and internal potential is required. For a large ac signal Vac, higher harmonics of both the internal electrostatic potential and the current must be included due to the nonlinearity of the RTD. Theoretically the number of harmonics required can be estimated to be on the order of P = eV,,/(hw). Let us now demonstrate the impact of the dc and ac self-consistent analysis upon the ac current and charge distributions. Consider the RTD of structure I biased in the NDR region (VD= 0.48 V) with a small signal ac excitation. Fig. 5 shows a plot versus frequency of the imaginary part of the displacement current Im[Idispl,l (n)] and electron current Im[Ielec,l(n)] at the emitter side (left) and collector side (right) of the RTD for the first harmonic. We define here the emitter and collector sides as the position where the buffer ends and the spacer starts.
Similarly Fig. 6 shows a plot versus frequency of the real part of the displacement current Re[Idispl,l (n)] and electron current Re[Ielec,l(n)] at the emitter side (n=left) and collector side (n=right) of the RTD for the first harmonic.
Finally Fig. 7 shows a plot versus frequency of both the real part Re[Itotal,l(n)] and imaginary part 1m[Itota1,1(n)] of the total current at both the emitter side (n=left) and collector side (n=right) of the RTD for the first harmonic. Clearly the left and right total currents overlap and cannot be distinguished on the plot. This demonstrates the continuity of the total current. On the other hand the displacement and electron currents on the left and right side are clearly different, justifying the need for the self-consistent treatment used for the ac analysis. Indeed the calculation of the displacement and electron currents cannot be decoupled in a rigorous analysis.
IV. SIMULATION RESULTS

A . RTD Capacitances
An examination of Fig. 7 indicates that both the imaginary and real parts of the total current Itotal,l and therefore the conductance G(w) and susceptance have a complex frequency dependence.
However, for small frequencies (w << 100 GHz) the conductance can be approximated by a frequency independent resistor which should be simply the RTD conductance obtained by differentiating the dc IV characteristic of the RTD dID G(w, V D ) e -for small w . dVD This is verified in Fig. 8 where we compare the conductance G(VD) versus dc voltage VD calculated using the dc simulator (plain line) and the ac simulator (* plot) for structure I. A very good agreement is obtained between the dc and ac simulations for the G -V characteristics.
Similarly for small frequency (w << 500 GHz) we see in Fig. 7 that the RTD susceptance is varying linearly with frequency and is therefore well approximated by a frequency independent capacitance C B ( w ) WC(vD) (25) where the capacitance C is the RTD capacitance. It has been proposed by Hu and Stapleton [32] , [33] that this low-frequency capacitance could be directly calculated from Let us test here this definition. We know that the dc electron distribution p o ( n ) at each lattice site is given by the sum of the forward and backward charge (see (17))
P o ( n ) = P o , F ( n ) + P o , B ( n ) .
(26)
We define Q e ,~ as the total charge in the RTD supplied by the electron current injected at the emitter We also need to account for the charge stored in the buffer regions. They are calculated from the dc field Fo(n) on the left side (n = 1) and right side (n = N ) using
Qb,l(VD) €(I) Fo(1)
where Q b , l represents the charge in the left side buffer region, and Qb,r represents the charge in the right side buffer region. Summing these charges together permits to verify that space charge neutrality is enforced for the total device
Qb,l(V) + Q~, F ( V ) + Qb,r(V) + Q e ,~( V )
= 0.
(31)
This is used as a necessary but not sufficient test of convergence in our simulator. The charge Q(V0) is then defined as the total charge supplied by the electron injected at the emitter . no Spacer . For a large spacer width the charge decreases in the well for increasing bias can exceed the charge increase in the emitter spacer. This is demonstrated in Fig. 11 where the charge distribution across the RTD is shown for three different voltages around the maximum NDC bias condition. The resulting negative capacitance approximately appears for bias voltages corresponding to the maximum NDC. For structure I an approximately zero capacitance in the NDC region is predicted by the quasi-static analysis for a spacer of length 34 A.
G,
The capacitance versus voltage calculated directly from the ac current using (25) is shown in Fig. 12 for structure I with different spacer lengths. No negative or null capacitance is observed, indeed there is an increase in capacitance. Clearly the capacitance derived from (33) fails to compare with the ac calculation. The reason from the failure of the quasi-static analysis is simply expressed by the continuity (15) . The forward charge Q e p can be updated either by the forward current
I p ,~( l )
at the cathode (left) or the forward current I p , p ( N + 1) at the anode (right). This is demonstrated in Fig. 13 where the imaginary part of the electron and displacement currents are plotted on the emitter (left) and collector (right) sides at a low frequency (1 GHz) as a function of bias voltage.
The RTD capacitance measured is contributed by the imaginary part of both the electron and displacement currents. The contribution of the displacement current to the capacitor is dominant outside the NDC region (below 0.4 V and above 0.5 1 V). This indicates that the effective RTD capacitor extends approximately from the emitter buffer to the collector buffer.
However for bias voltages inside the NDC region (0.4 -0.51 V) the contribution of the electron current to the capacitance becomes dominant. Notice also that the displacement current is null on the collector side where all the current is carried by the electron component. This indicates that the charge distribution in the collector side is frozen and that the width of the RTD capacitor has shrunk. This reduction of the RTD capacitor width explains the calculated increase of the RTD capacitance. The RTD capacitor is now being supported by the accumulation layer in the emitter spacer on one side and the accumulation charge in the RTD well on the other side. Indeed we saw in Fig. 11 that the dc charge in the well was varying in opposite direction to the variation of the dc charge in the emitter barrier when the dc applied voltage was varied around the bias voltage of maximum NDC. The existence of this emitter-well capacitance has been recently proposed by Jo el al. [44] to explain the increase of the RTD capacitance and is consistent with Luriy [31] and Genoe et al. [12] models.
From the inspection of the imaginary part of the electron current we can deduct that the forward charge in the well is charged by the electrons injected at the cathode for voltages below 0.4 V and rapidly collected at the anode when the RTD is biased in the NDC region. Indeed the imaginary part of the electron current is larger on the emitter side than on the collector side for bias voltages smaller than 0.4 V which permits to charge both the RTD well and the accumulation layer in the emitter spacer. However for bias voltages in the NDC region (0.4 -0.51 V), the situation reverses and the electron current is larger in the collector side than on the emitter side which permits the discharge of the well while the accumulation layer at the emitter keeps charging. Such a situation is not possible in the gate of an FET where two separate electron currents update the charge on the gate and the charge on the channel. A quasi-static analysis is therefore successful with FET's. However, a full selfconsistent ac analysis is required for quantum devices such as the RTD where a single electron current crossing the RTD can create a quantum capacitance by updating in opposite direction the charge at two different locations in the device.
The capacitance versus voltage for structure I1 is shown in Fig. 14 and is seen to exhibit characteristics similar to those of structure I.
The rapid increase of the capacitance in the region of maximum NDC predicted by our ac simulator for both structure I and I1 is in agreement with the experimental C -V characteristic reported by Genoe et al.
[ 121 for an RTD without a NDC region and by Sammut and Cronin [ 131 and Boric et al.
[45] for a RTD with a NDC region. Indeed in Fig. 1 of [ 131 the peak of the RTD capacitance is seen to approximately occur for the bias voltages (positive and negative) where the NDC is maximum as predicted by our simulations. Observation of the increase of the RTD capacitance has also been confirmed by Potter et al. for an RTD similar to structure I1 [17] and more recently by Jo et al. [U] .
V. B. Frequency Response of the RTD
We have seen that at low frequencies the susceptance of the RTD could be represented by a capacitor and the conductance by a resistor. At higher frequencies the finite velocity of the electrons limits the rate of change of the charge distribution for a variation of the extemal ac voltage and the device admittance acquires a more complex frequency dependence.
At low frequencies the RTD is well represented by the circuit shown in Fig. 15 due to the fact that their RTD did not exhibit a NDC region. The reduction of the capacitance and the conductance with high-frequency can be modeled by the equivalent-circuit of Fig. 15(d) proposed by Brown et al. [27] which uses a quantum inductance LQW in series with the negative conductance of the RTD. Such an equivalent circuit with frequency-independent elements is more physical and is applicable to large-signal simulations.
C . Maximum frequency of oscillations
Consider structure I with a spacer length of 34.k In Figs. 19 and 20 we show the frequency dependence of its conductance and susceptance when this RTD is biased in the NDC region at 0.46 and 0.48 V (solid line) and in the positive differential region (PDC) at 0.3 V (dashed line). Clearly the conductance in the NDC region is strongly frequency dependent compared to the PDC region. Furthermore departure of the conductance from its dc value arises at the relative low frequency of 150 GHz and the 3dB break frequency is 800 GHz. We obtained a 3dB break frequency of approximately 1 THz at 0.48 V and 2 THz at 0.5 V in Figs. 7 and 4 , respectively, when we calculated the conductance without self-consistency. Clearly a self-consistent solution of the Schrodinger and Poisson equations is important, as it is seen to slightly reduce the 3 dB break frequency of the RTD conductance. Since the 3 dB break frequency is given by R/(27rLQW) it results that the quantum inductance L Q~T is slightly increased.
Inspection of the susceptance in Fig. 20 reveals that the capacitance in the NDC region decreases at frequencies above 800 THz. Let us evaluate the impact of the frequency dependence of both the conductance and susceptance upon the maximum frequency of oscillation.
The maximum frequency is given by the conventional formula [43] (see bottom of page). However, since at high frequencies the conductance and capacitance are frequency dependent, the expression for fMAX is now a transcendental equation.
Consider the RTD of structure I with a 34 A spacer biased in the NDC region at VD = $48 V. We plot in Fig. 21 and that a decrease of the conductance decreases f M A X whereas a decrease of the capacitances increases f M A X . Indeed when only the frequency dependence of the conductance is accounted for, MAX will be reduced from 1.4THz to 0.95THz when R, is 1 R and from 0.98THz to 0.75THz
Although MAX is relatively unchanged, the lower 3 dB break frequency (800 GHz) of the RTD would impact the design of a matching network in an oscillator design at high frequencies.
D. Large ac Signal Model
As mentioned earlier our time-dependent tunneling theory can also handle large ac signals. To handle large signal excitations (eVuc >> hw ), more harmonics are required to solve the Schrodinger and Poisson equations self-consistently. Note that the computational time increases with the number of harmonics. Eight harmonics were used for the calculation presented below, and an error of less than 0.1% was used for the self-consistent calculation.
Consider structure I with a spacer of 34 A. 1 ; ] / 2 versus frequency for different ac signal levels. The power generated is seen to fall down when the frequency is higher than 300GHz. Note that this is the ac power generated by the intrinsic RTD. The power dissipated by the contact resistance R, is therefore not included. To our knowledge, this is the first estimation of the dependence of the RTD impedance on the large signal ac voltage obtained using a quantum simulation and not an equivalent circuit model.
VI. CONCLUSION
We have presented a quantum simulator which permits one to study the high-frequency response of resonant tunneling diodes for both small and large-signal excitation. This simulator solves the Poisson and Schrodinger equations selfconsistently using an Harmonic balance technique. This guar-antees that the total displacement plus electron current is continuous. The ac self-consistency is shown to reduce several folds the cut-off frequency of the negative differential conductance. However the capacitance is also reduced at high frequencies and the maximum frequency oscillation of the RTD remains essentially the same. The frequency dependence of the conductance and capacitance is however important for the design of the matching network in high-frequency oscillators [6] . The . This is the first C -V reported using a self-consistent ac quantum simulation.
A study reporting a peak in the C -V characteristic in the NDC was also reported by Genoe et al. [ 121. However, in their work it is assumed that the electrons are fully thermalized in the double barrier and a semi-classical analysis is used. Their model and our model are indeed at the opposite ends of the spectrum. We assume that scattering is negligible whereas they assume that scattering is so large as to completely thermalize the electron gas in the double barrier. Note that their assumption might be realistic for their device which does not exhibit an NDC region. Their derivation relies therefore on the sequential tunneling theory [29] [31] . Note that the sequential tunneling theory has been recently demonstrated to be an alternate description of scattering assisted tunneling but not an alternative mechanism for it (see [30] ).
We have recently reported a study of scattering assisted tunneling in resonant tunneling diodes [36] . In this study we demonstrated the impact of multiple-sequential scattering on the resonant tunneling process and introduced a total transmission coefficient TF which is equivalent to the transmission coefficient T T~T introduced by Zohta [30] . The multiplesequential scattering process we analyzed [36] is in fact a realistic simulation of sequential tunneling. Note however that in our study the scattered electrons cross the double barrier by resonant tunneling. Indeed the phase breaking label usually associated with inelastic scattering processes refer only to the randomization of the phase between the incident and scattered electron waves. Consequently the so called ''incoherent tunneling" process is effectively the coherent resonant tunneling process of scattered electrons. Experimental support to this concept has been provided by Tsuchiya et al. [26] who verified that the electron life time in the double barrier was set by the energy width of the transmission peak (scattering not included) even in the presence of strong scattering.
In the RTD's studied in [36] , phonon-scattering was not strong enough to require multiple-sequential scattering, only interface roughness scattering required a multiple-sequential scattering analysis. However electron-electron scattering processes were not studied and might become important at resonance when the electron concentration in the double barrier increases. Therefore a partial thermalization by electron-electron scattering (but not in equilibrium with the lattice) at resonance in the double barrier has not yet been ruled out. Electronelectron scattering should also impact the accumulation layer on the emitter side.
The contribution of scattering processes on the intrinsic frequency limitation of RTD should also be further studied. Scattering introduces a broadening of the total transmission coefficient (see [36] , [30] for a definition). This broadening reduces the NDC and increases the valley current. Scattering processes should therefore be included in a complete highfrequency simulation of RTD's.
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VIII. APPENDIX
There is a certain confusion on the sign of the susceptance of the RTD as calculated by quantum simulators, since [21] , [25] We want first to state here that the solution of Schrodinger in terms of measurable quantities (defined by an Hermitian operator and therefore real) is independent of the use of the electrical or physical sign convention. Indeed the Schrodinger equation uses a real potential V ( z , t ) in (7), and consequently the potential V ( z , t ) is unique. This is true even though the complex term Vp introduced in (5) is itself dependent of the sign convention exp ( j u t ) which is used in this paper. In fact in our simulator we actually expand the potential V ( z , t ) in terms of sin and cos ~( z , t ) = v 0 ( z ) + cosput put + vS, sinput) P where V,, and Vs, are uniquely defined.
Similarly the time-dependent current I F / B (n, t ) defined by (10) and the charge p~/~( n , t ) defined by (13) are both real functions of time and space and are therefore uniquely defined and independent of the sign convention exp (jut) used in (12) and (14) . Note that the validity of our definition of currents and charges is supported by the fact that they apply both to dc and ac and satisfy (15) .
Although the choice of the phase convention exp(jut) or exp(-jut) does not impact the physical quantity ( I J -/ B (~, t ) and p~,~( n , t ) ) calculated from the Schrodinger equation, it will impact the definition of the admittance Yp(zk) since it is convention to use complex numbers to represent the frequency response.
If we use the electrical (+) convention i(t) = ReaZ[I exp(jwt)]we find the admittance for the harmonic p to be where Vp is defined by (7) . Note that for the electrical (+) convention a negative susceptance is an inductance. This is the approach used in this paper. inductive response and not a capacitive one. This was the approach and interpretation used by Fu et al. [24] .
This appendix demonstrates that our definition and interpretation of the admittance is consistent with our choice of the electrical convention. Obviously a sign error can always be introduced in programming. Howeverrthe theoretical calculations [22] - [24] all concur in predicting an inductive response.
