By an associated pseudo primitive idempotent of Γ, we mean a nonzero scalar multiple of the matrix
Introduction
Let Γ denote a distance-regular graph with diameter D 4 and Bose-Mesner algebra M . In [14] , Terwilliger and Weng introduced the notion of a pseudo primitive idempotent. Given any complex number θ, a nonzero matrix E ∈ M is said to be a pseudo primitive idempotent of Γ for θ whenever (A − θI)E is a scalar multiple of A D , where A is the adjacency matrix and A D is the Dth distance matrix of Γ. We call θ the associated pseudo eigenvalue of E. By the associated pseudo cosine sequence, we mean a sequence of scalars σ 0 , σ 1 , . . . , σ D such that σ 0 = 1 and
where σ −1 is indeterminate.
There have been a number of papers concerning pseudo primitive idempotents and their cosine sequences [5, 6, 7, 12, 14] . Given a pair of pseudo primitive idempotents E, F , in [12] , Pascasio and Terwilliger defined the pair to be tight whenever the entrywise product E • F is a scalar multiple of a single pseudo primitive idempotent. In their paper they determine all the tight pairs of pseudo primitive idempotents whose pseudo eigenvalues are real.
It is natural to consider the case where the entry-wise product E • F is not a scalar multiple of a pseudo primitive idempotent, but instead is a linear combination of two pseudo primitive idempotents. We define such a pair E, F to be taut. To make this problem manageable, we restrict our attention to bipartite distance-regular graphs. In [11] , MacLean and Terwilliger posed the following two problems. Assume that up to isomorphism there exist exactly two irreducible T -modules with endpoint 2, and they are both thin. Let E, F denote pseudo primitive idempotents associated with these modules. We conjecture the pair E, F is taut.
For a bipartite distance-regular graph with valency k, a pseudo eigenvalue θ is said to be trivial whenever θ = ±k. A pseudo primitive idempotent or pseudo cosine sequence is said to be trivial whenever its associated pseudo eigenvalue is trivial. With this definition, we note Lang has already made some progress in attacking Problems 1.1, 1.2. Regarding Problem 1.1, see Theorem 5.4 for his main result. Regarding Problem 1.2, Lang proved in [7] that if Γ is Q-polynomial with D 5 and exactly two non-isomorphic irreducible T -modules with endpoint 2, then the pair of pseudo primitive idempotents associated with the local eigenvalues of these modules do indeed form a taut pair. Lang also provides a feasible intersection array with diameter 4 for which the conjecture in Problem 1.2 is not satisfied. However, at this time no distance-regular graph is known to exist with this intersection array.
In this paper we solve Problem 1.1. Our results are organized as follows. Let Γ denote a bipartite distance-regular graph with diameter D 4 and valency k 3, and define a parameter ∆ 2 in terms of the intersection numbers by ∆ 2 = (k − 2)(c 3 − 1) − (c 2 − 1)p 2
22
. Let E, F denote nontrivial pseudo primitive idempotents with associated pseudo eigenvalues θ, θ , respectively. We determine all taut pairs E, F in the case D = 4 in Theorem 4.9. Now assume D 5. In Section 5, we determine all taut pairs E, F for which θ = ±θ . Now assume E, F is a taut pair for which θ = ±θ . If one of θ, θ is zero, this taut pair is described in Lemma 7.3. Now assume θ, θ are both nonzero. If ∆ 2 = 0, this taut pair is described in Section 8. If ∆ 2 = 0, this taut pair is described in Section 9.
We are very interested in seeing a solution to Problem 1.2 in the future, since we are interested in classifying the bipartite distance-regular graphs with exactly two irreducible T -modules of endpoint 2, both of which are thin.
Preliminaries
In this section we review some definitions and basic results concerning distance-regular graphs. See the book of Brouwer, Cohen and Neumaier [2] for more background information.
Let C denote the complex number field and let X denote a nonempty finite set. Let Mat X (C) denote the C-algebra consisting of all matrices whose rows and columns are indexed by X and whose entries are in C. Let Γ = (X, R) denote a finite, undirected, connected graph, without loops or multiple edges, with vertex set X and edge set R. Let ∂ denote the path-length distance function for Γ, and set D := max{∂(x, y) | x, y ∈ X}. We call D the diameter of Γ. For a vertex x ∈ X and an integer i let Γ i (x) denote the set of vertices at distance i from x. We abbreviate Γ(x) := Γ 1 (x). For an integer k 0 we say Γ is regular with valency k whenever |Γ(x)| = k for all x ∈ X. We say Γ Algebraic Combinatorics, Vol. 2 #4 (2019) is distance-regular whenever for all integers h, i, j (0 h, i, j D) and for all vertices x, y ∈ X with ∂(x, y) = h, the number 
We recall the Bose-Mesner algebra of Γ. For 0 i D let A i denote the matrix in Mat X (C) with (x, y)-entry
We call A i the ith distance matrix of Γ. We abbreviate A := A 1 and call this the adjacency matrix of Γ. We observe
where I (resp. J) denotes the identity matrix (resp. all 1's matrix) in Mat X (C). Using these facts we find A 0 , A 1 , . . . , A D is a basis for a commutative subalgebra M of Mat X (C). We call M the Bose-Mesner algebra of Γ. It turns out that A generates M [1, p. 190] . Since each entry in the distance matrices is either 0 or 1, we have 
Proof. See [12, Lemma 3.2] . We note that the proof in [12] assumes each σ i , ρ i ∈ R, but their proof also works when σ i , ρ i ∈ C.
For bipartite distance-regular graphs, we now obtain some other formulas similar to the Christoffel-Darboux equations. We will need the following two corollaries. (ii) σ 0 = 1 and
(iii) σ 0 = 1 and
(iv) σ 0 = 1 and
Proof. We note that the proof in [12] assumes each σ i ∈ R, but their proof also works for σ i ∈ C. 
Proof. Similar to the proof of [8, Lemma 3.3] . 
Proof. Similar to the proof of [8, Corollary 3.4 ].
Tight pairs and taut pairs of pseudo primitive idempotents
Let Γ denote a distance-regular graph with diameter D 4 and valency k 3. In this section we recall tight pairs and taut pairs of pseudo primitive idempotents of Γ. We shall restrict our attention to bipartite distance-regular graphs. We first remind the reader of the possible tight pairs of pseudo primitive eigenvalues for such graphs. We say θ is trivial whenever θ ∈ {−k, k}. We note that θ is trivial if and only if σ ∈ {−1, 1}. We say a pseudo primitive idempotent or pseudo cosine sequence is trivial whenever its associated pseudo eigenvalue is trivial.
Let Γ denote a bipartite distance-regular graph with diameter D 4 and valency k 3. Let E, F denote pseudo primitive idempotents with associated pseudo eigenvalues θ, θ . In the results that follow, we will typically assume E, F are nontrivial in order to establish that the pair is not tight. Now assume the pair E, F is taut. In this section we develop some equations involving θ, θ . First, we make a definition. Lemma 4.6. With reference to Definition 4.5, the following (i), (ii) are equivalent.
Then a, b are nonzero and are given by
Proof. 
In particular,
Proof. Without loss of generality, we show is a root of (16). We first observe σρ = , since otherwise a = 0, contradicting Lemma 4.6. Setting i = 2 in (14) and eliminating σ 2 , ρ 2 , γ 2 , 2 using Lemma 3.3, we may solve the resulting equation for γ. Now setting i = 3 in (14), applying Lemma 3.3, and replacing γ in the result by the expression just obtained, we find is a root of (16), as desired.
Theorem 4.8. With reference to Definition 4.5, assume E, F is a taut pair. Then
Proof. Observe conditions (i), (ii) hold in Lemma 4.6 for some pseudo primitive idempotents G, H. Using (15) and Lemma 3.3, one can show the expression
where
Replacing γ + , γ in this latter expression using (17), and then using (4), (5), one can show this latter expression equals (
times the lefthand side of (18) minus the righthand side of (18). Since the expression in (19) equals 0, the result follows.
With reference to Definition 4.5, our goal is to determine all the taut pairs of pseudo primitive idempotents of Γ. It turns out that the case D = 4 is somewhat different than the case D 5. Therefore, we treat this case separately. 
.
Proof. Without loss of generality, we assume G, H are the pseudo primitive idempotents satisfying the equivalent conditions (i), (ii) in Lemma 4.6. Setting i = 5 in (14) and using Lemma 3.3, (6) and (3), we find
where C is the constant term with no factors of γ, and which is easily isolated using computer algebra software (but which is too lengthy to include here). Now using (17), once we divide by a factor of θθ 
. It follows that either ∆ 3 = 0 or c 3 = 1. If ∆ 3 = 0, we are done by [9, Lemma 3.7] . Suppose c 3 = 1, so thus c 2 = 1. Using this information and the fact that N = 0, we find c 4 = 1. Hence ∆ 3 = 0 by (5).
The case where θ = ±θ
We say pseudo primitive idempotents E, F are equivalent whenever θ = θ , where θ, θ are the pseudo eigenvalues associated with E, F , respectively. In this case, E, F are scalar multiples of each other. We say E, F are opposites whenever θ = −θ . With reference to Definition 4.5, suppose for the moment that E, F, G, H satisfy conditions (i), (ii) in Lemma 4.6. In this section, we consider the case when E, F are equivalent or opposites. We will need the following lemmas. 
Proof. Routine using (6) and induction. In [6] , Lang has worked out part of this case when E, F are pseudo primitive idempotents. The following result will be useful. 
Note that by Theorem 4.10 we have that (21) is real. It follows that either x = 0 or y = 0. Consequently, θ 2 is real. Setting θ = ±θ in (18), we find
As θ 2 is real, the expression on the left above is nonnegative, and the expression on the right is nonpositive. Hence both sides must equal 0, and so we find ∆ 2 = 0. 
Proof. Setting θ = ±θ in (18), we find
As 
It follows that θ = θ , and so E, F are equivalent.
(ii) Similar to the proof of (i) above. 
Equations involving cosine sequences
With reference to Definition 4.5, in the previous section we determined all taut pairs E, F in which E, F are equivalent or opposites. In the sections that follow we will determine all other taut pairs of primitive idempotents. To rule out this special case, we make the following definition. 
Proof. Similar to the proof of [8, Lemma 4.4], using (8), (11 
where a, b are from (15).
Proof. Similar to the proof of [8, Lemma 4.5], using (12), (13).
With reference to Definition 6.1, in the rest of this section, we consider the equation
We shall see that this equation holds for 1 i D − 1 whenever E • F is a linear combination of pseudo primitive idempotents G, H. We have a comment. Observe that if equation (24) 
Proof. By our assumptions, we first note Q = 0, where
We proceed by induction on i. It is routine to show that equality holds in (27) for i = 1. Now suppose i 2 and that
We will show equality holds in (27). Define scalars α, β as in (25), (26). Using (29), (24), and the fact that Q = 0, we observe
Lemma 6.5. With reference to Definition 6.1, assume 1 or −1 is a root of (16). Then the following (i), (ii) are equivalent.
(i) E, F is a taut pair. (ii) The polynomial in (16) has distinct roots, and there exist complex scalars α, β such that equality holds in (24) for all integers i (1 i D − 1).

Proof.
(i) ⇒ (ii). Let G, H denote pseudo primitive idempotents such that E • F ∈ span{G, H}, and let γ 0 , γ 1 , . . . , γ D and 0 , 1 , . . . , D denote the pseudo cosine sequences associated with G and H, respectively. Note that γ = (as E, F is a taut pair) and that γ, are roots of (16).
First, assume 1 is a root of (16). Without loss of generality, we may assume = 1 and γ = c 2 θθ (kb 2 ) −1 − 1. Thus i = 1 (0 i D). Observe Q = 0, where Q is the expression in (28). We now proceed by induction. Let α, β be defined as in (25), (26). It's routine to check that (24) holds for i = 1. Now suppose i 2 and that (24) holds for all positive integers less than i. Following the proof and notation of Lemma 6.4, we find
By this fact and since Q = 0, we find the expression (31)
is zero. By (9) and Lemma 4.6,
where a, b are from (15). Now using (6) to eliminate σ i+1 , ρ i+1 throughout, we find k(k − 1)b 2 (θ 2 − θ 2 ) times the expression in (33), minus the expression in (31), equals
Since the expressions in (33) and (31) are both zero, we find (24) holds at i, as desired.
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Next assume that −1 is a root of (16). By Lemma 5.2 the pair E,F is also taut, and correspondingˆ equals 1. By the proof above, (24) holds for the pair E,F . By the comment below (26), equation (24) holds also for the pair E, F . (ii) ⇒ (i). First, assume 1 is a root of (16). We define γ, to be the roots of the quadratic equation in (16), where = 1. Observe γ = c 2 θθ (kb 2 ) −1 − 1 by (17). We define i = 1 (0 i D) so that 0 , 1 , . . . , D is a trivial pseudo cosine sequence. Let a, b be as defined in (15). We first show a = 0. Suppose to the contrary that a = 0, so that σρ = 1 and θθ = k 2 . Using (17), we routinely find 
We evaluate the right-hand side of the equation in (35) by first eliminating the product σ i+1 ρ i+1 using (24), and then eliminating σ i+1 , ρ i+1 in the result using (6) . Recalling γ = c 2 θθ (kb 2 ) −1 − 1 and using (25), (26), we find the expression
where Q is from (28). Since Q = 0, the expression in (36) equals 0 by Lemma 6.4, and the result follows. Assume now that −1 is a root of (16). Then 1 is a root of the equation obtained from (16) by changing θ with −θ . By the proof above, the pair E,F is taut, and so by Lemma 5.2 also the pair E, F is taut. 
Define real numbers γ, to be the roots of the quadratic equation in (16). Now let γ 0 , γ 1 , . . . , γ D and 0 , 1 , . . . , D denote the scalars satisfying γ 0 = 0 = 1 and
Thus these sequences generated by γ, are pseudo cosine sequences by construction. If γ = ±1 or = ±1, then the result follows from Lemma 6.5. So suppose γ = ±1, = ±1. Define scalars a, b as in (15). We will now show by induction on j that
It's routine to show that (39) holds for i = 0, 1. Now fix an integer 1 i D − 1 and assume (39) holds for all j, 0 j i. We shall show (39) holds for j = i + 1. Adding (22) at i to (22) at i − 1, we obtain
Evaluating the left-hand side of (23) using [8, Lemma 2.4], we find 
When can
With reference to Definition 6.1, assume conditions (i), (ii) hold in Theorem 6.6. In Section 9, we will obtain equations in which the expressions σσ i − σ i−1 , ρρ i − ρ i−1 appear as denominators. In this section we explore the circumstances under which these expressions can be zero. By Corollary 3.5, we note these expressions are zero precisely when σ i+1 = σ i−1 and ρ i+1 = ρ i−1 . We will need the following two lemmas. Combining these two equations, we find σ 2 σ i = σ i+2 = σ i . Suppose σ i = 0. Then by (42), σ i+1 = 0. Using (6) and recursion, we find σ 0 = 0, a contradiction. Thus σ i = 0 and hence σ 2 = 1. Thus θ is trivial, a contradiction.
Lemma 7.2. With reference to Definition 6.1, assume conditions (i), (ii) hold in Theorem 6.6. Then the following (i), (ii) are equivalent.
Moreover, suppose (i), (ii) hold above. Then
Proof. The fact that (i), (ii) are equivalent follows from (25) and the fact that θ = kσ. Now suppose (i), (ii) hold. Setting α = σ in (24), we find
Now using (9), (10), we find that for 1 i D − 1,
Evaluating (44) using (45), we find
, and the result follows.
With reference to Definition 6.1, in the following lemma we describe the taut pairs θ, θ for which θ = 0. We note this case is one instance in which σ i+1 = σ i−1 . In particular, σ i+1 = σ i−1 = 0 for even integers i (1 i D − 1) . Lemma 7.3. With reference to Definition 6.1, assume θ = 0. Then the following (i), (ii) are equivalent.
(i) θ, θ is a taut pair. Proof. Using (6), we routinely find 2. We will show that this implies ∆ 2 = 0, and this case will be further studied in Section 8. 
If σ i = 0, then using (6) we find σ i = σ i−2 = 0, a contradiction. Thus ρ i+1 = ρ i−1 , and ρ i = ρ i−2 . Replacing i by i − 1 in (9) and recalling σ i−1 = σσ i , ρ i−1 = ρρ i , we find
Combining these two equations, we find 
Observe the denominators in (59), (60) are nonzero by Corollaries 3.6, 7.5. (9) . Multiplying out (61) and cancelling terms, we obtain
Multiplying (24) by σσ i − σ i−1 , multiplying (62) by σ i+1 − ασ i , and taking the difference between the two products, we find σ i+1
is zero. Observe σ i+1 − σ i−1 is nonzero for 1 i D − 2 by Corollary 7.5, so (63) is zero. Line (59) follows. We obtain (60) by interchanging the roles of σ j , ρ j (0 j D − 1) and the roles of α, β in the above argument. 
Observe the denominators in (64) are nonzero by Corollaries 3.6, 7.5. Furthermore,
Proof. Using (10), we find that for 1 i D − 1,
Evaluating the fraction on the right in (66) using (59), we obtain (64).
With reference to Definition 6.1, assume ∆ 2 = 0. To classify the taut pairs of nonzero pseudo eigenvalues θ, θ , we will separate our results into two cases, depending on whether
To see that there really are only two cases to consider, we need the following lemma. Expanding (71), we routinely obtain (24). We have now shown (24) holds for 1 i D − 1. Combining this with Theorem 6.6, we find θ, θ is a taut pair with weights α, β. Finally, we note σ, ρ are nonzero by Lemma 7.2. With reference to Definition 6.1, assume ∆ 2 = 0. In the following theorem, we show that Γ has essentially at most one taut pair of nonzero pseudo eigenvalues θ, θ , and that any other taut pairs are obtained by taking plus or minus of these pseudo eigenvalues. 
