Abstract. Let U : [0, ∞) 2 → [0, ∞) be a measurable kernel satisfying:
U (x, z) ≤ ϑ (U (x, y) + U (y, z)) for all 0 ≤ x < y < z < ∞; (iii) U (0, y) > 0 for all y > 0. Let 0 < q < 1 < p < ∞. We prove that the weighted inequality where U is a kernel, play an indispensable role in various areas of analysis. The means of their investigation, naturally, greatly depend on additional properties of the kernel U .
In the present article, we study the so-called Hardy-type operators (i) U (x, y) is nonincreasing in x and nondecreasing in y;
(ii) there exists a constant ϑ > 0 such that for all 0 ≤ x < y < z < ∞ it holds U (x, z) ≤ ϑ (U (x, y) + U (y, z)) ;
(iii) U (0, y) > 0 for all y > 0. If ϑ > 0 and U is a function satisfying the conditions above with the given parameter ϑ in point (ii), then we, for the sake of simplicity, call U a ϑ-regular kernel.
The simplest case of a ϑ-regular kernel U is the constant U ≡ 1, with which H and H * become the ordinary Hardy and Copson ("dual Hardy") operators, respectively. Other examples of ϑ-regular kernels include the Riemann-Liouville kernel U (x, y) = (y − x) α , α > 0, the logarithmic kernel U (x, y) = log α y x , α > 0, and the kernels U (x, y) = y x u(t) dt and U (x, y) = ess sup t∈(x,y)
where u is a given nonnegative measurable function. These operators find applications, for instance, in the theory of differentiability of functions, interpolation theory and more topics involving function spaces. The two last-named examples of ϑ-regular kernels prove to be particularly useful in a study of the so-called iterated Hardy operators [2, 3] , for example.
The particular aspect we investigate in this paper is boundedness of the operators H and H * with a ϑ-regular kernel U between weighted Lebesgue spaces. In order to define these spaces, we need to introduce several auxiliary terms first. Throughout the text, by a measurable function we always mean a Lebesgue measurable function (on an appropriate subset of R). The symbol M + denotes the cone of all nonnegative measurable functions on (0, ∞). A weight is a function w ∈ M + on (0, ∞) such that 0 < t 0 w(s) ds < ∞ for all t > 0.
Finally, if v is a weight and p ∈ (0, ∞], then the weighted Lebesgue space L p (v) = L p (v)(0, ∞) is defined as the set of all real-valued measurable functions f on (0, ∞) such that |f (t)|v(t) < ∞ if p = ∞.
Note that if p ∈ (0, 1), then (L p (v), · L p (v) ) is in general not a normed linear space because of the absence of the Minkowski inequality in this case. However, as we deal only with the case 1 ≤ p < ∞ anyway, this detail is not of our concern here.
Throughout the text, if p ∈ (0, 1) ∪ (1, ∞), then p ′ is defined by p ′ = p p−1 . Analogous notation is used for q ′ . In the following, assume that ϑ ∈ (0, ∞), U is a ϑ-regular kernel, H is the corresponding operator from (1) and v, w are weights. Boundedness of the operator H between L p (v) and L q (w) was completely characterized for p, q ∈ [1, ∞]. The authors credited for this work are Bloom and Kerman [1] , Oinarov [12] and Stepanov [17] . The results of [12] , for instance, have the following form. Moreover, the least constant C such that the inequality
holds for all f ∈ M + satisfies C ≈ E 1 + E 2 .
Theorem ([12, Theorem 1.2]). Let 1 < q < p < ∞ and r := Moreover, the least constant C such that (2) holds for all f ∈ L p (v) satisfies C ≈ E 3 + E 4 .
The conditions obtained in [1, 17] have a slightly different form, a more detailed comparison between them is found in [17] .
As for the "limit cases", conditions for the case p = ∞ and q ∈ (0, ∞] are obtained very easily, the same applies to the case q = 1 and p ∈ [1, ∞) in which one simply uses the Fubini theorem. Yet another possible choice of parameters is p = 1 and q ∈ (1, ∞]. It was (at least for q < ∞) included in [12, Theorem 1.2] and the conditions may be recovered from that article by correctly interpreting the expressions involving the symbol p ′ in there. Another option is to follow the more general theorem [6, Chapter XI, Theorem 4].
If 0 < p < 1, then the operator H can never be bounded (provided that U , v, w are nontrivial, which is always assumed here). The problem in here lies in the fact that for each t > 0 there exists f t ∈ L p (v) which is not locally integrable at the point t. For more details, see e.g. [10] . No such difficulty arises if 0 < q < 1 ≤ p < ∞. In this case, H may indeed be bounded between L p (v) and L q (w) and it is perfectly justified to ask for the conditions under which this occurs. As for the known answers to this question, the situation is however much worse than in the other cases.
When assumed U ≡ 1, i.e. for the ordinary Hardy operator, the boundedness characterization was found by Sinnamon [14] and it corresponds to the condition E 3 < ∞ (with U ≡ 1, of course). In the general case, in [17] it was shown that the condition E 3 < ∞ is sufficient but not necessary for H :
to be bounded, while the condition
is necessary but not sufficient. For related counterexamples, see [16] . The fact that the two conditions do not meet is a significant drawback. An equivalent description of the optimal constant C in (2) is usually substantial for the result to be applicable in any way. Lai [9] found equivalent conditions by proving that, with 0 < q < 1 < p < ∞, the operator H is bounded from L p (v) to L q (w) if and only if
as well as
The suprema in here are taken over all covering sequences, i.e. partitions of (0, ∞) (see [9] or Section 2 for the definitions), and r := pq p−q , as usual. Moreover, these conditions satisfy
with the least C such that (2) holds for all f ∈ M + . Corresponding variants for p = 1 are also provided in [9] . The earlier use of similar partitioning techniques in the paper [11] of Martín-Reyes and Sawyer should be also credited. Unfortunately, even though the D-conditions are both sufficient and necessary, they are only hardly verifiable due to their discrete form involving all possible covering sequences. This fact has hindered their use in various applications (see e.g. [2] ). In contrast, in the case 1 < q < p < ∞ it is known (see [9, 16] Rather recently, Prokhorov [13] found conditions for 0 < q < 1 ≤ p < ∞ which have an integral form but involve a function ζ defined by
The conditions presented in [13] even involve this function iterated three times. The presence of such an implicit expression involving the weight w virtually prevents any use of these conditions in applications which require further manipulation w (see Section 4 for an example). Finding explicit integral conditions for the case 0 < q < 1 ≤ p < ∞, which would have a form comparable e.g. to E 3 and E 4 , hence remained an open problem.
In this paper, we solve this problem and provide the missing integral conditions. No additional assumptions on the weights v, w and the ϑ-regular kernel U are required here, neither are any implicit expressions. The results are presented in Theorems 7, 8 and Corollaries 9, 10. The proofs are based on the well-known method of dyadic discretization (or blocking technique, see [5] for a basic introduction into this method). The particular variant of the technique employed here is essentially the same as the one used in [8] .
Concerning the structure of this paper, this introduction is followed by Section 2 where additional definitions and various auxiliary results are presented. Section 3 consists of the main results, their proofs and some related remarks. In the final Section 4 we present certain examples of applications of the results.
Definitions and preliminaries
Let us first introduce the remaining notation and terminology used in the paper. We say that I ⊆ Z is an index set if there exist k min , k max ∈ Z such that k min ≤ k max and
Moreover, we denote I 0 := I \ {k min , k max }. Let I be an index set containing at least three indices. Then a sequence of points {t k } k∈I is called a covering sequence if t kmin = 0, t kmax = ∞ and t k < t (k+1) whenever k ∈ I \ {k max }.
Next, let z ∈ N ∪ {0} and n, k ∈ N are such that 0 ≤ k < n. We write z mod n = k if there exists j ∈ N ∪ {0} such that z = jn + k. In other words, k is the remainder after division of the number z by the number n.
In the next part, we present various auxiliary results which will be needed later. The first two propositions are simple consequences of the Hölder inequality (for functions and sequences) and of the characterizations of the dual spaces to the spaces L p and l p . For more details see e.g. [8] .
Proposition 1. Let v be a weight, p ∈ (1, ∞) and 0 ≤ x < y ≤ ∞. Let f and ϕ be nonnegative measurable functions on (x, y). Then the Hölder inequality gives 
Proposition 1 has also a variant for p = 1, giving
The remaining part of Proposition 1 is then also true, provided that the expressions are modified accordingly.
The next proposition was proved in [4, Proposition 2.1], more comments may be found e.g. in [8] . It is a fundamental part of the discretization method. The following result is an analogy to the previous proposition. We present a simple proof, although the result is also well known. 
Applying Proposition 3, one obtains the next result. It is useful to handle inequalities involving a ϑ-regular kernel.
Proposition 5. Let 0 < α < ∞ and ϑ ∈ [1, ∞). Let U be a ϑ-regular kernel. Then there exists a constant C α,ϑ ∈ (0, ∞) such that, for any index set I, any increasing sequence {t k } k∈I of points from (0, ∞] and any nonnegative sequence {a k } k∈I\{kmax} satisfying
Proof. Naturally, we may assume that I contains at least three indices. Let k ∈ I \ {k max }. By iterating the inequality
from the definition of the ϑ-regular kernel, we get
. . .
To get the inequality (5), we used Proposition 3, setting D := 2 and c m := U (t m , t (m+1) ) for the relevant indices m. This proves the statement.
Notice that, by the definitions at the beginning of this section, we consider only finite index sets (and therefore also finite covering sequences later on). However, all the results of this section hold for infinite sequences as well. This may be easily shown by using a limit argument. We will nevertheless continue working with finite index sets and covering sequences only. The notion of supremum is used regularly even where it relates to a finite set and where it therefore could be replaced by a maximum. For further remarks see the last part of Section 3.
The final basic result concerns ϑ-regular kernels and reads as follows.
Proposition 6. Let 0 ≤ a < b < c ≤ ∞, 0 < α < ∞ and 1 ≤ ϑ < ∞. Let U be a ϑ-regular kernel and ψ be a nonincreasing nonnegative function defined on (0, ∞). Then Proof. The result is a consequence to the following simple observation.
If c < ∞, the result is unchanged if the intervals
sup z∈[a,c) U α (a, z)ψ(z) ≤ sup z∈[a,b] U α (a, z)ψ(z) + sup z∈[b,c) U α (a, z)ψ(z) ≤ sup z∈[a,b] U α (a, z)ψ(z) + ϑU α (a, b) sup z∈[b,c) ψ(z) + ϑ sup z∈[b,c) U α (b, z)ψ(z) = sup z∈[a,b] U α (a, z)ψ(z) + ϑU α (a, b)ψ(b) + ϑ sup z∈[b,c) U α (b, z)ψ(z) ≤ (1 + ϑ) sup z∈[a,b] U α (a, z)ψ(z) + sup z∈[b,c) U α (b, z)ψ(z) .
Main results
This section contains the main theorems and their proofs. Remarks to the results and proof techniques can be found at the end of the section.
The notation A B means that A ≤ CB, where the constant C may depend only on the exponents p, q and the parameter ϑ. In particular, this C is always independent on the weights w, v, on certain indices (such as k, n, j, K, N , J, µ, . . . ), on the number of summands involved in sums etc. We write A ≈ B if both A B and B A. (i) There exists a constant C ∈ (0, ∞) such that the inequality
holds for all functions f ∈ M + . (ii) Both the conditions
iii) Both the conditions
Moreover, if C is the least constant such that (6) holds for all functions f ∈ M + , then
The variant of the previous theorem for p = 1 reads as follows.
Theorem 8. Let 0 < q < 1 = p and 0 < ϑ < ∞. Let v, w be weights. Let U be a ϑ-regular kernel. Then the following assertions are equivalent: (i) There exists a constant C ∈ (0, ∞) such that the inequality (6) holds for all functions f ∈ M + . (ii) Both the conditions
By performing a simple change of variables t → 1 t , one gets the two corollaries below. They are formulated without the discrete conditions, those corresponding to Corollary 9 were presented in Section 1. An interested reader may also derive all the discrete conditions easily from their respective counterparts in Theorems 7 and 8.
Corollary 9. Let 0 < q < 1 < p < ∞, r := pq p−q and 0 < ϑ < ∞. Let v, w be weights. Let U be a ϑ-regular kernel. Then the following assertions are equivalent:
(i) There exists a constant C ∈ (0, ∞) such that the inequality
Corollary 10. Let 0 < q < 1 = p and 0 < ϑ < ∞. Let v, w be weights. Let U be a ϑ-regular kernel. Then the following assertions are equivalent: (i) There exists a constant C ∈ (0, ∞) such that the inequality (7) holds for all functions f ∈ M + . (ii) Both the conditions
Moreover, if C is the least constant such that (7) holds for all functions f ∈ M + , then
. The next part contains the proofs. The core components of the discretization method used in this article are summarized in Theorem 11 below. It is presented separately for the purpose of possible future reference since this particular variant of discretization may be used even in other problems (cf. [8] ).
Throughout the text, parentheses are used in expressions that involve indices, producing symbols such as t (k+1) , t k (n+1) , etc. The parentheses do not have a special meaning, i.e. t (k+1) simply means t with the index k + 1. They are used to make it easier to distinguish between objects as t k (n+1) and t (kn+1) , which, in general, are different and both of them appear frequently in the formulas.
Theorem 11. Let 0 < q < ∞ and 1 ≤ ϑ < ∞. Define
Let U be a ϑ-regular kernel. Let K ∈ Z and µ ∈ Z be such that µ ≤ K − 2. Define the index set
Let w be a weight such that
and
Then there exist a number N ∈ N and an index set {k n } N n=0 ⊂ Z µ with the following properties. (i) It holds k 0 = µ and k (n+1) = K. Whenever n ∈ {0, . . . , N }, then k n + 1 ≤ k (n+1) and therefore also
If we define
(ii) For every n ∈ N such that n ≤ N − 1 it holds
(iii) For every n ∈ A it holds (15)
If the same conditions hold and it is even satisfied that
Proof. At first, observe that it is indeed possible to choose the sequence {t k } with the required properties because the weight w is locally integrable. Since w may take zero values, the sequence {t k } need not be unique. In that case, we choose one fixed {t k } satisfying the requirements. From (9) we deduce that
We proceed with the construction of the index subset {k n }. Define k 0 := µ and k 1 := µ + 1 and continue inductively as follows. ( * ) Let k 0 , . . . , k n be already defined. Then (a) If k n = K, define N := n − 1 and stop the procedure. (b) If k n < K and there exists an index j such that k n < j ≤ K and (20)
then define k (n+1) as the smallest index j for which (20) holds. Then proceed again with step ( * ) with n + 1 in place of n. (c) If k n < K and and (20) holds for no index j such that k n < j ≤ K, then define N := n, k (n+1) := K and stop the procedure.
In this manner, one obtains a finite sequence of indices {k 0 , . . . , k N } ⊆ Z µ and the final index
We will call each interval ∆ k the k-th segment, and each interval [t kn , t (kn+1) ) the n-th block. If n ∈ N is such that n ≤ N , then the n-th block either consists of the single k n -th segment, in which case it holds
or the n-th segment contains more than one segment and then
If the n-th block is of the second type, then n ∈ A, according to the definition (11) . Hence, (12) is satisfied, even though the set A may be empty. The relation (12) in plain words says that each segment is either the last one (i.e., with the highest index k) in a block, or it belongs to a block consisting of more than one segment and the investigated segment is not the last one of those. We have now proved (i).
The property (13) follows directly from the construction. If n ∈ N is such that n ≤ N , then by iterating (13) one gets
kn−1
Hence, (14) holds and (ii) is then proved. Property (iii) is again a direct consequence of the way the blocks were constructed. We proceed with proving (iv). Let n ∈ N, k ∈ Z µ and t ∈ (0, ∞] be such that n ≤ N , k ≤ k (n+1) − 1 and t ∈ (t k , t (k+1) ]. Then the following sequence of inequalities is valid:
In here, step (21) follows by (19), and step (22) by Proposition 5. If k ≤ k n , then
The second inequality here follows by (14) . If k > k n , then n ∈ A, k n + 1 ≤ k ≤ k (n+1) − 1 and it holds
The last inequality is granted by (14) and (15) . We have proved that
Applying this in the inequality obtained at (22), we get the estimate (16). If we now add the assumption k ≤ k (n+1) − 2, then (16) still holds and, in addition to that, we get
In here, the last inequality follows from (14) and (15) . Applying this result to (16), we obtain (17) and (iv) is thus proved.
To prove (v), let n ∈ N be such that n ≤ N and observe the following:
In the first step, (19) was used. In the last one, we used the inequality t k (n−2) ≤ t (k (n−1) −1) which follows from (10).
of Theorem 7. Without loss of generality, we may assume that ϑ ∈ [1, ∞). Indeed, if the kernel U is ϑ-regular with ϑ ∈ (0, 1), then U is obviously also 1-regular. 
Inequality (23) follows from (19). Furthermore, we have
For the role of the symbol A, see (11) . In the next step, for formal reasons define t (k (N +2) −1) := ∞. Then we get
. The Hölder inequality for functions was used in (24), and its discrete version (see Proposition 2) was used in (25).
Step (26) follows from (19). In (27) we used the inequalities t (kn−1) ≤ t (k (n+1) −2) and t k (n+1) ≤ t (k (n+2) −1) which hold for all n ∈ {0, . . . , N } and both follow from (10) or the additional formal definition in the case n = N .
Step (27) ensures that the sequence {t (kn−1) } N n=0 can be extended into a covering sequence (formally, {t (kn−1) } N n=0 itself is not a covering sequence since t (k0−1) = t (µ−1) > 0).
Regarding the term B 5 , one has
Inequality (28) follows from Proposition 5. In steps (29) and (30) we used the appropriate versions of the Hölder inequality, cf. Propositions 1 and 2. Inequalities (15) and (18) give the estimate (31). We proved
We continue with the term B 2 .
Step (32) follows from Proposition 5. Proposition 3 supplied with (13) gives (33). In (34) and (35) we used the Hölder inequality (see Propositions 1 and 2). To get (36), one uses (18). We obtained
In what follows, without loss of generality we will assume that N ≥ 2. If N = 1, then the terms involving
j=0 (or similar) are simply not present in the calculations below. The term B 3 is treated as follows.
Furthermore, it holds
Step (37) follows by Proposition 3. As usual, in (38) and (39) we used the Hölder inequality. The inequality (40) is granted by (19), and (41) is a consequence of (10) .
Next, for the term B 7 we have
Inequality (42) follows from concavity of the q-th power for q < 1. In (43) one uses Proposition 5. The Hölder inequality gives (44) and (45). Estimate (46) follows from (14) and (18). We proved
. Combined with the other estimates of B 1 and B 2 , this yields
Observe that the constant related to the symbol " " in here does not depend on the choice of µ. The reader may nevertheless notice that the construction of the n-blocks in fact depends on µ. However, the constants in the " "-estimates proved with help of that construction are indeed independent of µ. Hence, we may perform the limit pass µ → −∞. Since t µ → 0 as µ → −∞, the monotone convergence theorem (and taking the q-th root) yields
for the fixed function f ∈ M + ∩L p (v). Since the function f was chosen arbitrarily and the constant represented in " " does not depend on f , the inequality (6) holds with C = (D 1 + D 2 ) 1 r for all functions f ∈ M + . Clearly, if C is the least constant such that (6) holds for all f ∈ M + , then
At this point, recall that so far we have assumed that
Let us now complete the proof of this part for a general weight w.
At first, if ∞ 0 w(x) dx is finite but not equal to any integer power of Θ, the result is simply obtained by multiplying w by a constant c ∈ (1, 2) such that
and then using homogeneity of the expressions 
Obviously, for all m ∈ N it holds w m ≤ w pointwise, hence
The constant in " " does not depend on m or f and the latter was arbitrarily chosen. Since w m ↑ w pointwise as m → ∞, the monotone convergence theorem (for m → ∞) yields that (6) holds for all functions f ∈ M + and the best constant C in (6) satisfies (47). The proof of this part is now complete. "(i)⇒(ii)". Suppose that (6) holds for all f ∈ M + and C ∈ (0, ∞) is the least constant such that this is true. We need to show that D 1 + D 2 C r . Let {t k } k∈I be a covering sequence indexed by a set I = {k min , . . . , k max } ⊂ Z. At first, let us show that (48)
Suppose, for a contradiction, that k ∈ I 0 and
Then, by Proposition 1, for every M ∈ N there exists a function g M supported in [t k , t (k+1) ] and such that
which contradicts (6). Hence, (48) must be satisfied. Since {t k } was chosen arbitrarily, (48) together with local integrability of w is in fact sufficient to prove that D 1 < ∞. However, we aim to prove a stronger assertion, namely that D 1 C r . To do so, we proceed as follows. Having verified (48), for each k ∈ I 0 we may use Proposition 1 to find a measurable function
since w is locally integrable, (48) holds and I 0 consists of a finite number of indices. Hence, by Proposition 2 we can find a nonnegative sequence {c k } k∈I0 such that k∈I0 c p k = 1 and
Define a function g := k∈I0 c k g k and recall that each g k is supported in [t k , t (k+1) ]. Hence,
Finally, we get the following estimate.
In steps (52), (53), (54) and (55) we used (50), (49), (6) and (51), respectively. Since the covering sequence {t k } k∈I was chosen arbitrarily, by taking supremum over all covering sequences we obtain
In what follows, we are going to prove a similar estimate for D 2 . Again, let {t k } k∈I be a covering sequence indexed by a set I = {k min , . . . , k max } ⊂ Z. Then it holds (56)
Let us prove these claims. At first, suppose that there exists k ∈ I 0 such that
By definition, the weight v is locally integrable, thus the function
This contradicts (6), hence (56) holds. Next, assume that there exists k ∈ I 0 such that a weight and a ϑ-regular kernel, the term
for all M ∈ N. This is a contradiction with (6). Hence, (57) must be true. Thanks to (56), Proposition 1 yields that for every k ∈ I 0 we can find a function h k supported in [t k , t (k+1) ] and such that
since the sum involves a finite number of terms and each of them is finite due to (56) and (57). By Proposition 2, we may find a nonnegative sequence
Define the function h := k∈I0 d k h k . Then it is easy to verify that h L p (v) = 1. Moreover, we get the following estimate.
The covering sequence {t k } k∈I was arbitrarily chosen in the beginning, hence we may take the supremum over all covering sequences, obtaining the relation
The proof of the implication "(i)⇒(ii)" and of the related estimates is then finished.
"(iii)⇒(ii)". Assume that A 1 < ∞ and A 2 < ∞. We will prove the inequality D 1 + D 2 A 1 + A 2 . Let {t k } k∈I be an arbitrary covering sequence indexed by a set I. Then it holds k∈I0 t k
Taking the supremum over all covering sequences, we obtain D 1 A 1 . Similarly, for any fixed covering sequence {t k } k∈I we get
Once again, taking the supremum over all covering sequences, we get D 2 A 2 + A 1 . Hence, we have shown that D 1 + D 2 A 1 + A 2 and the implication "(iii)⇒(ii)" is proved.
"(ii) ⇒ (iii)". Suppose that D 1 < ∞ and D 2 < ∞ and let us show that
Similarly as in the proof of "(ii) ⇒ (i)", let us first assume that ∞ 0 w = 2 K for some K ∈ Z . Let µ ∈ Z be such that µ ≤ K − 2 and define Z µ by (8) . Let {t k } K k=−∞ ⊂ (0, ∞] be the sequence of points from Theorem 11 and {k n } N n=0 ⊂ Z µ be the subsequence of indices granted by the same theorem. Then
In step (58) we used (19). We continue by estimating each of the separate terms.
For B 11 we have
In step (59) we used (19). Let us formally define k (−1) := µ − 1 and proceed with estimating B 12 .
Since r q > 1, the estimate (60) follows by convexity of the r q -th power.
Step (61) is due to Proposition 5.
Step (62) then follows by (15) , and step (63) by (18). Finally, in (64) we split the even and odd indices n, so that the intervals (t k (n−2) , t kn ) involved in each n-indexed sum do not overlap. This standard step will be also used in other estimates further on.
So far we have proved
The term B 9 is estimated as follows.
We used convexity of the r q -th power to get (65).
Step (66) follows by Proposition 5. Inequality (67) is granted by Proposition 3 equipped with (13) .
Step (68) follows by (18). We proved
The term B 10 is first handled in the following way.
Then, for B 13 we have
Inequality (69) follows from concavity of the r p ′ -th power since r p ′ < 1. Similarly, convexity of the r q -th power yields (70).
Step (71) is due to Proposition 5, step (72) follows by (14) , and in step (73) we used (18). We continue as follows. To get (74), we used Proposition 3, and in (75) we applied (19). We have proved
w(x)U q (x, t) dx Θ µ U q (t µ , t) and the right-hand side is thus already represented by the 0-th term in B 18 .
Let us note that in what follows, expressions such as sup x∈(y,∞] ϕ(x) appear even where the argument ϕ(x) is undefined for x = ∞. To fix this formal detail, suppose that, in such cases, sup x∈(y,∞] ϕ(x) is simply redefined as sup x∈(y,∞) ϕ(x). This will make expressions such as Inequality (77) holds by (19), and (78) is due to Proposition 6. In (79) we used (13) . Next, we have Step (80) is based on (13) . For each n ∈ {1, . . . , N } there exists a point z (n+1) ∈ ∆ (k (n+1) −1) such that (81) sup
We used (81) in (82), and (19) in (83). Estimate (84) follows from (18). To get (85), we used the relation z (n−1) ≤ t k (n−1) ≤ t (k (n+1) −2) which holds for all relevant indices n. The second inequality t k (n−1) ≤ t (k (n+1) −2) follows from (10) . Concerning B 22 , we obtain 
