Surging smartphone use and pervasive O2O services mean customers can post their reviews about restaurants and shops online. However, many merchants may hire some people to post positive but fraud reviews in order to attract more customers. Therefore, a model need to be built to detect spam reviews. In this paper, firstly, we build a detection model using traditional batch processing which view the detection as a binary classification problem. Next, since many reviews are coming sequentially, batch processing is not efficient and useful. We will use another incremental algorithm-Hoeffding Option Tree to update the model without processing the past data repeatedly. We find that the incremental method can drastically improve the speed and the accuracy is also satisfying.
I. INTRODUCTION
Spam reviews is a huge topic which can be categorized into several major fields-bump, advertisement, hype and etc. According to Jindal N, Liu B [1] , there are generally three types of spam reviews: 1) Untruthful opinions (fraud reviews).
2) Reviews on brands only.
3) Non-reviews. Based on the data acquired from Dianping.com (like the Yelp in the US), 331,415 reviews can be used to conduct this experiment. And the most spam reviews belong to the 1). Also, obviously, detecting the fraud reviews will be the most demanding job. Therefore, our model just focuses on the fraud reviews. The precise definition for 1) is that: those that deliberately mislead readers or opinion mining systems by giving undeserving positive reviews to some target objects in order to promote the objects (which we call hyper spam). Besides, each review will be labeled with a number that can tell us whether it belongs to fraud review.
The raw review consists of several features which include user id, shop id, review body, star, type, etc.
Firstly, we build a Static Detection Model which can classify the review in batch process. The model will extract several features from each review through which we can calculate a valued called credibility of each user and merchant. In other words, we build a credibility table based on the past records. This is called Credibility Building Process and is constructed mainly by using Logistic Regression algorithm. Then, by using Random Forest-a bootstrap sampling of decision trees [2] , we will build the final static detection model. The detail will be discussed in Section II.
Also, there exists a drawback for the static detection model which is that reviews are not coming once and for all. Imaging for Dianping.com, many new reviews will be posted every day and many new users and merchants will show up. So the static detection model has to be updated and the whole data need to be processed over and over again. Therefore, in order to avoid repeatedly evaluating past data and to make the model be updated continually, we propose one model that uses incremental algorithm-Hoeffding Option Tree.
This model also relies on the credibility building process. And during each update, all the data must be used to create a new credibility table. This process costs time but it cannot be ameliorated by using incremental algorithm. Then, how can we improve the efficiency? For example, we already train our model by using 100,000 reviews based on their credibility table. And there comes 1000 new reviews. So we calculate their user's and merchant's credibility through previously established credibility table but, instead of training the model by using the whole 101,000 reviews, we simply update the model by processing the new 1000 reviews based on previous results. The whole process will be discussed step by step through Section III.
In the Section IV and Section IV, we will show the reader the results of our experiments which include the accuracy and efficiency. At last, we will have a brief conclusion.
II. STATIC DETECTION MODEL

A. Crediblity Building Process 1) Logistic regression
First, we define several important features or values that can be calculated through the original reviews. Then, by using Logistic Regression algorithm, we can obtain a number or possibility whose value ranges from 0 to 1. That is the credibility. 
2) Important features
Next, we will present to you the important features. Since users and merchants have different features. We have to define them separately. a) User important features For users, the first feature called RD, which represents the difference between user's grade and this merchant's average grade. Then, the C value, calculated like this:
is the C value of the user .
represents all the merchants that has ever reviewed.
is the number of reviews that user has commented on merchant . and represents the standard deviation and mean of the scores of these reviews. This feature wants to measure the similarity of scores since some paid posters may grade one merchant several times with same score. Another important feature is called ETF.
Since so many merchants would like to open up markets at early times, they are more likely to recruit people to post fraud comments.
(3) (4) records the time that user posted the last review to merchant .
is the time that the merchant had the first review. is a fixed value and we define it as half year in this model. At last, we want to find those users who only write reviews to a single merchant, labeled as 1. This feature is called SR. represents the type of the review-fraud or true.
In summary, , . b) Merchant important features For merchants, we use three features-SRr, AVG and RCV. First, SRr represents, to a merchant, what percentage the single review accounts for the whole reviews. As to RCV:
The and means the standard deviation and mean of all scores of a merchant. AVG simply means the average of all the scores of a merchant. represents the type of the review-fraud or true.Again, just like the user, , . Once we have all these features calculated, we can use the review type given by Dianping.com to train the dataset and obtain related weights . And we can store all the users' and merchants' credibility value into a table. Therefore, if the new review comes, we can find its user's and merchant's credibility by searching the credibility table.
B. Random Forest Classification
Acquiring the credibility of both the customer and the merchant in each review is the first step. Then, by using Ansj [3] which is a tokenizer based on Chinese, we can obtain much information about each review such as the percent of adjectives, verbs and nouns or the length of the review. Each of these features will act as a factor in the final Random Forest algorithm. In our experiments, after training, we build the random forest which has 200 independent decision trees. Each tree is built by using 4 features randomly chosen in all the features.
III. INCREMENTAL DETECTION MODEL
Just like the static detection model, this incremental model also relies on the credibility building process. So, if the data come several times and the original credibility table is not enough for all the users and merchants, then, all the data must be used to re-create the credibility table. This process can't be done incrementally. And that makes sense because we don't need to update the table when only 100 reviews come. And we use Hoeffding Option Tree to replace the random forest to classify the reviews.
At first, we use to represent all the features:
represents the credibility of user and merchant separately. And means all the features calculated by Ansj tool which consists of the percentages of different parts of speech.
represents the total length of the review. means the difference between user's score and the average score of the merchant. So, each raw review can be transferred into this format.
The whole process can be shown in the Fig. 1 . 
A. Hoeffding Tree
Hoeffding trees were first introduced by Domingos and Hulten in the paper "Mining High-Speed Data Streams" [4] . And its advantage is obvious: that all the data will be inspected only once without storing them for further update.
Hoeffding tree can process stream data but the more data we use to train each time, the more accurate our tree will be.
Because the idea behind it is that we want to use the sample data to estimate the whole. Therefore, we define the value called and the number of reviews must exceed it before any process begin.
B. The Workflow
When data formatted in Equation (6) comes, they will be sorted in related nodes. Then, when the number of data in one node is larger than , we can update the tree. For example, new 100 reviews arrives at one node, and the is 100. So these 100 reviews are the sample data. Each feature will be used to calculate the Information Gain which can be trusted due to the Hoeffding Bound. We will discuss it later.
If the node has no children, we will compute the information gain for each attribute i and find the highest and second-highest value . Then we compute the Hoeffding bound , if the difference between is larger than , a new node will be added that split on attribute .
Otherwise, if the node has children but the number of option nodes is less than the defined maximum value-, we can choose another attribute to split on this node. Let S be existing child split with highest , X be (non-used) attribute with highest . Computing a new Hoeffding bound with a much bigger probability . If the difference between X and S is larger than , then an addition node will be added that split on X.
In this way, we find the tree has been updated just using the 100 reviews and some statistics about calculating the Information Gain will be updated too. The whole process is shown in Fig 2. 
1) The obstacles for decision trees
We know that split criteria is essential to traditional decision tree. It chooses the feature we split on one node. For example, the information gain is one of the methods which is popularized by Quinlan [5] . For a dataset D, the expected information needed to classify or entropy is given by (7) Ref. [6] Where is the nonzero probability that an arbitrary tuple in D belongs to class . It represents the average amount of information needed to identify the class label of a tuple in D As you can see, since we don't have all the data every time, so this method can't be used directly. In each update, we simply have the sample data. So how can we estimate the population by using each sample? This is solved by Hoeffding Bound 2) Hoeffding bound The Hoeffding bound states that with probability , the true mean of a random variable of range R will not differ from the estimated mean after n independent observations by more than:
The
represents the difference in information gain between splitting on the best and second best attributes. For example, if the difference in gain between the best two attributes is estimated to be 0.3, and is computed to be 0.1, then the bound guarantees that the maximum possible change in difference will be 0.1 [7] .
3) Hoeffding option tree As to the Hoeffding Option tree, it is an ensemble method of Hoeffding trees. Option trees were introduced by [8] Buntine (1992a) as a generalization of decision trees. Then, [9] Ron Kohavi and Clayton Kunz proposed a new option decision trees with majority votes.
Simply speaking, instead of using just a single node, this method creates a set of option nodes so there will be several results to one example. And we choose the ultimate result by combining the predictions of all the option nodes.
Apart from the Hoeffding bound , it will construct a new confidence that can be used to calculate a new Hoeffding bound. And this new bound is responsible for building extra option nodes. This needs to be looser than the original so additional attribute choices can be made.
IV. EXPERIMENTS
A. Model Performance
The tests have been conducted on both models. The total number of reviews used are 331,415. For static detection model, we use 70% of the data to train the model, and exploit the rest 30% to test the model. The result is shown in Table I .
As to the Incremental Detection Model, we also use the 70% of the data to train. The rest 30% of the data is using to test the model. And, since this model includes two phasesbuilding credibility table and building Hoeffding Option tree, we decide to make the reviews needed to build credibility table be fixed at 40% percent and the rest 30% will be processed sequentially. This means we will change the
C. Why It Works?
number of reviews processed for each update in each experiment which represents the value of . These reviews will not be inspected again. The result is presented in Table II . Besides, the "TIME" column only records the time required to complete the Random Forest or Hoefding Option Tree since the rest steps are the same.
B. Result Analysis
First, Incremental Detection Model is obviously more efficient. We can't compare them directly since random forest consists of 200 decision trees in our model. But, it still takes nearly 14.24 seconds to build each decision tree so the Hoeffding option tree is still faster.
Second, we can infer from their performances that incremental detection model predicts more accurate than the static detection model. It may seem strange that Incremental Detection Model can trump Static Detection Model in both accuracy and efficiency. But according to the study of Ron Kohavi [9] , the Option Decision trees can outperform the bagging method of traditional decision trees in some circumstances.
V. CONCLUSION
This paper introduces a new way of detecting fraud reviews which includes several significant features of users and merchants. And we build the credibility table for both of them. Then, we adopted the Hoeffding Option trees to act as the classifier. With this model, we can detect the fraud reviews sequentially. And we demonstrated that it has satisfying accuracy and remarkable efficiency. We are confident that this model can put into practical use.
