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The integer quantum Hall states at fillings ν = 0 and |ν| = 1 in monolayer graphene have drawn
much attention as they are generated by electron-electron interactions. Here we explore aspects of
the ν = 0 and |ν| = 1 quantum Hall states relevant for experimental samples. In particular, we
study the effects of finite extent and finite temperature on the ν = 0 state and finite temperature
for the ν = 1 state. For the ν = 0 state we consider the situation in which the bulk is a canted
antiferromagnet and use parameters consistent with measurements of the bulk gap to study the edge
states in tilted magnetic fields in order to compare with experiment [A. F. Young et al., Nature 505,
528 (2014)]. When spatial modulation of the order parameters is taken into account, we find that for
graphene placed on boron nitride, the gap at the edge closes for magnetic fields comparable to those
in experiment, giving rise to edge conduction with G ∼ 2e2/h while the bulk gap remains almost
unchanged. We also study the transition into the ordered state at finite temperature and field. We
determine the scaling of critical temperatures as a function of magnetic field, B, and distance to
the zero field critical point and find sublinear scaling with magnetic field for weak and intermediate
strength interactions, and
√
B scaling at the coupling associated with the zero field quantum critical
point. We also predict that critical temperatures for ν = 0 states should be an order of magnitude
higher than those for |ν| = 1 states, consistent with the fact that the low temperature gap for ν = 0
is roughly an order of magnitude larger than that for |ν| = 1.
PACS numbers:
I. INTRODUCTION
The quantum Hall states in monolayer graphene re-
flect the Dirac nature of the low energy quasiparticles,
exhibiting Hall plateaux for ν = ±(4n+2) at weak mag-
netic fields [1, 2]. In a non-interacting picture the po-
sitions of these plateaux can be understood as arising
from fourfold valley and spin degeneracy of two dimen-
sional Dirac fermions [3]. At stronger magnetic fields,
additional plateaux arise at ν = 0,±1 and ±4 [4]. The
ν = 0 quantum Hall state in particular has attracted
much recent experimental [4–13] and theoretical [14–24]
attention as it is an example of an integer quantum Hall
state that is generated by electron-electron interactions.
In a strong magnetic field, electron-electron interac-
tions are enhanced as kinetic energy is quenched by the
formation of Landau levels (LLs) which can catalyze the
formation of ordered phases even for infinitesimally small
interactions [20, 25–27]. The zeroth LL (ZLL) is distinct
from other LLs in monolayer graphene as it is simul-
taneously valley and sublattice polarized. There have
been numerous suggestions for broken symmetry phases
that can cause splitting of the ZLL and give rise to a
ν = 0 quantum Hall effect [14, 18, 19, 21–23, 28–33]. In
Ref. [14], two of us argued that chiral symmetry break-
ing orders that break only the sublattice symmetry are
likely to be favoured when one considers the effect of or-
dering on all filled LLs, not just the ZLL. Subsequently,
the importance of considering multiple filled LLs was also
emphasised in Refs. [34, 35]. Such symmetry breaking or-
ders can occur for electrons on a honeycomb lattice for
sufficiently strong short-range interactions [16, 17], how-
ever, in graphene the strength of these interactions are
not sufficient to induce order in the absence of a magnetic
field [36]. By solving mean field gap equations that in-
clude the mixing of the filled LLs (also known as LL mix-
ing) when chiral symmetry breaking orders are present,
we obtained an excellent fit of the excitation gap as a
function of perpendicular magnetic field [14] obtained by
several different experimental groups [6–8].
There are a number of terms in the Hamiltonian that
give rise to orders that compete to give the ground state
in the ν = 0 state. Antiferromagnetism can arise from
short range Hubbard interactions [16, 17], and competes
with ferromagnetic ordering arising from the Zeeman
coupling of the magnetic field to spin. The antiferromag-
netic order is controlled by the magnetic field perpendic-
ular to the graphene sheet, while the Zeeman coupling
scales with the total magnetic field. Hence, it is to be
expected that increasing the total field at fixed perpen-
dicular magnetic field should lead to a transition from an
antiferromagnetic to a ferromagnetic state [23].
The competition between different states can be af-
fected by the finite extent and temperature of the sam-
ple. In the case of either an antiferromagnet or a fer-
romagnet, both phases are gapped in the bulk, but can
be distinguished by their edge states – a purely ferro-
magnetic state in the ZLL of graphene has gapless edge
modes giving Hall conductivity σxy = 2e
2/h [37, 38],
whereas an easy-plane antiferromagnet has gapped edge
states. There have been several transport experiments
on graphene in a tilted field [8, 39], which have demon-
2strated that the edge conductance in the ν = 0 state
changes from G = 0 to G ≃ 2e2/h with increasing paral-
lel magnetic field [39], and this has been interpreted as a
transition from an antiferromagnetic state to a ferromag-
netic state. These considerations have spurred theoreti-
cal investigations of edge states for the ν = 0 quantum
Hall state [23, 32, 40–48]. We now present a summary of
our main findings.
A. Summary of Results
The presence of an edge will generically affect the spa-
tial profile of the order parameter near the edge. Studies
of ν = 0 quantum Hall edges have either calculated edge
states using bulk order parameters [23, 40] or allowed for
the spatial variation of order parameters in the vicinity
of the edge [32, 41–46]. The relationship between order-
ing in the bulk and ordering in the vicinity of the edge
has not yet been quantitatively compared with experi-
ment. In this paper we extend the approach used to ob-
tain quantitative agreement with bulk measurements in
Ref. [14] and apply it to consider measurements of edge
transport reported by Young et al. [39]. In particular, we
use the magnetic field dependence for the bulk gaps ob-
tained in Ref. [14] as input for calculations of edge states.
We first calculate edge states ignoring spatial variation
of the order parameter, and determine the behaviour of
the states and gaps as a function of tilted field (shown in
Fig. 4). These results are in qualitative but not quanti-
tative agreement with experiment, motivating us to con-
sider the effect of spatial variations of the order parame-
ters in the presence of an edge. We include these spatial
variations phenomenologically, using a profile for the or-
der parameters based on the results of Ref. [44], and find
that for a graphene flake on a substrate placed in a per-
pendicular field B⊥ = 0.7 T, the gap at the edge closes
for a parallel field of B‖ ∼ 40 T, in reasonable agreement
with experiment [39]. Therefore, chiral symmetry break-
ing orderings within the framework of magnetic catalysis
provide a good description of both the bulk and the edge
of the ν = 0 quantum Hall state.
We also consider thermal corrections to the gap equa-
tions solved in Ref. [14]. This allows us to obtain es-
timates for the critical temperature for the ν = 0 and
|ν| = 1 quantum Hall states. Our estimates are com-
parable with experimental observations, with the transi-
tion in the ν = 0 state taking place at about ten times
higher temperature scales than for the |ν| = 1 states. We
obtain the scaling of the critical temperature with mag-
netic field and distance to the zero field critical point
(shown in Figs. 9 and 11), and find that the exponent of
the magnetic field dependence appears to have a simple
relation to the distance to the zero field critical point.
Overall, the scaling of the transition temperature (Tc)
with the magnetic field follows closely that of the corre-
sponding chiral symmetry breaking mass at zero temper-
ature [49, 50]. In particular, Tc respectively scales lin-
early and sublinearly for weak and intermediate subcrit-
ical interaction strengths, while for the zero field critical
interaction strength Tc ∼
√
B.
B. Organization
This paper is structured as follows. In Sec. II we review
the solution of edge states obtained using bulk values of
the order parameters and show numerical results based
on values appropriate to fit the results of experiments
on the bulk. In Sec. III we calculate edge states allow-
ing for spatial variation of the order parameters and in
Sec. IV we consider the effects of thermal fluctuations on
the bulk gaps. Finally, in Sec. V we discuss our results
and conclude.
II. EDGE STATES
In this section we briefly review the low energy theory
of graphene in a strong magnetic field and the calcula-
tion of edge states in the presence of in-plane antiferro-
magnetic and easy-axis ferromagnetic order parameters.
These orders can arise due to the presence of short range
interactions between electrons [16, 17]. We consider the
order parameters to be spatially uniform (a condition
that will be relaxed in Sec. III) and study their evolution
under a tilted magnetic field using experimentally rele-
vant parameter values. If the spatial variation of the or-
der parameters is sufficiently weak that their value close
to the edge is similar to their bulk value, then this should
be a good approximation. We present these results as a
point of reference for more careful comparison with ex-
periment.
A. Model
The low energy theory of monolayer graphene can be
constructed from fermions residing in the valleys centred
on the two inequivalent Dirac points ±K at the cor-
ners of the Brillouin zone. The states may be written
using an eight component spinor Ψ = [Ψ↑,Ψ↓]T , where
ΨTσ = [uσ(+K+q), vσ(+K+q), uσ(−K+q), vσ(−K+q)],
with |q| ≪ |K| and uσ and vσ are fermionic annihilation
operators on the two sublattices of the honeycomb lattice
and σ = ↑ or ↓ labels electron spin.
In this basis the Hamiltonian has the structure spin⊗
valley ⊗ sublattice and allowing for both antiferromag-
netic and ferromagnetic ordering the Hamiltonian takes
the form [19]
H = I2 ⊗H0 − (N · σ)⊗ γ0 + (λ+m3) σ3 ⊗ I4,
where H0 = iγ0γj (−i∂j −Aj) (using the Einstein sum-
mation convention), and the gamma matrices take the
3Armchair
Zigzag
x
y
FIG. 1: Boundary conditions for a finite graphene sheet, with
zigzag and armchair edges illustrated.
form γ0 = I2 ⊗ σ3, γ1 = σ3 ⊗ σ2, γ2 = −I2 ⊗ σ1,
γ3 = σ1⊗σ2, and γ5 = σ2⊗σ2, where the σi are the usual
Pauli matrices. We use units with e, ~ and vF set to unity
unless otherwise specified. The parameter λ = gµBB is
the Zeeman coupling and N and m are the Ne´el and fer-
romagnetic order parameters respectively. These order
parameters arise from representing the short range part
of electron-electron interactions with a repulsive on-site
Hubbard term
HU =
U
2
∑
i
ni↑ni↓ , (1)
and decomposing it with a mean-field approximation [14,
19]. We focus on these two orders as they appear to
be the most relevant for the ν = 0 quantum Hall state
[14, 23]. Similarly to Ref. [19] we exchange the valley and
spin indices so that the Hamiltonian is block diagonal in
the valley index:
H = H+ ⊕H−, (2)
where H± refers to the ±K valley and H+ and H− are
related to the Hamiltonian
H = H0 + iγ0γ3N1 + iγ0γ5N2 + iγ3γ5(λ +m), (3)
via unitary transformations. We define N1 and N2 as
the x and y components of the antiferromagnetic or-
der parameter and m as the magnitude of the ferro-
magnetic order parameter. Specifically, H+ = U
†
1HU1
where U1 = I2 ⊕ iσ2 and H− = U †2HU2 where U2 =
iσ2 ⊕ I2. The eight component spinor is transformed to
Ψ = [Ψ+,Ψ−]T , where Ψ± = [u↑(±K + q), v↑(±K +
q), u↓(±K+ q), v↓(±K+ q)]T .
We follow a similar approach to calculating the edge
states to Pyatkovskiy and Miransky [40]. We consider a
half-plane in which boundary conditions are imposed on
one edge and the condition of normalizability is also ap-
plied. We focus on armchair edges which are illustrated
along with zigzag edges in Fig. 1, and details of our cal-
culations are provided in Appendix A.
The spectrum can be written as
Eσ = ±
√
N 2⊥ +
[
(λ˜+ m˜) + σ
√−Ω− 1
]2
, (4)
where N 2⊥ = (N21 + N22 )/B, λ˜ = λ/
√
B, m˜ = m/
√
B,
σ = ±1, and Ω can be found by solving an eigen-
value equation for parabolic cylinder functions that de-
scribe the edge states for the appropriate boundary con-
dition. The details of these solutions are discussed in
Appendix A, and in the limit of an infinite sheet Eq. (4)
reduces to
Eσ = ±
√
N 2⊥ +
[
(λ˜+ m˜) + σ
√
2n
]2
, (5)
in agreement with the expected bulk expression [14]. The
edge states for zigzag boundary conditions are similar,
but have some differences from those for armchair bound-
ary conditions. Specifically, for zigzag boundary condi-
tions there are zero energy dispersionless states, which
are not present for armchair boundary conditions. We
now present numerical results for the edge states.
B. Numerical Results
As noted above, several other authors [23, 40, 48] have
previously obtained the eigenvalue spectrum in the pres-
ence of edges assuming a uniform order parameter. In the
work here we test whether this can be done in a quantita-
tive manner or not by utilizing the work of Roy et al. [14],
in which it was found that by solving two mean field gap
equations with two adjustable parameters, quantitative
agreement could be obtained between measurements of
the gap as a function of perpendicular magnetic field for
both suspended graphene and graphene on a substrate.
In particular, we use order parameters obtained by solv-
ing the gap equation for the bulk as in Ref. [14] as input
to the eigenvalue equation Eq. (4). We then study the
effect of a tilted magnetic field on the spectrum, focus-
ing particularly on the gap at the edge, mirroring the
situation in experiments described in Ref. [39].
In Appendix B we briefly review the formalism for self-
consistent gap equations in the bulk. The total gap for
the ν = 0 Hall state in the presence of canted antiferro-
magnetic (CAF) order is ∆0 =
√
N2⊥ + (λ+m)2, where
N2⊥ = N
2
1 + N
2
2 . The gap equations are solved numer-
ically to find N⊥, m and ∆0 as a function of magnetic
field as the parameters δa and δf are varied. Physically,
δa is the distance between the critical coupling for AFM
order and the actual value of the coupling and δf is the
dimensionless coupling for FM order. A positive value of
4δa corresponds to a subcritical coupling. We note that
there was an error in the reported value of δf obtained
in fits to experimental data in Ref. [14] which does not
affect other conclusions in that work [51] as the ferro-
magnetic order has minimal impact of the overall quality
of the fit in a perpendicular magnetic field.
1. Edge states in a parallel magnetic field
The size of the bulk gap obtained from the self-
consistent approach depends on the nature of the sub-
strate, with smaller δa values (and a larger gap) for sus-
pended graphene than for graphene placed on a substrate
where screening increases δa [14] and decreases the gap.
Experimentally the transition from antiferromagnetism
to ferromagnetism is realized by applying a magnetic field
parallel to the graphene sheet.
In Fig. 2 we show the total gap (∆), ferromagnetic or-
der parameter (m) and antiferromagnetic order param-
eter (N⊥) as a function of parallel magnetic field for
a perpendicular magnetic field of B⊥ = 0.14 T for δa
and δf values corresponding to a) suspended graphene
[11] and b) graphene on a substrate [8]. We see that
graphene on a substrate is susceptible to ferromagnetism
at much smaller values of B‖ than suspended graphene
at the same value of B⊥. In the experiments in Ref. 8,
the graphene was placed on boron nitride (BN), so for
Figs. 3 onward we only show results with δa = 0.225,
δf = 1.0, which are representative parameter values for
graphene on a BN substrate [14].
As detailed in Appendix A, we use the Landau gauge
A = (0, Bx) for armchair boundary conditions and take
Ψ(x, y) = eikyΨ(x). In Fig. 3 we show the spectrum of
edge states for armchair boundary conditions when B⊥ =
0.14 T and for parallel fields ranging from B‖ = 0 to 30 T.
The energy of the edge states is plotted as a function of
klB, where lB =
√
~/eB is the magnetic length and in the
infinite system size limit, klB corresponds to the centre
of the Gaussian part of Ψ(x). One can see that for a
parallel field of 30 T, the gap at the edge is substantially
reduced relative to the bulk.
The evolution of the edge gap, ∆edge, (and its relation
to the bulk gap, ∆bulk) in the ν = 0 state for graphene
on a substrate for several different values of B⊥ is shown
in Fig. 4, and demonstrates that the required field scale
for B‖ to quench antiferromagnetism is much larger than
30 T for B⊥ & 0.3 T.
The behaviour captured in Figs. 2 to 4 is in good qual-
itative agreement with the experimental results obtained
by Young et al. [39], but not in good quantitative agree-
ment. In Ref. 39, a field scale of B‖ ∼ 35 T was re-
quired to obtain saturation of the conductance at around
G ≃ 1.8e2/h for a sample with B⊥ = 1.4 T on a BN
substrate. This is suggestive of a transition to ferromag-
netism at this field scale. Assuming the bulk values of
the order parameters all the way out to the edge leads
us to require a perpendicular field scale about 10 times
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FIG. 2: Order parameters in a tilted field for B⊥ = 0.14 T for
(a) suspended sample (δa = 0.035); (b) sample on a substrate
(δa = 0.225). In both cases the order parameters are assumed
to be spatially uniform in the graphene sheet and δf = 1.0.
smaller than experiment to see the same closing of the
gap at the edge. This suggests that the size of the gap at
the edge is being overestimated, and that assuming spa-
tially uniform order parameters is an oversimplification.
III. EDGE STATES FOR SPATIALLY VARYING
ORDER PARAMETERS
Having seen in Sec. II B 1 that assuming that the order
parameters are uniform in the bulk gives a qualitatively
but not quantitatively correct description of edge states
in a parallel magnetic field, we generalize our discussion
to allow the spatial dependence of order parameters in
the presence of an edge. We do this by allowing N and
m to be functions of k, i.e. Nk and mk, in addition
to Ω which is already a function of k. In general, find-
ing a self-consistent solution for Nk and mk by using a
similar approach to the one we used for the bulk is a
very challenging problem. We expect that the general
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FIG. 3: Energy of edge states as a function of klB for B⊥ =
0.14 T at several different values of parallel magnetic field for
an armchair boundary condition and parameters suitable for
graphene on a substrate (i.e. the same as Fig. 2 (b)). The
order parameters are assumed to be spatially uniform in the
graphene sheet.
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FIG. 4: Comparison of the edge gap (∆edge) and bulk gap
(∆bulk) as a function of parallel magnetic field for B⊥ = 0.14
T, 0.3 T and 0.5 T, for an armchair edge and parameters
appropriate for a substrate (i.e. the same as Fig. 2 (b)).
behaviour of both N and m is that they will decay from
their bulk value in the vicinity of the edge. One could
envisage generalizing the gap equation approach we use
for the bulk by allowing spatial variation of order param-
eters. This leads to a situation where at each value of k,
one needs to self-consistently solve for both the order pa-
rameters and Ωk, which involves performing sums over
many filled states (which are more complicated in their
energy dispersion than Landau levels), and also carefully
devising an appropriate regularization procedure. Given
that a spatially uniform order parameter profile already
produced a qualitatively correct picture that is compati-
ble with experiment, as a first step towards quantitative
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FIG. 5: Phenomenological profiles of the antiferromagnetic
(AFM) and ferromagnetic (FM) order parameters for δa =
0.225, δf = 1 and B⊥ = 0.14 T for an armchair edge for three
different sigmoidal edge profiles. Profile A decays between
klB = 2 and 3. Profile B decays between klB = 1 and 3 and
Profile C decays between klB = 0 and 3.
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FIG. 6: Spectrum in the presence of spatially varying order
parameters for armchair boundary conditions with B⊥ = 1.4
T for the profiles A, B, and C introduced in Fig. 5.
agreement, we only account for spatial variations of the
order parameters phenomenologically. We make a “local
density approximation”, in which we write the energy
eigenvalues for a given k as
Ens(k) = ±
√
N⊥2k +
[
(λ˜+ m˜k) + σ
√
−Ωns(k)− 1
]2
.
(6)
Rather than explicitly solving for N⊥k and mk, we as-
sume that they have a spatial profile of the form deter-
mined by Lado and Ferna´ndez-Rossier [44] for an arm-
chair edge, with the bulk value set by solving the mean
field gap equations. We allow for three different spatial
profiles for the order parameters, A, B and C, shown
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FIG. 7: Gaps at the edge as a function of parallel field for a
variety of perpendicular magnetic fields for armchair bound-
ary conditions; (a) Profile B, and (b) Profile C (as defined in
Fig. 5).
in Fig. 5, with A having the slowest drop-off of the or-
der parameters near the edge through to C having the
fastest drop-off of the order parameters near the edge.
We do not consider zigzag edges, since the order param-
eters near the edge are predicted to diverge by Lado and
Ferna´ndez-Rossier [44], making a phenomenological spa-
tial profile more difficult to realize.
We solve the self-consistent gap equation at each value
of k using the given order parameter and hence find Ω as
a function of k, which allows us to determine the energies
of the edge states using Eq. (6). The edge state energies
for each of profiles A, B, and C introduced in Fig. 5 are
illustrated in Fig. 6.
We compare the field scales for which we find a transi-
tion to ferromagnetism in Fig. 7 for profiles B and C. We
find that for profile C for an armchair edge, the field scale
for the gap to close is on the order of B‖ ∼ 40 T when
B⊥ = 0.7 T, which is much closer to the experimental
field scale of B‖ ∼ 35 T for B⊥ = 1.4 T than the uni-
form order parameter case, for which the gap closes for
B‖ > 30 T for B⊥ = 0.14 T. Comparison between Fig. 7
(a) and (b), corresponding to order parameter spatial
profiles B and C illustrates that the field scales at which
the gap closes are very sensitive to the spatial variation
of the order parameters near the edge. This suggests that
using the theory developed in Roy et al. [14] to determine
the bulk order parameters and then allowing spatial vari-
ation phenomenologically is consistent with experimental
results.
The agreement between the results for armchair edges
and experiment is much better than the uniform case,
but there are a number of factors that can be expected
to be relevant at the edge that we have not included here.
These include long-range Coulomb interactions, disorder,
spin fluctuations and Landau level broadening [13]. Nev-
ertheless, the development of chiral symmetry breaking
orders within the framework of magnetic catalysis ap-
pears to provide a consistent explanation for the exper-
imental observations in both the bulk [14] and the edge
of the system for the ν = 0 quantum Hall state.
IV. THERMAL CORRECTIONS
In addition to measurements of the conductance in a
magnetic field at fixed temperature, in the supplementary
materials of Ref. [39] measurements of conductance as
a function of temperature were also presented. In this
section we generalize the theory for self-consistent gap
equations to finite temperature and then solve for the
transition temperature Tc as a function of B and δ for
both ν = 0 and |ν| = 1 states.
A. Magnetic Catalysis at finite temperature
The zero temperature theory for the gap equations
in the magnetic catalysis scenario is reviewed in Ap-
pendix B. The problem of magnetic catalysis at finite
temperature has not been treated for graphene to our
knowledge, but magnetic catalysis in quantum electro-
dynamics (QED) has been considered in the context of
high energy physics [52, 53]. Finite temperature leads to
additional terms in the free energy to account for entropy
that lead to extra terms in the gap equations.
1. Gap equations for ν = 0
To formulate the theory of magnetic catalysis at finite
temperature, we note that we can write the dimensionless
free energy (f) in the presence of antiferromagnetism and
ferromagnetism as
7f =
N2
4λa
+
M2
4λf
− b
[
E0 +
∑
σ=±
∞∑
n=1
En,σ
]
− 2bt
[
ln
(
1 + e−
E0
t
)
+
∑
σ=±
∞∑
n=1
ln
(
1 + e−
En,σ
t
)]
,
= f0 − 2bt
[
ln
(
1 + e−
E0
t
)
+
∑
σ=±
∞∑
n=1
ln
(
1 + e−
En,σ
t
)]
, (7)
where f = F/hvFΛ
3, N = N⊥/(~vFΛ), M = m/(~vFΛ), λa = gaΛ/(2pi~vF ), λf = gfΛ/(2pi~vF ), t = kBT/(~vFΛ)
and b = hΛ2/(2B), with E0 =
√
N2 +M2 and En,σ =
√
N2 +
[√
2nb+ σM
]2
, and f0 is the zero temperature
dimensionless free energy. Minimizing the free energy gives the gap equations, which may be written in the form
δa −Nyfa1 (x, y) +
N√
pi
[fa2 (x, y)− yfa3 (x)] + 2Nyψa(x, y,N, t) = 0, (8)
m
N
δf −Nyfm(x, y) + 2Nyψm(x, y,N, t) = 0, (9)
where y = B/N2⊥ and x = (λ+m)/N⊥ and δa, δf , f
a
1 (x, y), f
a
2 (x, y), f
a
3 (x) and f
m(x, y) are defined in Appendix B.
The new functions that enter into the gap equations when thermal effects are included are
ψa(x, y,N, t) =
1√
1 + x2
1
1 + exp
[
N
t
√
1 + x2
] + ∑
σ=±
∞∑
n=1
1√
1 + (
√
2ny + σx)2
1
1 + exp
[
N
t
√
1 + (
√
2ny + σx)2
] ,
(10)
and
ψm(x, y,N, t) =
x√
1 + x2
1
1 + exp
[
N
t
√
1 + x2
] + ∑
σ=±
∞∑
n=1
σ(
√
2ny + σx)√
1 + (
√
2ny + σx)2
1
1 + exp
[
N
t
√
1 + (
√
2ny + σx)2
] .
(11)
The thermal corrections to the gap equations for the in-plane antiferromagnet and the easy-axis ferromagnet are
accounted for in the functions ψa and ψm, respectively.
2. Gap equation for |ν| = 1
Roy et al. [14] have argued that the quantum Hall states at |ν| = 1 can be mainly understood as arising due to
charge density wave order (another example of chiral symmetry breaking order on the honeycomb lattice [17]). Hence
we can start with the dimensionless free energy (f) for |ν| = 1 states, including thermal contributions
f =
C2
4λc
− b
[
E0
2
+ 2
∞∑
n=1
En
]
− 2bt
[
1
2
ln
(
1 + e−
E0
t
)
+ 2
∞∑
n=1
ln
(
1 + e−
En
t
)]
, (12)
where λc is a coupling constant proportional to the nearest neighbour repulsive interaction (V1), and obtain a gap
equation as before
√
piδc + C
∫ ∞
0
ds
s
3
2
[
1− sye
−s
tanh(sy)
+
sye−s
2
]
+
√
piψc(b, C, t) = 0, (13)
where y = b/C2 and
ψc(b, C, t) =
b
C
1
1 + e
C
t
+ 4b
∞∑
n=1
1
En
1
1 + e
En
t
, (14)
with δc =
1
4λc
− 1√
pi
∫∞
Λ−1
ds/s
3
2 , and En =
√
C2 + 2nb. Thermal corrections due to charge density wave order are
introduced by the function ψc. Here δc measures the distance from the zero field critical interaction strength (δc = 0)
for charge density wave ordering.
B. Numerical Results
We solve the gap equations found in Secs. IVA1 and
IVA2 numerically and present our results below for ν =
0 and |ν| = 1.
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FIG. 8: Gap for ν = 0 as a function of scaled temperature t
for several different field strengths, and several different an-
tiferromagnetic couplings δa. The ferromagnetic coupling is
set to δf = 1.
1. ν = 0
We solve Eqs. (8) and (9) to find the gap as a function
of temperature for given B⊥, δa with fixed δf = 1. We
consider the situation in which the field is purely perpen-
dicular to the graphene, so that N⊥ ≫ m. We show the
gap as a function of temperature for a variety of differ-
ent coupling strengths and field strengths in Fig. 8. Due
to the Zeeman coupling the gap ∆ never goes quite to
zero, even when the antiferromagnetic order parameter
N⊥ vanishes (we use this to determine Tc), but on the
scale of Fig. 8 N⊥ and ∆ are indistinguishable.
The highest Tc value shown in Fig. 8 of t ≃ 0.01 in
scaled units corresponds to a physical temperature of
about 120 K. We extracted the critical temperature Tc
as a function of magnetic field B at fixed δa and as a
function of δa at fixed magnetic field B, as illustrated in
Fig. 9. We found that we could fit the critical tempera-
ture to the following forms. For fixed δa
Tc ≃ Bκ, (15)
with
κ ≃ 1
2
+ (δa)
α
, (16)
with α ∼ 0.6, and for fixed field B and δa . 0.15
Tc ≃ AB exp
[
−
(
δa
δB
)β]
, (17)
where AB and δB are field dependent constants and β ≃
0.8 for all fields. Recall that suspended graphene has
δa ≃ 0.035 and graphene on a substrate has δa ≃ 0.2.
2. |ν| = 1
We obtain the temperature dependence of the CDW
gap for |ν| = 1 by solving the gap equation Eq. (13), and
0 5 10 15 20
B (Tesla)
0
0.002
0.004
0.006
0.008
0.01
T c
δ
a
 = 0.00
δ
a
 = 0.01
δ
a
 = 0.02
δ
a
 = 0.05
δ
a
 = 0.10
δ
a
 = 0.225
(a)
0 0.1 0.2 0.3 0.4
δ
a
0
0.002
0.004
0.006
0.008
0.01
T c
B = 20 T
B = 15 T
B = 10 T
B =   5 T
(b)
FIG. 9: (a) critical temperature Tc for ν = 0 as a function of
magnetic field B for six different values of δa. The curves are
power law fits to Tc as a function of B using Eqs. (15) and (16).
(b) critical temperature Tc for ν = 0 as a function of δa for
four different values of magnetic field B. The ferromagnetic
coupling is set to δf = 1.
display the order parameter, C, as a function of the di-
mensionless temperature t for various B and δc in Fig. 10.
We extracted the critical temperature Tc as a func-
tion of magnetic field B at fixed δc and as a function of
coupling δc at fixed magnetic field B, as illustrated in
Fig. 11. We found that we could fit the critical temper-
ature to similar forms that we used for ν = 0. For fixed
δc, Tc follows Eqs. (15) and (16) with δa replaced by δc
and α ∼ 0.6, and for fixed field and δc . 0.15,
Tc ≃ AB exp
[
−
(
δc
δB
)β]
, (18)
where AB and δB are field dependent constants and β ≃
0.75 for all fields.
The temperature scale for |ν| = 1 transitions appears
to be about an order of magnitude smaller than for ν = 0.
This is consistent with the expectation that the zero tem-
perature gap for |ν| = 1 is about an order of magni-
tude smaller than the zero temperature gap for ν = 0.
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FIG. 10: Gap for |ν| = 1 as a function of scaled temperature
t for several different field strengths, and several different δc.
For both states the scaling of the transition temperature
Tc with magnetic field follows closely that of the asso-
ciated chiral symmetry breaking mass at zero tempera-
ture [49, 50]. In particular, Tc scales linearly and sublin-
early for weak and subcritical interaction strengths and
for critical interactions Tc ∼
√
B.
C. Nature of the transition
We expect that for a single chiral symmetry breaking
order parameter, the finite temperature phase transition
should be second order. For |ν| = 1, the transition ap-
pears to be second order, with a very steep decline of the
charge density wave order parameter near Tc, consistent
with earlier theoretical work for the Gross-Neveu model
[52]. On the other hand, for ν = 0, when there is both in-
plane antiferromagnetism and easy-axis ferromagnetism,
as shown in Fig. 8, for δa near zero, the transition appears
as though it may be first order while far from critical in-
teractions it appears as though it may be second order.
We have tried to minimize the effects of truncation errors
in numerical evaluation of the integrals and sums in the
gap equations for ν = 0 (for instance we include 2000
Landau levels in our evaluations of ψa and ψm). Within
our numerical accuracy the transition appears to be sec-
ond order, but we do not consider our results absolutely
conclusive. If the transition is first order, then this is
likely a consequence of the coupling to the non-zero fer-
romagnetic order [54], and only weakly first order. If the
ferromagnetism is turned off, then the transition appears
consistent with being second order.
We compared the zero temperature gap, ∆, to Tc (both
in dimensionless units) for the different field and coupling
strengths considered above. For ν = 0 we find that the
relationship between ∆ and kBTc is linear, and ranges
from ∆/kBTc = 1.25 at δa = 0 to ∆/kBTc = 1.9 for
δa = 0.225, as illustrated in Fig. 12 (a). For |ν| = 1 on the
other hand, we find the universal scaling that ∆/kBTc ≈
3.75 for any δc as illustrated in Fig. 12 (b).
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FIG. 11: (a) critical temperature Tc for |ν| = 1 as a function
of magnetic field B for six different values of δc. The curves
are power law fits to Tc as a function of B. (b) critical tem-
perature Tc for |ν| = 1 as a function of δc for four different
values of magnetic field B.
V. DISCUSSION AND CONCLUSIONS
In Ref. [14] it was shown that the gaps in the bulk for
the ν = 0 and |ν| = 1 quantum Hall states in monolayer
graphene can be explained with a picture based on chiral
symmetry breaking. While the ν = 0 state is compatible
with a canted antiferromagnet, the |ν| = 1 states are
likely to be due to charge density wave ordering. Both in-
plane antiferromagnet and charge density wave orderings
are examples of chiral symmetry breaking orders on the
honeycomb lattice. In this work we explored the effects
of finite sample size and finite temperature within the
same scenario. We focused on edge states at ν = 0 and
the field and interaction strength dependence of Tc for
both ν = 0 and |ν| = 1.
Experiments [39] have suggested that in the ν = 0
state there is a transition from antiferromagnetism to fer-
romagnetism if a strong enough parallel field is applied
at fixed perpendicular field based on obervations of the
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FIG. 12: Zero temperature gap, ∆, against critical tempera-
ture Tc for various coupling strengths for (a) ν = 0 with only
anitferromagnet ordering (ferromagnetism turned off) and (b)
|ν| = 1 with charge-density-wave ordering. For ν = 1 we find
∆/Tc ≈ 4.35 for a wide range of interaction strength (δc).
increase in conductance with tilted field. This can be
understood as the increasing strength of ferromagnetism
decreasing the gap at the edge, and consequently allow-
ing edge transport. Using the theory for the bulk or-
der parameters discussed in Ref. [14] we show that tilted
fields have much more effect for graphene samples on a
substrate than for suspended graphene. We study the
edge states assuming that the order parameter at the
edge is the same as in the bulk and find qualitative but
not quantitative agreement with experiment in that the
gap decreases with increasing tilted field, but at a much
smaller perpendicular field. However, when we allow spa-
tial variation of the order parameters near the edge with
a phenomenological profile based on work in Ref. [44], the
tilted field scale at which the edge gap closes is B‖ ∼ 40
T for B⊥ = 0.7 T, as illustrated in Fig. 7, which is in
a similar range to experiment, emphasizing the impor-
tance of spatial variation of the order parameter near
edges [32, 41–46].
The effect of increasing temperature on both the ν = 0
and |ν| = 1 states is to give rise to a transition to a
disordered state at a non-zero critical temperature Tc
as illustrated in Figs. 8 and 10. We calculated Tc as a
function of magnetic field, B, and distance to the critical
point, δ, in Figs. 9 and 11. We found that the functional
form of the dependence of Tc on magnetic field is the
same for both ν = 0 and |ν| = 1 and observe similar
behaviour between the two states for the dependence of
Tc on the distance to the critical point. The magnetic
field dependence of Tc can be tested experimentally and
potentially used as a way to extract δa or δc for a given
sample. To study the δ dependence of Tc, using gated
samples and changing the strength of screening is a way
to change the distance from the critical point.
It should be noted that we have only considered the
effects of short range interactions. In graphene there
will also be effects from long range Coulomb interactions.
These can affect the bulk behaviour and edge reconstruc-
tion and appear to be needed to obtain a full understand-
ing of the dependence of the gap on field for |ν| = 1 states
[14].
Our results for ν = 0 edge states are consistent with
chiral symmetry breaking in the zeroth Landau level of
monolayer graphene giving rise to the ν = 0 quantum
Hall state. Recent consideration of fractional quantum
Hall states of graphene has led to the suggestion that
chiral symmetry breaking may be a unifying feature of
quantum Hall states in the zeroth Landau level of mono-
layer graphene [24]. Measurement of the critical tempera-
ture of the ν = 0 and |ν| = 1 integer quantum Hall states,
particularly focusing on the scaling of Tc with magnetic
field would be an important additional test of this sce-
nario and we look forward to the results of experiments
investigating this behaviour.
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Appendix A: Calculation of edge states
In this appendix we give a brief discussion of the cal-
culation of the edge state eigenvalues in graphene for
the cases of armchair and zigzag boundary conditions
(see Fig. 1). The boundary conditions arising for zigzag
and armchair graphene edges are, respectively [40] (for
H block diagonal in the valley index)
(I8 + I2 ⊗ I2 ⊗ σ3)Ψ(y = 0) = 0, (A1)
(I8 + I2 ⊗ I2 ⊗ σ1) Ψ(x = 0) = 0. (A2)
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Assuming spatial uniformity of the order parameters,
the eigenvalue problem can be solved analytically for
the zigzag edge by utilizing the Landau gauge A =
(−By, 0) and letting Ψ(x, y) = exp(ikx)Ψ(y). For arm-
chair boundary conditions we take A = (0, Bx) and
Ψ(x, y) = exp(iky)Ψ(x).
After the valley degree of freedom has been extracted,
write the spinors in the 4 × 4 representation used for H
as ψ = [ψ1, ψ2, ψ3, ψ4]
T
and the valley spinors Ψ± can
then be written as
Ψ+ = [ψ1, ψ2,−ψ4, ψ3]T , (A3)
Ψ− = [−ψ2, ψ1, ψ3, ψ4]T . (A4)
Defining ξ = kx+By√
B
, which implies ∂2 =
√
B∂ξ, we can
write the eigenvalue equation Hψ = εψ as
−E+ψ1 − ∂−ψ2 +N−ψ4 = 0, (A5)
∂+ψ1 − E+ψ2 +N−ψ3 = 0, (A6)
N+ψ2 − E−ψ3 − ∂+ψ4 = 0, (A7)
N+ψ1 + ∂−ψ3 − E−ψ4 = 0. (A8)
where we introduced ∂± = ∂ξ ± ξ and N± = (N1 ±
iN2)/
√
B and E± = (ε± (λ+m))/
√
B.
Focusing on the ψ1 component of the spinor, we obtain
the eigenvalue equation
[∂−∂+ − 1]ψ1(ξ) = Ωψ1(ξ), (A9)
where the eigenvalues Ω are related to the energy eigen-
values by
E = ±
√
N 2⊥ +
[
(λ˜+ m˜)±√−Ω− 1
]2
, (A10)
where N 2⊥ = N 2+ +N 2− − (N21 +N22 )/B and λ˜ = λ/
√
B,
m˜ = m/
√
B. Equation (A9) has solutions which are
parabolic cylinder functions with eigenvalue Ω, which,
when the solution is required to be normalizable as y →
−∞ has the solutions: [40, 47, 55]
ψi = gi
{
U
(
1
2
Ω,
√
2 ξ
)
; i = 1, 4
U
(
1
2
Ω + 1,
√
2 ξ
)
; i = 2, 3,
where U(a, z) is the even parabolic cylinder function [55]
and the proportionality constants gi, are defined by
g1 = 1,
g2 = −N
2
⊥ − (Ω + 1)− ε−ε+
2
√
2 (λ+m)
,
g3 =
1
N−
[
ε+g2 +
1√
2
(Ω + 1)
]
,
g4 =
1
N−
[
−
√
2g2 + ε+
]
, (A11)
where ε± = ε± (λ+m).
a. Zigzag edge
The zigzag boundary condition Eq. (A1) gives the fol-
lowing constraints on the spinor Ψ+
0 = U
(
1
2
Ω,
√
2 ξ0
)
, (A12)
0 = Re{g4}U
(
1
2
Ω,
√
2 ξ0
)
, (A13)
and for the spinor Ψ−
0 = Re{g2}U
(
1
2
Ω + 1,
√
2 ξ0
)
, (A14)
0 = Re{g3}U
(
1
2
Ω + 1,
√
2 ξ0
)
, (A15)
where ξ0 = k/
√
B. Only the real part of the coefficients
gi enter the boundary conditions since the energies ε, and
hence the eigenvalues Ω, are required to be real valued.
These boundary conditions fix the eigenvalues Ω =
Ωnσs, where n ∈ Z≥0 labels the “branch” index and
σ = ± labels the spin and s = ± labels the sublattice
degree of freedom.
An important feature of the eigenvalue equations
(A12)-(A15) is that they all take the form of a con-
stant times a parabolic cylinder function, meaning that
the eigenvalue determined by the vanishing of the
momentum-independent coefficients gi(Λ) = 0, here la-
beled by a branch index of n = 0, is dispersionless,
while all of the higher branches (which determine the
higher LLs via Eq. (4)) are determined by the vanishing
of the parabolic cylinder function in question. This is
in contrast to the armchair edge discussed below, where
the eigenvalue is determined by a linear combination of
parabolic cylinder functions, which prevents one from
factoring out the zero mode edge state.
Neglecting the n = 0 eigenvalue, the higher eigenvalues
with n ∈ N then become independent of the spin index
and are completely determined by the equations
0 = U
(
1
2
Ω,
√
2 ξ0
)
, (A16)
and
0 = U
(
1
2
Ω + 1,
√
2 ξ0
)
, (A17)
in the + and − valleys, respectively. The roots Ωns of
these equations are all negative definite as a function of
ξ0 [55]. If one takes the bulk limit, which corresponds to
ξ →∞, then the eigenvalues Ω→ −2n−1 where n ∈ Z≥0
[40, 55], and the expression for the energy eigenvalues,
Eq. (4), reduces to
E = ±
√
N 2⊥ +
[
(λ˜+ m˜)±√2n
]2
, (A18)
in agreement with the expected expression [14].
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b. Armchair edge
The armchair boundary condition Eq. (A2) imposes
the pair of constraints
0 = U
(
1
2
Ω,
√
2 ξ0
)
+ s′Re{g2}U
(
1
2
Ω + 1,
√
2 ξ0
)
,
(A19)
0 = Re{g3}U
(
1
2
Ω + 1,
√
2 ξ0
)
−s′Re{g4}U
(
1
2
Ω,
√
2 ξ0
)
, (A20)
on the s′ = ± valley. We solve Eqs. (A19) and (A20)
numerically to obtain Ω, and hence, using Eq. (A10), the
energy spectrum of the edge modes, which are displayed
in Secs. II B and III.
Appendix B: Zero temperature gap equations
The gap equations that we use for the bulk have been
discussed in considerable detail elsewhere [14, 19, 56]. We
give a brief summary of their derivation here for ν = 0 in
order to facilitate our discussion of magnetic catalysis at
finite temperature in Sec. IV. In the bulk, when there are
both AFM and FM orders the LLs have the form ±En,σ,
where [19]
En,σ =
√
N2⊥ + [(N
2
3 + 2nB)
1/2 + σ(m+ λ)]2, (B1)
with N3 and N⊥ the easy-axis and easy-plane compo-
nents of the Neel order parameter respectively and σ = ±
the two spin projections. The degeneracy of the LLs is
D = 1/(pil2B) for n ≥ 1 and 1/(2pil2B) for n = 0 [14]. The
corresponding zero temperature free energy [14, 19, 56]
is obtained from a sum over filled LLs (for n ≥ 1):
F0 =
N2⊥ +N
2
3
4ga
+
m2
4gf
−D
∑
σ=±

1
2
E0,σ +
∑
n≥1
En,σ

 ,
(B2)
where ga (gf ) are couplings arising from short-range in-
teractions, such as on-site Hubbard repulsion, that sup-
port AFM (FM) order [14, 57]. For non-trivial Zeeman
coupling (λ 6= 0), F0 is minimized when N3 ≡ 0 [19, 56].
Therefore, the Zeeman coupling restricts the AFM or-
der to the easy-plane and simultaneously allows FM or-
der parallel to the magnetic field. Taking N3 = 0 and
then minimizing F0 with respect to N⊥ and m leads to
coupled gap equations [14]. Ferromagnetic order splits
all the filled LLs, including the zeroth one, while easy
plane AFM order lowers the energy of all of the filled
LLs in addition to splitting the ZLL. Hence the contri-
bution from the filled LLs with n ≥ 1 in the first (second)
gap equation add up (cancel). Consequently, the second
gap equation is free of divergences, but the first one ex-
hibits an ultraviolet divergence which can be regularized
as discussed in Refs. [14, 18, 49] and written in terms of
δa =
1
4λa
− 1√
pi
∫∞
Λ−1
ds/s
3
2 where (λac )
−1 =
∫∞
Λ−1
ds/s3/2 is
the zero magnetic field critical onsite interaction strength
for AFM ordering [16, 17, 58] and δf = 1/2λf . The rela-
tion between λa,f and ga,f was specified in Sec. IVA 1.
Thus the two gap equations, after regularization, can be
written compactly as
δa −N⊥yfa1 (x, y) +
N⊥√
pi
(fa2 (x, y)− yfa3 (x)) = 0, (B3)
m
N⊥
δf −N⊥yfm(x, y) = 0, (B4)
where we have introduced y = B/N2⊥ and x = (λ+m)/N⊥. The various functions appearing in these two equations
are given by
fa1 (x, y) =
∑
n≥0
∑
σ=±

 1[
1 +
(√
2ny + σx
)2]1/2 − 1(1 + 2ny)1/2

 , (B5)
fa2 (x, y) =
∫ ∞
0
ds
s3/2
[
1− sye−s coth(sy)] , (B6)
fa3 (x, y) =
∫ ∞
0
ds
s1/2
e−s
(
1− e−sx2
)
, (B7)
fm(x, y) =

∑
n≥0
∑
σ=±
σ
(√
2ny + σx
)
[
1 +
(√
2ny + σx
)2]1/2

− x
(1 + x2)1/2
. (B8)
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