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ABSTRACT
This paper investigates the effect of a transfer function-based voice
transformationonautomaticspeakerrecognitionsystemperformance.
We focus on increasing the impostor acceptance rate, by modifying
the voice of an impostor in order to target a speciﬁc speaker. This
paper is based on the following idea : in several applications and
particularly in forensic situations, it is reasonable to think that some
organizations have a knowledge on the speaker recognition method
used and could impersonate a given, well known speaker. We also
evaluate the effect of the voice transformation when the transforma-
tion is applied both on client and impostor trials.
1. INTRODUCTION
La voix est une modalit´ e biom´ etrique comp´ etitive pour plusieurs
raisons bien connues. En particulier, cette modalit´ e est souvent la
seule disponible pour de nombreux types d’applications. Malgr´ e une
ﬁabilit´ e largement inf´ erieure compar´ ee - par exemple - ` a l’iris, les
progr` esenregistr´ esdanslesderni` eresd´ ecenniesontmen´ e ` al’´ emergence
de syst` emes automatiques utilisables dans des applications commer-
ciales. Cependant, les nombreux facteurs de variabilit´ e intervenant
dans cette modalit´ e, difﬁciles ` a contrˆ oler et ` a pr´ evoir, forment une
limite aux performances des syst` emes. Les diff´ erences dues au mi-
crophone, ` a l’environnement et aux diff´ erences inter-sessions sont
les facteurs les plus pr´ esents dans la litt´ erature, pour leur importance
d’une part, mais ´ egalement pour leur plus grande fr´ equence.
Durant la mˆ eme p´ eriode, dans le champ de la criminalistique, les
juges, les avocats, les enquˆ eteurs et les agences de s´ ecurit´ e nationale
se sont montr´ es tr` es demandeurs de techniques permettant d’identi-
ﬁer un individu par sa voix, pour confondre un suspect ou pour servir
d’´ el´ ement de preuve dans un tribunal [1][2]. En d´ epit du fait que la
communaut´ e scientiﬁque, dans une large majorit´ e, ait remis en cause
les bases scientiﬁques d’une telle identiﬁcation vocale [3][4][5] et du
message fort de ”besoin de pr´ ecaution” ´ emis par [6], les techniques
d’identiﬁcation vocale sont couramment utilis´ ees dans la pratique
criminalistique, particuli` erement dans le contexte d’´ ev´ enements ter-
roristes ` al’´ echellemondiale,avecl’utilisationdeplusenplusfr´ equente
de syst` emes automatiques.
Ce papier vise ` a identiﬁer une des limites des syst` emes automa-
tiques, ou plutˆ ot de leur utilisation dans ce contexte sp´ eciﬁque : si
vous connaissez la technique de reconnaissance utilis´ ee pour identi-
ﬁer une voix, si vous avez ´ egalement un exemple de la voix d’une
personne X, est-il possible de transformer la voix d’une personne Y
de telle fac ¸on que le syst` eme conclut ` a une identit´ e entre X et Y ,
sans que cette transformation ne soit audible?
Les objectifs vis´ es dans ce papier sont proches de l’approche ”voice-
forgery”propos´ eedans[17],ladiff´ erenceprincipaler´ esidedansl’in-
terpr´ etation de la transformation : dans notre cas, le syst` eme de re-
connaissance doit ˆ etre tromp´ e quand le but est de synth´ etiser une
voix proche de X au sens perceptuel pour la ”voice-forgery”. Ce pa-
pier ´ etend les travaux pr´ eliminaires pr´ esent´ es dans [11][12].
La section 2 pr´ esente l’approche statistique couramment utilis´ ee
en reconnaissance du locuteur et dans laquelle s’inscrit ce travail.
La section 3 d´ ecrit la technique de transformation de voix que nous
utilisons. La section 4 d´ ecrit le protocole exp´ erimental utilis´ e et les
r´ esultats sont pr´ esent´ es dans la section 5. Enﬁn, la section 6 conclut
ce travail et ouvre quelques perspectives.
2. L’APPROCHE GMM-UBM EN RECONNAISSANCE DU
LOCUTEUR
L’approche GMM-UBM (Gaussian Mixture Model - Universal
Background Model) est la technique pr´ edominante en reconnais-
sance du locuteur, en mode ind´ ependant du texte [10]. Etant donn´ e
un segment de parole Y et un locuteur S, la tˆ ache de v´ eriﬁcation du
locuteur consiste ` a d´ eterminer si Y a ´ et´ e prononc´ e par S. Cette prise
de d´ ecision est mod´ elis´ ee par l’estimation d’un rapport de deux pro-
babilit´ es : Y provient de S (H0) et Y a ´ et´ e prononc´ e par un inconnu
(H1). Ce rapport (LR, pour Likelihood Ratio) est compar´ e ` a un seuil
de d´ ecision µ; H0 est d´ esign´ ee si le ratio est sup´ erieur au seuil, H1
dans le cas contraire. De mani` ere plus formelle, le ratio LR est donn´ e
par :
LR(Y;H0;H1) =
p(Y jH0)
p(Y jH1)
(1)
avec Y , le segment de parole ` a tester, p(Y jH0), la vraisemblance de
H0, p(Y jH1) la vraisemblance de H1 et µ, le seuil de d´ ecision.
Un mod` ele, ¸hyp repr´ esente l’hypoth` ese H0; ce mod` ele est appris
` a partir d’un exemple de la voix du locuteur concern´ e. Le mod` ele
¸hyp repr´ esente la seconde hypoth` ese, H1, et est g´ en´ eralement ap-
pris ` a partir d’une collection d’extraits vocaux provenant d’un grand
ensemble de locuteurs.
Le ratio LR devient
p(Y j¸hyp)
p(Y j¸hyp). Les deux mod` eles sont des mod` eles
` a m´ elange de lois gaussiennes (GMM) :
p(xj¸) = §
M
i=1wiN(xj¹i;§i) (2)
avec wi, ¹i et §i, les poids, les vecteurs moyennes et les matrices
de covariance (en g´ en´ eral diagonales) des diff´ erentes composantesFig. 1. Principe de la transformation, pour une trame de signal.
du m´ elange. Le mod` ele ¸hyp est d´ enot´ e mod` ele du monde, ou UBM
quand il est ind´ ependant de l’environnement et est estim´ e en maxi-
misantlavraisemblancedesdonn´ eesd’apprentissagecorrespondante.
Le mod` ele ¸hyp est d´ eriv´ e de l’UBM, par une technique de maximi-
sation de la probabilit´ e aposteriori (MAP). De mani` ere courante,
seules les moyennes des composantes sont adapt´ ees et les autres pa-
ram` etres sont directement issus de l’UBM [13].
3. TRANSFORMATION DES VOIX
L’objectif de la transformation de voix pr´ esent´ ee dans cette sec-
tion est d’augmenter la vraisemblance d’un signal Y ´ etant donn´ e un
locuteur X, ou plus exactement ´ etant donn´ e le GMM repr´ esentant ce
locuteur. La voix transform´ ee doit conserver un aspect naturel pour
un auditeur.
Le principe retenu pour cette transformation consiste ` a analyser le
signal Y trame ` a trame en utilisant un mod` ele source-ﬁltre et ` a mo-
diﬁer la fonction de transfert pour la rapprocher du locuteur cible.
Celui-ci est mod´ elis´ e par un mod` ele GMM, appris sur un extrait
de parole lui appartenant; ce mod` ele servant ` a la transformation
du mod` ele du locuteur cible. En fait, la fonction de transfert ini-
tiale est remplac´ ee par une fonction de transfert estim´ ee par une
moyenne arithm´ etique des moyennes des diff´ erentes composantes
du mod` ele cible, pond´ er´ ees par leur probabilit´ e aposteriori pour
la trame consid´ er´ ee. Le signal est enﬁn reconstitu´ e par une simple
approche ”overlap-add”. La ﬁgure 1 pr´ esente une vue g´ en´ erale du
proc´ ed´ e de transformation pour une trame du signal Y .
En r´ ealit´ e, le proc´ ed´ e est un peu plus complexe, par le fait que
chaquesyst` emedereconnaissancedulocuteurutiliseunerepr´ esentation
sp´ eciﬁque des donn´ ees acoustiques, issue d’une ´ etape de calcul de
coefﬁcients acoustiques suivie de diff´ erents ´ etages de normalisation
(de mani` ere classique : s´ election des trames de parole puis cen-
trage et r´ eduction des donn´ ees s´ electionn´ ees) rendant parfois impos-
sible l’estimation de la fonction de transfert cible. Pour contrer ce
probl` eme, nous avons appris deux mod` eles pour le locuteur cibl´ e :
un mod` ele en respectant la repr´ esentation des donn´ ees du syst` eme de
reconnaissance du locuteur et un mod` ele utilisant une repr´ esentation
des donn´ ees plus simple, propre au syst` eme de transformation de
voix. Ces deux mod` eles sont appris en parall` ele, le premier guidant
le second (i.e. les probabilit´ es aposteriori pour qu’une donn´ ee soit
li´ ee ` a une composante du mod` ele - utilis´ ees au sein de l’algorithme
d’estimation EM/MAP - sont issues du premier mod` ele).
Soit y, une trame du signal ` a transformer, provenant d’un impos-
teur S
0 et x, la trame correspondante, appartenant au locuteur cible,
S . Le mod` ele source-ﬁltre am` ene :
Y (f) = Hy(f)Sy(f) (3)
X(f) = Hx(f)Sx(f) (4)
avec Y et X, les repr´ esentations spectrales de y and x, Hy et Hx,
les fonctions de transfert correspondant respectivement ` a y et x, Sx
et Sy, les transform´ ees de Fourier du signal de la source pour x et y
(il faut noter que le spectre n’est rien d’autre qu’une repr´ esentation
compacte de la fonction de transfert). Pour rapprocher y de x - en
termes de forme spectrale - il est sufﬁsant de remplacer Hy par Hx
dans l’´ equation 3 :
Y
0(f) = Hx(f)Sy(f) =
Hx(f)
Hy(f)
Y (f) (5)
Pour r´ ealiser cela, si nous d´ ecidons de ne pas modiﬁer la phase du
signal original, nous appliquons le ﬁltre suivant au signal y :
Hyx(f) =
jHx(f)j
jHy(f)j
(6)
Dans ce processus de ﬁltrage, pour chaque trame y (imposteur) nous
avons besoin de connaitre Hx (et non x voir equation 6). Pour des
commodit´ es statistiques, nous pr´ ef´ erons estimer une version LPCC
de Hx que nous d´ enommons Hlpccx (le passage de l’une ` a l’autre
est trivial [12]) : Hlpccx = Sigmag[P(gjy) ¤ mg;lpcc]. Les pro-
babilit´ es P(gjy) sont calcul´ ees en utilisant le gmm cepstral (dans le
domaine de repr´ esentation des donn´ ees du syst` eme de veriﬁcation du
locuteur) du client. Les mg;lpcc sont les moyennes des composantes
du mod` ele de ce client dans le domaine LPCC (la correspondance
entre les composantes des deux mod` eles est maintenue lors de l’ap-
prentissage de ceux-ci).
4. PROTOCOLE EXP´ ERIMENTAL
Les exp´ eriences permettant de valider l’approche choisie dans
ce papier ont ´ et´ e r´ ealis´ ees sur la base du protocole de la campagne
d’´ evaluation NIST-SRE 2005 [14].
Le corpus utilis´ e correspond au corpus de NIST-SRE 2005, r´ eduit ` a
la partie ”homme” de la tˆ ache ”one-conv/one-conv”. Les messages
vocaux utilis´ es pour l’apprentissage des mod` eles des clients et pour
les tests sont d’une dur´ ee moyenne de 2mn30 de parole t´ el´ ephonique
et conversationnelle. Le protocole comporte 1231 tests ”clients” et
12317 tests ”imposteurs”. Le mod` ele UBM ainsi que les donn´ ees
n´ ecessaires ` a la normalisation des scores sont issus des corpus des
campagnes SRE des ann´ ees 2002 ` a 2004.
Trois exp´ eriences ont ´ et´ e r´ ealis´ ees :
– Une exp´ erience de calibration, r´ ealis´ ee sans utiliser la trans-
formation de voix (baseline).
– Une exp´ erience o` u la transformation de voix est appliqu´ ee
pour chaque test ”imposteur”, avec la connaissance du mes-
sage vocal utilis´ e pour entraˆ ıner le mod` ele du locuteur cibl´ e
(exp´ erience 1).
– Une exp´ erience o` u la transformation de voix est appliqu´ ee
pour chaque test ”imposteur”, en utilisant un message vocal
venant du locuteur cibl´ e, mais diff´ erent du message utilis´ eFig. 2. Courbes DET pour le baseline, l’exp´ erience 1 (utilisant
les donn´ ees d’entraˆ ınement pour la transformation des voix) et
l’exp´ erience 2 (utilisant un enregistrement diff´ erent pour la trans-
formation de voix).
pour l’apprentissage, except´ e pour un faible nombre de lo-
cuteurs, pour lesquels un seul enregistrement est disponible
(exp´ erience 2).
Pour toutes les exp´ eriences, le mˆ eme mod` ele du monde a ´ et´ e utilis´ e,
pour le proc´ ed´ e de transformation de voix comme pour les tests de
reconnaissance.
Nous avons utilis´ e le syst` eme LIA SpkDet [15], d´ evelopp´ e au
LIA sur la base du toolkit ALIZE [18][16]. L’ensemble des logiciels
utilis´ es est disponible sous forme de logiciels libres.
Lesyst` emeLIA SpkDetestbas´ esurl’approcheUBM-GMMetimpl´ e-
menteunenormalisationdesscoresdetypeTNORM.Laparam´ etrisation
acoustique correspond ` a 16 coefﬁcients cepstraux LFCC augment´ es
des 16 d´ eriv´ ees premi` eres. Une s´ election des vecteurs acoustiques,
bas´ eesurunemod´ elisationmulti-gaussiennedel’´ energieestr´ ealis´ ee,
avant de centrer et de r´ eduire les coefﬁcients. Le mod` ele UBM ainsi
que les mod` eles de locuteurs comportent 2048 composantes. Durant
les tests, les 10 meilleures composantes sont s´ electionn´ ees et uti-
lis´ ees.
5. R´ ESULTATS
L’inﬂuence du proc´ ed´ e de transformation de voix est mesur´ ee
en termes de courbes DET, pr´ esentant les taux d’erreur de type I
en fonction du taux d’erreur de type II, et ` a travers les distribu-
tions des scores imposteurs. La ﬁgure 2 pr´ esente les courbes DET
pour le baseline, l’exp´ erience 1, o` u les voix des imposteurs ont ´ et´ e
transform´ ees en utilisant les donn´ ees d’apprentissage des locuteurs
cibl´ es et l’exp´ erience 2, pour laquelle des donn´ ees diff´ erentes ont
´ et´ e employ´ ees pendant la transformation. La normalisation TNORM
a ´ et´ e employ´ ee dans tous les cas. La ﬁgure 3 montre les distribu-
tions des scores imposteurs pour les trois exp´ eriences. Les ﬁgures
4 et 5 montrent les distributions des scores clients et imposteurs du
Fig.3.Distributiondesscoresimposteurspourlebaseline(baseline),
l’exp´ erience 1 (transf 1) et l’exp´ erience 2 (transf 2)
Fig. 4. Distributions des scores clients pour le baseline (bas tar) et
desscores imposteurspour lebaseline(bas non)etpourl’exp´ erience
1 (trs non).
baseline, compar´ ees respectivement ` a la distribution imposteur de
l’exp´ erience 1 et de l’exp´ erience 2.
Un important d´ eplacement de la distribution des scores imposteurs
est clairement mis en ´ evidence pour les deux exp´ eriences o` u la trans-
formation de voix est appliqu´ ee, compar´ e au baseline. Le mˆ eme
effet est observ´ e sur les courbes DET, qui montrent une tr` es forte
d´ egradation des performances. Bien entendu, l’exp´ erience 1, qui uti-
lise directement les donn´ ees d’apprentissage pour la transformation,
pr´ esente une d´ egradation plus importante que l’exp´ erience 2, plus
r´ ealiste, dans laquelle un enregistrement diff´ erent de celui de l’ap-
prentissage est utilis´ e.
Pour mettre en ´ evidence l’´ evolution du taux de fausses alarmes,
nous proposons dans la table 1 les taux de faux rejet et de fausse
alarme pour un seuil apriori, ﬁx´ e empiriquement sur un ensemble
de tests diff´ erent. L’inﬂuence de la transformation de voix sur le taux
de fausse alarme est clairement mise en ´ evidence.Fig. 5. Distributions des scores clients pour le baseline (bas tar) et
desscoresimposteurs pourlebaseline (bas non)et pourl’exp´ erience
2 (trs non).
False Alarm (%) Miss Probability (%)
Baseline 0.88 27.45
Exp 1 96.55 27.45
Exp 2 49.72 27.45
Table 1. Taux de ”False Alarm” et de ”Miss Probability” en utilisant
un seuil d´ eﬁni apriori, pour les 3 exp´ eriences.
6. CONCLUSION ET PERSPECTIVES
Dans ce papier, nous avons ´ evalu´ e les effets d’une transforma-
tion artiﬁcielle de la voix sur les taux de fausse alarme d’un syst` eme
de reconnaissance du locuteur. L’objectif principal ´ etait de v´ eriﬁer
si il ´ etait possible de tromper un tel syst` eme lorsqu’on poss` ede un
exemple de la voix d’un locuteur cible et des connaissances sur le
syst` emeutilis´ e.Sousceshypoth` eses,quisemblenttout ` afaitr´ ealistes
par exemple dans le contexte d’´ ev´ enements terroristes de grande am-
pleur, un proc´ ed´ e tr` es simple de transformation de la voix a permis,
sans d´ enaturer la voix, de perturber tr` es sensiblement le syst` eme de
reconnaissance utilis´ e. L’approche et les r´ esultats propos´ es mettent
en lumi` ere une des limites des approches utilis´ ees en reconnaissance
automatique du locuteur, dans le cadre criminalistique.
Dans cette ´ etude, une large connaissance du syst` eme de reconnais-
sance du locuteur employ´ e ´ etait utilis´ ee pour la transformation de
voix : technique de base, param´ etrisation et mod` ele du monde no-
tamment. Une premi` ere continuation de ce travail consistera donc
` a mesurer l’inﬂuence des diff´ erents ´ el´ ements cit´ es pr´ ec´ edemment.
Des am´ eliorations du proc´ ed´ e de transformation sont ´ egalement en-
visag´ ees, en lissant les transformations par exemple.
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