[1] We investigate the multiple scattering of waves by dense random distribution of particles. Maxwell equations are put in the form of Foldy-Lax multiple-scattering equations which are solved numerically. The positions of the particles are generated by random shuffling and bonding. Simulations are performed for applications in microwave scattering by terrestrial snow. The results are illustrated for the copolarization and cross-polarization scattering phase matrices and the extinction coefficients for sticky particles. We consider concentrations of particles up to 40% by volume. Results of dense media simulations depart from the predictions on the basis of classical theory of independent scattering and are applicable for very low concentrations. The simulation results agree with those of quasi-crystalline approximation (QCA) for concentration up to 20%. However, they start to deviate from those of the QCA for higher concentrations as QCA underestimates the extinction. Simulation results also predict strong cross polarization in the phase matrix of densely packed spheres, a result that is not predicted by classical independent scattering nor by QCA.
Introduction
[2] The scattering problem by random discrete scatterers has been studied for many years primarily on the basis of analytical methods [Chandrasekar, 1960; Ishimaru, 1978; Tsang et al., 1985] . The studies of the scattering properties have been applied to the development of active and passive microwave remote sensing [Tsang et al., 1985 [Tsang et al., , 2000b Tsang et al., 2001] . To calculate the scattering problem by many particles, the classical theory assumes independent scattering in which the scattering intensity is set equal to the sum of scattering intensities from each particle [Chandrasekar, 1960; Ishimaru, 1978] . The independent scattering model is applied to calculate the phase matrix which is equal to the particles number density times the bistatic cross section of a single particle. For the case of scattering by spheres much smaller than wavelength, the classical theory has the following features in the results: (1) The extinction is proportional to the fractional volume.
(2) The scattering coefficient is proportional to the frequency to the fourth power. (3) The phase matrix is that of the Rayleigh phase matrix which has mean cosine of the scattering equal to zero. (4) The Rayleigh phase matrix also has zero cross polarization in the scattering plane. The classical approach ignores the coherent wave interaction among the particles. This approach is not valid for dense media because the particles lie in close proximity of each other and the particles scatter collectively. To take into account the collective scattering effects, analytic theory such as quasi-crystalline approximation (QCA) has been used to calculate the extinction coefficient and the phase matrix which are subsequently used in dense media radiative transfer theory [Tsang et al., 1985 [Tsang et al., , 2000b . In using the quasi-crystalline approximation (QCA), the pair distribution function of particle positions must be specified. The common pair distribu-tion functions are based on the Percus-Yevick approximation. Pair distributions of single particle size and multiple particle sizes have been used . Recently, the sticky particle pair distribution function is used ]. In the sticky particle model, the particles have attractive force that makes them adhere to form aggregates.
[3] Multiple-scattering effects are important in terrestrial snow. Two kinds of multiple scattering exist. The first kind is coherent multiple scattering that is due to particles densely packed together creating coherent wave interactions among particles in the neighborhood of each other. The near field and intermediate field coherent multiple scattering cause deviations of extinction coefficients and phase matrices from that of classical independent scattering. The first kind naturally exists in terrestrial snow because the ice grains in snow are densely packed. The second kind is when the extinction coefficient is large so that the product of extinction coefficient and the layer thickness (the product is also called optical thickness) exceeds unity. For such a case there is also multiple scattering of the incoherent waves. Optical thicknesses in terrestrial snow can be as high as 10 at 37 GHz and can be about 1 to 2 at 18 GHz, making incoherent multiple scattering also important in active and passive microwave remote sensing of terrestrial snow.
[4] With the advent of computers, large-scale electromagnetic problems can be solved by numerical methods. For scattering by a collection of spheres, multiple scattering can be formulated by using the Foldy-Lax equation and using the T matrix of Mie theory [Tsang et al., 2000a] . The Foldy-Lax equations have been rigorously derived from Maxwell equations [Tsang et al., 1985] . The Foldy-Lax equations are solved numerically. To distinguish such an approach from classical analytical theory, we call the approach the Numerical Maxwell Model of three-dimensional simulations (NMM3D). The advantage of Foldy-Lax equations is that the vector spherical waves (partial waves) are used as basis functions rather than fine discretization of each particle using the method of moment or finite difference or finite element approaches. The unknowns are the partial wave coefficients for each particle. NMM3D have been used to simulate extinction for sticky and nonsticky particles up to 20% volume fraction. The results show good agreement with the QCA results [Tsang et al., 1992 , Chen et al., 2003 . Zurk et al. [1995] studied extinction for the case of small ka for the case of 40% by volume fraction for t = 0.2. The extinction for that case is less than independent scattering. However, the interesting case of sticky spheres is for the very sticky case of t = 0.1 because for this case it was shown that the extinction has a frequency dependence that is consistent with experimental measurements of extinction of snow [Hallikainen et al., 1987] . For this latter case, extinction is larger than independent scattering even up to 40% by volume fraction. For the theory to be useful in microwave remote sensing, the phase matrix need to be calculated so that the extinction and phase matrix can be used in conjunction with dense media radiative transfer theory (DMRT) to calculate brightness temperature and bistatic scattering.
[5] In this paper, we use NMM3D to study scattering by dense distributions of particles up to 40% by volume fraction. In addition to simulating the extinction coefficients, we also simulate the phase matrices. By having both the extinction coefficients and copolarization and cross-polarization phase matrices, the NMM3D results can be directly used in dense media radiative transfer theory to calculate brightness temperatures and bistatic coefficients. The results are illustrated for applications in microwave remote sensing of terrestrial snow. Active and passive microwave remote sensing of snow are conducted at frequencies from 10 GHz up to 37 GHz. Thus it is important to determine the frequency dependence of scattering by snow. The ice grains in snow are with diameters up to 2 mm. Thus they are much smaller than the wavelength in the frequency range. Snow consists of ice grains densely packed together with air as the background medium. The volume fraction of ice grains range from 10% to 40%. In the simulations, the particles are randomly positioned in a box. The spheres are also allowed to bond together to form aggregates. The FoldyLax equations are solved for many realizations and the averages are taken to obtain the extinction and the phase matrix. The results are compared with that of the classical independent scattering theory and that of QCA. The results show good agreement with QCA for volume fraction up to 20%. With the further increase of the volume fraction, the scattering departs from QCA. The NMM3D results have different physical features from classical independent scattering: (1) The extinction saturates at high fractional volume. (2) Although the particles are much smaller than a wavelength, the scattering coefficient has a much weaker frequency dependence than the fourth power. (3) although the particles are spheres and are much smaller than the wavelength, the mean cosine of the phase matrix is not equal to zero and the phase matrix shows more forward scattering. (4) Although spheres are used in NMM3D, the phase matrix exhibits cross polarization due to near field coherent interactions (Figure 1 ).
[6] In section 2, we put the Maxwell equation in the form of a Foldy-Lax equation using the internal field formulation. The solution is calculated by using iterative method. In section 3, with the computed coefficients, the expressions for the phase matrix, the scattering, absorption and extinction coefficients are derived. We describe the Monte Carlo method for generating sticky particles. The phase matrices for copolarizations and cross polarizations are described by using a 1-2 polarization frame coordinate system. The simulated results are shown in section 4. A convergence test is conducted to ensure that the numerical parameters are valid. Numerical results of extinction coefficients and copolarization and cross polarization of phase matrices are illustrated as a function of volume fraction, frequency and scattering angle. [7] Consider N spherical particles randomly located in free space. The particles are centered at r 1 , r 2 , . . ., r N and are with radius a. With an incident electromagnetic plane wave with incident directionk i = sinq i cosf ix + sinq i sinf iŷ + cosqẑ and polarization A, the incident wave is written as
Formulation for Foldy-Lax Equations
[8] The exciting field coefficients of multiple scatterers can be expressed as the sum of incident field and the scattered field from other scatterers :
where A mnmn and B mnmn are the translation addition coefficients; w mn (M)(l) and w mn (N)(l) denote the exciting field coefficients; T n (M)(j) and T n (N)(j) are the scattering T matrix of particle ( j). We can write equation (2) , a (N) , w (M)(l) and w (N)(l) are column matrices with dimension L max Â 1. Then, we have
[9] We put equations (3a) and (3b) in a compact matrix form:
where
Figure 2. Simulated snow by Monte Carlo.
In performing the computations, the multipole is truncated at N max so than n = 1, 2, . . ., N max . Then in equations (4a) - (4e), w (l) and a in are column matrices of dimension 2L max Â 1 and s and T ( j) are square matrices of dimension 2L max Â 2L max . where L max = N max (N max + 2).
[10] We solve the matrix equation using iterative method. In iterative method, the matrix needs to be well conditioned. The matrix equations from equation (4) can be rewritten using scattered field coefficients and internal field coefficients. It has been shown that the condition number of the matrix equation with internal field coefficients has better condition number [Chen et al., 2003] Hence the matrix equation with the internal field coefficients is used in this paper. After solving the internal field coefficients, the scattered field coefficients can be calculated.
[11] The relation between the exciting field coefficients and internal field coefficients is
where c ( j) is a column matrix of internal field coefficients, and B ( j) is diagonal matrix, i.e.,
and
[12] After solving the internal field coefficients, the scattered field coefficients are calculated. In the observation directionk s = sinq s cosf sx + sinq s sinf sŷ + cosq sẑ , the scattered field is
3. Comparison of Scattering, Absorption, Extinction Coefficients, and Phase Matrices
[13] The Monte Carlo method ] is used to simulate the random positions of particles ( Figure 2 ). We generate sticky particles by shuffling and bonding. The algorithm starts by setting up initial configuration by putting the particles periodically within the cell. The next step is to shuffle the particles sequentially. We generate a new random position by the displacement from the original position. The new position is rejected if the displaced particle overlaps with another particle. In this situation, the displaced particle maintains its original position. A new configuration is achieved after each particle has moved at least once. After the particles are shuffled, the binding of particles is next performed. The probability of particles binding together depends on the stickiness. When the stickiness factor t decreases, the adhesion strength increases and hence particles are more likely to bind together to form clusters. There are 4 binding stages in this simulation. They are unbonded, single bond, double bond and triple bond. The displacement involves the breaking of its existing binding state and the formation of the new binding state with other particles. To displace the test adhesive particle, the system decides which binding stage is favorable to form. After making the decision, the system determines the new position of test particle. It depends on the current system's binding structure and the effective volume of the binding state. If the new position of the test particle penetrates to other particle, the displacement is rejected and the test particle returns to its original position. The catalog of the system's binding configuration requires the maintenance, including the effective volumes of each binding state, the pair list and triplet list, after each successful displacement of the test particle.
Scattering, Absorption, and Extinction Coefficient
[14] Following the steps of solving the multiple-scattering equations in section 2, the internal field coefficients, c mn (M)(l) and c mn
, in equation (6) and hence the scattered field coefficients, a mn S(M)(j) and a mn S(N)(j) , are solved. Using the far field expression for the M mn and N mn , the scattered field E S by N particles with the scattered directionk s , wherek s = k(sinq s cosf sx + sinq s sinf s y + cosq sẑ ), is calculated using equation (7). The scattered field is decomposed into coherent and incoherent field. To compute the coherent and incoherent fields, we average over realizations as follows:
and incoherent field
where s is the realization index, N r denotes the number of realizations and E s s denotes the scattered field of the sth realization. The angular bracket stands for the ensemble average. The bistatic scattering cross section is the incoherent intensity normalized by incident wave intensity,
The scattering cross-section coefficient is obtained by integrating the bistatic scattering cross section over 4p directions and then normalized by the volume:
The absorbed power by N particles is defined as
The absorption coefficient is the ratio of absorbed power to the power of incident wave multiplied by volume, i.e.,
After finding k s and k a the extinction coefficient k e can be determined by the relation: k e = k a + k s .
Phase Matrix
[15] The phase matrix is best represented in the 1 -2 polarization frame . For the case of scattering by spheres, the phase matrix in 1-2 polarization frame only depends on the angle Q between the incident and scattered directions (Figure 3) . In this section, we show how to use NMM3D to simulate phase matrix in the 1 -2 polarization frame. Figure 3 . The 1 -2 polarization system for representing phase matrix depending on angle Q.
The 1 -2 Polarization Frame
[16] Consider a volume containing many scatterers. The phase matrix is the matrix to describe the relation between each polarization of the scattered intensity due to the respective polarization of the incident wave. In the 1-2 polarization system, they obey the relation:
where the subscripts s and i, denote the scattered field and the incident field. The subscripts 1 and 2 denote the polarization of the electric field. The phase matrix is the bistatic cross section normalized by the volume containing the scatterers.
[17] Letk i be the propagation direction of incident field andk s be the direction of the scattered field.1 i is the unit vector which is perpendicular tok i andk s . Then2 i is perpendicular to bothk i and1 i . Let1 s =1 i , then2 s is The1 i ,2 i ,1 s , and2 s can be related to vertical and horizontal polarization ofv i ,ĥ i ,v s andĥ s by transformation, which will be shown in the latter part. The orthogonal system for polarization of 1 -2 polarization system is shown in the Figure 3 .
Bistatic Scattering Cross Section
[18] To simulate the phase matrix, we let the incident electric field be propagating inẑ direction with polarization of the electric fieldê =ŷ, i.e., E inc (r) =ŷe ikz ,k i =ẑ, v i =x andĥ i =ŷ . Solving Foldy-Lax equation using internal field formulation by iterative method, the scattered field can be found using equation (7) [20] Similarly, the formulae of polarization vector for f s = 180°can be obtained. With these polarization vector relations, the phase matrix elements, P 11 and P 21 become
Figure 6. Plots of s calculated by independent scattering, QCA, and NMM3D versus frequency: (a) 30% and (b) 40% in volume fraction. where s hb and s vb are found by equation (14) and V is the volume of cubic box. P 11 and P 21 are the copolarization and cross polarization due to1 i , respectively. . Phase matrix by NMM3D: (a) P 11 (Q)sin(Q), ( b ) P 2 2 ( Q) s i n ( Q) , a n d ( c ) P 1 2 ( Q) s i n ( Q) and P 21 (Q)sin(Q) with volume fraction 40% and frequency 18.7 GHz.
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The polarization of the incident wave,ê =ŷ, is of polarization of2 i . With these polarization vector relations, the phase matrix elements, P 12 and P 22 become
where P 22 and P 12 are the copolarization and cross polarization due to2 i respectively.
Results and Discussion
[22] Terrestrial snow consists of ice grains embedded in air. The grain size diameter of ice in the snow varies from 0.2 mm to 1.6 mm [Hallikainen et al., 1987] , whereas the volume fraction of the ice ranges from 20% to 40%. The relative permittivity of ice is about 3.2. Satellite passive microwave remote sensing of snow is presently conducted at 18.7 GHz and 37 GHz.
Convergence Test of Numerical Parameters
[23] There are several numerical parameters that are used in the NMM3D simulations. They are the number of particles, the number of realizations and the truncation of multipole expansions. The physical result of scattering coefficient should not depend on these numerical parameters. We next show the convergence of the simulated result of scattering coefficients with the numerical parameters. To have a significant amount of incoherent field, the size of the cubic box should be large and the number of particles should be large. We have shown the convergence with the number of particles, for volume fraction 20% [Chen et al., 2003] . In Table 1 , we show convergence for the case of 30%. The diameters are 1.2 mm with stickiness 0.1. The frequency is 18.7 GHz.
[24] The convergence test with increasing number of realizations is in Figure 4 . We show results up to 80 realizations. The results are 0.016 cm À1 and 0.017 cm À1 in Figure 4a . The results are between 0.162 cm À1 and 0.168 cm À1 in Figure 4b . These results are of sufficient accuracy in remote sensing applications. The particles are of diameter 1.2 mm with stickiness 0.1 and fractional volume 40%. The convergence test of N max , which is the truncation of the multipole expansion of N in equation (2), was done for frequency at 18.7 GHz. The value of k e , P 11 and P 22 are checked for the convergence test. Referring to Figure 5 , all these values are indistinguishable between N max = 1 and N max = 2. The error is 0.19% for k e and the error norms are 0.55% Figure 11 . Phase matrix by NMM3D: (a) P 11 (Q)sin(Q), (b)P 2 2 ( Q)sin(Q), and (c) P 1 2 (Q)sin(Q) and P 21 (Q)sin(Q) with volume fraction 40% and frequency 37 GHz. and 0.53% for P 11 and P 22 , respectively. There is good agreement and N max = 1 is enough for convergence.
Frequency Dependence of Extinction Coefficient k e
[25] The extinction coefficients for volume fractions 30% and 40% are plotted on log-log scale against frequency in Figure 6 . We use 2000 particles with diameter 1.2 mm and permittivity e p = 3.2e 0 . The stickiness of the particles is t = 0.1. The NMM3D are computed at the two frequencies 18.7 GHz and 37 GHz. The numerical parameters, such as number of realizations and truncation of multipole expansions, N max , are chosen to obtain the converged value. The values of k s calculated by independent Mie scattering and by QCA are also shown. For real permittivity, there is zero absorption. The extinction coefficient k e and scattering coefficient k s are the same. The k s of QCA and NMM3D are larger than that of independent scattering at low frequency because of the sticky particle effect. This property is reversed when the frequency is higher. At higher frequency, the sticky particle effects disappear and the particles scatter like nonsticky dense media. To study the frequency dependence, we define the power law, n, such that
To determine the n, the equation can be written as
which is the slope of the curves in Figure 6 . The frequency dependence, n, for the fractional volumes, 20%, 30% and 40% are shown in Table 2 .
[26] The frequency dependence index of independent scattering is the largest, whereas that of NMM3D is the smallest. The frequency dependence of 2.6 to 2.7 as exhibited by NMM3D is consistent with experimental observations [Hallikainen et al., 1987] .
Dependence Extinction Coefficient k s on Fractional Volumes
[27] The extinction coefficients as a function of volume fraction at two frequencies 18.7 GHz and 37 GHz are shown in Figure 7 . The k s of independent Mie scattering is proportional to the volume fraction. The k s of (QCA) and k s of (NMM3D) increase with volume fraction until a peak is reached. For k s of QCA, this peak appears at volume fraction 17% for both 18.7 GHz and 37 GHz. The effects are a result of coherent wave interactions. At small volume fraction, incoherent scattering increases with concentration. The incoherent scattering rises to a peak with concentration. As the volume fraction further increases, coherent forward scattering increases at the expense of incoherent scattering. This saturation effect is more pronounced 18.7 GHz. At the higher frequency of 37 GHz, there are more incoherent waves created because of larger phase fluctuations associated with shorter wavelengths. When the volume fraction is less than 20%, the k s of NMM3D agree with k s QCA. However, for concentration of 30% and 40%, the difference between the k s (NMM3D) and k s (QCA) increases. Thus NMM3D depart from QCA at volume fractions higher than 20%.
Phase Matrices
[28] We next illustrate phase matrices. In the simulations, 2000 particles are put in a cubic box. The parameters used are: e p = 3.2e 0 , diameter = 1.2 mm and t = 0.1. In Figures 8, 9 , 10, and 11 we show the product of phase matrices with sin(Q) and normalized by k s . The reason for including the sin(Q) factor is because phase matrix contributes to scattering through the integration over solid angles and the sin(Q) factor is a part of the integrand. We show the phase matrices for volume fractions of 20% and 40% and at frequencies 18.7 GHz and 37 GHz. These results show the effects of increasing concentration and increase of frequencies. We compare the phase matrices of classical Rayleigh, QCA and NMM3D to examine the dependence of the phase matrices on the scattering angle Q. We also compare the magnitudes of cross polarization as exhibited by NMM3D. The presence of cross polarization in the phase matrix is a unique feature of NMM3D.
[29] In Figures 8a, 8b , and 8c, we show the normalized P 11 , P 22 , P 21 and P 12 , for fractional volume at 20% and frequency at 18.7 GHz. The classical Mie theory of P 22 has the familiar dipole type of pattern as exhibited in Rayleigh phase matrix [Chandrasekar, 1960] . Both the NMM3D and QCA have more forward scattering. We have tabulated some of the results in Table 3 . Note that the case of 18.7 GHz only has the box size of 1.3 l. Note that the phase matrix is obtained by subtraction of the coherent field from the total field and consists of incoherent field only. As the cube size increases, the coherent field will be more focused in the forward direction and the peak of NMM3D will shift toward Q = 0°. A limitation of NMM3D is the finite number of 2000 particles that are used. In contrast, analytical theory of QCA assumes an infinite number of particles. With the use of fast computation methods like SMCG and multilevel UV Tsang and Li, 2004] , we are working on the case of 20000 particles. We expect that as the number of particles increase in NMM3D, the results of the phase matrix will be in closer agreement with QCA. Nevertheless, the NMM3D results are closer to QCA than to classical theory. In Table 3 , we list the peak values at four frequencies of 18.7 GHz, 25 GHz, 30 GHz, and 37 GHz, and we note the shifting of the peak to smaller angles as frequency increases. We note that P 11 and P 22 are quite different for classical Mie theory. On the other hand, NMM3D shows closer characteristics between P 11 and P 22 due to coupling of dipoles. In the distorted Born approximation, the scattering phase matrices are related to the particles scattering T matrices and the Fourier transforms of the pair distribution functions. The simulated results are consistent with what are exhibited in distorted Born approximation. That can account for the oscillatory pattern of the phase matrices. In very dense media as in the sticky particle, this can be further complicated by coupling between the polarizations. Note that distorted Born approximation is an approximation while NMM3D is exact. Figure 8c shows the cross-polarization P 12 phase matrix. Note that cross polarization in scattering by a collection of spheres is a characteristic that is shown in NMM3D. On the other hand, QCA and classical Mie theory has zero cross polarization in phase matrix. In Table 4 , we compare the integrated values of copolarization and cross-polarization phase matrix. We note that the ratios are 54.4 and 17.4 for integrated P 11 to P 21 and integrated P 22 to P 12 , respectively. Note that these are only the ratios in the phase matrix. The cross-polarization backscattering can be much larger when the DMRT equations are solved. This is because DMRT equations contain the multiple-scattering effects for moderate to large thickness of snow depth.
[30] In Figure 9 , we show the results for f n = 20% and at 37GHz. We note the NMM3D results are in good agreement with the QCA results. This can be attributed to larger incoherent scattering at higher frequency and also a larger box of 2.6 wavelengths being used in the simulations. The increase of frequency also creates a larger cross-polarization ratio as indicated in Table 4 . We note that the ratios are 26.1 and 13.0 for integrated P 11 to P 21 and integrated P 22 to P 12 , respectively.
[31] In Figures 10 and 11 , we show the corresponding results at a higher concentration of 40%. We note that at higher concentrations, the NMM3D, QCA and classical Mie are in closer agreement. NMM3D and QCA are still in closer agreement than classical Mie. The cross polarization has further increased. The ratios are 32.6 and 25.0 for integrated P 11 to P 21 and integrated P 22 to P 12 , respectively, at frequency 18.7 GHz and 24.0 and 15.5 for integrated P 11 to P 12 and integrated P 22 to P 12 , respectively, at frequency 37 GHz.
[32] We have compared the similarity and the differences of the phase matrices calculated by different methods, i.e., classical Rayleigh, QCA and NMM3D. We now compare the NMM3D phase matrix with HUT and MEMLS. There exist other snow models, such as HUT [Pullianinen et al., 1999] and MEMLS [Matzler, 1987 [Matzler, , 1998 ]. In HUT snow models, the phase matrix has scattering only in the forward direction with delta function at Q = 0°. The MEMLS on the other hand uses the Rayleigh phase matrix with constant P 11 versus Q and P 22 proportional to cos 2 (Q). Comparing with HUT and MEMLS, we see that QCA-DMRT and NMM3D phase matrix exhibit properties in between HUT and MEMLS. NMM3D has scattering in other directions and not just in the forward direction as in HUT. For the same particle size, NMM3D and QCA-DMRT exhibit more forward scattering than that of the classical Rayleigh phase matrix in MEMLS and that of the classical Mie phase matrix.
Conclusion
[33] In this paper, we presented the NMM3D results. Although the theory of NMM3D has been developed in the past, however, it is important to have benchmark calculations for dense media. In this paper, this is the first time that NMM3D calculations have been reported for concentration higher than 20%. Previous NMM3D calculations for less than 20% show good agreement with QCA/DMRT. This paper is the first time that results of NMM3D show significant departures from QCA/DMRT for concentration larger than 20%. Also the paper provides phase matrix calculations in the 1-2 polarization frame for copolarization and cross polarizations. The computed phase matrices provide useful input to DMRT equations. Furthermore, the cross polarizations in the phase matrix for densely packed spheres are distinguishing features of NMM3D that are absent in classical Mie theory and QCA/DMRT. Benchmark calculations reported in this paper is a step toward eventually replacing QCA/DMRT with NMM3D. With both the extinction coefficients and scattering phase matrices simulated, the results can be directly used in conjunction with dense media radiative transfer theory to calculate brightness temperatures and bistatic scattering coefficients in microwave remote sensing. We have calculated scattering coefficients and phase matrix results up to 40% by concentration as shown in Figures 6, 7 , 10, and 11. To calculate cases with concentration than 40% require large CPU in simulating the particle positions. Presently we are studying alternative methods of generating random sticky particle positions.
