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ABSTRACT 
This paper describes a-dynamic micro-model of joint decision making of 
household with respect to migration decis.ions and work place relocation and 
commuting distance. The simultaneous structure among these dynamic decision 
processes is modelled taking into account commuting distance. The study of 
these interrelated decision processes is the subject of life course analyses, 
a method developed in demography, whereby multiple events in the life course 
of individuals and households are modelled simultaneously in continuous time. 
In this paper a slightly different approach is taken by studying joint 
decision processes of migration and work place relocation in the household. 
The paper concentrates on methodological aspects of these types of models and 
gives an empirical application in the Dutch context. The model is estimated 
using Dutch household panel data covering the period 1984 - 1987. The results 
show that commuting distance has an impact on the decision to change residence 
and on the decision to change job location. On average, households move closer 
to work when choosing a new place of residence, but contrary to expectations 
based on minimizing distance, a change of job results in an increase in the 
average commuting distance. 
A first draft of this paper was presented at the 30th European Congress 
of the Regional Science Association, in Istanbul, august 1990. A second draft 
was presented at the International Geographical Union workshop on quantitative 
modelling in Boston, november 4, 1990. 
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1. INTRODUCTION 
Traditionally, urban and regional models have included three subsystems: 
housing, work and transportation. { An important point of discussion has always 
been the causal interpre tation of the correlation between change of residence 
and change of workplace.1 In the original Lowry-type of models the choice of 
work location was always the initial decision of the household to locate 
somewhere in the city of region, given the workplace. The same mechanism is 
true for much of the urban economics literature (see e.g. Fuyita, 1989). On 
the micro level, behavioural models have been developed for residential 
relocation of households which have highlighted the importance of factors 
related to the life cycle, housing market and commuting distance, while for 
longer distance migration decisions the labour market plays an important role 
(Gleave and Cordey-Hayes, 1977) . Much less is known about the infulence of the 
huosing market on labour market processes. 
The impact of housing, work and transportation upon each other may change as 
the circumstances change. For example, if the efficiency of the transportation 
system decreases, (due to congestion or other factors) it is likely that, 
other things equal, households will move closer to work, or workers will look 
for a job closer to their homes. Or, if the housing market is very tight, and 
housing supply is insufficiënt for demand, longer commuting distances become 
normal, since it is not possible to relocate closer to work. Therefore, in 
certain circumstances, the housing or the labour market can become important 
instruments for reducing mobility. This is the case in many urban regions in 
Europe and America. 
Although the mutual effects of housing, work and transportation upon each 
other are generally recognized, it is f ar from easy to quantify the exact 
impact of the various forces at work. Until recently, causal research in this 
area has focussed primarily on one sector. There is a large literature on 
residential mobility (see Clark, 1982, or Clark and Van Lierop, 1986, for an 
overview) and the housing market (Van Wissen and Rima, 1988; Hooimeijer and 
Linde, 1988; Rouwendal, 1989). The analysis of labour market behaviour has 
developed especially in the U.S. (Heekman and Singer, 1985). Some work has 
been undertaken in a behavioural modelling approach to integrate more than one 
sector but often the lack of suitable micro-level data prohibited the 
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estimation of true behavioural models (see Anas, 1982, for an important 
example of this type of research) . Since the processes at hand are joint 
decisions taken by households over a long time span the data to support 
behavioural models should be longitudinal in nature in order to disentangle 
the causality structure among the joint decisions. Ideally, one would need to 
have event history data on the major events in the housing career, job career, 
transportation together with major conditioning factors such as the life cycle 
of the household. This is the area of life course analysis, a relatively new 
field of demography that tries to integrate the various events and decisions 
and events in the existence of individuals and households (Willekens, 1988). 
Panel data, while not offering all the information on timing of events and 
decisions, give another possibility to study the causal structure among joint 
household decisions in housing, work and transportation in time. 
In this paper a behavioural model is formulated and tested of household 
decisions in time of migration, workplace relocation and commuting distance. 
The model presented includes parameters to identify the impact of migration 
decisions upon workplace relocation decisions and vice versa. The decision 
to relocate is influenced by the length of the commuting trip while at the 
same time relocation decisions have an effect upon commuting distance. So, 
the two locational decisions have an immediate effect on the daily commuting 
pattern. The relative impact of commuting distance on both decision processes 
gives some insight into the major structural bottlenecks in the spatial system 
in reducing the current increase in mobility. The effect of the migration 
decision and the workplace relocation decision on commuting distance shows to 
what extent household and main workers in the household reduce their daily 
commuting distance as a result of relocation decisions. 
The paper is organized as f ollows. In section two the model is introduced and 
formulated. The estimation of the model requires some econometrie tools and 
this methodology is described in section three. The data used in the 
empirical estimation of the model are from a dutch household panel. These data 
will be described in section four. Next, in section five, the results of the 
model will be presented. The major conclusions and implications of the model 
will be given in the final section. 
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2. THE MODEL 
It will be convenient to introducé the notion of a latent variable, denoting 
the propensity, or intention to migrate, Y^, and the propensity, or intensity 
to change work location, Y2. These lat.ent variables themselves are not 
observable, but we observe dummy indicators Yx and Y2 that are linked to the 
latent variables by the following relation: 
Yx - 1 iff Yj > 0 
Yx = 0 otherwise (1) 
and 
Y2 = 1 iff Y2 > 0 
Y2 = 0 otherwise (2) 
The model developed is a structural model among the latent variables. The 
latent variables can be interpreted as differences in the Utilities attached 
to each of the alternatives: relocation and no relocation. Suppose a 
household f aces a decision whether to migrate or not. Each of the two 
alternatives has a utility, IF (move) and Us (stay) respectively. The 
household decides to move if U™ > Us, and stay otherwise. If we assume that 
utility U is composed of a representative part V and a random component e than 
we define the decision rule as: 
Migrate if V" + em > Vs + es 
which can be reformulated in: 
Migrate if V1 - Vs > es - em 
So, it is the difference in Utilities that is important. If V («• V™ - Vs) is 
larger than e (- es - em) the household will relocate. Thus we can specify 
the relation between observed relocation behaviour Y and utility as: 
Y - 1 iff V - e > 0 
Y - 0 otherwise (3) 
Comparing (1) or (2) with (3) reveales that the latent variable Y* is equal 
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to V - e. Moreover, if we assume that E(e) — 0 then we have 
E(YÏ) - E(Vi) and E(Y^) - E(V2) 
The relatiori between observed relocation behaviour and V is a probabilistic 
one. This is because e is a random variable and is unknown. Depending on the 
assumptions we make with respect to the distribution of the random term we 
arrive at a specific discrete choice model. If we assume a Standard normal 
distribution for e than the probit model results: 
Prob(Y - 1) = Prob( V > e) - $(V) (4) 
The propensity to relocate, or representative utility Vt of the migration 
process is assumed to be influenced by a number of factors: 
1. Household, dwelling and zonal characteristics (e.g. life cycle, room 
stress, environmental quality, zonal accessibility) 
2. Commuting distance 
3. Housing career (migration experiences and expectations) 
4. Job career (experiences in labour market) 
5. Housing supply 
Likewise, the intention to change job location is influenced by the following 
factors: 
1. Person and household characteristics 
2. Commuting distance 
3. Stage in the job career 
4. Housing career 
5. Job availability 
While it is extremely difficult to incorporate all these factors in one 
behavioural model, it is possible to focus on a limited set of factors and 
control for (most of) the other factors. This is the approach taken in the 
present model. It focusses on the joint interdependence of migration and 
workplace relocation decisions, taking into account a number of household and 
dwelling characteristics and commuting distance, as well as dynamic aspects 
of migration and job career. Commuting distance is a locational variable and 
the outcome of the locational decision processes in the housing market and the 
labour market. So, commuting distance and relocation decisions are mutually 
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related and should be treated jointly endogeneous. However, housing market 
and labour market influences are not included. To the extent that they remain 
constant over the observation period its effects are controlled for by 
decomposing the error structure in a time invariant and a true random part. 
This technique, known as random effects modelling, has gained importance with 
the increase in the number of panel studies in econometrics and related 
disciplines and will be described in the next section. To summarize, the 
model shows (1) the possible effects of changing job location and commuting 
distance on migration decisions, (2) the possible effects of household 
migration decisions and commuting distance on changing workplace, and (3) the 
effect of changing job and housing location on commuting distance. The general 
structure of the model is presented in figure 1. 
migrat ion 
4-
work 
relocation 
commuting 
distance 
Figure 1 Interactions among Migration, 
Work relocation and Commuting 
Distance 
Consider the following model: 
Yïit - aiYïi ,t-i + xlit£i + *iDlfc + 7iYzit + 7i,-iYzi,t-i + fu + e l i t , 
Y2it = "2^21,t-1 + X2it$2 + K2Dit + 72Ylit + 72,-]Tli,t-l + V2i + e2it> 
Dit = «aDi.t-i + TiYii.t-i + f2Y2i.fi + v i t 
(5a) 
(5b) 
(5c) 
where 
is the decision to migrate in the period between time t and time t+1, 
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with subscript i indicating the household and subscript t indicating 
the time 
Y2 is similarly defined as the decision to change workplace, 
Dit is commuting distance 
Xlf X2 are (overlapping) sets of exogenous variables characterizing the 
household, principal worker, dweiling, and zone of residence, as well 
as the selectivity variables Ax and A2 and a set of initial conditions 
variables 
Pi, P2 parameter vectors relating X to the endogenous variables 
alt a2,a3 are state dependency parameters relating previous relocation 
experience to current decision processes; a3 should be equal to 1. 
Ki, KZ are parameters denoting the influence of commuting distance on the 
intention to migrate and the intention to change work location 
7i, 72 are parameters describing the effect of a workplace relocation decision 
upon household relocation, and the effect of a household relocation 
decision on workplace relocation 
71,-1, 72,-1 a r e parameters describing the one year lagged effect of a workplace 
relocation decision in the previous year upon household relocation in 
the current year, and the lagged effect of a "• houéehoïd' relocation 
decision in the previous year upon workplace relocation in the current 
year 
£1, 5"2 describe the influence of a relocation decision on commuting distance 
rii, r?2 are time invariant factors, specific to the household, that represent 
unobserved influences on relocation decisions, such as -relatively 
stable- housing market and labour market characteristics, or other 
individual-specific unobserved and omitted variables, etc. 
elt, e2t are error terms with a bivariate normal distribution 
vit is the error term of the commuting distance equation. 
We assume the following distributions: 
E(elt) - E(e2t) - E(vt) - 0 , t-1, . . ,T (6a) 
W '
t
l i , for t-s; i,j-l,2 
E(eitejs) - ï (^ '«ij, fort-2,..,T; s-t-1; i,j-l,2, i*j (6b) 
0 otherwise 
E(vtvs) = v%, for t=s, and 0 otherwise (6c) 
E(vtel8) - E(vte2s) - 0, t,s=l T (6d) 
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E(rh) = E(ifc) - Eitijtiz) -O (6e) 
E(»7i»?i) " <*vi (6f) 
E(»72»?2) = w^2 (6g) 
EC^ it^ i) - E(elt»j2) - E(€2to»7i) - E(e2tr?2) = EOv^) 
- E(vti72) - O, for t=l,..,T (6h) 
Equations (5a) and (5b) are binary choice models of relocation decisions. The 
expected utility gain of the decision to relocate is indicated by a number of 
relevant X-variables, the history of the process through the state dependence 
parameter, commuting distance, the decision taken in the other choice process, 
and an unobserved factor. Commuting distance is influenced by its previous 
situation, a number of exogenous variables, and the outcome of the decision 
to relocate in the previous period. Note that we have the latent variables 
Yi and Y2 in equations (5a) and (5b), but the observed outcomes of the 
processes Yx and Y2 in equation (5c) . The coëfficiënt values ^ and f2 give 
the change in commuting distance due to migration and workplace relocation in 
the previous period respectively. A negative value indicates a decrease in 
commuting distance, a positive value indicates an increase in commuting 
distance after a relocation decision. The state dependency is restricted to 
only one time period. The length of the observation period is too short to 
allow lags of more than one time period. 
3. ESTTMATION 
The estimation of the parameters of the model involves using econometrie 
techniques that require some explanation. There are two main issues that need 
special attention here. First, the model is dynamic and requires panel data 
and panel techniques for estimation. Second, the model is a simultaneous 
equation system of mixed dummy and continuous dependent variables. Maximum 
likelihood estimation of these models involves the evaluation of a K-
dimensional normal integral, where K is the number of equations. Below we 
discuss a weighted least squares method that gives consistent and 
asymptotically efficiënt parameter estimates, based on the work of Browne 
(1982, 1984), and further developed by Muthén (1984), among others. 
The model has to be estimated using panel data on residential and workplace 
relocation and commuting distance. Panel data in general offer a number of 
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advantages over cross-sectional data for causal modelling (see e.g. Kessler 
and Greenberg, 1981; Davies and Pickles, 1985; Wrigley, 1987, Van Wissen and 
Meurs, 1989). An important feature of panel data is that it offers in 
principle the opportunity to distinguish causal effects from spurious 
correlation (see van Wissen and Golob., 1990, for an explanation and 
application in transportation modelling) and to control for omitted variable 
bias in the estimation of relevant causal effects. On the other hand, panel 
data are more complex than cross-sectional data and panel effects and panel 
attrition are likely to bias the results of analyses performed with the data. 
Fortunately, various methods exist that can correct for these types of biases 
(see e.g. Meurs et al., 1989 for an example or correcting for panel biases in 
modelling trip generation over time). The following panel issues are 
especially relevant here: 
1. Control for omitted variables characterizing -relatively stable-
housing market and labour market effects, as well as heterogeneity 
among households attributable to taste, habits and other omitted 
variables 
2. The possibly biasing effects of panel attrition and other selectivity 
processes generating the sample 
The first panel issue has been discussed in the context of residential 
mobility in detail by Davies and Pickles (1984, 1985), or Davies and Crouchley 
(1984, 1985). The essentials of the argument are as follows. The error term 
8 normally captures the effects of various disturbing factors, such as 
individual taste differences, omitted variables, specification errors etc. 
Suppose we observe the same process repeatedly over time. We then observe 
error terms 8it for each household i and time period t. If the model 
specification ignores certain persistent factors that influence the household 
decision in a similar fashion over time, we have correlated errors over time. 
If these unobserved factors are related to the observed variables the parame-
ters of the observed explanatory variables will be biased (omitted variable 
bias). Moreover, even with independent errors the estimates will be 
inefficiënt for linear models, and biased for non-linear models. If we could 
identify the time-invariant household-specifie component of the error term 
than it would be possible to control for these biases. If we assume the 
following decomposition of the error term: 
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then rii captures the effects of these time invariant factors, and 5it is a 
true random error component. With cross-sectional data it is not possible to 
identify rj, but with panel data this heterogeneity can in principle be 
estimated. In the last ten years or so a number of methods have been 
developed for identifying heterogeneity in discrete choice models. 
Applications in residential choice behaviour are the references cited above 
and Henderson and Ioannidis (1989), or Börsch-Supan and Pollakowski (1990). 
Much work has also been done in labour market dynamics (see e.g. Heekman and 
Singer, 1985, and the various contributions therein; Heekman, 1981; Heekman 
and Borjas, 1980). Here we identify the household specific factor as a time 
invariant latent error component in a simultaneous equation system that allows 
the identification of the variance of this component under the assumption of 
a normal distribution. This will be explained in the specification of the 
model below. 
The second problem related to the panel character of the data is the 
endogenous selectivity of the sampling rule and is of particular importance 
here. Not every household is willing to continue its participation in a panel. 
Of ten the cooperation in a one-time survey is difficult enough to obtain. In 
a multi-wave survey households drop out because of non-cooperation, or simply 
-and very important for the present purpose- because they move (see Kish, 1987 
for a detailed treatment of sampling in a panel context). This means that a 
panel to study migration has the problem of endogenous selection of the panel 
sample. We observe the relocation behaviour of only those households who 
continued their participation in the panel on multiple consecutive occasions. 
If continuing panel participation and non-migration are related (and they are) 
then we face a possible selectivity problem. Imagine a household initially 
in the panel. Given its observed characteristics it is likely that it will 
migrate in the next time period and consequently has a relatively high 
probability to drop out of the panel. However, due to some reasons, not known 
to the modeier, the household chooses not to migrate. Clearly, this household 
has a positive error term in the migration model. On the other hand one may 
think of a household with known characteristics that give it a low probability 
of migrating. The error term for this household would be negative if it 
migrates. If the probability of staying in the panel is higher for households 
who do not migrate, the likelihood of observing the first type of households 
(with positive error terms) is relatively high while that of observing the 
second type of households (with negative error terms) is relatively low. 
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Consequently, the expectation of the error terms is not equal to zero and 
selectivity bias is the obvious result. A second possible selectivity problem 
exists because we selected only those households with continuing participation 
in the labour force over. the whole observation period. This again creates a 
possible, although likely to be smaller, se.lectivity problem. If the decision 
to continue to work is related to decisions made with respect to job change, 
a similar bias may result. For example, it is possible that workers who 
become unemployed in the observation period are less mobile in the labour 
market than others. Consequently, the selected subsample would be more mobile 
than average and would show a higher rate of change of work than the 
population as a whole. This sample selectivity creates similar non-zero error 
distributions. 
Formally, the problem is that of observing a conditional error distribution. 
Suppose we define a variable I1 that indicates panel participation or 
attrition and I2 that defines continuing in the labour force or not, as 
follows: 
lïi - zn*i + u u (8a) 
I*z - Z2i02 + u2i (8b) 
where 
Ix = 1 and the household continues panel participation iff l£ > 0 
lx = 0 otherwise 
l2 = 1 and the main worker in the household continues to work in the 
observation period iff l2 > 0 
I2 = 0 otherwise 
Y-L and Y2 are observed only if Ix > 0 and I2 > 0. If we assume that ij and I2 
are not correlated then a simple two-stage procedure can be used to correct 
for selectivity bias. This procedure, as discussed in Maddala (1983) or 
Heekman (1979). The error of the migration model (5a) is observed conditional 
on the sample selection rule, which is u u > -Zuöi and u2i > -Z2i02. Thus we 
observe the conditional distribution: 
E ( e l i | u l i > -Zn*!, u2 i > -Z2i02) 
and similar for e2i. Standard results on truncated Standard normal 
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dis t r ibu t ions (see Maddala, 1983, p . 365) give the r e s u l t : 
è ( Z , J , ) è (Z,<0,) (9) 
E ( e u l u ^ - Z , ^ , u2 i>-Z2 i*2) - a u t ^ £ + a12 <£g£ 
where <7n is'the correlation between e^ and.ulf and o12 the correlation between 
e1 and u2. We expect ern, the error correlation between staying in the panel 
and migration, to be negative. The density and distribution function of the 
Standard normal variable are given by <f> and $ respectively. The fractions X1 
= <^ (Z1ö1)/i'(Z1ö1) and A2 = ^ (Z202)/$(Z202) are the links between the selectivity 
rules (8a) and (8b) on the one hand, and the relocation decision processes on 
the other. For estimation we proceed as follows: 
1. Estimate 8X and hence Ax from the panel participation model (8a) on the 
full initial panel using bivariate probit 
2. Estimate 62 and hence A2 from the work participation model (8b) using 
the respondents who remained in the panel 
3. Include Xx and A2 as regressors in equations (5a) and (5b) and estimate 
the regression parameters alx and CT12. These parameters, multiplied by -
1 can be interpreted as the correlations between the error terms of the 
sample selection equations (8a) and (8b) and the error terms in 
equations (5a) and (5c). This approach assumes independence between ux 
and u2. 
A separate problem in estimation is the occurrence of the choice variables 
both in its latent form Y\ and Y2 in (5a) and (5b) as well as in its observed 
form Y1 and Y2 in (5c). Since the structural equation system is block 
recursive, equation (5c) may be estimated separate form equations (5a) and 
(5b). We will first discuss estimation of (5a)-(5b), which have to be 
estimated jointly. Related to the panel character of the data, there is the 
problem of the multivariate normal distribution of the joint endogenous latent 
variables Yit and Y2t. t=l,2,3. Maximum likelihood techniques are in general 
not feasible in these circumstances and various procedures have been developed 
to cope with this problem. Here, a two-stage weighted least squares technique 
is used that only involves bivariate information on all pairs of variables. 
In order to explain the method of estimation, we reformulate the model given 
in equations (5a) and (5b) in a simultaneous equations form: 
Y •= rY + BX + e (10) 
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where 
Y - [Yilf Yzi, Yi2, Y22, Yi3, Y23, m, Iz)1' t n e (8x1) vector of 6 endogenous 
latent variables plus two random effects. This specification of the 
»7's as endogenous variables is merely a 'trick' to allow estimation of 
these effects by Standard moment estimator techniques 
T i s a ( 8 x 8 ) matrix containing the state dependence parameters a and the 
cross-effects 7 among the endogenous latent variables, with the 
following form: 
0 7 i 0 0 0 0 1 0 
7 2 0 0 0 0 0 0 1 
° i 72, -1 0 7 i 0 0 1 0 
1.-1 « 2 7 2 0 0 0 0 1 
0 0 a i 72,-1 0 7! 1 0 
0 0 7 i , - i Q 2 7 2 0 0 1 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
B is a (8 x M) matrix of regression coefficients of exogenous variables, and 
e = [en, e2ii €12> €22i ei3i €23> *?i> f2!1 i-s t n e vector of residual terms, with 
r)x and r\z the time- invariant random effects and covariance matrix fi. 
Q is a matrix with the following form: 
Q 
fi1 0 0 0 
n2-1 n 2 o o 
o o3-2 n 3 o 
0 0 0 Q" 
with Ü% of size (2x2), t-1,2,3, C (2 x 2) in the diagonal, and ü1^'1, 
t=2,3 with only one nonzero element, wil*-1» i-e- t n e lagged correlation 
between the two choices. fifc has elements w^k, j,k»l,2, and Ov is 
diagonal with the variances of the random effects: o>fll and w 2^. 
Not all structural parameters can be identified jointly. We cannot estimate 
the the cross-effects •y1, yz and •u>t2i jointly, and the same is true for 7it-i, 
72-! and W2it-1. Only two of these three parameters can be released in one 
model. This results in a series of related models with different 
interpretations. In particular, five alternative specifications can be 
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distinguished for the triplet 7lf 72, and w^i (and similar for the lagged 
terms 7i,-i, 72,-1 and wil6"1) : 
1. Independence: 7i = 72 = w2i = 0- This corresponds with.the hypotheses 
that the migration deelsion and the workrelocation decision are 
independent. 
2. Reciprocal causality: w = 0. In this variant the migration and the work 
relocation decision have a causal effect upon each other. 
3. Correlation: ry1 — 72 — 0. Here only correlated error terms are allowed, 
implying that the two decision are interrelated, but no causal ordering 
can be imposed. Both decisions are caused by other, unobserved events. 
4. Migration causes work relocation: y1 — w21 — 0. This corresponds to the 
hypothesis that there is a one-directional causal influence of the 
migration decision on the work relocation decision. 
5. Job-relocation causes migration: -y2 ~ w2i '~ '0- This model is the 
counterpart of model four, and specifies that job relocation triggers 
the migration decision. In fact, this is the underlying hypothesis of 
many urban and regional location models. 
By comparing the overall results of each of these models, the optimal model 
can be chosen given the data. This will be described in more detail in the 
empirical section. 
Estimation of (5a)-(5b) proceeds in two steps. First, the model is written in 
its reduced form: 
Y = n X + V (11) 
with 
n - (i - r)-1B (12) 
V = (I - D_1« (13) 
cov(v) - t - (i - r)_1 o (i - r)-1 T (14) 
The reduced form parameters are the regression parameters II and the 
covariances *. II can be estimated consistently using probit regressions. The 
covariance elements ^j k in * (which are correlations since the variances V*kk 
cannot be identified and thus are set equal to 1) are estimated with bivariate 
information only, using polychoric correlation coefficients of the underlying 
latent variables. Thus, as a result of the first step we have a set of 
estimated reduced form parameters II and $. These parameters are organized in 
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a vector s with asymptotic variance-covariance matrix W. It was shown by 
Browne (1982, 1984) that the classical theory of covariance structures could 
be generalized to arbitrary multivariate distributions under very mild 
assumptions. His method.leads to asymptotically distribution-free best GLS 
estimators. Therefore, a fitting function. of the following fora is appropri-
ate: 
F(0) - (s - a)T W"1 (s - o) (15) 
where o is a vector of functions of structural parameters and given by (11) 
and (13). The two-stage estimation procedure is implemented in the computer 
programs LISCOMP (Muthén, 1987) or LISREL7 (Jöreskog and Sörböm, 1986, 1989). 
In this application, LISCOMP was used. The value of F, multiplied by 2*N (N 
being the sample size) can be used to assess the model fit. Theoretically it 
should follow a x2-distribution with degrees of freedom equal to the number 
of sample statistics (the length of s) minus the number of f ree parameters in 
the model. However, this is seldom true in practice, and for large sampe 
sizes small deviations can easily result in "significant" differences between 
data and model. Therefore, for large sample sizes, other measures, based on 
F have been proposed. One approach that seems intuitively plausible, is to 
take the observed value of F (which is the weighted squared difference between 
sample statistics and estimated moment matrix) and calculate the hypothetical 
sample size N necessary to make the model just-fitting. If this hypothetical 
N is larger than 200 this indicates a reasonably good fit. Of course, the 
value of 2N*F is not the only measure to judge wheter the model is good or 
not. Detailed inspection of the coëfficiënt values and their corresponding t-
values is necessary, as well as the derivatives of the fitting function with 
respect to each of the constrained parameters. Finally, if the models are 
nested, the difference in fitting value between the two models is x2-
distributed with degrees of freedom equal to the difference in the number of 
degrees of freedom. This test is more valid than the x2~test f°r overall 
model fit. 
Estimation of equation (5c) is straightforward. This is a dynamic model of 
a continuous dependent variable, with a on-year lagged variable. If no change 
of adress or change of workplace is made, commuting distance should be the 
same as the previous year. So, a should be equal to 1 and all the variation 
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in D comes from a change of adress or job. OLS can be used to estimate the 
parameters. 
4. DATA 
The data used to estimate the model come from the Dutch Consumer Panel, 
conducted by Atwood and with a multipurpose design. For the present analysis 
data on housing needs and migration were collected on behalf of the Dutch 
Ministry of Housing in the years 1984 until 1988. Here we use information 
from the period 1984 to 1987. In the initial panel survey in 1984 a total of 
5046 households responded. Of these households, 2733 remain in the panel 
until 1988. Out of these 2733 households 2513 had valid responses on all 
relevant variables, of which 1172 had a main worker who remained in the labour 
force during all occasions. These 1172 households were used in the estimation 
of the dynamic model. Yearly time intervals are used between 1984 and 1987. 
In each time interval, a relocation decision is reported if the household 
moved in the year following the survey. So, if the household moved between 
1984 and 1985 the migration indicator for 1984 is one, and zero otherwise. In 
migration no distinction is made between residential mobility and migration. 
For workplace relocation, due to data limitations we could only tracé inter-
urban changes in workplace. Thus, many moves over small distances are not 
considered here. Another major variable is commuting distance. Using the 
grid coordinates of the place of residence and the workplace we calculated the 
straight line distance between the city of the home and work location. The 
straight line distance can be used as a proxy for road distance (up to a scale 
factor, which is in the Netherlands approximately 1.3, with small zonal 
variations). This is somewhat inaccurate but the bias from this inaccuracy 
is likely to be small. A more serious problem is the determination of 
distances when work and home are in the same city. This is a typical example 
of a censored distribution of commuting distances. All distances that do not 
cross a city boundary are not measurable. By using a tobit transformation an 
estimate was made of the intra-urban distance (see e.g. Maddala, 1983). A 
number of variables were available to describe the household (size, age of 
members) and dweiling (e.g. rooms, owner/renter) as well as a number of 
economie variables (income, housing costs). 
In addition to the data pertaining to the period 1984-1988 a number of 
retrospective variables were available, viz. migration decisions in the period 
17 
1983-1984, duration of stay up to 1984, and previous household and dweiling 
characteristics. These variables were used to specify the initial conditions. 
5. EMPIRICAL RESULTS 
In this section the results of the model estimation will be presented. First, 
the results of the panel participation model (8a) and the work-participation 
model (8b) will be given. This gives insight into the non-random character 
of the sample selection rules and is a necessary step to calculate the 
selectivity variables discussed in the previous section. Next, the 
estimation results of (5a) and (5b) will be given. After a discussion of the 
results of this basic model some alternative specifications will be proposed 
and these results will be discussed as well. Third, the results of the 
estimation of (5c) will be presented. 
Dependent variable Attrition: 0= drop out of panel 
1 = stay 
estimate t-value 
Constant -0.130 -1.916 
Age: 
18-29 (rel) 
30-44 0.174 2.957 
45-64 0.289 4.848 
65+ 0.086 1.227 
Region: 
3 largest cities -0.198 -4.250 
other regions (rel) 
Social class: 
A-high (rel) 
middle high 0.086 1.296 
middle lower 0.064 1.063 
lower 0.112 2.011 
lowest 0.198 2.481 
JC(0) 6960.2 
m 6902.2 df 8 
N 5046 
Table 1 Estimation results of attrition model eq. (8a) 
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Consider first equation (8a). This specifies the probability of staying in 
(It — 1) or dropping out of (11 — 0) the panel. Standard bivariate probit 
regression was used and the results are given in table 1. Three variables are 
related to continued panel participation: age of the head of the household, 
region of residence and social class. 
Dependent variable Work participation: 0 = drop out 
1 = stay in work force 
Constant -0.005 
Age of head 
18-29 (ref) 
30-44 -0.151 
45-64 -1.497 
65+ -3.782 
Household 
composition: 
singles (ref) 
w. children 0.334 
2 pers. no child. 0.676 
Regions: 
Amsterdam (ref) 
The Hague -0.111 
Rotterdam 0.090 
Othr Rimc'rty 0.280 
North 0.143 
Middle 0.040 
South 0.242 
Education: 
low (ref) 
lower middle 0.299 
upper middle 0.718 
high 0.507 
Age * hh comp. 
interaction: 
30-44* 
w.child. 0.495 
2 p. no child. 0.200 
45-64* 
w.child 1.218 
2 p. no child. 0.063 
65+ * 
w.child -0.463 
2 p. no child 0.071 
estimate t-value 
-0.021 
-0.556 
-6.093 
-4.216 
1.460 
2.613 
-0.557 
0.506 
1.942 
0.910 
0.273 
1.670 
4.142 
5.342 
6.006 
1.648 
0.552 
4.336 
0.208 
-0.096 
0.072 
Table 2 Estimation r e su l t s of work pa r t i c ipa t ion model 
eq. (8b) 
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These results are not surprising in the Dutch context. The youngest age group, 
18-29 has in general the lowest willingness to participate in surveys, and 
this extends to multiple surveys in panels. Only retired households do not 
differ significantly from the youngest age group in participation rate. 
Second, it is well known that surveys in the larger cities have a much lower 
response rate and this is reflected in these results. Finally, there is a 
strong relation between attrition and social class. The two lowest social 
classes tend to have a much higher participation rate than the upper social 
classes. Further analyses did not indicate that this is due to education (not 
significant) or income. The model as a whole gives only a marginal improve-
ment over the null-model, indicating attrition with a highly random element 
with respect to social and economie background characteristics of households. 
The work selection model (8b) results are reported in table 2. Age, household 
composition, region of residence and education are the main variables 
determining continuing participation in the labour force. With increasing 
age, households tend to drop out of the labour market more frequently, 
although there is an important interaction effect with household composition. 
For the age groups between 30 and 64, having a family with children increases 
the probability of remaining in the labour market. In general, couples 
without children have a high participation rate. There are some regional 
differences with respect to work participation as well, with the larger cities 
on the low side and the rest of the Rimcity and the south on the high side. 
Finally, more schooling implies a higher participation rate. The change in 
log-likelihood indicates a fairly good fit. 
Next, we discuss estimation of the model (5a)-(5b). Alternative 
specifications were tested regarding the nature of the linkages among the 
migration and work relocation decisions. The final set of regressor variables 
used in these models include: 
commuting distance 
duration of stay up to the first time period 
changed residence or not in year prior to the first time period 
tenure type (buy-0, rent=l) of the dwelling 
housing type (single familly unit=0, appartment/flat=l) 
panel participation selectivity term 
work participation selectivity term 
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Model Hypothesis a± M 
1 Independence 208.41 50 
Models without iaaaed terms: 
2 Reciprocal causality 176.76 48 
3 Correlation 176.02 49 
4 Migration causes work 185.91 49 
relocation 
5 Work relocation causes 177.44 49 
migration 
Models includina Iaaaed terms: 
6 Reciprocal causality 164.26 46 
7 Correlation 168.84 47 
8 Migration causes work 171.86 48 
relocation 
9 Work relocation causes 177.44 48 
migration 
Table 3 Results of alternative specifications of 
the interactions between migrtion and 
work relocation decisions 
A range of other exogenous variables was tried as well. However these 
estimates were not significant. These included: age of the head, household 
composition, household income, social class, zone of residence, and room 
stress. The final set of regressors is quite small and it includes two 
initial conditions variables (duration of stay and moved or not in last year) , 
two variables defining the dwelling type, two selectivity terms and commuting 
distance. A range of models was estimated and the overall results are given 
in table 3. Model 1 is the base line model: here independence is assumed 
between migration and work place relocation. Models 2 to 5 specify four 
different types of interaction between migration and work place relocation 
without lagged interaction terms. The same types of interaction, but now 
including the lagged effects, are specified in models 6 through 10. First we 
note that the hypothesis of independence cannot be maintained. The x2-value 
of 208.441 with 42 degrees of f reedom is much worse than any of the other 
models including some form of interaction. It is also clear that the models 
6 through 10, including the lagged cross-effects perform significantly better 
than the models without lagged terms. Model 6 and 2 are nested, so the 
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difference in x2-value of 12.50 can be compared with the theoretical x2"value 
with 2 degrees of freedom of 5.99. From this it can be concluded that model 
6 gives a significantly better fit than model 2. A similar conclusion can be 
drawn for models 7 and 8 compared to 3 and 4. Of the models including lagged 
cross-effects, model 6 performs best. Models 6 and 8 and 6 and 9 are nested 
and the difference in x2-value ±s significant. Model 6 and 7 are not nested 
but the difference of 4.58 is large enough to choose model 6 as the superior 
on 
model. 
Table 4, column 1, presents the results of the estimation of the parameters 
of model 6, given by equations (5a)-(5b). There are two types of effects 
among the endogenous variables: state dependence and cross-effects. State 
dependence exists if the previous state of the process is important in 
determining the current outcome of the process. This is the case for work 
relocation, but not significantly for migration. It is well known that 
failure to account for heterogeneity (the random effects in our model) may 
result in spurious state dependence (Heekman (1981); Davies and Pickles, 
1985). However, here both state dependency and 
heterogeneity parrameters have been specified. For work relocation the random 
effect is significant, but the state dependence parameter has a t-value of 
1.257. In the migration equation both parameters are insignificant. Two 
alternative, more restricted models were tried: model 6a, without the random 
term for migration (ri1 constrained to 0) and model 6b, without state 
dependence (ax constrained to 0). The results are also given in table 4. In 
model 6a the state dependence parameter is constrainde to zero and the random 
effect of migration becomes highly significant. The reverse happens in model 
6b, so a clear choice between these competing models is difficult. Other 
researchers have found evidence of state dependence in migration decisions, 
but not in residential mobility (Davies and Pickles, 1985; Davies and 
Flowerdew, 1990), and unobserved heterogeneity turned out to be an important 
element in these models as well. Since it is difficult to choose among model 
6a and 6b, we will discuss the results of the estimation of model 6 that 
includes both submodels. Fortunately, in terms of the other parameter 
estimates there is not much difference. In job relocation we find a clear 
heterogeneity component, which accounts for more than one third of the total 
variance (the total variance of the probit variable is 1, and the random 
component has value 0.35 in model 6). The estimated cross-effects show some 
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Parameter Model 6 Model 6a Model 6b 
State dependence coeff. t-value coeff. t-value coeff. t-value 
a1 Migration 0.155 (1.181) (constrained) 0.242 (5.159) 
a2 Work change 0.111 (1.257) 0.094 (1.123) 0.118 (1.339) 
Cross-effects 
7, Work to Migr. 0.288 (2.200) 0.253 (1.850) 0.284 (2.293) 
72 Migr. to Work. -0.078 (-0.583) -0.042 (-0.316) -0.077 (-0.580) 
7 1 r 1 Work to Migr. -0.002 (-0.025) 0.057 (1.232) -0.029 (-0.439) 
72-1 Migr. to Work. -0.159 (-3.304) -0.140 (-3.517) -0.169 (-3.474) 
Re'aression effects 
To Miaration 
pu Panel participation -0.873 (-1.619) -0.901 (-1.543) -0.869 (-1.741) 
/?12 Work selection -0.330 (-1.975) -0.374 (-2.033) -0.310 (-1.987) 
013 Duration of 
stay t=1 -0.038 (-2.836) -0.036 (-2.716) -0.039 (-2.987) 
t=2 -0.028 (-2.549) -0.033 (-3.118) -0.025 (-2.426) 
t=3 0.005 (0.342) -0.003 (-0.272) 0.009 (0.786) 
/314 Moved in t=0 -0.011 (-0.058) 0.029 (0.152) -0.022 (-0.117) 
/?15 Commuting Dist. 0.071 (2.350) 0.088 (2.764) 0.065 (2.352) 
pi6 Tenure* 0.439 (4.892) 0.496 (5.619) 0.406 (5.488) 
/317 Housing type** 0.264 (2.795) 0.303 (3.011) 0.241 (2.775) 
To Work relocation 
£21 Panel participation 0.213 (0.330) 0.054 (0.084) 0.232 (0.362) 
j322 Work selection -0.282 (-1.838) -0.289 (-1.883) -0.276 (-1.809) 
023 Duration of 
stay t=1 -0.034 (-2.888) -0.032 (-2.775) -0.034 (-2.912) 
t=2 -0.020 (-1.698) -0.018 (-1.532) -0.021 (-1.762) 
t=3 -0.020 (-1.808) -0.019 (-1.749) -0.021 (-1.860) 
/324 Commuting Dist. 0.117 (5.145) 0.111 (4.769) 0.118 (5.300) 
Random effects 
j?1 Migration 0.079 (0.668) 0.225 (4.789) (constrained) 
T)1 Work relocation 0.350 (2.982) 0.357 (3.124) 0.341 (2.946) 
X' 164.26 167.27 165.02 
df 46 47 47 
P(x«) 0.00 0.00 0.00 
Table 4 Estimation results of the dynamic migration and work relocation model 6 
(eq. (5a)-(5b) and two variants (* 0-buy, l-rent; ** 0=single family 
unit, 1-appartment, flat) 
interesting features. First, instantaneous effec of work upon migration is 
positive. So, a change of job has an immediate effect on the propensity to 
migrate. The lagged term is not significant. The reciprocal effect form 
migration to work is also important. Here, no instantaneous effect can be 
found (it is negative but not significant), but there is a strong negative 
effect of migration on the decision to change job in the following year. Once 
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a household relocation decision is taken, there is a low incentive to change 
job in the next period. So, job relocation triggers migration, which in turn 
has a diminishing effect on the likelihood of changing work in the near 
future. 
The regression parameters /?u, /31Z, $z\ and /J22 a r e correction terms for the two 
selection processes described earlier. The parameter /3U (£21) c a n D e 
interpreted as the error correlation between migration (work relocation) and 
staying in the panel. For migration the coëfficiënt value is indeed very 
large (-0.873) but with a large Standard error (t-value -1.619). The 
correlation with work relocation is much lower, and not significant. Two 
other variables, duration of stay and movement in the year prior to the 
survey, with parameters fil3, f3Z3 and /?14, are only included to control for 
possible initial conditions problems (although this is only an instrumental 
approximation). Migration in the year prior to the survey is not significant, 
which is in line with the insignificant results obtained for state dependence 
in migration) and duration of stay, with time specific coefficients, is 
generally negative, implying that the propensity to relocate diminishes with 
increasing duration of stay. The same is true for the propensity to change 
job as a result of duration of stay. 
Commuting distance is an important variable both for migration and work 
relocation decisions. Both coefficients are positive and significant. The 
influence of commuting distance on the probability of changing work is about 
50 percent higher than for changing residence. Finally, the two housing type 
variables1 are highly significant and have the right sign. Renters are much 
more likely than owner-occupiers to migrate, and households in appartments or 
flats have a higher mobility than households occupying a single family unit. 
The final part of the model is equation (5c). Table 5 gives the estimates of 
two variants. As pointed out bef ore, the theoretical value of ap is 1, since 
in the abscence of a relocation of house of work, commuting distance should 
be the same. 
1
 variables specified at their t-1 values; due to extreme high 
multicollinearity within each of these variables over time it was not possible 
to include time specific tenure and housing type variables in the model. 
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Parameter «3 = 1 «3 tree 
coeff. t-value coeff. t-value 
Constant -0.006 • -0.467 0.111 8.115 
n 
a3 Commuting dist. t-1 1 - -0.175 -19.105 
T, Migration -0.039 -0.669 -0.068 -1.208 
f1a Interurban migration -0.733 -6.792 -0.563 -5.454 
f 2 Work relocation 0.300 6.044 0.428 8.692 
R' 0.026 0.118 
Standard error 0.720 0.685 
Table 5 Estimation results of dynamic commuting distance model 
eq.(5c) 
However, due to response and other measurement error this is not completely 
true. By releasing the a-parameter these effects can be captured. There are 
sorae differences between the two models in terms of the magnitude of the 
effects, but not in terms of the implications of the results. The 
significance of the a3 parameter in the second model forces us to reject the 
first model. Note that we have included two migration dummies: Migration is 
similar to the variables used throughout the entire analysis. The other 
selects interurban migrations from all housing relocations. This is the only 
significant variable of the two, implying that a housing relocation in itself 
has no effect, but only interurban migrations have a diminishing effect on 
commuting distance. Taking into account the scale of the commuting distance 
variable we find that an interurban migration on average reduces the commute 
with (5.62 + 0.68= 6.30 kilometres. Surprisingly, the opposite is true for 
a work relocation. We have already found that a long commuting distance 
increases the probability of changing the work location. However, the 
parameter value of f2 *-s positive, which means that a change of job will, on 
average, increase the distance between home and work. The value of the 
parameter indicates that this average increase is 4.28 kilometres. 
Apparently, increased mobility in the labour market outweights increased 
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mobility in transportation. Workers value a better job higher than the 
resulting costs in terms of commuting. But, if we connect these results with 
the results of the estimation of the job and migration decision process, 
thj ings can be put in more perspective. We have found that the j ob relocation 
process triggers a migration decision, but not vice versa. So, initially the 
principal worker in the household finds a new job. This will of ten lead to an 
increase in commuting distance. Based on this, the household may decide to 
migrate closer to work, to reduce the commuting costs. If the decision to 
migrate is taken, it will have a reducing effect on job mobility. So, 
basically in this model initially the housing market follows the labour market 
to some extent, but with a conditioning effect on job mobility in the future. 
It is as if the household is willing to comply once with the need to live 
close to work, but after they have decided to do so, restrict new job moves 
that might create the need for yet another housing relocation. 
In the next section the results of the model fit will be discussed and 
evaluated. 
6. CONCLUSIONS 
In this paper as dynamic model of joint decision making of household migration 
and workplace relocation has been presented. The model links three elements 
at the micro-behavioural level that play a key role in macro level regional 
models: household relocation, work relocation and transportation. In 
particular the model identified the linkages between the decision to move of 
the household and the decision to change work location, taking into account 
the effects of commuting distance, and the effect of a relocation decision 
upon commuting distance. The decision to migrate and the decision to change 
work location turn out to be highly interrelated. The results indicate that 
in general work relocation is a trigger to migration (as is assumed in most 
macro level location models), but migration, in turn, has a reducing effect 
on work relocation in the future. The model indentifies a one year time lag 
in this respect. Commuting distance affects both the migration decision and 
the work relocation decision. Migrating households move indeed closer to 
work. However, transportation does not seem to play an important role in 
choosing a new job location. On average, people find a new job on a greater 
distance from home. So, a high mobility in the labour market is associated 
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with a high mobility in transportation, but a high mobility level in the 
transportation sector seems to be the consequence of finding a better job, and 
not the cause of choosing a job closer to home. Households adjust their place 
of residence as a consequence of high costs in the transportation sector, but 
not continuously so: once a move has .been made job mobility reduces 
significantly in the next period. Given the length of the observation period 
lags of more than one year could not be discerned. 
The expectations concerning the interrelations among the variables studied, 
as depicted in figure 1 have been partially rejected. We anticipated a two-
way positive effect between migration and work place relocation but we found 
a negative (lagged) impact of migration upon work change. Second, it was 
hypothesized that workers who change their place of work take into account 
travel distance to work in their relocation decision. We found, on the 
contrary, that workers have a longer commute after a change of work. These 
results are interesting and shed some new light on the nature of the complex 
spatial decision processes that households make with respect to housing, work 
and transportation. It is clear however, that these results are not the final 
answer in this matter. Extensions to more realistic, but at the same time 
more complex analyses are not difficult to imagine. We have only been able to 
unravel some of the short term dynamics of the process. Migration and work 
decisions are usually taken for a longer time period than the observation 
period in this study. Using such a longer time period might answer questions 
regarding the exact length of the lags between housing and labour market 
decisions. For instance, it is important to know whether the negative lagged 
effect of migration on job change is only a short term (one year or so) pheno-
menon, or does is extent over a longer time horizon. In the latter case it 
would be necessary to extend models of job mobility with migration indicators. 
Another research area could be the addition of detailed geographical 
information to the models of housing and job relocation. The present study 
shows that the linkages between the housing market, labour market and the 
transportation sector are complex and as yet only partially understood. The 
study of the simultaneous nature of these phenomena is interesting, both from 
a methodological viewpoint and from a theoretical perspective. 
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