There are three classical divergence measures exist in the literature on information theory and statistics. These are namely, Jeffryes-Kullback-Leiber [5, 6] J-divergence. Sibson-BurbeaRao [1] Jensen-Shannon divegernce and Taneja [9] arithemtic-geometric mean divergence. These three measures bear an interesting relationship among each other and are based on logarithmic expressions. The divergence measures like Hellinger discrimination, symmetric χ 2 −divergence, and triangular discrimination are also known in the literature and are not based on logarithmic expressions. Past years Dragomir et al. [3] , Kumar and Johnson [7] and Jain and Srivastava [4] studied different kind of divergence measures. In this paper, we have presented some more new divergence measures and obtained inequalities relating these new measures made connections with previous ones. The idea of exponential divergence is also introduced.
Introduction
Let Γ n = P = (p 1 , p 2 , ..., p n ) p i > 0,
be the set of all complete finite discrete probability distributions. For all P, Q ∈ Γ n , below we shall consider two groups of divergence measures.
• First Group
and
• Second Group
We observe that the measures appearing in first group are already known in the literature. The first three measures ∆(P ||Q), h(P ||Q) and Ψ(P ||Q) are respectively known as triangular discrimination, Hellingar's divergence and symmetric chi-square divergence. The measures K 0 (P ||Q) and F (P ||Q) are due to Jain and Srivastava [4] and Kumar and Johnson [7] respectively. The measure B 1 (P ||Q) appearing in the second group is due to Dragomir et al. [3] . Other five measures appearing in the second group are new. The measures (3), (9) and (10) are very much similar to each other and the other eight measures are also similar to each other. The measures (6)- (11) can be written in terms of the measures (1)- (5) . See the expression (28).
Classical Divergence Measures
All the above eleven measures are without logarithmic expressions. There are three classical divergence measures known in the literature on information theory and statistics are J-divergence, Jensen-Shannon divergence and Arithmetic-Geometric mean divergence given respectively as
I(P ||Q) = 1 2
We have the following inequalities [10, 11] [4], [7] among the measures (1)- (5) and (12)-(14). 1 4 ∆(P ||Q) I(P ||Q) h(P ||Q) 1 8 J(P ||Q) T (P ||Q)
Some recent applications of Jensen's difference (refeq13) can be seen in Sachlas and Papaioannou [8] .
Exponential Divergence
For all P, Q ∈ Γ n , let consider the following general measure
, t = 0, 1, 2, 3, ...
When t = 0, we have the same measure as given in (4) . When t = 1, we have K 1 (P ||Q) = B 1 (P ||Q). When 2t + 1 = k, it reduces to one studied by Jain and Srivastava [4] . We can easily check that the measures K t (P ||Q) are convex in the pair of probability distributions (P, Q) ∈ Γ n , t = 0, 1, 2, 3, ...
Let us write
The expression (17) leads us to following exponential divergence
The eight measures appearing in the inequalities (15) admits many nonnegative differences. Here our aim to obtain inequalities relating these measures arising due to nonnegative differences from (15). Also our aim is to bring inequalities among the six measures B 1 (P ||Q) to B 6 (P ||Q) and then again study their nonnegative differences. Aim is also to connect the first four terms of the series (17) with the known measures. Frequently, we shall use the following two lemmas. Lemma 1.1. If the function f : [0, ∞) → R is convex and normalized, i.e., f (1) = 0, then the f-divergence, C f (P ||Q) given by
is nonnegative and convex in the pair of probability distribution (P, Q) ∈ Γ n × Γ n . Lemma 1.2. Let f 1 , f 2 : I ⊂ R + → R two generating mappings are normalized, i.e., f 1 (1) = f 2 (1) = 0 and satisfy the assumptions: (i) f 1 and f 2 are twice differentiable on (a, b); (ii) there exists the real constants α, βsuch that α < β and
then we have the inequalities:
The first Lemma is due to Csiszár [2] and the second is due to author [10] . Some interesting properties of (19) see Taneja and Kumar [12] .
Convexity of Difference of Divergences
The inequalities given in (15) admit 28 nonnegative differences. Convexity of some of these differences is already studied in Taneja [11] . Here we shall study convexity of the differences connected with new measures K 0 (P ||Q) and F (P ||Q). We can easily check that in all the cases f (·) (1) = 0. According to Lemma 1.1, it is sufficient to show the convexity of the functions f (·) (x), i.e., to show that the second order derivative of f (·) (x), i.e, f ′′ (·) (x) 0 for all x > 0. We shall do each part separately. Throughout, it is understood that x > 0.
We can write
where
This gives
(xii) For D F I (P ||Q): We can write
.
Remark 2.1. In view of above expressions we can relate the measures of group 2 in terms of measures of group 1 as
, and B 5 (P ||Q) = 16D ΨK 0 (P ||Q). The measures B 2 (P ||Q) and B 6 (P ||Q) can also be written as B 2 (P ||Q) = 4D h∆ (P ||Q) and B 6 (P ||Q) = 16D Ψ∆ (P ||Q).
Sequences of Inequalities
The expression (15) admits 28 nonnegative differences. Some of these differences are already studied in Taneja [11] . Here we shall consider only those connected with the measures K 0 (P ||Q), Ψ(P ||Q) and F (P ||Q). Based on these differences the following theorem hold:
Theorem 3.1. The following sequences of inequalities hold:
where, for example,
Proof. All the measures appearing in the inequalities (21) can be written as (19), where we can easily check that all these differences are convex functions in the pair of probability distribution (P, Q) ∈ Γ n × Γ n . We shall make use of the Lemma 1.2 and shall do each part separately.
For all x > 0, x = 1, let us consider the function
Calculating the first order derivative of the function g T ∆ K 0 ∆ (x) with respect to x, x > 0, one gets
In view of (23) we conclude that the function g T ∆ K 0 ∆ (x) is increasing in x ∈ (0, 1) and decreasing in x ∈ (1, ∞). Also we have
By the application of (20) with (24) we get the required result.
From the above proof we observe that it sufficient to get the expressions similar to (23) and calculate the value of β as given in (24). For the other parts below we shall avoid all these details. We shall just write the expressions similar to (22), (23) and (24). Then applying the Lemma 1.2, we get the required result. Throughout, it is understood that x > 0, x = 1.
(ii) For D hI (P ||Q)
We have
and 
We have 
Combining the parts (i)-(xix) we complete the proof of the theorem.
Unified Inequalities
In [11] , the author studied the following inequalities based on the first part of expression (15):
Combining the above inequalities given in (21), (25) and (26), we get following unified result:
Inequalities among New Divergence Measures
From the inequalities appearing in (24), we observe that the measures (6)- (11) bear the following relation
i.e.,
The expression (28) admits 15 nonnegative differences. These are as follows:
Theorem 4.1. The following inequalities hold:
Proof. We shall prove the above theorem in parts. Following the similar lines of part (i) of Theorem 3.1, it is sufficient to write in each case, the expressions similar to (22)-(24). The rest part of the proof follows by the application of Lemma 1.2.
(ii) For L 1 (P ||Q)
Combining the parts (i)-(iii), we get the proof of (28). 
3   15x 6 + 30x 11/2 + 78x 5 + 126x 9/2 + +145x 4 + 164x 7/2 + 36x 3 + 164x 5/2 + +145x 2 + 126x 3/2 + 78x + 30 Combining the parts (iii)-(xiv) we get the proof of (b). Finally, the parts (i)-(xiv) completes the proof of the theorem.
Relationships with the Terms of Exponential Divergence Series
In this section we shall relate the first four terms of the series (17). 
and L 4 (P ||Q) ≤ 1 32768
Proof. We shall use the same arguments as of Theorem 3.1 to prove this theorem.
(i) For L 5 (P ||Q) ≤ 
(ii) For L 4 (P ||Q) ≤ Remark 4.1. After simplifications, we have following relations with the first four terms of the exponential divergence series:
1 4 Ψ(P ||Q) + ∆(P ||Q) K 0 (P ||Q) + 1 128 K 2 (P ||Q)
8T (P ||Q) + 3 256
and 1 2 Ψ(P ||Q) + 32h(P ||Q) 2∆(P ||Q) + 4K 0 (P ||Q) + 1 1024 K 3 (P ||Q) 5K 0 (P ||Q) + 1 1024 K 3 (P ||Q).
The expression (33) relates the measures K 0 (P ||Q) and K 1 (P ||Q). The expression (34) relates K 0 (P ||Q) and K 2 (P ||Q) and the expression (35) relates K 0 (P ||Q) and K 3 (P ||Q) with the other known measures.
