The sum and the product of two quadratic matrices by Pazzis, Clément de Seguins
ar
X
iv
:1
70
3.
01
10
9v
2 
 [m
ath
.R
A]
  4
 Ju
l 2
01
7
The sum and the product of two quadratic matrices
Cle´ment de Seguins Pazzis∗†
July 20, 2018
Abstract
Let p and q be polynomials with degree 2 over an arbitrary field F.
In the first part of this article, we characterize the matrices that can
be decomposed as A+B for some pair (A,B) of square matrices such that
p(A) = 0 and q(B) = 0. The case when both polynomials p and q are split
was already known [4, 13, 14]. In the first half of this article, we complete
the study by tackling the case when at least one of the polynomials p and
q is irreducible over F.
In the second half of the article, we use a similar method to characterize,
under the assumption that p(0)q(0) 6= 0, the matrices that can be decom-
posed as AB for some pair (A,B) of square matrices such that p(A) = 0
and q(B) = 0.
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1 Introduction
1.1 Basic notation and concepts
Let F be an arbitrary field and F be an algebraic closure of it. We denote by
char(F) the characteristic of F. We denote by Mn(F) the algebra of all square
matrices with n rows and entries in F, and by In its unity. The similarity of
two square matrices A and B is denoted by A ≃ B. We denote by N the set
of all non-negative integers, and by N∗ the set of all positive ones. Given a
polynomial p ∈ F[t], we denote by Root(p) the set of all roots of p in F, and, if
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p is non-constant and monic with degree n, we denote by tr(p) the opposite of
the coefficient of p on tn−1, which we call the trace of p.
An element of an F-algebra A is called quadratic when it is annihilated by
a polynomial of degree 2 of F[t]. Basic special cases of such elements are the
idempotents (a2 = a), the involutions (a2 = 1A) and the square-zero elements
(a2 = 0). Given an element a of an F-algebra A together with a polynomial
p ∈ F[t] with degree 2 such that p(a) = 0, we set a⋆ := (tr p) 1A − a, which
we call the p-conjugate of a, and we note that aa⋆ = a⋆a = p(0)1A (in this
notation, the polynomial should normally be specified because of the possibility
that a be a scalar multiple of 1A, but it will always be clear from the context).
Note that if p is irreducible then a and a⋆ are its roots in the quadratic extension
F[a].
The following basic result will be used throughout the article so we state it
and prove it right away.
Lemma 1.1 (Basic Commutation Lemma). Let p and q be monic polynomials of
F[t] with degree 2. Let a, b be elements of an F-algebra A such that p(a) = q(b) =
0, and denote respectively by a⋆ and b⋆ the p-conjugate of a and the q-conjugate
of b. Then, a and b commute with ab⋆ + ba⋆.
Note also that
ab⋆ + ba⋆ = tr(q) a+ tr(p) b− (ab+ ba) = a⋆b+ b⋆a.
Proof. On the one hand
(ab⋆ + ba⋆)a = ab⋆a+ p(0)b,
and on the other hand, ab⋆ + ba⋆ = b⋆a+ a⋆b, whence
a(ab⋆ + ba⋆) = a(b⋆a+ a⋆b) = ab⋆a+ p(0)b.
Thus, a commutes with ab⋆ + ba⋆. Symmetrically, so does b.
1.2 The (p, q)-sums problem
Let p and q be monic polynomials of degree 2 over F. An element x of an
F-algebra A is called a (p, q)-sum (respectively, a (p, q)-difference) whenever
it splits as x = a + b (respectively, x = a − b) where a, b are elements of A
that satisfy p(a) = 0 and q(b) = 0. In particular, by taking A = Mn(F) or
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A = End(V ) for some vector space V over F, we have the notion of a (p, q)-sum
and of a (p, q)-difference for square matrices over F and for endomorphisms of
V . Those two notions are easily connected: an element of A is a (p, q)-sum if
and only if it is a (p, q(−t))-difference.
We will focus only on (p, q)-differences, as many results turn out to have
a more elegant formulation when expressed in terms of (p, q)-differences rather
than in terms of (p, q)-sums. Here is the first problem we will address here:
When is a square matrix a (p, q)-difference?
Since the set of all matrices A ∈ Mn(F) such that p(A) = 0 is a union of similarity
classes, and ditto for q instead of p, the set of all matrices in Mn(F) that are
(p, q)-differences is a union of similarity classes. Hence, in theory it should be
possible to find necessary and sufficient conditions for being a (p, q)-difference
in terms of either the Jordan normal form or the rational canonical form.
Before we go on, we need to note that the problem remains essentially un-
changed in replacing one of the polynomials p or q with one of its translated
polynomials. For instance, if we let d ∈ F and consider p1 := p(t + d), we note
that a matrix A ∈ Mn(F) is annihilated by p if and only if A−dIn is annihilated
by p1, and hence a matrix M is a (p, q)-difference if and only is M − dIn is a
(p1, q)-difference. Throughout the text, we shall say that p equals q up to a
translation whenever q(t) = p(t+ d) for some scalar d ∈ F.
Special cases in the above problem were solved starting in the early nineteen
nineties. First, in [7] Hartwig and Putcha solved the case when p = q = t2 − t
over the field of complex numbers, i.e. they determined the matrices that can
be written as the difference of two idempotent complex matrices, and they also
determined those that can be written as the sum of two idempotent complex
matrices (those problems are easily seen to be equivalent by noting that a matrix
A of Mn(F) is idempotent if and only if In−A is idempotent). Later, Wang and
Wu [19] obtained similar characterizations for sums of two square-zero complex
matrices, and Wang alone [17] obtained a characterization of the matrices that
are the sum of an idempotent matrix and a square-zero one, again over the field
of complex numbers. In all those works, both the results and the methods can
be generalized effortlessly to any algebraically closed field with characteristic not
2.
More recently, the results of the above authors were extended to arbitrary
fields, even those with characteristic 2. In [13], we managed to obtain a de-
scription of all matrices that split into a linear combination of two idempotents
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with fixed nonzero coefficients, over an arbitrary field. It is easily seen that this
yields a solution to the above problem in the slightly more general case when
both p and q are split polynomials with simple roots. In [4], Botha extended the
classification of sums of two square-zero matrices to an arbitrary field (see also
the appendix of [11] for an alternative proof). The case when both polynomials
p and q are split was finally completed in [14], where Wang’s result on the sum
of an idempotent matrix and a square-zero one was extended to all fields.
Yet, to this day nothing was known on the case when one of the polynomials
p and q is irreducible over F. It is our ambition here to complete the study by
giving a thorough treatment of the remaining cases.
1.3 The (p, q)-products problem
Let p and q be monic polynomials of degree 2 over F. An element x of an
F-algebra A is called a (p, q)-product whenever it splits as x = ab where a, b
are elements of A that satisfy p(a) = 0 and q(b) = 0. In particular, by taking
A = Mn(F) or A = End(V ) for some vector space V over F, we have the notion
of a (p, q)-product for square matrices with entries in F and for endomorphisms
of a vector space over F.
Here is the second problem we will tackle:
When is a square matrix a (p, q)-product?
Since the set of all matrices A ∈ Mn(F) such that p(A) = 0 is a union of similarity
classes, and ditto for q instead of p, the set of all matrices in Mn(F) that are
(p, q)-products is a union of similarity classes. Hence, in theory it should be
possible to find necessary and sufficient conditions for a matrix to be a (p, q)-
product in terms of either its Jordan normal form or its rational canonical form.
Note that, in Mn(F), the (p, q)-products are the (q, p)-products, since it is
known that every square matrix over a field is similar to its transpose.
Before we go on, we also need to note that the problem remains essentially
unchanged should p or q be replaced with one of its homothetic polynomials:
Given d ∈ F r {0}, we set
Hd(p) := d
−2p(dt),
which is a monic polynomial of F[t] with degree 2. Note that an element a of
an F-algebra A is annihilated by p if and only if d−1a is annilated by Hd(p).
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Hence, a matrix M is a (p, q)-product if and only if d−1M is an (Hd(p), q)-
product. Throughout the text, we shall say that two monic polynomials p1 and
p2 with degree 2 in F[t] are homothetic over F whenever p2 = Hd(p1) for some
d ∈ F r {0}.
Note also that if p(0)q(0) 6= 0, then a (p, q)-product must be invertible.
The topic of (p, q)-products has a long history that started in the nineteen
sixties:
• The first result was due to Wonenburger [20] who, over a field with char-
acteristic not 2, classified the (t2 − 1, t2 − 1)-products in Mn(F), i.e. the
products of two involutions. This result was shortly generalized to all fields
by Djokovic´ [6], and rediscovered independently by Hoffman and Paige [8].
Famously, the solutions are the invertible matrices that are similar to their
inverse.
• Almost simultaneously, Ballantine characterized the (t2−t, t2−t)-products
in Mn(F) (where F is an arbitrary field). In other words, he classified the
matrices that split into the product of two idempotents (he even classified
the ones that split into the product of k idempotents for a given positive
integer k).
• In a series of articles, Wang obtained an almost complete classification
of the remaining cases when the field is the one of complex numbers (his
proofs generalize effortlessly to any algebraically closed field). In [18], Wu
and him solved the case when both p and q have a nonzero double root
(which reduces to the situation where p = q = (t− 1)2). In [17] and [15],
Wang considered the more general situation where p(0)q(0) 6= 0, with some
stringent restrictions in the case when p or q has a double root (essentially,
in that situation he only tackled the case when p has a double root and
q has opposite distinct roots, and over an algebraically closed field with
characteristic not 2). In [16], he tackled the case when p(t) = t2 − t and
q(0) 6= 0.
• In [9], Novak solved the case when p(t) = q(t) = t2, over an arbitrary field.
• In [3], Botha solved the case when p(t) = t2 − t and q(t) = t2, over an
arbitrary field.
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Thus, even over an algebraically closed field, the general problem of classify-
ing (p, q)-products is still partly open. Subsequent efforts were made to extend
some of the above results to arbitrary fields:
• In [5], Bu¨nger, Knu¨ppel and Nielsen characterized the (p, p)-products when
p splits over F, p(0) = 1 and no fourth root of the unity is a root of p.
• In [2], Botha generalized Wang’s characterization of the ((t−1)2, (t−1)2)-
products to an arbitrary field.
Hence, before the present article no general solution to our problem was
known. Even a full solution to the case when both polynomials p and q are
split is missing from the literature. It is our ambition here to contribute to the
problem by giving a thorough treatment of the case when p(0)q(0) 6= 0, which
essentially amounts to determining the invertible (p, q)-products.
Thus, after this article, the only remaining case in the (p, q)-products problem
will be the one when p(0) = 0. Different methods are needed to solve this case,
and we hope that a general solution to it will be found in the near future.
Assume now that p(0)q(0) 6= 0. An element x of an F-algebra A is called
a (p, q)-quotient (in A) whenever there exist elements a and b of A such that
x = ab−1 and p(a) = q(b) = 0 (this is equivalent to x being a (p, q♯)-product
where q♯ := q(0)−1t2q(t−1) is the reciprocal polynomial of q). It turns out
that the characterization of quotients is more easily expressed than the one of
products, in particular in the case when p and q are irreducible; Therefore, in
the remainder of the article we will only consider the problem of classifying the
(p, q)-quotients among the automorphisms of a finite-dimensional vector space.
From our results on quotients, giving the corresponding results on products is
an elementary task that requires no further explanation.
1.4 Basic structure of the article
The rest of the article is split into three parts. In Section 2, we study an
algebra that is connected to the two polynomials p and q and which shares a
resemblance with quaternion algebras. The structural results for this algebra
will help us obtain the classification of so-called regular (p, q)-differences and
of regular (p, q)-quotients (in short, a (p, q)-difference is regular when it has no
eigenvalue in Root(p) − Root(q), and, when p(0)q(0) 6= 0, a (p, q)-quotient is
regular when it has no eigenvalue in Root(p)Root(q)−1).
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The last two sections, which constitute the main bulk of this article are
devoted to the complete classification of (p, q)-differences (Section 3) and to the
complete classification of (p, q)-quotients (Section 4). In the final appendix, we
state and prove a result on block cyclic matrices which is used throughout the
article.
1.5 Miscellaneous notation and useful facts
Throughout the article, we need some notation and standard results from the
representation theory for one endomorphism. Given a monic polynomial r(t) =
tn −
n−1∑
k=0
akt
k of F[t], we denote by
C(r) :=


0 (0) a0
1 0 a1
0
. . .
. . .
...
...
. . . 0 an−2
(0) · · · 0 1 an−1

 ∈ Mn(F)
its companion matrix. Remember that the rational canonical form theorem
states that for any endomorphism u of a finite-dimensional vector space over
F, there exists a unique sequence (r1, . . . , rk) of monic nonconstant polynomials
over F such that:
(i) The endomorphism u is represented in some basis by C(r1)⊕ · · · ⊕ C(rk);
(ii) The polynomial ri+1 divides ri for all i ∈ [[1, k − 1]].
The polynomials r1, . . . , rk are called the invariant factors of u. We extend this
finite sequence into an infinite one (ri)i≥1 by setting ri := 1 whenever i > k. We
convene that C(1) denotes the 0 by 0 matrix.
We also recall the primary canonical form theorem: For any endomorphism
u of a finite-dimensional vector space over F, there exists a sequence (r1, . . . , rk)
of nonconstant polynomials over F, each of which is a power of some monic
irreducible polynomial of F[t], such that u is represented in some basis by C(r1)⊕
· · · ⊕ C(rk). This sequence is uniquely determined by u up to a permutation of
its terms. The polynomials r1, . . . , rk are called the elementary invariants of
u.
We finish with a definition and some additional notation.
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Definition 1. Let (un)n≥1 and (vn)n≥1 be non-increasing sequences of non-
negative integers. Let p > 0 be a positive integer. We say that (un)n≥1 and
(vn)n≥1 are p-intertwined when
∀n ≥ 1, un+p ≤ vn and vn+p ≤ un.
Notation 2. Given an endomorphism u of a finite-dimensional vector space V
over F, a scalar λ ∈ F and a positive integer k, we set
nk(u, λ) := dimKer(u− λ idV )k − dimKer(u− λ idV )k−1
i.e. nk(u, λ) is the number of cells of size at least k associated to the eigenvalue
λ in the Jordan reduction of u.
2 The key 4-dimensional algebra
2.1 Definition and basic facts
Let R be a commutative unital F-algebra. Let p(t) = t2−λt+α, q(t) = t2−µt+β
be monic polynomials with degree 2 over F, and x be an element of R. We set
δ := λ− µ.
We consider the following three matrices of M4(R) :
A :=


0 −α 0 0
1 λ 0 0
0 0 0 −α
0 0 1 λ

 , B :=


0 −x −β −λβ
0 µ 0 β
1 λ µ λµ− x
0 −1 0 0


and
C := AB =


0 −αµ 0 −αβ
0 λµ− x −β 0
0 α 0 0
1 0 µ λµ− x

 .
One checks that
AB +BA = µA+ λB − xI4, p(A) = 0 and q(B) = 0. (1)
From there, one deduces that spanR(I4, A,B,C) is stable under multiplication.
Note from the first columns that spanR(I4, A,B,C) is the free R-submodule of
M4(R) with basis (I4, A,B,C).
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We define W(p, q, x)R as the set spanR(I4, A,B,C) equipped with its struc-
ture of R-algebra inherited from that of M4(R). We shall simply writeW(p, q, x)
instead of W(p, q, x)R when the ring R under consideration is obvious from the
context.
Note that relations (1) lead to
(A−B)2 − δ(A−B) = (x− α− β) I4 (2)
and, if q(0) 6= 0, to
(AB−1)2 = −δI4 + x (AB−1). (3)
Remark 1. It can be shown thatW(p, q, x)R is the quotient algebra of the unital
free noncommutative R-algebra in two generators a and b by the two-sided ideal
generated by p(a), q(b) and a(µ1R − b) + b(λ1R − a) − x 1R, but this will be of
no use to us in the remainder of the article.
Next, we define
Tr :W(p, q, x)→ R
as the unique R-linear mapping such that Tr(I4) = 2, Tr(A) = λ, Tr(B) = µ
and Tr(C) = λµ− x. For h ∈ W(p, q, x), we set
h⋆ := Tr(h) I4 − h ∈ W(p, q, x),
which we call the adjoint of h, so that h 7→ h⋆ is an involution of the R-module
W(p, q, x). Moreover, one checks on the basis (I4, A,B,C) that
∀(h1, h2) ∈ W(p, q, x)2, (h1h2)⋆ = h⋆2 h⋆1.
Finally, we define a quadratic form
aI4+bA+cB+dC 7→ a
(
a+λb+µc+(λµ−x)d)+b(αb+xc+αµd)+βc2+(λβc+αβd)d
on W(p, q, x), which we call the norm of W(p, q, x) and denote by NW(p,q,x), or
more simply by N whenever p, q,R, x are obvious from the context. Again, one
checks that
∀h ∈ W(p, q, x), hh⋆ = h⋆h = N(h) I4. (4)
We denote by bN the polar form of N as defined by
bN : (h1, h2) ∈ W(p, q, x)2 7→ N(h1 + h2)−N(h1)−N(h2),
so that
∀(h1, h2) ∈ W(p, q, x)2, h1h⋆2 + h2h⋆1 = bN (h1, h2) I4.
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Remark 2. If one of the polynomials p and q splits over F, then N is isotropic,
i.e. it vanishes at some non-zero element of W(p, q, x). Indeed, if p has a root
z in F, then one checks that N(A − zI4) = 0, since, denoting by z′ the second
root of p, we see that
(A− zI4)(A− zI4)⋆ = (A− zI4)(A⋆ − zI4) = (A− zI4)(z′I4 −A) = −p(A) = 0.
Likewise if q has a root y in F, then N(B − yI4) = 0.
2.2 A deeper study of the algebra W(p, q, x): when R is a field
Here, we assume that R is a field extension of F, and we denote it by L. We fix
monic polynomials p = t2−λt+α and q = t2−µt+β with degree 2 in F[t], and
we fix an element x of L. The norm of W(p, q, x)L is simply denoted by N . We
start by analyzing when the quadratic form N is degenerate.
Proposition 2.1. Consider an algebraic closure L of L. The quadratic form
N is degenerate if and only if there exist elements x1, x2, y1, y2 of L such that
p(t) = (t− x1)(t− x2), q(t) = (t− y1)(t− y2), and x = x1y1 + x2y2.
Proof. Let us split p(t) = (t−x1)(t−x2) and q(t) = (t− y1)(t− y2). The matrix
of the polar form bN in the basis (I4, A,B,C) reads
M =


2 λ µ λµ− x
λ 2α x αµ
µ x 2β λβ
λµ− x αµ λβ 2αβ

 .
Setting γ := λ2β+µ2α−4αβ, a tedious but straightforward computation shows
that
detM = x4 − 2λµx3 + (2γ + λ2µ2)x2 − 2λµγx+ γ2
= (x2 − λµx+ γ)2
=
(
x− (x1y1 + x2y2)
)2(
x− (x1y2 + x2y1)
)2
.
The claimed result follows.
Next, in the situation where N is non-degenerate, we further analyze the
structure of W(p, q, x)L.
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Proposition 2.2. Assume that the quadratic form N is non-degenerate. Then,
W(p, q, x)L is a quaternion algebra over L and its norm of quaternion algebra is
N .
Proof. First of all, we note that the linear form Tr on W(p, q, x) is nonzero.
Indeed, if Tr = 0, we would find that char(F) = 2 and λ = µ = x = 0, but then
p(t) = (t− x1)2 and q(t) = (t− y1)2 for some scalars x1 and y1 in L, leading to
x = 0 = x1y1+x1y1 and contradicting the non-degeneracy of N (see Proposition
2.1).
Next, we consider the linear hyperplane H := KerTr of the L-vector space
W(p, q, x). The radical of the restriction of N to H has dimension at most
1, whence we can find a 2-dimensional subspace P of H on which N is d-
regular. It follows that ∀h ∈ P, h2 = −N(h) I4. Hence, the identity of P
yields a morphism ϕ : C(−N|P )→W(p, q, x) of L-algebras whose domain is the
Clifford algebra C(−N|P ) over L, and whose range includes P . Yet, since P has
dimension 2 and N|P is non-degenerate, it is known (for fields with characteristic
not 2, see [12] p.528 Theorem 1.1.5, otherwise see [12] p.744 Theorem 2.2.3)
that the L-algebra C(−N|P ) is simple. It follows that ϕ is injective, and since
dimL C(−N|P ) = 4 = dimLW(p, q, x), we deduce that ϕ is an isomorphism.
Hence, W(p, q, x) is a quaternion algebra.
Yet, in a quaternion algebra C over L, the set of all z ∈ C such that z2 ∈ L1C
splits uniquely as the union (L1C)∪H ′ for some linear hyperplaneH ′ of C whose
elements are called the pure quaternions, and there is a unique antiautomorphism
h 7→ h of the L-algebra C, called the conjugation, whose restriction to H ′ is
h 7→ −h. Yet, inW(p, q, x), for every element h, we have both hh⋆ = Tr(h)h−h2
and hh⋆ ∈ L1W(p,q,x), whence h2 ∈ L1W(p,q,x) if and only if h ∈ L1W(p,q,x) or
Tr(h) = 0. Hence, in the quaternion algebra W(p, q, x), the pure quaternions
are the elements of H. Since h⋆ = −h for all such quaternions, and h 7→ h⋆ is
an antiautomorphism of W(p, q, x), we conclude that h 7→ h⋆ is the conjugation
of the quaternion algebra W(p, q, x). Hence, Formula (4) entails that the norm
of the quaternion algebra W(p, q, x) is N .
From the classification of quaternion algebras (for fields with characteristic
not 2, see [12] p.528 Theorem 1.1.5, otherwise see [12] p.744 Theorem 2.2.3), we
can conclude on the structure of W(p, q, x) when N is non-degenerate.
Corollary 2.3. Assume that the quadratic form NW(p,q,x) is non-degenerate.
If it is non-isotropic, then W(p, q, x)L is a skew field.
Otherwise, the L-algebra W(p, q, x)L is isomorphic to M2(L).
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2.3 A deeper study of the algebra W(p, q, x): when R is a local
quotient of F[t]
The following result generalizes the last statement of Corollary 2.3.
Proposition 2.4. Let r be an irreducible polynomial of F[t], and n ∈ N∗ be a
non-zero integer. Set R := F[t]/(rn) and let x be the class of some polynomial
of F[t] in R, and x be the class of the same polynomial in the residue class field
L := F[t]/(r). Assume finally that the norm of W(p, q, x)L is non-degenerate
and isotropic. Then, the R-algebra W(p, q, x)R is isomorphic to M2(R).
Proof. Denote by ǫ the class of r in F[t]/(rn). With the construction from Sec-
tion 2.1, it is obvious that W(p, q, x)L is naturally isomorphic to the quotient
of W(p, q, x)R by the two-sided ideal ǫW(p, q, x)R, and we shall make this iden-
tification throughout the proof. We will denote by N the norm of W(p, q, x)L,
while N still denotes the one of W(p, q, x)R.
By Corollary 2.3, we know that there exists an isomorphism ϕ :W(p, q, x)L ≃→
M2(L) of L-algebras. Moreover, such an isomorphism must be compatible with
the enriched structure of quaternion algebra (with its conjugation and norm).
Yet, in M2(L) the conjugation is the classical adjunction M 7→Mad (whereMad
is the transpose of the comatrix of M), and the norm is the determinant.
Given an arbitrary commutative F-algebraM and an element u of it, we say
that a pair (X,Y ) of elements of W(p, q, u)M is adapted whenever it satisfies
the following two conditions:
(i) bN (I4,X) = bN (I4, Y ) = 0, N(X) = N(Y ) = 0 and bN (X,Y ) = −1.
(ii) (I4,X, Y,XY ) is a basis of the M-module W(p, q, u)M.
In the quaternion algebra M2(L), we see that I2E
ad
1,2 + E1,2I
ad
2 = −E1,2 +
E1,2 = 0 and likewise with E2,1 instead of E1,2. Moreover det(E1,2) = 0 =
det(E2,1), and finally E1,2E
ad
2,1+E2,1E
ad
1,2 = −E1,2E2,1−E2,1E1,2 = −I2. Finally,
(I2, E1,2, E2,1, E1,2E2,1) is a basis of the L-vector space M2(L). Hence, the pair(
ϕ−1(E1,2), ϕ
−1(E2,1)
)
is adapted in W(p, q, x)L.
Assuming for a moment that we have an adapted pair (X,Y ) inW(p, q, x)R,
we claim that W(p, q, x)R is isomorphic to M2(R). Indeed, first of all we note
that bN (I4,X) = bN (I4, Y ) = 0 means that X
⋆ = −X and Y ⋆ = −Y . Then, it
follows from N(X) = N(Y ) = 0 that X2 = Y 2 = 0. Finally, bN (X,Y ) = −1
reads XY ⋆ + Y X⋆ = −I4, that is XY + Y X = I4. Thus, condition (ii) yields
an isomorphism ψ :W(p, q, x)R → M2(R) of R-modules that maps I4,X, Y,XY
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respectively to I2, E1,2, E2,1, E1,1, and the identities X
2 = Y 2 = 0 and Y X =
I4 −XY show that ψ is actually a ring homomorphism.
It remains to prove that there exists an adapted pair in W(p, q, x)R. To do
so, we shall use Hensel’s method. Given M ∈ W(p, q, x)R, we denote by M its
class modulo ǫ, and we shall see M as an element of the ring W(p, q, x)L. Let
k ∈ [[1, n − 1]], and (Xk, Yk) ∈ W(p, q, x)2R be such that:
(a) bN (I4,Xk) = 0 mod ǫ
k, bN (I4, Yk) = 0 mod ǫ
k, N(Xk) = 0 mod ǫ
k, N(Yk) =
0 mod ǫk and bN (Xk, Yk) = −1 mod ǫk.
(b) The family (I4,Xk, Yk,XkYk) is a basis of the L-vector space W(p, q, x)L.
Then, we construct a pair (Xk+1, Yk+1) ∈ W(p, q, x)R such that Xk+1 = Xk
mod ǫk, Yk+1 = Yk mod ǫ
k, and the pair (Xk+1, Yk+1) ∈ W(p, q, x)R satisfies the
above conditions at the step k + 1. To do so, let Z ∈ W(p, q, x)R be arbitrary,
and set Xk+1 := Xk + ǫ
kZ. We write bN (I4,Xk) = ǫ
kh1 and N(Xk) = ǫ
kh2
for some h1, h2 in W(p, q, x)R. Then, bN (I4,Xk+1) = ǫk(h1 + bN (I4, Z)) and
N(Xk+1) = ǫ
k(h2+bN (Xk, Z)) mod ǫ
k+1. Since bN is non-degenerate and I4,Xk
are linearly independent over L, the linear forms bN (I4,−) and bN (Xk,−) are
independent, which shows that the linear system of equations{
bN (I4, U) = −h1
bN (Xk, U) = −h2
has a solution U in W(p, q, x)L. Lifting U , we recover that Z ∈ W(p, q, x)R can
be chosen so as to have bN (I4, Z) = −h1 mod ǫ and bN (Xk, Z) = −h2 mod ǫ.
We choose such a Z from now on, and hence we have bN (I4,Xk+1) = 0 mod
ǫk+1 and N(Xk+1) = 0 mod ǫ
k+1. Note that bN (Xk+1, Yk) = bN (Xk, Yk) mod ǫ
k
whence bN (Xk+1, Yk) = −1 mod ǫk.
Next, let T ∈ W(p, q, x)R and set Yk+1 := Yk + ǫkT . We find three elements
h3, h4 and h5 of W(p, q, x)R such that bN (I4, Yk) = ǫkh3, N(Yk) = ǫkh4 and
bN (Xk+1, Yk) = −1 + ǫkh5. As before, the linear system of equations

bN (I4, V ) = −h3
bN (Yk, V ) = −h4
bN (Xk+1, V ) = −h5
has a solution V in W(p, q, x)L, and hence T can be chosen as a representative
of it, in which case we find bN (I4, Yk+1) = 0 mod ǫ
k+1, N(Yk+1) = 0 mod ǫ
k+1
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and bN (Xk+1, Yk+1) = −1 mod ǫk+1. Hence, condition (a) is satisfied at the
rank k + 1 by (Xk+1, Yk+1). On the other hand, since condition (b) is satisfied
at the rank k by (Xk, Yk), while Xk and Xk+1 have the same reduction modulo
ǫ, and Yk and Yk+1 have the same reduction modulo ǫ, we obtain that condition
(b) is also satisfied by (Xk+1, Yk+1).
As we have shown that there exists an adapted pair in W(p, q, x)L, this con-
struction yields, by induction, a pair (X,Y ) ∈ W(p, q, x)2R that satisfies condition
(i) and for which (I4,X, Y ,XY ) is a basis of the L-vector space W(p, q, x)L.
Since R is a local ring with residue class field L and W(p, q, x)R is a free R-
module with dimension 4, this shows that (I4,X, Y,XY ) is a basis of the R-
module W(p, q, x)R. Therefore, (X,Y ) is an adapted pair in W(p, q, x)R, and a
previous remark helps us conclude that the R-algebra W(p, q, x)R is isomorphic
to M2(R).
3 The difference of two quadratic matrices
3.1 The basic splitting
Let u be an endomorphism of a finite-dimensional vector space V over F. Let p
and q be monic polynomials with degree 2 over F, which we write
p(t) = t2 − λt+ α and q(t) = t2 − µt+ β,
and set
δ := λ− µ = tr(p)− tr(q).
The s-fundamental polynomial of the pair (p, q) is defined as the resultant
Fp,q(t) := res
(
p(x), q(x− t)) ∈ F[t],
which is a polynomial of degree 4. More explicitly, if we split p(z) = (z−x1)(z−
x2) and q(z) = (z − y1)(z − y2) in F[z], then
Fp,q(t) =
∏
1≤i,j≤2
(
t− (xi − yj)
)
= p(t+ y1) p(t+ y2) = q(x1 − t) q(x2 − t).
We set
Ep,q(u) :=
⋃
n∈N
KerFp,q(u)
n and Rp,q(u) :=
⋂
n∈N
ImFp,q(u)
n.
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Hence, V = Ep,q(u) ⊕ Rp,q(u), and the endomorphism u stabilizes both linear
subspaces Ep,q(u) and Rp,q(u). The endomorphism u is called d-exceptional
with respect to (p, q) (respectively, d-regular with respect to (p, q)) whenever
Ep,q(u) = V (respectively, Rp,q(u) = V ). In other words, u is d-exceptional
(respectively, d-regular) with respect to (p, q) if and only all the eigenvalues of u
in F belong to Root(p) − Root(q) (respectively, no eigenvalue of u in F belongs
to Root(p)− Root(q)).
The endomorphism of Ep,q(u) (respectively, of Rp,q(u)) induced by u is always
d-exceptional (respectively, always d-regular) with respect to (p, q) and we call
it the d-exceptional part (respectively, the d-regular part) of u with respect
to (p, q).
Finally, we set
Λp,q := t
2 +
(
2
(
p(0) + q(0)
) − (tr p)(tr q)) t+ Fp,q(0).
One sees that, for
v := u2 − δu,
we have(
u− (x1 − y1) idV
)(
u− (x2 − y2) idV
)
= v + (x1 − y1)(x2 − y2) idV
and likewise(
u− (x1 − y2) idV
)(
u− (x2 − y1) idV
)
= v + (x1 − y2)(x2 − y1) idV.
Hence, a straightforward computation yields
Fp,q(u) = Λp,q(v).
Remark 3. Let A be an F-algebra, and let a, b be elements of A such that
p(a) = q(b) = 0. Denote by a⋆ the p-conjugate of a and by b⋆ the q-conjugate of
b. Then, one sees that
(a− b)2 − δ(a − b) = ab⋆ + ba⋆ − (p(0) + q(0)) 1A. (5)
Our first basic result follows:
Proposition 3.1. The endomorphism u is a (p, q)-difference if and only if both
its d-exceptional part and its d-regular part are (p, q)-differences.
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The proof of this result will use the following Corollary of the Basic Com-
mutation Lemma:
Lemma 3.2 (Commutation Lemma). Let p and q be monic polynomials of F[t]
with degree 2, and let a and b be endomorphisms of a vector space V such that
p(a) = q(b) = 0. Then, both a and b commute with (a−b)2−(tr(p)−tr(q))(a−b).
Proof. This follows from the Basic Commutation Lemma and from identity (5).
Proof of Proposition 3.1. The “if” part is obvious. Conversely, assume that u is
a (p, q)-difference, and split u = a−b where a and b are endomorphisms of V such
that p(a) = 0 and q(b) = 0. By the Commutation Lemma, both a and b commute
with v := u2−δu. Hence, a and b commute with Λp,q(v) = Fp,q(u), and it follows
that both stabilize Ep,q(u) and Rp,q(u). Denote by a
′ and b′ (respectively, by
a′′ and b′′) the endomorphisms of Ep,q(u) (respectively, of Rp,q(u)) induced by
a and b. Then, the d-exceptional part of u is a′ − b′, and the d-regular part
of u is a′′ − b′′. Obviously, p annihilates a′ and a′′, and q annihilates b′ and
b′′, which yields that both the d-exceptional and the d-regular part of u are
(p, q)-differences.
From there, it is clear that classifying (p, q)-differences amounts to classifying
the d-exceptional ones and the d-regular ones. The easier classification is the
latter: as we shall see, it involves little discussion on the specific polynomials p
and q under consideration (whether they are split or not over F, separable or
not over F, etc). In contrast, the classification of d-exceptional (p, q)-differences
involves a tedious case-by-case study.
3.2 Statement of the results
We are now ready to state our results. We shall frame them in terms of direct-
sum decomposability.
Let u be an endomorphism of a nonzero finite-dimensional vector space V .
Assume that V splits into V1 ⊕ V2, and that each linear subspace V1 and V2
is stable under u and nonzero, and both induced endomorphisms u|V1 and u|V2
are (p, q)-differences. Then, u is obviously a (p, q)-difference. In the event when
such a decomposition exists we shall say that u is a decomposable (p, q)-
difference, otherwise and if u is a (p, q)-difference, we shall say that u is an
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indecomposable (p, q)-difference. Obviously, if V is nonzero then every (p, q)-
difference in End(V ) is the direct sum of indecomposable ones. Hence, it suffices
to describe the indecomposable (p, q)-differences.
Moreover, if a (p, q)-difference is indecomposable then by Proposition 3.1 it
is either d-regular or d-exceptional.
In each one of the following tables, we give a set of matrices. Each matrix
represents an indecomposable (p, q)-difference, and every indecomposable (p, q)-
difference in End(V ) is represented by one of those matrices, in some basis.
Throughout the classification, we set
δ := tr p− tr q.
We start with d-regular (p, q)-differences. In that situation the classification
is rather simple:
Table 1: The classification of indecomposable d-regular (p, q)-differences.
Representing matrix Associated data
n ∈ N∗, r ∈ F[t] irreducible and monic,
C
(
rn(t2 − δt)) r(t2 − δt) has no root in Root(p)− Root(q)
NW(p,q,y+p(0)+q(0))L is isotropic over L := F[t]/(r)
for y := t in L
C
(
rn(t2 − δt)) n ∈ N∗, r ∈ F[t] irreducible and monic,
⊕ r(t2 − δt) has no root in Root(p)− Root(q)
C
(
rn(t2 − δt)) NW(p,q,y+p(0)+q(0))L is non-isotropic over L := F[t]/(r)
for y := t in L
Remember, by Remark 2, that the norm of W(p, q, x)R is isotropic whenever
one of p and q splits in F[t].
Next, we tackle the indecomposable d-exceptional (p, q)-difference. Here,
there are many cases to consider. We start with the known ones, in which both
p and q are split over F. The three situations are described in the following
tables (see [4] for Table 2, [13] for Table 3, and [14] for Table 4).
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Table 2: The classification of indecomposable d-exceptional (p, q)-differences:
When both p and q are split with a double root.
Representing matrix Associated data
C
(
(t− x)n) n ∈ N∗, x ∈ Root(p)−Root(q)
Table 3: The classification of indecomposable d-exceptional (p, q)-differences:
When both p and q are split with simple roots.
Representing matrix Associated data
n ∈ N∗,
C
(
(t− x)n)⊕ C((t− δ + x)n) x ∈ Root(p)− Root(q)
such that x 6= δ − x
n ∈ N,
C
(
(t− x)n+1)⊕ C((t− δ + x)n) x ∈ Root(p)− Root(q)
such that x 6= δ − x
n ∈ N∗,
C
(
(t− x)n) x ∈ Root(p)− Root(q)
such that x = δ − x
Table 4: The classification of indecomposable d-exceptional (p, q)-differences:
When one of p and q is split with a double root and the other one is split with
simple roots.
Representing matrix Associated data
C
(
(t− x)n)⊕ C((t− δ + x)n) n ∈ N∗, x ∈ Root(p)− Root(q)
C
(
(t− x)n+1)⊕ C((t− δ + x)n) n ∈ N, x ∈ Root(p)− Root(q)
C
(
(t− x)n+2)⊕ C((t− δ + x)n) n ∈ N, x ∈ Root(p)− Root(q)
Now, we state our new results on the d-exceptional (p, q)-differences. We
start with the case when p is irreducible but q is split. There are two cases to
consider, whether the two polynomials obtained by translating p along the roots
of q are equal or not.
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Table 5: The classification of indecomposable d-exceptional (p, q)-differences:
When p is irreducible, q = (t− y1)(t− y2) for some y1, y2 in F, and p(t+ y1) =
p(t+ y2).
Representing matrix Associated data
C
(
p(t+ y)n
)
n ∈ N∗, y ∈ Root(q)
Table 6: The classification of indecomposable d-exceptional (p, q)-differences:
When p is irreducible, q = (t− y1)(t− y2) for some y1, y2 in F, and p(t+ y1) 6=
p(t+ y2).
Representing matrix Associated data
C
(
p(t+ y1)
n
)⊕ C(p(t+ y2)n) n ∈ N∗
C
(
p(t+ y1)
n+1
)⊕ C(p(t+ y2)n) n ∈ N
C
(
p(t+ y2)
n+1
)⊕ C(p(t+ y1)n) n ∈ N
Next, we consider the situation where p and q are both irreducible in F[t],
with the same splitting field.
Table 7: The classification of indecomposable d-exceptional (p, q)-differences:
When p and q are irreducible with the same splitting field L.
Representing matrix Associated data
C
((
t2 − δt+NL/F(x− y)
)n)
n ∈ N∗,
⊕ x ∈ Root(p), y ∈ Root(q)
C
((
t2 − δt+NL/F(x− y)
)n)
with x− y 6∈ F
C
((
t2 − δt+NL/F(x− y)
)n+1)
n ∈ N,
⊕ x ∈ Root(p), y ∈ Root(q)
C
((
t2 − δt+NL/F(x− y)
)n)
with x− y 6∈ F
C
(
(t− (x− y))n)⊕ C((t− (x− y))n) n ∈ N∗, x ∈ Root(p),
y ∈ Root(q) with x− y ∈ F
We finish with the case when p and q are both irreducible, with distinct
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splitting fields. There are two subcases to consider, whether p and q have the
same discriminant or not. Note that the case when p and q have the same
discriminant and distinct splitting fields can occur only if F has characteristic 2.
Table 8: The classification of indecomposable d-exceptional (p, q)-differences:
When p and q are irreducible with distinct splitting fields and distinct discrimi-
nants.
Representing matrix Associated data
C(Fnp,q)⊕ C(Fnp,q) n ∈ N∗
C(Fn+1p,q )⊕ C(Fnp,q) n ∈ N
Table 9: The classification of indecomposable d-exceptional (p, q)-differences:
When p and q are irreducible with distinct splitting fields and the same discrim-
inant.
Representing matrix Associated data
C
((
t2 − (tr p) t+ p(0) + q(0))n)
⊕ n ∈ N∗
C
((
t2 − (tr p) t+ p(0) + q(0))n)
3.3 An example
Here, we consider the case when F is the field R of real numbers, and p = q =
t2+1. In other words, we determine the endomorphisms of a finite-dimensional
real vector space V that split into the difference of two endomorphisms a and b
such that a2 = b2 = −idV .
Here, Root(p) − Root(q) = {2i,−2i, 0} and δ = 0. Let us consider the
indecomposable (p, q)-differences. Let r ∈ R[t] be an irreducible polynomial such
that r(t2 − δt) = r(t2) has no root in Root(p) − Root(q). We set L := R[t]/(r)
and we note that the class t of t in L is a root of r. If r has degree 2, then L is
isomorphic to C, which is algebraically closed, and it follows that the norm of
W(p, q, t + 2)L is isotropic (as is any quadratic form with dimension at least 2
over an algebraically closed field).
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Assume now that r has degree 1, and denote by x its root. Since r(t2) has
no root in Root(p) − Root(q), we see that x 6∈ {−4, 0}. Then, the norm of
W(p, q, x+ 2)R reads
aI4 + bA+ cB + dC 7→ a2 + b2 + c2 + d2 + (x+ 2)bc− (x+ 2)ad,
which is equivalent to the orthogonal direct sum of two copies of the quadratic
form
Q : (a, b) 7→ a2 + (x+ 2)ab+ b2.
We have Q(1, 0) > 0, and the discriminant of Q equals (x+2)
2−4
4 . Therefore,
either |x + 2| < 2 and hence Q is positive definite, or |x + 2| > 2 and Q is
isotropic. It follows that if x ∈ (−4, 0), then the norm of W(p, q, x + 2)R is
non-isotropic, otherwise it is isotropic.
Hence, the following table gives a complete list of indecomposable (t2 +
1, t2+1)-differences, where the d-exceptional ones (given in the last three rows)
are obtained thanks to Table 7:
Table 10: The classification of indecomposable (t2+1, t2+1)-differences over R.
Representing matrix Associated data
C
(
(t2 − x)n)⊕ C((t2 − x)n) n ∈ N∗, x ∈ (−4, 0)
C
(
(t2 − x)n) n ∈ N∗, x ∈ (−∞,−4) ∪ (0,+∞)
C
(
(t4 + αt2 + β)n
)
n ∈ N∗, (α, β) ∈ R2 with α2 < 4β
C(tn)⊕ C(tn) n ∈ N∗
C((t2 + 4)n)⊕ C((t2 + 4)n) n ∈ N∗
C((t2 + 4)n+1)⊕ C((t2 + 4)n) n ∈ N
3.4 Strategy, and structure of the remainder of the section
Here, the study has two very distinct parts: the methods used to characterize the
d-regular (p, q)-differences are very different from the ones used to characterize
the d-exceptional ones. For the former, which are dealt with in Section 3.5,
the key is to analyze the structure of the algebra W(p, q, x)R when R is the
local ring F[t]/(rn) for some monic irreducible polynomial r and some positive
integer n. We shall see in particular that if n = 1 and the norm of W(p, q, x)R is
non-degenerate, then W(p, q, x)R is actually a quaternion algebra over the field
R (see Proposition 2.2). The classification of d-regular (p, q)-differences will be
23
easily derived from such structural results. In this study, no specific discussion
on the pair (p, q) is required.
The study of d-exceptional (p, q)-differences is carried out in the last three
sections: we shall first consider the case when p is irreducible while q is split
(Section 3.7), then the one when p and q are both irreducible with the same
splitting field (Section 3.8), and we will finish with the case when p and q are
both irreducible but with distinct splitting fields (Section 3.9). The case when p
is split and q is irreducible is easily deduced from the one where p is irreducible
and q is split (indeed, u is a (p, q)-difference if and only if−u is a (q, p)-difference),
whereas the case when both p and q are split was completed in [4, 13, 14]. In
all those sections, several subcases need to be considered. Two basic techniques
will be used:
• The first one is based on the Commutation Lemma: If u = a− b for some
endomorphisms a and b of V such that p(a) = q(b) = 0, then a and b
commute with v := u2− δu and hence they can be seen as endomorphisms
of the F[v]-module V . Yet, if u is d-exceptional then some power of Λp,q
annihilates v; if in addition Λp,q is separable the endomorphism v has
a Jordan-Chevalley decomposition v = s + n where s is a semi-simple
endomorphism of V , n is a nilpotent endomorphism of V , and s and n are
polynomials in v. It follows in that case that a and b are endomorphisms
of the F[s]-vector space V .
In connection with this idea, we shall need results on block-cyclic matrices
that are featured in the appendix.
• The second technique consists in extending the field of scalars to one in
which p and q are split, allowing us to use the characterization of (p, q)-
differences that is already known when both polynomials are split.
As the second technique uses the known classification of d-exceptional (p, q)-
differences when p and q are both split, it is useful to restate it somewhat
differently than in Section 4.3: We will do this in Section 3.6.
3.5 Regular (p, q)-differences
3.5.1 The initial reduction
We start with a partial result on d-regular (p, q)-differences.
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Proposition 3.3. Let p and q be monic polynomials with degree 2 over F, and
set δ := tr p − tr q. Let u be an endomorphism of a finite-dimensional vector
space V and assume that u is a d-regular (p, q)-difference. Then:
(a) Each invariant factor of u has the form r(t2−δt) for some monic polynomial
r.
(b) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block has the form C
(
rn(t2 − δt)) for some
irreducible monic polynomial r and some positive integer n. We shall call
such a matrix a (p, q)-reduced canonical form of u.
It can be easily shown that a (p, q)-reduced canonical form is unique up to a
permutation of the diagonal blocks.
Before we prove Proposition 3.3, we need the corresponding special case
when both polynomials p and q are split over F: this result can be obtained by
collecting various results from [4], [13] and [14], but we give a synthetic proof
here (that uses the same technique as in those articles).
Proposition 3.4. Let p and q be split monic polynomials with degree 2 over F,
and set δ := tr p− tr q. Let u be an endomorphism of a finite-dimensional vector
space V and assume that u is a d-regular (p, q)-difference. Then, each invariant
factor of u is a polynomial in t2 − δt.
The proof requires the following basic lemma, which is proved in [13] (see
Lemma 14 there, in which the assumption that α and β be nonzero is unneces-
sary) and which will be used later in this article:
Lemma 3.5. Let r ∈ F[t] be a monic polynomial with degree n, and let x and y
be scalars. Then, [
xIn C(r)
In yIn
]
≃ C(r((t− x)(t− y)))
Corollary 3.6. Let N be an arbitrary matrix of Mn(F), and let x and y be
scalars. Then, the invariant factors of
K(N) :=
[
xIn N
In yIn
]
are polynomials in (t− x)(t− y).
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Proof of Corollary 3.6. We note that the similarity class of K(N) depends only
on that of N : Indeed, for all P ∈ GLn(K), the invertible matrix Q := P ⊕ P
satisfies QK(N)Q−1 = K(PNP−1). Next, if N splits into N = N1 ⊕ · · · ⊕ Nr
for some square matrices N1, . . . , Nr then, by permuting the basis vectors, we
gather that K(N) ≃ K(N1)⊕ · · · ⊕K(Nr). Considering the rational canonical
form N ≃ C(r1)⊕ · · · ⊕ C(rk), we obtain
K(N) ≃ C(r1((t− x)(t− y)))⊕ · · · ⊕C(rk((t− x)(t− y))).
Moreover, the polynomials r1
(
(t−x)(t− y)), . . . , rk((t−x)(t− y)) are all monic
and ri+1
(
(t−x)(t− y)) divides ri((t−x)(t− y)) for all i ∈ [[1, k− 1]]. Hence, we
have found the invariant factors of K(N), which proves the claimed result.
Proof of Proposition 3.4. Let a and b be endomorphisms of V such that p(a) =
q(b) = 0 and u = a − b. Denote by x (respectively, by y) an eigenvalue of a
(respectively, of b) with maximal geometric multiplicity, and split p(t) = (t −
x)(t− x′) and q(t) = (t− y)(t− y′). We claim that
dimKer(a− x idV ) ≥ n
2
·
Indeed, since p(a) = 0 we have Im(a − x′ idV ) ⊂ Ker(a − x idV ), which yields
dimKer(a − x idV ) + dimKer(a − x′ idV ) ≥ n. Since dimKer(a − x idV ) ≥
dimKer(a− x′ idV ), the claimed inequality follows.
Likewise, dimKer(b− y idV ) ≥ n2 · Since u is d-regular, any eigenspace of a is
linearly disjoint from any eigenspace of b. In particular, Ker(a−xidV )∩Ker(b−
y idV ) = {0}. It follows that dimKer(a − x idV ) = n2 = dimKer(b − y idV ),
n is even and V = Ker(a − xidV ) ⊕ Ker(b − y idV ). Next, we deduce that
n
2 = dim Im(a − xidV ) and dimKer(a − x′idV ) ≤ n2 by choice of x. However,
Im(a − xidV ) ⊂ Ker(a − x′idV ), and hence it follows that Im(a − xidV ) =
Ker(a− x′idV ). Likewise, Im(b− yidV ) = Ker(b− y′idV ), and it follows that x′
has geometric multiplicity n2 with respect to a, and ditto for y
′ with respect to
b. In turn, this shows that Im(a− x′idV ) = Ker(a− xidV ) and Im(b− y′idV ) =
Ker(b − yidV ), and any eigenspace of a is a complementary subspace of any
eigenspace of b.
Let us write s := n2 and choose a basis (e1, . . . , es) of Ker(b − yidV ). Then,
we have V = Ker(b − yidV ) ⊕ Ker(a − xidV ), whence (es+1, . . . , en) := ((a −
xidV )(e1), . . . , (a−xidV )(es)) is a basis of Im(a−xidV ) = Ker(a−x′idV ). Since
Ker(b− yidV )⊕Ker(a− x′idV ) = V , we deduce that B := (e1, . . . , en) is a basis
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of V . Obviously
MB(a) =
[
xIs 0
In x
′Is
]
.
On the other hand, since Ker(b− yidV ) = Im(b− y′idV ), we find
MB(b) =
[
yIs N
0 y′Is
]
for some matrix N ∈ Ms(F). Hence,
MB(u) =
[
(x− y)Is −N
In (x
′ − y′)Is
]
.
Since (t− (x − y))(t − (x′ − y′)) = t2 − δt + (x− y)(x′ − y′), we conclude from
Lemma 3.5 that all the invariant factors of u are polynomials in t2 − δt.
Proof of Proposition 3.3. We start with point (a). Let us extend the field of
scalars to F. The resulting extension u of u is still a (p, q)-difference. Hence, by
Corollary 3.6 its invariant factors are p1(t
2 − δt), . . . , pr(t2 − δt) for some monic
polynomials p1, . . . , pr of F[t] such that pi+1 divides pi for all i ∈ [[1, r− 1]]. Yet,
the invariant factors of u are known to be the ones of u. Finally, given a monic
polynomial h ∈ F[t] such that h(t2−δt) ∈ F[t], we obtain by downward induction
that all the coefficients of h belong to F: Indeed, if we write h(t) = tN −
N−1∑
i=0
αi t
i
and we know that αN−1, . . . , αk+1 all belong to F for some k ∈ [[0, N − 1]], then
k∑
i=0
αi (t
2−δt)i = (t2−δt)N−
N−1∑
i=k+1
αi (t
2−δt)i belongs to F[t], and by considering
the coefficient on t2k, we gather that αk ∈ F. It follows that p1, . . . , pr all belong
to F[t], which completes the proof of statement (a).
From point (a), we easily derive point (b): indeed, consider an invariant
factor r(t2 − δt) of u for some monic polynomial r ∈ F[t]. Then, we split r =
rn11 · · · rnkk where r1, . . . , rk are pairwise distinct irreducible monic polynomials
of F[t], and n1, . . . , nk are positive integers. Then, the polynomials r
n1
1 (t
2 −
δt), . . . , rnkk (t
2 − δt) are pairwise coprime and their product equals r(t2 − δt),
whence
C
(
r(t2 − δt)) ≃ C(rn11 (t2 − δt)) ⊕ · · · ⊕ C(rnkk (t2 − δt)).
Using point (a), we deduce that statement (b) holds true.
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3.5.2 Application of the W(p, q, x) algebra to the characterization of
d-regular (p, q)-differences
We are now ready to complete our study of d-regular (p, q)-differences. An
additional definition will be useful in this prospect:
Definition 3. Let p and q be monic polynomials with degree 2 in F[t]. Set
δ := tr(p) − tr(q). Let r be an irreducible monic polynomial of F[t], and set
L := F[t]/(r). Denote by t the class of t in L. We say that r has:
• Type 1 with respect to (p, q) if r(t2−δt) has no root in Root(p)−Root(q)
and the norm of W(p, q, t+ p(0) + q(0))
L
is isotropic.
• Type 2 with respect to (p, q) if r(t2−δt) has no root in Root(p)−Root(q)
and the norm of W(p, q, t+ p(0) + q(0))
L
is nonisotropic.
First of all, we use the structural results on W(p, q, x)R to obtain various
(p, q)-differences. Our first result is actually not restricted to d-regular (p, q)-
differences and will be used later in the article.
Lemma 3.7 (Duplication Lemma). Let p and q be monic polynomials of F[t]
with degree 2, and set δ := tr p− tr q. Let r be a nonconstant monic polynomial
of F[t]. Then, C
(
r(t2 − δt))⊕ C(r(t2 − δt)) is a (p, q)-difference.
Proof. We work with the commutative F-algebra R := F[C(r)], which is isomor-
phic to the quotient ring F[t]/(r), and with the element x :=
(
p(0) + q(0)
)
1R +
C(r). Using q(B) = 0, it is easily seen that B := (I2, A−B,B, (A−B)B) is still
a basis of the free R-module W(p, q, x). Then, we consider the endomorphisms
a : X 7→ AX and b : X 7→ BX of W(p, q, x). Since p(A) = 0 and q(B) = 0, we
get p(a) = 0 and q(b) = 0. Denote by A′ and B′ the respective matrices of a
and b in B. Using (A−B)2 = δ(A−B) + (x− p(0)− q(0))I4, we get that
A′ −B′ =


0 C(r) 0 0
1R δ 1R 0 0
0 0 0 C(r)
0 0 1R δ 1R

 ,
whence the matrix A′−B′ of M4d(F) (where d denotes the degree of r) is similar
to C
(
r(t(t− δ)))⊕C(r(t(t− δ))) by Lemma 3.5. Since p(A′) = 0 and q(B′) = 0,
the conclusion follows.
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Our next result deals with certain companion matrices that are associated
with irreducible polynomials of Type 1.
Lemma 3.8. Let p and q be monic polynomials of F[t] with degree 2, and set
δ := tr p − tr q. Let r be an irreducible monic polynomial of F[t] of Type 1 with
respect to (p, q). Then, for all n ∈ N∗, the companion matrix C(rn(t2 − δt)) is
a (p, q)-difference.
Proof. We naturally identify L with the subalgebra F[C(r)] of Md(F), where d
denotes the degree of r. Let n ∈ N∗. Set R := F[C(rn)], seen as a subalgebra of
Mnd(F), and set x := C(r
n) +
(
p(0) + q(0)
)
Ind. The F-algebra R is isomorphic
to F[t]/(rn). By Proposition 2.4, it follows that W(p, q, x)R is isomorphic to
M2(R). We choose an isomorphism ϕ : W(p, q, x)R ≃−→ M2(R), and we set
a := ϕ(A) and b := ϕ(B). Note that p(a) = q(b) = 0, whereas c := a− b satisfies
c(c − δI2) =
(
x− (p(0) + q(0))1R
)
I2. The mapping X ∈ R2 7→ cX ∈ R2 yields
an endomorphism c of L2. Yet, c cannot be a scalar multiple of the identity
(otherwise, (I2, a, b, ab) would not be a basis of the R-module M2(R)). Hence,
we find a vector e of L2 such that
(
e, c(e)
)
is a basis of L2. Lifting e to a vector E
of R2, we deduce that (E, cE) is a basis of the R-module R2. Hence, composing
ϕ with an additional interior automorphism of the R-algebra M2(R), we see that
no generality is lost in assuming that the first column of c reads
[
0R
1R
]
. Then,
c(c− δI2) =
(
x− (p(0) + q(0))1R
)
I2 yields
c =
[
0 C(rn)
1R δ1R
]
.
It follows that the matrix
[
0 C(rn)
Ind δInd
]
of M2nd(F) is a (p, q)-difference. By
Lemma 3.5, this matrix is similar to C
(
rn(t2 − δt)), which completes the proof.
Combining Lemma 3.7 with Lemma 3.8, we conclude that the implication
(iii) ⇒ (i) in the following theorem holds true.
Theorem 3.9 (Classification of d-regular (p, q)-differences). Let p and q be
monic polynomials of degree 2 in F[t]. Let u be an endomorphism of a finite-
dimensional vector space V over F. Assume that u is d-regular with respect to
(p, q) and set δ := tr(p)− tr(q). The following conditions are equivalent:
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(i) The endomorphism u is a (p, q)-difference.
(ii) The invariant factors of u read p1(t
2−δt), . . . , p2n−1(t2−δt), p2n(t2−δt), . . .
where, for every irreducible monic polynomial r ∈ F[t] that has Type 2 with
respect to (p, q) and every positive integer n the polynomials p2n−1 and p2n
have the same valuation with respect to r.
(iii) There is a basis of V in which u is represented by a block-diagonal matrix in
which every diagonal block equals either C
(
rn(t2−δt)) for some irreducible
monic polynomial r ∈ F[t] of Type 1 with respect to (p, q) and some n ∈ N∗,
or C
(
rn(t2 − δt)) ⊕ C(rn(t2 − δt)) for some irreducible monic polynomial
r ∈ F[t] and some n ∈ N∗.
Note that this result, combined with the observation that C
(
rn(t2 − δt))
is d-regular with respect to (p, q) for every monic polynomial r ∈ F[t] such
that r(t2 − δt) has no root in Root(p) − Root(q), yields the classification of
indecomposable d-regular (p, q)-differences as given in Table 1. Moreover, by
using the method from the last part of the proof of Proposition 3.3, it is easily
seen that conditions (ii) and (iii) are equivalent.
In order to conclude on Theorem 3.9, it only remains to prove that condition
(i) implies condition (ii), which we shall now do thanks to the structural results
on W(p, q, x)R.
Proof of the implication (i) ⇒ (ii). Let us assume that u is a (p, q)-difference.
Let r be an irreducible monic polynomial of F[t], with Type 2 with respect to
(p, q). Let n ∈ N∗. All we need is to prove that, in the canonical form of u from
Proposition 3.3, the number m of diagonal blocks that equal C
(
rn(t2 − δt)) is
even.
Let us choose endomorphisms a and b of V such that u = a− b and p(a) =
q(b) = 0. By the Commutation Lemma (Lemma 3.2), we know that a and b
commute with v := u2 − δu, and hence all three endomorphisms a, b, u yield
endomorphisms a, b and u of the vector space E := Ker
(
rn(v)
)
/Ker
(
rn−1(v)
)
such that u = a − b, and r annihilates v := u2 − δu. Again, a and b commute
with v, and hence they are endomorphisms of the F[v]-module E. Since r is
irreducible, we have F[v] ≃ F[t]/(r), and L := F[v] is a field. We shall write
y := v, which we see as an element of L.
On the other hand, we see that 2m deg(r) is the dimension of the F-vector
space E, and hence 2m is the dimension of the L-vector space E.
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Using the structure of L-vector space, we can write u2 − δu = y idE, and
hence a and b yield a representation of the L-algebra W(p, q, y + p(0) + q(0))
L
on the L-vector space E. By Corollary 2.3, the algebra W(p, q, y+ p(0)+ q(0))
L
is a 4-dimensional skew-field over L, whence the L-vector space E is isomorphic
to a power ofW(p, q, y+p(0)+q(0))
L
, and it follows that its dimension over L is
a multiple of 4. Therefore, m is a multiple of 2, which completes the proof.
Therefore, we have completed the classification of d-regular (p, q)-differences.
3.6 Exceptional (p, q)-differences (I): When both p and q are split
Here, we restate the known results on the characterization of d-exceptional (p, q)-
differences in the case when both polynomials p and q are split. The three
following results are taken from [4], [14] and [13] (respectively):
Theorem 3.10. Let p and q be split monic polynomials with degree 2 in F[t],
each with a sole root. Write p(t) = (t − x)2 and q(t) = (t − y)2. Then, an
endomorphism u of a finite-dimensional vector space over F is a d-exceptional
(p, q)-difference if and only if the characteristic polynomial of u is a power of
t− (x− y).
Theorem 3.11. Let p and q be split monic polynomials with degree 2 in F[t].
Assume that p has two simple roots x1 and x2 and that q has a double root y.
Let u be an endomorphism of a finite-dimensional vector space over F. Then,
the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) u is triangularizable with eigenvalues in {x1−y, x2−y}, and the sequences(
nk(u, x1 − y)
)
k≥1
and
(
nk(u, x2 − y)
)
k≥1
are 2-intertwined.
Theorem 3.12. Let p and q be split monic polynomials with degree 2 in F[t],
both with simple roots. Let u be an endomorphism of a finite-dimensional vector
space over F. Set δ := tr p− tr q. Then, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) u is triangularizable with eigenvalues in Root(p)− Root(q), and for every
x ∈ Root(p) − Root(q) such that x 6= δ − x, the sequences (nk(u, x))k≥1
and
(
nk(u, δ − x)
)
k≥1
are 1-intertwined.
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3.7 Exceptional (p, q)-differences (II): When p is irreducible but
q is not
In this section and the following ones, we fix two monic polynomials p and q of
degree 2 in F[t]. We set δ := tr p− tr q.
Here, we assume that p is irreducible but not q. We split q(t) = (t−y1)(t−y2)
with y1 and y2 in F. Then, Fp,q(t) = p(t+ y1)p(t+ y2), the polynomials p(t+ y1)
and p(t+ y2) are monic with degree 2 in F[t] and they are irreducible.
Hence:
• Either p(t + y1) 6= p(t + y2), in which case an endomorphism of a finite-
dimensional vector space over F is d-exceptional with respect to (p, q) if
and only if the irreducible monic divisors of its minimal polynomial belong
to
{
p(t+ y1), p(t+ y2)
}
;
• Or p(t + y1) = p(t + y2), in which case an endomorphism of a finite-
dimensional vector space over F is d-exceptional with respect to (p, q) if
and only if its minimal polynomial is a power of p(t+ y1).
Note that, given λ ∈ F, one has p(t + λ) = p(t) if and only if λ = 0 or
char(F) = 2 and λ = tr(p). Hence, p(t+ y1) = p(t+ y2) if and only if y1 = y2 or
char(F) = 2 and tr(p) = tr(q).
3.7.1 A common lemma
Lemma 3.13. Let p be a monic polynomial with degree 2 over F, and let y1 and
y2 be scalars in F. Set q := (t− y1)(t− y2).
Then, for all n ∈ N, the companion matrices C(p(t + y1)n+1 p(t + y2)n) and
C
(
p(t+ y1)
n p(t+ y2)
n
)
are (p, q)-differences.
Proof. Let s be a non-negative integer. We extend (y1, y2) into a 2-periodical
sequence (yk)k≥1. Set K :=
[
0 1
0 0
]
∈ M2(F). Set
As :=
(
C
(
p(t+ y1)
)
+ y1I2
)⊕ · · · ⊕ (C(p(t+ ys))+ ysI2) ∈ M2s(F)
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and
Bs :=


y1I2 0 · · · · · · (0)
−K y2I2 . . .
...
0
. . .
. . .
. . .
...
...
. . . ys−1I2 0
(0) · · · 0 −K ysI2


∈ M2s(F).
Note that p(As) = 0 = q(Bs) and that
As −Bs =


C
(
p(t+ y1)
)
0 · · · · · · (0)
K C
(
p(t+ y2)
) . . . ...
0
. . .
. . .
. . .
...
...
. . . C
(
p(t+ ys−1)
)
0
(0) · · · 0 K C(p(t+ ys))


.
Hence, we recognize that As−Bs is cyclic with characteristic polynomial
s∏
k=1
p(t+
yk). If s is even, this characteristic polynomial equals p(t + y1)
s/2p(t + y2)
s/2;
otherwise it equals p(t+ y1)
(s+1)/2p(t+ y2)
(s−1)/2. Varying s yields the claimed
result.
3.7.2 The case when p(t+ y1) = p(t+ y2)
The following theorem is an obvious consequence of Lemma 3.13 and of the
considerations of the start of Section 3.7:
Theorem 3.14. Let p and q be monic polynomials with degree 2 of F[t]. Assume
that p is irreducible over F and that q splits over F. Assume furthermore that q
has a double root or that char(F) = 2 and tr(q) = tr(p). Choose a root y of q in
F. Then, given an endomorphism u of a finite-dimensional vector space V over
F, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is a power of p(t+ y).
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
p(t+ y)n
)
for some positive
integer n.
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3.7.3 The case when p(t+ y1) 6= p(t+ y2)
Theorem 3.15. Let p and q be monic polynomials with degree 2 of F[t]. Assume
that p is irreducible over F and that q splits over F with distinct roots y1 and y2.
Assume furthermore that if char(F) = 2 then tr(p) 6= tr(q). Set δ := tr p − tr q.
Let u be an endomorphism of a finite-dimensional vector space V over F. The
following conditions are then equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The irreducible monic divisors of the minimal polynomial of u belong to{
p(t + y1), p(t + y2)
}
. Moreover, in writing the invariant factors of u as
r1 = p(t + y1)
α1p(t + y2)
β1 , . . . , rk = p(t + y1)
αkp(t + y2)
βk , . . . , we have
|αk − βk| ≤ 1 for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
p(t+ y1)
n
)⊕C(p(t+ y2)n),
C
(
p(t + y1)
n
) ⊕ C(p(t + y2)n−1) or C(p(t + y1)n−1) ⊕ C(p(t + y2)n) for
some positive integer n.
Proof. Lemma 3.13 shows that condition (iii) implies condition (i). Moreover,
it is also clear that condition (ii) implies condition (iii).
Now, we assume that property (i) holds, and we aim at proving property (ii).
Note first that p and q have distinct discriminants. Indeed, if char(F) 6= 2 then
this comes from the assumption that p is irreducible and q is not; Otherwise this
comes from the assumption that tr p 6= tr q.
For k ∈ N∗, denote by ak (respectively, by bk) the number of elementary fac-
tors of u of the form p(t+y1)
l (respectively, of the form p(t+y2)
l) for some integer
l ≥ k. Let us temporarily assume that (ak)k≥1 and (bk)k≥1 are 1-intertwined.
Then, we claim that condition (ii) holds. Indeed, since u is d-exceptional with
respect to (p, q) we already know that the monic irreducible divisors of its mini-
mal polynomial are among p(t+y1) and p(t+y2). Next, denote by r1, . . . , rk, . . .
the invariant factors of u, and further write rk = p(t+ y1)
αkp(t+ y2)
βk for some
non-negative integers αk and βk. Assume that, for some positive integer k, we
have αk > βk + 1. Setting s := βk + 2, we get that
as ≥ k and bs−1 < k,
which contradicts the assumption that (ai)i≥1 and (bi)i≥1 be 1-intertwined.
Hence, αk ≤ βk + 1, and likewise βk ≤ αk + 1. Hence condition (ii) holds.
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It remains to prove that (ak)k≥1 and (bk)k≥1 are 1-intertwined. To do so,
we need to distinguish between two cases. In both of them, we denote by L
the splitting field of p (as defined by L := F[t]/(p)) and we consider the L-
vector space V L := V ⊗F L and the endomorphism uL of V L deduced from u by
extending the field of scalars. Note that uL is a (p, q)-difference in the algebra
of all endomorphisms of V L.
• Assume first that p has two distinct roots x1 and x2 in L.
Since p and q have distinct discriminants, we have x1 − y1 6= x2 − y2. It
follows that, for all k ∈ N∗,
nk
(
uL, x1 − y1
)
= ak and nk
(
uL, x2 − y2
)
= bk,
and Theorem 3.12 yields that the sequences
(
nk
(
uL, x1 − y1
))
k≥1
and(
nk
(
uL, x2 − y2
))
k≥1
are 1-intertwined.
• Assume now that p has a sole root x in its splitting field L (note that this
can only happen if char(F) = 2).
Then, as x− y1 6= x− y2, one sees that, for all k ∈ N∗,
n2k
(
uL, x− y1
)
= ak and n2k
(
uL, x− y2
)
= bk.
Here, Theorem 3.11 applies to −uL and to the pair (q, p), and hence the
sequences
(
nk
(
uL, x− y1
))
k≥1
and
(
nk
(
uL, x− y2
))
k≥1
are 2-intertwined.
Hence, in any case we see that (ak)k≥1 and (bk)k≥1 are 1-intertwined, which
completes the proof that condition (i) implies condition (ii).
3.8 Exceptional (p, q)-differences (III): When p and q are irre-
ducible with the same splitting field
Here, we assume that p and q are both irreducible, with the same splitting field
L over F (in F). Denote by σ the non-identity automorphism of L over F if L is
separable over F, otherwise set σ := idL. In any case, splitting p(t) = (t−x1)(t−
x2) and q(t) = (t− y1)(t− y2) over L, we find that σ exchanges x1 and x2, and
that it exchanges y1 and y2. Hence, (x1 − y1)(x2 − y2) = (x1 − y1)σ(x1 − y1) =
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NL/F(x1 − y1) and likewise (x1 − y2)(x2 − y1) = NL/F(x1 − y2). Hence, with
δ := tr(p)− tr(q), we have
Fp,q(t) =
(
t2 − δt+NL/F(x1 − y1)
)(
t2 − δt+NL/F(x1 − y2)
)
and
Λp,q(t) =
(
t+NL/F(x1 − y1)
)(
t+NL/F(x1 − y2)
)
.
Next, assume that Fp,q has a root in F. Then, we have respective roots x and
y of p and q, together with some scalar d ∈ F such that x = y + d. Hence,
σ(x) = σ(y) + d and it follows that q(t) = p(t+ d).
Conversely, assume that q(t) = p(t+ d) for some d ∈ F. Then, we see that
Fp,q(t) = (t− d)2
(
(t− d)2 −∆)
where ∆ denotes the discriminant of q (that is, (y1− y2)2), which equals that of
p. Then:
• Either char(F) 6= 2, in which case (t−d)2−∆ = p
(
t−d+ tr p2
)
is irreducible
over F.
• Or char(F) = 2 and (t− d)2 −∆ = (t− d− tr q)2 = (t− d− tr p)2.
Finally, let u be an endomorphism of a finite-dimensional vector space V and
assume that u is d-exceptional with respect to (p, q). Then, v := u2− δu is anni-
hilated by some power of Λp,q, which is split over F; hence, v is triangularizable.
In the next section, we study the case when v has a sole eigenvalue.
3.8.1 When v has a sole eigenvalue
Lemma 3.16. Let p and q be split monic polynomials with degree 2 over F, and
assume that both p and q are irreducible, with the same splitting field. Write
p(t) = (t− x1)(t− x2) and q(t) = (t− y1)(t− y2). Let a, b be endomorphisms of
a finite-dimensional vector space V , and assume that p(a) = q(b) = 0. Denote
respectively by a⋆ and b⋆ the p-conjugate of a and the q-conjugate of b. Set w :=
ab⋆ + ba⋆ and z := x1y2 + x2y1. Let k ∈ N∗ be such that nk(w, z) = nk+1(w, z).
Then, nk+1(w, z) is a multiple of 4.
Proof. Our first step consists in reducing the situation to the one where p = q.
We note that the situation is unchanged by performing two basic transforma-
tions:
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• Let d ∈ F, set b′ := b−d idV , and note that q(t+d) = (t+d−y1)(t+d−y2)
annihilates b′. With (b′)⋆ := tr(q(t + d)) idV − b′ = (tr q − 2d) idV − b′ =
b⋆− d idV , we set w′ := a(b′)⋆+ b′a⋆ = w− da− da⋆ = w− (d tr p) idV , and
with z′ := x1(y2− d)+x2(y1− d), we have z′ = z− d(x1+x2) = z− d tr p,
whence nk(w, z) = nk(w
′, z′).
• Let d ∈ F r {0}, set b′ := db, and note that d2q(d−1t) = (t− dy1)(t− dy2)
annihilates b′. With (b′)⋆ := tr(d2q(d−1t))idV − b′ = (d tr q)idV − db = db⋆,
we set w′ := a(b′)⋆ + b′a⋆ = dw, and with z′ := x1(dy2) + x2(dy1), we have
z′ = dz, whence nk(w, z) = nk(w
′, z′).
Now, denoting by L the splitting field of p in F, the pair (1, x1) is a basis of the
F-vector space L, and hence there is a pair (γ, η) ∈ F2 such that y1 = γ + ηx1.
Note that η 6= 0 since y1 6∈ F. If L is inseparable over F, then we also have
y2 = γ + ηx2; otherwise, we denote by σ the non-identity element in the Galois
group of L over F, and we find y2 = σ(y1) = γ + η σ(x1) = γ + η x2. Thus, by
combining the above two basic transformations, we see that the pair (y1, y2) can
be replaced with (x1, x2) without losing any generality whatsoever.
Hence, in the remainder of the proof, we shall consider only the case when
(x1, x2) = (y1, y2). Note in particular that p = q and that z = 2x1x2 = 2p(0).
We assume that nk(w, z) = nk+1(w, z), and we shall prove that s := nk+1(w, z)
is a multiple of 4. Set
E := Ker
(
(w − z idV )k+1
)
/Ker
(
(w − z idV )k−1
)
and
F := Ker
(
(w − z idV )k
)
/Ker
(
(w − z idV )k−1
)
.
Since nk(w, z) = nk+1(w, z), we see that E has dimension 2s and F has dimen-
sion s.
By the Basic Commutation Lemma, we know that a and b commute with w,
and hence they induce endomorphisms of E which we respectively denote by a′
and b′. We still write (a′)⋆ := (tr p) idE − a′ and (b′)⋆ := (tr p) idE − b′, and we
note that
w′ = a′(b′)⋆ + b′(a′)⋆ and F = Ker(w′ − z idE).
Moreover, since dimE = 2dimF and (w′ − z idE)2 = 0, we find that F =
Im(w′ − z idE).
Note that p(a′) = p(b′) = 0. Since p is irreducible and a′ stabilizes F , we can
choose a complementary subspace G of F in E that is stable under a′. Moreover,
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w′ − z idE induces an isomorphism from G to Im(w′ − z idE) = F , and hence,
for some basis B of E that is adapted to the decomposition E = F ⊕G, we have
MB(w
′) =
[
zIs Is
0s zIs
]
.
Since a′ stabilizes F and G, and since a′ commutes with w′, we have, for some
matrix A ∈ Ms(F),
MB(a
′) =
[
A 0s
0s A
]
and p(A) = 0.
Likewise, for some B and C in Ms(F), we have
MB(b
′) =
[
B C
0s B
]
with p(B) = 0.
Denoting by A⋆ the p-conjugate of A and by B⋆ the one of B, we deduce that
MB
(
(a′)⋆
)
=
[
A⋆ 0s
0s A
⋆
]
and MB
(
(b′)⋆
)
=
[
B⋆ −C
0s B
⋆
]
.
As b′(b′)⋆ = p(0) idE , we obtain BC = CB
⋆. Now, set
N := A−B,
and note that A = B +N and A⋆ = (tr p)Is −A = B⋆ −N . We shall prove the
following three identities:
(1) N2 = 0;
(2) NB⋆ = BN ;
(3) Is = −NC − CN .
Using w′ = a′(b′)⋆ + b′(a′)⋆, we obtain the following two identities from the
upper-left and upper-right blocks:
AB⋆ +BA⋆ = zIs and Is = −AC + CA⋆.
The first equality yields
(B +N)B⋆ +B(B⋆ −N) = 2p(0)Is,
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and since BB⋆ = p(0)Is, we obtain identity (2). The second equality yields
Is = −(B + N)C + C(B⋆ − N) = −NC − CN since CB⋆ = BC, and hence
identity (3) is proved. Finally,
N2 = (A−B)(B⋆ −A⋆) = AB⋆ +BA⋆ −BB⋆ −AA⋆ = zIs − 2p(0)Is = 0.
Now, we can conclude. Identity (3) yields 2 rkN ≥ s. On the other hand,
identity (1) yields 2 rkN ≤ s, and hence s = 2 rkN . Finally, identity (2) shows
that the endomorphism X 7→ NX of the F-vector space Fs is semi-linear with
respect to the structure of F[B]-vector space induced by B (note that the F-
algebra F[B] is isomorphic to the splitting field of p since p is irreducible and
p(B) = 0). It follows that the rank of N is even. Therefore, s = 2 rkN is a
multiple of 4, which completes the proof.
Now, we come back to the assumptions and notation from the last paragraph
of the preceding section and we assume furthermore that v has a sole eigenvalue.
By renaming the roots of p and q in L, we can assume that this eigenvalue is
z := −NL/F(x1 − y1) = −(x1 − y1)(x2 − y2).
Remembering that
v = ab⋆ + ba⋆ − (p(0) + q(0)) idV
and that
z = −x1x2 − y1y2 + (x1y2 + x2y1) = −p(0)− q(0) + (x1y2 + x2y1),
the preceding lemma has the following corollary:
Corollary 3.17. Let k ∈ N∗ be such that nk(v, z) = nk+1(v, z). Then, nk+1(v, z)
is a multiple of 4.
Now, we take on a converse statement:
Lemma 3.18. Let p and q be monic irreducible polynomials with degree 2 over
F. Assume that p and q have the same splitting field L. Let x and y be respective
roots of p and q in L such that x− y 6∈ F. Set z := −NL/F(x− y). Then, for all
n ∈ N, the matrix C((t2 − δt− z)n+1) ⊕ C((t2 − δt− z)n) is a (p, q)-difference
(and a d-exceptional one).
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Proof. Set r := t2−δt−z and note that r = (t−(x−y))(t−(δ−(x−y))), whence
r is irreducible over F and its splitting field is L. We can therefore assume that
L is the subalgebra of M2(F) generated by C(r).
Let n ∈ N. In order to prove that C(rn+1)⊕ C(rn) is a (p, q)-difference, we
distinguish between two cases.
Case 1. L is separable over F.
By Theorem 3.12, the direct sum(
C(tn+1) + (x− y)In+1
)⊕ (C(tn) + (δ − x+ y)In)
in M2n+1(L) is a (p, q)-difference. Viewing every entry of this matrix as a 2-by-2
matrix with entries in F, we gather that, for some elements R1 and R2 of M2(F)
that are annihilated by r, the matrix
S :=


R1 0 · · · · · · (0)
I2 R1
. . .
...
0
. . .
. . .
. . .
...
...
. . . R1 0
(0) · · · 0 I2 R1


︸ ︷︷ ︸
∈M2n+2(F)
⊕


R2 0 · · · · · · (0)
I2 R2
. . .
...
0
. . .
. . .
. . .
...
...
. . . R2 0
(0) · · · 0 I2 R2


︸ ︷︷ ︸
∈M2n(F)
is a (p, q)-difference.
The polynomial r is irreducible over F and splits over L, whence r is sep-
arable over F. It then follows from Proposition A.2 (in the appendix) that
S ≃ C(rn+1)⊕ C(rn), which proves the claimed result.
Case 2. L is inseparable over F.
Then, tr(p) = tr(q) = 0 and δ = 0. Over L, the polynomials p and q are split
with sole respective roots x and y. By Theorem 3.10, the matrix C(t2n+1)+(x−
y)I2n+1 of M2n+1(L) is a (p, q)-difference. Viewing x− y as a matrix R ∈ M2(F)
annihilated by r, we gather that the matrix
T :=


R 0 · · · · · · (0)
I2 R
. . .
...
0
. . .
. . .
. . .
...
...
. . . R 0
(0) · · · 0 I2 R


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of M4n+2(F) is a (p, q)-difference. As the root of r has multiplicity 2, we deduce
from Proposition A.2 that T ≃ C(rn+1) ⊕ C(rn), which proves that the latter
matrix is a (p, q)-difference.
3.8.2 On the case when p = q
Lemma 3.19. Let p be a monic polynomial with degree 2, and let a and b be
endomorphisms of a vector space V such that p(a) = p(b) = 0. Then, Ker(a− b)
is stable under a and b.
Proof. Let us write p(t) = t2−λt+α. Let x ∈ Ker(a−b) and set y := a(x) = b(x).
Then, a(y) = a2(x) = (tr p) a(x) − p(0)x and b(y) = b2(x) = (tr p) b(x) − p(0)x
and hence a(y) = b(y), i.e. a(x) ∈ Ker(a− b).
Proposition 3.20. Let p be an irreducible monic polynomial with degree 2, and
let a and b be endomorphisms of a finite-dimensional vector space V such that
p(a) = p(b) = 0. Then, for every integer k ≥ 1, the endomorphism a− b has an
even number of Jordan cells of size k for the eigenvalue 0.
Proof. Classically, this amounts to proving that Ker((a−b)n) is even-dimensional
for all n ∈ N. Yet, by the Commutation Lemma, we know that both a and b
commute with (a − b)2. Hence, for all n ∈ N, the subspace Ker((a − b)2n) is
stable under both a and b. Fixing n ∈ N, the endomorphism of Ker((a − b)2n)
induced by a is annihilated by p, which is irreducible with degree 2, and hence
dimKer
(
(a − b)2n) is a multiple of 2. Next, a and b induce endomorphisms a′
and b′ of the quotient space Ker
(
(a − b)2n+2)/Ker((a − b)2n), and the kernel
of a′ − b′ is the quotient subspace Ker((a − b)2n+1)/Ker((a − b)2n). Hence, by
Lemma 3.19, this subspace is stable under a′. Again, since p(a′) = 0 we deduce
that the dimension of Ker
(
(a − b)2n+1)/Ker((a − b)2n) is even, and hence the
one of Ker
(
(a− b)2n+1) is also even.
Now, we prove a converse statement:
Lemma 3.21. Let p be an irreducible monic polynomial with degree 2 over F,
and n be a positive integer. Then, the matrix C(tn)⊕C(tn) is a (p, p)-difference.
Note that if n is even this result is a special case of the Duplication Lemma.
Proof. We use the same strategy as in the proof of Lemma 3.18. Since C(p) is
annihilated by p, which is irreducible with degree 2, the F-algebra L := F
[
C(p)
]
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is a splitting field of p. Hence, by Theorem 3.10 if p is inseparable, and by
Theorem 3.12 otherwise, we know that the matrix

0L 0L · · · · · · (0)
1L 0L
. . .
...
0L
. . .
. . .
. . .
...
...
. . . 0L 0L
(0) · · · 0L 1L 0L


of Mn(L) is a (p, p)-difference. Hence, the matrix
Mn :=


02 02 · · · · · · (0)
I2 02
. . .
...
02
. . .
. . .
. . .
...
...
. . . 02 02
(0) · · · 02 I2 02


of M2n(F) is a (p, p)-difference. By permuting the basis vectors, one sees thatMn
is similar to C(tn)⊕ C(tn), and hence this last matrix is a (p, p)-difference.
3.8.3 Conclusion
We are now ready to conclude the study of the case when p and q are irreducible
with the same splitting field. There are five different subcases to consider:
• q is not a translation of p, and p is separable;
• q is not a translation of p, and p is inseparable;
• q is a translation of p and char(F) 6= 2;
• q is a translation of p, p is separable and char(F) = 2;
• q is a translation of p, and p is inseparable.
Theorem 3.22. Let p and q be irreducible monic polynomials with degree 2 over
F, and assume that they have the same splitting field L. Assume further that q
is not a translation of p (over F) and that p is separable, and set δ := tr p− tr q.
42
Denote by x1, x2 (respectively, by y1, y2) the roots of p (respectively, of q) in L.
Let u be an endomorphism of a finite-dimensional vector space V over F. Then,
the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is the product of a power of t2−δt+NL/F(x1−
y1) with a power of t
2−δt+NL/F(x1−y2). Moreover, the invariant factors
of u read r1, r2, . . . , r2k−1, r2k, . . . where, for every positive integer k, there
are integers a and b in {0, 1} such that
r2k−1 = r2k ×
(
t2 − δt+NL/F(x1 − y1)
)a(
t2 − δt+NL/F(x1 − y2)
)b
.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals
C
(
(t2 − δt+NL/F(x− y))k+ǫ
)⊕ C((t2 − δt+NL/F(x− y))k)
for some root x of p, some root y of q, and some pair (k, ǫ) ∈ N× {0, 1}.
Proof. Since p and q are separable, we have x1 − y1 6= x1 − y2 and x1 − y1 6=
x2 − y1. Hence, with the study from the start of Section 3.8, we know that
r1 := t
2 − δt+NL/F(x1 − y1) and r2 := t2 − δt+NL/F(x1 − y2) are the distinct
irreducible factors of Fp,q, and hence u is d-exceptional with respect to (p, q) if
and only if the irreducible monic factors of its minimal polynomial are among
r1 and r2.
Next, it is obvious that condition (ii) implies condition (iii). Moreover, by
Lemma 3.18 and the Duplication Lemma, we know that condition (iii) implies
condition (i).
In order to conclude, we assume that condition (i) holds and we prove that
condition (ii) holds. For j ∈ {1, 2} and k ∈ N∗, denote by n(j)k the number of
diagonal blocks equal to C
(
(t2−δt+NL/F(x1−yj))l
)
for some l ≥ k in the primary
canonical form of u. Set v := u2 − δu and choose endomorphisms a and b of V
such that u = a− b and p(a) = q(b) = 0. Since NL/F(x1 − y1) 6= NL/F(x1 − y2),
we have V = V1 ⊕ V2 where Vj denotes the characteristic subspace of v for
the eigenvalue −NL/F(x1 − yj). As a and b commute with v, we find that they
stabilize V1 and V2. Fixing j ∈ {1, 2} and denoting by uj (respectively, by vj) the
endomorphism of Vj induced by u (respectively, by v), we get that the minimal
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polynomial of uj is a power of rj and that uj is a (p, q)-difference. Moreover, for
all k ∈ N∗ and all j ∈ {1, 2}, we have
2n
(j)
k = nk
(
vj,−NL/F(x1 − yj)
)
;
On the other hand, exactly n
(j)
k elementary invariants of uj equal r
l
j for some
l ≥ k. Hence, by Corollary 3.17, we find that if n(j)k+1 is odd then n
(j)
k > n
(j)
k+1.
Finally, let us consider the invariant factors s1, . . . , sk, . . . , of u. Since u
is d-exceptional with respect to (p, q) we know that each sk is the product of
a power of r1 with a power of r2. Let k ∈ N∗ and write s2k−1 = rN11 rN22
and s2k = r
N ′
1
1 r
N ′
2
2 , so that N1 ≥ N ′1 and N2 ≥ N ′2. If N1 > N ′1 + 1 then
n
(1)
N ′
1
+1
= n
(1)
N ′
1
+2
= 2k − 1 and we have a contradiction with the above result.
Hence, N1 ∈ {N ′1 + 1, N ′1}. Likewise, we obtain N2 ∈ {N ′2 + 1, N ′2}. This yields
condition (ii), which completes the proof.
Theorem 3.23. Let p and q be irreducible monic polynomials with degree 2 over
F, and assume that they have the same splitting field L. Assume further that q
is not a translation of p (over F) and that p is inseparable. Write p = t2 + α
and q = t2 + β for some (α, β) ∈ F2. Let u be an endomorphism of a finite-
dimensional vector space over F. Then, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is a power of t2 + α + β. Moreover, the
invariant factors of u read r1, r2, . . . , r2k−1, r2k, . . . where, for every positive
integer k, we have r2k−1 = r2k or r2k−1 = (t
2 + α+ β)r2k.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals
C
(
(t2 + α+ β)n+ǫ
)⊕ C((t2 + α+ β)n)
for some n ∈ N and some ǫ ∈ {0, 1}.
Proof. Here, Fp,q = (t
2+α+β)2, Λp,q = (t+α+β)
2 and t2+α+β is irreducible
over F because q is not a translation of p. From there, the proof is essentially
similar to the one of Theorem 3.22, the only difference being that, in the proof
that (i) implies (ii), the endomorphism v := u2 has α+ β as its sole eigenvalue.
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Theorem 3.24. Let p and q be irreducible monic polynomials with degree 2
over F. Assume that q = p(t + d) for some d ∈ F, and that char(F) 6= 2. Set
r := p
(
t−d+(tr p)/2). Let u be an endomorphism of a finite-dimensional vector
space V over F. Then, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is the product of a power of t−d with a power
of r. Moreover, the invariant factors of u read s1, s2, . . . , s2k−1, s2k, . . .
where, for every positive integer k, we have s2k−1 = s2k or s2k−1 = r s2k.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C(rn+ǫ) ⊕ C(rn), for some
n ∈ N and some ǫ ∈ {0, 1}, or C((t− d)n)⊕C((t− d)n) for some n ∈ N∗.
Proof. As we have seen in the beginning of Section 3.8, Fp,q(t) = (t − d)2r and
r is irreducible. Moreover, r = t2− δt+NL/F(x1 − x2+ d), where L denotes the
splitting field of p, and p(t) = (t− x1)(t− x2).
Moreover, as we can safely replace u with u− d idV , we lose no generality in
assuming that p = q, in which case d = 0. From there, the implication (ii) ⇒
(iii) is obvious, and (iii) ⇒ (i) is readily obtained by applying the Duplication
Lemma together with Lemmas 3.18 and 3.21.
Assume finally that (i) holds. For k ∈ N∗, denote by nk the number of blocks
of type C
(
(t− d)k) in the primary canonical form of u, and by mk the number
of blocks of type C(rl), for some l ≥ k, in the primary canonical form of u.
Then, by Corollary 3.17, we find that nk is even for all k ∈ N∗.
Noting that Λp,q = t
(
t+NL/K(x1 − x2)
)
, we use the same line of reasoning
as in the proof of Theorem 3.22 to gather that mk is odd whenever mk > mk+1.
The derivation of (ii) is then done as in the proof of Theorem 3.22.
Theorem 3.25. Let p and q be irreducible monic polynomials with degree 2 over
F. Assume further that q = p(t+ d) for some d ∈ F, that char(F) = 2 and that
p is separable. Let u be an endomorphism of a finite-dimensional vector space
V over F. Then, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is the product of a power of t−d with a power
of t−d−tr(p). Moreover, the invariant factors of u read s1, s2, . . . , s2k−1, s2k, . . .
where, for every positive integer k, we have s2k−1 = s2k.
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(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t − d)n) ⊕ C((t − d)n) or
C
(
(t− d− tr(p))n)⊕ C((t− d− tr(p))n) for some n ∈ N∗.
Proof. Here, we see that Fp,q = (t − d)2
(
t − d − tr p)2 and Λp,q = (t + d2)(t +
d2 + (tr p)2
)
, with d2 6= d2 + (tr p)2. From there, the proof is similar to the one
of the previous three theorems.
Theorem 3.26. Let p and q be two irreducible monic polynomials with degree 2
over F. Assume further that q = p(t+ d) for some d ∈ F, that char(F) = 2 and
that p is inseparable. Let u be an endomorphism of a finite-dimensional vector
space V over F. Then, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is a power of t− d. Moreover, the invariant
factors of u read s1, s2, . . . , s2k−1, s2k, . . . where, for every positive integer
k, we have s2k−1 = s2k.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t− d)n)⊕ C((t− d)n) for
some n ∈ N∗.
Proof. Here, we see that Fp,q = (t − d)4 and Λp,q = (t + d2)2. From there, the
proof is similar to the one of the previous four theorems.
Using the above five theorems, it is easy to derive the classification of d-
exceptional (p, q)-differences when p and q are both irreducible and have the
same splitting field, as given in Table 7.
3.9 Exceptional (p, q)-differences (IV): When p and q are irre-
ducible with distinct splitting fields
In this final section, we tackle the case when both polynomials p and q are irre-
ducible but they have distinct splitting fields in F. The discussion will basically
be split into three subcases, whether both p and q are separable, both are insep-
arable, or exactly one of them is separable. In the first two cases, a basic trick
will be to extend the field of scalars by using Λp,q and v := u
2 − δu, which will
allow us to use the results from Section 3.8.
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3.9.1 Case 1. Both p and q are separable
In that case, it is known that the splitting field L of pq in F is a Galois extension
of F with degree 4. Moreover, the Galois group of L over F contains two elements
σ and τ such that σ exchanges the two roots of q and fixes the ones of p, and τ
exchanges the two roots of p and fixes the ones of q. It follows that Gal(L/F)
acts transitively on Root(p)−Root(q), whence Fp,q is a power of some irreducible
monic polynomial of F[t].
Let us split p = (t − x1)(t − x2) and q = (t − y1)(t − y2) in L[t]. If x1 −
y1, x1 − y2, x2 − y1, x2 − y2 are pairwise distinct, then Fp,q is irreducible over F
and separable.
Since y1 6= y2 and x1 6= x2, it follows that for two elements among x1−y1, x1−
y2, x2−y1, x2−y2 to be equal, it is necessary and sufficient that x1−y1 = x2−y2
or x1 − y2 = x2 − y1, that is (x1 − x2)2 = (y1 − y2)2, i.e. p and q have the same
discriminant. Yet, we have assumed that the splitting fields of p and q are
distinct. Hence, p and q have the same discriminant only if char(F) = 2. In that
case, the respective discriminants of p and q equal tr(p)2 and tr(q)2, and hence
they are equal if and only if tr(p) = tr(q).
Moreover, if char(F) = 2 and tr(p) = tr(q) then as x1 − y1 6= x1 − y2
we get that the sole irreducible monic divisor of Fp,q over F is p(t + y1) =(
t− (x1 − y1)
)(
t− (x2 − y1)
)
= t2 − tr(p)t+ p(0) + q(0), which equals p(t+ y2)
by the way.
In any case, the polynomial
(
t− (x1 − y1)
)(
t− (x2 − y2)
)
= t2 − δt+ (x1 −
y1)(x2 − y2) does not belong to F[t] (because x1 − y2 is not one of its roots),
which yields that Λp,q is irreducible over F.
Case 1.1. p and q have distinct discriminants
Theorem 3.27. Let p and q be monic polynomials with degree 2 over F, and
assume that they are both irreducible with distinct splitting fields and distinct
discriminants. Let u be an endomorphism of a finite-dimensional vector space
V over F. Then, the following conditions are equivalent:
(i) The endomorphism u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is a power of Fp,q and if we denote by
r1, . . . , rk, . . . the invariant factors of u, then r2k−1 = r2k or r2k−1 =
r2k Fp,q, for all k ∈ N∗.
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(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which each diagonal block equals C
(
Fnp,q
)⊕C(Fnp,q) or C(Fnp,q)⊕
C
(
Fn−1p,q
)
for some positive integer n.
Proof. It is easily seen that condition (ii) implies condition (iii). Conversely,
assume that (iii) holds but that (ii) does not. First of all, it is obvious from
condition (iii) that all the invariant factors of u are powers of Fp,q. Next, there
is a least positive integer k such that F 2p,qr2k divides r2k−1. Write then r2k−1 =
F ℓ+1p,q for some integer ℓ ≥ 0. Then, in any decomposition given by condition (iii),
there is no diagonal block of the form C
(
Fmp,q
)⊕C(Fnp,q) in which one of m and n
equals ℓ. Hence, each one of those diagonal blocks equals either C
(
Fnp,q
)⊕C(Fnp,q)
for some integer n 6= ℓ, or C(Fnp,q)⊕C(Fn−1p,q ) for some positive integer n distinct
from ℓ and ℓ+1; in the latter case either both n and n− 1 are greater than ℓ, or
both are less than ℓ. It follows that there is an even number of invariant factors
of u that equal Fnp,q for some n > ℓ, contradicting the fact that there are 2k − 1
such invariants factors. Hence, condition (iii) implies condition (ii).
It only remains to prove that conditions (i) and (iii) are equivalent. Some
general work is required before we tackle this equivalence.
As we have seen in the beginning of Section 3.9.1, our assumptions imply
that both Fp,q and Λp,q are irreducible over F. Moreover, the Galois group of L
over F is isomorphic to (Z/2)2, which has three proper subgroups.
Denote by K the splitting field of Λp,q in L. Without loss of generality, we
can consider that K is the subalgebra of M2(F) generated by the companion
matrix of Λp,q. Obviously K is the Galois subfield of L associated with the
subgroup of Gal(L/F) generated by the Galois automorphism that exchanges
the two roots of p and that exchanges the two roots of q. Hence, p and q remain
irreducible over K. Moreover, the assumptions show that p and q do not have
the same discriminant. In particular, over K the polynomials p and q satisfy the
assumptions of Theorem 3.22.
Splitting p(t) = (t− x1)(t− x2) and q(t) = (t− y1)(t− y2) over L, we set
r :=
(
t−(x1−y1)
)(
t−(x2−y2)
) ∈ K[t] and s := (t−(x1−y2))(t−(x2−y1)) ∈ K[t].
Let n ∈ N∗. Throughout the proof, C(rn) will be interpreted both as a matrix
of M2n(K) and as a matrix of M4n(F), depending on the context. Since r is
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separable, Proposition A.2 shows that C(rn) is similar to

C(r) 02 · · · · · · (0)
I2 C(r)
. . .
...
02
. . .
. . .
. . .
...
...
. . . C(r) 02
(0) · · · 02 I2 C(r)


in M2n(K). This last matrix can be interpreted as the matrix
M =


P 04 · · · · · · (0)
I4 P
. . .
...
04
. . .
. . .
. . .
...
...
. . . P 04
(0) · · · 04 I4 P


of M4n(F) for some P ∈ M4(F) that is annihilated by Fp,q. Since Fp,q is ir-
reducible and separable, it follows once more from Proposition A.2 that M is
similar to C(Fnp,q) in M4n(F). Hence, C(r
n) is similar to C(Fnp,q) in M4n(F).
Note that this remains (trivially) true if n = 0, and that this remains true if r
is replaced with s.
We are now ready to prove the implications (iii) ⇒ (i) and (i) ⇒ (ii).
In order to prove (iii) ⇒ (i), it suffices to prove that, for all n ∈ N∗, both
matrices C(Fnp,q)⊕C(Fnp,q) and C(Fnp,q)⊕C(Fn−1p,q ) are (p, q)-differences. For the
first one it suffices to use the Duplication Lemma, since Fp,q(t) = Λp,q(t
2 − δt).
Next, let n ∈ N∗. Since p and q satisfy the assumptions of Theorem 3.22 over
K, we get that the matrix C(rn) ⊕ C(sn−1) is a (p, q)-difference in M4n−2(K).
Hence, it is also a (p, q)-difference in M8n−4(F). Yet, we have just seen that this
matrix is similar to C(Fnp,q) ⊕ C(Fn−1p,q ) in M8n−4(F). It follows that the latter
is a (p, q)-difference. Hence, (iii) ⇒ (i) is proved.
Conversely, assume that u is a d-exceptional (p, q)-difference. We choose
endomorphisms a and b of the F-vector space V such that u = a− b and p(a) =
q(b) = 0. The endomorphism v := u2 − δu is annihilated by some power of the
separable polynomial Λp,q. Hence, by the Jordan-Chevalley decomposition, we
have a splitting v = S+N in which S is a semi-simple endomorphism of V that is
annihilated by Λp,q and that belongs to F[v], and N is a nilpotent endomorphism
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of V . Hence, a and b turn out to be endomorphisms of the F[S]-vector space
V , and so does u. We denote by V S the F[S]-vector space V to differentiate
it from the F-vector space V . Now, F[S] is isomorphic to the splitting field of
Λp,q over F, and hence F[S] ≃ K. Applying Theorem 3.22 to V S , we get that
the endomorphism u of V S is represented by a block-diagonal matrix in which
each diagonal block has one of the forms C(rk) ⊕ C(sk−1), C(rk) ⊕ C(sk), or
C(sk) ⊕ C(rk−1) for some positive integer k. It follows from our initial study
that condition (iii) is satisfied by u, which completes the proof.
Case 1.2. p and q have the same discriminant Here, char(F) = 2, tr(p) =
tr(q), Fp,q = p(t+ y1)
2, and r := p(t+ y1) = t
2+ (tr p) t+ p(0) + q(0) belongs to
F[t] and is irreducible over F. Hence, an endomorphism of a finite-dimensional
vector space over F is d-exceptional with respect to (p, q) if and only if its minimal
polynomial is a power of r. Note also that Λp,q = t
2 + (tr p)2 t+ (p(0) + q(0))2.
Remembering that Λp,q is irreducible over F, and noting that the square of any
root of r is a root of Λp,q, we get that Λp,q and r have the same splitting field in
L.
Theorem 3.28. Let p and q be monic polynomials with degree 2 over F, and
assume that they are both irreducible with distinct splitting fields and the same
non-zero discriminant. Set r := t2 + (tr p) t + p(0) + q(0). Let u be an endo-
morphism of a finite-dimensional vector space V over F. Then, the following
conditions are equivalent:
(i) The endomorphism u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is a power of r, and if we denote by r1, . . . , rk, . . .
the invariant factors of u, then r2k−1 = r2k for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which each diagonal block equals C(rn)⊕C(rn) for some n ∈ N∗.
Proof. It is obvious that conditions (ii) and (iii) are equivalent.
Next, we prove that conditions (i) and (iii) are equivalent. As in the proof
of Theorem 3.27, some prior work is required.
Remember that char(F) = 2 and tr p = tr q. The splitting field K of Λp,q
over L can be identified with a subalgebra of M2(F). We have seen that K is
also the splitting field of r over F. Let us split p(t) = (t − x1)(t − x2) and
q(t) = (t − y1)(t − y2) in L[t]. Note that x1 − y1 ∈ K, x1 − y2 ∈ K, and q is a
translation of p over K.
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Next, fix n ∈ N∗. Set
An :=


x1 − y1 0 · · · · · · (0)
1 x1 − y1 . . .
...
0
. . .
. . .
. . .
...
...
. . . x1 − y1 0
(0) · · · 0 1 x1 − y1


and
Bn :=


x1 − y2 0 · · · · · · (0)
1 x1 − y2 . . .
...
0
. . .
. . .
. . .
...
...
. . . x1 − y2 0
(0) · · · 0 1 x1 − y2


in Mn(K), and set further
Mn := An ⊕An and Nn := Bn ⊕Bn,
which we see as matrices of M2n(K). Here, x1 − y1 is a root of r. Seeing K as a
subalgebra of M2(F), we have
An =


x1 − y1 02 · · · · · · (0)
I2 x1 − y1 . . .
...
02
. . .
. . .
. . .
...
...
. . . x1 − y1 02
(0) · · · 02 I2 x1 − y1


∈ M2n(F).
Since x1 − y1 is annihilated by r, which is separable with degree 2, Proposition
A.2 shows that An is similar to C(r
n) in M2n(F). Likewise, Bn is similar to C(r
n)
in M2n(F), and we conclude that both Mn and Nn are similar to C(r
n)⊕C(rn)
in M4n(F).
We are now ready to conclude. For all n ∈ N∗, we know from Theorem 3.25
that Mn is a (p, q)-difference in M2n(K), and hence it is also a (p, q)-difference
in M4n(F). Hence, condition (iii) implies condition (i). Conversely, assume that
u is a d-exceptional (p, q)-difference. Let a, b be endomorphisms of V such that
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u = a − b and p(a) = q(b) = 0. Setting v := u2, we see that v is annihilated
by some power of Λp,q. Since Λp,q is separable, we can use the Jordan-Chevalley
decomposition v = s + n in which s is semi-simple, n is nilpotent and s is a
polynomial in v. Note that Λp,q(s) = 0. By the Commutation Lemma, both a
and b commute with s, and hence a and b are endomorphisms of the F[s]-vector
space V , which we denote by V s. Hence, u is a d-exceptional (p, q)-difference in
the algebra of all endomorphisms of V s. Yet, F[s] ≃ K, and hence, by Theorem
3.25, in some basis of V s the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals either C
((
t− (x1−y1)
)k)⊕C((t−
(x1−y1)
)k)
or C
((
t−(x1−y2)
)k)⊕C((t−(x1−y2))k) for some k ∈ N∗. Hence,
there is a basis of the F-vector space V in which u is represented by a block-
diagonal matrix in which every diagonal block equalsMk or Nk for some k ∈ N∗.
Using the preliminary work on block matrices, we conclude that condition (iii)
holds.
3.9.2 Case 2. Both p and q are inseparable
Here, we will need another lemma:
Lemma 3.29. Assume that char(F) = 2. Let p and q be monic polynomials
with degree 2 of F[t], both irreducible and inseparable, and assume that p and
q have distinct splitting fields in F. Let a and b be endomorphisms of a finite-
dimensional vector space V such that p(a) = q(b) = 0. Set w := ab+ ba. Then,
for all k ∈ N∗, the integer nk(w, 0) is a multiple of 4.
Proof. Denoting by a⋆ the p-conjugate of a and by b⋆ the q-conjugate of b, we
have a⋆ = a and b⋆ = b, whence w = ab⋆ + ba⋆, and the Basic Commutation
Lemma yields that both a and b commute with w. Let k ∈ N∗. Then, we know
that a and b induce endomorphisms a′ and b′ of the quotient vector space
E := Kerwk/Kerwk−1
such that p(a′) = 0 = q(b′), and a′b′ + b′a′ = 0. Here, F has characteristic 2,
whence a′ and b′ commute. Using p(a′) = 0 and q(b′) = 0, it follows that the
subalgebra L := F[a′, b′] generated by a′ and b′ is actually isomorphic to the
splitting field of pq in F, and in particular it is a field with degree 4 over F.
Hence, E can be seen as an L-vector space, leading to dimFE = 4dimLE. We
conclude that nk(w, 0) = dimFE is a multiple of 4, as claimed.
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Theorem 3.30. Assume that char(F) = 2. Let α and β be elements of F, set
p(t) := t2−α and q(t) := t2−β and assume that both p and q are irreducible over
F and that they have distinct splitting fields in F. Let u be an endomorphism of a
finite-dimensional vector space V . Then, the following conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) Every invariant factor of u is a power of t2 − α − β, and if we denote by
r1, . . . , rk, . . . those invariant factors we have r2k−1 = r2k for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t2−α−β)n)⊕C((t2−α−
β)n
)
for some n ∈ N∗.
Proof. The equivalence between conditions (ii) and (iii) is obvious.
Before we prove that conditions (i) and (ii) are equivalent, some preliminary
work is required. First of all, here we have Fp,q = (t
2−α−β)2. Set r := t2−α−β.
Since p and q have distinct splitting fields, the roots
√
α and
√
β in L are linearly
independent over F, and hence r is irreducible over F. It follows that u is d-
exceptional with respect to (p, q) if and only if it is annihilated by some power
of r.
From there, the Duplication Lemma yields that condition (iii) implies condi-
tion (i). In order to conclude, we prove that condition (i) implies condition (ii).
Assume that condition (i) holds. First of all, we know that each invariant factor
of u is a power of r. Let a and b be endomorphisms of V such that p(a) = 0 = q(b)
and u = a−b. Set v := u2 and note that ab+ba = v−(α+β)idV . Let n ∈ N∗ and
denote byNn the number of invariant factors of u that equal (t
2−α−β)k for some
k ≥ n. Then, 2Nn = dimKer
(
v − (α + β) idV
)n − dimKer(v − (α+ β) idV )n−1
which, by Lemma 3.29, is a multiple of 4. Hence, Nn is even. Finally, for all
n ∈ N∗, the number of invariant factors of u that equal rn is Nn − Nn+1, and
hence it is even. It follows that condition (ii) holds.
Combining Theorems 3.28 and 3.30, we deduce the classification of indecom-
posable d-exceptional (p, q)-differences in the case when p and q have distinct
splitting fields and the same discriminant, as given in Table 9.
3.9.3 Case 3. p is separable and q is not
This is the last remaining case, and by far the most difficult one.
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Here, char(F) = 2. The splitting field L of pq is not a Galois extension of F.
Yet, it is not a radicial extension either because p is irreducible and separable.
Hence, we have a decomposition F − R − L where R is a radicial quadratic
extension of F and L is a separable extension of R. Explicitly, R is the set of all
x ∈ L such that x2 ∈ F. Moreover, Gal(L/F) = Gal(L/R) has cardinality 2.
Since q is inseparable, R is its splitting field in L.
Let us split p(t) = (t − x1)(t − x2) and q(t) = (t − y)2 in L[t]. Let u be an
endomorphism of a finite-dimensional vector space V , and set v := u2−tr(p)u =
u2 − δu. Here,
Fp,q(t) =
(
t2 − δt+ (x1 − y)(x2 − y)
)2
and Λp,q(t) =
(
t− p(y))2.
Yet, p(y) = y2 − (tr p)y + p(0) belongs to R r F since tr p 6= 0 and y ∈ R r F.
It follows that Λp,q is irreducible over F. Next, Fp,q is also irreducible over F:
indeed, it is split over L, the Galois group of L over F acts transitively on the set
{x1 − y, x2 − y} of its roots in L, and hence the only possible monic irreducible
proper divisor of Fp,q would be (t− (x1− y))(t− (x2− y)) = t2− δt+ p(y). Yet,
this last polynomial does not belong to F[t] since p(y) 6∈ F.
Hence, given an endomorphism u of a finite-dimensional vector space over F,
the minimal polynomial of u is a power of Fp,q if and only if u is d-exceptional
with respect to (p, q).
Before we can obtain the classification of d-exceptional (p, q)-differences, we
need a technical result that is quite similar to Lemma 3.16:
Proposition 3.31. Let p and q be irreducible monic polynomials with degree 2
over F. Assume that tr p = 1 and that q is inseparable. Let a, b be endomor-
phisms of a finite-dimensional vector space V such that p(a) = q(b) = 0, and de-
note by a⋆ the p-conjugate of a and by b⋆ the q-conjugate of b. Set w := ab⋆+ba⋆.
For k ∈ N∗, set nk(w) := dimKer(q(w)k)− dimKer(q(w)k−1).
Let k ∈ N∗. If nk(w) = nk+1(w) then nk(w) is a multiple of 8.
The proof is split into two consecutive lemmas, in which we keep the same
notation and assumptions as in Proposition 3.31 with regards to the polynomials
p and q.
Lemma 3.32. Let a and b be elements of an F-algebra A, and assume that
p(a) = q(b) = 0. Set w := ab⋆+ ba⋆ (where a⋆ denotes the p-conjugate of a, and
b⋆ the q-conjugate of b). Assume that q(w) = 0. Then, the element n := b − w
of A satisfies the following conditions:
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(i) n2 = 0;
(ii) n commutes with w;
(iii) na = a⋆n and na⋆ = an.
Proof of Lemma 3.32. By the Basic Commutation Lemma, a, b and n commute
with w. Note that char(F) = 2, due to the assumptions on q. Since b commutes
with w, we deduce that n2 = b2 + w2 = −q(0)1A − q(0)1A = 0. Finally, since
tr q = 0 and tr p = 1,
b− n = w = ab⋆ + ba⋆ = −ab+ b− ba,
whence n = ab+ ba. Since w commutes with a, this yields n = a(b− w) + (b−
w)a = an+ na, and condition (iii) follows.
Lemma 3.33. With the assumptions and notation from Proposition 3.31, as-
sume that q(w)2 = 0 and dimV = 2dimKer q(w). Then, the dimension of
Ker q(w) is a multiple of 8.
Proof of Lemma 3.33. Set V1 := Ker q(w) and u := a − b. By the Basic Com-
mutation Lemma, V1 is stable under both a and b, and hence under u. Here
Fp,q(u) = (u
2 − u+ p(y) idV )2
=
(
w − (p(0) + q(0) + p(y)) idV
)2
=
(
w − (y2 + y + q(0)) idV
)2
= (w − y)2 = q(w).
Hence, the irreducible polynomial Fp,q (with degree 4) annihilates u|V1 , and it
follows that dimV1 = 4k for some non-negative integer k. We shall prove that k
is even.
Since V1 is stable under a, which is annihilated by the irreducible polynomial
p, there exists a direct factor V2 of V1 in the F-vector space V that is stable under
a. Note that dimV2 = dim(V/V1) = dimV1. Hence, in some basisB of the vector
space V that is adapted to the decomposition V = V1 ⊕ V2, we have, for some
matrices A, B1, B2, Q1, Q2 and C of M4k(F),
MB(a) =
[
A 0
0 A
]
, MB(b) =
[
B1 C
0 B2
]
and MB(w) =
[
Q1 ?
0 Q2
]
.
More precisely, A can be taken as the direct sum of 2k copies of the companion
matrix C(p).
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Using p(a) = q(b) = 0 and q(w) = 0, we get that p(A) = q(B1) = q(B2) =
q(Q1) = q(Q2) = 0. Denoting by A
⋆, B⋆1 , B
⋆
2 the p-conjugate of A, the q-
conjugate of B1, and the q-conjugate of B2, respectively, we find that Qi =
AB⋆i +BiA
⋆ for all i ∈ {1, 2}. Hence, Lemma 3.32 yields that the matrices
N1 := B1 −Q1 and N2 := B2 −Q2
have square zero and satisfy the following equalities:
∀i ∈ {1, 2}, NiA = A⋆Ni, ANi = NiA⋆ and NiQi = QiNi. (6)
In the next key step, we shall prove that N1 has rank 2k.
Note first, by the definition of w, that
MB(w) =
[
Q1 AC + CA
⋆
0 Q2
]
,
and it follows, since tr q = 0, that
MB(q(w)) =
[
q(Q1) Q1(AC + CA
⋆) + (AC + CA⋆)Q2
0 q(Q2)
]
=
[
0 Q1(AC + CA
⋆) + (AC + CA⋆)Q2
0 0
]
.
Using the definition of V1, we conclude that
Q1(AC + CA
⋆) + (AC + CA⋆)Q2 is invertible.
We shall see that this leads to the equality rkN1 = 2k.
First of all, since q is irreducible and both matrices
[
B1 0
0 B2
]
and
[
B1 C
0 B2
]
are annihilated by q, they are similar (as both are similar to the direct sum of
4k copies of C(q)). By Roth’s theorem [10], this yields a matrix X ∈ M4k(F)
such that
C = B1X −XB2.
Next, consider the endomorphism
ϕ :M ∈ M4k(F) 7→ Q1M +MQ2 ∈ M4k(F).
Since Q21 and Q
2
2 are equal scalar multiples of I4k, we find that
∀M ∈ M4k(F), Q1ϕ(M) = ϕ(M)Q2,
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i.e.
∀M ∈M4k(F), (B1 −N1)ϕ(M) = ϕ(M)(B2 −N2). (7)
On the other hand, by the Basic Commutation Lemma, we see that A and
A⋆ commute with Q1 and Q2, whence
∀M ∈ M4k(F), ϕ(AM) = Aϕ(M) and ϕ(MA⋆) = ϕ(M)A⋆,
whereas Bi commutes with Qi for all i ∈ {1, 2}, whence
∀M ∈ M4k(F), ϕ(B1M) = B1ϕ(M) and ϕ(MB2) = ϕ(M)B2.
Hence,
ϕ(AC + CA⋆) = Aϕ(C) + ϕ(C)A⋆
= A(B1ϕ(X) − ϕ(X)B2) + (B1ϕ(X) − ϕ(X)B2)A⋆
= A(N1ϕ(X)− ϕ(X)N2) + (N1ϕ(X) − ϕ(X)N2)A⋆ (by (7))
= N1A
⋆ϕ(X)−Aϕ(X)N2 +N1ϕ(X)A⋆ − ϕ(X)AN2 (by (6))
= N1
(
A⋆ϕ(X) + ϕ(X)A⋆
)− (Aϕ(X) + ϕ(X)A)N2.
It follows that
rk
(
ϕ(AC + CA⋆)
) ≤ rkN1 + rkN2.
Yet, N1 and N2 are square-zero matrices of M4k(F) and hence rkN1 ≤ 2k and
rkN2 ≤ 2k. On the other hand ϕ(AC + CA⋆) is invertible. Hence rkN1 = 2k.
We are now ready to conclude. Remembering that A and Q1 commute
with one another and are respectively annihilated by p and q, we find that the
subalgebra F[A,Q1] of M4k(F) is isomorphic to L, and in particular it is a field.
Without loss of generality, we can simply assume that L = F[A,Q1]. In that
identification, the non-identity automorphism σ in Gal(L/F) leaves Q1 invariant
and maps A to A⋆. The equalities N1Q1 = Q1N1 and N1A = A
⋆N1 then yield
that the endomorphism m : X 7→ N1X of the F-vector space F4k satisfies
∀λ ∈ L, ∀x ∈ F4k, m(λx) = σ(λ)m(x).
In other words, m is semilinear with respect to σ. It follows that the range of
m is an L-linear subspace of F4k, and hence its dimension over F is a multiple
of 4. Hence, 2k is a multiple of 4, and we finally obtain the desired conclusion
that k is even. This completes the proof.
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Now, we are ready to conclude the proof of Proposition 3.31:
Proof of Proposition 3.31. Let k ∈ N∗. Assume that nk(w) = nk+1(w). For all
i ∈ N∗, we know from the Basic Commutation Lemma that a and b stabilize
Ker q(w)i. Setting E := Ker q(w)k+1/Ker q(w)k−1, we deduce that a and b
induce endomorphisms a′ and b′ of E such that p(a′) = q(b′) = 0. Moreover,
the endomorphism w′ of E induced by w satisfies q(w′)2 = 0, and Ker q(w′) =
Ker q(w)k/Ker q(w)k−1 has dimension nk(w), while dimE = nk(w)+nk+1(w) =
2nk(w). Finally, a
′(b′)⋆ + b′(a′)⋆ = w′, where (a′)⋆ is the p-conjugate of a′ and
(b′)⋆ is the q-conjugate of b′. Thus, Lemma 3.33 applies to the pair (a′, b′),
whence nk(w) is a multiple of 8.
Having done that preliminary work, we are now ready to classify the d-
exceptional (p, q)-differences.
Theorem 3.34. Let p and q be irreducible monic polynomials with degree 2
over F. Assume that p is separable and that q is inseparable. Let u be an
endomorphism of a finite-dimensional vector space V over F. Then, the following
conditions are equivalent:
(i) u is a d-exceptional (p, q)-difference.
(ii) The minimal polynomial of u is a power of Fp,q and the invariant factors of
u read r1, . . . , rk, . . . , where, for each positive integer k, either r2k = r2k−1
or r2k−1 = r2k Fp,q.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C(Fn+ǫp,q ) ⊕ C(Fnp,q) for some
non-negative integer n and some ǫ ∈ {0, 1}.
Proof. Let us write q = (t− y)2 = t2 − y2.
The equivalence between conditions (ii) and (iii) is obtained in exactly the
same way as in the proof of Theorem 3.27.
Next, we prove that condition (iii) implies condition (i). Obviously, it suffices
to fix a positive integer n and to prove that both matrices C(Fn−1p,q )⊕C(Fnp,q) and
C(Fnp,q) ⊕ C(Fnp,q) are (p, q)-differences (for the second one, this can be directly
obtained as a consequence of the Duplication Lemma). First, fix a positive
integer k. Without loss of generality, we can assume that R = F[C(q)]. Over
R, the polynomial q splits with a double root, whereas p remains irreducible
and separable. Hence, by Theorem 3.14 the matrix C
(
p(t+ y)k
)
of M2k(R) is a
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(p, q)-difference. Since p(t+ y) is separable over R, Proposition A.2 yields that
the matrix
Mk =


C
(
p(t+ y)
)
02 · · · · · · (0)
I2 C
(
p(t+ y)
) . . . ...
02
. . .
. . .
. . .
...
...
. . . C
(
p(t+ y)
)
02
(0) · · · 02 I2 C
(
p(t+ y)
)


of M2k(R) is similar to C(p(t+ y)
k), and is therefore a (p, q)-difference.
Viewing C
(
p(t+y)
)
as a matrix P of M4(F), we deduce that Fp,q annihilates
P and that the matrix 

P 04 · · · · · · (0)
I4 P
. . .
...
04
. . .
. . .
. . .
...
...
. . . P 04
(0) · · · 04 I4 P


of M4k(F) is a (p, q)-difference. Here Fp,q is irreducible with double roots.
Therefore, Proposition A.2 yields that the above matrix of M4k(F) is similar
to C(F s+ǫp,q ) ⊕ C(F sp,q), where s and ǫ respectively denote the quotient and the
remainder of k mod 2. Varying k then yields the claimed result, and we conclude
that condition (iii) implies condition (i).
It remains to prove that condition (i) implies condition (ii). Assume there-
fore that u is a d-exceptional (p, q)-difference. Let a and b be endomorphisms
of V such that u = a − b and p(a) = q(b) = 0. Since Fp,q is monic and ir-
reducible, the minimal polynomial of u must be a power of it. From there,
we set v := u2 − δu, with δ := tr p − tr q, and we proceed as in the proof of
Theorem 3.22. It suffices to prove the following statement: for all k ∈ N, if
dim
(
KerFp,q(u)
k+1/KerFp,q(u)
k
)
= dim
(
KerFp,q(u)
k+2/KerFp,q(u)
k+1
)
, then
dim
(
KerFp,q(u)
k+1/KerFp,q(u)
k
)
is a multiple of 8. Set a′ := (tr p)−1 a and
note that a′ is annihilated by p1 := t
2 + t + p(0)
(tr p)2
· Denoting by (a′)⋆ the p1-
conjugate of a, one sees that ab⋆ + ba⋆ = (tr p)(a′b⋆ + b(a′)⋆), and hence by
setting w := a′b⋆ + b(a′)⋆, we have
v = ab⋆ + ba⋆ − (p(0) + q(0))idV = (tr p)
(
w − p(0) + q(0)
tr p
idV
)
.
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Since
p(0) + q(0) + p(y) = p(0) + y2 + p(y) = (tr p) y,
we find (p(0) + q(0))2 + p(y)2 = (tr p)2 y2 and it follows that
Fp,q(u) = Λp,q(v) = v
2 − p(y)2 idV = (tr p)2(w2 − y2 idV ) = (tr p)2q(w).
Hence, for all k ∈ N, we find KerFp,q(u)k = Ker q(w)k. The claimed result
then follows directly from Proposition 3.31 applied to the pair (a′, b) and to the
polynomials p1 and q.
Combining Theorem 3.27 with Theorem 3.34, we obtain the classification
of indecomposable d-exceptional (p, q)-differences when p and q are irreducible
with distinct splitting fields and distinct discriminants, as given in Table 8.
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4 The quotient of two invertible quadratic matrices
4.1 The basic splitting
Let u be an automorphism of a finite-dimensional vector space V over F. Let p
and q be monic polynomials with degree 2 over F, with p(0)q(0) 6= 0.
The q-fundamental polynomial of the pair (p, q) is defined as the resultant
Gp,q(t) := res
(
p(x), q(0)−1t2q(x/t)
) ∈ F[t],
which is a monic polynomial of degree 4. More explicitly, if we split p(t) =
(t− x1)(t− x2) and q(t) = (t− y1)(t− y2) in F[t], then
Gp,q(t) =
∏
1≤i,j≤2
(
t− xiy−1j
)
= q(0)−2p(y1t) p(y2t) = q(0)
−2 t4 q(x1t
−1) q(x2t
−1).
We set
E′p,q(u) :=
⋃
n∈N
KerGp,q(u)
n and R′p,q(u) :=
⋂
n∈N
ImGp,q(u)
n.
Hence, V = E′p,q(u) ⊕ R′p,q(u), and the endomorphism u stabilizes both linear
subspaces E′p,q(u) and R
′
p,q(u). The endomorphism u is called q-exceptional
with respect to (p, q) (respectively, q-regular with respect to (p, q)) whenever
E′p,q(u) = V (respectively, R
′
p,q(u) = V ). In other words, u is q-exceptional
(respectively, q-regular) with respect to (p, q) if and only if all the eigenvalues of
u in F belong to Root(p)Root(q)−1 (respectively, no eigenvalue of u in F belongs
to Root(p)Root(q)−1).
The endomorphism of E′p,q(u) (respectively, of R
′
p,q(u)) induced by u is always
q-exceptional (respectively, always regular) with respect to (p, q) and we call it
the q-exceptional part (respectively, the q-regular part) of u with respect
to (p, q).
Finally, we set
Θp,q := t
2 − (tr p)(tr q)t+ (q(0)(tr p)2 + p(0)(tr q)2 − 4 p(0)q(0))
=
(
t− (x1y1 + x2y2)
)(
t− (x1y2 + x2y1)
)
.
One sees that, for
v := q(0)u+ p(0)u−1,
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we have(
u− x1y−11 idV
)(
u− x2y−12 idV
)
= q(0)−1u
(
v − (x1y2 + x2y1) idV
)
and likewise(
u− x1y−12 idV
)(
u− x2y−11 idV
)
= q(0)−1u
(
v − (x1y1 + x2y2) idV
)
.
Hence,
Gp,q(u) = q(0)
−2u2Θp,q(v).
Remark 4. Let A be an F-algebra, and let a, b be elements of A such that
p(a) = q(b) = 0. Denote by a⋆ the p-conjugate of a and by b⋆ the q-conjugate of
b. Then, b⋆ = q(0) b−1 and a⋆ = p(0) a−1, whence
q(0) ab−1 + p(0) (ab−1)−1 = q(0) ab−1 + p(0) ba−1 = ab⋆ + ba⋆.
Our first basic result follows:
Proposition 4.1. The endomorphism u is a (p, q)-quotient if and only if both
its q-exceptional part and its q-regular part are (p, q)-quotients.
The proof of this result will use the following basic lemma, which is a straight-
forward corollary to the Basic Commutation Lemma:
Lemma 4.2 (Commutation Lemma). Let p and q be monic polynomials of F[t]
with degree 2 such p(0)q(0) 6= 0, and let a and b be endomorphisms of a vec-
tor space V such that p(a) = q(b) = 0. Then, both a and b commute with
q(0) (ab−1) + p(0) (ab−1)−1.
Now, we are ready to prove Proposition 4.1.
Proof of Proposition 4.1. The “if” part is obvious. Conversely, assume that u
is a (p, q)-quotient, and split u = ab−1 where a and b are automorphisms of V
such that p(a) = 0 and q(b) = 0. By the Commutation Lemma, both a and
b commute with v := q(0)u + p(0)u−1. Hence, a and b commute with Θp,q(v).
Since u commutes with v and is an automorphism, we see that Gp,q(u)
n =
q(0)−2nu2nΘp,q(v)
n = q(0)−2nΘp,q(v)
nu2n for every positive integer n, and it fol-
lows that KerGp,q(u)
n = KerΘp,q(v)
n and ImGp,q(u)
n = ImΘp,q(v)
n for every
such integer n. Hence, as a and b commute with v we deduce that both stabilize
Ep,q(u) and Rp,q(u) (and of course they induce automorphisms of those vector
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spaces). Denote by a′ and b′ (respectively, by a′′ and b′′) the automorphisms of
Ep,q(u) (respectively, of Rp,q(u)) induced by a and b. Then, the q-exceptional
part of u is a′(b′)−1, and the q-regular part of u is a′′(b′′)−1. As p annihilates
a′ and a′′, and q annihilates b′ and b′′, both the q-exceptional and the q-regular
part of u are (p, q)-quotients.
From there, it is clear that classifying (p, q)-quotients amounts to classifying
the q-exceptional ones and the q-regular ones. The easier classification is the
latter: as we shall see, it involves little discussion on the specific polynomials p
and q under consideration (whether they are split or not over F, separable or
not over F, etc). In contrast, the classification of q-exceptional (p, q)-quotients
involves a tedious case-by-case study.
4.2 The Rδ transformation
Notation 4. Let r be a monic polynomial with degree d, and let δ be a nonzero
scalar. We set
Rδ(r) := t
dr(t+ δt−1),
which is a monic polynomial with degree 2d and valuation 0.
Some basic facts will be useful on the Rδ transformation:
• For all monic polynomials r and s, we have Rδ(r)Rδ(s) = Rδ(rs).
• Followingly, if r and s are monic polynomials such that r divides s, then
Rδ(r) divides Rδ(s).
• Let r and s be coprime monic polynomials. Then, Rδ(r) and Rδ(s) are
coprime: indeed if in some algebraic (field) extension of F those polynomi-
als had a common root z (necessarily nonzero) then z + δz−1 would be a
common root of r and s.
4.3 Statement of the results
We are now ready to state our results. We shall frame them in terms of direct-
sum decomposability.
Let u be an endomorphism of a nonzero finite-dimensional vector space V .
Assume that V splits into V1 ⊕ V2, and that each linear subspace V1 and V2 is
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stable under u and nonzero, and both induced endomorphisms u|V1 and u|V2 are
(p, q)-quotients. Then, u is obviously a (p, q)-quotient. In the event when such
a decomposition exists we shall say that u is a decomposable (p, q)-quotient,
otherwise and if u is a (p, q)-quotient, we shall say that u is an indecomposable
(p, q)-quotient. Obviously, every (p, q)-quotient in End(V ) is the direct sum of
indecomposable ones. Hence, it suffices to describe the indecomposable (p, q)-
quotients.
Moreover, if a (p, q)-quotient is indecomposable then it is either q-regular or
q-exceptional, owing to Proposition 4.1.
In each one of the following tables, we give a set of matrices. Each matrix
represents an indecomposable (p, q)-quotient, and every indecomposable (p, q)-
quotient in End(V ) is represented by one of those matrices, in some basis. It is
convenient to set
δ := p(0)q(0)−1.
We start with q-regular (p, q)-quotients. In that situation the classification
is rather simple:
Table 11: The classification of indecomposable q-regular (p, q)-quotients.
Representing matrix Associated data
n ∈ N∗, r ∈ F[t] irreducible and monic,
C
(
Rδ(r)
n
)
Rδ(r) has no root in Root(p)Root(q)
−1
NW(p,q,q(0)y)L is isotropic over L := F[t]/(r)
for some root y of r in L
C
(
Rδ(r)
n
)
n ∈ N∗, r ∈ F[t] irreducible and monic,
⊕ Rδ(r) has no root in Root(p)Root(q)−1
C
(
Rδ(r)
n
)
NW(p,q,q(0)y)L is non-isotropic over L := F[t]/(r)
for some root y of r in L
Remember (see Remark 2), that the norm ofW(p, q, x) is isotropic whenever
one of p and q splits in F[t].
Next, we tackle the q-exceptional indecomposable (p, q)-quotients. Here,
there are many cases to consider. We start with the one when both p and q are
split.
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Table 12: The classification of indecomposable q-exceptional (p, q)-quotients:
When both p and q are split with a double root.
Representing matrix Associated data
C
(
(t− x)n) x ∈ Root(p)Root(q)−1, n ∈ N∗
Table 13: The classification of indecomposable q-exceptional (p, q)-quotients:
When both p and q are split with simple roots.
Representing matrix Associated data
n ∈ N∗,
C
(
(t− x)n)⊕C((t− δx−1)n) x ∈ Root(p)Root(q)−1
such that x 6= δx−1
n ∈ N,
C
(
(t− x)n+1)⊕C((t− δx−1)n) x ∈ Root(p)Root(q)−1
such that x 6= δx−1
n ∈ N∗,
C
(
(t− x)n) x ∈ Root(p)Root(q)−1
such that x = δx−1
Table 14: The classification of indecomposable q-exceptional (p, q)-quotients:
When both p and q are split, p has simple roots and q has a double root.
Representing matrix Associated data
C
(
(t− x)n)⊕ C((t− δx−1)n) x ∈ Root(p)Root(q)−1, n ∈ N∗
C
(
(t− x)n+1)⊕ C((t− δx−1)n) x ∈ Root(p)Root(q)−1, n ∈ N
C
(
(t− x)n+2)⊕ C((t− δx−1)n) x ∈ Root(p)Root(q)−1, n ∈ N
We now turn to the case when p is irreducible but q splits.
There are two subcases to consider, whether the two polynomials deduced
from p by using the homotheties with ratio among the roots of q are equal or
not.
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Table 15: The classification of indecomposable q-exceptional (p, q)-quotients:
When p is irreducible, q = (t − y1)(t − y2) for some y1, y2 in F, and Hy1(p) =
Hy2(p).
Representing matrix Associated data
C
(
Hy(p)
n
)
n ∈ N∗, y ∈ Root(q)
Table 16: The classification of indecomposable q-exceptional (p, q)-quotients:
When p is irreducible, q = (t − y1)(t − y2) for some y1, y2 in F, and Hy1(p) 6=
Hy2(p).
Representing matrix Associated data
C
(
Hy1(p)
n
)⊕ C(Hy2(p)n) n ∈ N∗
C
(
Hy1(p)
n+1
)⊕ C(Hy2(p)n) n ∈ N
C
(
Hy1(p)
n+2
)⊕ C(Hy2(p)n) n ∈ N
Next, we consider the situation where both p and q are irreducible in F[t],
with the same splitting field.
Table 17: The classification of indecomposable q-exceptional (p, q)-quotients:
When p and q are irreducible with the same splitting field L.
Representing matrix Associated data
C
((
t2 − TrL/F(xy−1)t+ δ
)n)
n ∈ N∗,
⊕ x ∈ Root(p), y ∈ Root(q)
C
((
t2 − TrL/F(xy−1)t+ δ
)n)
with xy−1 6∈ F
C
((
t2 − TrL/F(xy−1)t+ δ
)n+1)
n ∈ N,
⊕ x ∈ Root(p), y ∈ Root(q)
C
((
t2 − TrL/F(xy−1)t+ δ
)n)
with xy−1 6∈ F
n ∈ N∗,
C
(
(t− xy−1)n)⊕ C((t− xy−1)n) x ∈ Root(p), y ∈ Root(q)
with xy−1 ∈ F
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We finish with the case when p and q are both irreducible, with distinct
splitting fields. There are two subcases to consider, whether both tr p and tr q
equal zero or not.
Table 18: The classification of indecomposable q-exceptional (p, q)-quotients:
When p and q are irreducible with distinct splitting fields and (tr p, tr q) 6= (0, 0).
Representing matrix Associated data
C(Gnp,q)⊕ C(Gnp,q) n ∈ N∗
C(Gn+1p,q )⊕ C(Gnp,q) n ∈ N
Table 19: The classification of indecomposable q-exceptional (p, q)-quotients:
When p and q are irreducible with distinct splitting fields and tr p = tr q = 0.
Representing matrix Associated data
C
(
(t2 − δ)n)
⊕ n ∈ N∗
C
(
(t2 − δ)n)
4.4 An example
Here, we consider the case when F is the field R of real numbers and p = q =
t2 + 1. In other words, we determine the automorphisms of a finite-dimensional
real vector space V that split into ab−1 for some automorphisms a and b such
that a2 = b2 = −idV (note that these automorphisms are also the (t2+1, t2+1)-
products). Here, Root(p)Root(q)−1 = {1,−1} and δ := p(0)q(0)−1 equals 1.
Let us investigate the indecomposable (p, q)-quotients. Let r ∈ R[t] be an
irreducible monic polynomial. The fraction r(t+ δt−1) = r(t+ t−1) has no root
in Root(p)Root(q)−1 if and only if r(2) 6= 0 and r(−2) 6= 0.
From now on, we assume that r 6= t− 2 and r 6= t+ 2. We set L := R[t]/(r)
and we denote by t the class of t in it. If r has degree 2, then L is isomorphic
to C, which is algebraically closed, and it follows that the norm of W(p, q, t)L is
isotropic. Note that, for all (α, β) ∈ R2 such that α2 < 4β, we have
Rδ(t
2+αt+ β) = t2
(
(t+ t−1)2+α(t+ t−1)+ β
)
= t4+αt3+ (β+2)t2 +αt+1.
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Assume now that r has degree 1, and denote by x its root (so that x 6= ±2).
The norm of W(p, q, x)R reads
aI4 + bA+ cB + dC 7→ a2 + b2 + c2 + d2 + xbc− xad
which is equivalent to the orthogonal direct sum of two copies of the quadratic
form
Q : (a, b) 7→ a2 + xab+ b2.
We have Q(1, 0) > 0, and the discriminant of Q equals x
2−4
4 . Hence, either
|x| < 2 and Q is positive definite, or |x| > 2 and Q is isotropic. It follows
that if x ∈ (−2, 2), then the norm of W(p, q, x)R is non-isotropic, otherwise it is
isotropic.
The following table thus gives a complete list of indecomposable (t2+1, t2+
1)-quotients, where the q-exceptional ones – given in the last two rows – are
obtained thanks to Table 17:
Table 20: The classification of indecomposable (t2 + 1, t2 + 1)-quotients over R.
Representing matrix Associated data
C
(
(t2 − xt+ 1)n)⊕ C((t2 − xt+ 1)n) n ∈ N∗, x ∈ (−2, 2)
C
(
(t2 − xt+ 1)n) n ∈ N∗, x ∈ (−∞,−2) ∪ (2,+∞)
C
(
(t4 + αt3 + (β + 2)t2 + αt+ 1)n
)
n ∈ N∗, (α, β) ∈ R2 with α2 < 4β
C((t− 1)n)⊕ C((t− 1)n) n ∈ N∗
C((t+ 1)n)⊕ C((t+ 1)n) n ∈ N∗
4.5 Strategy, and structure of the remainder of the section
As in the previous section, the study has two very distinct parts, just like in the
study of (p, q)-differences. The structure of the algebra W(p, q, x)R is used to
obtain the classification of regular (p, q)-quotients (see the next section). The
study of q-exceptional (p, q)-quotients is carried out in the last four sections:
• In Section 4.7, we consider the case when p and q are both split (contrary
to the case of (p, q)-sums, this problem was still partly open to this day,
even over algebraically closed fields).
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• In Section 4.8, we tackle the case when p is irreducible and q is split.
• In Section 4.9, we tackle the case when both p and q are irreducible with
the same splitting field in F.
• Finally, in Section 4.10, we complete the study by considering the case
when p and q are both irreducible with distinct splitting fields in F.
In all those sections, several subcases need to be considered. In several instances,
we will take advantage of some technical results that have already been proved
in the study of (p, q)-differences.
4.6 Regular (p, q)-quotients
4.6.1 The initial reduction
Proposition 4.3. Let p and q be monic polynomials with degree 2 over F such
that p(0)q(0) 6= 0, and set δ := p(0)q(0)−1. Let u be an endomorphism of a
finite-dimensional vector space V and assume that u is a q-regular (p, q)-quotient
Then:
(a) Each invariant factor of u has the form Rδ(r) for some monic polynomial r.
(b) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block has the form Rδ(r)
n for some irre-
ducible monic polynomial r and some positive integer n. We call such a
matrix a (p, q)-reduced canonical form of u.
It is easily seen that a (p, q)-reduced canonical form is unique up to a per-
mutation of the diagonal blocks.
Before we prove Proposition 4.3, we need the corresponding special case
when both polynomials p and q are split over F: this result will be obtained by
following a similar method as for the study of (p, q)-differences.
Proposition 4.4. Let p and q be split monic polynomials with degree 2 over F
such that p(0)q(0) 6= 0, and set δ := p(0)q(0)−1. Let u be an endomorphism
of a finite-dimensional vector space V and assume that u is a q-regular (p, q)-
quotient. Then, each invariant factor of u has the form Rδ(r) for some monic
polynomial r.
The proof requires the following basic lemma, which will be reused later in
this article:
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Lemma 4.5. Let r ∈ F[t] be a monic polynomial with degree n > 0, and δ be a
nonzero scalar. Then, [
0n −δIn
In C(r)
]
≃ C(Rδ(r)).
Before we give the proof, we recall some known results on palindromials.
Let δ ∈ F r {0}. Given a non-negative integer m, a (2m, δ)-palindromial is a
polynomial R(t) =
2m∑
k=0
akt
k in F2m[t] such that R(t) = t
2mδ−mR(δ/t) or, in other
words, a2m−k = δ
k−mak for all k ∈ [[0, 2m]]. The (2m, δ)-palindromials obviously
constitute a linear subspace P2m,δ(F) of F2m[t] with dimension m + 1, and the
mapping
U 7→ tmU(t+ δt−1)
is a linear injection from Fm[t] into P2m,δ(F). Hence, because of the dimension
of the source and target spaces we get that this map is a linear isomorphism.
Finally, given a positive integer m, every polynomial R ∈ F2m[t] splits
(uniquely) into U + V for some (2m, δ)-palindromial U and some (2m − 2, δ)-
palindromial V . Indeed:
• We see that dimP2m,δ(F) + dimP2m−2,δ(F) = (m+ 1) +m = dimF2m[t].
• On the other hand we have P2m,δ(F)∩P2m−2,δ(F) = {0}: indeed, if
2m∑
k=0
akt
k
is both a (2m, δ)-palindromial and a (2m − 2, δ)-palindromial, then, with
the convention that ak = 0 for every integer k ∈ Z r {0, . . . , 2m} we see
that ak = δ
m−ka2m−k and ak = δ
m−1−ka2(m−1)−k for all k ∈ Z, which
shows that ak = δ
−1ak−2 for all k ∈ Z. Since (ak)k∈Z ultimately vanishes,
we deduce that ak = 0 for all k ∈ Z.
It follows that every polynomial of F2m[t] has a (unique) splitting into
tmP (t+ δt−1) + tm−1Q(t+ δt−1)
for some polynomials P and Q with degP ≤ m and degQ ≤ m− 1.
With this result in mind, we can now prove the above lemma.
Proof of Lemma 4.5. Set
N :=
[
0n −δIn
In C(r)
]
.
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By a straightforward computation, one checks that N is invertible and that
δN−1 =
[
C(r) δIn
−In 0n
]
,
whence
N + δN−1 =
[
C(r) 0n
0n C(r)
]
.
Hence, for every polynomial P ∈ F[t], we see that
P (N + δN−1) =
[
P
(
C(r)
)
0n
0n P
(
C(r)
)]
and
NP (N + δN−1) =
[
0n −δP
(
C(r)
)
P
(
C(r)
)
C(r)P
(
C(r)
)] .
In particular, Rδ(r) annihilates N ; note that this polynomial is monic with
degree 2n.
Let u(t) ∈ F[t] annihilate N with deg u(t) < 2n. Then, as we have seen before
the start of the proof, u(t) = tnP (t+δt−1)+tn−1Q(t+δt−1) for some pair (P,Q)
of polynomials such that degP ≤ n and degQ ≤ n− 1. Since degu(t) < 2n we
must have degP < n. Since N is invertible, we have
NP (N + δN−1) +Q(N + δN−1) = 0.
By looking at the upper-left and lower-left n-by-n blocks in this identity, we get
P
(
C(r)
)
= 0 and Q
(
C(r)
)
= 0, and hence r divides P and Q. Since degP < n
and degQ < n we obtain P = 0 = Q, whence u = 0.
We conclude that Rδ(r) is the minimal polynomial of N , and since this
polynomial is of degree 2n we conclude that N is similar to the companion
matrix of Rδ(r).
Corollary 4.6. Let N be an arbitrary matrix of Mn(F), and δ be a nonzero
scalar. Denote by r1, . . . , ra the invariant factors of N . Then, the invariant
factors of
K(N) :=
[
0n −δIn
In N
]
are Rδ(r1), . . . , Rδ(ra).
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Proof. We note that the similarity class of K(N) depends only on that of
N : Indeed, for all P ∈ GLn(K), the invertible matrix Q := P ⊕ P satisfies
QK(N)Q−1 = K(PNP−1). Hence,
K(N) ≃ K(C(r1)⊕ · · · ⊕ C(ra)).
By permuting the basis vectors, we find
K
(
C(r1)⊕ · · · ⊕ C(ra)
) ≃ K(C(r1)) ⊕ · · · ⊕K(C(ra)).
Hence, by Lemma 4.5, we conclude that
K(N) ≃ C(Rδ(r1))⊕ · · · ⊕ C(Rδ(ra)).
Finally, by the results of Section 4.2, we see that Rδ(ri+1) divides Rδ(ri) for
all i ∈ [[1, a − 1]]. Therefore, the monic polynomials Rδ(r1), . . . , Rδ(ra) are the
invariant factors of K(N).
Proof of Proposition 4.4. Let a and b be automorphisms of V such that p(a) =
q(b) = 0 and u = ab−1. Denote by x (respectively, by y) an eigenvalue of a
(respectively, of b) with maximal geometric multiplicity, and split p(t) = (t −
x)(t− x′) and q(t) = (t− y)(t− y′).
We claim that
dimKer(a− x idV ) ≥ n
2
·
Indeed, since p(a) = 0 we have Im(a − x′ idV ) ⊂ Ker(a − x idV ), which yields
dimKer(a − x idV ) + dimKer(a − x′ idV ) ≥ n. Since dimKer(a − x idV ) ≥
dimKer(a−x′ idV ), the claimed inequality follows. Likewise, dimKer(b−y idV ) ≥
n
2 ·
Since u is (p, q)-q-regular, any eigenspace of a is linearly disjoint from any
eigenspace of b: indeed if we had a common eigenvector of a and b, with corre-
sponding eigenvalues xi and yj, then this vector would be an eigenvector of u
with corresponding eigenvalue xiy
−1
j , thereby contradicting the assumption that
u has no eigenvalue in Root(p)Root(q)−1. In particular, Ker(a−xidV )∩Ker(b−
y idV ) = {0}. It follows that dimKer(a− x idV ) = n2 = dimKer(b− y idV ), that
n is even and that V = Ker(a − xidV ) ⊕ Ker(b − y idV ). Next, we deduce
that n2 = dim Im(a − xidV ) and dimKer(a − x′idV ) ≤ n2 by choice of x. How-
ever, Im(a− xidV ) ⊂ Ker(a− x′idV ), and hence it follows that Im(a− xidV ) =
Ker(a − x′idV ). Likewise, Im(b − yidV ) = Ker(b − y′idV ), and it follows that
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x′ has geometric multiplicity n2 with respect to a, and ditto for y
′ with re-
spect to b. In turn, this shows that Im(a − x′idV ) = Ker(a − xidV ) and
Im(b − y′idV ) = Ker(b − yidV ), and any eigenspace of a is a complementary
subspace of any eigenspace of b.
Let us write s := n2 and choose a basis (e1, . . . , es) of Ker(b − yidV ). Then,
we have V = Ker(b− yidV )⊕Ker(a− xidV ), whence (es+1, . . . , en) :=
(
y−1(a−
xidV )(e1), . . . , y
−1(a − xidV )(es)
)
is a basis of Im(a − xidV ) = Ker(a − x′idV ).
Since Ker(b − yidV ) ⊕ Ker(a− x′idV ) = V , we deduce that B := (e1, . . . , en) is
a basis of V . Obviously
MB(a) =
[
xIs 0
yIs x
′Is
]
.
On the other hand, since Ker(b− yidV ) = Im(b− y′idV ), we find
MB(b
−1) =
[
y−1Is N
0 (y′)−1Is
]
for some matrix N ∈Ms(F).
Hence,
MB(u) =
[
xy−1Is xN
Is yN + x
′(y′)−1Is
]
.
Setting
P :=
[
Is −xy−1Is
0 Is
]
,
we obtain
P MB(u)P
−1 =
[
0 −(xx′)(yy′)−1Is
Is N
′
]
for some matrix N ′ ∈ Ms(F). Since δ = p(0)q(0)−1 = (xx′)(yy′)−1, the claimed
result is then readily deduced from Corollary 4.6.
Proof of Proposition 4.3. We start with point (a). Let us extend the scalar field
to F. The corresponding extension u of u is still a (p, q)-quotient. Hence, by
Corollary 4.6 its invariant factors are Rδ(p1), . . . , Rδ(pr) for some monic poly-
nomials p1, . . . , pr of F[t] such that pi+1 divides pi for all i ∈ [[1, r − 1]].
Yet, the invariant factors of u are known to be the ones of u. Finally, given a
monic polynomial h ∈ F[t] (with degree N) such that Rδ(h) ∈ F[t], we obtain by
downward induction that all the coefficients of h belong to F: Indeed, if we write
h(t) = tN −
N−1∑
i=0
αi t
i and we know that αN−1, . . . , αk+1 all belong to F for some
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k ∈ [[0, N − 1]], then
k∑
i=0
αi t
N (t+ δt−1)i = tN (t+ δt−1)N −
N−1∑
i=k+1
αi t
N (t+ δt−1)i
belongs to F[t], and by considering the coefficient on tN+k, we gather that αk ∈
F. It follows that p1, . . . , pr all belong to F[t], which completes the proof of
statement (a).
From point (a), we easily derive point (b): indeed, consider an invariant
factor Rδ(r) of u with some monic polynomial r ∈ F[t]. Then, we split r =
rn11 · · · rnkk where r1, . . . , rk are pairwise distinct irreducible monic polynomials
of F[t], and n1, . . . , nk are positive integers. By a previous remark (see Section
4.2), the monic polynomials Rδ(r
n1
1 ), . . . , Rδ(r
nk
k ) are pairwise coprime and their
product equals Rδ(r), whence
C
(
Rδ(r)
) ≃ C(Rδ(rn11 ))⊕ · · · ⊕ C(Rδ(rnkk )).
Using point (a), we deduce that statement (b) holds true.
4.6.2 Application of the structural results on W(p, q, x) to the char-
acterization of q-regular (p, q)-quotients
An additional definition will be useful:
Definition 5. Let p and q be monic polynomials with degree 2 in F[t] such that
p(0)q(0) 6= 0. Set δ := p(0)q(0)−1. Let r be an irreducible monic polynomial of
F[t], and set L := F[t]/(r). Denote by x the class of t in L. We say that r has:
• Type 1 with respect to (p, q) if Rδ(r) has no root in Root(p)Root(q)−1
and the norm of W(p, q, q(0)x)
L
is isotropic.
• Type 2 with respect to (p, q) if Rδ(r) has no root in Root(p)Root(q)−1
and the norm of W(p, q, q(0)x)
L
is non-isotropic.
First of all, we use the structural results on W(p, q, x)R to obtain various
(p, q)-quotients. Our first result is actually not restricted to q-regular (p, q)-
quotients and will be used later in our study.
Lemma 4.7 (Duplication Lemma). Let p and q be monic polynomials of F[t]
with degree 2 such that p(0)q(0) 6= 0, and set δ := p(0)q(0)−1. Let r be a
nonconstant monic polynomial of F[t]. Then, C
(
Rδ(r)
) ⊕ C(Rδ(r)) is a (p, q)-
quotient.
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Proof. Denote by d the degree of r. We work with the commutative F-algebra
R := F[C(r)], which is isomorphic to the quotient ring F[t]/(r), and with the
element x := C(r). Then, we consider the endomorphisms a : X 7→ AX and
b : X 7→ BX of W(p, q, q(0)x)R. Since p(A) = 0 and q(B) = 0, we get p(a) = 0
and q(b) = 0. Moreover, since B−1 = (tr q)I4−q(0)B, we have AB−1 = (tr q)A−
q(0)AB and as q(0) 6= 0 we deduce that (B,A, I4, AB−1) is a basis B of the free
R-module W(p, q, q(0)x)R.
Denote by A′ and B′ the respective matrices of a and b in B. Using identity
(3), we find (AB−1)2 = −δI4 + x (AB−1). It easily follows that
A′(B′)−1 =


0 −δ.1R 0 0
1R x 0 0
0 0 0 −δ.1R
0 0 1R x

 .
Therefore, A′(B′)−1, seen as a matrix of M4d(F), is similar to C
(
Rδ(r)
) ⊕
C
(
Rδ(r)
)
by Lemma 4.5. Since p(A′) = 0 and q(B′) = 0, the conclusion fol-
lows.
Our next result deals with certain companion matrices that are associated
with irreducible polynomials with Type 1 with respect to (p, q).
Lemma 4.8. Let p and q be monic polynomials of F[t] with degree 2 such that
p(0)q(0) 6= 0, and set δ := p(0)q(0)−1. Let r be an irreducible monic polynomial
of F[t] of Type 1 with respect to (p, q). Then, for all n ∈ N∗, the companion
matrix C
(
Rδ(r
n)
)
is a (p, q)-quotient.
Proof. We naturally identify L with the subalgebra F[C(r)] of Md(F), where d
denotes the degree of r. Let n ∈ N∗. Set R := F[C(rn)], seen as a subalgebra
of Mnd(F), and set x := C(r
n). The F-algebra R is isomorphic to F[t]/(rn).
By Proposition 2.4, it follows that W(p, q, q(0)x)R is isomorphic to M2(R). We
choose an isomorphism ϕ : W(p, q, q(0)x)R ≃−→ M2(R), and we set a := ϕ(A)
and b := ϕ(B). Note that p(a) = q(b) = 0, whereas d := ab−1 satisfies q(0)d +
p(0)d−1 = q(0)x I2, whence d
2 = xd − δI2. Denote by L the residue class field
of R. The endomorphism X 7→ dX of R2 induces an endomorphism d of the
L-vector space L2. Since (I2, a, b, ab
−1) is a basis of the R-module M2(R), the
endomorphism d is not a scalar multiple of the identity of L2. This yields a
vector e of L2 such that
(
e, d(e)
)
is a basis of L2. Lifting e to a vector E of
R2, we deduce that (E, dE) is a basis of the R-module R2. Hence, composing ϕ
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with an additional interior automorphism of the R-algebra M2(R), we see that
no generality is lost in assuming that the first column of d reads
[
0R
1R
]
. Then,
the equality d2 = xd− δI2 yields
d =
[
0 −δ1R
1R x
]
.
It follows that the matrix
[
0 −δInd
Ind C(r
n)
]
of M2nd(F) is a (p, q)-quotient. By
Lemma 4.5, this matrix is similar to C
(
Rδ(r
n)
)
, which completes the proof.
Combining Lemma 4.7 with Lemma 4.8, we conclude that the implication
(iii) ⇒ (i) in the following theorem holds true.
Theorem 4.9 (Classification of q-regular (p, q)-quotients). Let p and q be monic
polynomials of degree 2 in F[t] such that p(0)q(0) 6= 0. Let u be an endomorphism
of a finite-dimensional vector space V over F. Assume that u is q-regular with
respect to (p, q) and set δ := p(0)q(0)−1. The following conditions are equivalent:
(i) The endomorphism u is a (p, q)-quotient.
(ii) The invariant factors of u read Rδ(p1), . . . , Rδ(p2n−1), Rδ(p2n), . . . where,
for every irreducible monic polynomial r ∈ F[t] that has Type 2 with respect
to (p, q) and every positive integer n, the polynomials p2n−1 and p2n have
the same valuation with respect to r.
(iii) There is a basis of V in which u is represented by a block-diagonal matrix
where every diagonal block equals either C
(
Rδ(r
n)
)
for some irreducible
monic polynomial r ∈ F[t] of Type 1 with respect to (p, q) and some n ∈ N∗,
or C
(
Rδ(r
n)
)⊕C(Rδ(rn)) for some irreducible monic polynomial r ∈ F[t]
and some n ∈ N∗.
Note that this result, combined with the observation that C
(
Rδ(r
n)
)
is q-
regular with respect to (p, q) for every monic polynomial r ∈ F[t] such that Rδ(r)
has no root in Root(p)Root(q)−1, yields the classification of indecomposable
q-regular (p, q)-quotients as given in Table 11. Moreover, by using the same
method as in the last part of the proof of Proposition 4.3, it is easily seen that
condition (ii) is equivalent to condition (iii).
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In order to conclude on Theorem 4.9, it only remains to prove that condition
(i) implies condition (ii), which we shall now do thanks to the structural results
on W(p, q, x)R.
Proof of the implication (i) ⇒ (ii). Let us assume that u is a (p, q)-quotient.
Let r be an irreducible monic polynomial of F[t] with Type 2 with respect to
(p, q), and let n ∈ N∗. All we need is to prove that, in the canonical form of u
from Proposition 4.3, the number m of diagonal cells that equal C
(
Rδ(r)
n
)
is
even.
Let us choose automorphisms a and b of V such that u = ab−1 and p(a) =
q(b) = 0. By the Commutation Lemma (i.e. Lemma 4.2), we know that a and
b commute with v := u+ δu−1, and hence all three endomorphisms a, b, u yield
endomorphisms a, b and u of the vector space
E := Ker
(
rn(v)
)
/Ker
(
rn−1(v)
)
= Ker(Rδ(r
n)(u))/Ker(Rδ(r
n−1)(u))
such that u = ab
−1
, and r annihilates v := u + δu−1. Again, a and b commute
with v, and hence they are endomorphisms of the F[v]-module E. Since r is
irreducible, we have F[v] ≃ F[t]/(r), and L := F[v] is a field. We shall write
y := v, which we see as an element of L. Using the structure of L-vector space,
we can write u + δu−1 = y idE ; by combining this with p(a) = q(b) = 0, we
deduce that a and b yield a representation of the L-algebra W(p, q, q(0)y)
L
on
the L-vector space E.
On the other hand, we see that 2m deg(r) is the dimension of the F-vector
space E, and hence 2m is the dimension of the L-vector space E.
By Proposition 2.2, the algebra W(p, q, q(0)y)
L
is a 4-dimensional skew-field
over L, whence the L-vector space E is isomorphic to a power ofW(p, q, q(0)y)
L
and it follows that its dimension is a multiple of 4. Therefore, m is a multiple
of 2, which completes the proof.
Therefore, we have completed the classification of q-regular (p, q)-quotients.
4.7 Exceptional (p, q)-quotients (I): When both p and q are split
Here, we determine the q-exceptional (p, q)-quotients in the case when both
polynomials p and q are split. There are several scattered results in the literature
but they do not encompass all cases. Hence, we will start from scratch.
The following remark will be useful in what follows: split p(t) = (t−x1)(t−x2)
and q(t) = (t− y1)(t− y2) in F[t], and set z := x1y−11 and z′ := x2y−12 . Let a, b
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be automorphisms of an F-vector space V such that p(a) = q(b) = 0, and set
u := ab−1. Then, zz′ = p(0)q(0)−1, and hence
u+ δu−1 = (u− zidV )(idV − z′u−1) + (z + z′) idV .
Therefore, the Commutation Lemma shows that both a and b commute with
(u− zidV )(idV − z′u−1).
4.7.1 Stating the results
Now, we can restate what we wish to prove:
Theorem 4.10. Let p and q be split monic polynomials with degree 2 in F[t],
each with a sole root, and with p(0)q(0) 6= 0. Write p(t) = (t − x)2 and q(t) =
(t− y)2. Then, an endomorphism u of a finite-dimensional vector space over F
is a q-exceptional (p, q)-quotient if and only if the characteristic polynomial of u
is a power of t− xy−1.
This result can be easily deduced from Botha’s characterization of products
of two unipotent endomorphisms of index 2 [2] by using the homothety trick,
but we shall give a very quick proof of it that takes advantage of some general
results that are featured in this section.
Next, the result when both p and q are split with simple roots can be for-
mulated as follows:
Theorem 4.11. Let p and q be split monic polynomials with degree 2 in F[t],
both with simple roots, such that p(0)q(0) 6= 0. Set δ := p(0)q(0)−1. Let u
be an endomorphism of a finite-dimensional vector space V over F. Then, the
following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) u is triangularizable with all its eigenvalues in Root(p)Root(q)−1 and, for
every z ∈ Root(p)Root(q)−1 such that z 6= δz−1, the sequences (nk(u, z))k≥1
and
(
nk(u, δz
−1)
)
k≥1
are 1-intertwined.
(iii) Every invariant factor r of u is split with all its roots in Root(p)Root(q)−1
and, for every z ∈ Root(p)Root(q)−1 such that z 6= δz−1, the respective
multiplicities m and n of z and δz−1 as roots of r satisfy |m− n| ≤ 1.
78
(iv) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals either C
(
(t − z)n) for some
n ∈ N∗ and some z ∈ Root(p)Root(q)−1 such that z = δz−1, or C((t −
z)n+ǫ
) ⊕ C((t − δz−1)n) for some n ∈ N, some ǫ ∈ {0, 1} and some z ∈
Root(p)Root(q)−1 such that z 6= δz−1.
We finish with the case when p is split with simple roots and q is split with
a double root:
Theorem 4.12. Let p and q be split polynomials with degree 2 in F[t], with
p(0)q(0) 6= 0. Assume that p has two simple roots x1 and x2 and that q has a
double root y. Let u be an endomorphism of a finite-dimensional vector space V
over F. Then, the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) u is triangularizable with eigenvalues in {x1y−1, x2y−1}, and the sequences(
nk(u, x1y
−1)
)
k≥1
and
(
nk(u, x2y
−1)
)
k≥1
are 2-intertwined.
(iii) Every invariant factor r of u is split with its roots in {x1y−1, x2y−1}, and
the respective multiplicities m and n of x1y
−1 and x2y
−1 as roots of r
satisfy |m− n| ≤ 2.
(iv) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t−z)n+ǫ)⊕C((t− δz−1)n)
for some n ∈ N, some ǫ ∈ {0, 1, 2} and some z ∈ Root(p)Root(q)−1.
Note, in all three theorems above, that Gp,q is split and that its roots are
exactly the elements of Root(p)Root(q)−1. Hence, an endomorphism u of a
finite-dimensional vector space is q-exceptional with respect to (p, q) if and only
if its characteristic polynomial is split with all roots in Root(p)Root(q)−1, i.e. if
and only if u is triangularizable with all its eigenvalues in Root(p)Root(q)−1.
4.7.2 Key lemmas for sufficiency
Lemma 4.13. Let x, x′, y, y′ be nonzero scalars, and set p(t) := (t− x)(t − x′)
and q(t) := (t− y)(t− y′). Then, for all s ∈ N∗, the matrices C((t− xy−1)s(t−
x′(y′)−1)s
)
and C
(
(t− xy−1)s(t− x′(y′)−1)s−1) are (p, q)-quotients.
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Proof. Let n ∈ N∗ and set s := ⌊n2 ⌋ and ǫ := n− 2s. Set
K :=
[
x 0
1 x′
]
and L :=
[
y′ 0
1 y
]
.
Note that p(K) = 0 and q(L) = 0. If n is even, set A := K ⊕ · · · ⊕K (with s
copies of K) and B := yI1⊕L⊕· · ·⊕L⊕y′I1 (with s−1 copies of L), otherwise
set A := K⊕· · ·⊕K⊕xI1 (with s copies of K) and B := yI1⊕L⊕· · ·⊕L (with
s copies of L). In any case A and B are matrices of Mn(F), we have p(A) = 0 =
q(B), and M = AB−1 is a lower-triangular Hessenberg matrix whose diagonal
entries are xy−1, x′(y′)−1, . . . and whose entries in the first subdiagonal are all
nonzero. It follows that M is a cyclic matrix with characteristic polynomial
(t−xy−1)s(t−x′(y′)−1)s if n is even, and (t−xy−1)s+1(t−x′(y′)−1)s otherwise.
In any case, M is similar to C
(
(t − xy−1)s+ǫ(t − x′(y′)−1)s). Varying n then
yields the claimed statement.
Lemma 4.14. Let x, x′, y be nonzero scalars, and set p(t) := (t−x)(t−x′) and
q(t) := (t− y)2. Then, for all n ∈ N, the matrix C((t − xy−1)n+2(t− x′y−1)n)
is a (p, q)-quotient.
Proof. Let n ∈ N. Set
K :=
[
x′ 0
1 x
]
, L :=
[
y 0
1 y′
]
,
A := xI1 ⊕K ⊕ · · · ⊕K ⊕ xI1 (with n copies of K)
and
B := L⊕ · · · ⊕ L (with n+ 1 copies of L).
Then, A and B are matrices of M2n+2(F) and, just like in the proof of the
preceding lemma, we have p(A) = q(B) = 0 and AB−1 is a cyclic matrix with
characteristic polynomial (t−xy−1)n+2(t−x′y−1)n. The claimed result follows.
4.7.3 Key lemmas for necessity
Here, the strategy will be similar to the one used in [14] to analyze the exceptional
(p, q)-sums when both polynomials p and q are split. The proofs use the following
general result, which is a minor variation of a result of Wang [17] (Lemma 2.3
there):
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Lemma 4.15 (Wang). Let M and N be matrices of Mr(F) and Ms(F), respec-
tively, and k be a positive integer. Assume that there are matrices X ∈ Mr,s(F)
and Y ∈Ms,r(F) such that
Mk = XY and Ker(MX) = Ker(XN).
Then, nk+1(M, 0) ≤ n1(N, 0).
Proof. Let Z ∈ KerMk+1. Then, M(XY )Z = 0, and hence Y Z ∈ Ker(MX).
Moreover, Y Z ∈ KerX if and only if XY Z = 0, that is Z ∈ KerMk. Hence,
the mapping Z 7→ Y Z yields a linear injection from KerMk+1/KerMk into
Ker(MX)/KerX, leading to
nk+1(M, 0) ≤ dimKer(MX)− dimKerX = dimKer(XN)− dimKerX.
By the classical Frobenius inequality, we have dimKer(XN) ≤ dimKerX +
dimKerN , and hence
nk+1(M, 0) ≤ dimKerN = n1(N, 0).
Lemma 4.16. Let p and q be split monic polynomials of F[t] with degree 2 such
that p(0)q(0) 6= 0, write p = (t−x1)(t−x2) and q = (t− y1)(t− y2) and assume
that x1 6= x2 and y1 6= y2. Set z := x1y−11 and z′ := x2y−12 and assume that
z 6= z′. Let u be an endomorphism of a finite-dimensional vector space, and
assume that u is annihilated by (t − z)2(t− z′)2 and that u is a (p, q)-quotient.
Then,
n2(u, z) ≤ n1(u, z′).
Proof. Let us write p = t2 − λt + α and q = t2 − µt + β. Denote by V the
domain of u, and by r and s the respective dimensions of Ker(u − z idV )2 and
Ker(u− z′ idV )2. In some basis of V , the endomorphism u is represented by the
matrix
M =
[
zIr −N 0r×s
0s×r z
′Is +N
′
]
for some matrices N ∈Mr(F) and N ′ ∈ Ms(F) such that N2 = 0 and (N ′)2 = 0.
Note that n2(u, z) = n2(N, 0) and n1(u, z
′) = n1(N
′, 0). We shall prove that
Lemma 4.15 applies to the pair (N,N ′) with k = 1.
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Since u is a (p, q)-quotient, there are matrices A and B of GLr+s(F) such
that p(A) = 0, q(B) = 0 and M = AB−1. Put differently, we have q(B) = 0 and
p(MB) = 0. We start by analyzing B. First of all, we write B as a block-matrix
along the same pattern as M :
B =
[
B1 B3
B2 B4
]
.
By the Commutation Lemma (see the remark at the start of Section 4.7), the
matrix B commutes with the matrix
(M − zI)(I − z′M−1) =
[
(z′ − z)z−1N 0r×s
0s×r (z
′ − z)(z′)−1N ′
]
.
Since z 6= z′, it follows that B1 commutes with N and z−1NB3 = (z′)−1B3N ′,
the latter of which leads to Ker(NB3) = Ker(B3N
′).
Next, we know that p(MB) = 0, which reads (MB)2 − λMB + αI = 0.
Multiplying by (MB)−1, this yields MB − λI + αB−1M−1 = 0. Yet, B−1 =
−β−1B + µβ−1I, whence
MB − αβ−1BM−1 = λI − µαβ−1M−1.
Extracting the upper-left block in this identity and using the fact that B1 com-
mutes with N , we obtain(
(zI −N)− αβ−1(zI −N)−1)B1 = λI − µαβ−1(zI −N)−1
and hence(
(zI−N)−αβ−1(zI−N)−1)(B1−y1I) = −y1(zI−N)+λI−αβ−1y2(zI−N)−1.
Multiplying by zI −N , we obtain(
(zI −N)2 − αβ−1I)(B1 − y1I) = −y1(zI −N)2 + λ(zI −N)− α(y1)−1I,
that is(
z(z−z′)I−2zN+N2)(B1−y1I) = −(y1)−1(y1(zI−N)−x1I)(y1(zI−N)−x2I),
and finally(
z(z − z′)I − 2zN +N2)(B1 − y1I) = N((x1 − x2)I − y1N).
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Here, N2 = 0, and since z 6= z′ and z 6= 0, we deduce that
B1 − y1I = (x1 − x2)N
(
z(z − z′)I − 2zN)−1 = x1 − x2
z(z − z′)N.
Hence,
B1 − y2I = (y1 − y2)I + x1 − x2
z(z − z′)N
and finally
q(B1) = (B1 − y1I)(B1 − y2I) = (x1 − x2)(y1 − y2)
z(z − z′) N.
However, the upper-left block of q(B) equals B3B2 + q(B1), and it follows that
N =
z(z′ − z)
(x1 − x2)(y1 − y2) B3B2 = B3
(
z(z′ − z)(x1 − x2)−1B2
)
.
Remembering that Ker(NB3) = Ker(B3N
′), we deduce from Lemma 4.15 that
n2(N, 0) ≤ n1(N ′, 0), i.e. n2(M,z) ≤ n1(M,z′).
Lemma 4.17. Let p and q be split monic polynomials of F[t] with degree 2
such that p(0)q(0) 6= 0, and assume that q has a double root and that p has
simple roots. Write p = (t−x1)(t−x2) and q = (t− y)2 and set z := x1y−1 and
z′ := x2y
−1. Let u be an endomorphism of a finite-dimensional vector space, and
assume that u is annihilated by (t− z)3(t− z′)3 and that it is a (p, q)-quotient.
Then,
n3(u, z) ≤ n1(u, z′).
Proof. Denote by V the domain of u, and by r and s the respective dimensions
of Ker(u− z idV )3 and Ker(u− z′ idV )3. In some basis of V , the endomorphism
u is represented by the matrix
M =
[
zIr −N 0r×s
0s×r z
′Is +N
′
]
for some matrices N ∈Mr(F) and N ′ ∈ Ms(F) such that N3 = 0 and (N ′)3 = 0.
Note that n3(u, z) = n3(N, 0) and n1(u, z
′) = n1(N
′, 0). We shall prove that
Lemma 4.15 applies to the pair (N,N ′) and to k := 2.
Since u is a (p, q)-quotient, there are matrices A and B of GLr+s(F) such
that p(A) = 0, q(B) = 0 and M = AB−1. Put differently, we have q(B) = 0
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and p(MB) = 0. Next, we analyze B. First of all, we write B as a block-matrix
along the same pattern as M :
B =
[
B1 B3
B2 B4
]
.
By the Commutation Lemma, B commutes with
(M−zI)(I−z′M−1) =
[
(z′ − z)z−1N + z′z−2N2 0r×s
0s×r (z
′ − z)(z′)−1N ′ + z(z′)−2(N ′)2
]
.
In particular, B1 commutes with (z
′−z)z−1N+z′z−2N2. Yet, since (z′−z)z−1 6=
0 and N is nilpotent, the matrix N is a polynomial in (z′ − z)z−1N + z′z−2N2,
and we deduce that B1 commutes with N .
Next, we also obtain from the above commutation that(
(z′ − z)z−1N + z′z−2N2)B3 = B3((z′ − z)(z′)−1N ′ + z(z′)−2(N ′)2),
and we shall prove that this leads to Ker(NB3) = Ker(B3N
′).
Set α := (z′− z)(z′)−1 and β := z(z′)−2. Then, as (N ′)3 = 0 the polynomial
R := α−1t − βα−3t2 satisfies R(αN ′ + β(N ′)2) = N ′. On the other hand, we
also have
R
(
(z′ − z)z−1N + z′z−2N2) = γN + δN2
for some γ ∈ F r {0} and some δ ∈ F. It follows that
(γI + δN)NB3 = B3N
′.
Finally, since γ 6= 0 and N is nilpotent, the matrix γI + δN is invertible, and
we conclude that
Ker(NB3) = Ker(B3N
′).
Next, we express q(B1) as a function of N . With exactly the same compu-
tation as in the proof of Lemma 4.16, we arrive at(
z(z − z′)I − 2zN +N2)(B1 − yI) = N((x1 − x2)I − yN).
Taking squares on both sides and using the fact that B1 commutes with N ,
together with N3 = 0, we obtain(
z(z − z′)I − 2zN +N2)2q(B1) = N2((x1 − x2)I − yN)2 = (x1 − x2)2N2.
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Since z(z − z′) 6= 0, this yields
q(B1) = (x1−x2)2N2
(
z(z−z′)I−2zN+N2)−2 = 1
z2
(x1 − x2)2
(z − z′)2 N
2 = y4(x1)
−2N2.
Since the upper-left block of q(B) equals q(B1) +B3B2, we deduce that
N2 = −x21y−4B3B2 = B3
(−x21y−4B2).
Remembering that B3N
′ andNB3 have the same kernel, we deduce from Lemma
4.15 that n3(N, 0) ≤ n1(N ′, 0), that is n3(M,z) ≤ n1(M,z′).
Proposition 4.18. Let p and q be split monic polynomials with degree 2 over F
such that p(0)q(0) 6= 0, both with simple roots. Write p(t) = (t−x1)(t−x2) and
q(t) = (t− y1)(t− y2). Assume that x1y−11 6= x2y−12 . Let u be an endomorphism
of a finite-dimensional vector space V , and assume that it is a (p, q)-quotient.
Then, the sequences
(
nk(u, x1y
−1
1 )
)
k≥1
and
(
nk(u, x2y
−1
2 )
)
k≥1
are 1-intertwined.
Proof. Let a, b be automorphisms of V such that p(a) = 0, q(b) = 0 and u =
ab−1. Set z := x1y
−1
1 and z
′ := x2y
−1
2 . Note that zz
′ = p(0)q(0)−1. By
the Commutation Lemma, we deduce that both a and b commute with w :=
(u− zidV )(idV − z′u−1).
Let k ∈ N. We have wk = u−k(u−zidV )k(u−z′idV )k, and since u is invertible
it follows that
Kerwk = Ker
(
(u− zidV )k(u− z′idV )k
)
.
Since z 6= z′, we deduce that
Kerwk = Ker(u− zidV )k ⊕Ker(u− z′idV )k.
Moreover, as a, b and u all stabilize Kerwk and Kerwk+2, they induce respective
endomorphisms ak, bk, uk of the quotient space E := Kerw
k+2/Kerwk. Noting
that uk = ak(bk)
−1, we find that uk is a (p, q)-quotient. However, Ker(uk −
zidE) is naturally isomorphic to Ker(u− zidV )k+1/Ker(u− zidV )k and likewise
Ker(uk − zidE)2 is naturally isomorphic to Ker(u − zidV )k+2/Ker(u − zidV )k;
ditto with z′ instead of z.
It follows that n2(uk, z) = nk+2(u, z) and n1(uk, z
′) = nk+1(u, z
′). Lemma
4.16 yields that n2(uk, z) ≤ n1(uk, z′), and hence nk+2(u, z) ≤ nk+1(u, z′). Like-
wise, we obtain nk+2(u, z
′) ≤ nk+1(u, z), which completes the proof.
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Proposition 4.19. Let p and q be split monic polynomials with degree 2 over
F such that p(0)q(0) 6= 0. Assume that p has simple roots and that q has a
double root, and write p(t) = (t − x1)(t − x2) and q(t) = (t − y)2. Let u be
an endomorphism of a finite-dimensional vector space V , and assume that it is
a (p, q)-quotient. Then, the sequences
(
nk(u, x1y
−1)
)
k≥1
and
(
nk(u, x2y
−1)
)
k≥1
are 2-intertwined.
Proof. Let a, b be automorphisms of V such that p(a) = 0, q(b) = 0 and u =
ab−1. Set z := x1y
−1 and z′ := x2y
−1, and note that zz′ = p(0)q(0)−1. By
the Commutation Lemma, we deduce that both a and b commute with w :=
(u− zidV )(idV − z′u−1).
Let k ∈ N. Then, a, b and u all stabilize Kerwk and Kerwk+3, and
hence they induce endomorphisms ak, bk and uk of the quotient space E :=
Kerwk+3/Kerwk. Noting that uk = ak(bk)
−1, we find that uk is a (p, q)-
quotient. As in the proof of Proposition 4.18, it is easily checked that n3(uk, z) =
nk+3(u, z) and n1(uk, z
′) = nk+1(u, z
′), and hence by Lemma 4.17 we obtain
nk+3(u, z) ≤ nk+1(u, z′). Symmetrically, we find nk+3(u, z′) ≤ nk+1(u, z), which
completes the proof.
4.7.4 Proof of Theorem 4.10
Here, we assume that p = (t− x)2 and q = (t− y)2, where x and y are nonzero
scalars in F. Hence, Gp,q(t) = (t − xy−1)4. Let u be an endomorphism of a
finite-dimensional vector space V over F. If u is a q-exceptional (p, q)-quotient,
then we know that the characteristic polynomial of u is a power of t − xy−1.
Conversely, assume that the characteristic polynomial of u is a power of t−xy−1.
Then, all the invariant factors of u are powers of t − xy−1, and hence in some
basis of V the endomorphism u is represented by a block-diagonal matrix in
which every diagonal block equals C
(
(t − xy−1)n) for some positive integer n.
Yet, for every n ∈ N∗ we know from Lemma 4.13 that C((t − xy−1)n) is a
(p, q)-quotient, and hence so is u.
4.7.5 Proof of Theorem 4.11
Let p and q be split monic polynomials with degree 2 in F[t], both with simple
roots only, such that p(0)q(0) 6= 0. Set δ := p(0)q(0)−1. Let u be an endomor-
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phism of a finite-dimensional vector space over F. Note that
Gp,q =
∏
(x,y)∈Root(p)×Root(q)
(t− xy−1).
Assume that condition (i) holds for u. Then, we know that u is triangu-
larizable and all its eigenvalues belong to Root(p)Root(q)−1. Moreover, for all
z ∈ Root(p)Root(q)−1 such that z 6= δz−1, Proposition 4.18 yields that the
sequences
(
nk(u, z)
)
k≥1
and
(
nk(u, z
′)
)
k≥1
are 1-intertwined. Hence, condition
(ii) holds.
Assume now that condition (ii) holds. Then, every invariant factor of u
is split with all its roots in Root(p)Root(q)−1. Denote now by r1, . . . , rk, . . .
the invariant factors of u and, for z ∈ Root(p)Root(q)−1 and k ∈ N∗, denote
by mk(z) the multiplicity of z as a root of rk. Let z ∈ Root(p)Root(q)−1 be
such that z 6= δz−1, and assume that there exists a positive integer k such
that mk(z) > mk(δz
−1) + 1. Then, by setting l := mk(δz
−1) + 2, we see that
nl−1(u, δz
−1) < k ≤ nl(u, z), which contradicts condition (ii). Hence, mk(z) ≤
mk(δz
−1)+1. Symmetrically, we findmk(δz
−1) ≤ mk(z)+1, and hence
∣∣mk(z)−
mk(δz
−1)
∣∣ ≤ 1. Hence, condition (iii) holds.
When we have pairwise coprime monic polynomials s1, . . . , sk, it is folklore
that C(s1 · · · sk) ≃ C(s1)⊕· · ·⊕C(sk), and hence condition (iii) implies condition
(iv). With the help of the same remark, one deduces from Lemma 4.13 that
condition (iv) implies condition (i).
4.7.6 Proof of Theorem 4.12
The proof is very similar to the one of Theorem 4.11. Let p and q be split monic
polynomials with degree 2 in F[t], with p(0)q(0) 6= 0. Assume that p has simple
roots x1 and x2 and that q has a double root y.
Let u be an endomorphism of a finite-dimensional vector space over F. Note
that Gp,q = (t− x1y−1)2(t− x2y−1)2.
Assume that condition (i) holds for u. Then, we know that u is triangular-
izable and all its eigenvalues belong to {x1y−1, x2y−1}. Moreover, Proposition
4.19 yields that the sequences
(
nk(u, x1y
−1)
)
k≥1
and
(
nk(u, x2y
−1)
)
k≥1
are 2-
intertwined. Hence, condition (ii) holds.
Assume now that condition (ii) holds. Then, every invariant factor of u
is split with all its roots in {x1y−1, x2y−1}. Denote now by r1, . . . , rk, . . . the
invariant factors of u and, for k ∈ N∗, write rk(t) = (t−x1y−1)ak(t−x2y−1)bk for
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some non-negative integers ak and bk. If there existed a positive integer k such
that ak > bk+2 then l := bk+3 would satisfy nl−2(u, x2y
−1) < k ≤ nl(u, x1y−1),
which would contradict condition (ii). Hence, ak ≤ bk + 2, and likewise bk ≤
ak + 2. Hence, condition (iii) holds.
Condition (iii) obviously implies condition (iv). Finally, for all n ∈ N and
all ǫ ∈ {0, 1, 2}, both matrices C((t− x1y−1)n+ǫ)⊕C((t− x2y−1)n) and C((t−
x2y
−1)n+ǫ
)⊕C((t− x1y−1)n) are (p, q)-quotients (by Lemma 4.13 if ǫ 6= 2, and
by Lemma 4.14 otherwise). Hence, condition (iv) implies condition (i).
4.8 Exceptional (p, q)-quotients (II): When p is irreducible but q
is not
In this section and the following ones, we fix two monic polynomials p and q of
degree 2 in F[t], such that p(0)q(0) 6= 0. We set δ := p(0)q(0)−1.
Here, we assume that p is irreducible but not q. We split q(t) = (t−y1)(t−y2)
with y1 and y2 in F. Then,
Gp,q(t) = Hy1(p)Hy2(p),
the polynomials Hy1(p) and Hy2(p) are monic with degree 2 in F[t] and they are
irreducible.
Hence:
• Either Hy1(p) 6= Hy2(p), in which case an endomorphism of a finite-
dimensional vector space over F is exceptional with respect to (p, q) if
and only if the irreducible monic divisors of its minimal polynomial belong
to
{
Hy1(p),Hy2(p)
}
;
• OrHy1(p) = Hy2(p), in which case an endomorphism of a finite-dimensional
vector space over F is q-exceptional with respect to (p, q) if and only if its
minimal polynomial is a power of Hy1(p).
Note that, given λ ∈ F r {0}, one has Hλ(p) = p if and only if either λ = 1,
or λ = −1 and tr(p) = 0. It follows that Hy1(p) = Hy2(p) if and only if one of
the following two conditions holds:
(i) y1 = y2;
(ii) tr(p) = 0 and y2 = −y1, i.e. tr(p) = tr(q) = 0.
Note that, in the second case, z = δz−1 for every z in Root(p)Root(q)−1.
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4.8.1 A common lemma
Lemma 4.20. Let p be an irreducible monic polynomial with degree 2 over F,
and let y1 and y2 be nonzero scalars in F. Set q := (t− y1)(t− y2).
Then, for all n ∈ N, the companion matrices C(Hy1(p)nHy2(p)n) and C(Hy1(p)n+1Hy2(p)n)
are (p, q)-quotients.
Proof. Let s be a non-negative integer. We extend (y1, y2) into a 2-periodical
sequence (yk)k≥1. Set K :=
[
0 1
0 0
]
∈ M2(F),
As :=
(
y1C(Hy1(p))
) ⊕ · · · ⊕ (ysC(Hys(p))) ∈ M2s(F)
and
Bs :=


y−11 I2 02 · · · · · · (0)
K y−12 I2
. . .
...
02
. . .
. . .
. . .
...
...
. . . y−1s−1I2 02
(0) · · · 02 K y−1s I2


−1
∈ M2s(F).
For all i ∈ N∗, we see that p annihilates yiC(Hyi(p)), and hence p(As) = 0. On
the other hand, one checks that (B−1s − y−11 I2s)(B−1s − y−12 I2s) = 0, which, by
multiplying by y1y2B
2
s , yields q(Bs) = 0.
Set L :=
[
0 0
0 1
]
∈ M2(F). Then, we see that
AsB
−1
s =


C
(
Hy1(p)
)
02 · · · · · · (0)
y2L C
(
Hy2(p)
) . . . ...
02
. . .
. . .
. . .
...
...
. . . C
(
Hys−1(p)
)
02
(0) · · · 02 ysL C
(
Hys(p)
)


.
The matrix AsB
−1
s is a (p, q)-quotient and its characteristic polynomial equals
s∏
k=1
Hyk(p). If s is even, this characteristic polynomial equals Hy1(p)
s/2Hy2(p)
s/2;
otherwise it equals Hy1(p)
(s+1)/2Hy2(p)
(s−1)/2.
In order to conclude, it suffices to proves that AsB
−1
s is cyclic. To do so, we
distinguish between two cases, whether Hy1(p) equals Hy2(p) or not.
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Case 1: Hy1(p) = Hy2(p).
Set then r := Hy1(p) and write r = t
2 − γt− η. For all k ∈ [[2, s]], we see that
−γL+ LC(r) + C(r)L = C(r).
Hence,
r(AsB
−1
s ) =


02 02 · · · · · · (0)
y2C(r) 02
. . .
...
?
. . .
. . .
. . .
...
...
. . . 02 02
(?) · · · ? ysC(r) 02


.
Since C(r) is invertible and all the scalars yk are nonzero, we find that r(AsB
−1
s )
has rank 2s − 2, and hence the kernel of r(AsB−1s ) has dimension 2. Yet, every
invariant factor of AsB
−1
s is a power of r, and if we denote by c the number of
those invariant factors, we have 2c = dimKer
(
r(AsB
−1
s )
)
. Hence, c = 1, which
yields that AsB
−1
s is cyclic, as claimed.
Case 2: Hy1(p) 6= Hy2(p).
Set r1 := Hy1(p) and r2 := Hy2(p). If s ≤ 2 then it is obvious that AsB−1s
has its minimal polynomial equal to its characteristic polynomial, and hence
AsB
−1
s is cyclic. In the remainder of the proof, we assume that s ≥ 3. Write
r1 = t
2−γ1t−δ1 and r2 = t2−γ2t−δ2. Then, −γ1L+LC(r1)+C(r2)L = C(r2)
and −γ1L+ LC(r2) + C(r1)L = U , where U :=
[
0 δ1
1 γ2
]
. Hence,
r1(AsB
−1
s ) =


02 02 · · · · · · · · · 02
y2C(r2) r1(C(r2)) 02 · · · · · · 02
y2y3L y3U 02 · · · · · · 02
02 y3y4L y4C(r2) r1(C(r2)) 02
...
02 02 y4y5L y5U 02
...
...
. . .
. . .
. . .


.
Note that r1(C(r2)) = r2(C(r2))+(γ2−γ1)C(r2)+(δ2−δ1)I2 = (γ2−γ1)C(r2)+
(δ2 − δ1)I2, and in particular the upper-left entry of r1(C(r2)) equals δ2 − δ1.
For all i ∈ N∗ such that 2i+ 1 ≤ s, set
Hi :=
[
y2iC(r2) r1(C(r2))
y2i y2i+1L y2i+1U
]
∈ M4(F),
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and note that Hi is invertible: Indeed,
detHi = y
2
2i y
2
2i+1
∣∣∣∣C(r2) r1(C(r2))L U
∣∣∣∣ ;
Then, by successively developing along the first column and then the second row
of the resulting matrix, we find∣∣∣∣C(r2) r1(C(r2))L U
∣∣∣∣ = δ1
∣∣∣∣δ2 δ2 − δ11 1
∣∣∣∣ = δ21 6= 0.
Hence, Hi is invertible for all i ≥ 1 such that 2i+ 1 ≤ s.
Now:
• If s is odd then the rank of r1(AsB−1s ) equals that of the matrix ob-
tained from it by removing the first two rows and the last two columns;
Yet this matrix of M2s−2(F) is block-lower-triangular with diagonal blocks
H1, . . . ,H(s−1)/2, and hence it is invertible. It follows that the kernel of
r1(AsB
−1
s ) has dimension 2.
• If s is even then the rank of r1(AsB−1s ) is at most 2s − 2 (since the
first two rows are zero), and is at least the one of the matrix obtained
from it by removing the first two rows and the last two columns; Yet
this matrix of M2s−2(F) is block-lower-triangular with diagonal blocks
H1, . . . ,H(s−2)/2, ysC(r2), all of them invertible. Hence the kernel of r1(AsB
−1
s )
has dimension 2.
With a similar method, one checks that the kernel of r2(AsB
−1
s ) has dimension 2
(again, one needs to discuss whether s is odd or even). Finally, every elementary
invariant of AsB
−1
s is a power of r1 or r2. Denoting by a (respectively, by b),
the number of such invariants that are powers of r1 (respectively, of r2), we have
dimKer
(
r1(AsB
−1
s )
)
= 2a and dimKer
(
r2(AsB
−1
s )
)
= 2b. Hence, a = b = 1.
Since r1 and r2 are coprime, we conclude that AsB
−1
s is cyclic, as claimed. This
completes the proof.
4.8.2 The case when Hy1(p) = Hy2(p)
The following theorem is an obvious consequence of Lemma 4.20 and of the
considerations of the start of Section 4.8:
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Theorem 4.21. Let p and q be monic polynomials with degree 2 of F[t] such
that p(0)q(0) 6= 0. Assume that p is irreducible over F and that q splits over F.
Assume furthermore that q has a double root or that tr(q) = tr(p) = 0. Choose a
root y of q in F. Then, given an endomorphism u of a finite-dimensional vector
space V over F, the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is a power of Hy(p).
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
Hy(p)
n
)
for some positive
integer n.
4.8.3 The case when Hy1(p) 6= Hy2(p)
Theorem 4.22. Let p and q be monic polynomials with degree 2 of F[t] such
that p(0)q(0) 6= 0. Assume that p is irreducible over F and that q splits over
F with distinct roots y1 and y2. Assume furthermore that (tr p, tr q) 6= (0, 0).
Let u be an endomorphism of a finite-dimensional vector space V over F. The
following conditions are then equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The irreducible monic divisors of the minimal polynomial of u belong to{
Hy1(p),Hy2(p)
}
. Moreover, in writing the invariant factors of u as r1 =
Hy1(p)
α1Hy2(p)
β1 , . . . , rk = Hy1(p)
αkHy2(p)
βk , . . . , we have |αk − βk| ≤ 1
for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
Hy1(p)
n
) ⊕ C(Hy2(p)n),
C
(
Hy1(p)
n
)⊕C(Hy2(p)n−1) or C(Hy1(p)n−1)⊕C(Hy2(p)n) for some pos-
itive integer n.
Proof. Since Hy1(p) and Hy2(p) are coprime, Lemma 4.20 shows that condition
(iii) implies condition (i). Moreover, it is also clear that condition (ii) implies
condition (iii).
Now, we assume that condition (i) holds, and we aim at proving that condi-
tion (ii) also does.
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For k ∈ N∗, denote by ak (respectively, by bk) the number of elementary in-
variants of u of the form Hy1(p)
l (respectively, of the form Hy2(p)
l) for some inte-
ger l ≥ k. Let us temporarily assume that (ak)k≥1 and (bk)k≥1 are 1-intertwined.
Then, we claim that condition (ii) holds. Indeed, since u is q-exceptional with
respect to (p, q) we already know that the monic irreducible divisors of its min-
imal polynomial are among Hy1(p) and Hy2(p). Next, denote by r1, . . . , rk, . . .
the invariant factors of u, and write further rk = Hy1(p)
αkHy2(p)
βk for some
non-negative integers αk and βk. Assume that, for some positive integer k, we
have αk > βk + 1. Setting s := βk + 2, we get that
as ≥ k and bs−1 < k,
which contradicts the assumption that (ai)i≥1 and (bi)i≥1 be 1-intertwined.
Hence, αk ≤ βk + 1, and likewise βk ≤ αk + 1. Hence condition (ii) holds.
It remains to prove that (ak)k≥1 and (bk)k≥1 are 1-intertwined. To do so,
we need to distinguish between two cases. In both, we denote by L the splitting
field of p (as defined by L := F[t]/(p)) and we shall consider the L-vector space
V L := V ⊗F L and the endomorphism uL of V L deduced from u by extending
the field of scalars. Note that uL is a (p, q)-quotient.
• Assume first that p has two distinct roots x1 and x2 in L.
First of all, we prove that x1y
−1
1 6= x2y−12 . Assume indeed that the contrary
holds. Then, x1+x2 ∈ F and x1y2−x2y1 ∈ F: since (x1, x2) 6∈ F2 this yields∣∣∣∣ 1 1y2 −y1
∣∣∣∣ = 0, whence y1 + y2 = 0, and, by using x1y−11 = x2y−12 , this
further leads to x1+x2 = 0, contradicting the assumption that (tr p, tr q) 6=
(0, 0). Hence, x1y
−1
1 6= x2y−12 . Likewise, x2y−12 6= x2y−11 , and it follows that
x1y
−1
1 , x2y
−1
1 , x1y
−1
2 , x2y
−1
2 are pairwise distinct. Therefore, for all k ∈ N∗,
nk
(
uL, x1y
−1
1
)
= ak and nk
(
uL, x2y
−1
2
)
= bk,
and since x1y
−1
1 6= x2y−12 Theorem 3.12 yields that the sequences
(
nk
(
uL, x1y
−1
1
))
k≥1
and
(
nk
(
uL, x2y
−1
2
))
k≥1
are 1-intertwined.
• Assume now that p has a sole root x in its splitting field L (note that this
can happen only if F has characteristic 2).
Then, as xy−11 6= xy−12 , one sees that, for all k ∈ N∗,
n2k
(
uL, xy−11
)
= ak and n2k
(
uL, xy−12
)
= bk.
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Here, Theorem 3.11 applies to (uL)−1 and to the pair (q, p), and hence the
sequences
(
nk
(
uL, xy−11
))
k≥1
and
(
nk
(
uL, xy−12
))
k≥1
are 2-intertwined.
Hence, in any case we see that (ak)k≥1 and (bk)k≥1 are 1-intertwined, which
completes the proof that condition (i) implies condition (ii).
4.9 Exceptional (p, q)-quotients (III): When p and q are irre-
ducible with the same splitting field
Here, we assume that p and q are both irreducible, with the same splitting
field L ⊂ F. Note then that p(0)q(0) 6= 0. Denote by σ the non-identity au-
tomorphism of L over F if L is separable over F, otherwise set σ := idL. In
any case, splitting p(t) = (t − x1)(t − x2) and q(t) = (t − y1)(t − y2) in L[t],
we find that σ exchanges x1 and x2, and that it exchanges y1 and y2. Hence,
x1y
−1
1 +x2y
−1
2 = TrL/F(x1y
−1
1 ) and x1y
−1
2 +x2y
−1
1 = TrL/F(x1y
−1
2 ). Hence, with
δ := p(0)q(0)−1, we have
Gp,q(t) =
(
t2 − TrL/F(x1y−11 ) t+ δ
)(
t2 − TrL/F(x1y−12 ) t+ δ
)
and
Θp,q(t) =
(
t− TrL/F(x1y2)
)(
t− TrL/F(x1y1)
)
.
Next, assume that Gp,q has a root in F. Then, we have respective roots x
and y of p and q, together with some nonzero scalar d ∈ F such that x = dy.
Hence, σ(x) = dσ(y) and it follows that q = Hd(p).
Conversely, assume that q = Hd(p) for some d ∈ F r {0}. Then, we see that
Gp,q(t) = (t− d)2
(
t− dy1
y2
)(
t− dy2
y1
)
.
Note then that tr p = d tr q and d2 = p(0)q(0) , so that
dy1
y2
+
dy2
y1
= d
y21 + y
2
2
y1y2
= d
(tr q)2 − 2 q(0)
y1y2
=
tr p tr q − 2dq(0)
q(0)
·
Hence, (
t− dy1
y2
)(
t− dy2
y1
)
= t2 − tr p tr q − 2dq(0)
q(0)
t+
p(0)
q(0)
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and
Gp,q(t) = (t− d)2
(
t2 − tr p tr q − 2dq(0)
q(0)
t+
p(0)
q(0)
)
.
Assume that dy1y2 is an element of F, which we denote by e. Then, as y1+ y2 ∈ F
and dy1 − ey2 = 0 ∈ F, whereas y1 6∈ F, the only possibility is that
∣∣∣∣1 1d −e
∣∣∣∣ = 0,
whence e = −d and y1 = −y2. It would follow that we also have x1 = dy1 =
−dy2 = −x2. Hence, tr p = tr q = 0. Therefore:
• Either (tr p, tr q) 6= (0, 0), in which case t2 − tr p tr q−2dq(0)q(0) t +
p(0)
q(0) is irre-
ducible over F.
• Or (tr p, tr q) = (0, 0), in which case
Gp,q(t) = (t− d)2(t+ d)2.
Conversely, if tr p = tr q = 0 and F does not have characteristic 2, then, for
every (x, y) ∈ Root(p)×Root(q), we have σ(xy−1) = σ(x)σ(y)−1 = (−x)(−y)−1 =
xy−1, whence xy−1 ∈ F. Hence, in that case Gp,q splits over F, and from the
above we see that Gp,q(t) = (t− d)2(t+ d)2 for some d ∈ F r {0}.
We note that t2−TrL/F(x1y−11 ) t+δ and t2−TrL/F(x1y−12 ) t+δ have respective
roots x1y
−1
1 , x2y
−1
2 and x1y
−1
2 , x2y
−1
1 , and hence they are equal only if they have
a common root, which implies that x1 = x2 or y1 = y2. In any of those cases,
one of p and q is inseparable, and since they have the same splitting field both
are inseparable. Hence, t2 − TrL/F(x1y−11 )t+ δ 6= t2 − TrL/F(x1y−12 )t+ δ unless
F has characteristic 2 and p and q are inseparable.
Finally, let u be an endomorphism of a finite-dimensional vector space V
over F and assume that u is q-exceptional with respect to (p, q). Then, v :=
q(0)u+p(0)u−1 is annihilated by some power of Θp,q, which splits over F; hence,
v is triangularizable. In the next section, we study the case when v has a sole
eigenvalue.
4.9.1 When v has a sole eigenvalue
We keep the assumptions and notation from the last paragraph of the preceding
section and now we assume that v has a sole eigenvalue. By renaming the roots
of p and q in L, we can assume that this eigenvalue is
z := TrL/F(x1y2) = x1y2 + x2y1.
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Lemma 4.23. Let p and q be monic irreducible polynomials with degree 2 over F.
Assume that p and q have the same splitting field L in F. Let x and y be respective
roots of p and q in L such that xy−1 6∈ F. Set z := TrL/F(xy−1) and δ :=
p(0)q(0)−1. Then, for all n ∈ N, the matrix C((t2−zt+δ)n+1)⊕C((t2−zt+δ)n)
is a (p, q)-quotient (and a q-exceptional one).
Proof. Set r := t2− zt+ δ and note that r = (t− xy−1)(t− δx−1y), whence r is
irreducible over F and its splitting field is L. We can therefore assume that L is
the subalgebra of M2(F) generated by C(r).
Let n ∈ N. We distinguish between two cases.
Case 1. L is separable over F.
By Theorem 3.12, the direct sum
(
xy−1In+1 + C(t
n+1)
) ⊕ (δyx−1In + C(tn))
in M2n+1(L) is a (p, q)-quotient. Viewing every entry of this matrix as a 2-by-2
matrix with entries in F, we gather that, for some elements R1 and R2 of M2(F)
that are annihilated by r, the matrix
S :=


R1 02 · · · · · · (0)
I2 R1
. . .
...
02
. . .
. . .
. . .
...
...
. . . R1 02
(0) · · · 02 I2 R1


︸ ︷︷ ︸
∈M2n+2(F)
⊕


R2 02 · · · · · · (0)
I2 R2
. . .
...
02
. . .
. . .
. . .
...
...
. . . R2 02
(0) · · · 02 I2 R2


︸ ︷︷ ︸
∈M2n(F)
is a (p, q)-quotient. The polynomial r is irreducible over F and splits over L,
whence r is separable over F. It then follows from Proposition A.2 that S is
similar to C(rn+1)⊕ C(rn), and hence this last matrix is a (p, q)-quotient.
Case 2. L is inseparable over F.
Then, tr(p) = tr(q) = 0. Over L, the polynomials p and q are split with sole
respective roots x and y. By Theorem 3.10, the matrix xy−1I2n+1 + C(t
2n+1)
of M2n+1(L) is a (p, q)-quotient. Viewing xy
−1 as a matrix R ∈ M2(F) that is
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annihilated by r, we gather that the matrix
T :=


R 02 · · · · · · (0)
I2 R
. . .
...
02
. . .
. . .
. . .
...
...
. . . R 02
(0) · · · 02 I2 R


of M4n+2(F) is a (p, q)-quotient. As the root of r has multiplicity 2, we deduce
from Proposition A.2 that T ≃ C(rn+1) ⊕ C(rn), which proves that the latter
matrix is a (p, q)-quotient.
4.9.2 On the case when p = q
Lemma 4.24. Let p be a monic polynomial with degree 2 such that p(0) 6= 0,
and let a and b be endomorphisms of a finite-dimensional vector space V such
that p(a) = p(b) = 0. Then, Ker(ab−1 − idV ) is stable under a and b.
Proof. Since V is finite-dimensional and a and b are automorphisms of V , a is a
polynomial in a−1, and b is a polynomial in b−1. Hence, it suffices to prove that
Ker(ab−1 − idV ) is stable under a−1 and b−1.
Note that Ker(ab−1− idV ) = Ker(b−1−a−1). Let us write p(t) = t2−λt+α.
Let x ∈ Ker(b−1 − a−1) and set y := a−1(x) = b−1(x). Then,
a−1(y) = a−2(x) = α−1(λa−1(x)− x) = α−1(λb−1(x)− x) = b−2(x) = b−1(y).
Hence, y ∈ Ker(b−1 − a−1). This proves the claimed statement.
Proposition 4.25. Let p be an irreducible monic polynomial with degree 2, and
let a and b be endomorphisms of a finite-dimensional vector space V such that
p(a) = p(b) = 0. Then, for every integer k ≥ 1, the endomorphism ab−1 − idV
has an even number of Jordan cells of size k for the eigenvalue 0.
Proof. Classically, this amounts to proving that Ker
(
(ab−1 − idV )n
)
is even-
dimensional for all n ∈ N.
Fix n ∈ N. We note that
Ker
(
(ab−1−idV )2n
)
= Ker
(
(ab−1)−n(ab−1−idV )2n
)
= Ker
(
(ab−1+(ab−1)−1−2 idV )n
)
.
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Yet, by the Commutation Lemma, we know that a and b commute with ab−1 +
(ab−1)−1, and hence with ab−1 + (ab−1)−1 − 2 idV . It follows that Ker
(
(ab−1 −
idV )
2n
)
is stable under both a and b. The endomorphism of Ker
(
(ab−1− idV )2n
)
induced by a is annihilated by p, which is irreducible with degree 2, and hence
the dimension of Ker
(
(ab−1 − idV )2n
)
is a multiple of 2.
Next, a and b induce automorphisms a′ and b′ of the quotient space Ker
(
(ab−1−
idV )
2n+2
)
/Ker
(
(ab−1− idV )2n
)
, and the kernel of a′(b′)−1− idV is the subspace
Ker
(
(ab−1 − idV )2n+1
)
/Ker
(
(ab−1 − idV )2n
)
. Hence, by Lemma 4.24, this sub-
space is stable under a′. Again, since p(a′) = 0 we deduce that the dimension
of Ker
(
(ab−1 − idV )2n+1
)
/Ker
(
(ab−1 − idV )2n
)
is even, and hence the one of
Ker
(
(ab−1 − idV )2n+1
)
is also even.
Now, we prove a converse statement:
Lemma 4.26. Let p be an irreducible monic polynomial with degree 2 over F,
and n be a positive integer. Then, the matrix C
(
(t − 1)n) ⊕ C((t − 1)n) is a
(p, p)-quotient.
Note that if n is even this result is a special case of the Duplication Lemma.
Proof. Since C(p) is annihilated by p, which is irreducible with degree 2, the
F-algebra L := F
[
C(p)
]
is a splitting field of p. Hence, by Theorem 4.10 if p is
inseparable, and by Theorem 4.11 otherwise, we know that the matrix

1L 0L · · · · · · (0)
1L 1L
. . .
...
0L
. . .
. . .
. . .
...
...
. . . 1L 0L
(0) · · · 0L 1L 1L


of Mn(L) is a (p, p)-quotient. Hence, the matrix
Mn :=


I2 02 · · · · · · (0)
I2 I2
. . .
...
02
. . .
. . .
. . .
...
...
. . . I2 02
(0) · · · 02 I2 I2


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of M2n(F) is a (p, p)-quotient. By permuting the basis vectors, one sees that
Mn is similar to C
(
(t − 1)n) ⊕ C((t − 1)n), and hence this last matrix is a
(p, p)-quotient.
4.9.3 Conclusion
We are now ready to conclude the study of the case when p and q are irreducible
with the same splitting field. There are five different subcases to consider:
• q is not homothetic to p, and p is separable;
• q is not homothetic to p, and p is inseparable;
• q is homothetic to p and tr p 6= 0;
• q is homothetic to p, and tr p = 0 and char(F) 6= 2;
• q is homothetic to p, and tr p = 0 and char(F) = 2.
Theorem 4.27. Let p and q be irreducible monic polynomials with degree 2 over
F, and assume that they have the same splitting field L. Assume further that q
is not homothetic to p (over F) and that p is separable, and set δ := p(0)q(0)−1.
Denote by x1, x2 (respectively, by y1, y2) the roots of p (respectively, of q) in L.
Let u be an endomorphism of a finite-dimensional vector space V over F. Then,
the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is the product of a power of t2−TrL/F(x1y−11 ) t+
δ with a power of t2 −TrL/F(x1y−12 ) t+ δ. Moreover, the invariant factors
of u read r1, r2, . . . , r2k−1, r2k, . . . where, for every positive integer k, there
are integers a and b in {0, 1} such that
r2k−1 = r2k ×
(
t2 − TrL/F(x1y−11 ) t+ δ
)a(
t2 − TrL/F(x1y−12 ) t+ δ
)b
.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals
C
(
(t2 − TrL/F(xy−1) t+ δ)k+ǫ
)⊕ C((t2 − TrL/F(δx−1y) t+ δ)k)
for some root x of p, some root y of q, and some pair (k, ǫ) ∈ N× {0, 1}.
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Proof. With the study from the start of Section 4.8, we know that r1 := t
2 −
TrL/F(x1y
−1
1 ) t + δ and r2 := t
2 − TrL/F(x1y−12 ) t + δ are the distinct monic
irreducible factors of Gp,q, and hence u is q-exceptional with respect to (p, q) if
and only if the irreducible monic factors of its minimal polynomial are among
r1 and r2.
Next, it is obvious that condition (ii) implies condition (iii). Moreover, by
Lemma 4.23 and the Duplication Lemma, we know that condition (iii) implies
condition (i).
In order to conclude, we assume that condition (i) holds and we prove that
condition (ii) holds. For j ∈ {1, 2} and k ∈ N∗, denote by n(j)k the number of
diagonal blocks equal to C
(
(t2 − TrL/F(x1y−1j ) t + δ)l
)
, for some l ≥ k, in the
primary canonical form of u. Set v := q(0)u+p(0)u−1 and choose endomorphisms
a and b of V such that u = ab−1 and p(a) = q(b) = 0. Since TrL/F(x1y1) 6=
TrL/F(x1y2), we have V = V1 ⊕ V2 where Vj denotes the characteristic subspace
of v for the eigenvalue TrL/F(x1y3−j). As a and b commute with v, we find that
they stabilize V1 and V2. Fixing j ∈ {1, 2} and denoting by uj (respectively,
by vj) the endomorphism of Vj induced by u (respectively, by v), we get that
the minimal polynomial of uj is a power of rj and that uj is a (p, q)-quotient.
Moreover, for all k ∈ N∗ and all j ∈ {1, 2}, we have
2n
(j)
k = nk
(
vj ,TrL/F(x1y3−j)
)
.
Hence, by Lemma 3.17, we find that if n
(j)
k+1 is odd then n
(j)
k > n
(j)
k+1.
Finally, let us consider the invariant factors s1, . . . , sk, . . . of u. Since u
is q-exceptional with respect to (p, q) we know that each sk is the product of
a power of r1 with a power of r2. Let k ∈ N∗ and write s2k−1 = rN11 rN22
and s2k = r
N ′
1
1 r
N ′
2
2 , so that N1 ≥ N ′1 and N2 ≥ N ′2. If N1 > N ′1 + 1 then
n
(1)
N ′
1
+1
= n
(1)
N ′
1
+2
= 2k − 1 and we have a contradiction with the above result.
Hence, N1 ∈ {N ′1 + 1, N ′1}. Likewise, we obtain N2 ∈ {N ′2 + 1, N ′2}. This yields
condition (ii), which completes the proof.
Theorem 4.28. Let p and q be irreducible monic polynomials with degree 2 over
F, and assume that they have the same splitting field L. Assume further that
q is not homothetic to p (over F) and that p is inseparable. Write p = t2 + α
and q = t2 + β for some (α, β) ∈ F2. Let u be an endomorphism of a finite-
dimensional vector space over F. Then, the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
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(ii) The minimal polynomial of u is a power of t2 + αβ−1. Moreover, the
invariant factors of u read r1, r2, . . . , r2k−1, r2k, . . . where, for every positive
integer k, we have r2k−1 = r2k or r2k−1 = (t
2 + αβ−1)r2k.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals
C
(
(t2 + αβ−1)n+ǫ
)⊕ C((t2 + αβ−1)n)
for some n ∈ N and some ǫ ∈ {0, 1}.
Proof. Here, Gp,q = (t
2 + αβ−1)2, Θp,q = t
2 and t2 + αβ−1 is irreducible over
F because q is not homothetic to p. From there, the proof is essentially similar
to the one of Theorem 4.27, the only difference being that, in the proof that (i)
implies (ii), the endomorphism v := q(0)u+p(0)u−1 has 0 as its sole eigenvalue.
Theorem 4.29. Let p and q be irreducible monic polynomials with degree 2
over F. Assume that q = Hd(p) for some d ∈ F r {0}, and that tr p 6= 0. Set
r := t2− tr p tr q−2dq(0)q(0) t+ p(0)q(0) . Let u be an endomorphism of a finite-dimensional
vector space V over F. Then, the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is the product of a power of t−d with a power
of r. Moreover, the invariant factors of u read s1, s2, . . . , s2k−1, s2k, . . .
where, for every positive integer k, we have s2k−1 = s2k or s2k−1 = r s2k.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals either C(rn+ǫ)⊕C(rn) for some
n ∈ N and some ǫ ∈ {0, 1}, or C((t− d)n)⊕C((t− d)n) for some n ∈ N∗.
Proof. As we have seen in the beginning of Section 4.9, Gp,q(t) = (t− d)2r and
r is irreducible. Moreover, r = t2 − TrL/F(dx1x−12 ) t + δ, where L denotes the
splitting field of p, and p(t) = (t− x1)(t− x2) and δ := p(0)q(0)−1.
Moreover, as we can safely replace u with d−1u, we lose no generality in
assuming that p = q, in which case d = 1. From there, the implication (ii) ⇒
(iii) is obvious, and (iii) ⇒ (i) is readily obtained by applying the Duplication
Lemma together with Lemmas 4.23 and 4.26.
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Assume finally that condition (i) holds. For k ∈ N∗, denote in the primary
canonical form of u, by nk the number of blocks of type C
(
(t− 1)k), and by mk
the number of blocks of type C(rl) for some l ≥ k.
By Proposition 4.25, we find that nk is even for all k ∈ N∗.
Noting that Θp,q =
(
t−TrL/F(x21)
)(
t−TrL/F(x1x2)
)
, we use the same line of
reasoning as in the proof of Theorem 4.27 to gather that mk > mk+1 whenever
mk+1 is odd. The derivation of (ii) is then achieved as in the proof of Theorem
4.27.
Theorem 4.30. Let p and q be irreducible monic polynomials with degree 2 over
F. Assume further that q = Hd(p) for some d ∈ F r {0}, and that tr p = 0 and
char(F) 6= 2. Let u be an endomorphism of a finite-dimensional vector space V
over F. Then, the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is the product of a power of t−d with a power
of t+ d. Moreover, the invariant factors of u read s1, s2, . . . , s2k−1, s2k, . . .
where, for every positive integer k, we have s2k−1 = s2k.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t − d)n) ⊕ C((t − d)n) or
C
(
(t+ d)n
)⊕ C((t+ d)n) for some n ∈ N∗.
Proof. Here, we see thatGp,q = (t−d)2(t+d)2 and Θp,q =
(
t−2dp(0))(t+2dp(0)).
From there, the proof is similar to the ones of the previous three theorems.
With a similar proof, we obtain:
Theorem 4.31. Let p and q be irreducible monic polynomials with degree 2 over
F. Assume further that q = Hd(p) for some d ∈ F r {0}, and that tr p = 0 and
char(F) = 2. Let u be an endomorphism of a finite-dimensional vector space V
over F. Then, the following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is a power of t− d. Moreover, the invariant
factors of u read s1, s2, . . . , s2k−1, s2k, . . . where, for every positive integer
k, we have s2k−1 = s2k.
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(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t− d)n)⊕ C((t− d)n) for
some n ∈ N∗.
Using the above five theorems, it is easy to derive the classification of q-
exceptional (p, q)-quotients when p and q are both irreducible and have the
same splitting field, as given in Table 17.
4.10 Exceptional (p, q)-quotients (IV): When p and q are irre-
ducible with distinct splitting fields
In this final section, we tackle the case when both polynomials p and q are
irreducible with distinct splitting fields in F. The discussion will basically be split
into three subcases, whether both p and q are separable, both are inseparable, or
exactly one of them is separable. In the first two cases, one basic trick will be to
extend the field of scalars by using Θp,q and the Jordan-Chevalley decomposition
of v := q(0)u+ p(0)u−1, which will allow us to use the results from Section 4.9.
4.10.1 Case 1. Both p and q are separable
In that case, the splitting field L of pq in F is known to be a Galois extension of
F with degree 4. Moreover, the Galois group of L over F contains two elements
σ and τ such that σ exchanges the two roots of q and fixes the ones of p, and τ
exchanges the two roots of p and fixes the ones of q. It follows that Gal(L/F) acts
transitively on Root(p)Root(q)−1, whence Gp,q is a power of some irreducible
monic polynomial of F[t]. Once more, we set δ := p(0)q(0)−1.
Let us split p = (t − x1)(t − x2) and q = (t − y1)(t − y2) in L[t]. If
x1y
−1
1 , x1y
−1
2 , x2y
−1
1 , x2y
−1
2 are pairwise distinct, then Gp,q is irreducible over
F and separable.
Lemma 4.32. The polynomial Θp,q is irreducible (and separable) over F. The
polynomial Gp,q is irreducible over F if and only if (tr p, tr q) 6= (0, 0). Moreover,
if tr p = tr q = 0 then Gp,q = (t
2 − δ)2, and Θp,q = t2 − 4p(0)q(0).
Proof. Note first that the Galois group of L over F acts transitively on {x1y1 +
x2y2, x1y2+x2y1}. Moreover, (x1y1+x2y2)−(x1y2+x2y1) = (x1−x2)(y1−y2) 6=
0. Hence, Θp,q is irreducible over F.
Assume that Gp,q is reducible over F. Remember that Gp,q has no root
in F and that the Galois group of L over F acts transitively on the set of its
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roots. Hence, two scalars among x1y
−1
1 , x1y
−1
2 , x2y
−1
1 , x2y
−1
2 are equal. Since
y1 6= y2, x1 6= x2, and the xi’s and the yj’s are all nonzero, it follows that
x1y
−1
1 = x2y
−1
2 or x1y
−1
2 = x2y
−1
1 . Applying the σ automorphism, we see that
both equalities actually hold, whence y1y
−1
2 = x1x
−1
2 = y2y
−1
1 . Hence y2 = ±y1,
and since y1 6= y2 we obtain y2 = −y1. Likewise x2 = −x1 and we conclude that
tr p = tr q = 0.
Conversely, assume that tr p = tr q = 0. Then, y2 = −y1, whence, for all
i ∈ {1, 2},
(t− xiy−11 )(t− xiy−12 ) = t2 +
x2i
q(0)
= t2 − p(0)q(0)−1 = t2 − δ
and hence
Gp,q = (t
2 − δ)2.
Finally,
Θp,q = (t− 2x1y1)(t− 2x1y2) = t2 − 4p(0)q(0).
Note that if tr p = tr q = 0 then char(F) 6= 2 because we have assumed that
p and q must be separable.
Now, we distinguish between two cases, whether (tr p, tr q) equals (0, 0) or
not.
Case 1.1. (tr p, tr q) 6= (0, 0)
Theorem 4.33. Let p and q be monic polynomials with degree 2 over F, and as-
sume that they are both irreducible with distinct splitting fields and that (tr p, tr q) 6=
(0, 0). Let u be an endomorphism of a finite-dimensional vector space V over F.
Then, the following conditions are equivalent:
(i) The endomorphism u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is a power of Gp,q and if we denote by
r1, . . . , rk, . . . the invariant factors of u, then r2k−1 = r2k or r2k−1 =
r2kGp,q, for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which each diagonal block equals C
(
Gnp,q
)⊕C(Gnp,q) or C(Gnp,q)⊕
C
(
Gn−1p,q
)
for some positive integer n.
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Proof. It is easily seen that condition (ii) implies condition (iii). Conversely,
assume that (iii) holds but that (ii) does not. First of all, it is obvious from
condition (iii) that all the invariant factors of u are powers of Gp,q. Next, there
is a least positive integer k such that G2p,qr2k divides r2k−1. Write then r2k−1 =
Gℓ+1p,q for some integer ℓ ≥ 0. Then, in any decomposition given by condition
(iii), there is no diagonal block of the form C
(
Gmp,q
) ⊕ C(Gnp,q) in which one
of m and n equals ℓ. Hence, each one of those diagonal blocks equals either
C
(
Gnp,q
) ⊕ C(Gnp,q) for some integer n 6= ℓ, or C(Gnp,q) ⊕ C(Gn−1p,q ) for some
positive integer n distinct from ℓ and ℓ+ 1; in the latter case either both n and
n− 1 are greater than ℓ, or both are less than ℓ. It follows that there is an even
number of invariant factors of u that equal Gnp,q for some n > ℓ, contradicting the
fact that there are 2k − 1 such invariants factors. Hence, condition (iii) implies
condition (ii).
It only remains to prove that conditions (i) and (iii) are equivalent. Some
general work is required before we tackle this equivalence.
As we have seen in Lemma 4.32, our assumptions imply that both Gp,q and
Θp,q are irreducible over F.
Denote by K the splitting field of Θp,q in L. Without loss of generality, we can
consider that K is the subalgebra of M2(F) generated by the companion matrix
of Θp,q. Obviously K is the Galois subfield of L associated with the subgroup of
Gal(L/F) generated by the Galois automorphism that exchanges the two roots
of p and that exchanges the two roots of q. Hence, p and q remain irreducible
over K.
Let us split p(t) = (t−x1)(t−x2) and q(t) = (t−y1)(t−y2) over L. We claim
that, over K, the polynomials p and q satisfy the assumptions of Theorem 4.27.
Indeed, it only remains to check that p and q are not homothetic as polynomials
over K; yet, if the contrary held then we would have x1x
−1
2 = y1y
−1
2 and hence
x1y
−1
1 = x2y
−1
2 , contradicting the known fact that Gp,q has four distinct roots
in L.
Now, set
r :=
(
t− x1y−11
)(
t− x2y−12
) ∈ K[t] and s := (t− x1y−12 )(t− x2y−11 ) ∈ K[t].
Let n ∈ N∗. Throughout the proof, C(rn) will be interpreted, depending on the
context (which will always be obvious) either as a matrix of M2n(K) or as one
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of M4n(F). Since r is separable, Proposition A.2 shows that C(r
n) is similar to

C(r) 02 · · · · · · (0)
I2 C(r)
. . .
...
02
. . .
. . .
. . .
...
...
. . . C(r) 02
(0) · · · 02 I2 C(r)


∈M2n(K).
This matrix can be interpreted as the matrix
M :=


P 04 · · · · · · (0)
I4 P
. . .
...
04
. . .
. . .
. . .
...
...
. . . P 04
(0) · · · 04 I4 P


∈ M4n(F)
for some P ∈ M4(F) that is annihilated by Gp,q. Since Gp,q is irreducible and
separable, it follows once more from Proposition A.2 thatM is similar to C(Gnp,q)
in M4n(F). Hence, C(r
n) is similar to C(Gnp,q) in M4n(F). Note that this remains
(trivially) true if n = 0, and that this remains true if r is replaced with s.
We are now ready to prove both implications (iii) ⇒ (i) and (i) ⇒ (ii).
In order to prove (iii) ⇒ (i), it suffices to show that, for all n ∈ N∗, both ma-
trices C(Gnp,q)⊕C(Gnp,q) and C(Gnp,q)⊕C(Gn−1p,q ) are (p, q)-quotients. For the first
one it suffices to use the Duplication Lemma, since Gp,q(t) = Rδ
(
Hq(0)(Θp,q)
)
.
Next, let n ∈ N∗. Since p and q satisfy the assumptions of Theorem 4.27 over
K, we get that the matrix C(rn) ⊕ C(sn−1) is a (p, q)-quotient in M4n−2(K).
Hence, it is also a (p, q)-quotient in M8n−4(F). Yet, we have just seen that this
matrix is similar to C(Gnp,q) ⊕ C(Gn−1p,q ) in M8n−4(F). It follows that the latter
is a (p, q)-quotient. Hence, (iii) ⇒ (i) is proved.
Conversely, assume that u is a q-exceptional (p, q)-quotient. We choose au-
tomorphisms a and b of the F-vector space V such that u = ab−1 and p(a) =
q(b) = 0. The endomorphism v := q(0)u+p(0)u−1 is annihilated by some power
of the separable polynomial Θp,q. Hence, by the Jordan-Chevalley decomposi-
tion, we have a splitting v = S +N in which S is a semi-simple endomorphism
of V that is annihilated by Θp,q and that belongs to F[v], and N is a nilpotent
endomorphism of V . By the Commutation Lemma, a and b turn out to be en-
domorphisms of the F[S]-vector space V , and so does u. We denote by V S the
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F[S]-vector space V to differentiate it from the F-vector space V . Now, F[S] is
isomorphic to the splitting field of Θp,q over F, and hence F[S] ≃ K. Applying
Theorem 4.27 to V S , we get that the endomorphism u of V S is represented
by a block-diagonal matrix in which each diagonal block has one of the forms
C(rk) ⊕ C(sk−1), C(rk) ⊕ C(sk), or C(sk) ⊕ C(rk−1) for some positive integer
k. It follows from our initial study that condition (iii) is satisfied by u, which
completes the proof.
Case 1.2. tr p = tr q = 0 Here, char(F) 6= 2 since p and q are separable.
Moreover, Gp,q = r
2 for r := t2−p(0)q(0)−1, and r is irreducible over F. Finally,
Θp,q = t
2 − 4p(0)q(0) is irreducible over F. Note that r and Θp,q have the same
splitting field in L since Θp,q = H1/(2q(0))(r).
Theorem 4.34. Let p and q be monic polynomials with degree 2 over F, and
assume that they are both irreducible with distinct splitting fields, that they are
separable and that tr p = tr q = 0. Set r := t2 − p(0)q(0)−1. Let u be an
endomorphism of a finite-dimensional vector space V over F. Then, the following
conditions are equivalent:
(i) The endomorphism u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is a power of r, and if we denote by r1, . . . , rk, . . .
the invariant factors of u, then r2k−1 = r2k for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which each diagonal block equals C(rn)⊕C(rn) for some n ∈ N∗.
Proof. Conditions (ii) and (iii) are obviously equivalent.
Next, we prove that conditions (i) and (iii) are equivalent. As in the proof
of Theorem 4.33, some preliminary work is required.
Remember that char(F) 6= 2. The splitting field K of Θp,q over L can be
identified with a subalgebra of M2(F). We have seen that K is also the splitting
field of r over F. Let us split p(t) = (t − x)(t + x) and q(t) = (t − y)(t + y) in
L[t]. Note that xy−1 ∈ K. In particular, p and q are homothetic as polynomials
of K[t].
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Next, fix n ∈ N∗. Set
An :=


xy−1 0 · · · · · · (0)
1 xy−1
. . .
...
0
. . .
. . .
. . .
...
...
. . . xy−1 0
(0) · · · 0 1 xy−1


∈ Mn(K)
and
Bn :=


−xy−1 0 · · · · · · (0)
1 −xy−1 . . . ...
0
. . .
. . .
. . .
...
...
. . . −xy−1 0
(0) · · · 0 1 −xy−1


∈Mn(K),
and set further
Mn := An ⊕An and Nn := Bn ⊕Bn,
which we see as matrices with entries in K. Here, xy−1 is a root of r. Seeing K
as a subalgebra of M2(F), we have
An =


xy−1 02 · · · · · · (0)
I2 xy
−1 . . .
...
02
. . .
. . .
. . .
...
...
. . . xy−1 02
(0) · · · 02 I2 xy−1


.
Since xy−1 is annihilated by r, which is separable with degree 2, Proposition A.2
shows that An is similar to C(r
n) in M2n(F). Likewise, Bn is similar to C(r
n)
in M2n(F), and we conclude that both Mn and Nn are similar to C(r
n)⊕C(rn)
in M4n(F).
We are now ready to conclude. For all n ∈ N∗, we know from Theorem 4.30
that Mn is a (p, q)-quotient in M2n(K), and hence it is also a (p, q)-quotient
in M4n(F). Hence, condition (iii) implies condition (i). Conversely, assume
that u is a q-exceptional (p, q)-quotient. Let a, b be automorphisms of V such
that u = ab−1 and p(a) = q(b) = 0. Setting v := q(0)u + p(0)u−1, we see
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that v is annihilated by some power of Θp,q. Since Θp,q is separable, we can
use the Jordan-Chevalley decomposition v = S + N in which S is semi-simple,
N is nilpotent and S is a polynomial in v. Note that Θp,q(S) = 0. By the
Commutation Lemma, both a and b commute with S, and hence a and b are
endomorphisms of the F[S]-vector space V , which we denote by V S . Hence, u is
a q-exceptional (p, q)-quotient in the algebra of all endomorphisms of V S . Yet,
F[S] ≃ K, and hence, by Theorem 4.30, in some basis of V S the endomorphism
u is represented by a block-diagonal matrix in which every diagonal block equals
either C
(
(t − xy−1)k) ⊕ C((t − xy−1)k) or C((t + xy−1)k) ⊕ C((t + xy−1)k)
for some k ∈ N∗. Hence, there is a basis of the F-vector space V in which u
is represented by a block-diagonal matrix in which every diagonal block equals
Mk or Nk for some k ∈ N∗. Our preliminary work on block matrices then yields
that condition (iii) holds.
Case 2. Both p and q are inseparable
Theorem 4.35. Assume that char(F) = 2. Let α and β be elements of F, set
p(t) := t2−α and q(t) := t2−β and assume that both p and q are irreducible over
F and that they have distinct splitting fields in F. Set δ := p(0)q(0)−1 = αβ−1.
Let u be an endomorphism of a finite-dimensional vector space V . Then, the
following conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) Every invariant factor of u is a power of t2 − δ, and, if we denote by
r1, . . . , rk, . . . those invariant factors, we have r2k−1 = r2k for all k ∈ N∗.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C
(
(t2− δ)n)⊕C((t2− δ)n) for
some n ∈ N∗.
Proof. The equivalence between conditions (ii) and (iii) is obvious.
Before we prove that conditions (i) and (ii) are equivalent, some preliminary
work is required. First of all, here we have Gp,q = (t
2 − δ)2. Set r := t2 − δ =
t2−αβ−1. Since p and q have distinct splitting fields, their respective roots √α
and
√
β in L are linearly independent over F, and hence r is irreducible over
F. It follows that u is q-exceptional with respect to (p, q) if and only if it is
annihilated by some power of r.
From there, as t2−δ = Rδ(t) (because F has characteristic 2), the Duplication
Lemma yields that condition (iii) implies condition (i). In order to conclude,
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we prove that condition (i) implies condition (ii). Assume that condition (i)
holds. First of all, we know that each invariant factor of u is a power of r.
Let a and b be endomorphisms of V such that p(a) = 0 = q(b) and u = ab−1.
Note that a2 = p(0) idV and b
2 = q(0) idV , whence ab + ba = q(0) ab
−1 +
p(0) ba−1 = q(0)u + p(0)u−1. We deduce that v := ab + ba commutes with
u and that q(0)(u2 − δ id) = u v. It follows that, for all n ∈ N∗, we have
r(u)n = q(0)−n un vn, whence Ker r(u)n = Ker vn. Let n ∈ N∗. Denote by
Nn the number of invariant factors of u that equal r
k for some k ≥ n. Then,
2Nn = dimKer r(u)
n−dimKer r(u)n−1 = dimKer vn−dimKer vn−1. By Lemma
3.29, we deduce that Nn is even. Finally, for all n ∈ N∗, the number of invariant
factors of u that equal rn is Nn − Nn+1, and hence it is even. It follows that
condition (ii) holds.
Combining Theorems 4.34 and 4.35, we deduce the classification of indecom-
posable q-exceptional (p, q)-quotients in the case when p and q have distinct
splitting fields and tr p = tr q = 0, as given in Table 19.
4.10.2 Case 3. p is separable and q is not
This is both the last remaining case and the most difficult one. Fortunately,
most of the necessary preliminary work for this case has been done in our study
of (p, q)-differences.
Here, char(F) = 2. The splitting field L of pq is not a Galois extension of F.
Yet, it is not a radicial extension either because p is irreducible and separable.
Hence, we have a decomposition F − K − L where K is a radicial quadratic
extension of F and L is a separable extension of K. Explicitly, K is the set of all
x ∈ L such that x2 ∈ F.
Since q is inseparable, K is its splitting field in L.
Let us split p(t) = (t − x1)(t − x2) and q(t) = (t − y)2 in L[t]. Let u be
an endomorphism of a finite-dimensional vector space V , and set v := q(0)u +
p(0)u−1. Here,
Gp,q(t) =
(
t2−(tr p)y−1t+δ)2 and Θp,q(t) = (t−(x1+x2)y)2 = t2−(tr p)2y2.
Note that Gp,q is irreducible: indeed, it is split over L, the Galois group of L over
F acts transitively on the set {x1y−1, x2y−1} of its roots in L, and hence the only
possible monic irreducible proper divisor ofGp,q would be (t−x1y−1)(t−x2y−1) =
t2 − (tr p)y−1t + δ; Yet, since p is separable and irreducible we have tr p 6= 0,
whereas y 6∈ F, whence (t− x1y−1)(t− x2y−1) does not belong to F[t].
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Hence, the minimal polynomial of u is a power of Gp,q if and only if u is
q-exceptional with respect to (p, q).
With that result in mind, we are now ready to classify the q-exceptional
(p, q)-quotients.
Theorem 4.36. Let p and q be irreducible monic polynomials with degree 2
over F. Assume that p is separable and that q is inseparable. Let u be an
endomorphism of a finite-dimensional vector space V over F. Then, the following
conditions are equivalent:
(i) u is a q-exceptional (p, q)-quotient.
(ii) The minimal polynomial of u is a power of Gp,q and the invariant factors of
u read r1, . . . , rk, . . . , where, for each positive integer k, either r2k = r2k−1
or r2k−1 = r2kGp,q.
(iii) In some basis of V , the endomorphism u is represented by a block-diagonal
matrix in which every diagonal block equals C(Gn+ǫp,q ) ⊕ C(Gnp,q) for some
non-negative integer n and some ǫ ∈ {0, 1}.
Proof. Let us write q = (t− y)2 = t2 − y2.
The equivalence between conditions (ii) and (iii) is obtained in exactly the
same way as in the proof of Theorem 4.33.
Next, we prove that condition (iii) implies condition (ii). Obviously, it suffices
to fix a positive integer n and to prove that both matrices C(Gnp,q)⊕C(Gn−1p,q ) and
C(Gnp,q) ⊕ C(Gnp,q) are (p, q)-quotients (for the second one, this can be directly
obtained as a consequence of the Duplication Lemma, but we will give a general
proof that encompasses both cases). First, fix a positive integer k. Without
loss of generality, we can assume that K = F[C(q)]. Over K, the polynomial q
splits with a double root, whereas p remains irreducible and separable. Hence,
by Theorem 4.21 the matrix C
(
Hy(p)
k
)
of M2k(K) is a (p, q)-quotient. Since
Hy(p) is separable over K, Proposition A.2 yields that the matrix
Mk =


C
(
Hy(p)
)
02 · · · · · · (0)
I2 C
(
Hy(p)
) . . . ...
02
. . .
. . .
. . .
...
...
. . . C
(
Hy(p)
)
02
(0) · · · 02 I2 C
(
Hy(p)
)


∈ M2k(K)
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is similar to C(Hy(p)
k), and is therefore a (p, q)-quotient.
Viewing C
(
Hy(p)
)
as a matrix P of M4(F), we deduce that Gp,q annihilates
P and that the matrix

P 04 · · · · · · (0)
I4 P
. . .
...
04
. . .
. . .
. . .
...
...
. . . P 04
(0) · · · 04 I4 P


∈ M4k(F)
is a (p, q)-quotient. Here Gp,q is irreducible with double roots. Therefore, Propo-
sition A.2 yields that the above matrix of M4k(F) is similar to C(G
s+ǫ
p,q )⊕C(Gsp,q),
where s and ǫ respectively denote the quotient and the remainder of k modulo
2. Varying k then yields the claimed result, and we conclude that condition (iii)
implies condition (i).
It remains to prove that condition (i) implies condition (ii). Assume therefore
that u is a q-exceptional (p, q)-quotient. Since Gp,q is monic and irreducible,
the minimal polynomial of u must be a power of it. From there, we set v :=
q(0)u+p(0)u−1. Let a, b be automorphisms of V such that u = ab−1 and p(a) =
q(b) = 0. Note that tr p 6= 0 since F has characteristic 2 and p is inseparable.
Set a′ := (tr p)−1 a and note that a′ is annihilated by p1 := t
2 + t + p(0)(tr p)2 ·
Denoting by a⋆ the p-conjugate of a, by b⋆ the q-conjugate of b and by (a′)⋆ the
p1-conjugate of a
′, one sees that ab⋆ + ba⋆ = (tr p)(a′b⋆ + b(a′)⋆), and hence by
setting w := a′b⋆ + b(a′)⋆, we have
v = ab⋆ + ba⋆ = (tr p)w.
It follows that
q(w) = (tr p)−2 (v2 − (tr p)2y2id) = (tr p)−2Θp,q(v)
and
Gp,q(u) = q(0)
−2(tr p)2u2q(w).
Since u commutes with v and hence with w, we obtain, for all k ∈ N,
Gp,q(u)
k = q(0)−2k(tr p)2ku2kq(w)k
whence
KerGp,q(u)
k = Ker q(w)k.
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Then, Proposition 3.31 yields that, for all k ∈ N, if dim(KerGp,q(u)k+1/KerGp,q(u)k) =
dim
(
KerGp,q(u)
k+2/KerGp,q(u)
k+1
)
, then dim
(
KerGp,q(u)
k+1/KerGp,q(u)
k
)
is
a multiple of 8.
From there, we obtain condition (ii): Suppose indeed that there exists an
integer s ≥ 1 such that r2s−1 = Gkp,q and r2s = Glp,q for some integers k, l with
k > l + 1 ≥ 1. Then, the number N of invariant factors of u that are multiples
of Gl+2p,q equals 2s−1, which is odd, and it is also the number of invariant factors
of u that are multiples of Gl+1p,q . As Gp,q has degree 4 one finds
4N = dimKer
(
Gl+2p,q (u)
)−dimKer(Gl+1p,q (u)) = dimKer(Gl+1p,q (u))−dimKer(Glp,q(u)).
Yet 4N = 4(2s − 1) is not a multiple of 8, which contradicts the above result.
Hence, condition (ii) holds, which completes our proof.
Combining Theorem 4.33 with Theorem 4.36, we obtain the classification of
indecomposable q-exceptional (p, q)-quotients when p and q are irreducible with
distinct splitting fields and (tr p, tr q) 6= (0, 0), as given in Table 18.
This completes our classification of (p, q)-quotients.
A Appendix: A result on block-cyclic matrices
Here, we state and prove some results that are used to study the d-exceptional
(p, q)-differences and q-exceptional (p, q)-quotients.
First of all, we need to handle multiple roots of polynomials over fields whose
characteristic might be positive. This requires that we adopt a non-traditional
variation of the differentials of a polynomial.
Definition 6. Given a polynomial r ∈ F[t], we choose another indeterminate x
and we obtain a sequence (Gn(r))n∈N of polynomials of F[t] (which terminates
at 0) such that
r(t+ x) =
+∞∑
n=0
Gn(r)xn.
It is easily seen that
∀n ∈ N, Dn(r) = n!Gn(r)
where Dn(r) denotes the differential of order n of r. In particular G0(r) = r and
G1(r) = r′. The following result is then essentially obvious:
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Proposition A.1. Let r ∈ F[t], λ be a scalar in F, and n be a positive integer.
The following conditions are then equivalent:
(i) λ is a root of r with multiplicity at least n.
(ii) For all k ∈ [[0, n− 1]], one has Gk(r)[λ] = 0.
From there, we can prove the following key result:
Proposition A.2. Let d and n be positive integers, and P be an irreducible
monic polynomial with degree d in F[t]. Let N ∈ Md(F) be annihilated by P .
Consider the following matrix
M :=


N 0d · · · · · · (0)
Id N
. . .
...
0
. . .
. . .
. . .
...
...
. . . N 0d
(0) · · · 0 Id N


of Mnd(F). Denote by m the multiplicity of the roots of P , and consider the
Euclidian division n = qm+ r. Then, M is similar to the direct sum of m − r
copies of C(P q) and of r copies of C(P q+1).
Proof. Since P is irreducible and annihilates N , which is a d-by-d matrix, we
see that the characteristic polynomial of N equals P and that F[N ] is a field.
The characteristic polynomial of M equals Pn, and hence every invariant factor
of M is a power of P . Given an integer k ∈ N∗, we denote by nk the number of
invariant factors of M that equal P k. Classically, we have
dnk = rk
(
P (M)k+1
)
+ rk
(
P (M)k−1
)− 2 rk(P (M)k).
Setting
A := N ⊕ · · · ⊕N (with n copies of N)
and
B :=


0d 0d · · · · · · (0)
Id 0d
. . .
...
0
. . .
. . .
. . .
...
...
. . . 0d 0d
(0) · · · 0d Id 0d


∈ Mnd(F),
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we see that A commutes with B, while M = A+B. Fixing R ∈ F[t], we get
R(M) =
+∞∑
k=0
Gk(R)[A]Bk =


R(N) 0d · · · · · · (0)
G1(R)[N ] R(N)
. . .
...
...
. . .
. . .
. . .
...
...
. . . 0d
Gn−1(R)[N ] · · · · · · G1(R)[N ] R(N)


.
Remembering that F[N ] is a subfield of the ring Md(F), it follows that:
• If Gi(R)[N ] = 0 for all i ∈ [[0, n− 1]], then R(M) = 0.
• If there is a least integer ℓ ∈ [[0, n]] for which Gℓ(R)[N ] 6= 0, then rkR(M) =
(n− ℓ)d.
The first situation occurs if and only if any root of P is a root of R with mul-
tiplicity at least n. Moreover, if the second one occurs then ℓ is actually the
multiplicity of any root of P as a root of R.
In particular, the first situation occurs if R = P q+1, and the second one
occurs whenever R divides P q. It follows that the minimal polynomial of M
divides P q+1. Moreover, for any non-negative integer k,
rkP k(M) =
{
(n− km)d if k ≤ q
0 otherwise.
It follows that
nq+1 = r, nq = m− r, and ∀k ∈ Nr {q, q + 1}, nk = 0,
which yields the claimed result.
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