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ABSTRACT
Chi, Jun-Hwa. Ph.D., Purdue University, December 2013. Manifold Learning Based
Spectral Unmixing of Hyperspectral Remote Sensing Data. Major Professor: Melba
M. Crawford.
Nonlinear mixing effects inherent in hyperspectral data are not properly repre-
sented in linear spectral unmixing models. Although direct nonlinear unmixing mod-
els provide capability to capture nonlinear phenomena, they are difficult to formulate
and the results are not always generalizable. Manifold learning based spectral unmix-
ing accommodates nonlinearity in the data in the feature extraction stage followed by
linear mixing, thereby incorporating some characteristics of nonlinearity while retain-
ing advantages of linear unmixing approaches. Since endmember selection is critical
to successful spectral unmixing, it is important to select proper endmembers from
the manifold space. However, excessive computational burden hinders development
of manifolds for large-scale remote sensing datasets. This dissertation addresses is-
sues related to high computational overhead requirements of manifold learning for
developing representative manifolds for the spectral unmixing task.
Manifold approximations using landmarks are popular for mitigating the compu-
tational complexity of manifold learning. A new computationally effective landmark
selection method that exploits spatial redundancy in the imagery is proposed. A ro-
bust, less costly landmark set with low spectral and spatial redundancy is successfully
incorporated with a hybrid manifold which shares properties of both global and local
manifolds.
xii
While landmark methods reduce computational demand, the resulting manifolds
may not represent subtle features of the manifold adequately. Active learning heuris-
tics are introduced to increase the number of landmarks, with the goal of developing
more representative manifolds for spectral unmixing. By communicating between the
landmark set and the query criteria relative to spectral unmixing, more represen-
tative and stable manifolds with less spectrally and spatially redundant landmarks
are developed. A new ranking method based on the pixels with locally high spectral
variability within image subsets and convex-geometry finds a solution more quickly
and precisely. Experiments were conducted to evaluate the proposed methods using
the AVIRIS Cuprite hyperspectral reference dataset.
A case study of manifold learning based spectral unmixing in agricultural areas is
included in the dissertation.Remotely sensed data collected by airborne or spaceborne
sensors are utilized to quantify crop residue cover over an extensive area. Although
remote sensing indices are popular for characterizing residue amounts, they are not
effective with noisy Hyperion data because the effect of residual striping artifacts is
amplified in ratios involving band differences. In this case study, spectral unmixing
techniques are investigated for estimating crop residue as an alternative approach
to empirical models developed using band based indices. The spectral unmixing
techniques, and especially the manifold learning approaches, provide more robust,
lower RMSE estimates for crop residue cover than the hyperspectral index based
method for Hyperion data.
11. INTRODUCTION
1.1 Hyperspectral Remote Sensing
Recent advances in remote sensing, motivated by a desire to detect and char-
acterize detailed information about targets of interest, have led to the development
of advanced sensors that acquire more detailed spectral signatures. Hyperspectral
remote sensing, also known as imaging spectroscopy, is a relatively new technology
which was developed in the laboratory by physicists and chemists over a period of
100 years to detect individual absorption features related to specific chemical bonds
in a solid, liquid, or gas [1–3].
Hyperspectral remote sensing has gained increased attention in many remote sens-
ing applications which have focused on the Earth during the past decade because of
the capability to record reflected radiation from a ground target over a continuous
range of contiguous bands. The enhanced capability of high spectral resolution sen-
sors, which often acquire data in at least 100 spectral bands with narrow bandwidths
(5 - 10 nm), provides improved capacity for identifying materials compared to that
of multispectral sensors [4].
In recent years, airborne hyperspectral sensing has become relatively common,
and the NASA (National Aeronautics and Space Administration) Hyperion sensor on
Earth Observing-1 (EO-1) has provided the foundation for upcoming spaceborne mis-
sions such as the JAXA (Japan Aerospace Exploration Agency) HISUI (Hyperspectral
Imager Suite), ESA (European Space Agency) EnMAP (Environmental Mapping and
Analysis Program), and NASA HyspIRI. The methods developed in this dissertation
should facilitate utilization of data from these missions.
21.2 Challenges for Hyperspectral Remote Sensing
Because high spectral resolution data allow improved capability for discrimina-
tion of subtle differences in ground objects, which is not possible with multispectral
data, hyperspectral data analysis has become an active area of research. However,
the image analysis techniques used in multispectral data cannot simply be extended
to hyperspectral image processing because of significant challenges existing in high
dimensional data.
1.2.1 High Inter-band Correlation
Highly correlated narrow, contiguous spectral bands for a given hyperspectral
pixel are usually problematic both for processing and analysis. In classification tasks,
for example, higher dimensional feature spaces do not always guarantee better clas-
sification accuracy with a limited number of samples, which was demonstrated by
Hughes [5–7]. This implies that classification accuracy decreases when the number
of input features exceeds the optimal value for a given dimensionality. Moreover, it
is difficult to estimate parameters for statistically based techniques, including classi-
fication and feature extraction methods, since the covariance matrix of highly corre-
lated data is near singular. Recently, airborne hyperspectral sensors, which exploit
the advantages of both spatial and spectral resolution, have increased the quantity
of high dimensional data, and several spaceborne hyperspectral missions have been
planned. As the capability of the sensors improves and the availability of data in-
creases, methodological advances are needed to analyze these data.
1.2.2 Nonlinearity in Hyperspectral Remote Sensing Data
The data points of hyperspectral imagery typically lie on a subspace of much
lower dimensionality. Additionally, the nonlinear phenomena often exhibited in hy-
perspectral imagery (see Fig. 1.1) are problematic for analysis of hyperspectral data
3Figure 1.1. Nonlinearity inherent in hyperspectral remote sensing data
and development of associated derived products [8]. Nonlinearity in hyperspectral
data can be attributed to various sources, including variations in the bi-directional
reflectance distribution function (BRDF) due to surface and atmospheric proper-
ties [9, 10], multi-path scattering between heterogeneous pixel constituents [11], and
nonlinear attenuation [8, 12] in vegetation and water bodies. Linear signal process-
ing methods do not address the nonlinearity in hyperspectral data, often resulting in
non-representative features and low classification and unmixing accuracies.
41.3 Spectral Mixture Analysis
In medium spatial resolution hyperspectral imagery, which is common for satellite
based sensors, most pixels are a mixture of more than one spectral signature for
several reasons:
• There is a tradeoff between spatial and spectral resolution of a sensor since the
energy detected by a sensor represents the integrated response over a range of
wavelengths and is associated with ground resolution cell of given spatial ex-
tent. Thus, although hyperspectral sensors can record rich spectral information
over narrow bands, thereby providing improved discrimination capability, the
spatial resolution is often lower than that provided by corresponding multispec-
tral sensors. Airborne hyperspectral sensors acquire images at a lower altitude
with higher spatial resolution, but at a much higher cost and lower acquisition
frequency. Since the spatial resolution of typical space-based hyperspectral data
is not adequate for separating pure signatures, most pixels contain signatures
of multiple materials [13]. Further, the coupling between spatial and spectral
resolution results optical aberrations of the two domains in the instrument point
spread function (PSF) [14].
• In geological images, mixtures of spectra associated with different classes may
exist mixtures at a microscopic scale, also referred to as intimate mixtures [15].
• The most difficult limitation is attributed to the effects of multiple interference
contributed by atmospheric attenuation, varying illumination conditions, mul-
tiple scattering and shadow effects which are difficult to model and remove [16].
Thus, increasing the spatial resolution does not fully solve the mixed pixel issue.
Therefore, in the last decade, spectral mixture analysis has received significant atten-
tion and has been widely studied for hyperspectral data analysis and quantification
of the spatial coverage of given land cover classes and materials images [17].
51.4 Spectral Unmixing Approaches
Spectral unmixing decomposes a mixed pixel into a collection of individual pure
spectral signatures at sub-pixel levels [13, 17–23]. Unmixing methods are usually
comprised of two phases:
1. Finding the spectrally pure or extreme signatures, referred to as “endmembers,”
that can be used to “unmix” remaining mixed pixels in the data.
2. Expressing each pixel in the image as linear or nonlinear combinations of the
endmembers, and computing the corresponding fractional abundances which
are related to “physical” amounts of the endmembers.
Endmembers normally correspond to familiar spectrally homogeneous objects in
the scene, such as water, soil and vegetation [13,17–19].
1.4.1 Linear Spectral Unmixing
Linear mixture models solve the mixed pixel problem based on the assumption
that reflectances of the individual pure materials are linearly independent, and the
pixels in the image lie in linear spaces. This can be described as follows:
Given data samples in a hyperspectral data matrix [X : xi, i = 1, . . . , N ] ∈ RD,
where D is the original dimension and N is the number of samples, let x = (s, t)
be the hyperspectral signature collected by the sensor at the pixel with spatial co-
ordinates (s, t). This spectrum can be considered as a D-dimensional vector and
might be modeled in terms of a linear combination of several endmember vectors
[E : ei, i = 1, . . . , q], where q is the number of endmembers, using the following ex-
pression:
x (s, t) =
q∑
i=1
ai (s, t) ei (1.1)
6where ai (s, t) is a scalar value representing the fractional coverage of endmember
vector ei at pixel x (s, t) [13, 17–19]. In order to estimate physically meaningful
abundances, two constraints are usually imposed: 1) the nonnegativity (1.2) and 2)
sum-to-one constraints (1.3), respectively, defined as [24]
ai (s, t) ≥ 0, ∀ai : 1 ≤ i ≤ q (1.2)
q∑
i=1
ai (s, t) = 1 (1.3)
This is referred to as fully constrained unmixing.
1.4.2 Nonlinear Spectral Unmixing
Linear unmixing is often employed because of the ease of implementation, ro-
bustness and the difficulty in developing appropriate nonlinear models. However,
linear mixing models might not be adequate for representing the mixing phenomena
in nature. Nonlinear effects between different surface components, which violate the
linearity assumption of mixing models [25], have been recognized for many years in
analysis of mineral mixtures, as well as for vegetation and canopy studies [13,25,26].
Fig. 1.2 illustrates the effects of nonlinear mixing on reflectance using four endmem-
bers. While the mixture points in two spectral bands shown in Fig. 1.2(a) are spread
along the lines connected with the endmembers, Fig. 1.2(b) shows that the point
cloud joining the endmembers is curvilinear, which indicates the nonlinear effects
clearly [13]. Utilization of linear unmixing models with data that contain nonlinear
effects results in inaccurate extracted endmembers and computed abundance frac-
tions. In [26], Herzog and Mustard calculated fractions between linear and nonlinear




Figure 1.2. Scatter plots with mixing models: (a) Linear mixing and
(b) Nonlinear mixing
8Currently, two general strategies are employed to deal with nonlinear mixing ef-
fects in hyperspectral data: 1) direct nonlinear unmixing models, and 2) capturing
nonlinearity in the dimensional reduction (DR) stage.
Direct nonlinear unmixing techniques have yet to adequately represent the phys-
ical phenomena due to the complexity of these solutions. A few studies focused on
direct nonlinear modeling via kernel based and neural network models have been con-
ducted [27–31]. Although direct nonlinear unmixing models provide more capability
to capture nonlinear mixing effects than the linear models, they are difficult to formu-
late, analyze, and derive simple mathematical solutions, and may not be applicable
to a broad range of datasets [27].
Over the past decade, nonlinear feature extraction methods, also known as “man-
ifold learning,” have been proposed by the machine learning community to address
nonlinearity exhibited in data. These methods have been used recently to address
nonlinearity in hyperspectral remote sensing data analysis [32–39]. Although nonlin-
ear manifolds have been investigated extensively for classification [32–36], only limited
research has been undertaken on spectral unmixing [37–39]. Recently, manifold learn-
ing approaches, which address nonlinearity in the DR stage, have received attention
as an alternative approach to the direct nonlinear unmixing models [37–39].
1.5 Organization of the Dissertation
In this dissertation, manifold learning-based spectral unmixing is exploited to
accommodate nonlinearity in hyperspectral remotely sensed data. Chapter 2 sum-
marizes a brief background and related work in spectral unmixing. Chapters 3 and
4 present new methodologies to develop cost effective, representative manifolds for
unmixing. In Chapter 5, an agricultural application of unmixing is investigated as an
alternative to a traditional index based method. A brief overview of the dissertation
is outlined in Fig. 1.3 and as follows:
9• Chapter 2. Background and Related work in Spectral Unmixing
This chapter reviews popular endmember extraction algorithms, which are the
most critical part of spectral unmixing, as well as linear feature extraction
and manifold learning methods which are key to this study. Approximation-
based manifold learning approaches to reduce computational complexity are
also summarized. Additionally, some of the major contributions in both direct
nonlinear unmixing models and manifold learning based unmixing approaches
are summarized in this chapter.
• Chapter 3. Landmark Based Manifold Learning for Nonlinear Un-
mixing
High computational overhead of manifold learning is problematic for large scale
remotely sensed data. A small set of distinguishing points, referred to as “land-
marks,” is widely used to reduce the computational cost. In this chapter, a
landmark selection method is proposed to exploit both spectral and spatial
proximity of the data. Moreover, a hybrid manifold, which shares character-
Figure 1.3. Overview of the dissertation
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istics of both global and local manifolds, is proposed to further reduce com-
putational complexity. The proposed methods are compared qualitatively and
quantitatively.
• Chapter 4. Active Landmark Sampling in Manifold Learning Based
Unmixing
The proposed landmark selection method in Chapter 3 automatically deter-
mines a fixed number of resulting landmarks. When manifolds have complex
geometry, additional landmarks may be needed to characterize the manifold
smoothly and to increase its stability. This chapter provides an “active sam-
pling strategy,” which is motivated by active learning in supervised classification
to improve the representation of the manifold. A new ranking method using se-
quential image subsets to determine candidates is demonstrated and compared
to spectral distance based ranking methods.
• Chapter 5. Crop Residue Estimation Using Unmixing Techniques
In this chapter, a spectral unmixing application in agricultural areas is demon-
strated. A remote sensing index-based method is commonly used to estimate
the amount of crop residue. However, this approach is problematic for low SNR
spaceborne hyperspectral imagery due to noise that is exacerbated in the differ-
ences and ratios, and ground measurements are required to develop empirical
models for estimating residue. Spectral unmixing-based techniques can miti-
gate the impact of these problems. Qualitative and quantitative experiments
are conducted to compare the index-based method to linear and nonlinear man-
ifold learning-based unmixing techniques.
• Chapter 6. Conclusions and Future Work The primary contributions of
the dissertation are summarized and discussed. Open problems for future work
are also considered.
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2. BACKGROUND AND RELATED WORK IN SPECTRAL
UNMIXING
2.1 Endmember Extraction Algorithms (EEAs)
The most critical task in linear mixture analysis is identification of an appropriate
set of endmembers to use in modeling at-sensor pixel spectra through a combination
of the endmembers. The selection of endmembers can be accomplished directly from
the image, from the field, or from library spectra of well-known targets. The risk in
using field or library spectra is that the spectra are rarely acquired under the same
conditions as the remote sensing data. Image derived endmembers also have the ad-
vantage of being collected on the same scale as the image data and can be more easily
associated with features on the scene [13]. The categories of endmember identification
approaches shown in Fig. 2.1 represent algorithms that have been proposed over the
past decade to accomplish the task of finding appropriate image derived endmembers
for spectral mixture analysis.
2.1.1 Spectral Based Endmember Extraction Algorithms
Traditional, widely used endmember extraction methods only exploit spectral in-
formation from the image. Four main strategies have been used to design spectral-
based EEAs: 1) principal orthogonal projection (e.g., PPI), 2) use of convex geometry
as a criterion (e.g., CCA, N-FINDR), 3) linear spectral mixture analysis (e.g., IEA),
and 4) second-order statistics (e.g., SPCA-EEA). Following is a brief overview of
popular traditional EE methods:
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Figure 2.1. Categories of EEAs
1. Principal orthogonal projection
• Pixel purity index (PPI)
Selection by the PPI [22] is accomplished by randomly generated lines,
referred to as skewers, in the d -dimensional space comprised of a scatter
plot of the maximum noise fraction (MNF) [40] transformed space. All the
points in the space are projected onto the lines, and those pixels falling
at the extremes of the lines are counted. After repeated projections onto
different lines, pixels with a count above a threshold are declared “pure”.
Since there are many redundant pure spectra, a final endmember is selected
through d -dimensional visual analysis. Although the PPI is a popular and
widely used technique, the sensitivity of the two parameters, the number
of skewers and the cut-off threshold, is a major issue. Manual selection of




Assuming that pure signatures are endmembers, the concept of convexity of
geometry is natural and logical. Thus, this general approach is the most popular,
resulting in development of a wide range of algorithms.
• Convex cone analysis (CCA)
In the CCA [41] algorithm, physical quantities (radiance or reflectance) are
assumed to be nonnegative. The vectors formed by radiance/reflectance
spectra can be expressed as linear combinations of nonnegative components
which lie at the extremes of a nonnegative, convex region. The goal of
this algorithm is to find the extreme points for the convex region. The
method finds the eigenvectors of the sample spectral correlation matrix
of the image, and selects those eigenvectors corresponding to the largest
eigenvalues. It then determines the boundaries of the convex cone, where
there are strictly nonnegative linear combinations of these eigenvectors.
• N-FINDR
The N-FINDR [42] algorithm is an automated technique for finding end-
members in the image. The method attempts to find the simplex of max-
imum volume spanned by the endmembers. It is based on the assumption
that vertices of the simplex which yield the largest volume will likely com-
prise the purest pixels. If hyperspectral data are distributed over a convex
space, this operation can be performed in a quick and relatively straight-
forward manner. The N-FINDR method was extended to improve the per-
formance through methods such as single/multiple replacement, successive
iterative N-FINDR, and the simplex growing algorithm [43–47].
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3. Linear spectral mixture analysis (LSMA)
• Iterative error analysis (IEA)
The IEA [48] method identifies pixel spectra as image endmembers iter-
atively. In each iteration, fully constrained spectral unmixing based on
previously identified endmembers is performed to model all the pixels in
the image. The pixel spectrum with the largest residual error is then se-
lected as a new image endmember.
• Iterated constrained endmember (ICE)
Berman et al. [49] proposed the ICE, which minimizes the unmixed error
from a simplex spanned by q endmembers. While convex geometry-based
EEAs such N-FINDR use the simplex volume, the ICE constrains the
size of the simplex via the sum of Euclidean distance among all selected
endmembers.
4. Second-order statistics
• Standardized principal components analysis based EEA (SPCA-EEA)
Singh and Harison who expressed the second-order statistics information
in terms of correlation coefficients explored the second-order statistical cor-
relation [50]. Their idea motivated to develop the SPCA by Eklundh and
Singh [51]. In [52] , author assumed that the information represented by
the second-order statistics among endmembers is minimal. The spectral
correlation coefficients among the q endmembers is the smallest that repre-
sented by all possible q signatures. If one of q endmembers is a mixture of
other (q-1) distinctive signatures, the shared second-order statistics must
be at least equal to or greater than those represented by the q endmembers.
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2.1.2 Spectral and Spatial Based Endmember Extraction Algorithms
Recently, endmember extraction algorithms have exploited spatial input, which
is a distinguishing characteristic of image data, as well as spectral information. The
following includes recently proposed spectral and spatial based EEAs:
• Automated morphological endmember extraction (AMEE)
The AMEE [53] algorithm exploits mathematical morphology to search the
spatial neighborhood around each pixel for the most spectrally singular and
highly mixed pixels. Each spectrally singular pixel is assigned an “eccentricity”
value, which is calculated as the spectral angle distance between itself and the
most highly mixed pixel in the same spatial neighborhood. The “eccentricity”
values of the selected pixels are updated in an iterative process, where the size
of the spatial neighborhoods increases to a pre-determined maximum value.
The final endmember set is obtained by applying a threshold to the resulting
gray-scale “eccentricity” image.
• Spatial-spectral endmember extraction (SSEE)
The SSEE [54] is an extension of the PPI algorithm. A set of basis vectors that
describes most of the spectral variability is determined by singular value decom-
position (SVD) of subsets in an image. These vectors are used as “skewers” to
generate a set of candidate endmember pixels. The spectrally similar endmem-
ber candidates, which are spatially related, are averaged, while the endmembers
that are spectrally similar but spatially independent are retained.
• Spatial purity based endmember extraction (SPEE)
In the SPEE [55] algorithm, spectral uniformity of pixels within a fixed kernel
window around each pixel is examined to extract endmember candidates. Then,
the graph-based spatial connectivity of these endmember candidates is utilized
to vote for new spatially independent endmember candidates. Pixel and feature
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level methods to determine the spectral purity are also compared in terms of
statistical accuracy of spectral angle distance and processing time.
2.2 Dimensionality Reduction (DR) for Pixel Unmixing
Due to the high dimensionality and spectral redundancy of hyperspectral data,
DR methods are widely used to decrease the computational cost as well as to improve
the accuracy of the data analysis [56]. DR is usually achieved via either feature se-
lection or feature extraction [57]. In classification, feature selection aims to identify
a subset of the original features that maintains the useful information to separate
the classes with highly correlated and redundant features. These methods are depen-
dent on the properties of the input data as well as on classifier used, and require a
criterion to judge the quality of each feature. Because integer programming based
optimization methods are computationally expensive, heuristic methods that do not
guarantee global optima are often unitized in practice [58]. Feature extraction meth-
ods project the original remotely sensed data to a new feature space, where a small
set of features contains the vast majority of the original data’s information [56, 58].
Although the resulting features are not directly related to the original spectral fea-
tures, these methods are preferred for spectral unmixing because they are typically
robust and computationally advantageous. The following provides a brief review of
feature extraction methods that have widely been applied to hyperspectral remote
sensing data.
2.2.1 Linear Feature Extraction Methods
In spectral unmixing, most endmember algorithms are implemented in either the
original or a linearly transformed domain, which is appropriate when the sub-manifold
is embedded linearly in the original space.
Principal Component Analysis (PCA) is widely used as a linear feature extraction
methods in remote sensing [59]. The resulting linear combinations of the original
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variables are mutually orthogonal features based on the second-order statistics of
the samples. Although PCA has been successfully applied to many remotely sensed
datasets, it is not the optimal feature extraction method since it does not always
guarantee retention of the discriminatory information [60].
The maximum (or minimum) noise fraction (MNF) proposed by Green et al. [40]
was first developed as an alternative to the PCA to address the issues of the data
variance are not always related to image quality, and principal components from
PCA are not necessarily ordered by image quality. The MNF transformation was
derived as an analogue of the PCA and has all the properties of the PCA, but utilizes
signal-to-noise ratio (SNR) to measure image quality, resulting in the equivalent of a
noise-whitened PCA [61,62].
2.2.2 Manifold Learning for Analysis of Hyperspectral Data
Neither PCA nor MNF are able to handle nonlinear characteristics often exhibited
in hyperspectral data that cannot be characterized by second-order statistics [63]. To
explore this issue, various manifold learning methods have been proposed by the ma-
chine learning community [64–68]. Common methods include isometric feature map-
ping (ISOMAP) [64], locally linear embedding (LLE) [65], kernel PCA (KPCA) [67],
and local tangent space alignment (LTSA) [68]. They are generally characterized
as 1) global methods (e.g., ISOMAP and KPCA) and 2) local methods (e.g., LLE
and LTSA). Whereas the global manifolds preserve geometry at all scales and pro-
vide a faithful representation of the data’s global structure [64], the local approaches
have better representation of locally complex geometry and accommodation of sub-
manifolds [65].
Although nonlinear manifolds based on ISOMAP, one of the most popular global
methods, have been investigated for classification [8,32–36,61,69] and unmixing [37–
39], they are computationally intensive because of two bottlenecks associated with the
shortest path algorithm for the geodesic distance calculation and multidimensional
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scaling (MDS) eigenvalue computation [8, 61, 69–71]. To reduce the computational
costs, a small number of points referred to as “landmarks” are often chosen to develop
the manifold, and the remaining points are embedded in the space. Random selection
is the most common for obtaining landmarks in practice. Random selection samples
from the uniform distribution, providing an easily implemented representation of
the global manifold geometry, it cannot reliably represent important local variability
within the manifold. The “maxmin” method, which maximizes the minimum distance
from the set of landmarks to all other non-landmark points, was proposed to reduce
the uncertainty and improve the landmarks for classification [70]. In [71], a new
landmark selection method motivated by the Least Absolute value Subset Selection
Operator (LASSO) [72] was proposed. The solution of a regression problem minimized
a regularized cost function. The selected landmark set found geometrically meaningful
landmarks and preserved the overall manifold geometry.
In the hyperspectral remote sensing community, Bachmann et al. [8] addressed the
high computational load of ISOMAP via the “backbone” approach. In this method,
called EHN-ISOMAP, large numbers of samples are inserted into a representative
backbone manifold obtained by a subset of data (randomly selected landmarks).
While the method effectively reduced an order of computation, it may not fully span
the original space if a landmark set is too small. In [69], intelligent landmark points
on a global manifold were selected using the “minimum spanning tree cut” method,
which tends to choose points from cluster boundaries, which benefited classification.
Lower SStress values were obtained than by random selection and k -means cluster
centers, and the classification accuracy approached that of non-landmark ISOMAP.
Additional details of backbone methods are contained in Chapter 3, where the pro-
posed spatial-spectral method is described.
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2.3 Previous Research for Nonlinear Spectral Unmixing
The following is an overview of various nonlinear spectral unmixing studies in the
last decade. Most of studies have concentrated on direct nonlinear unmixing models.
Recently, manifold learning based unmixing studies have been raised.
2.3.1 Direct Nonlinear Unmixing Model Appraoches
Liu and Wu [28] compared diverse families of pattern recognition based data
driven nonlinear unmixing methods such as multilayer perception (MLP), neural net-
works, adaptive resonance theory of pattern recognition, and regression trees with
binary recursive partitioning. The comparison was conducted based on model param-
eters, computational complexity, prediction accuracy, and interpolation ability. ART-
MMAP, which is the extension version of popular neural network model ARTMAP
significantly outperformed ARTMAP and is also easy to implement. The MLP model
resulted in stable outputs, but has a heavy computational overhead and many exper-
imental trials.
In [29], a kernel-based method was demonstrated for unmixing. Results obtained
using various kernels (e.g., linear, RBF, polynomial) and physics-based approaches
were compared. The polynomial kernel resulted in the lowest reconstruction RMSE,
but because of its approximation of the physics, it ultimately failed when the mixtures
were highly nonlinear.
In [30], selection of the most highly informative samples for effectively training the
neural architecture was discussed. This issue was also addressed by several algorithms
for intelligent selection of training samples such as border-training, mixed-signature,
and morphological-erosion algorithms. These algorithms were used to train a MLP
which is a representative neural architecture for nonlinear spectral mixture analysis.
Altmann et al. [31] proposed a model which assumes that the pixel reflectances
are nonlinear functions of pure spectral components contaminated by an additive
white Gaussian noise. A polynomial post-nonlinear mixing model which is a flexi-
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ble generalization of the standard linear mixing model was used to estimate these
nonlinear functions. Optimal parameters associated with the model were estimated
by a Bayesian approach. The model accurately modeled nonlinearities in mutiple
synthetic and real hyperspectral images.
2.3.2 Manifold Learning Based Nonlinear Unmixing Approaches
Heylen et al. [37] employed manifold learning to exploit nonlinear mixing assump-
tions. The proposed algorithm is based on simplex volume maximization and uses
the geodesic distances, computing the shortest path distance in the nearest neighbor
graph along with global data manifold (e.g. the ISOMAP (Isometric feature mapping)
approach). Although the differences between the linear and nonlinear models were
difficult to quantify due to the limited ground reference data, the method captured
the subtle differences of the absorption features better than linear approaches.
Geodesic distance is commonly used in manifold learning methods. However,
geodesic distances commonly obtained from shortest path algorithms, may deviate
significantly from the true shortest path in real datasets. In [38], Heylen and Scheun-
ders revised geodesic distance calculation in the ISOMAP using a generalized bilinear
model instead of the typical graph-based model. Multidimensional scaling associated
with the ISOMAP method was recalculated using the true geodesic distances. The
absolute difference by the proposed method outperformed the classical ISOMAP as
well as the linear DR methods.
Hoang et al. [39] compared global and local manifold learning approaches to deal
with nonlinearities in the DR step and integrated them into the several endmember
extraction algorithms. The global manifold ISOMAP generally resulted in better
statistical performance than the local approach LLE (Locally linear embedding), al-
though with high computational overhead.
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3. LANDMARK BASED MANIFOLD LEARNING FOR
NONLINEAR UNMIXING
Nonlinear manifold learning-based spectral unmixing provides an alternative to direct
nonlinear unmixing methods for representing nonlinearities inherent in hyperspectral
data. Although manifolds can effectively capture nonlinear features in the DR stage,
the computational overhead is excessive for large-scale remotely sensed data. Manifold
approximation using a set of distinguishing points is commonly utilized to mitigate
the computational burden, but selection of these landmark points is important for
adequately representing the topology of the manifold.
In this chapter, a new robust landmark selection method for the pixel unmixing
that exploits the spectral and spatial homogeneity in a local window kernel is pro-
posed to address the highly variable results of randomly selected landmarks. This
approach is incorporated in development of a hybrid manifold which exploits both
characteristics of global and local manifold learning1.
3.1 Landmark Selection for Unmixing of Hyperspectral Data
3.1.1 Global Manifold: Isometric feature mapping (ISOMAP)
ISOMAP has been successfully demonstrated for data representation and clas-
sification of hyperspectral data [8, 61, 69]. The ISOMAP method assumes that the
1This chapter is extracted from [73] J. Chi and M. M. Crawford. Landmark selection using homo-
geneity on nonlinear manifolds for unmixing hyperspectral data. Proc. 2012 IEEE Intl Geoscience
and Remote Sensing Symposium (IGARSS), Munich, Germany, July 22-27, pp. 1373-1376, 2012
and [74] J. Chi and M. M. Crawford. Selection of landmark points on nonlinear manifolds for
spectral unmixing using local homogeneity. IEEE Geoscience and Remote Sensing Letters, 10(4):
711-715, 2013.
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nearest neighbors linearly form the local feature space, and then connecting these
piecewise linear spaces via geodesic distances can globally embed the data into non-
linear transformed coordinates [34, 64]. Given data samples in a hyperspectral data
matrix [X : xi, i = 1, . . . , N ] ∈ RD, where D is the original dimension and N is the
number of samples, the goal of DR is to embed high dimensional samples in a lower
d dimensional space Rd, where typically, d << D, while preserving the geometry as
faithfully as possible [64,70]. ISOMAP, which attempts to recover the original hidden
space of the data, consists of three steps:
1. Constructing the nearest neighborhood graph G of X using the k -nearest neigh-
bor rule, where each edge is weighted by the Euclidean distance between all pairs
of data points, i.e., O(DN2).
2. Computing the shortest path matrix in G to approximate the geodesic distance
using either Floyd’s algorithm O(N3) or Dijkstra’s algorithm O(kN2logN).
3. Solving the multidimensional scaling (MDS) eigenvalue problem to find a new
embedding space, i.e., O(N3).
3.1.2 Landmark ISOMAP (L-ISOMAP)
The high computational overhead associated with the shortest path matrix and
MDS eigenvalue computation is especially problematic for large-scale remote sensing
datasets [8,61,64,69,70]. The computational complexity in general depends not only
on the dimensionality but also on the number of data points. The computational
cost of the ISOMAP is quadratic in the number of points [71]. Use of a small set
of points, referred to as “landmarks,” was the motivation for reducing the compu-
tational complexity of ISOMAP [70, 71]. Using a set of n landmarks, denoted by
[L : li, i = 1, . . . n] ∈ RD, the distances between the N data points and n landmark
points require an n×N sub-matrix instead of the N×N distance matrix of ISOMAP,
where typically n << N . The L-ISOMAP method can be described in three steps:
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1. Selecting a set of n landmarks.
2. Applying classical MDS to find an embedding of n landmark points using the
n× n matrix of distances between each landmark point.
3. Finding a d -dimensional embedding of the N data points using the n × N of
distances between the landmark points and the remaining points.
As a consequence, the order of the shortest path and the MDS computations
can be reduced from O(kN2logN) and O(N3) to O(knN logN) and O(n2N), respec-
tively [8, 69, 70]. Although a minimum of d+1 landmarks is required, it is generally
advisable to select more than the strict minimum to maintain stability and to increase
representation.
3.1.3 Landmark Selection Methods
Many techniques have been proposed to choose a set of landmarks. Random se-
lection, which often results in uniform approximation of the given data distribution,
is the easiest practical way to select a landmark set and is generally advisable for
smoothly varying manifolds; however, it induces uncertainty into the resulting man-
ifold and is not controllable. So, it is unlikely to be the best strategy, especially
in many practical applications with complex geometry. The constructed set may
contain many redundant samples, motivating researchers to develop better sampling
strategies [69,70].
A. Maxmin
The maxmin method is designed to rapidly seek spectrally extreme values in the
dataset and choose the landmark points according to the following steps:
1. Randomly choose 1 ≤ l ≤ n initial seed points, adding them to the set of
landmarks L and removing them from the set of data points X.
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3. Let Dk be the maximum of {Di}. Add xk to L and remove it from X.
4. Repeat Step 2 and Step 3 until the number of desired landmarks is found,
‖L‖ = n.
This method has additional operations of O(nN) compared with random selec-
tion, but it has the advantage of creating a much smaller landmark set than is needed
by random selection to obtain approximately the same results [70]. The maxmin
method also has a corresponding danger of selecting outliers especially in hyperspec-
tral remotely sensed data.
B. Local Homogeneity (LH)
Plaza et al. [53] exploited mathematical morphology to discriminate the most
spectrally and spatially singular pixels, as well as the mixed pixels in a window kernel.
However, the dilation and erosion operations require an additional O(p3) computation
for each pixel, where p is the kernel size. This is counter to the goal of the use of
landmarks in ISOMAP.
If the p2 pixels in a kernel are highly correlated, they are spectrally singular (e.g.,
spectrally pure or the same mixture) at least within a local area (see Fig. 3.1(a)).
Otherwise, the pixels within the spatial kernel might be highly mixed (see Fig. 3.1(b)).











(a) Homogeneous (b) Mixed
Figure 3.1. Determination of local homogeneity: (a) spectrally singu-
lar pixels and (b) spectrally mixed pixels in K
where xs,t is a pixel vector with spatial coordinates (s,t) in K, and the mean spectral
vector value of K is denoted by x̂. Otsu’s threshold method, which performs auto-
matic histogram shape-based thresholding, can be used to determine the homogeneity
of pixels [75].
In remotely sensed data, pixels adjacent to homogeneous pixels often have simi-
lar spectral characteristics. Taking into account geometric connectivity inhibits the
selection of spatially localized landmark points, thereby increasing the spatial diver-
sity. As shown in Fig. 3.2(a), for example, homogeneous pixels were identified by
local spectral consistency and have two spectral “values”. Using all the homogeneous
pixels as landmarks may result in loss of spectral information due to both the lim-
ited number of resulting landmarks and their spatial proximity. Increasing spectral
and spatial diversity results in the selection of additional landmarks. However, if the
geometric connectivity described in [55] is considered, those spectrally different ho-
mogeneous pixels may be considered to be a single large group due to the smoothing
by the kernel and spatial proximity (see Fig. 3.2(b)). This may result in selection of
one inappropriate value from a large homogeneous group since the candidate deter-
mination step in SPEE selects the mean signature from each group (see Fig. 3.2(c)).
However, more than one subspace of pixels can exist in a large group. The proposed
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(a) Step 1 (b) Step 2
(c) Step 3 (d) Step 4
Figure 3.2. Spatial proximity: (a) pixels identified as homogeneous
by spectral proximity, (b) geometric connectivity in SPEE, (c) de-
termination of representative value by SPEE (Spatial Purity based
Endmember Extraction), and (d) selection of representative values
using the proposed method
method chooses multiple values in the large patch based on spectral and spatial prox-
imity since spectral correlation is re-considered prior to connecting the points in the
graph (see Fig. 3.2(d)). In this study, the pixel that is the most spectrally similar to
the mean spectral signature of the spectrally homogeneous patch is selected. Addi-
tionally, proper selection of the kernel size and shape can remove outliers and thus
result in a smoother, more representative manifold.
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3.2 Hybrid Manifold Learning to Exploit Global and Local
Characteristics
3.2.1 Local manifold: Locally Linear Embedding (LLE)
LLE [65] is a widely used local manifold method which is based on simple geometric
intuition. It characterizes the local geometry of a locally linear patch of the manifold
by linear coefficients in a lower dimensional space that reconstructs each data point
from its neighbors. While ISOMAP connects points by traversing a graph, LLE finds
a set of weights by identifying the nearest neighbors based on a linear distance, and
then performs local linear interpolations that closely approximate the data. Since
the weights are invariant to rotation, rescaling and translation of the data points
and their neighbors, LLE has better representation of complex geometry and of sub-
manifolds which exist in the dataset [64,65,76]. LLE generally consists of the following
steps [65,76]:
1. For each data point xi in [X : xi, i = 1, . . . , N ] ∈ RD, find the k -nearest neigh-
bors xj.
2. Find the weight matrix W which minimizes the reconstruction error for each










where wij denotes the reconstruction weight of xi from its j -th neighbor xj and




3. Compute the embedded coordinates [Y : yi, i = 1, . . . N ] which minimize the










subject to the constraints that
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3.2.2 Hybrid Manifolds (HMs) for Hyperspectral Data
In [8], a reconstruction approach that utilized a backbone developed using land-
marks was proposed to further reduce the computational overhead for developing a
manifold. The method was based on ISOMAP to develop the backbone as well as
a large landmark set which was approximately 10-33% of the original data points.
The approximation to insert the points not used in the backbone into the backbone
manifold is similar to the reconstruction principle used in LLE.
Although the LLE itself is computationally more efficient than ISOMAP, only
the k -nearest neighbors contribute to the reconstruction, which implies that the LLE
preserves the local structure of the geometry, but not the global structure. In addition,
anomalies which are potentially problematic for remote sensing data may affect the
manifold recovery. The proposed “hybrid manifold (HM)” preserves both the global
and local structures in the data using globally selected backbone points and linearly
embedding data points based on the backbone. The backbone includes spectrally and
spatially representative pixels that have been identified by the proposed LH method.
Our HM has three key characteristics which address the weaknesses of the global and
local manifolds:
• Applying the LH method, well-separated global landmarks are used as backbone
points to develop the backbone manifold and contribute to preservation of global
structure. Further, they preserve a meaningful local structure while including
complex spectral geometry, and they contribute to the reconstruction of the
remaining points.
• The HM method is robust to anomalies because the backbone points chosen
by the LH method neglect outliers. This reduces negative effects on manifold
recovery which are problematic for local manifolds.





Figure 3.3. Steps of hybrid manifold: (a) original data points, (b) se-
lected backbone points, (c) updated backbone via LLE, (d) remaining
points, (e) reconstruction weights, and (f) embedding phase
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The key idea of the proposed method is to embed points on a backbone developed
from landmarks that retain information on the local structure. This indicates that
selection of relevant backbone points is a key component of this algorithm. The HM
can be implemented with the following steps:
1. Select a set of backbone points [B : bi, i = 1, . . . , n] by the proposed LH land-
mark selection method described in the previous section (Fig. 3.3(b)).
2. Perform classical LLE on the selected points in Step 1 to build a backbone in a
lower dimensional embedding space,
[
Yˇ : yˇi, i = 1, . . . , n
]
(Fig. 3.3(c)).
3. For the remaining points
[
Xˆ = X\B : xˆi, i = 1, . . . , (N − n)
]
, compute distances
from Xˆ to B, and then find the k -nearest backbone points.
4. Obtain reconstruction weights,
[
Wˆ : wˆi, i = 1, . . . , (N − n)
]
resulting from xˆi















5. Find d dimensional embedding coordinates,
[
Yˆ : yˆi, i = 1, . . . , (N − n)
]
for the
remaining points Xˆ using the reconstruction weights Wˆ (Fig. 3.3(f)):
yˆi = wˆ1yˇ1 + wˆ2yˇ2 + · · ·+ wˆkyˇk (3.7)
6. Combine Yˇ and Yˆ.
LLE is computationally efficient in itself compared to ISOMAP. Table 3.1 lists
the computational complexity metrics for comparison of LLE and the HM. There
is no significant improvement in the stage of reconstruction weight computation,
but the k -nearest neighbor selection and the embedding phase which are the most
computationally intensive parts of the LLE require less computational overhead than
classical LLE because of n << N .
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Table 3.1 Computational Complexity Comparison
Function LLE Hybrid Manifold
Backbone Development Embedding points
k -nn selection O(DN2) O(Dn2) O(DNn)
Reconstruction weights O(Dk3N) O(Dk3n) O(Dk3(N − n))
Embedding O(dN2) O(dn2) O(d(N − n))
3.3 Experimental Results
3.3.1 Data Description: AVIRIS Cuprite
The NASA/JPL AVIRIS (Airborne Visual and Infra-Red Imaging Spectrometer)
instrument collected hyperspectral image data over Cuprite, Nevada from 1990 to
1995 for mapping minerals. Many studies related to spectroscopy have been con-
ducted using both image and field data from this testbed. The AVIRIS Cuprite
dataset is one of the most popular datasets in the spectral mixture analysis group
since it helps in an understanding of the environment and the complexity of the sur-
ficial mineralogy [77]. A 300 × 250 subset with 17m spatial resolution, and spectral
range from approximately 1990−2480nm, has been selected to evaluate the proposed
methods in this study (Fig. 3.4). Each mineral has a specific crystal structure as well
as subtle changes in this wavelength range [78].
3.3.2 Endmember Identification via N-FINDR
The dataset potentially contains 9 endmembers estimated by the HySime virtual
dimensionality algorithm, which is based on signal subspace identification by mini-
mum error [79]. The dataset has been shown to contain at least 5 minerals, which are
alunite, buddingtonite, calcite, kaolinite, and muscovite, and they are used for eval-
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uations. Their spectral reflectance and absorption features derived from the USGS
spectral library are shown in Fig. 3.5.
In this study, N-FINDR, which finds a simplex spanned by q+1 endmembers em-
bedded in a lower data space with a maximal volume [42], is used to find endmembers.
It first maps the original data points into a lower q dimensional space using a dimen-
sional reduction method and then the simplex volume formed by randomly selected
seed points is computed based on the matrix:
M =
 1 1 · · · 1
e0 e1 · · · eq
 (3.8)
The volume of the resulting simplex spanned by the endmembers [e0, e1, . . . , eq]
is proportional to the determinant of M:
Figure 3.4. AVIRIS Cuprite dataset
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To update the initial estimate of the volume, the volume is computed for every
pixel in each endmember position by replacing the pixel when a larger simplex is
found, and then recalculating the volume. This procedure is continued until no larger
simplex is found, as follows:
arg max
(e0,e1,...,eq)
V (e0, e1, . . . , eq) (3.10)
N-FINDR requires dimensionality reduction since M must be a square matrix for
its determinant to exist. In this study, the endmembers are extracted from PCA as a
linear approach and extracted along the nonlinear manifolds ISOMAP, L-ISOMAP,
LLE, and HM as manifold learning based approaches.
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3.3.3 Experimental Strategy
A set of 324 landmarks was selected using the landmark selection method described
in the previous sections and used in L-ISOMAP and for backbone points in the HM.
The number of resulting landmarks obtained by the LH method was determined based
on spectral and spatial proximity, and the same number of landmarks was selected
using random selection and the maxmin approach. For the proposed method, a
3 × 3 window kernel was adopted to evaluate local spectral consistency. N-FINDR
arbitrarily chose the initial seed points, which were fixed for all the experiments to
minimize variations in the results. Once the endmembers were chosen, fractional
abundances were estimated as linear combinations of extracted endmembers for each
pixel using a fully constrained least square unmixing algorithm as described in Section
1.4.1
3.3.4 Distribution of Landmark Points
Fig. 3.6 illustrates the distributions of selected landmark (backbone) points of
the dataset on L-ISOMAP and HM spaces identified by the random selection, the
maxmin approach, and the proposed LH method. Randomly selected landmarks are
neither spectrally nor spatially meaningful, even if they are visually well distributed
on the scatter plots (see Fig. 3.6(a), 3.6(d)). The landmark points identified by the
maxmin method are well distributed over the scatter plots (see Fig. 3.6(b), 3.6(e)).
Since the method maximizes spectral distances between landmark points, extracted
points should be spectrally distinguishable and include extreme points. However,
outliers or small isolated areas can also be included in the landmarks. As shown in
the scatter plot, many points are actually selected from outside of the manifold space
defined by the samples. In the proposed method, selected points are well distributed
in the transformed space (see Fig. 3.6(c), 3.6(f)). These pixels are both spectrally and
spatially homogenous and have meaningful values which are representative pixels of
the image. As shown in the scatter plot, these landmark points are mainly distributed
35











































































































































Figure 3.6. Distribution of extracted landmarks using: (a) random
selection, (b) maxmin method, (c) LH method on L-ISOMAP, and
(d) random selection, (e) maxmin method, (f) LH method on HM
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within clusters of points in the manifold representing local geometry, indicating that
the method is not sensitive to outliers.
As shown in Fig. 3.6(a)-3.6(c), since L-ISOMAP recovers ISOMAP’s space with
good fidelity, the resulting scatter plots are similar, although they have the opposite
sign. However, point clouds of the HM (Fig. 3.6(d)-3.6(f))are totally different as they
depend on the set of backbone points used to develop the manifold. Clearly, selection
of backbone points is a critical component of the HM.
3.3.5 Evaluation of Endmembers via Spectral Angle Distance
Ten replications of experiments for each DR method were conducted, and the
individual, mean and standard deviations of 5 well-known minerals are listed in Table
3.2. Based on the assumption that the correct endmember has the minimum SAD with
ground reference, as shown in Table 3.3, PCA had a significant problem with kaolinite
and muscovite, which are classified into the same image extracted endmember since
they have similar absorption features near 2200nm (see Fig. 3.5). However, all the
manifold based methods identified all the endmembers, and had lower average SAD.
Since a large number of points are approximated using the relatively small num-
ber of landmarks, the manifold approximations may be significantly affected by the
landmarks and lead to different unmixing results. As shown in Table 3.2, random
selection has the highest values of mean and standard deviations of SAD. It should
be noted that while these differences seem to be relatively small in value, there were
significant differences in fractional abundance maps. Fig. 3.7 illustrates variations of
the random selection in the fractional abundances of kaolinite resulting from multiple
experiments.
The manifold developed by the maxmin method, which is sensitive to data as-
sociated with extremes, can result in selecting outliers as endmembers. More useful
endmembers may also be missed due to the limited number of endmembers. The pro-
posed LH method smoothes pixel values using the window kernel, thereby mitigating
37
the impact of anomalies or small objects which would not contain mixed signatures
anyway. The L-ISOMAP and HM by the LH method have smaller errors than those
of the other approaches since the landmarks identified by the LH method played a
role in developing more representative manifolds than other methods. Further, while
the maxmin approach introduces variability associated with arbitrary selection of the
















































































































































































































































































































































































































































































































































































































































































































3.3.6 Evaluation of Endmembers via Fractional Abundance Map
Visual inspection of fractional abundance maps is useful for evaluating unmix-
ing quality. For additional quantitative and qualitative analysis, reference fractional
abundance maps were developed using USGS library spectra. However, these spectra
are difficult to associate with the remote sensing data since they were acquired under
different conditions from the image data. For these reasons, the pixels that have the
smallest SAD with the library spectra were assumed to be the reference endmembers
on the image scale, thereby fractional abundance maps based on the image derived
reference were created using a fully constrained least square unmixing method.
Individual and average correlations with the reference are listed in Table 3.4,
and Fig. 3.8-3.12 illustrate fractional abundance maps. Similar to SAD comparisons,
manifold approaches are more highly correlated with the reference than the PCA-
based method; in particular, much higher fidelity with the reference was observed in
kaolinite and muscovite, which were problematic in the PCA-based method. Abun-
dance maps obtained by ISOMAP generally exhibit better visual agreement with the
reference and lower variability for all the endmembers. In terms of the SAD of the
endmembers, LLE slightly outperformed ISOMAP, but not in the visual inspection.
Since the remaining endmembers that were not used for the evaluations might be
inaccurate, this resulted in poor visual agreement. Visual quality of the fractional
abundances generally corresponded to the correlations with the reference. For all
minerals, however, manifold approximation methods such as random selection (d),
maxmin (e) and the LH method (f) of the L-ISOMAP, and the HM (LH) (h) method
underestimated the fractional abundances compared to the classical ISOMAP (c)
and LLE (g) in Fig. 3.8-3.12. The sensitivity of the maxmin method to outliers is
shown in the abundance maps with very bright values over small areas especially in
Fig. 3.10-3.12(e). The kernel filter in the proposed LH method mitigated the impact
of these values; hence, the abundance maps (see Fig. 3.8-3.12) generally exhibited
better visual agreement with the reference as well as higher correlation.
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It is difficult to generalize the comparison of global and local manifolds since
LLE yielded better results in the SAD comparison, but ISOMAP produced higher
fidelity fractional abundances. Although the landmarks successfully solved the high
computational overhead of ISOMAP, the results depend on which landmark points
are selected. This is particularly critical for the HM since it computes the weights
of the remaining points from the backbone points. The spectrally and geometrically
well-separated points by the LH contribute to the preservation of the global and local
geometry.
Therefore, L-ISOMAP and HM by the LH method had good results in both the
endmembers and fractional abundance maps. This indicates that the proposed LH
method was successfully incorporated into both the L-ISOMAP and HM methods.
Additionally, although LLE itself is computationally efficient compared to ISOMAP,
the computational overhead of the HM improved markedly.
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(a) Reference (b) PCA (c) ISOMAP
(d) L-ISOMAP(Random) (e) L-ISOMAP (MaxMin) (f) L-ISOMAP (LH)
(g) LLE (h) HM (LH)
Figure 3.8. Abundance maps of Alunite
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(a) Reference (b) PCA (c) ISOMAP
(d) L-ISOMAP(Random) (e) L-ISOMAP (MaxMin) (f) L-ISOMAP (LH)
(g) LLE (h) HM (LH)
Figure 3.9. Abundance maps of Buddingtonite
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(a) Reference (b) PCA (c) ISOMAP
(d) L-ISOMAP(Random) (e) L-ISOMAP (MaxMin) (f) L-ISOMAP (LH)
(g) LLE (h) HM (LH)
Figure 3.10. Abundance maps of Calcite
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(a) Reference (b) PCA (c) ISOMAP
(d) L-ISOMAP(Random) (e) L-ISOMAP (MaxMin) (f) L-ISOMAP (LH)
(g) LLE (h) HM (LH)
Figure 3.11. Abundance maps of Kaolinite
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(a) Reference (b) PCA (c) ISOMAP
(d) L-ISOMAP(Random) (e) L-ISOMAP (MaxMin) (f) L-ISOMAP (LH)
(g) LLE (h) HM (LH)




































































































































































































































































In this chapter, a new landmark (backbone point) selection method and a hybrid
manifold were investigated for the use of nonlinear manifolds in conjunction with
spectral unmixing of hyperspectral remotely sensed data. The proposed methods were
compared quantitatively and qualitatively to classical manifold learning methods and
other landmark selection approaches. Three conclusions primarily resulted from the
experiments:
• The proposed landmark selection method increased both the spectral and spatial
diversity of the landmarks compared to the random selection and the maxmin
methods. The smaller mean and standard deviation of the SAD from the pro-
posed method were helpful in reducing the variability associated with the ex-
traction process.
• The HM, which shared common characteristics with both the global and local
structures of nonlinear manifolds, was advantageous in terms of both unmixing
accuracy and processing time.
• The proposed landmark selection method was successfully incorporated in de-
veloping the HM.
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4. ACTIVE LANDMARK SAMPLING IN MANIFOLD LEARNING
BASED UNMIXING
In this chapter, the limitations in the number of proposed landmarks of the proposed
landmark selection method described in Chapter 3 are addressed. The resulting land-
mark set identified by the LH method was relatively small for developing a smooth,
stable manifold when the spectral data have complex geometry in the spectral space.
A strategy is proposed whereby additional landmarks are selected using an “active
sampling strategy,” based on the initial landmark points.
This chapter introduces an “active landmark sampling” framework to select the set
of landmarks with the fewest points that are useful, while providing a high quality
representation for the spectral unmixing task. To effectively select the landmarks,
a simplex volume based ranking method that is implemented on image subsets is
proposed 1.
4.1 Active Learning for Supervised Classification of Hyperspectral Data
Humans often learn interactively from past experiences. Interest in how we can
“actively learn” via interactive feedback has increased because of the capability of
these strategies to learn a model more precisely and quickly. Active learning was
motivated by scenarios in which it was easy to obtain large quantities of unlabeled
data, though difficult to create the labeled data for supervised classification. The
goal was to force the learner to effectively learn the target model so that a less costly
set with low redundancy could be found [81–83].
1The part of this chapter is written based on [80] J. Chi and M. M. Crawford. Active landmark
sampling for manifold learning based spectral unmixing. IEEE Geoscience and Remote Sensing
Letters, which is currently in revision.
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In the supervised classification task, defining the efficient training set is critical
for obtaining a successful classification result. However, generation of an appropriate
training set can be time consuming and expensive. For supervised classification of
image data, the training set is typically defined manually in spatial patches and is
therefore highly redundant. Further, noisy pixels or anomalies included in the training
set may affect calculation of class statistics, which may lead to poor classification
accuracy or overfitting [84, 85]. This can result in overuse of a limited number of
data points in the classification of remotely sensed data, particularly if training sets
are selected manually from the imagery. Active learning, which allows for effective
selection of additional data to be labeled based on a small set of previously chosen
training data, is growing in popularity for supervised classification [81].
4.2 Active Landmark Sampling
The active learning framework can also be extended to landmark selection methods
to improve the representation of the resulting manifold approximations. Although the
landmark points identified by the proposed landmark selection approach described in
Chapter 3 are spectrally and spatially informative and might be either on boundaries
or interior to a class, the number of points is typically smaller than the necessary
number of points required to develop a stable, representative manifold for spectral
data exhibiting complex geometry. The landmark points identified by the LH method
ignore anomalies, but may miss small isolated areas which might contain meaningful
information to develop the manifold.
Unlike active learning in classification, where selected data are labeled, equivalent
“true” fractional values are not available for the selected pixels, and query criteria
must be formulated relative to the metrics for spectral unmixing. The query strategy
consists of two phases: 1) ranking batches of candidates from a pool according to
some ranking criteria and 2) evaluating the batch of candidate landmarks according
to evaluation criteria. Details are included in the next section. Fig. 4.1 illustrates
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Figure 4.1. Framework of active landmark sampling be selected and the rest
a general framework for the proposed active landmark sampling approach, which is
described as follows:
1. Select an initial set of n landmarks L = Li by some landmark selection method.
2. Develop a lower dimensional manifold space Y using L and perform spectral
unmixing using Y to obtain an initial unmixing accuracy R.
3. Rank a pool (non-landmark pixels), Lp = X\L according to some ranking
criterion, where X ∈ RD denotes the hyperspectral data.




c , . . . ,L
k+(q−1)
c ]
from the ranked Lp, where k is its ranking.
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5. Evaluate members of the batch Lb according to an unmixing based evaluation
criterion.
6. If the value of R increases, incorporate the additional landmarks La = Lb into




c , . . . ,
L
k+(q−1)
c ], where k = k + q.
7. Repeat Steps 3-6 until the improvement is less than a user-specified threshold
or the maximum number of iterations is reached.
4.3 Query Criteria for Active Learning: Ranking Methods
The actively sampled points can be ranked using various methods. Random sam-
pling is computationally cheaper than any other ranking method since a batch of
candidates is directly retrieved from a candidate pool, and may provide high spectral
diversity. However, the points are not guaranteed to be sufficient or contribute to
improved unmixing accuracy. (note: a random sampling strategy bypasses Step 3
and candidate landmarks are directly retrieved from the pool Lp.)
4.3.1 Spectral Distance Based Ranking of Candidate Landmarks
Diversity is an important condition for selecting good landmarks. The spectral
distance to the initial landmark points is straightforward for estimating the diversity
of the landmarks. The pixels with the maximum mean spectral distance from the
initial landmarks may increase the diversity, but may also include noise or outliers.
This might result in manifolds that are not smooth or have sub-manifold structures
if the data are sparse. Alternatively, if the landmarks are selected from the pixels
that are spectrally close to the initial set, they might represent locally complex ge-
ometry, although small isolated areas may be ranked lower and may result in spectral
redundancy. In this study, we initially rank all the pixels in the candidate pool Lp
according to Euclidean mean distance to the initial landmark set, and then evaluate
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a batch of q candidates from the pixels with the maximum or minimum distance to
the L.
4.3.2 Sequential Simplex Volume Ranking Method
In the active landmark sampling framework described in Fig. 4.1, the candidate
pool Lp should be re-ranked when L is updated at each learning step. Defining Lp
as all the pixels that are not in L, can result in spectral redundancy in the pixels.
While pixels may not have spectrally distinguishing characteristics relative to the full
image, they may be spectrally unique relative to a spatially local area. A new ranking
method is proposed that first seeks to increase the chance of detection of locally high
spectral variability using sequentially smaller image subsets, and then ranks the pixels
by the volume of the simplex spanned by the previously selected landmarks L and a
batch of candidate points Lb retrieved from the candidate pool.
The proposed method, “sequential simplex volume (SSV),” is composed of three
phases: 1) performing singular value decomposition (SVD) to determine a set of
eigenvectors of image subsets; 2) determining landmark candidates by projecting the
image data onto the eigenvectors; and 3) ranking the candidates according to the
magnitude of the simplex volume formed by the previously selected landmark set and
the candidates. This method starts with a full image and then successively divides
it into a smaller subsets to detect pixels that contribute to local spectral variability.
Use of spatial subsets is computationally advantageous and results in landmarks that
are potentially well distributed across the image.
Step1. Eigenvector determination
SVD is a very efficient projection technique commonly used in remote sensing
to obtain a set of eigenvectors that explain most of the spectral variability of the
data [86, 87]. In hyperspectral data with high inter-band spectral correlation, PCA
may fail if subtle differences occur in individual bands and the optimal feature space
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Figure 4.2. Eigenvectors from an example image subset
varies with different classes in the data [60]. MNF requires a noise covariance ma-
trix that is difficult to obtain from small subsets. SVD can address the “singular-
ity” problem related spectral correlation in hyperspectral data [54, 88]. The SVD of
[X : xi, i = 1, . . . , N ] ∈ RD is defined by [89]
X = USVT (4.1)
where VT contains the unit row eigenvectors of XTX sorted in order of descending
significance, S is of the form (C 00 0 ), C is diagonal, the square roots of the eigenvalues
of XTX are sorted in descending value, and U denotes a matrix containing the unit
column eigenvectors of XXT .
The SSV method uses sequential, nonoverlapping, equal sized subsets of the image.
As shown in Fig. 4.2, for each subset, the eigenvectors accounting for 99% of the
total spectral variance are retained from each subset and then compiled into a single
eigenvector matrix E. The vectors represent high spectral variability candidates in
the local spatial patches. From larger subsets, candidates might have relatively low
spectral variability, indicating that they are useful for large homogeneous regions. The
56








Figure 4.3. Projection of data points onto one of eigenvectors
use of smaller subsets might obtain more representative candidates for local spectrally
complex regions, although a large number of eigenvectors is retained ultimately.
Step2. Projection
Fig. 4.3 illustrates the projection of the entire set of data points onto one of the
eigenvectors E obtained in Step 1. The projection can be expressed by the following:
P = ETX (4.2)
where E is comprised of the eigenvectors, X = [x1,x2, . . . ,xN ] is the full data ma-
trix, and P is the projected data matrix. The pixels lying at either extreme (e.g.,
red dots in Fig. 4.3) of the projection are more likely to be good candidates, and
are identified from each subset. As the number of pixels of the subsets decreases,
however, the number of candidate pixels increases, which indicates that the spectral
redundancy would also increase (see Fig. 4.4). To address this problem, identifying
the representative pixels by the geometric connectivity used in the LH method is also
implemented to remove the spectral redundancy between pixels that are connected




Figure 4.4. Candidates from different size of subsets: (a) 300 × 250,
(b) 150× 125, (c) 60× 50, (d) 30× 25
Step3. Ranking by simplex volume
Similar to convex geometry-based endmember extraction algorithms, landmarks
forming a simplex can be used for manifold approximations to embed the remaining
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data points. The volume of the simplex spanned by L and Lb is computed to rank the
candidates. However, the simplex volume computation (3.9) used in N-FINDR is vio-
lated because the number of features is much smaller than the number of landmarks,
and the landmark set should be updated to be associated with the active sampling
framework. For these reasons, the simplex volume calculation is reformulated using
the Gram determinant.





where Mˆ = [l1 − l0, l2 − l0, . . . , ln − l0], are the vertices of the n-simplex formed by
the origin along with these vertices (i.e., shifting the origin to l0). The value of the
matrix determinant is not changed by adding a multiple of one row to another row, or
a multiple of one column to another column; M in (3.9) and Mˆ in (4.3) have the same
determinant. So, (4.3) is equivalent to (3.9) in simplex volume computation. Since∣∣∣(det(Mˆ)∣∣∣ = (det(MˆTMˆ))1/2, det(Mˆ) can be calculated by the Gram determinant,
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where a1 = l1−l0, a2 = l2−l0, . . . , an = ln−l0. A simple method to calculate the Gram
determinant is based on orthogonal vectors. Let [aˆ1, aˆ2, . . . , aˆn] be the corresponding





|aˆ1|2 0 · · · 0
0 |aˆ2|2 · · · 0
· · · · · · . . . · · ·
0 0 · · · |aˆn|2

1/2
= |aˆ1||aˆ2| · · · |aˆn| (4.5)
While (3.8) must have n dimensional data to extract n+1 landmarks, the Gram
determinant does not have this limitation since Mˆ is always a square matrix.
Once the candidates are ranked according to their volumes, they are further eval-
uated by additional query criteria. Some points (e.g., outliers) might not be useful for
developing more representative manifolds (e.g., the pixel in LL of Fig. 4.3), and some
(e.g., small isolated areas) might be used as a new landmark point (e.g., the pixel in
UR of Fig. 4.3). If the candidate pool Lp is empty, then Steps 1-3 are repeated using
smaller subsets to examine the candidates that have locally high “contrast”.
The LH method for selecting the initial landmark set is based on spectral re-
flectances and uses the SAD to compute the average distance between pixels in the
kernel. It ignores small isolated areas that may include interesting features due to
smoothing effects by the window kernel. The proposed SSV method, however, utilizes
the most spectrally meaningful pixels in the transformed feature domain in nonover-
lapping spatial subsets of data. The SSV method might capture the inherent features
from the sequential SVD components that are overlooked in the LH landmark selec-
tion method. Additionally, since it exploits convex geometry to rank the landmark
candidates, the idea is consistent with N-FINDR to find the endmembers in the un-
mixing phase.
4.4 Query Criteria for Active Learning: Evaluation Methods
A batch of q ranked candidates does not always guarantee better landmarks for
manifold approximations. Although they are highly ranked by a ranking criterion
such as spectral distance or simplex volume, they may not be useful to develop a
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representative manifold if they have been selected from anomalous pixels. For these
reasons, an evaluation stage should be implemented in the active landmark sampling
framework to determine whether the batch of pixels should be accepted or not.
Two evaluation criteria are used for active learning related to landmark selection.
If reference information is available, comparison of spectral angle distance (SAD) with
the ground reference can be used to evaluate the quality of each endmember extracted
from the image. However, in practice, it is often difficult to obtain reference data. In
these cases, statistics such as RMSE are often used to evaluate the overall difference
between the original and the reconstructed image using fractional abundance maps,












ai,j × ej (4.7)
where xi and yi denote the original hyperspectral signature and reconstructed pixel
vector using fractional abundances ai,j of endmember ej, respectively.
4.5 Experimental Results
Experiments were conducted to evaluate the proposed active landmark sampling
strategy (AL) and sequential simplex volume-based ranking method. The same
AVIRIS Cuprite dataset was used, and results were compared to those obtained using
the hybrid manifold (HM) method implemented with the LH approach in Chapter
3. The candidate points in the active landmark sampling framework were ranked via
random sampling, maximum (MaxDist) and minimum (MinDist) spectral distance
based ranking methods, and the proposed SSV method. The initial 324 landmarks
for the active sampling were identified using the LH method, and a batch of 3 candi-
date pixels was selected from the ranked candidate pool at every learning step.
61












































































































Figure 4.5. Distribution of extracted landmarks by active sampling
using: (a) random selection, (b) maximum distance, (c) minimum
distance, and (d) sequential simplex volume ranking methods
4.5.1 Distribution of Landmark Points
Fig. 4.5 shows distribution of the initial landmarks across the image and the
additional actively sampled landmark points identified by different sampling methods.
Similar to the results in the previous chapter, the additional landmarks obtained by
the random sampling are uniformly distributed within the scatter plot (Fig. 4.5(a)),
but they induce uncertainty into the results and guarantee neither spectrally nor
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spatially meaningful information. Since the additional landmarks identified by the
MaxDist ranking method are the pixels that are spectrally furthest from the initial
points, most pixels were found in the outer fringe of the data clouds (see Fig. 4.5(b)).
So, this resulted in development of relatively sparse manifold coordinates although
the spectral diversity of the landmarks increased. As shown in Fig. 4.5(c), the spectral
diversity of the landmarks by the MinDist was low compared to that of the random
and the MaxDist methods, but more points were selected from very dense point
clouds in the middle of the scatter plot, which may have complex local geometry.
The resulting manifold may be more stable than than the manifolds associated with
other ranking methods, but the points by the MinDist method are concentrated in a
narrow range of values compared to the MaxDist. The proposed method selected the
additional landmarks primarily from the regions which might lack landmarks, but not
from the very small areas which might be outliers (see Fig. 4.5(d)). However, some
were selected near the initial set, which may be improving the approximation related
to complex geometry in a given manifold space.
4.5.2 Evaluation of Endmembers via Spectral Angle Distance
The manifolds, ranking and evaluation criteria are compared in terms of spec-
tral angle distance (SAD) as listed in Table 4.1. The average SADs of the HM-AL
methods were lower than the other manifold approaches. In particular, kaolinite
and muscovite, which are difficult endmembers because of the similar absorption fea-
tures, had lower SAD than the other manifolds. Since active landmark sampling for
spectral unmixing collects additional landmarks until there is no further incremental
improvement, the difference in the error among the AL ranking methods is not signif-
icant. All the methods eventually converged to a high accuracy outcome. However,
as shown in Table 4.1 and Fig. 4.6, random sampling required about 200 learning
steps to converge to the average SAD value achieved by the other ranking methods,
although the error decreased rapidly during the first learning steps. The additional
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Figure 4.6. Changes of average spectral angle distance of five mineral
endmembers as a function of the number of learning steps
landmarks by other ranking methods did not contribute quite as much, indicating
that the original samples might have been too sparse over the full manifold space.
The MaxDist criterion did not significantly reduce the error initially since it might
have sought additional points from the outlier. However, once some landmarks were
selected from the data clouds, the error rapidly decreased. Although initial error de-
creased slowly when the MinDist criterion was used, the error at convergence was the
same as for other methods. The proposed method found the spectrally and spatially
meaningful landmarks via nonoverlapping spatial subsets of decreasing size as shown
in Fig. 4.4 and 4.5(d). More accurate results were achieved with fewer learning steps
than the other ranking methods since the landmarks were not spectrally or spatially
redundant. Additionally, the points covered parts of the manifold that might not be
well represented in the other methods.
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When the reconstruction error for the evaluation criterion was used, all ranking
methods except random sampling converged with low reconstruction errors, but re-
quired more queries than those for the SAD-based methods. The mean values of
the SAD were generally higher than the SAD-based evaluation methods, as shown,
but lower than the other approaches without active learning. Thus, while the recon-
struction error is worthwhile to utilize as an alternative metric if ground reference
information is not available, the reconstruction error may not always guarantee better
unmixing quality.
4.5.3 Evaluation of Endmembers via Fractional Abundance Map
The fractional abundance maps were evaluated in the same way as in the pre-
vious chapter. Similar to SAD based comparisons, the average correlation between
extracted abundance map by HM-AL methods and the reference was higher than the
values obtained by methods that did not incorporate an active sampling strategy, as
indicated by the values in Table 4.2. The HM-AL methods found more accurate end-
members than other manifold approaches, and had visually higher agreements with
the reference abundance maps, as shown in Fig. 4.7-4.11. Similar to SAD and corre-
lation comparisons, it is difficult to compare the abundance maps visually since the
results are very similar. For buddingtonite (Fig. 4.8) and muscovite (Fig. 4.11), how-
ever, the abundance maps by the proposed SSV method had better agreement with
the reference information, while others (Fig. 4.7, 4.9, 4.10) generally underestimated
the fractional abundances. When the reconstruction error was used as the criterion,
random and spectral based sampling methods had slightly lower correlations with the
reference than the baseline method (see Table 4.2) although they resulted in higher
accuracy in SAD comparisons (see Table 4.1). However, the proposed SSV ranking
method produced higher correlations than the other methods for both the SAD and























































































































































































































































































































































































































































(a) Reference (b) SAD (Random) (c) SAD (MaxDist)
(d) SAD (MinDist) (e) SAD (SSV) (f) RMSE (Random)
(g) RMSE (MaxDist) (h) RMSE (MinDist) (i) RMSE (SSV)
Figure 4.7. Abundance maps of Alunite by Hybrid Manifold with active learning
67
(a) Reference (b) SAD (Random) (c) SAD (MaxDist)
(d) SAD (MinDist) (e) SAD (SSV) (f) RMSE (Random)
(g) RMSE (MaxDist) (h) RMSE (MinDist) (i) RMSE (SSV)
Figure 4.8. Abundance maps of Buddingtonite by Hybrid Manifold
with active learning
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(a) Reference (b) SAD (Random) (c) SAD (MaxDist)
(d) SAD (MinDist) (e) SAD (SSV) (f) RMSE (Random)
(g) RMSE (MaxDist) (h) RMSE (MinDist) (i) RMSE (SSV)
Figure 4.9. Abundance maps of Calcite by Hybrid Manifold with active learning
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(a) Reference (b) SAD (Random) (c) SAD (MaxDist)
(d) SAD (MinDist) (e) SAD (SSV) (f) RMSE (Random)
(g) RMSE (MaxDist) (h) RMSE (MinDist) (i) RMSE (SSV)
Figure 4.10. Abundance maps of Kaolinite by Hybrid Manifold with active learning
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(a) Reference (b) SAD (Random) (c) SAD (MaxDist)
(d) SAD (MinDist) (e) SAD (SSV) (f) RMSE (Random)
(g) RMSE (MaxDist) (h) RMSE (MinDist) (i) RMSE (SSV)















































































































































































































































































































































































































In this chapter, a new active landmark sampling framework and sequential simple
volume based ranking method were investigated in conjunction with spectral unmix-
ing of hyperspectral remotely sensed data. The two contributions include:
• The number of initial landmarks identified by the LH method for the HM is
quite small. Additional landmarks were selected via an active sampling method,
resulting in improved unmixing results relative to the manifolds developed using
the original landmarks. The proposed framework was implemented with two
query phases which are related to ranking and evaluation methods for spectral
unmixing. The points were retained or rejected according to an evaluation
criterion.
• The ranking methods all yielded similar average spectral distance or reconstruc-
tion error according to the evaluation methods, but the proposed SSV ranking
method achieved these results with fewer learning steps than other ranking
methods. Since the new ranking method exploited landmark candidates based
on feature-level measurement from sequential subsets and convex geometry for
ranking, it was incorporated into the active landmark sampling framework for
spectral unmixing. Thus, the proposed method could increase both the spectral
and spatial diversity of the additional landmarks.
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5. CROP RESIDUE ESTIMATION USING UNMIXING
TECHNIQUES
Crop residue helps to moderate soil temperature and increase water use efficiency
in the short term while also providing improvement in soil quality, increase in soil
organic carbon, and facilitation of the biodegradation of pollutants for long term
sustainability. Since good management of crop residues can also increase irrigation
efficiency and erosion control, use of remote sensing techniques is receiving increased
attention for the management of crop residue amounts. Remote sensing index-based
methods, but low SNR image data such as Hyperion are challenging for application
of these approaches. In this chapter, a spectral unmixing technique is proposed as an
alternative approach to the index-based methods to effectively estimate and monitor
crop residue cover with airborne and spaceborne hyperspectral imagery 1.
5.1 Background in Crop Residue Study
Crop residues remaining in agricultural fields after the harvest play an important
role in controlling and protecting against water and wind erosion, and increasing
soil organic carbon. For these reasons, it is important to determine the quantity
of residue remaining between the end of the growing season and the onset of the
planting season the following year. However, the current approaches for quantifying
residue cover are inadequate for characterizing residue amounts over extended areas.
Remotely sensed data have the capability to efficiently record reflected energy over
1This chapter is extracted from [92] J. Chi and M. M. Crawford. Spectral unmixing based crop
residue estimation. IEEE Journal of Selected Topics in Applied Earth Observations and Remote
Sensing, which is currently in revision.
74
extended and inaccessible areas using sensors on aircraft or spacecraft, while also
providing information on the spatial variability of reflectance [93–97].
Over the past decade, many studies have examined methods for estimating crop
residue cover via classification and spectral unmixing, as well as empirical models
based on multispectral and hyperspectral remote sensing indices [93–100]. While
classification methods categorize pixels into discrete, non-overlapping thematic cate-
gories, unmixing techniques provide continuous values that are physically meaningful.
Bannari et al. compared the capabilities of hyperspectral and multispectral sensors
to estimate and map crop residue, soil, and crop covers using linear spectral mix-
ture analysis [95]. The hyperspectral data captured the absorption features of the
chemistry related to the amount of residue cover much better, and outperformed
the multispectral sensor for estimating residue cover. In [96], Pacheco and McNairn
demonstrated that the spectral unmixing technique applied to multispectral Land-
sat and SPOT imagery to produce crop residue estimates in terms of multi-temporal
analysis and residue types.
Remote sensing indices such as the Normalized Difference Vegetation Index (NDVI)
[101], the ratio of the difference between the reflectances in the NIR and the red region
of the spectrum and their sum, has often been utilized for representing the relative
greenness in vegetation. Image derived indices have been utilized as independent vari-
ables in regression models to estimate the quantity of ground materials. In residue
research, the Normalized Difference Tillage Index (NDTI) [93] and Cellulose Absorp-
tion Index (CAI) [94, 98, 99] using SWIR bands were proposed to obtain relative
estimates of residue covers for multispectral and hyperspectral remote sensing data,
respectively. Daughtry et al. evaluated several remote sensing indices to measure
crop residue cover and utilized them to categorize soil tillage intensity in [98]. In [99],
Daughtry and Hunt discussed the effects of water content on remote sensing-based
residue estimation. Serbin et al. proposed a new index, the Shortwave Infrared Nor-
malized Difference Residue Index (SINDRI) [100], which utilizes ASTER bands 6 and
7. SINDRI yielded more robust results than NDTI in wet conditions. In [97], Galloza
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et al. investigated empirical models using NDTI and CAI of multiple remote sens-
ing platforms, including Landsat TM, EO-1 ALI, Hyperion and airborne SpecTIR,
and corresponding field transect data for reference. The airborne hyperspectral data
which have a high signal to noise ratio (SNR) provided more capability for estimat-
ing the residue cover associated with in-situ measurements, but required extensive
ground reference information, which is costly and logistically difficult to obtain over
large regions.
The NASA Hyperion sensor on EO-1 has provided the foundation for upcoming
spaceborne missions, as well as spatial coverage of the Earth′s surface that are limited
in airborne hyperspectral sensors [102]. While the Airborne Visible/Infrared Imaging
Spectrometer (AVIRIS), operated by NASA/JPL, is a state-of-the-art sensor among
the airborne platforms and provides high SNR ( 500:1) data, Hyperion has low SNR
( 50:1), which is not adequate for a variety of scientific disciplines [103]. Low SNR
and significant striping occurs in the SWIR bands, which contain useful absorption
features for crop residue estimation [93,94]. Noise and stripes caused by inter-detector
calibration differences in Hyperion data cannot be adequately removed by destriping
strategies. Spectral unmixing, which finds extreme or pure pixels and then computes
the corresponding fractional abundances, associates data with meaningful and noisy
components [13]. Also, the abundances of the component can be combined with
in-situ measurements to quantify the coverage fractions. In this chapter, spectral un-
mixing techniques are qualitatively and quantitatively compared to empirical models
based on CAI to estimate crop residue with both airborne and spaceborne hyper-
spectral remotely sensed data. First, residue cover maps are created using CAI and
linear/manifold learning-based spectral unmixing methods. Then, empirical models
are developed using the estimated residue cover maps from image data and corre-
sponding ground measured residue cover via field campaigns. Finally, issues of the
index-based residue estimation model with recent noisy and heavily striped Hype-
rion data, as well as the advantages of manifold learning-based unmixing methods
compared to the linear unmixing model are addressed and discussed.
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Figure 5.1. Absorption features of crop residue
5.2 Methodology
5.2.1 Cellulose Absorption Index (CAI)
Crop residue cover is linearly related to the depth of the broad absorption feature
near 2100nm associated with cellulose as shown in Fig. 5.1. CAI, which is based on
the spectral difference between adjacent bands near 2000nm and 2200nm, estimates
the relative amount of crop residue as follows [94]:
CAI = 0.5× (R2.0 + R2.2)−R2.1 (5.1)
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where R2.0,R2.1,R2.2 are the reflectance values in bands centered at 2000, 2100, and
2200nm, respectively. The adjacent bands around these wavelengths are averaged to
improve stability.
5.2.2 Spectral Unmixing for Residue Estimation
In remotely sensed data, most pixels are highly mixed with several distinct materi-
als for reasons such as resolution trade-off, intimate mixtures, multiple interferences,
etc [13–16]. Spectral unmixing assumes that the surface is dominated by a small
number of these substances and can be modeled by representing them at sub-pixel
levels [13]. For these reasons, spectral unmixing provides the capability to quantita-
tively estimate residue cover as an alternative approach to the CAI method.
In this study, N-FINDR and fully constrained linear unmixing are used for base-
line endmember extraction and abundance estimation, respectively. N-FINDR is one
of the most popular, automatic EE algorithms (summarized in Chapter 3). PCA, the
global manifold method ISOMAP, and the local manifold method LLE are compared
to reduce the dimensional space for N-FINDR. Fully constrained linear unmixing is
efficient for estimating physically meaningful fractional abundances as described in
Chapter 1.
5.3 Data Acquisition for Hyperspectral Mapping of Residue Cover
5.3.1 Field Reference Data: Purdue University
This study was conducted over an agricultural area (ACRE) near Purdue Uni-
versity in Indiana, USA, where corn and soybeans are the dominant crops. Field
campaigns were performed to collect residue cover with a hand-held GPS unit in
selected fields during the fall of 2008 and 2012.
In 2008, the traditional field line-point transect, a standard technique for mea-





Figure 5.2. (a) line-point method and (b), (c) photographic acquisi-
tion technique using a digital camera mounted on a boom
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(USDA) Natural Resources Conservation Service (NRCS) [104], was used at 38 loca-
tions. The line-point method uses systems of cross-hairs, grid points, or a dot matrix
to define points where the presence or absence of residue is determined as shown in
Fig. 5.2(a) [104].
The photographic technique using a digital camera mounted on a boom was
adapted to determine the residue coverage at 27 locations in 2012. Nadir looking
photos were acquired at approximately 7m height (see Fig. 5.2(b)). The pictures
(e.g. Fig. 5.2(c)) were processed via SamplePoint software, which enables the mea-
surement of cover from nadir looking images by superimposing a systematic or random
array [105], to determine the proportion of crop residue cover in the field.
5.3.2 Remote Sensing Data for Residue Cover Evaluation Experiments
Hyperspectral data were collected by the airborne sensor SpecTIR and spaceborne
sensor Hyperion on EO-1 over ACRE on November 3, 2008 and November 17, 2012,
respectively (see Fig. 5.3). There were no heavy rain events before the remote sensing
data acquisitions. Pure crop residue is more prevalent immediately following the
harvest prior to significant tillage activity, whereas pure soil is easier to obtain near
the end of the tillage season once farmers have prepared the spring seeding [96].
The SpecTIR data were recorded at 2m spatial resolution and 178 spectral bands
of 10nm width, ranging from 400 to 2450nm. The Hyperion data were comprised of
196 bands of the original 224 bands after removing the water absorption bands in the
vicinity of 1400 and 1900nm and the bands with low SNR. Unfortunately, the striping
in Hyperion data has increased as the sensor has aged, and is particularly strong in
the SWIR bands. The stripes removed using a local window normalization approach
had minimal impact on the spectral response. Both datasets were atmospherically
corrected to convert the radiance to reflectance using the Fast Line-of-sight Atmo-
spheric Analysis of Spectral Hypercubes (FLAASH) radiative transfer code in ENVI
and then geometrically corrected. The spatial resolution of the airborne data was
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(a) (b)
Figure 5.3. Color composite images of study area over ACRE col-
lected by (a) SpecTIR (R/G/B: 650/555/445nm, Fall 2008) and (b)
Hyperion (R/G/B: 650/559/447nm, Fall 2012) (Images acquired over
different areas)
degraded to 30m by bilinear interpolation to observe the mixing phenomena, and to
match the spatial resolution of Hyperion.
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5.4 Experimental Unmixing Results
5.4.1 Airborne Hyperspectral Data (Fall 2008) for Unmixing Experiments
A. Qualitative evaluation of unmixing results
The SpecTIR data contain 10 potential endmembers estimated by the HySime
algorithm [79], which is eigen decomposition-based and fully automatic, from the air-
borne hyperspectral data collected by SpecTIR. The SpecTIR data have high SNR
( 500:1) and are not as affected by atmospheric attenuation as the spaceborne Hyperon
data. Fig. 5.4(a) shows a residue cover map obtained by CAI, and Figs. 5.4(b)-5.4(d)
illustrate fractional abundance maps of the residue component by PCA, ISOMAP,
and LLE-based unmixing methods, respectively. The brighter pixels are associated
with a higher residue cover. Unlike CAI (Fig. 5.4(a)), unmixing results (Fig. 5.4(b)-
5.4(d)), especially in the NW fields, indicated a within field variability that might be
associated with other materials such as green vegetation, wet areas, etc. Some mid-
coverage fields obtained using LLE for feature reduction over-estimated the residue
cover compared to those of the ISOMAP unmixing method. While unmixing extracts
these materials as individual components, CAI focuses only on band combinations as-
sociated with the cellulose absorption feature, and other contributing factors cannot
be discerned directly. Manifold learning-based unmixing results (Fig. 5.4(c), 5.4(d))
also exhibited a greater within field variability and captured more detailed character-
istics in some fields than did PCA-based unmixing (Fig. 5.4(b)).
B. Quantitative evaluation of residue estimates
As a quantitative validation, linear regression models based on in-situ measure-
ments and corresponding image derived values of residue cover were developed as
shown in Fig. 5.5. The CAI values were scaled between 0 and 1 to be consistent
with fully constrained unmixing. All the regression models had high R2 values. In




Figure 5.4. Estimated residue cover maps of SpecTIR data by (a)
CAI, (b) Unmixing (PCA), (c) Unmixing (ISOMAP) and (d) Unmix-
ing (LLE)
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coverage than in fields with low residue coverage. High residue cover is due to corn
stover, which has greater variability in reflectance, in part due to variation of residue
water content. All the unmixing-based models (Fig. 5.5(b)-5.5(d)) had higher R2 and
lower RMSE values than the CAI-based model. The models derived from unmix-
ing covered the full range of the ground based measurements, and the slope of the
models for ISOMAP and LLE was approximately one (note: the slope in the scatter
plots was 100 due to the different units between fraction and coverage). As shown in
Fig. 5.5(c),5.5(d), the manifold learning-based unmixing results also had higher R2
and lower RMSE values than the PCA-based model results illustrated in Fig. 5.5(b).
Fig. 5.6 shows RMSE over the range of residue cover values between in-situ and es-
timated residue cover resulting from the regression models. While CAI generally has
high accuracy in the low-coverage fields, unmixing methods have relatively low RMSE
as the residue cover increases. For unmixing techniques, standard deviations of the
residuals are also lower than for CAI based models, which indicates that the results
are robust for residue coverage.
Finally, it should be noted that while CAI can be interpreted relative to the
absorption feature of cellulose in the electromagnetic spectrum, it must be calibrated
with ground measurements. Unmixing can provide estimates of crop residue coverage
without the corresponding ground data due to the nature of the endmembers and the
constraints of the linear mixing model. Since a fully constrained linear unmixing was
used, the abundances had a range of 0 to 1 (e.g., 100% (pure) residue cover should be
close to 1 and 0% residue cover (pure soil) should be close to 0). In results where PCA
is used for dimensionality reduction (Fig. 5.5(b)), fractional abundances generally
have low pixel values (less than 0.5) compared to those of manifold learning based
methods (Fig. 5.5(c),5.5(d)). This indicates that manifold learning-based methods
provided better characterization of the data in a low dimensional space and selected




Figure 5.5. Linear regression models between ground measures and
(a) scaled CAI, (b) Unmixing (PCA), (c) Unmixing (ISOMAP), (d)
Unmixing (LLE) from SpecTIR data
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Figure 5.6. RMSE comparison between in-situ and estimated residue
cover of the selected fields
5.4.2 Hyperion Data (Fall 2012) for Unmixing Experiments
A. Qualitative evaluation of unmixing results
Although airborne hyperspectral data have high SNR and are not impacted by at-
mospheric attenuation, the acquisitions are limited and costly. Over the past decade,
users have had opportunities to access data acquired by Hyperion, in preparation for
the launch of missions such as the Japanese HISUI, European Space Agency EnMAP,
and NASA HypsIRI. Unfortunately, recent Hyperion imagery has contained more
stripes than the historical Hyperion data, particularly in the SWIR. R2.0,R2.1,R2.2
of Hyperion that are used for CAI visually appear to have been adequately corrected
(see Fig. 5.7(a)5.7(c)), but the resulting CAI image contains many artifacts (see
Fig. 5.7(d)). The 2000nm band was not utilized in the estimate due to noise. How-
86
ever, meaningful information from the CAI-based image could still not be obtained
since the stripes and the noise associated with R2.0,R2.1,R2.2 were exacerbated.
The Hyperion dataset also contains 10 endmembers. Fig. 5.8(a) represents a
fractional abundance map of the residue component by the PCA-based unmixing
method. Stripes were still present, but the resulting image was visually better than
the CAI image (Fig. 5.7(d)) for interpreting residue cover. As shown in Fig. 5.8(d),
the stripes and the noise components were extracted as a separate component and
then used to compute the fractional abundances in a linear mixing model. Since the
stripes and the noise generally have extreme pixel values, and are present throughout




Figure 5.7. (a) 1990nm, (b) 2100nm, (c) 2200nm band of Hyperion,




Figure 5.8. Abundance maps of (a) crop residue and (b) soil, (c)




Figure 5.9. Linear regression models between ground measures and
(a) scaled CAI, (b) Unmixing (PCA), (c) Unmixing (ISOMAP), (d)
Unmixing (LLE) from Hyperion data
B. Quantitative evaluation of residue estimates
Empirical models were developed in a similar way to those from airborne data
analysis. Based on the visual inspection in Fig. 5.7(d), a regression model based on
CAI and ground measurements would not be expected useful information (also note
Fig. 5.9(a)). Both PCA and manifold learning-based unmixing methods (Fig. 5.9(b)-
5.9(d)) had better R2 and RMSE than the CAI-based regression model. Since airborne
data have much better SNR and original spatial resolution than Hyperion, R2 values
of airborne models were generally much higher (> 0.8). The study area, field data
acquisition method, and field conditions were also different between 2008 and 2012,
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so models were not really comparable. However, the trends for the two models are
similar to those obtained from airborne data. The CAI based-model has the narrowest
dynamic range. The fractional abundances obtained via PCA feature extraction and
unmixing method are biased and the range of estimated abundances is very small
(less than 0.2) compared to the manifold learning methods, which ranged from 0 to
0.8. The slope of PCA which indicates the physical agreement is much higher than
that of the manifold learning-based models. Manifold learning-based methods had
slightly higher R2 values, with a slope closer to one and lower RMSE than PCA in
the SpecTIR dataset, but they significantly outperformed PCA as well as CAI in the
noisy Hyperion data.
5.5 Conclusions
In this chapter, spectral unmixing techniques using hyperspectral remotely sensed
data with high and low SNR were investigated to estimate crop residue in agricultural
areas. In general, both CAI and unmixing models performed well if the image data did
not contain stripes and had high SNR. However, the unmixing methods significantly
outperformed the CAI method in recent Hyperion data since noise was embedded in
the CAI values via band combinations. Further, manifold learning yielded a more
representative residue endmember than PCA, the linear feature extraction method.
Three conclusions were derived from this case study.
• Spectral unmixing techniques can mitigate the impact of noise and stripes,
particularly in noisy data collected by pushbroom sensors since the noise and
the stripes associated with generally extreme spectral signatures were extracted
as individual components. If a pure spectral signature of crop residue was
selected, it resulted in an improved visual qualitative map and a quantitatively
more accurate residue map, based on the field data collected in this study.
• Although manifold learning is computationally expensive, it is more efficient
for finding a better residue endmember and for estimating residue cover than is
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PCA. The high computational overhead can be mitigated by landmark-based
manifold learning approaches as discussed in the previous chapters.
• Fully constrained unmixing provides physically more meaningful results com-
pared to CAI. Incorporating ground data is necessary for model development,
but fully constrained fractional abundances themselves are sufficiently inter-
pretable.
Spectral unmixing represents the data in terms of continuous values. It can ex-
ploit the physical proportions of interesting targets in highly mixed remote sensing
data if the proper endmembers are selected directly from the image, field or spectral
library, which are straightforward to develop spectral characteristics of the target.
However, to develop appropriate remote sensing indices such as CAI, the distinguish-
ing spectral characteristics (e.g., absorption features) of the target must be adequately
investigated. This also requires a strong background in spectroscopy.
The water content of soil and crop residue impacts remotely sensed estimates of
crop residue cover [99, 100]. In this study, since there were no heavy rain events re-
ported prior to the data acquisitions, it was unable to determine whether the unmixing
models were robust for the residue water content and soil moisture. Also, it should be
noted that the unmixing techniques had relatively higher errors in low residue cover
fields than the CAI model (Fig. 5.6) since only fractional abundances of pure residue
endmember were involved in developing the empirical models. If the fractional abun-
dances of the residue can be combined with a soil component (Fig. 5.8(b)) in the
empirical models, the model accuracy in the low residue fields might be increased.
It should be noted that fields with low residue cover are more critical to soil and
nutrient loss from rainfall, as shown in [106]. Further research over a broader range
of conditions is needed to improve the residue predictions, possibly jointly exploiting
both the CAI and unmixing approaches based on the hyperspectral data.
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6. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE
RESEARCH
6.1 Summary
Manifold learning-based spectral unmixing of hyperspectral remote sensing data
was investigated in this dissertation. The aim was to propose an intelligent land-
mark selection method that could deal with high computational overhead of manifold
learning and to develop more representative manifolds by an active landmark sam-
pling strategy. The primary contributions of the dissertation are summarized for each
chapter as follows:
• Chapter 3: A new landmark selection method and hybrid manifold approach
were investigated. The resulting landmark points identified by the proposed LH
method were acquired at lower computational cost and had spectrally and spa-
tially low redundancy compared to in the traditional methods since the proposed
landmark selection method exploited both the spectral and spatial relationships
between adjacent pixels. The proposed hybrid manifold could further reduce the
computational burden by being integrated with the LH method. Globally se-
lected backbone points and local approximations could preserve both the global
and local characteristics of the geometry.
[Related publications]
[73] J. Chi and M. M. Crawford. Landmark selection using homogeneity on
nonlinear manifolds for unmixing hyperspectral data. Proc. 2012 IEEE In-
ternational Geoscience and Remote Sensing Symposium (IGARSS), Munich,
Germany, July 22-27, pp. 1373-1376, 2012.
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[74] J. Chi and M. M. Crawford. Selection of landmark points on nonlinear
manifolds for spectral unmixing using local homogeneity. IEEE Geoscience and
Remote Sensing Letters, 10(4): 711-715, 2013.
• Chapter 4: Active learning heuristics were incorporated into the landmark
selection process. Additional landmarks identified by active sampling strategy
were selected to increase the manifold stability and representation for spectral
unmixing. A sampling method based on spatially nonoverlapping, sequentially
subdivided subsets was advantageous for efficiently selecting the additional land-
marks. The proposed sampling method was successfully incorporated into the
active sampling framework and developed both spectrally and spatially high
diverse landmark points with fewer learning steps.
[Related publications]
[80] J. Chi and M. M. Crawford. Active landmark sampling for manifold learn-
ing based spectral unmixing. IEEE Geoscience and Remote Sensing Letters,
2013, In revision.
• Chapter 5: The spectral unmixing technique was investigated to estimate crop
residue cover. For the airborne data, both CAI and unmixing-based methods
produced reasonable results with high agreement. In a noisy image, however,
the unmixing technique, especially the manifold learning-based approaches, de-
veloped more accurate empirical models than the CAI-based model due to the
impact of extreme values, and yielded visually better residue coverage maps.
Additionally, fractional abundances are sufficiently interpretable without incor-
porating in-situ measurements.
[Related publications]
[92] J. Chi and M. M. Crawford. Spectral unmixing based crop residue esti-
mation. IEEE Journal of Selected Topics in Applied Earth Observations and
Remote Sensing, 2013, In revision.
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6.2 Future work
Although this dissertation addressed several issues inherent in existing landmark
sampling methods and unmixing techniques, remaining challenges motivate exten-
sions of this research:
1. Manifold learning-based spectral unmixing captures some forms of nonlinearity
of the data in the feature extraction stage, and endmembers are extracted from
the manifold space. Although the fully constrained linear unmixing to compute
the fractional abundances can estimate physically meaningful proportions of the
extracted endmembers, limitations remain when attempting to solve problems
where the linear model is not adequate. In the machine learning community,
kernel-based algorithms in Hilbert space have gained attention and achieved no-
table success in addressing nonlinear problems in various applications. Kernel-
based approaches may provide a capability to resolve the issue of nonlinear
mixture analysis while maintaining the constraints of the fully constrained lin-
ear mixing model.
2. Since active landmark sampling is a relatively new concept which was moti-
vated by active learning in supervised classification, further research should be
conducted to address both the classification and unmixing tasks. More ad-
vanced sampling methods to better explore the spectral and spatial context are
worthwhile topics.
3. In residue research, the soil endmember component is highly related to the
crop residue endmember. Since the soil endmember is more likely to be asso-
ciated with low residue covered fields, a combination of both soil and residue
endmembers might be able to increase the agreement of the regression model.
Addressing soil moisture as an influence on the residue prediction model re-
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