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1. Introduction
In this paper we study the well-posedness for weakly hyperbolic equations of higher orders of
general form with time-dependent coeﬃcients. Namely, we consider the Cauchy problem
⎧⎪⎪⎨⎪⎪⎩
Dmt u =
m−1∑
j=0
Am− j(t, Dx)D jt u + f (t, x), (t, x) ∈ [0, T ] ×Rn,
Dk−1t u(0, x) = gk(x), k = 1, . . . ,m,
(1)
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1318 C. Garetto, M. Ruzhansky / J. Differential Equations 253 (2012) 1317–1340where each Am− j(t, Dx) is a differential operator of order m − j with continuous coeﬃcients only
depending on t . As usual, Dt = 1i ∂t and Dx = 1i ∂x . More precisely, we can write Eq. (1) as
Dmt u =
m−1∑
j=0
∑
|γ |=m− j
am− j,γ (t)Dγx D
j
t u +
∑
|γ |+ jl
am− j,γ (t)Dγx D
j
t u + f (t, x), (2)
where l is the order of lower order terms, 0 lm−1. Concerning the lower order terms, throughout
the paper we will only assume that am− j,γ (t) ∈ C[0, T ] for |γ | + j  l, and that f ∈ C([0, T ];Gs(Rn))
is continuous in t and Gevrey in x of order s appearing in the formulation of the theorems below.
Weakly hyperbolic equations (1), (2) and their special cases have been extensively considered in
the literature, see e.g. [1,4–6,9,10,14], to mention only very few, and references therein.
Let A(m− j) denote the principal part of the operator Am− j and let τk(t, ξ), k = 1, . . . ,m, be the
roots of the characteristic equation
τm =
m−1∑
j=0
A(m− j)(t, ξ)τ j ≡
m−1∑
j=0
∑
|γ |=m− j
am− j,γ (t)ξγ τ j.
We will analyse the following two cases:
Case 1. We assume that the roots τk(t, ξ), k = 1, . . . ,m, are real-valued and of Hölder class Cα ,
0< α  1, with respect to t; for any t ∈ [0, T ] they either coincide or are all distinct.
Case 2. There exists r = 2, . . . ,m − 1 such that
(i) the roots τk(t, ξ), k = 1, . . . , r, are real-valued, of class Cα , 0<α  1, with respect to t and either
coincide or are all distinct;
(ii) the roots τk(t, ξ), k = r + 1, . . . ,m, are real-valued, of class Cβ , 0 < β  1, with respect to t and
are all distinct.
Before we proceed we note that in the case α = 1 or β = 1, it is enough to assume Lipschitz
regularity for the corresponding roots. This includes the case of weakly hyperbolic equations with
smooth coeﬃcients in which case the roots are Lipschitz by Bronshtein’s theorem.
In the next section we give the Gevrey well-posedness results for the Cauchy problem (1) in
Cases 1 and 2, as well as in the strictly hyperbolic case formulated below in Case 3. In summary,
our results will apply to all dimensions and will improve the known Gevrey indices in different set-
tings. First we describe what is known for this problem.
Cauchy problems of such type have been studied in the Gevrey framework by Colombini and
Kinoshita in [5] but only in the one-dimensional case, i.e., x ∈R, and with f ≡ 0. In the present paper,
we extend the result of [5] to any dimension n 1, as well as improve the indices for the Gevrey well-
posedness (see Remarks 4 and 7). The idea of the proof in [5] is to reduce the Cauchy problem (1) to
a differential system keeping track of all the derivatives of the solution u. The new unknown function
contains also the lower order derivatives of u and thus the size of the resulting system is much higher
than m. Technically, it makes it hard to extend this method to higher dimensions. In this paper we
use the pseudo-differential techniques of the reduction of (1) to the system. This allows us to keep
the size of the system to be equal to m and works equally well in all dimensions. The subsequent
estimates can be then improved for several terms in the proof of the energy inequality. Here, we also
give results for inhomogeneous equations as well as discuss the well-posedness of the problem (1) in
the spaces of ultradistributions.
More generally, in dimensions n 1, there are a number of results available concerning the prob-
lem (1). It was known since a long time (see Ivrii [10] and references therein) that the Cauchy problem
for any hyperbolic equation with suﬃciently smooth coeﬃcients is well-posed in Gevrey classes Gs
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acteristics of multiplicity r m, with coeﬃcients C∞ in t (and also allowing Gs in x), is well-posed in
Gs for 1 s < 1 + 1r−1 . This bound is in general sharp but can be improved in particular cases, such
as, for example, Case 1 in Theorem 3, allowing lower regularity on the coeﬃcients and taking into
account the degree of lower order terms. Under the smoothness assumptions on the coeﬃcients, we
have α = β = 1 in our assumptions, so that the index 1r−1 corresponds to βr−β in Theorem 6.
When m = 2, l = 1 and r = 2, Colombini, De Giorgi, Jannelli and Spagnolo (see [2,3]) considered
Eqs. (1), (2) with a1,1(t) ≡ 0 and a0,2(t) ∈ Cδ[0, T ], δ > 0. They showed that the Cauchy problem (1) is
well-posed in Gs provided that 1 s < 1+ δ2 . In our setting this is covered by the conditions of Case 1
with α = δ2 , so that the result above is included in Theorem 3 giving the range 1 s < 1 + α. They
also considered the case of r = 1 when they proved the well-posedness in Gs for 1 s < 1+ δ1−δ . In
our setting this falls under the assumptions of Case 2 with α = δ2 and β = δ, so that their result is
included in Theorem 6 with the same range for s.
In [14], Kinoshita and Spagnolo considered the Cauchy problem (1) for operators with homoge-
neous symbols in one dimension, i.e. assuming that n = 1 and am− j,γ (t) ≡ 0 for γ + j < m in (2).
Among other results for such equations, they showed that if am− j,γ (t) ∈ C2[0, T ], γ + j =m, and the
characteristic roots satisfy
τi(t)
2 + τ j(t)2  M
(
τi(t) − τ j(t)
)2
for i = j, (3)
then the Cauchy problem (1) is well-posed in the Gevrey space Gs provided that 1  s < 1 + 1m−1 .
In our setting, the condition am− j,γ (t) ∈ C2[0, T ] corresponds to α = 2r and β = 1. Thus, Theorem 6
implies the well-posedness in the Gevrey space Gs for 1  s < 1 + min{ 2r , 1r−1 } = 1 + 1r−1 , provided
that the equation has multiplicities (2  r m). In this sense the result of Theorem 6 improves the
C2-coeﬃcients result of [14], also allowing any n 1 and lower order terms, as well as removing the
assumption (3) on the roots. We note that condition (3) has been considered earlier in Colombini and
Orrù in [7] to prove C∞ well-posedness in case of analytic coeﬃcients. Certain improvements have
been also observed by Jannelli in [12].
We also present the corresponding results for the well-posedness in classes of Gevrey ultradis-
tributions. It is by now well known that the Cauchy problems for weakly hyperbolic equations even
with smooth coeﬃcients do not have to be in general well-posed in the space D′(Rn) of distributions,
see e.g. Colombini, Jannelli and Spagnolo [3] and Colombini, Spagnolo [8]. In the subsequent paper we
will analyse the propagation of singularities for weakly hyperbolic equations, and for such purpose it
is necessary to have a framework in which the Cauchy problem would be well-posed. In fact, such a
well-posedness result follows directly from the energy estimates that we will establish in the proofs
of Theorems 3 and 6. However, there is still one subtle matter of the deﬁnition of the corresponding
space of Gevrey ultradistributions. Namely, we will show that one has to take the Beurling Gevrey ul-
tradistributions rather than the Roumieu Gevrey ultradistributions to achieve such results. In general,
in the absence of energy inequalities certain conclusions in spaces containing Schwartz distributions
are also possible, but such questions will be treated elsewhere.
Furthermore, we complement the weakly hyperbolic analysis by giving the results for strictly hy-
perbolic equations with coeﬃcients of low regularity. This corresponds to Case 2 above when we take
r = 1. As the equation is strictly hyperbolic, we do not have to distinguish between regularities of
simple and multiple roots, so that we can take α = β in this case. To summarise, we consider
Case 3. We assume that the roots τk(t, ξ), k = 1, . . . ,m, are real-valued and of Hölder class Cβ ,
0< β  1, with respect to t; for any t ∈ [0, T ] they are all distinct.
The proof of the corresponding statements will follow by taking the proof of Case 2 and putting
r = 1 and α = β at the end.
Finally we note that if the operator in (1) is strictly hyperbolic and coeﬃcients are more regular,
much more is known. For a detailed analysis of large-time asymptotics of Eqs. (1), (2), for constant
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hyperbolic, multiplicities of the full equation (together with lower order terms) may still occur for
small frequencies due to the presence of low order terms. Equations with C1-regularity of the coeﬃ-
cients with respect to time have been treated in Matsuyama and Ruzhansky [18], while systems with
oscillations and more regularity have been analysed in Ruzhansky and Wirth [21].
In the sequel, we denote 〈ξ〉 = (1+ |ξ |2)1/2.
The authors thank Professor T. Kinoshita for useful discussions, and the Daiwa foundation for sup-
port.
2. Main results
From the fact that each A(m− j)(t, ξ) is a polynomial homogeneous of degree m − j in ξ it follows
that the roots τk(t, ξ) are positively homogeneous of degree 1 in ξ . Combining this fact with the
Hölder regularity it follows in Case 1 that there exists a constant c > 0 such that∣∣τk(t, ξ) − τk(s, ξ)∣∣ c|ξ ||t − s|α (2.1)
for k = 1, . . . ,m, for all ξ = 0 and t, s ∈ [0, T ].
Throughout the paper, without loss of generality, by relabelling the roots, we can always arrange
that they are ordered, so that we will assume that
τ1(t, ξ) τ2(t, ξ) · · · τm(t, ξ), (2.2)
for all t and ξ . The index for the Hölder regularity is preserved under such a relabelling. More pre-
cisely, in Case 2 we have that (2.1) is true with exponent β when r + 1 km and
τ1(t, ξ) τ2(t, ξ) · · · τr(t, ξ) < τr+1(t, ξ) < τr+2(t, ξ) < · · · < τm(t, ξ), (2.3)
for all t and ξ = 0. From the homogeneity in ξ we also have that
τk(t, ξ) − τk−1(t, ξ) c0|ξ | (2.4)
for some constant c0 > 0 and all k = r + 1, . . . ,m, uniformly in t ∈ [0, T ] and ξ = 0. Throughout the
paper we also assume that the roots which coincide have the following uniform property: there exists
c > 0 such that ∣∣τi(t, ξ) − τ j(t, ξ)∣∣ c∣∣τk(t, ξ) − τk−1(t, ξ)∣∣ (2.5)
for all 1  i, j,k  r, for all t ∈ [0, T ] and ξ ∈ Rn . We note that although condition (2.5) was not
explicitly stated in [5], it is required for their proof also in the case n = 1 [15].
We ﬁrst formulate the results in Gevrey spaces. Throughout the formulations, in inequalities for
indices, we will adopt the convention that 10 = +∞. We brieﬂy recall the deﬁnition of the space
Gs(Rn), the space of (Roumieu) Gevrey functions. We denote N0 =N∪ {0}.
Deﬁnition 1. Let s  1. We say that f ∈ C∞(Rn) belongs to the Gevrey class Gs(Rn) if for every
compact set K ⊂Rn there exists a constant C > 0 such that for all α ∈Nn0 we have the estimate
sup
x∈K
∣∣∂α f (x)∣∣ C |α|+1(α!)s.
We recall that G1(Rn) is the space of analytic functions and that Gs(Rn) ⊆ Gσ (Rn) if s  σ . For
s > 1, let Gs0(R
n) be the space of compactly supported Gevrey functions of order s. In the paper we
make use of the following Fourier characterisation (see [19, Theorem 1.6.1]), where 〈ξ〉 = (1+ |ξ |2) 12 .
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(i) Let u ∈ Gs0(Rn). Then, there exist constants c > 0 and δ > 0 such that∣∣̂u(ξ)∣∣ ce−δ〈ξ 〉 1s (2.6)
for all ξ ∈Rn.
(ii) Let u ∈ S ′(Rn). If there exist constants c > 0 and δ > 0 such that (2.6) holds then u ∈ Gs(Rn).
We now formulate the result for Case 1.
Theorem 3. Let T > 0 and 0  l  m − 1. Assume the conditions of Case 1. Then for any gk(x) ∈ Gs(Rn)
(k = 1, . . . ,m), the Cauchy problem (1) has a unique global solution u ∈ Cm([0, T ];Gs(Rn)), provided that
1 s < 1+min
{
α,
m − l
l
}
. (2.7)
Remark 4. In [5], the authors proved that in one dimension n = 1 and for f ≡ 0, the well-posedness in
Theorem 3 holds provided that 1 s < 1+min{α, m−lm−1 }. Theorem 3 improves this result by increasing
the second factor under the minimum, as well as gives the result for any dimension and non-zero f .
If we observe that α  m−ll is equivalent to l
m
α+1 , we get
Corollary 5. Under conditions of Case 1, if the order of lower order terms satisﬁes l  m2 , then the well-
posedness in Theorem 3 holds for 1  s < 1 + α. More precisely, if we assume that l  mα+1 , then the
well-posedness in Theorem 3 holds provided that 1 s < 1+ α.
Under assumptions of Case 2, if there are simple roots, sometimes the index in (2.7) can be im-
proved. However, this should not be generally expected as a multiplication of a weakly hyperbolic
polynomial by a strictly hyperbolic one should not, in general, improve the well-posedness of the
Cauchy problem.
Theorem 6. Let T > 0, 2  r  m − 1 and 0  l  m − 1. Assume the conditions of Case 2. Then for any
gk(x) ∈ Gs(Rn) (k = 1, . . . ,m), the Cauchy problem (1) has a unique global solution u ∈ Cm([0, T ];Gs(Rn)),
provided that
1 s < 1+min
{
α,
β
r − β
}
. (2.8)
Remark 7. In [5], the authors proved that in one dimension n = 1 and for f ≡ 0, the well-posedness
in Theorem 6 holds provided that 1  s < 1 + min{α, βr−β , m−lr−1 }. Theorem 6 improves this result by
removing the last term under the minimum, as well as applies to all dimensions and non-zero f .
We now give a remark about the strictly hyperbolic equations covered by Case 3. We recall that in
this case we take α = β .
Remark 8. Under the conditions of Case 3, the conclusion of Theorem 6 holds provided that
1 s < 1+ β
1− β .
See Remark 21 for the proof.
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the order of lower order terms is suﬃciently high. In particular and more precisely, it can be easily
checked that βr−β 
m−l
l if r 
βm
m−l (where r is the number of multiple roots), or if l
(r−β)m
r (where
l is the order of lower order terms).
It is interesting to observe the implications of Theorem 6 for equations with at most double roots
(r = 2) in the Cauchy problem (1), (2), where the coeﬃcients am− j,γ belong to Cδ with 0< δ  1 and
|γ | + j =m. In this case we have α = δ2 and β = δ, and since δ2 < δ2−δ , we obtain
Corollary 9. Assume that in Case 2, we have r = 2 (i.e. double roots) and that for |γ | + j =m the coeﬃcients
satisfy am− j,γ ∈ Cδ[0, T ], 0 < δ  1. Then the Cauchy problem (1) is well-posed in Cm([0, T ];Gs(Rn)) for
1 s < 1+ δ2 .
Finally we observe that all the arguments in the proofs remain valid if Eq. (1) is pseudo-differential
in the x-variable:
Remark 10. The results of Theorems 3 and 6 apply in the same way for operators in (1) that are
classical pseudo-differential in Dx , if we take gk ∈ Gs0(Rn), k = 1, . . . ,m, to be compactly supported.
Also, if the equality in (2.7) or (2.8) is attained, the local well-posedness in Theorems 3 and 6 and
in the ﬁrst part of this remark still holds.
Before proceeding with the ultradistributions and with the proof of the theorems above we give
some examples. For more examples in one dimension we refer to [5], with the corresponding im-
provement in indices given by Remarks 4 and 7.
Example 1. Let us consider the equation
D3t u = −a(t)Dt
xu + L(t, Dx, Dt)u,
where a(t)  0 belongs to C2α([0, T ]), 
x = ∂2x1 + · · · + ∂2xn and L is a differential operator of order
l  2. The corresponding principal symbol is τ 3 − a(t)|ξ |2τ with roots τ1 = −√a(t)|ξ |, τ2 = 0 and
τ3 = √a(t)|ξ |. According to Theorem 3 given initial data in Gs(Rn) the corresponding Cauchy problem
has a unique solution u ∈ C3([0, T ];Gs(Rn)) with
1 s < 1+min
{
α,
3− l
l
}
.
Note that the same well-posedness result holds for
D3t u =
n∑
i=1
bi(t)Dxi D
2
t + L(t, Dx, Dt)u,
when we assume that the coeﬃcients bi are real-valued of class Cα and the multiplicity is at a
point t0 ∈ [0, T ] such that bi(t0) = 0 for all i = 1, . . . ,n. We can apply Theorem 3 and as an example
of the reordering of the roots in the proof, we relabel the roots of the characteristic polynomial
τ 3 −∑i bi(t)ξiτ 2 as
τ1(t, ξ) = min
{∑
i
bi(t)ξi,0
}
, τ2 = 0, τ3(t, ξ) = max
{∑
i
bi(t)ξi,0
}
.
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D4t u = −
(
a(t) + b(t))D2t 
u − a(t)b(t)
2u, D jt u(0, x) = g j(x), j = 0,1,2,3,
where we take a ∈ C2α[0, T ], b ∈ Cβ [0, T ] with a(t)  0 and b(t) − a(t)  δ > 0. The roots of the
characteristic polynomial are τ1(t, ξ) = −√a(t)|ξ |, τ2(t, ξ) = +√a(t)|ξ |, τ3(t, ξ) = −√b(t)|ξ | and
τ4(t, ξ) = +√b(t)|ξ |. Hence, r = 2 and from Theorem 6 we have well-posedness in C4([0, T ];Gs(Rn))
with
1 s < 1+min
{
α,
β
2− β
}
.
Equations of this type were considered by Colombini and Kinoshita in [6], where the well-posedness
was proved for 1  s < 1 + min{α, β2 }. Thus, Theorem 6 gives an improvement of this result since
β
2−β 
β
2 . It also extends the one-dimensional version of this equation considered in [5, Example 3].
Before stating the ultradistributional versions of Theorems 3 and 6 we recall a few more facts
concerning Gevrey classes and ultradistributions. For more details see Komatsu [16], or Rodino [19,
Section 1.5] for a partial treatment. We ﬁrst recall the Beurling Gevrey functions.
Deﬁnition 11. Let s 1. We say that f ∈ C∞(Rn) belongs to the Beurling Gevrey class G(s)(Rn) if for
every compact set K ⊂ Rn and for every constant A > 0 there exists a constant CA,K > 0 such that
for all α ∈Nn0 we have the estimate
sup
x∈K
∣∣∂α f (x)∣∣ CA,K A|α|(α!)s.
Analogously to Proposition 2, we have the following Fourier characterisation, where G(s)0 (R
n) de-
notes the space of compactly supported Beurling Gevrey functions.
Proposition 12.
(i) Let u ∈ G(s)0 (Rn). Then, for any δ > 0 there exists Cδ > 0 such that
∣∣̂u(ξ)∣∣ Cδe−δ〈ξ 〉 1s (2.9)
for all ξ ∈Rn.
(ii) Let u ∈ S ′(Rn). If for any δ > 0 there exists Cδ > 0 such that (2.9) holds then u ∈ G(s)(Rn).
For s > 1, the spaces Gs0(R
n) and G(s)0 (R
n) of compactly supported functions can be equipped
with natural seminormed topologies, and by D′s(Rn) and D′(s)(Rn) we denote the spaces of linear
continuous functionals on them, respectively. We use the expressions Gevrey Roumieu ultradistribu-
tions and Gevrey Beurling ultradistributions for the elements of D′s(Rn) and D′(s)(Rn), respectively.
Let E ′s(Rn) and E ′(s)(Rn) be the topological duals of Gs(Rn) and G(s)(Rn), respectively. By duality
we have E ′s(Rn) ⊂ D′s(Rn) and E ′(s)(Rn) ⊂ D′(s)(Rn). We also have D′(Rn) ⊂ D′s(Rn) ⊂ D′(s)(Rn). The
Fourier transform of the functionals of E ′s(Rn) and E ′(s)(Rn) can be deﬁned in the same way as for the
distributions. Then, the following characterisation holds (see [16,17,19]):
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such that ∣∣̂v(ξ)∣∣ Cδeδ〈ξ 〉 1s
for all ξ ∈Rn. Similarly, v ∈ E ′(s)(Rn) if and only if there exist δ > 0 and C > 0 such that∣∣̂v(ξ)∣∣ Ceδ〈ξ 〉 1s
for all ξ ∈Rn.
We are now ready to state the ultradistributional versions of Theorems 3 and 6.
Theorem 14. Let T > 0 and 0  l  m − 1. Assume the conditions of Case 1. Then for any gk ∈ E ′(s)(Rn)
(k = 1, . . . ,m), the Cauchy problem (1) has a unique global solution u ∈ Cm([0, T ];D′(s)(Rn)), provided that
1 s 1+min
{
α,
m − l
l
}
.
The situation in Case 2 is as follows:
Theorem 15. Let T > 0, 2  r m − 1 and 0  l m − 1. Assume the conditions of Case 2. Then for any
gk ∈ E ′(s)(Rn) (k = 1, . . . ,m), the Cauchy problem (1) has a unique global solution u ∈ Cm([0, T ];D′(s)(Rn)),
provided that
1 s 1+min
{
α,
β
r − β
}
.
It is interesting to note the non-strict inequalities for s in Theorems 14 and 15 as opposed to strict
inequalities for s in Theorems 3 and 6, see also Remark 10.
Finally, we make a remark about the strictly hyperbolic case with low regularity coeﬃcients.
Remark 16. Under the conditions of Case 3, the conclusion of Theorem 15 holds provided that
1 s 1+ β
1− β .
See Remark 21 for the argument.
3. Reduction to ﬁrst order system and preliminary analysis
We now perform a reduction to a ﬁrst order system as in [22]. Let 〈Dx〉 be the pseudo-differential
operator with symbol 〈ξ〉. The transformation
uk = Dk−1t 〈Dx〉m−ku,
with k = 1, . . . ,m, makes the Cauchy problem (1) equivalent to the following system
Dt
⎛⎜⎝
u1
·
·
⎞⎟⎠=
⎛⎜⎝
0 〈Dx〉 0 . . . 0
0 0 〈Dx〉 . . . 0
. . . . . . . . . . . . 〈Dx〉
⎞⎟⎠
⎛⎜⎝
u1
·
·
⎞⎟⎠+
⎛⎜⎝
0
0
·
⎞⎟⎠ , (3.1)
um b1 b2 . . . . . . bm um f
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b j = Am− j+1(t, Dx)〈Dx〉 j−m,
with initial condition
uk|t=0 = 〈Dx〉m−k gk, k = 1, . . . ,m. (3.2)
The matrix in (3.1) can be written as A + B with
A =
⎛⎜⎝
0 〈Dx〉 0 . . . 0
0 0 〈Dx〉 . . . 0
. . . . . . . . . . . . 〈Dx〉
b(1) b(2) . . . . . . b(m)
⎞⎟⎠ ,
where b( j) = A(m− j+1)(t, Dx)〈Dx〉 j−m and
B =
⎛⎜⎝
0 0 0 . . . 0
0 0 0 . . . 0
. . . . . . . . . . . . 0
b1 − b(1) b2 − b(2) . . . . . . bm − b(m)
⎞⎟⎠ .
It is clear that the eigenvalues of the symbol matrix A(t, ξ) are the roots τ j(t, ξ), j = 1, . . . ,m. By
Fourier transforming both sides of (3.1) we obtain the system
DtV = A(t, ξ)V + B(t, ξ)V + F̂ (t, ξ),
V |t=0(ξ) = V0(ξ), (3.3)
where V is the m-column with entries vk = ûk , V0 is the m-column with entries v0,k = 〈ξ〉m−k ĝk and
A(t, ξ) =
⎛⎜⎝
0 〈ξ〉 0 . . . 0
0 0 〈ξ〉 . . . 0
. . . . . . . . . . . . 〈ξ〉
b(1)(t, ξ) b(2)(t, ξ) . . . . . . b(m)(t, ξ)
⎞⎟⎠ ,
b( j)(t, ξ) = A(m− j+1)(t, ξ)〈ξ〉 j−m,
B(t, ξ) =
⎛⎜⎝
0 0 0 . . . 0
0 0 0 . . . 0
. . . . . . . . . . . . 0
(b1 − b(1))(t, ξ) . . . . . . . . . (bm − b(m))(t, ξ)
⎞⎟⎠ ,
(b j − b( j))(t, ξ) = (Am− j+1 − A(m− j+1))(t, ξ)〈ξ〉 j−m,
F̂ (t, ξ) =
⎛⎜⎜⎝
0
0
...
f̂ (t, ·)(ξ)
⎞⎟⎟⎠ .
From now on we will concentrate on the system (3.3). We collect some preliminary results which will
be crucial in the next section. Detailed proofs can be obtained by easily adapting Lemmas 1, 2, 4 and
5 in [5, Section 2] to our situation.
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H =
⎛⎜⎜⎜⎜⎝
1 1 1 . . . 1
λ1〈ξ〉−1 λ2〈ξ〉−1 λ3〈ξ〉−1 . . . λm〈ξ〉−1
λ21〈ξ〉−2 λ22〈ξ〉−2 λ23〈ξ〉−2 . . . λ2m〈ξ〉−2
. . . . . . . . . . . . . . .
λm−11 〈ξ〉−m+1 λm−12 〈ξ〉−m+1 λm−13 〈ξ〉−m+1 . . . λm−1m 〈ξ〉−m+1
⎞⎟⎟⎟⎟⎠ . (3.4)
Then we have the following properties:
(i) det H = 〈ξ〉− (m−1)m2 ∏1 j<im(λi − λ j) and
det
(
A(t, ξ) − τ I)= (−1)m(τm −m−1∑
j=0
A(m− j)(t, ξ)τ j
)
;
(ii) the matrix H−1 has entries hpq as follows:
hpq = (−1)q−1〈ξ〉q−1
∑
S(m)p (m−q)
λi1 · · ·λim−q
(
m∏
i=1, i =p
(λi − λp)
)−1
,
for 1 qm − 1, and
hpq = (−1)m−1〈ξ〉m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
,
for q =m, where
S(a)b (c) =
{
(i1, . . . , ic) ∈Nc; 1 i1 < · · · < ic  a, ik = b, 1 k c
};
(iii) the matrix H−1A(t, ξ)H has entries
cpq = (τq − λq)
∏m
i=1, i =q(τi − λq)∏m
i=1, i =p(λi − λp)
when p = q;
(iv) the matrix H−1B(t, ξ)H has entries
dpq = (−1)m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
g(λq),
where g(τ ) =∑m−1j=0 (Am− j − A(m− j))(t, ξ)τ j ;
(v) assume that λ j ∈ C1(Rt), j = 1, . . . ,m. The matrix H−1 ddt H has entries
epq =
⎧⎨⎩
−λ′p(t)
∑m
i=1, i =p 1λi(t)−λp(t) , p = q,
−λ′q(t)
∏m
i=1, i =p,q(λi(t)−λq(t))∏m
i=1, i =p(λi(t)−λp(t)) , p = q.
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(iii) Let w(τ ) =∑m−1j=0 A(m− j)(t, ξ)τ j . Arguing as in the proof of Lemma 5 in [5] we have that
(cpq)1p,qm = H−1
⎛⎜⎜⎜⎜⎝
λ1 λ2 λ3 . . . λm
λ21〈ξ〉−1 λ22〈ξ〉−1 λ23〈ξ〉−1 . . . λ2m〈ξ〉−1
λ31〈ξ〉−2 λ32〈ξ〉−2 λ33〈ξ〉−2 . . . λ3m〈ξ〉−2
. . . . . . . . . . . . . . .
w(λ1)〈ξ〉−m+1 w(λ2)〈ξ〉−m+1 w(λ3)〈ξ〉−m+1 . . . w(λm)〈ξ〉−m+1
⎞⎟⎟⎟⎟⎠ .
Assertion (ii) yields
cpq =
m−1∑
r=1
hprλ
r
q〈ξ〉−r+1 + hpm〈ξ〉−m+1 f (λq)
=
m−1∑
r=1
(−1)r−1
∑
S(m)p (m−r)
λi1 · · ·λim−r
(
m∏
i=1, i =p
(λi − λp)
)−1
λrq
+ (−1)m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
f (λq),
which coincides with formula (25) in [5]. The proof continues as in [5, Lemma 5].
(iv) Let g(τ ) =∑m−1j=0 (Am− j − A(m− j))(t, ξ)τ j . The matrix H−1B(t, ξ)H can be written as
(dpq)1p,qm
= H−1
⎛⎜⎜⎜⎝
0 0 0 . . . 0
0 0 0 . . . 0
0 0 0 . . . 0
. . . . . . . . . . . . . . .
g(λ1)〈ξ〉−m+1 g(λ2)〈ξ〉−m+1 g(λ3)〈ξ〉−m+1 . . . g(λm)〈ξ〉−m+1
⎞⎟⎟⎟⎠ .
From (ii) we conclude that
dpq = (−1)m−1〈ξ〉m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
〈ξ〉−m+1g(λq)
= (−1)m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
g(λq).
(v) From the deﬁnition of H we have that H−1 ddt H is the matrix
H−1
⎛⎜⎜⎜⎜⎝
0 0 0 . . . 0
λ′1〈ξ〉−1 λ′2〈ξ〉−1 λ′3〈ξ〉−1 . . . λ′m〈ξ〉−1
(λ21)
′〈ξ〉−2 (λ22)′〈ξ〉−2 (λ23)′〈ξ〉−2 . . . (λ2m)′〈ξ〉−2
. . . . . . . . . . . . . . .
m−1 ′ −m+1 m−1 ′ −m+1 m−1 ′ −m+1 m−1 ′ −m+1
⎞⎟⎟⎟⎟⎠ .
(λ1 ) 〈ξ〉 (λ2 ) 〈ξ〉 (λ3 ) 〈ξ〉 . . . (λm ) 〈ξ〉
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epq =
m−1∑
r=2
hpr(r − 1)λr−2q λ′q〈ξ〉−r+1 + hpm(m − 1)λm−2q λ′q〈ξ〉−m+1
=
m−1∑
r=2
(−1)r−1〈ξ〉r−1
∑
S(m)p (m−r)
λi1 · · ·λim−r
(
m∏
i=1, i =p
(λi − λp)
)−1
λr−2q λ′q〈ξ〉−r+1
+ (−1)m−1〈ξ〉m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
(m − 1)λm−2q λ′q〈ξ〉−m+1
=
m−1∑
r=2
(−1)r−1
∑
S(m)p (m−r)
λi1 · · ·λim−r
(
m∏
i=1, i =p
(λi − λp)
)−1
λr−2q λ′q
+ (−1)m−1
(
m∏
i=1, i =p
(λi − λp)
)−1
(m − 1)λm−2q λ′q.
This is the expression for bpq in the proof of Lemma 4 in [5]. The proof continues as in [5,
Lemma 4]. 
We now proceed to analyse the roots τ j . We perform the natural regularisation and separation
process, but it will be different under the assumptions of Case 1 or of Case 2. To simplify the notation,
although the functions below will depend on ε, for brevity we will write λ j(t, ξ) for λ j(ε, t, ξ).
Proposition 18. Let ϕ ∈ C∞c (R), ϕ  0 with
∫
R
ϕ(x)dx = 1. Under the assumptions of Case 1, let
λ j(t, ξ) =
(
τ j(·, ξ) ∗ ϕε
)
(t) + jεα〈ξ〉, (3.5)
for j = 1, . . . ,m and ϕε(s) = ε−1ϕ(s/ε), ε > 0. Then, there exists a constant c > 0 such that
(i) |∂tλ j(t, ξ)| cεα−1〈ξ〉,
(ii) |λ j(t, ξ) − τ j(t, ξ)| cεα〈ξ〉,
(iii) λ j(t, ξ) − λi(t, ξ) εα〈ξ〉 for j > i,
for all t, s ∈ [0, T ′] with T ′ < T and all ξ ∈Rn.
Proof. By deﬁnition of convolution, if R is large enough, one has
∣∣∂tλ j(t, ξ)∣∣= ε−1 R∫
−R
τ j(t − εs)ϕ′(s)ds
= ε−1
R∫ (
τ j(t − εs, ξ) − τ j(t, ξ)
)
ϕ′(s)ds + ε−1
R∫
τ j(t, ξ)ϕ
′(s)ds, (3.6)
−R −R
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and third assertions follow immediately from the deﬁnition of λ j , where we note that in view of (2.2)
and the fact that ϕ  0 it is enough to observe (iii) for j − i = 1. 
Proposition 19. Let ϕ ∈ C∞c (R), ϕ  0 with
∫
R
ϕ(x)dx = 1. Under the assumptions of Case 2, let
λ j(t, ξ) =
(
τ j(·, ξ) ∗ ϕε
)
(t) + jεα〈ξ〉, 1 j  r,
λ j(t, ξ) =
(
τ j(·, ξ) ∗ ϕδ
)
(t), r + 1 j m, (3.7)
for 0< δ,ε < 1. Then, there exist constants c > 0, c0 > 0 such that
(i) |∂tλ j(t, ξ)| cεα−1〈ξ〉 for j = 1, . . . , r,
(ii) |λ j(t, ξ) − τ j(t, ξ)| cεα〈ξ〉 for j = 1, . . . , r,
(iii) λ j+1(t, ξ) − λ j(t, ξ) εα〈ξ〉 for j = 1, . . . , r − 1,
(iv) |∂tλ j(t, ξ)| cδβ−1〈ξ〉 for j = r + 1, . . . ,m,
(v) |λ j(t, ξ) − τ j(t, ξ)| cδβ〈ξ〉 for j = r + 1, . . . ,m,
(vi) λ j+1(t, ξ) − λ j(t, ξ)  c0〈ξ〉 for j = r, . . . ,m − 1, for ε = 〈ξ〉−γ with γ ∈ (0,1), δ = 〈ξ〉−1 and |ξ |
large enough,
(vii) λ j(t, ξ) − λi(t, ξ) c0〈ξ〉 for j = r + 1, . . . ,m, i = 1, . . . , r, ε = 〈ξ〉−γ with γ ∈ (0,1), δ = 〈ξ〉−1 and
|ξ | large enough,
hold for all t, s ∈ [0, T ′] with T ′ < T .
Proof. The ﬁrst three assertions are clear from Proposition 18 and (2.3). Assertion (iv) can be proven
as in (3.6). Assertion (v) follows immediately from the Cβ -property of the roots τ j when j = r +
1, . . . ,m. We ﬁnally consider the difference λ j+1(t, ξ) − λ j(t, ξ). If j = r + 1, . . . ,m − 1 then from the
bound from below (2.4) we obtain the estimate
λ j+1(t, ξ) − λ j(t, ξ) c0〈ξ〉
valid for t ∈ [0, T ′] and |ξ | large enough. It remains to consider λ j+1(t, ξ) − λ j(t, ξ) when j = r.
Making use of the deﬁnition in (3.7) we can write
λr+1(t, ξ) − λr(t, ξ) =
∫
R
τr+1(t − δs, ξ)ϕ(s)ds −
∫
R
τr(t − εs, ξ)ϕ(s)ds − rεα〈ξ〉
=
∫
R
(
τr+1(t − δs, ξ) − τr+1(t − εs, ξ)
)
ϕ(s)ds
+
∫
R
(
τr+1(t − εs, ξ) − τr(t − εs, ξ)
)
ϕ(s)ds − rεα〈ξ〉.
Hence, combining (2.4) with (2.1) we get
λr+1(t, ξ) − λr(t, ξ) c0|ξ | − c|ε − δ|β |ξ | − rεα〈ξ〉 c0|ξ | − c|ε − δ|β |ξ | − rεα
√
2|ξ |,
for |ξ | 1. It follows that for
|ε − δ|β  c0
4c
⇔ |ε − δ|
(
c0
4c
) 1
β
⇔ 〈ξ〉−γ (1− 〈ξ〉−1+γ ) ( c0
4c
) 1
β
(3.8)
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εα  c0
4
√
2r
⇔ ε 
(
c0
4
√
2r
) 1
α
⇔ 〈ξ〉−γ 
(
c0
4
√
2r
) 1
α
(3.9)
one has
λr+1(t, ξ) − λr(t, ξ) c′0〈ξ〉.
Assertion (vii) follows from (vi). 
In the sequel, with abuse of notation, we will still denote the smaller T ′ in Propositions 18 and 19
by T .
Proposition 20. The property (2.5) holds for the λ j ’s as well, i.e.,∣∣λi(t, ξ) − λ j(t, ξ)∣∣ c∣∣λk(t, ξ) − λk−1(t, ξ)∣∣ (3.10)
for all 1 i, j,k r, for all t ∈ [0, T ] and ξ ∈Rn.
Proof. Assume that i > j. Hence∣∣λi(t, ξ) − λ j(t, ξ)∣∣= (τi(·, ξ) − τ j(·, ξ)) ∗ ϕε(t) + (i − j)εα〈ξ〉
and ∣∣λk(t, ξ) − λk−1(t, ξ)∣∣= (τk(·, ξ) − τk−1(·, ξ)) ∗ ϕε(t) + εα〈ξ〉.
From (2.5) and the fact that ϕ  0 we get that
∣∣λi(t, ξ) − λ j(t, ξ)∣∣ c(τk(·, ξ) − τk−1(·, ξ)) ∗ ϕε(t) + (i − j)εα〈ξ〉
 c′
∣∣λk(t, ξ) − λk−1(t, ξ)∣∣
holds for all t ∈ [0, T ] and ξ ∈Rn . 
4. Proof in Case 1: Theorems 3 and 14
We ﬁrst prove Theorem 3. It is well known that the problem (3.1)–(3.2) is well-posed when s = 1,
see e.g. [11,13]. Hence, we may assume s > 1. In the case of Theorem 3 we can also assume that the
initial data have compact support. Since weakly hyperbolic equations have the ﬁnite speed of prop-
agation property it follows that the solution u is compactly supported in x as well. This observation
allows us to proceed with the reduction to a ﬁrst order system of Section 3.
Let H(t, ξ) be the matrix (3.4) with entries λ j(t, ξ) as in (3.5). Observe that the approximated
roots λ j are distinct for all ε > 0. We look for a solution V of the Cauchy problem (3.3) in the form
V (t, ξ) = e−ρ(t)〈ξ 〉
1
s
(det H)−1HW , (4.1)
where ρ ∈ C1[0, T ] will be determined in the sequel. By substitution in (3.3) we obtain
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1
s
(det H)−1HDtW + e−ρ(t)〈ξ 〉
1
s iρ ′(t)〈ξ〉 1s (det H)−1HW
+ ie−ρ(t)〈ξ 〉
1
s ∂t det H
(det H)2
HW + e−ρ(t)〈ξ 〉
1
s
(det H)−1(DtH)W
= e−ρ(t)〈ξ 〉
1
s
(det H)−1(A + B)HW + F̂ .
Multiplying both sides of the previous equation by eρ(t)〈ξ〉
1
s
(det H)H−1 we get
DtW + iρ ′(t)〈ξ〉 1s W + i∂t det H
det H
W + H−1(DtH)W
= H−1(A + B)HW + eρ(t)〈ξ 〉
1
s
(det H)H−1 F̂ .
Hence,
∂t
∣∣W (t, ξ)∣∣2 = 2Re(∂tW (t, ξ),W (t, ξ))
= 2ρ ′(t)〈ξ〉 1s ∣∣W (t, ξ)∣∣2 + 2∂t det H
det H
∣∣W (t, ξ)∣∣2 − 2Re(H−1∂t HW ,W )
− 2 Im(H−1AHW ,W )− 2 Im(H−1BHW ,W )
− 2 Im(eρ(t)〈ξ 〉 1s (det H)H−1 F̂ ,W ). (4.2)
We proceed by estimating
(1) ∂t det Hdet H ,
(2) ‖H−1∂t H‖,
(3) ‖H−1AH − (H−1AH)∗‖,
(4) ‖H−1BH − (H−1BH)∗‖.
4.1. Estimate of the ﬁrst term
Proposition 17(i) combined with Proposition 18 yields the following estimate
∣∣∣∣∂t det H(t, ξ)det H(t, ξ)
∣∣∣∣= ∣∣∣∣ 〈ξ〉−
(m−1)m
2 ∂t
∏
1 j<im(λi(t, ξ) − λ j(t, ξ))
〈ξ〉− (m−1)m2 ∏1 j<im(λi(t, ξ) − λ j(t, ξ))
∣∣∣∣

∑
1 j<im
|∂tλi(t, ξ) − ∂tλ j(t, ξ)|
|λi(t, ξ) − λ j(t, ξ)| 
c1εα−1〈ξ〉
εα〈ξ〉 = c1ε
−1, (4.3)
valid for all t ∈ [0, T ] and ξ ∈Rn .
4.2. Estimate of the second term
From Proposition 17(v) the entries of the matrix H−1(t, ξ)∂t H(t, ξ) can be written as
epq(t, ξ) =
⎧⎨⎩
−∂tλp(t, ξ)∑mi=1, i =p 1λi(t,ξ)−λp(t,ξ) , p = q,
−∂tλq(t, ξ)
∏m
i=1, i =p,q(λi(t,ξ)−λq(t,ξ))∏m (λi(t,ξ)−λp(t,ξ)) , p = q.i=1, i =p
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∣∣epp(t, ξ)∣∣ c εα−1〈ξ〉
εα〈ξ〉 = cε
−1.
To estimate epq when q = p we write
∂tλq(t, ξ)
∏m
i=1, i =p,q(λi(t, ξ) − λq(t, ξ))∏m
i=1, i =p(λi(t, ξ) − λp(t, ξ))
as
∂tλq(t, ξ)
∏m
i=1, i =p,q(λi(t, ξ) − λq(t, ξ))∏m
i=1, i =p,q(λi(t, ξ) − λp(t, ξ))(λq(t, ξ) − λp(t, ξ))
.
Since ∣∣λi(t, ξ) − λq(t, ξ)∣∣ ∣∣λi(t, ξ) − λp(t, ξ)∣∣+ ∣∣λp(t, ξ) − λq(t, ξ)∣∣
arguing as in (40) in [5] and making use of the estimate (3.10) we obtain that
∣∣epq(t, ξ)∣∣ c εα−1〈ξ〉
εα〈ξ〉 = cε
−1.
Hence, ‖H−1∂t H‖ c2ε−1.
4.3. Estimate of the third term
From Proposition 17(iii) the matrix H−1AH has entries
cpq(t, ξ) =
(
τq(t, ξ) − λq(t, ξ)
) ∏mi=1, i =q(τi(t, ξ) − λq(t, ξ))∏m
i=1, i =p(λi(t, ξ) − λp(t, ξ))
when p = q. As in formula (46) in [5] we have
∣∣τq(t, ξ) − λq(t, ξ)∣∣ ∏mi=1, i =q |τi(t, ξ) − λq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|

∣∣τq(t, ξ) − λq(t, ξ)∣∣∏mi=1, i =q |τq(t, ξ) − λq(t, ξ)| + |τi(t, ξ) − τq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
=
m−1∑
k=1
∣∣τq(t, ξ) − λq(t, ξ)∣∣k ∑
S(m)q (m−k)
|τi1(t, ξ) − τq(t, ξ)| · · · |τim−k (t, ξ) − τq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
+ |τq(t, ξ) − λq(t, ξ)|
m∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
.
Proposition 18 combined with∣∣τik (t, ξ) − τq(t, ξ)∣∣ ∣∣τik (t, ξ) − λik (t, ξ)∣∣+ ∣∣λik (t, ξ) − λq(t, ξ)∣∣+ ∣∣λq(t, ξ) − τq(t, ξ)∣∣,
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yields the estimate
∣∣cpq(t, ξ)∣∣ c m−1∑
k=1
εαk〈ξ〉k
∑
S(m)q (m−k)
〈ξ〉m−k−m+1
εα(m−1)−α(m−k)
+ c ε
αm〈ξ〉m
εα(m−1)〈ξ〉m−1  cε
α〈ξ〉.
This implies ‖H−1AH − (H−1AH)∗‖ c3εα〈ξ〉.
4.4. Estimate of the fourth term
From Proposition 17(iv) we have that H−1BH has entries
dpq(t, ξ) = (−1)m−1
(
m∏
i=1, i =p
(
λi(t, ξ) − λp(t, ξ)
))−1
g
(
λq(t, ξ)
)
,
where
g(τ ) =
m−1∑
j=0
(Am− j − A(m− j))(t, ξ)τ j .
Assume that we have lower order terms of order l. Then∣∣g(λq(t, ξ))∣∣ C〈ξ〉l
and by Proposition 18(iii) we get ∣∣dpq(t, ξ)∣∣ cεα(1−m)〈ξ〉−m+1+l.
Hence ‖H−1BH − (H−1BH)∗‖ c4εα(1−m)〈ξ〉l−m+1.
4.5. Conclusion of the proof
Making use of these four estimates in (4.2) we get
∂t
∣∣W (t, ξ)∣∣2  2(ρ ′(t)〈ξ〉 1s + c1ε−1 + c2ε−1 + c3εα〈ξ〉 + c4εα(1−m)〈ξ〉l−m+1)∣∣W (t, ξ)∣∣2
+ C ′e(ρ(t)−δ1)〈ξ 〉
1
s
∣∣W (t, ξ)∣∣

(
2ρ ′(t)〈ξ〉 1s + C1ε−1 + C2εα〈ξ〉 + C3εα(1−m)〈ξ〉l−m+1
)∣∣W (t, ξ)∣∣2
+ C ′e(ρ(t)−δ1)〈ξ 〉
1
s
∣∣W (t, ξ)∣∣, (4.4)
where δ1 > 0 depends on f , in view of Proposition 2. Set ε = 〈ξ〉−γ . By substitution in (4.4) we arrive
at comparing the terms
〈ξ〉γ ; 〈ξ〉−γ α+1; 〈ξ〉γ α(m−1)+l−m+1.
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max
{
γ ,γ α(m − 1) + l −m + 1}−γ α + 1.
Then, if we take s > 0 such that
1
s
> −γ α + 1 = −min
{
1
1+ α ,
m − l
αm
}
α + 1
= −min
{
α
1+ α ,
m − l
m
}
+ 1 = max
{
1
1+ α ,
l
m
}
, (4.5)
for a suitable decreasing function ρ (for instance ρ(t) = ρ(0) − κt with κ > 0 and ρ(0) to be chosen
later) we obtain
∂t
∣∣W (t, ξ)∣∣2  (2ρ ′(t)〈ξ〉 1s + C〈ξ〉−γ α+1)∣∣W (t, ξ)∣∣2
+ 2eρ(t)〈ξ 〉
1
s det H(t, ξ)
∣∣H−1(t, ξ)∣∣∣∣̂F (t, ξ)∣∣∣∣W (t, ξ)∣∣

(
2ρ ′(t)〈ξ〉 1s + C〈ξ〉−γ α+1)∣∣W (t, ξ)∣∣2 + C ′e(ρ(t)−δ1)〈ξ 〉 1s ∣∣W (t, ξ)∣∣. (4.6)
Note that (4.5) implies
s <min
{
1+ α, m
l
}
= 1+min
{
α,
m − l
l
}
.
Assuming for the moment that |W (t, ξ)| 1, taking ρ(0) < δ1 we get the energy estimate
∂t
∣∣W (t, ξ)∣∣2  (2ρ ′(t)〈ξ〉 1s + C〈ξ〉−γ α+1 + C ′e(ρ(0)−δ1)〈ξ 〉 1s )∣∣W (t, ξ)∣∣2  0, (4.7)
for large enough |ξ | (note that it suﬃces to consider only large |ξ |). Consequently, (4.1) and (4.7)
imply the estimate
∣∣V (t, ξ)∣∣= e−ρ(t)〈ξ 〉 1s 1
det H(t, ξ)
∣∣H(t, ξ)∣∣∣∣W (t, ξ)∣∣
 e−ρ(t)〈ξ 〉
1
s 1
det H(t, ξ)
∣∣H(t, ξ)∣∣∣∣W (0, ξ)∣∣
= e(−ρ(t)+ρ(0))〈ξ 〉
1
s det H(0, ξ)
det H(t, ξ)
∣∣H(t, ξ)∣∣∣∣H−1(0, ξ)∣∣∣∣V (0, ξ)∣∣, (4.8)
where, for γ as above, we have
det H(0, ξ)
det H(t, ξ)
∣∣H(t, ξ)∣∣∣∣H−1(0, ξ)∣∣ cε−α (m−1)m2 = c〈ξ〉γ α (m−1)m2 .
Hence, ⎧⎨⎩
∣∣V (t, ξ)∣∣ ce(−ρ(t)+ρ(0))〈ξ 〉 1s 〈ξ〉γ α (m−1)m2 ∣∣V (0, ξ)∣∣, for ∣∣W (t, ξ)∣∣ 1,∣∣V (t, ξ)∣∣ ce−ρ(t)〈ξ 〉 1s 〈ξ〉γ α (m−1)m2 , for ∣∣W (t, ξ)∣∣< 1, (4.9)
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characterisations of Proposition 2 yields the statement of Theorem 3 if we choose κ > 0 small enough.
If s = 1 + min{α, m−ll }, we need κ to be large enough in (4.6), so that (4.9) still implies the local in
time well-posedness (showing a statement in Remark 10).
We note that in view of the characterisation in Proposition 13, the estimate (4.9) also yields the
statement of Theorem 14. In this case we can also allow the critical case s = 1+min{α, m−ll }. Indeed,
differently from the case of Theorem 3, taking κ > 0 to be large enough, we can make sure that the
estimate (4.7) holds, while (4.9) yields that V (t, ξ) satisﬁes the estimates of Proposition 13 for any
value of T . Because of the presence of the function ρ in (4.9) the obtained result is in the space of
Gevrey Beurling ultradistributions rather than in the space of Gevrey Roumieu ultradistributions.
5. Proof in Case 2: Theorems 6 and 15
We work on the energy estimate similar to Case 1. However, the different nature of the approxi-
mated roots λ j(t, ξ) yields different estimates for the terms
(1) ∂t det Hdet H ,
(2) ‖H−1∂t H‖,
(3) ‖H−1AH − (H−1AH)∗‖,
(4) ‖H−1BH − (H−1BH)∗‖.
5.1. Estimate of the ﬁrst term
Arguing as in (4.3) we have∣∣∣∣∂t det H(t, ξ)det H(t, ξ)
∣∣∣∣ ∑
1 j<im
|∂tλi(t, ξ) − ∂tλ j(t, ξ)|
|λi(t, ξ) − λ j(t, ξ)|
=
∑
1 j<ir
|∂tλi(t, ξ) − ∂tλ j(t, ξ)|
|λi(t, ξ) − λ j(t, ξ)| +
∑
r+1 j<im
|∂tλi(t, ξ) − ∂tλ j(t, ξ)|
|λi(t, ξ) − λ j(t, ξ)|
+
∑
1 j<im
jr, ir+1
|∂tλi(t, ξ) − ∂tλ j(t, ξ)|
|λi(t, ξ) − λ j(t, ξ)| .
Proposition 19 yields for t ∈ [0, T ] and |ξ | large enough the following estimate:∣∣∣∣∂t det H(t, ξ)det H(t, ξ)
∣∣∣∣ c εα−1〈ξ〉εα〈ξ〉 + c′ δβ−1〈ξ〉c0〈ξ〉 + c′′ ε
α−1〈ξ〉 + δβ−1〈ξ〉
c0〈ξ〉
 c1 max
{
ε−1, δβ−1
}
.
We note that here we can use Proposition 19(vi) since we will set ε and δ later to be as required.
5.2. Estimate of the second term
The entries of the matrix H−1(t, ξ)∂t H(t, ξ) can be written as
epq(t, ξ) =
⎧⎨⎩
−∂tλp(t, ξ)∑mi=1, i =p 1λi(t,ξ)−λp(t,ξ) , p = q,
−∂tλq(t, ξ)
∏m
i=1, i =p,q(λi(t,ξ)−λq(t,ξ))∏m (λi(t,ξ)−λp(t,ξ)) , p = q.i=1, i =p
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epp(t, ξ) = −∂tλp(t, ξ)
r∑
i=1, i =p
1
λi(t, ξ) − λp(t, ξ)
− ∂tλp(t, ξ)
m∑
i=r+1, i =p
1
λi(t, ξ) − λp(t, ξ) .
It follows that, for |ξ | large,
∣∣epp(t, ξ)∣∣ c εα−1〈ξ〉
εα〈ξ〉 + c
εα−1〈ξ〉
c0〈ξ〉 , 1 p  r,∣∣epp(t, ξ)∣∣ c δβ−1〈ξ〉
c0〈ξ〉 , 1+ r  p m.
Hence, ∣∣epp(t, ξ)∣∣ c′ max{ε−1, δβ−1}.
When p = q we argue as in [5] (estimates (38)–(40)). In particular, when both p and q belong to
{1, . . . , r} we follow the arguments of Section 4.2 for the corresponding term in Case 1. We obtain, for
|ξ | large enough,
|epq| cδβ−1εα(1−r), 1 p m, r + 1 qm,
|epq| cεα−1, r + 1 p m, 1 q r,
|epq| cε−1, 1 p  r, 1 q r.
In conclusion, we get ∥∥H−1(t, ξ)∂t H(t, ξ)∥∥ c2 max{ε−1, δβ−1εα(1−r)}
for t ∈ [0, T ] and |ξ | large enough.
5.3. Estimate of the third term
The matrix H−1AH has entries
cpq(t, ξ) =
(
τq(t, ξ) − λq(t, ξ)
) ∏mi=1, i =q(τi(t, ξ) − λq(t, ξ))∏m
i=1, i =p(λi(t, ξ) − λp(t, ξ))
.
Arguing as in Case 1, making use of the estimates in Proposition 19 and of the assumption (2.5) we
obtain, for |ξ | large and 1 p  r, 1 q r,
∣∣τq(t, ξ) − λq(t, ξ)∣∣ ∏mi=1, i =q |τi(t, ξ) − λq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|

∣∣τq(t, ξ) − λq(t, ξ)∣∣∏mi=1, i =q |τq(t, ξ) − λq(t, ξ)| + |τi(t, ξ) − τq(t, ξ)|∏m |λi(t, ξ) − λp(t, ξ)|i=1, i =p
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m−1∑
k=1
∣∣τq(t, ξ) − λq(t, ξ)∣∣k ∑
S(m)q (m−k)
|τi1(t, ξ) − τq(t, ξ)| · · · |τim−k (t, ξ) − τq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
+ |τq(t, ξ) − λq(t, ξ)|
m∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
 c
m−1∑
k=1
εαk〈ξ〉k〈ξ〉m−k
εα(r−1)−α(r−k)〈ξ〉m−1 + c
εαm〈ξ〉m
εα(r−1)〈ξ〉m−1
 c′ max
{
εα, εα(m−r+1)
}〈ξ〉
= c′εα〈ξ〉. (5.1)
If r + 1 qm and 1 p  r then
∣∣τq(t, ξ) − λq(t, ξ)∣∣ ∏mi=1, i =q |τi(t, ξ) − λq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
 cδβ〈ξ〉 1
εα(r−1)
= cδβεα(1−r)〈ξ〉. (5.2)
If r + 1 qm and 1+ r  p m then
∣∣τq(t, ξ) − λq(t, ξ)∣∣ ∏mi=1, i =q |τi(t, ξ) − λq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
 cδβ〈ξ〉 1
c0
= c′δβ〈ξ〉. (5.3)
Finally, if 1 q r and 1+ r  p m then
∣∣τq(t, ξ) − λq(t, ξ)∣∣ ∏mi=1, i =q |τi(t, ξ) − λq(t, ξ)|∏m
i=1, i =p |λi(t, ξ) − λp(t, ξ)|
 cεα〈ξ〉 1
c0
= c′εα〈ξ〉. (5.4)
Combining (5.1) with (5.2), (5.3) and (5.4) we obtain∣∣cpq(t, ξ)∣∣ cmax{εα, δβεα(1−r), δβ}〈ξ〉 = cmax{εα, δβεα(1−r)}〈ξ〉.
Hence, ∥∥H−1AH − (H−1AH)∗∥∥ c3 max{εα, δβεα(1−r)}〈ξ〉
for t ∈ [0, T ] and |ξ | large enough.
5.4. Estimate of the fourth term
The entries of the matrix H−1BH are given by
dpq(t, ξ) = (−1)m−1
(
m∏
i=1, i =p
(
λi(t, ξ) − λp(t, ξ)
))−1
g
(
λq(t, ξ)
)
,
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g(τ ) =
m−1∑
j=0
(Am− j − A(m− j))(t, ξ)τ j .
Assume that we have lower order terms of order l. Then,
∣∣dpq(t, ξ)∣∣ cεα(1−r)〈ξ〉−m+1+l, 1 p  r,∣∣dpq(t, ξ)∣∣ c〈ξ〉−m+1+l, r + 1 p m,
and ∥∥H−1BH − (H−1BH)∗∥∥ c4εα(1−r)〈ξ〉l−m+1
for t ∈ [0, T ] and |ξ | large enough.
5.5. Conclusion of the proof
We now make use of the four estimates above in (4.2). We get, for large |ξ |,
∂t
∣∣W (t, ξ)∣∣2  2(ρ ′(t)〈ξ〉 1s + c1 max{ε−1, δβ−1}+ c2 max{ε−1, δβ−1εα(1−r)}
+ c3 max
{
εα, δβεα(1−r)
}〈ξ〉 + c4εα(1−r)〈ξ〉l−m+1)∣∣W (t, ξ)∣∣2
+ C ′e(ρ(t)−δ1)〈ξ 〉
1
s
∣∣W (t, ξ)∣∣, (5.5)
where δ1 > 0 depends on f . Set δ = 〈ξ〉−1 and ε = 〈ξ〉−γ . Then we have
∂t
∣∣W (t, ξ)∣∣2

(
2ρ ′(t)〈ξ〉 1s + C max{〈ξ〉γ , 〈ξ〉1−β, 〈ξ〉1−β−γ α(1−r), 〈ξ〉1−γ α, 〈ξ〉−γ α(1−r)+l−m+1})
· ∣∣W (t, ξ)∣∣2 + C ′e(ρ(t)−δ1)〈ξ 〉 1s ∣∣W (t, ξ)∣∣
= (2ρ ′(t)〈ξ〉 1s + C max{〈ξ〉γ , 〈ξ〉1−β−γ α(1−r), 〈ξ〉1−γ α, 〈ξ〉−γ α(1−r)+l−m+1})∣∣W (t, ξ)∣∣2
+ C ′e(ρ(t)−δ1)〈ξ 〉
1
s
∣∣W (t, ξ)∣∣. (5.6)
Let
γ = min
{
1
1+ α ,
β
αr
,
m − l
αr
}
.
Hence, max{γ ,1− β − γα(1− r),−γα(1− r) + l −m + 1} 1− γα and
∂t
∣∣W (t, ξ)∣∣2  (2ρ ′(t)〈ξ〉 1s + C〈ξ〉−γ α+1)∣∣W (t, ξ)∣∣2 + C ′e(ρ(t)−δ1)〈ξ 〉 1s ∣∣W (t, ξ)∣∣.
Let s > 0 be such that
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s
> −min
{
1
1+ α ,
β
αr
,
m − l
αr
}
α + 1 = max
{
1
1+ α ,
r − β
r
,
r −m + l
r
}
. (5.7)
If r −m + l > 0, this means that
s <min
{
1+ α, r
r − β ,
r
r −m + l
}
= 1+min
{
α,
β
r − β ,
m − l
r −m + l
}
. (5.8)
We can assume |W (t, ξ)|  1 since when |W (t, ξ)| < 1 we can use (4.1) to directly obtain the es-
timates as in the second line in (4.9). Choosing a suitable decreasing function ρ as in Case 1 we
obtain
∂t
∣∣W (t, ξ)∣∣2  0 (5.9)
for all t ∈ [0, T ] and for |ξ | suﬃciently large. If r −m + l  0 then the last term under the maximum
sign in (5.7) is negative, and hence disappears. Hence in this case (5.7) means that
s < 1+min
{
α,
β
r − β
}
. (5.10)
Let us ﬁnally show that the inequality (5.8) is actually also equivalent to (5.10). Indeed, let us denote
k =m − l, so that 1 k m. Consequently, for β  1 one can readily check that we have βr−β  kr−k ,
proving the claim.
In analogy to Case 1, by arguing as in (4.8), we see that (4.1) and (5.9) imply
∣∣V (t, ξ)∣∣ ce(−ρ(t)+ρ(0))〈ξ 〉 1s 〈ξ〉γ α (r−1)r2 ∣∣V (0, ξ)∣∣, (5.11)
for t ∈ [0, T ] and |ξ | large enough. The estimate (5.11) proves Theorem 6. Similarly to Case 1, (5.11)
and Proposition 13 imply the statement of Theorem 15, also allowing s = 1+min{α, βr−β }.
Remark 21. Assume now that we are under assumptions of Case 3, i.e. the Cauchy problem in con-
sideration is strictly hyperbolic. Analysing the estimates of Case 2 under the assumption of strict
hyperbolicity, we will set r = 1 and repeat the argument ﬁrst keeping the notation for α and β dis-
tinguishing them from each other (although, since we are interested in Case 3, we will put α = β
later). Then, by similar arguments, we readily see that
(1) | ∂t det Hdet H | c1 max{εα−1, δβ−1},
(2) ‖H−1∂t H‖ c2 max{εα−1, δβ−1},
(3) ‖H−1AH − (H−1AH)∗‖ c3 max{εα, δβ}〈ξ〉,
(4) ‖H−1BH − (H−1BH)∗‖ c4〈ξ〉−m+1+l ,
for t ∈ [0, T ] and |ξ | large enough. Hence, setting δ = 〈ξ〉−1 and ε = 〈ξ〉−γ in the energy estimate
(5.5)–(5.6) we obtain
∂t
∣∣W (t, ξ)∣∣2  (2ρ ′(t)〈ξ〉 1s + C max{〈ξ〉−γ α+γ , 〈ξ〉1−β, 〈ξ〉1−γ α, 〈ξ〉l−m+1})
· ∣∣W (t, ξ)∣∣2 + C ′e(ρ(t)−δ1)〈ξ 〉 1s ∣∣W (t, ξ)∣∣.
Arguing as in Case 2, from max{1− β,1−m + l} 1− γα we have that W (t, ξ) is of Gevrey order s
with
1
s
> −min
{
β
α
,
m − l
α
}
α + 1 = max{1− β,1−m + l} = 1− β.
1340 C. Garetto, M. Ruzhansky / J. Differential Equations 253 (2012) 1317–1340This means that
1 s < 1+ β
1− β .
Finally we note that since m − l  1 β , we have in this argument γ = min{ βα , m−lα } = βα . Recalling
that in Case 3, we actually assume α = β , we get that in fact γ = 1 (and hence also  = δ, simplifying
the proof of Case 3 compared to that of Case 2, if needed).
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