We consider a distributed multi-agent policy evaluation problem in reinforcement learning. In our setup, a group of agents with jointly observed states and private local actions and rewards collaborates to learn the value function of a given policy. When the dimension of state-action space is large, the temporal-difference learning with linear function approximation is widely used. Under the assumption that the samples are i.i.d., the best-known convergence rate for multi-agent temporal-difference learning is O(1/ √ T ) minimizing the mean square projected Bellman error. In this paper, we formulate the temporal-difference learning as a distributed stochastic saddle point problem, and propose a new homotopy primal-dual algorithm by adaptively restarting the gradient update from the average of previous iterations. We prove that our algorithm enjoys an O(1/T ) convergence rate up to logarithmic factors of T , thereby significantly improving the previously-known convergence results on multi-agent temporal-difference learning. Furthermore, since our result explicitly takes into account the Markovian nature of the sampling in policy evaluation, it addresses a broader class of problems than the commonly used i.i.d. sampling scenario. From a stochastic optimization perspective, to the best of our knowledge, the proposed homotopy primal-dual algorithm is the first to achieve O(1/T ) convergence rate for distributed stochastic saddle point problem.
Introduction
Temporal-difference (TD) learning based on linear function approximation is a popular method for policy evaluation in modern reinforcement learning (RL) and it is essential for many largescale applications. It was originally proposed in Sutton (1988) ; Bertsekas and Tsitsiklis (1996) ; Baird (1995) , and significant advances in solving real problems with large state spaces have been made (Mnih et al., 2015; Silver et al., 2016) .
Despite of widely-recognized empirical successes, theoretical analysis for TD is relatively limited. It has been discovered that the original TD method is unstable and that its convergence cannot be guaranteed in many off-policy scenarios (Baird, 1995) . Later, batch methods such as least-squares temporal-difference (LSTD) learning (Bradtke and Barto, 1996) are proposed to ensure stability at the expense of increased computation complexity. To address this issue, Sutton et al. (2009b,a) propose a class of low-complexity gradient temporal-difference (GTD) algorithms which have been shown to converge asymptotically in off-policy settings via ordinary differential equation (ODE) approaches. However, these are not true stochastic gradient methods with respect to their original objective functions (Szepesvári, 2010) , which results from the fact that the TD objectives (e.g., the mean square Bellman error (MSBE) or mean square projected Bellman error (MSPBE)) involve products and inverses of expectations. As such, these cannot be sampled directly and it is difficult to perform a finite sample complexity analysis for TD.
We briefly review some recent progress in analyzing TD as follows. The works (Dalal et al., 2018a,b) propose finite sample analyses for TD(0) (a naive TD algorithm) and GTD based on the stochastic approximation methods (Borkar, 2009) , and obtain an expected convergence rate of O(1/T α ), α ∈ (0, 0.5), minimizing MSBE. For TD(0), the rate is further improved to O(1/T ) by (Bhandari et al., 2018; Srikant and Ying, 2019; Zou et al., 2019) . The works (Liu et al., 2015; Wang et al., 2017) consider the GTD approach by rewriting the TD objective as a convex-concave saddle point program, which in turn allows one to invoke primal-dual stochastic gradient algorithms (Nemirovski et al., 2009) with O(1/ √ T ) convergence rate minimizing MSBPE. The convergence rate of GTD is, subsequently improved in the work (Touati et al., 2018) , which obtains aÕ(1/T ) convergence rate with the assumption that the data are i.i.d. sampled.
The goal of this paper is to study a more general distributed version of policy evaluation through TD learning with linear function approximation. We consider a collection of N agents communicated through an undirected connected graph. All agents share a joint state and dynamics of state transition is determined together by the local actions of each agents. However, each agent follows a local policy and owns a private local reward. The learning goal of all agents is to collectively maximize the total reward, which is the sum of all local rewards, based on the local problem data and information exchanges.
The distributed policy evaluation problem appears in studies of collaborative multi-agent reinforcement learning (MARL) (Pennesi and Paschalidis, 2010; Kar et al., 2013; Zhang et al., 2018a,b) , where distributed TD with linear function approximation is of particular interests (Macua et al., 2014; Stanković and Stanković, 2016; Mathkar and Borkar, 2016; Lee et al., 2018; Doan et al., 2019) . It has been observed in recent works (e.g. Zhang et al. (2018a) ) that a distributed version of the policy gradient theorem exists and the policy gradient with respect to each local agent can be obtained locally provided that the agent has an unbiased estimate of the global value functions. Thus, similar to the role of policy evaluation in single agent RL (Sutton and Barto, 2018) , once the global value function is well estimated, one readily obtains a policy improvement algorithm by running policy gradient updates locally. Along the this line, distributed TD with linear function approximation is of particular interests (Macua et al., 2014; Stanković and Stanković, 2016; Mathkar and Borkar, 2016; Lee et al., 2018; Doan et al., 2019) . The works (Macua et al., 2014; Stanković and Stanković, 2016) consider the distributed consensus-based GTD algorithms where the reward is global, but actions are local, and prove convergence of the algorithm. The work (Mathkar and Borkar, 2016) utilizes the ODE approach to show the asymptotic convergence of a gossip-based TD(0) algorithm, where the reward is also global, but the linear function approximation can be different for each agent. The works (Lee et al., 2018; Doan et al., 2019 ) study multi-agent TD learning where the reward can be local and prove convergence rates of O(1/ √ T ) for minimizing the MSPBE, and O(1/T ) for minimizing the MSBE respectively. Moreover, (Wai et al., 2018; Cassano et al., 2018) consider an off-line policy evaluation scenario where the samples are collected ahead of time and propose a batch consensus-based primal-dual gradient algorithm with a geometric convergence for minimizing the sampled version of MSPBE. It is worth mentioning, apart from (Mathkar and Borkar, 2016) , all other references operate under the assumption of i.i.d. state sampling in policy evaluation. In practical RL settings, this assumption is overly restrictive because of the Markovian nature of state trajectory samples.
Summary of contributions.
We consider a distributed multi-agent policy evaluation problem where all agents observe joint state trajectories, but the rewards and actions of each agent are private. We propose a new gradient temporal-difference algorithm with linear function approximation, namely distributed homotopy primal-dual algorithm, which restarts adaptively from the averages of previous iterations with decreasing learning rates. For the first time, we prove a O(1/T ) convergence rate for the problem of minimizing the mean square projected Bellman error for multi-agent temporal-difference learning. Furthermore, incorporating ideas from ergodic mirror descent (Duchi et al., 2012a) , our result takes into account the fact that the states evolve according to a Markov chain (instead of being i.i.d.) and is, therefore, more realistic and applicable to a broader class of problems than previous works.
From a technical perspective, using Fenchel duality, we recast minimization of the mean square projected Bellman error into a stochastic saddle point program which is not necessarily strongly convex-concave. However, our analysis exploits the fact that the mean square projected Bellman error itself is strongly convex (in terms of primal optimization variables) and, in the saddle-point setup, strongly concave (in terms of the dual variables). This enables us to establish that when the objective is close to the optimal, the average of iterations is close to the optimal solution, thereby showing that restarts help our algorithm converge faster. Our results also improve upon the best known O(1/ √ T ) convergence rate for general stochastic primal-dual algorithms and demonstrate that distributed convex-concave saddle point programs can be solved with a faster convergence rate.
Roadmap. In Section 2, we introduce the problem formulation of the distributed multi-agent policy evaluation. In Section 3, we present a homotopy primal-dual algorithm and our convergence result, together with a sketch of analysis ideas. In Section 4, we demonstrate the performance of our proposed algorihtm through computational experiments. Finally, we conclude this paper in Section 5. For the complete proof of our convergence result, please refer the supplementary material in Section 6.
Problem formulation 2.1 Multi-agent Markov decision process (MDP)
We consider an MDP with N agents over an undirected graph G = (E, V), where V := {1, · · · , N } denotes the set of nodes and E is the set of edges. Let S be the state space and A := A 1 × · · · A N be the joint action space. Without loss of generality, we assume that each local action space A i for agent i is the same for all states. Given a joint action a = (a 1 , · · · , a N ) ∈ A, let P a = [P a s,s ] s,s ∈S be the probability transition matrix under a, where P a s,s is the transition probability from s to s , let R j (s, a) be the local reward received by agent j corresponds to the pair (s, a) and let γ ∈ (0, 1) be a fixed discount factor. Then, the multi-agent MDP can be represented as the following tuple:
When a centralized controller is available and the state, actions, and rewards are globally observable, this problem simplifies to the classical single agent MDP. Instead, we assume that there is no centralized controller; while all agents can observe the joint state vector s ∈ S, the actions a j ∈ A j and rewards R j (s, a) are private for each agent, and the agents can only exchange information with their neighbors over G. Such scenario arises in several applications including robotic swarms (Kober et al., 2013) , power grids (Misra et al., 2013) , and stock market (Lee et al., 2018) . This problem is more challenging than the centralized setup because each agent has to update its decisions using local information to maximize the total reward (1/N )
be a joint policy which specifies the probability to take an action a ∈ A at state s ∈ S. For a joint policy π, we define the global reward at state s ∈ S as the following average:
where
The global reward R π c (s) is the expected value of the average of all local rewards when taking the policy π at state s.
For any fixed joint policy π, the multi-agent MDP becomes a Markov chain over S with the probability transition matrix P π , where the (s, s )-element of P π is given by P π s,s = a∈A π(a|s) P a s,s , and π(a|s) is the conditional probability of taking action a given state s. We assume that such a Markov chain is aperiodic and irreducible; this implies that, for any initial state, the Markov chain converges to a unique stationary distribution Π with a geometric rate (Levin and Peres, 2017).
Policy evaluation
The value function of a policy π be V π : S → R is defined as the expected value of discounted cumulative rewards when the multi-agent MDP is initialized with state s and follows policy π
If we arrange V π (s) and R π c (s) over all states s ∈ S into the vectors V π and R π c , the Bellman equation for V π can be written as
Since it is impossible to evaluate V π directly for a high-dimensional state space, we approximate V π (s) using a family of linear functions {V x (s) = φ T (s)x, x ∈ R d }, where x ∈ R d is the vector of unknown parameters and φ(s): S → R d is a known dictionary consisting of d features. If we arrange {V x (s)} s∈S into the vector V x ∈ R |S| , we have V x := Φx where the ith row of the matrix Φ ∈ R |S|×d is given by φ T (s i ). As commonly done in previous studies (Sutton et al., 2009a; Wai et al., 2018) , we assume that Φ has a full column rank.
The goal of policy evaluation now becomes to determine the vector x that minimizes the mean square Bellman error (MSBE) (Sutton et al., 2009b) ,
, where D := diag {Π(s), s ∈ S} ∈ R |S|×|S| is a diagonal matrix determined by the stationary distribution Π. As discussed in Sutton et al. (2009a) , the solution to the fixed point problem V x = γP π V x +R π c might not exist because the right-hand-side may not stay in the column space of the matrix Φ. To address this issue, the GTD algorithm (Sutton et al., 2009a) proposes to minimize the mean square projected Bellman error (MSPBE),
, via stochastic-gradienttype updates, where P Φ := Φ(Φ T DΦ) −1 Φ T D is a projection operator onto the column subspace of Φ.
We augment MSPBE via a regularization term to obtain
and λ is a non-negative regularization parameter. Noticeably, we allow λ = 0 so that objetive (3a) includes the original MSPBE as a special case. It has been shown in (Bertsekas and Tsitsiklis, 1996 , page 300) that full column rank Φ yields full rank A, that C is a positive definite matrix, and that the objective (3a) has a unique minimizer.
Distributed convex-concave saddle point program
The problem of minimizing the objective function introduced in equation (3a) can be written as
where X is a compact convex subset of
In a multi-agent stochastic optimization problem (4), the objective function is given by the sum of N private objectives and the optimization variable x ∈ R d is common to all agents (Nedic and Ozdaglar, 2009; Duchi et al., 2012b) . Since each f j involves products and inverses of the expectations, it is challenging to obtain its unbiased estimator from few state samples. This issue arises from the desire to minimize MSPBE and it is not encountered in typical multi-agent optimization settings.
As shown in (Liu et al., 2015; Wang et al., 2017; Wai et al., 2018) , the Fenchel dual of (4) can be used to express the objective functions in (4) as
where y j is a dual variable and Y ⊆ R d is a convex compact set such that C −1 (Ax−b j ) ∈ Y for all x ∈ X . Since C is a positive definite matrix and X is a compact set, such Y must exist. In fact, one could take a ball centered at the origin with a radius greater than sup x∈X , j∈{1,··· ,N } Ax − b j /λ min (C). Thus, (4) can be cast as a distributed stochastic saddle point problem in which we only have samples of the problem data A, C, and b; see (3b).
More abstractly, we are interested in a stochastic saddle point problem with the objective function,
where Ψ j (x, y j ; ξ) is a stochastic function with a random variable ξ which is distributed according to the stationary distribution of a Markov chain, x ∈ X is the primal variable, and y = (y 1 , · · · , y N ) is the dual variable with y j ∈ Y, where X and Y are convex compact sets.
Remark 2.1. While each term f j in the original objective function (4) is strongly convex and smooth (because C is invertible and A is full rank), ψ j in (5) is strongly concave in y j (because of the invertibility of C) but losses strong convexity in x for λ = 0.
When i.i.d. samples from the stationary distribution Π are available, stochastic mirror algorithms can be used to compute the saddle point of (6) with a convergence rate of O(1/ √ T ) on the primal-dual gap (Nemirovski et al., 2009 ). In the current setup, however, the distribution Π is unknown and i.i.d. samples cannot be used to approximate the objective function. We are thus interested in the multi-agent ergodic convergence scenario where each agent receives samples ξ t from a Markov process whose state distribution at time t is P t , and P t converges to the stationary distribution Π with a fixed rate. Note that ergodic convergence has been established for the centralized stochastic convex optimization (Duchi et al., 2012a) and for primal-dual saddle point optimization (Wang et al., 2017) with O(1/ √ T ) rate. To the best of our knowledge, the current paper is the first to consider ergodic convergence in distributed stochastic saddle point optimization.
3 Algorithm and convergence result 3.1 Distributed homotopy primal-dual algorithm (DHPD)
Let P X (·) and P Y (·) be projections onto X and Y and let W be a doubly stochastic mixing matrix over the communication network G.
In Algorithm 1, we propose a distributed homotopy primal-dual (DHPD) method for computing the saddle-point of the function given in (6). The initial learning rate is η 1 , the number of total rounds is K, the number of inner iterations in the first round is T 1 , and the number of iterations doubles for subsequent rounds.
Within round k, every agent i performs an inner loop update with T k iterations, indexed by time t. At round k and time t, the random variable of the underlying Markov process is ξ k (t). Every agent j updates a pair of local primal-dual variables z j,k (t) := (x j,k (t), y j,k (t)) using stochastic information
where Ψ j (z j,k (t); ξ k (t)) is a local random objective function.
After each round k, every agent j maintain two time-running averages,
At round k + 1, we initialize primal and dual updates using previous values ofx j,k andŷ j,k . We then reduce the learning rate by half, η k+1 = η k /2, and set the number of the inner loop iterations to T k+1 = 2T k . Similar approach has been adopted in Tsianos and Rabbat (2012) Let (x , y ) be a saddle point to the problem (6) where y = (y 1 , · · · , y N ), and the corresponding x is the solution to (4). We evaluate the performance of our algorithm for the ith agent using the (global) optimality gap which quantifies the difference between the global objective function evaluated at the algorithm outputx i,K and the global optimal solution x ,
Assumptions
We formally state assumptions required to establish the convergence rate for Algorithm 1.
First, we have an assumption on the problem domain as follows.
• Primal update: For all agents j ∈ V,
• Dual update: For all agents j ∈ V,
Output for the jth agent:
Assumption 3.1 (Convex compact domain). The feasible sets X and Y contain the origin in R d and they are convex and compact with radius R > 0, i.e., sup x∈X ,y∈Y (x, y) 2 ≤ R 2 .
We abstract the problem property and make the following assumption on f j (x) and ψ j (x, y j ) that does not rely on specific choices in (4) and (5).
Assumption 3.2 (Convexity and concavity). The function ψ j (x, y j ) is convex in x for any fixed y j ∈ Y, and is strongly concave in y j for any fixed x ∈ X , i.e., there exists ρ y > 0 such that
Moreover, f j (x) = max y j ∈Y ψ j (x, y j ) is strongly convex, i.e., there exists ρ x > 0 such that
Assumption 3.3 (Bounded gradient). For any t and k, there exists a constant G < ∞ such that the sampled gradient G j (x, y j ; ξ k (t)) with probability one we have
Remark 3.1. Jensen's inequality can be combined with Assumption 3.3 to establish that the population gradient is also bounded, i.e., g j (x, y j ) ≤ G for all x ∈ X and y j ∈ Y, where
Assumption 3.4 (Lipschitz gradient). For any t and k, there exists a constant L < ∞ such that with probability one we have
We recall some important concepts from probability theory. Let P and Q be probability distributions on a set Ξ ⊆ R |S| . The total variation distance between P and Q is given by
where P and Q are continuous with respect to the Lebesgue measure µ, whose densities p and q exist, and the supremum is taken over all measurable subsets of Ξ.
We use the notion of mixing time to evaluate the convergence speed of a sequence of probability measures generated by a Markovian process to its (unique) stationary distribution Π, whose density π is assumed to exist. Let F k,t be the σ-field generated by the first t samples at round k, ξ k,1 , · · · , ξ k,t , drawn from P k,1 , · · · , P k,t , where P k,t is the probability measure of the Markovian process at time t and round k. Let P [s] k,t be the distribution of ξ k,t conditioned on F k,s (i.e., given samples up to time slot s: ξ k,1 , · · · , ξ k,s ) at round k, whose density p k , ε) of the Markovian process conditioned on the σ-field of the initial s samples
The mixing time τ tv (P [s] k , ε) measures the number of additional steps required until the distribution of ξ k,t is within ε neighborhood of the stationary distribution Π given the initial s samples:
Since the underlying Markov chain is irreducible and aperiodic, one can show that there exists Γ ≥ 1 and ρ ∈ (0, 1) such that E d tv P [t] k,t+τ , Π ≤ Γρ τ for all τ ∈ N and all k (Levin and Peres, 2017). Furthermore, the mixing time property implies that
Convergence result
Theorem 3.1 establishes the convergence rate on the averaged optimality gap for the general stochastic saddle point problem with the objective function given in (6). Notice that the total number of iterations of Algorithm 1 is counted by
Theorem 3.1. Let Assumptions 3.1, 3.2, 3.3, and 3.4 hold. For any η 1 ≥ 1/(8/ρ y + 4/ρ x ), any T 1 and K satisfying T 1 ≥ τ := 1 + log(ΓT )/| log ρ|,
the outputx j,K of Algorithm 1 provides the solution to problem (4) with the following convergence rate,ε
where the optimality gap ε(x j,K ) is defined in (7), σ 2 (W ) is the second largest eigenvalue of W , and C 1 , C 2 are constants independent of T .
Remark 3.2. Note that as long as the horizon T > τ , one can always find T 1 , K such that condition (12) holds. In particular, choosing 1 T 1 = τ and K = log(1 + T /τ ) readily gives the desired O(log 2 ( √ N T )/T ) convergence rate.
Remark 3.3. According to (11), the constant τ corresponds to the upper bound of mixing time when choosing the proximity ε = 1/T . Thus, our bound in Theorem 3.1 is governed by how fast the process P
[s]
k reaches 1/T mixing.
1 Without loss of generality, we assume τ is an integer here.
, where λ ≥ 0, A is full rank, and C is positive definite, Assumptions 3.1-3.4 hold with
where constants β 0 , β 1 and β 2 provide upper bounds to β 0 ≥ R π j (s)φ(s) , β 1 ≥ φ(s)(φ(s) − γφ(s )) , and β 2 ≥ φ(s)φ(s) T , following the bounded feature data.
While the proof of Theorem 3.1 is provided in Section 6.2 of the supplemental material, we next summarize key ideas.
1. The optimality gap of any local solutionx i,K can be bounded by a customized primal-dual gap (or a surrogate gap), i.e.ε (
, wherê y j,K := argmax y j ∈Y ψ j (x i,K , y j ). Next, we bound this primal-dual gap.
2. We perform a customized consensus analysis using Lipschitz continuity of the gradients and error analysis of stochastic primal-dual algorithm to obtain E[ε (
where η K G 2 is the variance caused by stochastic gradients and τ /T results from the ergodic mixing of Markov chain.
3. We utilize the strong convexity of f j (·) and the strong concavity of ψ j (x, ·) to further bound
We obtain the gap inequality between rounds
Since K ≤ log T + 1, we iterate this inequality to the first round using the property
Computational experiments
We conduct a computational experiment on the example of Mountain Car Task in Sutton and Barto (2018) . We generate the dataset following the approach of (Wai et al., 2018) , obtain a policy by running Sarsa with d = 300 features, and sample the trajectories of states and actions according to the policy. We simulate the communication network with N agents by the Erdős-Rényi graph with connectivity 0.1. For every sample, each agent observes a local reward that is generated as a random proportion of the total reward. We compare Algorithm 1 (i.e., DHPD) with stochastic primal-dual (SPD) algorithm under different settings. For N = 1, SPD corresponds to GTD in Liu et al. (2015); Wang et al. (2017); Touati et al. (2018) , and for N > 1, SPD corresponds to multi-agent GTD (Lee et al., 2018) . We show computational results in Figure 1 for λ = 0. The optimality gap is the difference between empirical MSPBE and the optimal. We choose the initial learning rate for DHPD as η 1 = 0.1. We see that our algorithm converges faster than SPD in all cases. For detailed setups and additional computational results, see subsection 6.4 in the supplemental material. 
Concluding remarks
In this paper, we formulate the multi-agent temporal-difference learning as a distributed primaldual stochastic saddle point problem. We propose a new gradient temporal-difference algorithm with linear function approximation, namely distributed homotopy primal-dual algorithm, and prove an O(1/T ) convergence rate for minimizing the mean square projected Bellman error under the Markovian setting. Our result improves upon the best known O(1/ √ T ) convergence rate for general stochastic primal-dual algorithms, and it demonstrates that distributed convex-concave saddle point programs can be solved with a faster convergence rate. Similar analysis can potentially be employed to prove fast convergence of broader classes of stochastic primal-dual optimization algorithms under weaker assumptions than strong convexity (or concavity). One challenging problem is the finite sample analysis of temporal-difference learning with nonlinear function approximation where the objective is possibly not convex anymore. We leave this as our future work. 
Supplementary materials
In Subsection 6.1, we prepare some notations and preliminaries that will be used in the proof. We provide a complete proof of Theorem 3.1 in Subsection 6.2 by introducing a series of lemmas. For completeness, in Subsection 6.3 we provide proofs of lemmas we state in Subsection 6.1. In Subsection 6.4, we supplement other experimental results.
Notations and preliminaries
First, we define some notations for sequences generated by DHPD (see Algorithm 1) at the final round K. These notations are valid if we replace the round K by K − 1.
At round K and time t, we define the averaged primal variablex K (t) as
At round K, for agent j, the time-running local averagex j,K is given bŷ
and the averaged time-running local averagex K reads
To facilitate the primal analysis, we define two auxiliary averaged sequences
Thus the sequencex K (t) enjoys a simple "centralized" gradient update
where z j,K (t) := (x j,K (t), y j,K (t)).
Notice that the dual update y j,K (t + 1) has a similar update. The following classic lemma can be used to analyze the behavior ofx K (t) and y j,K (t). The proof can be found in Appendix B.3 in an extended version of reference (Zinkevich, 2003) .
Lemma 6.1 (Zinkevich (2003) ). Let U be a convex closed subset of R d . Let {g(t)} T t=1 be an arbitrary sequence in R d . Let sequences w(t) and u(t) be generated by the lazy projection: w(t + 1) = w(t) − ηg(t), u(t + 1) = P U (w(t + 1)), where u(1) ∈ U is the initial point and η > 0 is the learning rate. Then, for any fixed u ∈ U, we have
2 .
An important step of our analysis is to bound the network error x j,K (t) −x K (t) for the jth agent. We utilize the network dual averaging (Duchi et al., 2012b) to have the following upper bound for expected network error.
Lemma 6.2. Let Assumption 3.3 hold. Let W be a doubly stochastic mixing matrix over graph G. Let a sequence x j,K (t) be generated by DHPD for agent j. Then,
where σ 2 (W ) is the second largest singular value of W .
Proof. See Subsection 6.3.1.
We state a useful result about martingale sequence.
Proof. See Subsection 6.3.2.
Our convergence analysis focuses on the primal outputx i,K in DHPD for agent i. We define the optimal solution (x , y ) for the saddle point problem (6) as
ψ j (x, y j ) and y j := argmax y j ∈Y ψ j (x , y j ).
At the round K, for the algorithm outputx i,K for agent i andŷ K whereŷ K := (ŷ 1,K , · · · ,ŷ N,K ), we definex
We recall the global optimality gap in (7) here
where f j (x) := max y j ∈ Y ψ j (x, y j ).
To facilitate our convergence analysis, we define a customized primal-dual gap as a surrogate gap for measuring the optimality as
We define the averaged optimality gapε K and the averaged surrogate gapε K as
The relation between ε (x i,K ,ŷ K ) and ε(x i,K ) is given as follows.
Lemma 6.4. Letx i,K andŷ K be the outputs of DHPD for agent i. Then,
Proof. See Subsection 6.3.3.
Lemma 6.5. Let Assumption 3.2 hold. Letx i,K andŷ K be the outputs of DHPD for agent i. Then
6.2 Proof of Theorem 3.1
Step 1: Decomposing the surrogate gap
Our convergence analysis starts from the final round K in DHPD. By Lemma 6.4, it is sufficient to analyze the surrogate gap ε (x i,K ,ŷ K ) in (17) for agent i. We have the following lemma for decomposing the surrogate gap.
Lemma 6.6. Let Assumptions 3.2 and 3.3 hold. Letx i,K andŷ K be the outputs of DHPD for agent i. Then,
Proof. By adding and subtracting (17), we have the following decomposition.
where we use the gradient boundedness for ψ j in the first inequality due to Assumption 3.3, and the second inequality is due to Jensen's inequality. According to the network dual averaging property in Lemma 6.2, the first term in this upper bound can be easily bounded.
Next, we focus on the second term (I). Notice the definitions of time-running averagesx K and y j,K , by the convexity and the concavity of ψ j in Assumption 3.2, we can apply Jensen's inequality to obtain
By adding and subtracting
,ŷ j,K ) into the above upper bound, we further have
where the second inequality is due to the gradient boundedness for ψ j in Assumption 3.3. Similarly, we can use Lemma 6.2 to handle the first term in above upper bound.
The rest is to control a sum of local primal-dual gaps as the term (II) which only involves local objective ψ j .
Step 2: Bounding local primal-dual gaps
To upper bound the local primal-dual gap term:
we first utilize convexity-concavity of the local objective to relate it to each population gradient in the following lemma.
Lemma 6.7. Let Assumption 3.2 hold. Then,
Proof. By adding and subtracting
, y j,K (t)) in the term (II), we have the following decomposition.
By Assumption 3.2, the convexity-concavity of ψ j implies
To utilize the Markov mixing property, we divide above upper bound into a sum of the following two terms (III) and (IV), depending on the mixing time τ > 0.
In our Markov setting, since the mixing time τ is finite, we can easily upper bound the term (III) as follows.
Lemma 6.8. Let Assumptions 3.1 and 3.3 hold. Then,
Proof. By Assumptions 3.1 and 3.3, the boundedness of domain and gradient can be used to bound the term (III) as follows.
However, since sampled gradients G j,x (z j,K (t); ξ K (t)) and G j,y (z j,K (t); ξ K (t)) are biased in approximating population gradients g j,x (z j,K (t)) and g j,y (z j,K (t)), this will cause trouble in further upper bounding the term (IV).
To make it tractable, we need to carefully decompose the term (IV) further so that we can utilize previous martingale concentration result in Lemma 6.3 and the Markov chain mixing time property. We have the following lemma.
Lemma 6.9. Let Assumptions 3.1, 3.3 and 3.4 hold. Then,
Proof. By subtracting and adding G j,y (z j,K (t); ξ K (t+τ )) and G j,x (z j,K (t); ξ K (t+τ )) into two terms in (IV) respectively, we have the following decomposition.
Then, we insert y j into the first term of the above formula as follows.
Therefore, we can employ different strategies to further upper bound the term (IV). Since the term (IV.1) has a structure of gradient difference, we can utilize the martingale concentration result following Lemma 6.3. The terms (IV.2) and (IV.4) can be simply upper bounded by use of the uniform mixing time property. With proper rewriting, terms (IV.3) and (IV.5) can be related to Lemma 6.1 and enjoy tractable upper bounds.
Bounding the term (IV.1): According to Lemma 6.3, we define the following martingale difference sequence with M = 2G.
Thus, the term (IV.1) follows
To upper bound the term (IV.1), we use the result (16) obtain the following inequality.
By the gradient boundedness and the mixing time property, we have
K,t+τ ). Now, we collect the above results to bound the term (IV.1). Taking an expectation of (IV.1), by the triangle inequality and the Cauchy-Schwarz inequality, we have
where in the last inequality is due to the mixing time property: if we choose T K and τ such that τ = 1 + log(ΓT K )/ log |ρ| ≥ τ tv (P
Bounding terms (IV.2) and (IV.4): We can utilize the uniform mixing time to upper bound both of them similarly as follows.
Similarly, we have the same upper bound for the term (IV.4) as
Bounding terms (IV.3) and (IV.5): To find their upper bounds, we first change time index and regroup them into several tractable terms.
By Assumptions 3.1, 3.3 and 3.4, we use the gradient Lipschitzness as G j,y (z j,
and bounded domain with radius R for the first term, and the gradient boundedness for the third term to obtain the following bound.
For the term (IV.5), we have a similar bound as follows.
Using the relation ( a + b ) 2 ≤ 2 a 2 + 2 b 2 , we can combine above upper bounds for terms (IV.3) and (IV.5) first; then we subtract and addx K (t) in the last inner product as follows.
Notice that we can use the gradient boundedness for the third term in above bound. Applying the result in Lemma 6.1 on the second term and the fourth term yields
After taking an expectation of the term (II), we collect all these upper bounds for above decomposed terms from (IV.1) to (IV.5) to finish the proof.
By incorporating results in Lemmas 6.8 and 6.9 into Lemma 6.7, we conclude the following upper bound for the local primal-dual gap term (II).
Lemma 6.10. Let Assumptions 3.1, 3.2, 3.3 and 3.4 hold. Then,
Proof. We first take expectation of (III) in Lemma 6.8, then add it to E[(IV)] in Lemma 6.9.
6.2.3
Step 3: Bounding the surrogate gap
As shown in Lemma 6.9, the upper bound for E[(IV)] is not optimal since the dominating factor is O(1/ √ T K ). Therefore, simply combining previous upper bounds for the surrogate gap is loose. Instead, we observe the following inequality from Lemma 6.5,
This inequality enable us to refine the upper bound for the surrogate gap as follows.
Lemma 6.11. Let Assumptions 3.1, 3.2, 3.3 and 3.4 hold. Then,
Proof. After taking an expectation of ε (x i,K ,ŷ K ) and substituting previous upper bound on E[(II)], we utilize (19) to obtain
which is a quadratic inequality in terms of E[ε (x i,K ,ŷ K )] 1/2 . Solving this quadratic inequality and using the relation ( a + b ) 2 ≤ 2 a 2 + 2 b 2 proves (20) directly.
Now we have established an upper bound for the surrogate gap as shown in (20) which scales O(1/T K ).
6.2.4
Step 4: Establishing a recursive relation for the surrogate gap Lemma 6.12. Let Assumptions 3.1, 3.2, 3.3 and 3.4 hold. For η K and
Proof. The proof basically follows the mechanism of DHPD by carefully decomposing the upper bound in (20).
Bounding the term (V.1): We can upper bound the term (V.1) by reformulating it in the form of (15). Notice that z j,K (t) := (x j,K (t), y j,K (t)), we first expand the following averaged norm as follows.
where the second term and the fourth term in above upper bound can be bounded similarly using (15), and the third term can be upper bounded as
≤ η K Gτ due to the non-expansiveness of projection and the gradient boundedness.
Bounding the term (V.2): To upper bound the term (V.2), we first have the following
where we use the gradient boundedness in the third inequality.
Note that by (19), we have
On the other hand, we have another decomposition
Thus, we can collect above upper bounds for the term (V.2) as follows.
Notice that the term (V.3) can be easily bounded by the result in Lemma 6.2 and
By collecting all upper bounds for (V.1), (V.2) and (V.3), we can further bound (20) as
According to the restarting scheme in DHPD, we update x j,K (1) =x j,K−1 and y j,K (1) =ŷ j,K−1 . Then we use Lemma 6.5 to finish the proof by noting
Now we have a recursive relation for expected surrogate gap.
6.2.5
Step 5: Analyzing the homotopy iteration and returning to the optimality gap Now, we are ready to prove the result in Theorem 3.1.
Proof. Let
We take an average of (21) on both sides as follows.
where 1/ρ := 8/ρ y + 4/ρ x . E K into above upper bound forε K yields
where C 1 are C 2 are absolute constants.
Finally, notice thatε K ≤ ε K in Lemma 6.4, we return to the averaged optimality gap and complete the proof.
6.3 Proofs of some lemmas 6.3.1 Proof of Lemma 6.2
Notice that x j,k (t) := P X (x j,k (t)) andx K (t) := P X (x K (t)). Non-expansiveness of the projection
. Thus we will focus on x j,K (t) andx K (t).
According to the primal update in DHPD, for any t ≥ 2, we have
and (Duchi et al., 2012b, Equations (26) and (27)), the difference between (14) and (24) can be upper bounded by
where we use G j,x (z j,K (t); ξ K (t)) ≤ G due to Assumption 3.3, and the second term is zero when t = 2.
By the Markov chain property of mixing matrix W (Duchi et al., 2012b), the second term in (25) has the following upper bound
Notice that x i,K (1) =
, we can upper bound x i,K (1) via the previous round K − 1 as follows.
where the second inequality is due to the non-expansive projection x i,K−1 (t) = P X (x i,K−1 (t)) and X contains the origin. By the recursive relation (24) for the round K − 1, we can upper bound x i,K−1 (t) as follows.
where the second inequality follows from the fact that W is doubly stochastic. Thus, repeating above relation yields
where we use initial points x j,1 (1) = 0, ∀j ∈ V.
Now we are ready to show the inequality (15). Notice non-expansiveness of the projection P X (·), we have 1
Notice that x j,K (1) −x K (1) ≤ 2 x j,K (1) . We substitute (26) and (27) into (25), and the following average from t = 1 to t = T K as follows
Note that the term
] ji can also be bounded by (26). The proof is complete.
Proof of Lemma 6.3
Notice that the classic concentration result (Pinelis, 1994) shows that for any δ ≥ 0,
Then, by direct calculation, it follows that
Proof of Lemma 6.4
First, it is clear that the optimality gap is non-negative: ε(x i,K ) ≥ 0 due to the optimality of x . Next we show another side of inequality. By the definition ofŷ j,K , we know that f j (x i,K ) = ψ j (x i,K ,ŷ j,K ). Thus, we can express f (x i,K ) as
which implies that ε(x i,K )can be further written as
where y is the optimal dual variable corresponding to x and y = (y 1 , · · · , y N ), i.e. ψ j (x * ,ŷ j,K ), and we have ε(x i,K ) ≤ ε (x i,K ,ŷ K ).
Proof of Lemma 6.5
By Assumption 3.2, i.e. the strongly convexity of f , it follows that
which implies the first inequality.
For the second inequality, we first decompose ε (x i,K ,ŷ K ) by adding and subtracting 1 N N j=1 ψ j (x , y j ),
where the second equality follows the property of f j (x) = maximize y j ∈Y ψ j (x, y j ) and the definition of ε(x i,K ), the first inequality is due to ε(x i,K ) ≥ 0 and we use the strongly concavity in Assumption 3.2 for the second inequality.
For the third inequality, we have
where the first inequality follows from last inequality follows from strong concavity of ψ i (x, y i ) on y i for any fixed x andŷ * j,K = argmax y j ∈Y ψ i (x i,K , y).
Setups and more computational results
In this section, we give more details about our experiments and some other computational results.
First of all, since the stationary distribution Π is unknown, we use sampled averages from the whole dataset to compute sampled versions of A, b, C asÂ,b,Ĉ. Then we can formulate an empirical MSPBE as Â x −b 2Ĉ −1 /2 and compute the optimal empirical MSPBE. In all of our experiments, we use this empirical MSPBE as an approximation of the population MSPBE to calculate the optimality gap. The whole dataset has 85453 samples. We use one trajectory of 300, 000 samples for running algorithms with multiple passes. We set initial restarting time T 1 = 100, 000 and choose different learning rates η for SPD, as shown in figures.
We compare Algorithm 1: DHPD with stochastic primal-dual (SPD) algorithm under different settings. For N = 1, SPD corresponds to GTD in Liu et al. (2015) ; Wang et al. (2017); Touati et al. (2018) , and for N > 1, SPD corresponds to multi-agent GTD (Lee et al., 2018) . In all of our computational cases, we can see that DHPD performs fast convergence by adaptively restarting. In Figure 1 , when we increase the network size from 10 to 100, DHPD is still the best. This implies the robustness of DHPD in terms of increasing network size. Next, we show more computational results.
First, fix the number of agents N = 10 and use the Erdős-Rényi graph, we can see the effect of network connectivities. In Figure 2 , we set initial learning rate for DHPD be η 1 = 0.1 and regularization be λ = 0. In Figure 3 , we set η 1 = 0.05 and λ = 0.0001. As shown in both figures, algorithms converge faster in a network with larger connectivity. When regularization λ = 0, DHPD outperforms over others as shown in Figure 2 . When we add nonzero regularization, as shown in Figure 3 , DHPD is especially faster than others at the beginning, but closely matches others in the end. This can be understood as an effect of nonzero regularization, which results in a strongly convex-concave saddle point program. It turns out that DHPD works as good as SPD. Next, we compare the performance of DHPD over the Erdős-Rényi graph with the ring graph. We fix the number of agents N = 10 and regularization λ = 0. We set the initial learning rate for DHPD be η 1 = 0.1. As shown in Figure 4 , algorithms have faster convergence over a Erdős-Rényi graph with large connectivity than a ring graph. This is expected since the ring graph has weak connectivity. One can see that DHPD is still the fastest among them. This shows that DHPD is also robust to poor network connectivities. 
