Concentration inequalities for sequential dynamical systems of the unit interval by Aimino, Romain & Rousseau, Jérôme
Concentration inequalities for sequential dynamical
systems of the unit interval
Romain Aimino, Je´roˆme Rousseau
To cite this version:
Romain Aimino, Je´roˆme Rousseau. Concentration inequalities for sequential dynamical systems
of the unit interval. Ergodic Theory and Dynamical Systems, Cambridge University Press
(CUP), 2015, <10.1017/etds.2015.19>. <hal-01258889>
HAL Id: hal-01258889
https://hal.archives-ouvertes.fr/hal-01258889
Submitted on 19 Jan 2016
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
CONCENTRATION INEQUALITIES FOR SEQUENTIAL DYNAMICAL
SYSTEMS OF THE UNIT INTERVAL
ROMAIN AIMINO AND JE´ROˆME ROUSSEAU
Abstract. We prove a concentration inequality for sequential dynamical systems of the
unit interval enjoying an exponential loss of memory in the BV norm, and we investigate
several of its consequences. In particular, this covers compositions of β-transformations,
with all β lying in a neighborhood of a fixed β? > 1 and systems satisfying a covering type
assumption.
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2 ROMAIN AIMINO AND JE´ROˆME ROUSSEAU
1. Introduction
Sequential dynamical systems consist of a composition of different maps from a space
into itself, and model discrete-time non-autonomous dynamics, where the law of evolution
is changing, possibly slowly, along the time. Such systems have been studied either from
a topological point of view, with for instance the introduction of the notion of topological
entropy [29] and Devaney’s chaos [17], or from an ergodic theoretic point of view: [8] has
developed the notions of ergodicity and mixing, and [28] defined a measure theoretic entropy.
It is important to notice that in general, there is no common invariant measure for all
maps, even though there is often a natural probability measure on the space, such as the
Lebesgue measure, allowing to look at random processes that arise from observations. But
this lack of invariance of the measure and the fact that maps change with the time imply
that the processes are non-stationary, adding difficulties to their study.
Up to now, the study of the statistical properties remains incomplete and the emphasis
has been mainly put on the property of loss of memory, which is the generalization of the
classical notion of decay of correlations to sequential systems: if we start from two probability
densities, both belonging to a class of smooth enough functions, and if we let them evolve with
the dynamic, they will be attracted one from each other if the system is sufficiently mixing.
This leads to the idea that all smooth densities are attracted indifferently by the same moving
target in the space of densities, whence the name of loss of memory. Many works have been
devoted to the study of the speed of loss of memory. Among them, we can cite [38] for
smooth expanding maps, [38] and [20] for one-dimensional piecewise expanding maps, [23]
for multidimensional piecewise expanding maps, [40] for two-dimensional Anosov systems,
[41] for billiards with moving convex scatterers, [36] for one-dimensional open systems, and
[1] for maps of the interval with a neutral fixed point, the latter reference dealing with systems
enjoying a polynomial loss of memory, whereas all the others examples exhibit an exponential
speed of decorrelation.
Beyond the loss of memory, only the central limit theorem has been studied in [5, 6] for
some classes of hyperbolic maps, and in [20] and [37] for one-dimensional piecewise expanding
maps. It is worthy to note that [20] investigates also the strong law of large numbers and
dynamical Borel-Cantelli lemmas. Very recently, the almost sure invariance principle has
been studied in [24]
Despite this relative sparseness of the literature on statistical properties for non-autonomous
systems, as written by Stenlund [40]: ”Much of the statistical theory of stationary dynamical
systems can be carried over to sufficiently chaotic non-stationary systems.”
Following this philosophy, we address in this paper the question of proving concentration
inequalities for sequential dynamical systems. The main object of concentration inequalities,
a well known subject in probability theory, is to estimate the deviation from the mean of
random variables of the form Yn = K(X0, . . . , Xn−1) which depends in a smooth way of the
variables Xn, even though the dependence could be complicated or implicit. Such observables
arise naturally in statistical applications. Concentration inequalities are then an extension
of large deviations inequalities for ergodic sums to more general observables. It should be
noted that they are also non-asymptotic, in contrast to standard large deviation principles,
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however they do not give precise asymptotic, with sharp bounds. We refer the reader to
[10, 31, 34, 35] among others for reviews of this field in a pure probabilistic setting.
Concentration inequalities were brought into a dynamical context in 2002 by Collet, Mar-
tinez and Schmitt [19] who proved such an inequality for one-dimensional piecewise expanding
maps of the interval. More precisely, they showed that if T is a piecewise C2 map of the
unit interval which is uniformly expanding and topologically mixing, then the process (T n)n,
defined on the probability space ([0, 1], µ), where µ is the unique absolutely continuous T -
invariant measure, satisfies a concentration inequality, provided the density of µ is bounded
away from 0. Subsequently, a lot of works have followed, aiming to extend this result to
non-uniformly expanding/hyperbolic systems [13, 12, 16], or to random dynamical systems
[33, 2].A rather complete description of the situation for systems modeled by a Young tower
with an exponential or polynomial tail of the return time is given in [16] and [22].
In this paper, we focus on the class of sequential dynamical systems described by Conze
and Raugi [20]: they consist of compositions of piecewise expanding maps (Tn) of the unit
interval that enjoy an exponential loss of memory in the BV norm. Under this decorrelation
assumption, together with a minoration hypothesis on the evolution of the Lebesgue measure
m under the dynamics, which was shown to hold in [20] for compositions of β-transformations
with all β very close, we proved that the process (Tn ◦ . . . ◦ T1)n defined on the probability
space ([0, 1],m) satisfies an exponential concentration inequality, and we discuss some of its
consequences.
Outline of the paper. In Section 2, we describe the class of sequential systems introduced
by Conze and Raugi [20], and discuss more in details our assumptions. In Section 3, we state
and prove our main result: an exponential concentration inequalities for sequential dynamical
systems. In Section 4 we give several applications of concentration to the empirical measure,
the shadowing and the almost sure central limit theorem. In Section 5, we prove a large
deviation estimate for observables belonging to BV and an upper bound for the Kantorovich
distance using a direct approach. The Appendix A is devoted to the proof of a formula used
to establish the main result.
2. Sequential dynamical systems of the unit interval
In this section, we recall some background on sequential dynamical systems. We follow
closely the lines of Conze and Raugi [20], and we refer to their paper for more details and
results.
2.1. Generalities on sequential dynamical systems. Let (X,F ,m) be a probability
space. A sequential dynamical system on (X,m) is a sequence (Tn)n≥1 of non-singular trans-
formations 1 on (X,F ,m)
For n ≤ k, we denote by T kn the composition T kn = Tk ◦ . . . ◦ Tn. For a non-singular map
T , we denote by PT the transfer operator, it acts on L
1(m), and satisfies for all f ∈ L1(m)
1Recall that a non-singular transformation on a probability space (X,F ,m) is a measurable map T : X → X
such that T?m m.
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and g ∈ L∞(m): ∫
PTf.g dm =
∫
f.g ◦ T dm.
We clearly have PTkn = PTk ◦ . . . ◦ PTn . For notational convenience, we will drop the letter
T when the sequence of transformations is understood, and denote by P kn the operator PTkn .
For a given sequential dynamical system (Tn), we form the decreasing sequence of σ-
algebras
Fn = (T n1 )−1(F),
and define the asymptotic σ-algebra by
F∞ =
⋂
n≥1
Fn.
Let f ∈ L1(m). Since P n1 f(x) = 0 a.s. on the set {P n1 1 = 0}, we define the quotient P
n
1 f
Pn1 1
as 0 on {P n1 1 = 0}. Then, we have the relation
Em(f |Fn) =
(
P n1 f
P n1 1
)
◦ T n1 .
By Doob’s convergence theorem for martingales, the sequence of conditional expectations
Em(f |An) converges a.s. and in L1(m) to Em(f |F∞). We say that the sequential dynamical
system (Tn) is exact when its associated asymptotic σ-algebra F∞ is trivial modulo m.
Equivalently, the system is exact if limn ‖P n1 f‖L1m = 0 for all f ∈ L1(m) with
∫
f dm = 0.
2.2. A functional analytic framework. In [20], Conze and Raugi have extended the spec-
tral theory of the iterates of a single operator to the case of concatenations of different op-
erators, having in mind applications to sequential dynamical systems. We recall briefly the
setting and the main results.
Let (B, ‖.‖) be a Banach space, V be a subspace of B equipped with a norm |.|v such that
‖.‖ ≤ |.|v. Let P be a set of contractions of (B, ‖.‖) 2 leaving V invariant, and satisfying
(H1) The unit ball of (V , |.|v) is relatively compact in (B, ‖.‖).
(H2) There is a countable family in V which is dense in (B, ‖.‖).
(H3) There are an integer r ≥ 1 and constants 0 < ρr < 1, M0, Cr > 0 such that:
∀P ∈ P , |Pf |v ≤M0|f |v, ∀f ∈ V ;
and for all r-tuples P1, . . . , Pr of operators in P :
∀f ∈ V , |Pr . . . P1f |v ≤ ρr|f |v + Cr‖f‖.
They consider mainly the case of one-dimensional systems, where (X,F ,m) is the unit
interval [0, 1] endowed with its Borel σ-algebra and the Lebesgue measure, and where the
maps T are piecewise C2 and uniformly expanding. In this setting, the class P will consist of
the transfer operators of the class of maps considered, and the natural choice for the Banach
spaces is to take B = L1(m) and V = BV the space of functions of bounded variations. The
2i.e. a set of linear operators P : B → B satisfying ‖Pf‖ ≤ ‖f‖ for all f ∈ B.
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previous assumptions imply that there exists M > 0 such that |Pn . . . P1f |v ≤ M |f |v for all
n ≥ 1, all f ∈ V and all choices of operators P1, . . . , Pn in P .
Let V0 be a subspace of V which is invariant by all operators in P . It will consist in
concrete applications of the functions in V with zero average with respect to m. We say that
a sequence of operators (Pn) in P is exact if for all f ∈ V0,
lim
n
‖Pn . . . P1f‖ = 0.
A single operator P ∈ P is exact in V0 if the sequence given by Pn = P is exact in V0. When
Pn is the transfer operator of a transformation Tn and V0 is the set of functions in V with
zero average, then exactness of the sequence (Pn) in V0 implies exactness of the sequential
dynamical system (Tn) as defined previously, as easily deduced from the facts that V is dense
in (B, ‖.‖) and that all operators in P are contractions on B.
2.3. Exponential loss of memory. It is well known since the work of Ionescu-Tulcea and
Marinescu [26] that each single operator in P is quasi-compact on V and enjoys a nice spectral
decomposition, see Proposition 2.8 in [20] for a self-contained proof, and [7, 11, 25] among
others for further properties. As a direct consequence, it follows that if an operator P ∈ P is
exact in V0, then the norm of P n seen as an operator on V0 decays exponentially fast: there
exist K > 0 and θ < 1 such that |P nf |v ≤ Kθn|f |v for all n ≥ 1 and all f ∈ V0.
For compositions of different operators, the situation is slightly more difficult, and we
need more assumptions in order to get exponential decay. First we state the decorrelation
property:
(Dec): a subset P0 ⊂ P satisfies the decorrelation property in V0 if there exist θ < 1 and
K > 0 such that, for all integers l ≥ 1, all l-tuples of operators P1, . . . , Pl in P0:
∀f ∈ V0, |Pl . . . P1f |v ≤ Kθl|f |v.
Conze and Raugi [20] have given a condition ensuring that (Dec) is verified. Rather than
stating their condition, we give two corollaries from their paper.
The first one, which is of a local nature, states that any exact operator P admits a con-
venient neighborhood for which (Dec) holds. More precisely, for two operators P, P ′ ∈ P ,
define
d(P, P ′) = sup
{f∈V : |f |v≤1}
‖Pf − P ′f‖,
and for δ > 0, denote B(P, δ) = {P ′ ∈ P : d(P, P ′) < δ}.
Then, Proposition 2.10 from [20] asserts that for all P ∈ P exact in V0, there exists a
δ0 > 0 such that P0 = P ∩B(P, δ0) satisfies (Dec) in V0.
The other corollary, which does not need any sort of closeness, requires a compactness
condition: a subset P0 ⊂ P satisfies the compactness condition (C) if for any sequence (Pn)
in P0, there exist a subsequence (Pnj) and an operator P ∈ P0 such that
∀f ∈ B, lim
j
‖Pnjf − Pf‖ = 0.
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Proposition 2.11 in [20] says that if P0 satisfies the compactness condition (C) and is such
that all sequences in P0 are exact in V0, then it satisfies the decorrelation property (Dec) in
V0.
2.4. Application to one-dimensional systems. We now describe how this theory applies
to concrete situations, with piecewise expanding maps on X = [0, 1]. More precisely, we
consider maps T : X → X uniformly expanding, i.e. λ(T ) := infx |T ′(x)| > 1, and such that
there exists a finite partition AT of X consisting of intervals with disjoint interiors, such that
the map T can be extended to a C2 map on a neighborhood of each element of the partition.
It is well know that the transfer operator PT : L
1(m)→ L1(m) of T satisfies
PTf(x) =
∑
Ty=x
f(y)
|T ′(y)| ,
for all f ∈ L1(m), and is quasi-compact on the space BV of functions of bounded variation
on X, see Baladi [7] or Boyarsky and Go´ra [11]. Recall that for f ∈ L1(m), we define
Vf = inf{ varf¯ : f = f¯ m−a.e.},
where
varf¯ = sup
{
t−1∑
j=0
|f¯(xj+1)− f¯(xj)| : 0 = x0 < · · · < xt = 1
}
.
The space BV is equipped with the norm ‖.‖BV = V(.) + ‖.‖L1m and is a Banach space whose
unit ball is compact in L1(m).
The couple (B, ‖.‖) = (L1(m), ‖.‖L1m) and (V , |.|v) = (BV, ‖.‖BV) satisfies (H1) and (H2).
To ensure (H3), we first need to recall the so-called Lasota-Yorke inequality [30]: for any
piecewise expanding map T and any f ∈ BV, we have
V(PTf) ≤ 2
λ(T )
Vf + C(T )‖f‖L1m ,
with C(T ) = supx
|T ′′|
|T ′|2 + 2 supI∈AT
supx∈I |T ′(x)|−1
m(I)
.
Then, any class C of piecewise expanding maps T for which supT∈C C(T ) < ∞ and for
which there exists a r ≥ 1 such that
inf
T1,...,Tr∈C
λ(T r1 ) > 2, and sup
T1,...,Tr∈C
C(T r1 ) <∞,
will satisfy (H3) with P the class of transfer operators of all maps in C. From now on, we
will say that
(Dr): a class C satisfies this condition if the corresponding set of transfer operators satisfies
(H3) with this particular r.
The class of maps described above hence satisfies (Dr).
It is shown in [20] that the class of β-transformations, i.e. maps of the form x 7→ βx mod
1, with β ≥ 1 + α, α > 0, satisfies (Dr) for some r depending only on α, see Theorem 3.4
c) therein. They also proved that this class of transformations is exact (Theorem 3.6), and
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that d(P1, P2) ≤ C|β1 − β2| for some universal constant C, where βi > 1 is arbitrary and Pi
is the transfer operator of the βi-transformation, for i = 1, 2 (Lemma 3.9).
As a direct consequence, the class of β-transformations, with β in between βmin > 1
and βmax < ∞ satisfies the compactness condition (C) and hence verifies the decorrelation
property (Dec).
2.5. Limit theorems. We state the two main limit theorems from [20]. Let C be a class of
transformations that satisfies (Dr) and (Dec). Then, for any sequence of maps (Tn)n≥1 in C,
we have the following strong law of large numbers (Theorem 3.7): for any f ∈ BV
lim
n→∞
Sn
n
= 0, m−a.s.
where Sn =
∑n−1
k=0
[
f ◦ T k1 −
∫
f ◦ T k1 dm
]
.
In order to have the corresponding central limit theorem, one more assumption is needed:
(Min): the sequence of maps (Tn) satisfies this condition if there exists a δ > 0 such that
P n1 1 ≥ δ for all n.
Note that this condition concerns only a particular sequence, and not the whole class C.
Moreover, if (Tn) be a sequence of maps which verifies (Min) and belongs to C. Then
(Theorem 5.1), for any f ∈ BV, either ‖Sn‖2 is bounded and in this case Sn is bounded
almost surely, or ‖Sn‖2 is unbounded, and in this case, ‖Sn‖2 goes to +∞ and we have
Sn
‖Sn‖2
L→ N (0, 1).
2.6. The minoration condition. In this section, we discuss the condition (Min). In the
case of β transformations, Conze and Raugi have shown that for all β > 1, there exists
a neighborhood [β − a, β + a] of β such that if all maps Tn are βn-transformations, with
βn ∈ [β − a, β + a], then (Min) holds true.
We now give a condition that automatically ensures the validity of (Min). If (Tn) is a
sequential dynamical system on [0, 1] made of piecewise monotonic maps, we denote by An
the partition of monotonicity of Tn, and by Amn the partition of Tmn , n ≤ m.
Definition 1. The sequential dynamical system (Tn) is covering if
∀n, ∃N(n) : ∀m, ∀I ∈ Am+nm+1 , Tm+N(n)m+1 (I) = [0, 1].
Let C be a class of surjective piecewise expanding maps of [0, 1] that satisfies (Dr) for some
r ≥ 1 and for which there exist λ > 1 and C > 0 such that inf |T ′| ≥ λ and sup |T ′| ≤ C for
all T ∈ C.
Proposition 2. Let (Tn) be a sequential dynamical system belonging to a class C as before,
and suppose that (Tn) is covering. Then the condition (Min) is satisfied.
Proof. For a > 0, define
Ea =
{
f ∈ BV : f ≥ 0, f 6= 0, ‖f‖BV ≤ a
∫
f
}
.
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Recall from Lemma 3.2 in Liverani [32], that given a partition A of [0, 1] made of intervals of
length less than 1
2a
, for any f ∈ Ea, there exists I ∈ A such that f(x) ≥ 12
∫
f for all x ∈ I.
Since C satisfies (Dr), for any P1, . . . , Pr transfer operators associated to maps in C and any
f ∈ Ea, we have
‖Pr . . . P1f‖BV ≤ ρr‖f‖BV + Cr‖f‖L1m ≤ (aρr + Cr)
∫
f.
Hence, if we choose a ≥ Cr
1−ρr , we have (Pr . . . P1)(Ea) ⊂ Ea for any choice of P1, . . . , Pr. In
order to also have 1 ∈ Ea, we will actually choose a = max{1, Cr1−ρr }.
Let now (Tn) be a sequence of maps in C which is covering. For any n ≤ m, the diameter
of Amn is less than λ−(m−n+1), so we can choose n0 ≥ 1 such that the diameter of An+n0n+1 is
less than 1
2a
for all n.
Let m ≥ 0. We have Pm+N(n0)1 1 = Pm+N(n0)m+1 Pm1 1. Write m = pmr + qm, with 0 ≤ qm < r.
We have
(1) P qm1 1(x) =
∑
T qm1 y=x
1
|(T qm1 )′(y)|
≥ C−qm ≥ C−r,
since all maps are surjective and have a derivative uniformly bounded by C. As a consequence,
we have P
m+N(n0)
1 1 ≥ C−rPm+N(n0)m+1 gm, with gm = Pmqm+11. Since Pmqm+11 is a concatenation
of pm blocks of r operators applied to a function in Ea, we obtain that gm belongs to Ea.
There whence exists an interval Im ∈ Am+n0m+1 on which gm ≥ 12 . This implies
P
m+N(n0)
1 1(x) ≥
C−r
2
P
m+N(n0)
m+1 1Im(x) =
C−r
2
∑
T
m+N(n0)
m+1 y=x
1Im(y)
|(Tm+N(n0)m+1 )′(y)|
≥ C
−r
2
C−N(n0),
since for all x ∈ [0, 1], there exists a y ∈ Im such that Tm+N(n0)m+1 y = x, by the covering
assumption. Using the same argument as in (1), P k1 1 ≥ C−N(n0) for all k < N(n0) and this
shows that (Min) is satisfied with δ = min{C−N(n0), C−(r+N(n0))
2
}. 
3. A concentration inequality
Let (X, d) be a metric space. A function K : Xn → R is said to be separately Lipschitz if
for all i = 0, . . . , n− 1, there exists a constant Lipi(K) such that
|K(x0, . . . , xi−1, xi, xi+1, . . . , xn−1)−K(x0, . . . , xi−1, x′i, xi+1, . . . , xn−1)| ≤ Lipi(K)d(xi, x′i)
for all points x0, . . . , xn−1, x′i in X.
Let (Zn)n≥0 be a discrete time random process with values in X. We say that this process
satisfies an exponential concentration inequality if there exists C > 0 such that for all n ≥ 1
and all functions K : Xn → R separately Lipschitz, one has
E(eK(Z0,...,Zn−1)−E(K(Z0,...,Zn−1))) ≤ eC
∑n−1
j=0 Lip
2
j (K).
This implies a large deviation estimate: for all t > 0,
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P (K(Z0, . . . , Zn−1)− E(K(Z0, . . . , Zn−1) > t) ≤ e
− t2
4C
∑n−1
j=0
Lip2
j
(K) ,
which follows by optimizing over λ > 0 the inequality P(Y > t) ≤ e−λtE(eλY ), with Y =
K(Z0, . . . , Zn−1)− E(K(Z0, . . . , Zn−1) (e.g. [16]).
We will consider processes generated by sequential dynamical systems on the unit interval,
that is process of the form Zn = T
n
1 , where (Tn)n≥1 is a sequential dynamical system on
[0, 1]. These processes are defined on the probability space ([0, 1],F ,m), where m is the
Lebesgue measure defined on the Borel σ-algebra, which is endowed with the usual distance
d(x, y) = |x− y|.
The maps Tn will belong to a class C that satisfies the following properties.
Assumptions on the class C.
C is a class of piecewise expanding maps on [0, 1] such that:
(1) C satisfies (Dr) for some r ≥ 1 and (Dec).
(2) There exist λ > 1 and M ≥ 1 such that inf |T ′| ≥ λ and sup |T ′′| ≤M for all T ∈ C.
(3) There exists N ≥ 1 such that ]AT ≤ N for all T ∈ C.
The main result is:
Theorem 3. Let (Tn)n≥1 be a sequence in C verifying the condition (Min). Then the process
Zn = T
n
1 satisfies an exponential concentration inequality.
In order to prove the theorem, we will use the McDiarmid’s bounded difference method
[34, 35], already used in [16] and [19], that we will adapt to the non-stationary case.
We first extend the function K as a function K : XN → R that depends only on the n
first coordinates. XN is endowed with the product σ-algebra F˜ and the probability measure
m˜ which is the image of m by the map Φ : X → XN defined by Φ(x) = (T n1 x)n≥0, with the
convention T 01 = Id. With this notation, Em(eK(Z0,...,Zn−1)−Em(K(Z0,...,Zn−1)) = Em˜(eK−Em˜(K)).
Let F˜p be the σ-algebra on XN of events depending only on the coordinates (xk)k≥p, and
defineKp = Em˜(K|F˜p). Since the sequential dynamical system (Tn) is exact, as a consequence
of the assumption (Dec), the σ-algebra F∞ is trivial mod m. Consequently, the σ-algebra
F˜∞ := ∩p≥0F˜p is trivial mod m˜, since it is easy to check that Φ−1(F˜∞) ⊂ F∞. Hence,
by Doob’s convergence theorem for martingales, Kp goes m˜-a.s. to Em˜(K), and in all Lq,
with 1 ≤ q < ∞. We then have K − Em˜(K) =
∑
p≥0Dp, where Dp = Kp − Kp+1. Using
Azuma-Hoeffding inequality, see [4], we deduce the existence of an universal constant C > 0
such that for all P ≥ 0,
Em˜(e
∑P
p=0Dp) ≤ eC
∑P
p=0 sup|Dp|2 .
It remains to bound Dp:
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Proposition 4. There exist ρ < 1 and C > 0 depending only on (Tn)n≥1 such that for all p
and all K, one has
|Dp| ≤ C
p∑
j=0
ρp−jLipj(K).
This proposition, together with the Schwarz inequality, implies the desired concentration
inequality, in the same manner as in [16]: indeed, we have(
p∑
j=0
ρp−jLipj(K)
)2
≤
(
p∑
j=0
ρp−jLip2j(K)
)(
p∑
j=0
ρp−j
)
≤ C
p∑
j=0
ρp−jLip2j(K).
After summation over p, we get
∑P
p=0 sup|Dp|2 ≤ C
∑
j Lip
2
j(K).
Proposition 4 will follow immediately from the Lipschitz condition on K and the following
lemma:
Lemma 5. There exist ρ < 1 and C > 0 depending only on (Tn)n≥1, such that for all K, all
p and m˜-a.e. x = (x0, x1, . . .) ∈ XN, one has∣∣∣∣Kp(x)− ∫
X
K(y, T1y, . . . , T
p−1
1 y, xp, . . .) dm(y)
∣∣∣∣ ≤ C p−1∑
j=0
Lipj(K)ρ
p−j.
The rest of this section is devoted to the proof of this lemma.
Firstly, we remark that
Kp(x) =
1
P p1 1(xp)
∑
T p1 y=xp
K(y, T1y, . . . , T
p−1
1 y, xp, . . .)
|(T p1 )′(y)|
.
The proof of this identity can be found in Appendix A.
We fix a x? ∈ X and we decompose Kp as
Kp(x) = K(x?, . . . , x?, xp, . . .) +
1
P p1 1(xp)
p−1∑
i=0
∑
T p1 y=xp
Hi(y)
|(T p1 )′(y)|
,
where Hi(y) = K(y, . . . , T
i
1y, x?, . . . , x?, xp, . . .)−K(y, . . . , T i−11 y, x?, . . . , x?, xp, . . .).
Using the chain rule, we obtain Kp(x) = K(x?, . . . , x?, xp, . . .) +
1
P p1 1(xp)
∑p−1
i=0 P
p
i+1fi(xp),
with
fi(y) =
∑
T i1z=y
Hi(z)
|(T i1)′(z)|
= P i1Hi(y).
Remark that
∫
fi dm =
∫
Hi dm, whence
p−1∑
i=0
∫
fi dm =
∫
K(y, . . . , T p−11 y, xp, . . .) dm(y)−K(x?, . . . , x?, xp, . . .).
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Thus,
Kp(x)−
∫
K(y, T1y, . . . , T
p−1
1 y, xp, . . .) dm(y)
=
p−1∑
i=0
(
P pi+11(xp)
P p1 1(xp)
− 1
)∫
fi dm+
1
P p1 1(xp)
p−1∑
i=0
(
P pi+1fi(xp)−
(∫
fi dm
)
P pi+11(xp)
)
.
For the first term, we have∣∣∣∣P pi+11(xp)P p1 1(xp) − 1
∣∣∣∣ =
∣∣P pi+11(xp)− P p1 1(xp)∣∣
P p1 1(xp)
≤ C‖P pi+1(P i11− 1)‖BV,
where we used (Min) and the fact that the BV norm dominates the supremum norm. More-
over, from (Dec), we get ‖P pi+1(P i11− 1)‖BV ≤ Kθp−i−1‖P i11− 1‖BV ≤ Cθp−i−1 since (P i11)i
is bounded in BV by (H3). Finally, since
∣∣∫ fi dm∣∣ ≤ Lipi(K), we obtain
(2)
∣∣∣∣∣
p−1∑
i=0
(
P pi+11(xp)
P p1 1(xp)
− 1
)∫
fi dm
∣∣∣∣∣ ≤ C
p−1∑
i=0
θp−i−1Lipi(K).
For the second term, the hypothesis (Dec) allows us to estimate
(3)
∥∥∥∥P pi+1fi − (∫ fi dm)P pi+11∥∥∥∥
BV
≤ Kθp−i−1
∥∥∥∥fi − ∫ fi dm∥∥∥∥
BV
≤ Cθp−i−1‖fi‖BV.
Using (Min), (3) and ‖.‖sup ≤ ‖.‖BV, we have
(4)
∣∣∣∣∣ 1P p1 1(xp)
p−1∑
i=0
(
P pi+1fi(xp)−
(∫
fi dm
)
P pi+11(xp)
)∣∣∣∣∣ ≤ C
p−1∑
i=0
θp−i−1‖fi‖BV.
Thus, it remains to estimate ‖fi‖BV. One can observe that ‖fi‖BV ≤ ‖fi‖sup + V(fi) and
that for any y, we have
(5) |fi(y)| ≤ P i11(y)‖Hi‖sup ≤ P i11(y)Lipi(K) ≤ CLipi(K),
since (P i11)i is bounded in BV. The crucial point hence lies in the estimate of the variation
of fi.
To do so we first establish a distortion control. The proof is standard, but we reproduce it
here for completeness. If T is a piecewise C2 map of the interval, with partition of monotonic-
ity AT , we define its distortion Dist(T ) as the least constant C such that |T ′(x) − T ′(y)| ≤
C|T ′(x)||Tx − Ty| for all x, y ∈ I and I ∈ AT . Note that (1 + C)−1 ≤ |T ′(x)||T ′(y)| ≤ (1 + C) for
all x, y ∈ I.
Lemma 6. There exists C > 0 such that Dist(T n1 ) ≤ C for all n.
Proof. As previously, we denote by An the partition of monotonicity of Tn, and by Amn the
partition of Tmn , n ≤ m. We have for any x, y ∈ I ∈ An1 :∣∣∣∣log |(T n1 )′(x)||(T n1 )′(y)|
∣∣∣∣ ≤ n∑
j=1
∣∣log |T ′j(T j−11 x)| − log |T ′j(T j−11 y)|∣∣ ≤ C n∑
j=1
|T j−11 x− T j−11 y|,
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where we have used the fact that the Lipschitz constant of log |T ′j| is bounded independently
of j, since |T ′′j | ≤ M . As all maps are uniformly expanding by a factor at least λ, and x, y
belong to the same partition element, we have |T j−11 x−T j−11 y| ≤ λ−(n−j−1)|T n1 x−T n1 y|. Since∑
j λ
−(n−j−1) is bounded, this concludes the proof. 
We will need the following technical lemma, which is adapted from Lemma II.4 in [19].
Lemma 7. There exists a constant C > 0 such that for all n ≥ 1,∑
I∈An1
sup
I
1
|(T n1 )′|
≤ C.
Proof. For any I ∈ An1 , there exists a least integer p = pI ≤ n−1 such that T p1 (I)∩∂Ap+1 6= ∅.
Denote by An,p1 the set of all I ∈ An1 for which pI = p. Consider I ∈ An,p1 . There exists
a ∈ ∂I such that b = T p1 a ∈ ∂Ap+1. From Lemma 6, we deduce that there exists C > 0 such
that for any x ∈ I,
|(T n1 )′(x)| ≥ C|(T n1 )′(a)| = C|(T np+1)′(T p1 a)||(T p1 )′(a)| ≥ Cλn−p|(T p1 )′(a)|.
Hence, one has supI
1
|(Tn1 )′| ≤ C
−1λ−(n−p) 1|(T p1 )′(a)| . Since a pre-image by T
p
1 of an element
b ∈ Ap+1 can only belong to at most two different I ∈ An1 , it follows that
∑
I∈An1
sup
I
1
|(T n1 )′|
≤ 2C−1
n−1∑
p=0
λ−(n−p)
∑
b∈∂Ap+1
∑
T p1 a=b
1
|(T p1 )′(a)|
= 2C−1
n−1∑
p=0
λ−(n−p)
∑
b∈∂Ap+1
P p1 1(b) ≤ 2C−1
n−1∑
p=0
λ−(n−p)‖P p1 1‖BV]∂Ap+1.
This quantity is bounded independently of n, since (P p1 )p is bounded in BV, and the
number of elements in Ap+1 is bounded independently of p, by assumption. 
As a direct corollary of the two previous lemma, we have
Corollary 8. There exists C > 0 such that for all n ≥ 1,∑
I∈An1
VI
(
1
|(T n1 )′|
)
≤ C,
where VI(f) denotes the total variation of f over the subinterval I ⊂ [0, 1].
Proof. Let x0 < . . . < xj be a sequence of elements of I. Then
j−1∑
i=0
∣∣∣∣ 1|(T n1 )′(xi+1)| − 1|(T n1 )′(xi)
∣∣∣∣ = j−1∑
i=0
∣∣ |(T n1 )′(xi+1)| − |(T n1 )′(xi)| ∣∣
|(T n1 )′(xi)||(T n1 )′(xi+1)|
≤
j−1∑
i=0
Dist(T n1 )|T n1 xi+1 − T n1 xi|
|(T n1 )′(xi)|
≤ C sup
I
1
|(T n1 )′|
,
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where for the last inequality, we have used Lemma 6 and the fact that (T n1 xi)i is a monotone
sequence in [0, 1]. A direct application of Lemma 7 proves the corollary. 
We are now able to estimate V(fi). For I ∈ Ai1, we denote by Si,I the inverse branch of
the restriction of T i1 to I. Then, we can write
fi = P
i
1Hi =
∑
I∈Ai1
(
Hi
|(T i1)′|
)
◦ Si,I 1T i1(I).
Using standard properties of the total variation, it follows that
V(fi) ≤
∑
I∈Ai1
VI
(
Hi
|(T i1)′|
)
+ 2
∑
a∈∂Ai1
|Hi(a)|
|(T i1)′(a)|
≤ Ii + IIi + IIIi,
where
Ii =
∑
I∈Ai1
VI
(
1
|(T i1)′|
)
sup
I
|Hi|,
IIi =
∑
I∈Ai1
sup
I
1
|(T i1)′|
VI(Hi),
IIIi = 2
∑
a∈∂Ai1
|Hi(a)|
|(T i1)′(a)|
.
Using the Lipschitz condition on K, one gets Ii ≤ CLipi(K)
∑
I∈Ai1 VI
(
1
|(T i1)′|
)
, which gives
Ii ≤ CLipi(K) by Corollary 8.
Let us now estimate IIi. Let y0 < . . . < yl be a sequence of points in I. In order to estimate∑l−1
j=0 |Hi(yj+1)−Hi(yj)|, we split Hi in two terms in an obvious way, and we deal with the
first one, the second being completely similar. We have
l−1∑
j=0
i∑
k=0
∣∣K(yj+1, . . . , T k1 yj+1, T k+11 yj, . . . , T i1yj, . . .)−K(yj+1, . . . , T k−11 yj+1, T k1 yj, . . . , T i1yj, . . .)∣∣
≤
l−1∑
j=0
i∑
k=0
Lipk(K)|T k1 yj+1 − T k1 yj| ≤
i∑
k=0
Lipk(K)m(T
k
1 (I)).
Since I belongs to Ai1, the interval T k1 (I) is included in an interval of monotonicity of T ik+1,
and hence its length is less than λ−(i−k). Therefore, one has VI(Hi) ≤ 2
∑i
k=0 λ
−(i−k)Lipk(K).
An application of Lemma 7 then yields IIi ≤ C
∑i
k=0 λ
−(i−k)Lipk(K).
Using again Lemma 7, we can bound the third term by IIIi ≤ CLipi(K).
Putting together all the estimates, we find that
(6) V(fi) ≤ C
i∑
k=0
λ−(i−k)Lipk(K).
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Finally, (5) and (6) give the same estimate for ‖fi‖BV.
Coming back to Kp(x), we then have by (2) and (4):
∣∣∣∣Kp(x)− ∫ K(y, T1y, . . . , T p−11 y, xp, . . .) dm(y)∣∣∣∣ ≤ C p−1∑
i=0
θp−i−1
i∑
k=0
λ−(i−k)Lipk(K),
which is less than C
∑p−1
k=0 ρ
p−kLipk(K), as shown by a simple computation. This concludes
the proof of our main theorem.
4. Applications
Let (Tn) be a sequential dynamical systems on [0, 1] that satisfies all the conditions of
Theorem 3. We describe some applications of the concentration inequality, following ideas
from [14, 19].
4.1. Large deviations for ergodic sums. Considering observables K of the form
K(x0, . . . , xn−1) =
n−1∑
k=0
f(xk)
with f Lipschitz, an immediate application of Theorem 3 gives us:
Proposition 9. There exists C > 0 such that for all f : [0, 1]→ R Lipschitz, all n ≥ 1 and
all t > 0:
m
(
1
n
n−1∑
k=0
[
f ◦ T k1 −
∫
f ◦ T k1 dm
]
> t
)
≤ e− Cnt
2
Lip(f)2 .
In Section 5, we prove a similar statement for observables f in BV.
4.2. Empirical measure. For x ∈ [0, 1], define for n ≥ 1 the empirical measure
En(x) = 1
n
n−1∑
k=0
δTk1 x.
By the strong law of large numbers, we know that for a.e. x, this measure approximates in
the weak topology, as n→∞, the measure mn defined by
mn =
1
n
n−1∑
k=0
(T k1 )?m.
It is natural to try to quantify this phenomenon. For this, we need first to introduce a notion
of distance on the set of probability measures. We will consider the Kantorovich distance,
which, for probability measures µ1 and µ2 on [0, 1], can be defined as
κ(µ1, µ2) =
∫ 1
0
|Fµ1(t)− Fµ2(t)| dt,
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where Fµi(t) = µi([0, t]) is the distribution function of µi. Thus, we have:
Proposition 10. There exist t0 > 0 and C > 0 such that for all t > t0 and n ≥ 1:
m
(
κ(En,mn) > t√
n
)
≤ e−Ct2 .
The following proof is an application of our main theorem, in Section 5 we prove this
proposition using a direct approach.
Proof. For n ≥ 1, define
Kn(x0, . . . , xn−1) =
∫ 1
0
∣∣∣∣∣ 1n
n−1∑
k=0
1[0,t](xk)− Fmn(t)
∣∣∣∣∣ dt.
We clearly have κ(En(x),mn) = Kn(x, . . . , T n−11 x) and Lipj(Kn) ≤ 1n for any 0 ≤ j ≤ n− 1.
By the concentration inequality, and its large deviation counterpart, we derive:
m
(
κ(En,mn)− Em(κ(En,mn)) > t√
n
)
≤ e−Ct2 .
To conclude, it is then sufficient to prove that Em(κ(En,mn)) is of order 1√n .
Denote by χt the characteristic function 1[0,t]. Using Schwarz inequality, we have
Em(κ(En,mn)) =
∫ (∫ 1
0
∣∣∣∣∣ 1n
n−1∑
k=0
χt(T
k
1 x)− Fmn(t)
∣∣∣∣∣ dt
)
dm(x)
≤
∫ 1
0
∫ ∣∣∣∣∣ 1n
n−1∑
k=0
(
χt ◦ T k1 − F(Tk1 )?m(t)
)∣∣∣∣∣
2
dm
 dt
 12 .
Expanding the square, we have∫ ∣∣∣∣∣ 1n
n−1∑
k=0
(
χt ◦ T k1 − F(Tk1 )?m(t)
)∣∣∣∣∣
2
dm
=
1
n2
n−1∑
k,l=0
∫ (
χt ◦ T k1 − F(Tk1 )?m(t)
)(
χt ◦ T l1 − F(T l1)?m(t)
)
dm.
If k ≤ l, by the properties of transfer operators, and since F(Tk1 )?m(t) =
∫
χt ◦ T k1 dm,∫ (
χt ◦ T k1 − F(Tk1 )?m(t)
)(
χt ◦ T l1 − F(T l1)?m(t)
)
dm
=
∫ (
χt −
∫
χt ◦ T l1
)
P lk+1
((
χt −
∫
χt ◦ T k1
)
P k1 1
)
dm.
Since
(
χt −
∫
χt ◦ T k1
)
P k1 1 has 0 integral, {χt}t is a bounded family in BV, and (P k1 1)k is
also bounded in BV, we can use property (Dec) to get
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(7)
∣∣∣∣∫ (χt − ∫ χt ◦ T l1)P lk+1((χt − ∫ χt ◦ T k1)P k1 1) dm∣∣∣∣ ≤ Cθl−k.
It follows that
Em(κ(En,mn)) ≤ C
n
(
n−1∑
k,l=0
θ−|k−l|
) 1
2
= O
(
1√
n
)
.

4.3. Efficiency of shadowing. Let A be a measurable subset of [0, 1] with positive measure.
How well can we approximate the trajectory of a point x ∈ [0, 1] by a trajectory starting in
A ? The following result provides an estimation of the average quality of this shadowing.
Proposition 11. There exist constants C1, C2 > 0 such that for all A with m(A) > 0 and
all n ≥ 1 the sequence (Zn) of functions defined by
Zn(x) = inf
y∈A
1
n
n−1∑
k=0
|T k1 x− T k1 y|,
satisfies for any t > 0:
m
(
Zn > C1
√|logm(A)|√
n
+
t√
n
)
≤ e−C2t2 .
Proof. We apply the concentration inequality to the functions
Kn(x0, . . . , xn−1) =
1
n
inf
y∈A
n−1∑
k=0
|T k1 y − xk|.
They satisfy Lipk(Kn) ≤ 1n , so we get
m
(
Zn − Em(Zn) > t√
n
)
≤ e−Ct2 .
We estimate now Em(Zn). One has
m(A) ≤ m
(
Em(Zn)− Zn > 1√
n
√
n|Em(Zn)|
2
)
,
since Zn = 0 on A. By the concentration inequality, we deduce that m(A) ≤ e−Cn(Em(Zn))2/4,
whence
Em(Zn) ≤ C1
√|logm(A)|√
n
.

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4.4. Almost sure central limit theorem. Let (Zn) be a random process that satisfies the
central limit theorem, i.e. there exist An ∈ R and Bn > 0 such that Sn =
∑n−1
k=0 Zk verifies
Sn − An
Bn
→ W
in the weak topology, where W is distributed as a standard normal law N (0, 1).
By definition, this means that for every t ∈ R
E
(
1{Sn−AnBn ≤t}
)
→ P(W ≤ t) = 1√
2pi
∫ t
−∞
e−
s2
2 ds.
We can then ask about the pointwise behavior of 1{Sn−AnBn ≤t}. If this quantity cannot in
general converge almost surely, it appears that after a correct averaging, one can recover the
convergence. It turns out that the correct averaging is a logarithmic one, more precisely, we
say that (Zn) satisfies an almost sure central limit theorem if almost surely
1
Hn
n∑
k=1
1
k
δSk−Ak
Bk
→ W
in the weak topology, where Hn =
∑n
k=1
1
k
(one can observe that Hn ∼ log n).
We defer the interested reader to [9, 27] for particularly nice reviews of this subject, and
to [15] for a description of applications in dynamical systems.
Let now (Tn) be a sequential dynamical systems on [0, 1] which satisfies the same assump-
tions as before. Let f : [0, 1]→ R be a Lipschitz observable, and define
Sn =
n−1∑
k=0
[
f ◦ T k1 −
∫
f ◦ T k1 dm
]
.
If ‖Sn‖2 is unbounded, we have by Conze and Raugi that Sn‖Sn‖2 goes in distribution to
W ∼ N (0, 1).
In order to prove an almost-sure version of this convergence, we will need an additional
assumption on the growth of the variance of the ergodic sum, namely that there exists a
C > 0 such that ‖Sn‖2 ≥ Cn 12 for all n.
Proposition 12. Let f : [0, 1] → R be a Lipschitz observable, and define Sn as above.
Assume that ‖Sn‖2 ≥ Cn 12 for some C > 0. Then Sn satisfies the almost sure central limit
theorem:
1
Hn
n∑
k=1
1
k
δ Sk(x)
‖Sk‖2
L→ W
for almost every x ∈ [0, 1].
Proof. We have to show that almost everywhere, 1
Hn
∑n
k=1
1
k
g
(
Sk
‖Sk‖2
)
→ E(g(W )) for all
g : R → R continuous and bounded. By standard density and separability arguments (see
e.g. Theorem 2.4 in [27]), it is sufficient to prove that for all g bounded and Lipschitz, this
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convergence occurs almost surely. Remark also that we can assume without loss of generality
that g(0) = 0. Hence there exists C > 0 such that |g(x)| ≤ C|x| for all x.
Define
Kn(x0, . . . , xn−1) =
1
Hn
n∑
k=1
1
k
g
(∑k−1
j=0
[
f(xj)−
∫
f ◦ T j1
]
‖Sk‖2
)
.
We have then Kn(x, . . . , T
n−1
1 x) =
1
Hn
∑n
k=1
1
k
g
(
Sk
‖Sk‖2
)
, and the assumption on ‖Sn‖2 gives
Lipj(Kn) ≤
1
Hn
∑
k>j
1
k
Lip(g)
Lip(f)
‖Sk‖2 = O
(
1
Hn
∑
k>j
k−
3
2
)
= O
(
1
j
1
2Hn
)
.
Hence
n−1∑
j=0
Lip2j(Kn) = O
(
1
H2n
n−1∑
j=0
j−1
)
= O
(
1
log n
)
.
Using the concentration inequality, we deduce that
m
(∣∣∣∣∣ 1Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
− Em
(
1
Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
))∣∣∣∣∣ ≥ t
)
≤ e−Ct2 logn.
Hence, if we define the subsequence nj = e
jα with α > 0, we have that 1
Hnj
∑nj
k=1
1
k
g
(
Sk
‖Sk‖2
)
goes to E(g(W )) by the Borel-Cantelli lemma, since Em
(
1
Hnj
∑nj
k=1
1
k
g
(
Sk
‖Sk‖2
))
goes to
E(g(W )) when j →∞ by the usual CLT.
It remains to control the gaps. If nj < n ≤ nj+1, we have
1
Hn
n∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
− 1
Hnj
nj∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
=
1
Hn
n∑
k=nj+1
1
k
g
(
Sk
‖Sk‖2
)
+
(
Hnj
Hn
− 1
)
1
Hnj
nj∑
k=1
1
k
g
(
Sk
‖Sk‖2
)
.
Using the previous observations, the supremum over nj < n ≤ nj+1 of the second term
tends to 0 when j →∞. For the first term, the assumption on g gives us
sup
nj<n≤nj+1
∣∣∣∣∣∣ 1Hn
n∑
k=nj+1
1
k
g
(
Sk
‖Sk‖2
)∣∣∣∣∣∣ ≤ CHnj
nj+1∑
k=nj+1
|Sk|
k‖Sk‖2 .
We now prove the almost-sure convergence to zero of Gj =
1
Hnj
∑nj+1
k=nj+1
|Sk|
k‖Sk‖2 . Using the
Schwarz inequality, we have
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Em(G2j) ≤
1
H2nj
nj+1∑
k,l=nj+1
Em(S2k)
1
2Em(S2l )
1
2
k‖Sk‖2l‖Sl‖2 =
1
H2nj
 nj+1∑
k=nj+1
k−1
2
=
(log nj+1 − log nj +O(1))2
H2nj
≤ O(1)
j2
.
The result follows by the Borel-Cantelli lemma, since Em(G2j) is summable. 
5. Large deviations and empirical measure: an alternative approach
In the previous section, we gave some applications of Theorem 3. In this section, we will
show that one can use a direct approach to get large deviations estimates for observables in
BV and also an upper bound on the Kantorovich distance.
5.1. Large deviations estimates for observables in BV. Proposition 9 gives exponential
large deviations estimates for ergodic sums associated to Lipschitz observables, for sequential
dynamical systems on [0, 1] that satisfy all the assumptions required by Theorem 3. As the
strong law of large numbers holds for observables in BV under slighty weaker assumptions
for the dynamical system, it is natural to ask whether large deviations estimates remain valid
in this more general situation. The following proposition answers positively to this question:
Proposition 13. Let (Tn) be a sequential dynamical system on [0, 1] such that all maps Tn
belong to a class C that satisfies (Dr) and (Dec), and for which the condition (Min) holds.
Then, for any f ∈ BV and all t > 0, there exist τ = τ(f) > 0 and C = C(f, t) > 0 such that
for all n ≥ 1:
m
(
1
n
n−1∑
k=0
[
f ◦ T k1 −
∫
f ◦ T k1 dm
]
> t
)
≤ Ce−τnt2 .
Proof. We follow the strategy employed in [3] Proposition 2.5, using the martingale approx-
imation described in Section 5 of [20]. Write fn = f −
∫
f ◦ T n1 dm and define the operators
Qn, for n ≥ 1, by
Qng =
Pn(gP
n−1
1 1)
P n1 1
.
Let hn defined by the relation hn+1 = Qn+1fn +Qn+1hn, with h0 = 0. We get
hn =
1
P n1 1
n−1∑
k=0
P nk+1(fkP
k
1 1).
Since BV is a Banach algebra and (P k1 1)k is bounded in BV, we get that fkP
k
1 1 is a
bounded sequence in BV of functions with integral 0. As a consequence of (Dec), the BV
norm of the term P nk+1(fkP
k
1 1) decays exponentially fast with n − k, which implies, thanks
to condition (Min), that the sequence (hn) is bounded for the supremum norm.
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Define ϕn = fn + hn − hn+1 ◦ Tn+1 and Un = ϕn ◦ T n1 . We have that (Un) is a sequence
of reversed martingales for the filtration (Fn), and is bounded for the supremum norm.
Denoting by Sn =
∑n−1
k=0 fk ◦ T k1 =
∑n−1
k=0
[
f ◦ T k1 −
∫
f ◦ T k1 dm
]
, we have
Sn =
n−1∑
k=0
Uk + hn ◦ T n1 .
Then m(Sn > nt) = m(
∑n−1
k=0 Uk + hn ◦ T n1 > nt) ≤ m(
∑n−1
k=0 Uk >
nt
2
) since (hn) is
bounded for the supremum norm and thus hn ◦ T n1 < nt2 for all n large enough. On the
other hand, using the Azuma-Hoeffding inequality, there exists a constant τ = τ(f) such
that m(
∑n−1
k=0 Uk >
nt
2
) ≤ e−τnt2 , since (Un) is also bounded for the supremum norm. This
proves the proposition. 
5.2. Empirical measure and Kantorovich distance. In Proposition 10, an upper bound
for the Kantorovich distance was obtained using Theorem 3. Following Dedecker and Mer-
leve`de [21], we will prove this result for a larger class of sequential dynamical systems via an
alternative approach.
Recall that for a sequential dynamical systems (Tn) on [0, 1], we define the empirical
measure by En(x) = 1n
∑n−1
k=0 δTk1 x and the measure mn by mn =
1
n
∑n−1
k=0(T
k
1 )?m.
Proposition 14. Let (Tn) be a sequential dynamical system on [0, 1] such that all maps Tn
belong to a class C that satisfies (Dr) and (Dec), and for which the condition (Min) holds.
Then, there exists C > 0 such that for all t > 0 and all n ≥ 1:
m
(
κ(En,mn) > t√
n
)
≤ 2e−Ct2 .
Proof. Let
Sn(t) =
n−1∑
k=0
1Zk≤t − E(1Zk≤t).
Let ‖.‖Lpm denotes the Lp-norm under m, one can observe that
κ(En,mn) = 1
n
‖Sn‖L1m ≤
1
n
‖Sn‖L2m .
Let Mn = {∅, [0, 1]} be the trivial σ-algebra and let Mk = σ(T k1 ) for 0 ≤ k ≤ n− 1. Thus,
using Yurinskii’s idea [42], since E(Sn|Mn) = E(Sn) = 0, we have
Sn =
n−1∑
i=0
E(Sn|Mi)− E(Sn|Mi+1) =
n−1∑
i=0
di,n
where
di,n(t) =
i∑
k=0
E(1Zk≤t|Mi)− E(1Zk≤t|Mi+1).
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Thus, using Theorem 3 of [39], an Azuma-type inequality in Hilbert spaces, we get
m
(
κ(En,mn) > t√
n
)
≤ m
(
1√
n
‖Sn‖2,m > t
)
≤ 2e−
nt2
2b2n
where
(8) b2n =
n−1∑
i=0
∥∥‖di,n‖L2m∥∥2∞ .
We thus only need to bound b2n. We observe that
(9) ‖di,n‖L2m ≤
i∑
k=0
‖E(1Zk≤.|Mi)− E(1Zk≤.)‖L2m +
i∑
k=0
‖E(1Zk≤.|Mi+1)− E(1Zk≤.)‖L2m .
Now, one can use the properties of the transfer operator to show that
E(1Zk≤t|Mi)− E(1Zk≤t) =
P ik+1
(
(χt − E(χt(Zk)))P k1 (1)
)
P i1(1)
◦ T i1,
moreover, using (Min),
‖E(1Zk≤.|Mi)− E(1Zk≤.)‖L2m ≤
supt∈[0,1] |P ik+1
(
(χt − E(χt(Zk)))P k1 (1)
) |
δ
.
Finally, using (Dec) as in (7), we obtain
‖E(1Zk≤.|Mi)− E(1Zk≤.)‖L2m ≤
Cθi−k
δ
.
Since
∑i
k=0 θ
i−k is bounded uniformly in i, from (8) and (9) we get
b2n ≤
n−1∑
i=0
n−1∑
i=0
∥∥‖di,n‖L2m∥∥2∞ ≤ Cn
which gives us,
m
(
κ(En,mn) > t√
n
)
≤ 2 exp (−Ct2)
and concludes the proof. 
Appendix A. Proof of a formula on conditional expectations
In this appendix, we prove the following relation:
(10) Kp(x) =
1
P p1 1(xp)
∑
T p1 y=xp
K(y, T1y, . . . , T
p−1
1 y, xp, . . .)
|(T p1 )′(y)|
,
that holds for m˜-a.e. x ∈ XN.
First, we recall some basic results on transfer operators that will be needed in the proof.
Let (X,A, µ) and (Y,B, ν) be two probability spaces and let T : X → Y be a measurable
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non-singular map. Its associated transfer operator PT : L
1(µ)→ L1(ν) is defined as follows:
for f ∈ L1(µ), PT (f) is the Radon-Nykodim derivative d(λ◦T−1)dν , where dλ = fdµ.
It satisfies the following properties:
Lemma 15. For all f ∈ L1(µ) and g ∈ L1(ν), we have:
(1)
∫
X
f g ◦ Tdµ = ∫
Y
PT (f) g dν,
(2) PT (g ◦ T ) = gPT1,
(3) Eµ(f |T−1B) =
(
PT (f)
PT1
)
◦ T, where PT (f)
PT1
is defined as 0 on the set {PT1 = 0}. In
particular,
(
PT (f1)
PT (f2)
)
◦ T = Eµ(f1|T−1B)Eµ(f2|T−1B ) for all f1, f2 ∈ L1(µ).
We recall now our setting. Let (Tn)n≥1 be a sequence of piecewise expanding maps of the
unit interval (X,F ,m). We define Φ : X → XN by Φ(x) = (T n1 x)n≥0. P p1 denotes the transfer
operator of the map T p1 : X → X. XN is endowed with the product σ-algebra F˜ and the
probability measure m˜ which is the image of m by Φ.
Let F˜p be the σ-algebra on XN of events depending only on the coordinates (xk)k≥p.
Clearly, F˜p = σ−pF˜ , where σ : XN → XN is the shift map. Let K : Xn → R be a separately
Lipschitz function, that we extend as a function K : XN → R belonging to L1(m˜). Finally,
we set Kp = Em˜(K|F˜p).
Lemma 16. Kp ◦ Φ =
(
P p1 (K◦Φ)
P p1 1
)
◦ T p1 , m-a.e.
Proof. By Lemma 15 (3), we have Kp = Em˜(K|σ−pF˜) =
(
P pσK
P pσ1
)
◦ σp. Introduce the map
Φp : X → XN defined by Φp(x) = (x, Tp+1x, T p+2p+1 x, . . .) = (T p+np+1 x)n≥0. This map satisfies
σp ◦ Φ = Φp ◦ T p1 . It is not non-singular and then its transfer operator is not well defined,
but the previous relation implies that PΦp(P
p
1 f) is well defined for all f ∈ L1(m), is equal to
P pσPΦf and satisfies all the properties described in Lemma 15.
We then have
Kp ◦ Φ =
(
P pσK
P pσ1
)
◦ Φp ◦ T p1 =
(
P pσPΦ(K ◦ Φ)
P pσPΦ1
)
◦ Φp ◦ T p1 ,
by Lemma 15 (2), since PΦ1 = 1.
Moreover, since P pσPΦ = PΦpP
p
1 , one can use Lemma 15 (3) to obtain
Kp ◦ Φ =
(
PΦpP
p
1 (K ◦ Φ)
PΦpP
p
1 1
)
◦ Φp ◦ T p1 =
(
((PΦp1) ◦ Φp)Em(P p1 (K ◦ Φ)|(Φp)−1F˜)
((PΦp1) ◦ Φp)Em(P p1 1)|(Φp)−1F˜)
)
◦ T p1 .
The lemma is proved as soon as we remark that (Φp)
−1F˜ = F . 
Finally, this lemma implies (10). Indeed, if we define pip : X
N → X to be the map
that sends x to its p-th coordinate xp, then T
p
1 = pip ◦ Φ, and the lemma asserts that
Kp ◦ Φ =
(
P p1 (K◦Φ)
P p1 1
)
◦ pip ◦ Φ, m-a.e.
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This implies that Kp =
(
P p1 (K◦Φ)
P p1 1
)
◦ pip, m˜-a.e., and proves the relation, since(
P p1 (K ◦ Φ)
P p1 1
)
◦ pip(x) = 1
P p1 1(xp)
∑
T p1 y=xp
K(y, T1y, . . . , T
p−1
1 y, xp, . . .)
|(T p1 )′(y)|
.
To see that, set A = {Kp ◦ Φ =
(
P p1 (K◦Φ)
P p1 1
)
◦ pip ◦ Φ}. We have A ∈ F , and m(A) = 1
by Lemma 16. Since (X,F) and (XN, F˜) are both Polish spaces endowed with their Borel
σ-algebras, and the map Φ : X → XN is injective and measurable, we obtain that Φ(A) ∈ F˜
by Theorem 8.3.7 in [18]. Then m˜(Φ(A)) = m(Φ−1(Φ(A))) ≥ m(A) = 1, which shows that
Kp =
(
P p1 (K◦Φ)
P p1 1
)
◦ pip, m˜-a.e., since the set on which this relation holds contains Φ(A).
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