T his paper presents a new motion estimation algorithm to improve the performance of the existing searching algorithms at a relatively low computational cost. We try to amend the incorrect and/or inaccurate estimate of motion with higher precision by using Kalman filter. We first obtain a measurement of motion vector of a block by using the existing searching scheme. We then generate the predicted motion vector utilizing the inter-block correlation in both spatial and temporal directions. Based on these two motion information, a three-dimensional (3D) motion model is developed and then a 3D local Kalman filter is designed to obtain the optimal estimate of motion vector.
Introduction
Motion compensation (MC) has been applied for video coding with significant improvement in bit rate reduction [ l ] . It is an interframe predictive process where a current frame is predicted from previously coded frames in a video sequence. The most popular technique used for MC is the block-matching algorithm (BMA) due to its simplicity. In BMA, the current image is divided into equal-sized rectangular blocks, and the motion vector (MV) for each block is estimated by searching for its best match with an associated block within a search window in the previous frame. A straightforward way to obtain the MV is the full search algorithm (FSA), which searches all locations in a given searching area and selects the position with minimum matching error. FSA requires an extremely large amount of computation, which is a main barrier in real-time encoding application. Therefore, the development of computationally efficient motion estimation algorithm has received great attention recently.
Many fast search algorithms have been developed to reduce the computational cost. In general, the fast search algorithms reduce the computational burden by limiting the number of search locations using the assumption of unimodal error surface in which the matching error decreases monotonically when the location approaches the global minimum [l-6] . The well-known techniques such as three-step search (TSS), two-dimensional logarithmic search (2DLOG), new three-step search (NTSS) [4] , etc., are all in this class. However, this assumption is usually not true. Therefore, the motion vector obtained is often a local optimum. Instead of limiting the number of search locations, another interesting technique to reduce the complexity of motion estimation is block matching with pixel subsampling [7] . It can be incorporated with several existing algorithms to obtain an additional amount of computational reduction. Also, like the fast algorithms mentioned above, these techniques sacrifice the estimation accuracy.
Another direction for fast search algorithm is to exploit the motion information from neighboring blocks by using spatial and temporal correlations. Some schemes [8] [9] [10] based on this concept have been developed to reduce the computational complexity. But, we feel that the spatial and temporal correlations of motion information have not yet been fully exploited to reduce computation cost while improving the estimation accuracy.
This paper intends to improve the motion estimation performance of the existing searching algorithms at a relative low computational cost. We try to amend the incorrect and/or inaccurate estimate of motion with higher precision by using the Kalman filter. We first obtain a measurement of MV of a block by using existing searching scheme. We then generate the predicted motion vector utilizing the inter-block correlation in both spatial and temporal directions. Based on the two-motion information, a Kalman filter is applied to obtain an optimal estimate of motion vector. Several algorithms based on the concept were proposed by the authors of this work [11] [12] [13] . In this work, we will propose an effective 3D (spatial and temporal) motion model to characterize the MV correlation. And then a new adaptive motion estimation scheme is derived, which improves estimate performance while no extra information bits are needed to be sent to the decoder. The paper is organized as follows. In Section 2, we first review the motion estimation with the Kalman filter. Section 3 describes the modeling of MV and derives an adaptive scheme. The analysis of computation complexity is given in Section 4. Finally, the simulation results are presented in Section 5.
Brief Review of Kalman Filter
The Kalman filtering algorithm estimates the states of a system from noisy measurement [14] [15] [16] [17] [18] 20 ]. There are two major features in a Kalman filter. One is that its mathematical formulation is described in terms of statespace representation, and the other is that its solution is computed recursively. where v(k) and z(k) are state and measurement vector at time k. U, H and C are state transition, measurement and driving matrices, respectively. Generally, we assume that w(k) and n(k) are white Gaussian with
T ¼ Pð0Þ be initial conditions. (1) Prediction:
Pr -Prediction-error covariance :
(2) Updating:
Updating-error covariance :
Kalman gain matrix :
The P(k) is the error covariance matrix that is associated with the state estimate v(k). It is defined as
This matrix provides a statistical measure of the uncertainty in v(k). The superscripts ''À'' and ''+'' denote ''before'' and ''after'' measurement, respectively.
Motion Estimation Using 3D Local Kalman Filter (3DLKF)
In this section, we first introduce the motion vector (MV) model, and the corresponding state-space representation. Then, various motion estimation schemes with non-adaptive and adaptive Kalman filters are described.
Spatia/temporal causal AR models for MV
Let B(m, n, i) be the block at the location (m, n) in the ith frame, and V(m, n, i)=[v x (m, n, i), v y (m, n, i)] T be the MV of B(m, n, i), where v x (m, n, i) and v y (m, n,i) denote the horizontal and vertical components, respectively. Assume that the MV is a random process, and the two components are independent. Then, we can model these two components separately. In this work, we present a 3D AR model that exploits the relationship of motion vectors for only 3D neighboring blocks that arrive at before the current block. We only chose the nearest neighboring blocks, in which the motion vectors are strongly correlated. We refer to this model as 3D local model, which is expressed as v x ðm; n; iÞ ¼ X X X ðk;l;pÞ2S È a klp v x ðm À k; n À l; i À pÞ þ w x ðm; n; iÞ ð 9Þ v y ðm; n; iÞ ¼ X X X ðk;l;pÞ2S È a klp v y ðm À k; n À l; i À pÞ þ w y ðm; n; iÞ ð 10Þ
where
The support of the model mentioned above is depicted in Figure 1 .
State-space representation of MV model
For the fully state propagation, we must represent the proposed models of Eqns. (9) and (10) in a state space. This will yield a 13-dimensional state vector. The high-dimension state vector will result in a huge computation for estimating the motion vector. To attack the computation problem, we decompose the AR model into two parts: filtering and prediction. The prediction part will not affect the state propagation; thus, it is considered as a deterministic input. Consequently, the state-space representation can be formulated as vðm; n; iÞ ¼Fvðm À 1; n; iÞ þ Luðm; n; iÞ þ Gwðm; n; iÞ ð 11Þ zðm; n; iÞ ¼ Hvðm; n; iÞ þ eðm; n; iÞ ð12Þ
In the above equations, v(m, n, i) represents the state vector at the location (m, n, i); u(m, n, i) denotes a deterministic input; and F, G, L and H are the corresponding matrices. In our work, the deterministic input is defined as the prediction part of the model, and will be used to implement the local Kalman filter (LKF).
Since the motion estimation processes the block one by one according to the order of raster scan, the state propagation should be performed in 1D manner, as depicted in Eqn. (11) .
The main idea in LKF is the approximation of the MV v(m, n, i), which cannot be represented in terms of v(mÀl, n, i). We will demonstrate the state-space representation in Eqns (13) and (14) as follows:
vðm; n; iÞ ¼Fvðm À 1; n; iÞ þ Luðm; n; iÞ þ Gwðm; n; iÞ ð 13Þ Figure 1 . Causal AR models for motion vector associated with spatial and temporal neighborhood systems. where vðm; n; iÞ ¼ vðm; n; iÞ vðm À 1; n; iÞ vðm þ 2; n À 1; iÞ vðm þ 1; n À 1; iÞ vðm; n À 1; iÞ vðm þ 1; n; i À 1Þ ; vðm; À1 n; iÞ ¼ vðm À 1; n; iÞ vðm À 2; n; iÞ vðm À 1; n À 1; iÞ vðm; n À 1; iÞ vðm À 1; n; iÞ vðm; n; i À 1Þ ; uðm; n; iÞ ¼ wðm; n; iÞ ¼ wðm; n; iÞ wðm þ 1; n; i À 1Þ zðm; n; iÞ ¼ Hvðm; n; iÞ þ eðm; n; iÞ ð14Þ where zðm; n; iÞ ¼ zðm; n; iÞ zðm þ 2; n À 1; iÞ ; H ¼ 1 0 0 0 0 0 0 0 1 0 0 0 and eðm; n; iÞ ¼ eðm; n; iÞ eðm þ 2; n À 1; iÞ
The motion vectors v(m, n, i), which cannot be represented in terms of v(mÀl, n, i), consist of two components: v(m+2, nÀ1, i) and v(m+l, n, iÀ1). We use the most recent estimate with uncertainty to approximate them, i.e. vðm þ 2; n À 1; iÞ ¼v vðm þ 2; n À 1; iÞ þ eðm þ 2; n À 1; iÞ ð15Þ vðm þ 1; n; i À 1Þ ¼v vðm þ 1; n; i À 1Þ þ wðm þ 1; n; i À 1Þ ð16Þ
The above equations indicate that the best available estimate is the most recent update of the MV, which is available at time (m, n, i). The current frame MV, v(m+2, nÀ1, i), is incorporated into measurement, and the previous frame MV, v(m+l, n, iÀ1), is incorporated into deterministic input. In our work, the covariance of these two uncertainties is given a small value for simplicity. Through the above process, the motion estimation with 3D AR model can be realized by 1D recursive manner.
Given these models, the Kalman filter is described as follows: (1) Prediction:
State prediction : v v À ðm; n; iÞ ¼Fv v þ ðm À 1; n; iÞ þ Luðm; n; iÞ ð17Þ
Prediction-error covariance :
State updating :v v þ ðm; n; iÞ ¼v v À ðm; n; iÞ þ Kðm; n; iÞ Â ½zðm; n; iÞ À Hv v À ðm; n; iÞ ð19Þ
Updating-error covariance : P þ ðm; n; iÞ ¼½I À Kðm; n; iÞHP À ðm; n; iÞ ð20Þ
Kalman gain matrix :
Kðm; n; iÞ ¼P À ðm; n; iÞH T ½HP À ðm; n; iÞH T þ Rðm; n; iÞ
À1 ð21Þ
The P(m, n, i) is the error covariance matrix that is associated with the state estimate v(m, n, i), R(m, n, i) and Q(m, n, i) are the covariance of e(m, n, i) and w(m, n, i), respectively.
Adaptive Kalman Filtering
In general, the motion correlation between the adjacent blocks cannot be modeled exactly. Similarly, the measurement of motion vector may have error due to incorrect, inaccurate and low-precision estimation algorithms. Therefore, there exists uncertainty in both prediction and measurement. The uncertainty of prediction and measurement is represented by zero mean white Gaussian noise w(m, n, i) and e(m, n, i) with variance q(m, n, i) and r(m, n, i), respectively. In Kalman filtering algorithm, the Kalman gain depends on q(m, n, i) and r(m, n i). Therefore, the quantities of the covariance will determine the relative amount of updating using prediction or measurement information. Due to the non-stationary nature of motion vector fields, the quantities of the covariance should be adjusted block by block to achieve the better performance.
In [13] , we introduce two distortion functions, D 1 and D 2 , to measure the uncertainty for both prediction and measurement, and use the distortion function as a reliability criterion. Based on such concept, we calculate the covariance q and r that are closely related to D 1 and D 2 , and then obtain a time-varying Kalman gain. This results in more reliable estimate of MV. The idea behind the procedure is that we use the actual distortion of prediction and measurement to adjust the covariance instead of the conventional complex statistical on-line approaches [12] . Because the distortion measured is trustworthier than any assumption, the developed scheme achieves very good performance as demonstrated in [13] . The major disadvantages of the scheme are: (a) it needs to send extra side-information, (b) it increases the overall bit rate, and (c) the bit stream may not be compatible with the current video coding standard. In the following, we will propose a new adaptive scheme, which is simpler and more effective than the previous schemes and it does not need to send extra side-information.
We first calculate the errors compensated by predicted MV and measured MV, and then investigate the relation between the difference of the two errors, Dd, and the difference of two motion vectors, DMV. Let D 1 and D 2 be the block distortion of motion compensation due to the measurement error and prediction error, respectively, which are defined as follows:
jBðm þ j; n þ l; iÞ ÀB Bðm þ j þ zðm; n; iÞ; n þ l þ zðm; n; iÞ; i À 1Þj ¼MADðz x ; z y Þ ð 22Þ
and
jBðm þ j; n þ l; iÞ ÀB Bðm þ j þv v x ðm; n; iÞ; n þ l þv v y ðm; n; iÞ; i À 1Þj
where B i and B iÀ1 are the current block and motion compensated block, respectively. Dd is defined as
We found that when DMV increases, Dd is first increased approximately exponentially, and then decreased exponentially. The increasing rate is larger than the decreasing rate. In general, the measurement is obtained by a real matching; thus, a large DMV means that the prediction is far away from optimal location. This results in a large value of Dd. However, when DMV exceeds a certain value, the measurement may find incorrect position due to the restrictions of block matching, such as cover/uncover-background, complex motion types, etc. Hence, Dd will decrease gradually according to the increase of DMV. Therefore, we use two exponential functions to model the variance of prediction as qðm; n; iÞ ¼ 1 À a 1 expðÀb 1 jjzðm; n; iÞ Àv v À ðm; n; iÞjjÞ;
jjz Àv v À jj th a 2 expðÀb 2 jjzðm; n; iÞ Àv v À ðm; n; iÞjj À thÞÞ;
jjz Àv v À jj4th
rðm; n; iÞ ¼ 1 À qðm; n; iÞ ð 26Þ
where th is the turning point, which is a reliable index of measurement. If DMV is less than th, the measurement is reliable compared with prediction. However, when DMV is far away from th, the measurement is less reliable and the prediction should give more contribution. The parameters a and b affect the shape of the exponential function and are related to searching methods. The parameter values for full search are larger than those for fast search. Because the prediction can be calculated in the receiver, no extra-information needs to be sent. Therefore, the new method is also suitable for real-time application.
Analysis of computational complexity
As described before, the proposed method consists of two major processes: motion measurement by conventional search algorithm, and the Kalman filtering. Therefore, the total computational complexity is the sum of the computations of the two processes.
Consider the case, where a block size is N Â N, the maximum displacement is p, and the matching criterion is MAD. The full search algorithm (FSA) requires (2p+1) 2 search locations. Each search location corresponds to one MAD computation, which consists of (2NÀ1) 2 additions and N 2 absolute operations.
Therefore, the total computation is (2p+1) 2 (2NÀl) 2 additions and (2p+l) 2 N 2 absolute operations.
The NTSS proposed by Li et al. [4] is a modified version of TSS. By exploiting the center-biased concept, the NTSS searches additional eight neighbor points around the center in the first step. It can stop the search in half-way, or complete the three steps as TSS. The number of searching locations is varied from 17 to 33 for p=7.
In general, the Kalman filtering is computationally expensive. But in our application, the computational complexity is relatively small because the calculation of Kalman filtering can be significantly simplified. We evaluate the required calculations per block for the Kalman filtering as follows. The Kalman filtering contains two stages: prediction and updating. For simplicity and without loss of generality, we use a single index (m) to replace (m, n, i); for example, v(m, n, i) is replaced with v(m).
Since the elements of matrix F and L are 0 or 1 except the first row, as indicated in Eqn. (13) . Therefore, only the first element ofv v À ðmÞ is needed to be calculated, which involves 13 multiplications ( Â ) and 12 additions (+).
] is 2 Â 2 diagonal matrix with q 11 =q(m, n, i) and q 22 =q(m+l, n, iÀ1). Thus, P À (m) can be expressed as Obviously, the computation can be simplified as p Obviously, the calculation of P + (m) can be simplified as p In the adaptive algorithm mentioned before, we need to update q(m) and r(m) for every recursion. The extra computations of these two parameters contain one comparison, one absolute, one exponential, two ( Â ) and three (+). The computation required for ''y'' component of motion vector is the same as that for ''x'' component. The computational complexity required for the Kalman filtering is summarized in Table 1 . It indicates that the extra computation introduced by the proposed method is small.
Simulation Results
Several image sequences including ''Miss America'', ''Salesman'', ''Flower Garden'' and ''Susie'' are evaluated to compare the performances of different motion estimation algorithms. The first two sequences are typical videoconference situations. In order to create larger motion displacement, each of the two sequences is reduced to 15 Hz with frame skipping. The last two sequences contain more complex motion such as rotation, and covered/uncovered background. They are converted from CCIR 601 format using the decimation filters recommended by the ISO/MPEG standard committee. The 30 successive frames of each sequence are used in simulation. All the simulations were performed on a Pentium-III 700 PC with program written in Matlab. .25/C, where C is a normalization factor, and C=26 in our simulation. For non-adaptive algorithm, the covariance of w(m, n, i) and e(m, n, i) should be given a priori. In our work, the q(m+2, nÀ1, i) and r(m+l, n, iÀ1) are 0.095, q(m, n, i) and r(m, n, i) are 0.85 and 0.15, respectively. In the adaptive algorithm, q(m, n, i) and r(m, n, i) are adjusted automatically, the parameters a, b and th are set as a 1 =0.55, a 2 =1.10, b 1 =0.985, b 2 =0.009 and th=5.8 for ''Flower Garden'', a l =1.10, a 2 =0.98, b 1 =0.735, b 2 =0.008 and th=4.2 for others sequences. The value is obtained experimentally. The q(m+2, nÀ1, i) and r(m+l, n, iÀ1) are the same as the non-adaptive algorithm.
The motion-compensated prediction frame is obtained by displacing the previously reconstructed blocks using the estimated motion vectors. Since the estimated motion vector is a real value instead of an integer, the displaced pixels may not be on the sampling grid. Therefore, the well-known bilinear interpolation [19] is adopted to generate a motion compensated prediction frame. Table 2 summarizes the comparison of the average PSNRs for various algorithms. It indicates that all our algorithms perform better than NTSS. The 3DLKF also obtains better performance than FSA on the average. It is noted that the 3DLKF needs few additional computations over NTSS. The 3DALKF give much better PSNR performance than FSA. performance. The most important point to note is that the proposed adaptive algorithm can compensate the poor measurement and thereby raise the PSNR significantly. In addition, the visual quality of the reconstructed image is also improved considerably. This can be seen from Figure 6 , which shows the reconstructed images of frame 74 obtained by NTSS and 3DALKF, respectively. The NTSS algorithm yields the obvious distortion on some regions such as the left era and the mouth, as shown in Figure 6 (a). Our algorithm, as shown in Figure 6 (b), improves this significantly. Figure 7 shows the motion vector fields of ''Miss America'' obtained by FSA, NTSS and 3DALKF, respectively. The motion vector fields obtained by our algorithm are obviously smoother than those by the other algorithms. Although the hierarchical search algorithm presented in [19] can also achieve smooth motion vector fields, it obtains lower PSNR than FSA.
In the proposed methods, the 3DALKF is the most computationally expensive scheme. The computation time for FSA, NTSS, and 3DALKF are listed in Table  3 . It is obvious that the computation time of the new method is only about l/6 of the FSA, and is slightly more 
Conclusion
In this paper, we have proposed a statistical method for motion estimation based on the Kalman filter. It employs the predicted motion information and the measured motion information to obtain an optimal estimate of motion vector. The predicted motion is achieved through the use of 3D AR models, which characterizes the motion correlation of the spatial and temporal neighboring blocks. The measurement motion is obtained by using any conventional block-matching search algorithm. Based on the 3D AR model, twomotion estimation algorithms, 3DLKF and 3DALKF, which are based on non-adaptive and adaptive Kalman filters, respectively, have been developed. The results indicate that the proposed two algorithms achieve not only the better performance but also the smoother motion vector fields than those of FSA and NTSS. Furthermore, our algorithms reduce computational cost significantly, as compared to FSA.
