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Resumen
En este trabajo se presenta el uso de arquitecturas heteroge´neas para acelerar los ca´lcu-
los pertinentes a varios algoritmos de computacio´n cient´ıfica como son los casos t´ıpicos de
ecuaciones diferenciales parciales. Para poder lograr este objetivo es necesaria una similitud
entre las estructuras de los problemas con las arquitecturas de computo, adema´s de buscar
formas de optimizacio´n tales como el manejo apropiado de los recursos disponibles y emplear
caracter´ısticas propias de las arquitecturas como la indexacio´n bidimiensional de memoria.
Esto es posible gracias a las diferentes configuraciones permitidas por el esta´ndar de compu-
tacio´n en paralelo Open Compute Language (OpenCL). Dentro de los diferentes problemas
para analizar se encuentran las tres clasificaciones de ecuaciones diferenciales parciales de
segundo grado, a saber: ecuacio´n parabo´lica, el´ıptica e hiperbo´lica. Para estas ecuaciones se
tomaron problemas cla´sicos de la literatura, en los que se obtuvo una aproximacio´n de la
solucio´n mediante el me´todo expl´ıcito. La ecuacio´n de calor en una dimensio´n, Laplace en
dos dimensiones y finalmente onda en una y dos dimensiones. Para comprobar los resultados
presentados en este trabajo se realizan comparaciones entre las velocidades de respuesta de
los diferentes algoritmos para procesos secuenciales en CPU y paralelos, utilizando procesa-
dor con mu´ltiples nu´cleos y unidades de procesamiento gra´fico (GPU); teniendo en cuenta las
medidas de tiempo de los procesos de escritura en memoria principal, los tiempos de ejecu-
cio´n del proceso en los dispositivos aceleradores, y el tiempo exclusivo que tarda el kernel en
ser ejecutado. Los resultados que aqu´ı se muestran fueron realizados en un computador con
procesador AMD black six de 6 nu´cleos con un reloj de 3300 MHz y 4Gb de memoria RAM;
una GPU AMD HD 6700 de 10 unidades computacionales con 222 elementos de proceso, un
reloj de 850 MHz y 2Gb de memoria, los cuales son de uso comercial y de fa´cil acceso a la
comunidad cient´ıfica en general.
Palabras clave:
Computacio´n Cient´ıfica, Ecuaciones diferenciales parciales (EDP), Unidad de
procesamiento gra´fico (GPU), Open Compute Language (OpenCL), Compu-
tacio´n en paralelo

xiii
Abstract
This study describes the use of heterogeneous architectures to accelerate the pertinent calcu-
lations for several scientific computing algorithms such as the typical cases of partial differen-
tial equations. To achieve this objective a similarity between the structures of the problems
with the architecture of these devices is needed, besides searching ways of optimization such
as the appropriate use of the available resources and use particular characteristics of the
devices as bi-dimensional indexing; which can occur thanks to the different configurations
allowed by the standard Open Compute Language (OpenCL ). Within the different problems
to be analyzed we have the three classifications of the second grade partial differential equa-
tions, which are parabolic, elliptic and hyperbolic equations. For this equations we took the
classic problems of literature, being explicitly heat equation in one dimension, Laplace in
two dimensions and additionally wave in one and two dimensions. To verify the results pre-
sented in this study comparisons of each problem were performed between the response rates
of the different algorithms for sequential and parallel process, using multicores and GPU;
taking into account the measurements of time of the processes of writing in the principal
memory and without it, the execution times of the process in the accelerator devices, and
the time it takes the exclusive kernel execution. The results shown here were achieved in a
computer with a AMD black processing unit of 6 cores, with a 3300 MHz clock and a 4Gb
ram memory; also an AMD HD 6700 GPU of 10 computing units with 222 process elements
was used, a 850 MHz clock and a 2Gb memory. Which in general terms are for commercial
use and have easy access in general to the scientific community in general.
Keywords:
Computational science, partial differential equations (PDE), Graphics proces-
sing unit(GPU), Open Compute Language (OpenCL),parallel computing
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1. Introduccio´n
Las estructuras de computacio´n heteroge´neas como los procesadores con mu´ltiples nu´cleos y
las unidades de procesamiento gra´fico o GPU (de sus siglas en ingle´s graphic process unit),
tienen una mayor capacidad de procesamiento en relacio´n a las estructuras tradicionales ba-
sadas en arquitecturas tradicionales con un u´nico procesador o CPU (de sus siglas en ingle´s
control process unit) [1].
Se entiende como computacio´n heteroge´nea el manejo simulta´neo de distintos tipos de unida-
des computacionales [2]. Generalmente se usan combinaciones de unidades de procesamiento
central (CPU) junto con aceleradores, donde los ma´s comunes son: las arquitecturas de mo-
tor Ce´lula de banda ancha (Cell Broadband Engine Architecture CBEA), las unidades de
procesamiento gra´fico (GPU) y arreglos de compuertas programables en campo (Field Pro-
grammable Gate Array FPGA). Estos son econo´micos y presentan mejores rendimientos en
operaciones de punto flotante que las CPU tradicionales [3]. Por su flexibilidad, el manejo
de estas unidades brinda la posibilidad de una mayor distribucio´n de tareas en paralelo [59].
El dominio de unidades computacionales con diferentes tipos de estructuras no es una tarea
fa´cil, y requiere de un amplio conocimiento de las mismas. Por este motivo, desde el 2008,
los fabricantes de dispositivos buscaron crear el esta´ndar OpenCL. Este es un protocolo de
programacio´n abierto, que dada su portabilidad no limita la aplicacio´n a un determinado
fabricante. Adema´s OpenCL presenta grandes posibilidades de optimizacio´n y ventajas en
el cambio ra´pido de aplicacio´n [38], convirtie´ndolo en una herramienta de gran utilidad en
el campo de la computacio´n cient´ıfica.
Debido a la diversidad de unidades computacionales que pueden ser utilizadas, es necesario
escoger la que posea una estructura ma´s acorde al tipo de problema a solucionar, en este
caso problemas modelados con ecuaciones diferenciales parciales. Las ecuaciones diferencia-
les parciales son una de las a´reas de mayor uso en una de las disciplinas de la computacio´n
cient´ıfica, la meca´nica computacional [4]. Esta disciplina tiene gran intere´s en problemas de
simulacio´n de meca´nica de fluidos, los cuales tienen la caracter´ıstica de necesitar millones de
ca´lculos similares para tener una aproximacio´n de los resultados [58].
En la mayoria de los casos no es fa´cil obtener una solucio´n anal´ıtica en los problemas modela-
dos con ecuaciones diferenciales parciales [60]. Por esto se han desarrollado diversos me´todos
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nume´ricos para la aproximacio´n de soluciones. Estos me´todos requieren grandes cantidades
de ca´lculos para que sus resultados sean confiables, por lo que no son viables de realizar sin
herramientas computacionales que los faciliten y aceleren.
Para lograr llevar estos problemas al campo de la computacio´n se hace necesaria una discreti-
zacio´n del mismo. Para este caso se utiliza el me´todo de diferencias finitas, que discretiza las
ecuaciones del problema [5, 6]. En la figura 1-1 se aprecia la discretizacio´n en el eje vertical
del tiempo, y en el eje horizontal del espacio.
Finalmente, dado que la forma de los me´todos utilizados para la aproximacio´n de ecuaciones
diferenciales parciales y la arquitectura interna de la GPU son muy similares, posiblemente
esta sea la opcio´n que brinde mejores tiempos de respuesta frente a los dema´s dispositivos
aceleradores.
Figura 1-1.: Espacio discretizado.
Para comprobar la eficiencia que tienen las arquitecturas heteroge´neas, en la solucio´n nu´me-
rica de este tipo de problemas, es necesario tomar medidas de desempen˜o apropiadas a las
caracter´ısticas que se desean mejorar que, para el caso de este trabajo, son: la aceleracio´n de
tiempo de ejecucio´n y la exactitud. Para poder determinar que´ tanto mejora el resultado y
el tiempo de espera usando dispositivos aceleradores se tomara´n medidas de tiempo en dife-
rentes circunstancias, las cuales incluyen los tiempos de escritura en memoria principal, los
tiempos de paso de informacio´n a los dispositivos, los tiempos de inicializacio´n y finalmen-
te los generados exclusivamente por los dispositivos; permitiendo un ana´lisis ma´s detallado
3de las aceleraciones presentes. Para verificar todos los resultados se empleo´ un sistema con
las siguientes caracter´ısticas: Un computador con procesador AMD black six de 6 nu´cleos
con un reloj de 3300 MHz y 4Gb de memoria RAM; una GPU AMD HD 6700 de 10 uni-
dades computacionales con 222 elementos de proceso, un reloj de 850 MHz y 2Gb de memoria.
Los experimentos realizados para determinar las mejoras de desempen˜o tambie´n tendra´n
como propo´sito analizar distintas formas de implementacio´n que puedan ser utilizadas con
el fin de mejorar los tiempos de respuesta, adema´s de brindar una fuente de informacio´n
mayor de las condiciones bajo las cuales los dispositivos aceleradores, son de mayor utilidad.
La primera de estas implementaciones es la relacionada con el uso correcto de las distin-
tas jerarqu´ıas de memoria, pasando de una memoria global que es ma´s grande y lenta, a
pequen˜os grupos de memoria local, que a pesar de ser menores en taman˜o tiene menores
tiempos de acceso. Otra de las alternativas esta´ en una buena gestio´n de los datos luego de
ser ingresados a los dispositivos aceleradores, para evitar procesos de pasos de informacio´n
innecesarios y re-alimentar dichos datos. Por u´ltimo y de una forma ma´s trascendente para
este trabajo se encuentra el caso de la implementacio´n con indexacio´n de memoria.
La indexacio´n es una posibilidad de implementacio´n que posee la GPU debido a la estruc-
tura interna de su memoria, esta capacidad permite organizar los datos en memoria de tal
forma que la interaccio´n que puedan tener sea ma´s veloz. Esta herramienta ha sido utilizada
en su mayor´ıa para procesamiento de ima´genes, pero dada la similitud que existe entre la
representacio´n matricial de las ima´genes y la representacio´n que se hace en los problemas de
dos dimensiones, se logra un mejor uso de esta herramienta.
En el cap´ıtulo 2 de este documento se encuentra el estudio de la ecuacio´n de calor en una
dimensio´n, en donde el problema a analizar es una barra aislada en sus extremos a la cual
se le aplica un punto de calor y se observa el comportamiento de la misma. Para este caso
se analiza el comportamiento del cambio de memoria global por memoria local y se miden
las diferentes aceleraciones para distintos taman˜os del problema consiguiendo aceleraciones
de 2.1x para barras de 10000 puntos.
En el cap´ıtulo 3 esta´ el estudio de la ecuacio´n de Laplace en dos dimensiones, para este caso
se analiza el estado estacionario de una placa plana a la que se le aplica una temperatura
constante en sus aristas, y se observa la transferencia de temperatura a la placa. En este
caso se miden los tiempos de aceleracio´n para diferentes taman˜os de malla cuadrada y se
analiza la incidencia en la aceleracio´n que tiene el proceso de escritura en memoria princi-
pal, logrando aumentar la aceleracio´n de 2.1x hasta 4.1x. Tambie´n se miden los cambios en
el tiempo de ejecucio´n que presenta la indexacio´n, para el proceso de la GPU, y para los
ca´lculos realizados en cada uno de los elementos computacionales (kernel).
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En el cap´ıtulo 4 se analizan dos casos de ecuacio´n de onda, en una y dos dimensiones, el pro-
blema para el primero de ellos es una cuerda ela´stica fija en los extremos, la cual se inicializa
lejos de su estado de equilibrio; el segundo es un estanque de agua el cual es perturbado
al arrojar un objeto en medio de este. Estos problemas presentan la facilidad de poder re-
utilizar la informacio´n dada anteriormente y separarla en un lugar de la memoria para no
tener que recurrir a transferencias innecesarias de datos ya presentes; adema´s para el caso
de dos dimensiones se encuentra de nuevo la indexacio´n como herramienta. Para estos dos
casos se observan las diferentes aceleraciones en los tiempos de ejecucio´n y los cambios que
presenta la indexacio´n en el proceso de la GPU y el kernel, observando co´mo la presencia de
este me´todo genera aceleraciones superiores a 20x.
En el u´ltimo cap´ıtulo se encuentran las conclusiones y recomendaciones del trabajo, adema´s
se presenta un corto tutorial para facilitar la comprensio´n de las implementaciones mediante
OpenCL y finalmente los principales codigos de implementacio´n en OpenCL utilizados en
este trabajo. Finalmente en la seccio´n de anexos se puede encontrar un tutorial bo´sico de
como funciona OpenCL, ademas de los principales co´digos con que se realizaron las simula-
ciones de las ecuaciones vistas en este documento.
1.1. Estado del arte
En la literatura se encuentra gran cantidad de documentos referentes a problemas de compu-
tacio´n cient´ıfica, en los cuales se buscan soluciones mediante el uso de arquitecturas hete-
roge´neas y, muchos de estos utilizan casos de estudio con ecuaciones diferenciales parciales
como en [37, 43, 52, 53]. Todos estos cambian su forma de ver la utilidad de los dispositivos
aceleradores, ya sea midiendo la cantidad de operaciones que pueden realizar en un deter-
minado tiempo (FLOPS) [30, 32], midiendo el gasto energe´tico necesario para resolver un
determinado problema [35, 45], o como en otros casos, buscando acelerar un problema para
resolverlo en el menor tiempo posible [40,42,56].
Los trabajos enfocados a acelerar procesos dependen en gran parte de los equipos con los
que cuente, por lo tanto en la mayor´ıa de estos se utilizan medidas de desempen˜o relativas
a los propios equipos sin utilizar los aceleradores, para comparar luego sus ventajas, como
en [30, 39, 41, 50]. Tambie´n, muy frecuentemente cambian las arquitecturas segu´n se incre-
mente la complejidad del problema o no consigan las aceleraciones requeridas [32,42,45,51],
pudiendo conseguir aceleraciones de ma´s de 80 veces con varios aceleradores y hasta lograr su-
perar las 2000 veces utilizando bancos de ma´s de 50 dispositivos(cluster) [47,51,55,57]. Pero
en algunos otros casos se busca una mejor implementacio´n de los algoritmos tratando de con-
seguir mejoras en el desempen˜o de los mismos con los recursos disponibles [31,33,36,49,52].
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Una de las te´cnicas utilizadas para acelerar los procesos con GPU es conocida como indexa-
cio´n (multigrid) en la cual se asignan ı´ndices a los datos para tener una interaccio´n mayor
entre ellos y facilitar los procesos, pero este tipo de te´cnica se ha utilizado en mayor medida
en problemas relacionados con procesamiento de ima´genes [49,56], aunque en algunos casos
se encuentran en otro tipo de problemas que son ma´s pro´ximos a ecuaciones diferenciales
parciales [35,46,65–67].
Estos problemas modelados con ecuaciones diferenciales parciales tienen una gran a´rea de
desarrollo en la simulacio´n de tejidos como en [62–64]. Estos tienen la particularidad de
necesitar miles de datos en forma de ce´lulas, para poder tener una aproximacio´n a cualquier
tejido, y dada su complejidad son procesos que tardan un tiempo considerablemente alto
brindando una motivacio´n adicional a trabajos que buscan aceleracio´n de algoritmos enfo-
cados a la computacio´n cient´ıfica.
Normalmente, las comparaciones de aceleracio´n se realizan mediante puntos de referencia
(benchmark) [31,33], pero estos solamente permiten la comparacio´n de los dispositivos para
ciertos algoritmos, y dado que la cantidad de problemas que pueden encontrar solucio´n en
este campo es abundante, las comparaciones que se generan en estos u´ltimos problemas se
ejecutan frente a las mismas implementaciones de forma secuencial, ya que en la mayor´ıa de
los casos no se tienen super computadores o benchmark que permitan comparaciones.

2. Aceleracio´n de problemas en una
dimensio´n usando GPU. Caso de
estudio: Ecuacio´n de calor
2.1. Introduccio´n
En este cap´ıtulo se presenta como caso de estudio, el ana´lisis de la ecuacio´n de calor. Se rea-
liza la aproximacio´n de la solucio´n usando el me´todo de diferencias finitas expl´ıcito, tambie´n
se muestra co´mo el uso de arquitecturas heteroge´neas, tales como la GPU muestra conside-
rables ventajas en cuanto a desempen˜o frente a la CPU tradicional, debido a la posibilidad
de ejecutar el mismo patro´n de co´mputo en cada uno de sus nu´cleos.
La forma de programar e implementar estos algoritmos en los diversos dispositivos se facilita
debido al uso del esta´ndar de computacio´n paralela llamado OpenCL. Este permite, no solo
un ra´pido cambio entre plataforma y dispositivos, sino tambie´n la posibilidad de gestionar
los recursos para mejorar el desempen˜o, de tal forma que segu´n se conozcan las estructuras
del problema y del dispositivo acelerador, se consigan mejores tiempos de respuesta en los
resultados.
El experimento que se realiza esta´ basado en un problema de disipacio´n de temperatura en
una barra con los extremos aislados. Las pruebas van cambiando en el nu´mero de iteraciones
y en el taman˜o de puntos que se toman de la barra. Tambie´n se muestran los cambios que
se producen cuando se utilizan memorias globales y memorias locales, donde finalmente se
consiguen aceleraciones de hasta 2.1x.
2.2. Ecuacio´n de calor
El primer caso a analizar es una ecuacio´n cla´sica de problemas con ecuaciones diferenciales
parciales parabo´licas como es la propagacio´n de calor [7], esta describe los cambios de tempe-
ratura en un determinado espacio a lo largo del tiempo. Para definir de una forma concreta
el problema, se buscara´ co´mo se disipa la temperatura en una barra homoge´nea y de longitud
8
2 Aceleracio´n de problemas en una dimensio´n usando GPU. Caso de estudio: Ecuacio´n
de calor
L, previamente calentada y que esta´ aislada en sus extremos. Donde la temperatura T es
la solucio´n a una distancia x en la barra despue´s de un tiempo t, y el para´metro α es la
difusividad te´rmica propia del material. Ver ecuacio´n (2-1)
∂T
∂t
− α∂
2T
∂x2
= 0, 0 < x < L, t > 0 (2-1)
Existen varios me´todos de diferencias finitas para obtener una aproximacio´n nume´rica, ya
sea mediante un esquema expl´ıcito, impl´ıcito o uno semi impl´ıcito que se obtiene al combinar
los dos anteriores. Para este caso se utilizara´ el esquema expl´ıcito, que consiste en calcular
los valores desconocidos de cada punto en un tiempo posterior con base en un promedio de
los vecinos en el tiempo anterior, como se muestra en la figura 2-1. El ca´lculo de este tipo
de plantilla es ejecutado por cada nu´cleo o unidad de proceso del dispositivo, y es conocida
como kernel [34]. La implementacio´n de este kernel en la ejecucio´n se hace mediante la ecua-
cio´n (2-2) que aparece como resultado de utilizar el me´todo de diferencias finitas expl´ıcito,
en donde valores de la primera iteracio´n son conocidos (valores iniciales).
T2(i+ 1) = βT1(i) + (1− 2β)T1(i+ 1) + βT1(i+ 2) (2-2)
Uno de los retos en la aproximacio´n de la solucio´n de ecuaciones diferenciales parciales en
CPU es el tiempo de ejecucio´n [8]. Las GPU son una excelente alternativa dada sus capacida-
des de manejar grandes cantidades de informacio´n, de procesarlas de una forma concurrente,
y de buscar mejores velocidades en el tiempo de respuesta. Adema´s presentan un consumo
energe´tico inferior al de la CPU por tener un reloj interno ma´s lento.
La principal ventaja que tiene la GPU frente a la CPU es la cantidad de procesos que puede
ejecutar de forma concurrente. Mientras la CPU puede estar formada por varios nu´cleos
optimizados para el procesamiento en serie, la GPU consta de millares de nu´cleos ma´s pe-
quen˜os y eficientes disen˜ados para el trabajo en paralelo [9]. Por ende es posible realizar
las operaciones en cada uno de estos nu´cleos. Tambie´n la GPU genera una respuesta con la
misma tolerancia de error que la CPU debido a que su estructura esta´ disen˜ada para cumplir
el esta´ndar de representacio´n de punto flotante ieee754 [10].
2.3. Implementacio´n en GPU
Para la programacio´n de las GPU era necesario disponer de los programas propios de cada
fabricante [11], ya que existen varias empresas que fabrican estos equipos entonces se desa-
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Figura 2-1.: Kernel para la aproximacio´n de la ecuacio´n de calor en una dimensio´n.
rrollaron varios programas con fines similares. Para unificar tantos criterios fue desarrollado
OpenCL [12] como un esta´ndar que no solo sirve para la programacio´n de GPU sino tambie´n
de otros aceleradores. No obstante, para poder sacar un mejor provecho del dispositivo se
hace necesario un conocimiento bastante amplio de las arquitecturas internas de los acelera-
dores [13, 38].
Mediante el conocimiento de OpenCL y la estructura del problema, es posible hacer un uso
ma´s eficiente de los recursos de la GPU [14,38]. Estos recursos pueden ser tales como el ma-
nejo de memoria, que genera mejores rendimientos. La memoria interna de la GPU tambie´n
cambia segu´n la arquitectura y el fabricante, pero en general cumple un mismo patro´n de
jerarqu´ıa; la memoria global, es la ma´s grande y la ma´s lenta. Luego aparece la memoria
local que esta´ presente en pequen˜as agrupaciones de nu´cleos. Finalmente se tiene la memoria
privada de cada nu´cleo.
Dados los arreglos de memoria y la estructura del problema, se hace uso de la memoria
local [15, 48], la cual se gestiona luego de enviar los datos a la GPU, y sin la necesidad de
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recurrir a nueva informacio´n que provenga de la CPU, ver anexo B.1. Esta permite almace-
nar el resultado de la primera iteracio´n y utilizarlo como datos iniciales de la segunda, para
mejorar el rendimiento, y no tener que enfrentar el mayor problema que tienen los disposi-
tivos aceleradores, la comunicacio´n con la CPU [16].
2.4. Experimento
Para poder verificar que´ tan eficiente es un dispositivo como la GPU para acelerar ecuacio-
nes diferenciales parciales, se realizaron pruebas en una CPU convencional y en una GPU
con capacidad de usar OpenCL. Tambie´n se realizaron pruebas mediante una mejor admi-
nistracio´n de los recursos de memoria. El experimento muestra el tiempo de respuesta en
milisegundos que tardo´ cada uno de los dispositivos y su aceleracio´n (Speed-up). Esta es la
medida de aceleracio´n utilizada para comparar el comportamiento secuencial al comporta-
miento paralelo. Las caracter´ısticas del equipo con que son desarrolladas estas pruebas son:
Un computador con procesador AMD black six de 6 nu´cleos con un reloj de 3300 MHz y
4Gb de memoria RAM; una GPU AMD HD 6700 de 10 unidades computacionales con 222
elementos de proceso, un reloj de 850 MHz y 2Gb de memoria. Las implementaciones se
realizaron mediante el estandar OpenCL como se ve en el anexo B.1 y fueron compiladas y
ejecutadas mediante Microsoft Visual C++ 2010 en Windows 7 Profesional.
Las siguientes tablas muestran el tiempo en milisegundos que tardo´ el proceso en ejecutarse
y en guardar la informacio´n del resultado. Se realizo´ de una forma secuencial en CPU y de
dos formas en GPU usando memoria global, y usando memoria local. Los datos faltantes
en las tablas son debido a que el proceso no se completo´ por falta de memoria. En la tabla
2-1 se presentan los resultados del tiempo de ejecucio´n utilizado por la CPU, en la tabla
2-2 los resultados de la GPU con memoria global, en la tabla 2-3 los resultados de la GPU
con memoria local, y en las tablas 2-4 y 2-5 las respectivas aceleraciones con respecto al
procesador secuencial.
El mejor rendimiento obtenido se presenta en el problema con 30000 puntos de la barra
y 10000 iteraciones. Para este caso se obtuvo un tiempo de respuesta por parte del proce-
sador secuencial de 687368ms y de la GPU de 326472ms, lo cual entrega una aceleracio´n
(Speed-up) de 2.1x. Para este caso en particular se muestra como a medida que aumentan
las iteraciones se va creando una brecha ma´s amplia entre los tiempos de respuesta entre un
procesador secuencial CPU y la GPU con memoria local como se muestra en la figura 2-2
en escala logar´ıtmica.
Finalmente es necesario buscar que el resultado no solo sea ra´pido sino tambie´n preciso. Para
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realizar el proceso se comparan una a una las mallas de puntos resultantes, como la de la
figura 2-3, obteniendo resultados exactamente iguales. Esto indica que el manejo de GPU
no genera un error adicional al determinado por el me´todo nume´rico.
Ecuacio´n de calor 1D - CPU secuencial
10 100 1000 10000 100000 1000000
10 7 6 42 397 3751 33283
100 9 38 309 3052 31874 289179
1000 39 283 3068 30054 318957
10000 380 2994 30039 347449
100000 3859 32690 363052
1000000 38390 424464
Tabla 2-1.: Tiempo de ejecucio´n en ms de la ecuacio´n de calor en una dimensio´n, para
el proceso secuencial, donde las filas indican las iteraciones del proceso y las
columnas el nu´mero de puntos tomados en la barra.
Ecuacio´n de calor 1D - GPU con memoria global
10 100 1000 10000 100000 1000000
10 367 359 566 626 3242 29031
100 395 414 631 2654 24597
1000 706 981 3175 22277
10000 4008 6950 28686
Tabla 2-2.: Tiempo de ejecucio´n en ms de la ecuacio´n de calor en una dimensio´n, para
el proceso con GPU utilizando memoria global , donde las filas indican las
iteraciones del proceso y las columnas el nu´mero de puntos tomados en la barra
12
2 Aceleracio´n de problemas en una dimensio´n usando GPU. Caso de estudio: Ecuacio´n
de calor
Ecuacio´n de calor 1D - GPU con memoria local
10 100 1000 10000 100000 1000000
10 69 64 91 302 2478 24443
100 87 109 339 2142 20551
1000 341 562 2404 20226
10000 2626 5381 23490
100000 25873 55723
Tabla 2-3.: Tiempo de ejecucio´n en ms de la ecuacio´n de calor en una dimensio´n, para el
proceso con GPU utilizando memoria local , donde las filas indican las iteracio-
nes del proceso y las columnas el nu´mero de puntos tomados en la barra
Speed-up - GPU con memoria global
10 100 1000 10000 100000 1000000
10 0,019073 0,016713 0,074204 0,634128 1,157001 1,146464
100 0,022784 0,091787 0,489698 1,149962 1,295849
1000 0,055240 0,288481 0,966299 1,349104
10000 0,094810 0,430791 1,047165
Tabla 2-4.: Speed-up en x de la comparacio´n entre el proceso secuencial y la GPU utilizando
memoria global para la ecuacio´n de calor en una dimensio´n, donde las filas
indican las iteraciones del proceso y las columnas el nu´mero de puntos tomados
en la barra.
Speed-up - GPU con memoria local
10 100 1000 10000 100000 1000000
10 0,101449 0,093751 0,461538 1,314569 1,513720 1,361657
100 0,103448 0,348623 0,911504 1,424839 1,550970
1000 0,11436 0,503558 1,276206 1,485909
10000 0,144706 0,556402 1,278799
100000 0,149151 0,586651
Tabla 2-5.: Speed-up en x de la comparacio´n entre el proceso secuencial y la GPU utilizando
memoria local para la ecuacio´n de calor en una dimensio´n, donde las filas indican
las iteraciones del proceso y las columnas el nu´mero de puntos tomados en la
barra.
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Figura 2-2.: Nu´mero de iteraciones en escala logar´ıtmica vs Tiempo para una barra de
10000 puntos.
Figura 2-3.: Malla de resultados ecuacio´n de calor para una barra de 10000 puntos.
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2.5. Resultados
Al revisar los resultados obtenidos se puede encontrar que no es posible obtener aceleracio-
nes significativas para problemas que contengan poca cantidad de datos usando la GPU.
En algunos casos solo el tiempo de la inicializacio´n de los datos en la GPU es mayor que
el tiempo que tarda la CPU en ejecutar el proceso completo. Cuando el nu´mero de datos a
procesar supera la barrera de inicializacio´n, se empiezan a notar las ventajas de utilizar este
tipo de dispositivos aceleradores.
Tambie´n es importante tener en cuenta que solo el hecho de utilizar la GPU no es suficiente
para conseguir los resultados o´ptimos, y se requiere de un conocimiento un poco ma´s amplio
para poder aprovechar la estructura del dispositivo en la solucio´n del problema. Esto se evi-
dencia en que la GPU usando memoria global no logro´ completar los problemas con mayor
cantidad de datos. Igualmente es va´lido tener en cuenta que utilizar cualquier dispositivo
con velocidades de reloj inferior a la de la CPU generan menores consumos de energ´ıa, lo
que es una medida de rendimiento que no es considerada en este trabajo.
Evitando la transferencia de informacio´n entre la GPU y la CPU para los datos que son
necesarios en futuras iteraciones, se consiguen resultados que evidencian aceleraciones. Este
proceso solo se logra gracias al uso correcto de las caracter´ısticas de la GPU, en este caso la
gestio´n de memoria local.
Finalmente se logra obtener un pico de aceleracio´n (Speed-up) de 2.1 X en una barra con
30000 puntos y 10000 iteraciones. Esta muestra una aceleracio´n considerable del problema
planteado, teniendo presente que se trabajo´ con una GPU comercial que no esta´ espec´ıfi-
camente disen˜ada para el manejo de nu´meros, sino a trabajar con procesamiento de ima´genes.
2.6. Conclusiones
Luego de realizar las diferentes pruebas para varios taman˜os de barra y varias cantidades de
iteraciones se lograron aceleraciones cercanas al doble de velocidad de un procesador secuen-
cial. Se observa como la GPU obtiene su mejor desempen˜o cuando se superan los 100.000
datos, pero teniendo precaucio´n de no superar la capacidad ma´xima de memoria o de uni-
dades computacionales. Tambie´n se pudo observar co´mo los datos obtenidos con la GPU
cuando se utilizo´ manejo de memoria local fueron en todos los casos superiores a los datos
obtenidos mediante la memoria global, lo que comprueba que para acelerar este algoritmo no
solo fue suficiente con utilizar un dispositivo acelerador sino tambie´n tener un buen manejo
de los recursos que posee.
3. Aceleracio´n de problemas en (2+1D)
dimensiones utilizando Indexacio´n.
Caso de estudio: Ecuacio´n de Laplace
3.1. Introduccio´n
En este cap´ıtulo se trabajara´ la ecuacio´n de Laplace. El problema en concreto a resolver es
el calentamiento de una placa plana a la cual se le aplica calor en sus bordes, y en donde se
busca hallar la temperatura final de la placa luego de que el calor se distribuya por la misma.
Este problema sera´ resuelto mediante el me´todo de Gauss Seidel [18], en donde sera´ utilizado
un kernel basado en el promedio de los vecinos espaciales.
Para implementar este algoritmo de una forma ma´s eficiente y orientada a mejores desem-
pen˜os se utilizara´ una te´cnica conocida como indexacio´n [21], la cual consiste en organizar
los datos de tal forma que generen una mejor interaccio´n entre sus vecinos. Esto permite que
los procesos de saltos de memoria realizados para cada ca´lculo se ejecuten en menor tiempo.
En el experimento se realizan pruebas de tiempos para diferentes taman˜os de mallas cuadra-
das y con criterios de paradas definidos por una cantidad de iteraciones. Tambie´n se busca
establecer la diferencia que impone la escritura de los datos en memoria principal luego de ser
procesados, por lo que se miden tiempos con y sin escritura en memoria principal. De igual
forma se busca presentar los beneficios que trae utilizar la indexacio´n, por lo que se realizan
ca´lculos de los tiempos de ejecucio´n del proceso, que consiste en el tiempo de escritura en
la GPU, realizar las operaciones correspondientes (kernel) y luego sacar la informacio´n del
resultado; y el tiempo de ejecucio´n para el proceso de la GPU, y para los ca´lculos realizados
en cada uno de los elementos computacionales (kernel).
3.2. Ecuacio´n de Laplace
El segundo caso de estudio tambie´n es una ecuacio´n cla´sica, pero ahora con ecuaciones
diferenciales parciales de segundo orden el´ıpticas como es la ecuacio´n de Laplace [17]. Esta
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modela el comportamiento final de una variable en estado estacionario para una regio´n
determinada. Problemas relacionados con campos vectoriales tales como la temperatura y
los campos magne´ticos o gravitatorios son en los que la ecuacio´n de Laplace juega un papel
importante. Para este caso se buscara´ encontrar la temperatura en estado estacionario de
una placa calentada de grosor irrelevante, la placa esta´ aislada excepto en sus bordes donde
posee una temperatura preestablecida y constante, adema´s no hay pe´rdidas de calor por lo
que la funcio´n se iguala a 0. La funcio´n es independiente del tiempo por ende el cambio de
temperatura T solo depende de la distancia en X y en Y . Ver ecuacio´n (3-1)
∆T =
(∂2T )
∂x2
+
(∂2T )
∂y2
= 0 (3-1)
Para resolver este tipo de ecuaciones que son independientes en el tiempo tambie´n existe
una variedad de me´todos que permiten una aproximacio´n nume´rica, y para este caso va a
ser utilizado el me´todo de Gauss Seidel que cuando se aplica en ecuaciones diferenciales par-
ciales es conocido como me´todo de Liebmann [70]. Este consiste en calcular cada punto de
la malla como un promedio de sus vecinos espaciales como se muestra en la ecuacio´n (3-2),
siempre que la malla sea cuadrada, y luego iterar cada punto mediante el kernel de la figura
3-1 hasta que no se produzca un cambio considerable o hasta que se llegue a una tolerancia
de error deseada.
T2(i, j) =
T1(i− 1, j) + T1(i+ 1, j) + T1(i, j − 1) + T1(i, j + 1)
4
(3-2)
Figura 3-1.: Kernel para la aproximacio´n de la ecuacio´n de Laplace en (2+1D) dimensiones.
3.3. Implementacio´n mediante Indexacio´n en GPU
La indexacio´n es una caracter´ıstica de la GPU que puede ser empleada en aplicaciones que
tengan una representacio´n matricial, como es el caso de problemas de algebra lineal, proce-
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samiento de ima´genes y ecuaciones diferenciales parciales [19]. Este proceso consiste en usar
la estructura interna que posee la GPU para procesar la informacio´n, de modo tal que la
interaccio´n de cualquier elemento con sus vecinos sea ma´s eficiente [20,44].
Mientras que el proceso normal de almacenamiento en memoria se realiza en forma unidi-
mensional, la estructura interna de la GPU puede distribuir la informacio´n de forma bi-
dimensional [21]. Al permitirse una distribucio´n bidimensional, es posible mediante ı´ndices
de posicionamiento horizontal y vertical lograr que las operaciones que involucran vecinos
espaciales se realicen de una forma ma´s ra´pida .
Para realizar este proceso se hace uso de las herramientas que proporciona OpenCL [22].
La primera es elevar a 2 el ı´ndice del nu´mero de dimensiones que va a utilizar el programa,
para determinar que se hara´ uso de las caracter´ısticas bidimensionales; la segunda consiste
en definir los taman˜os de mallas con las cuales se piensa trabajar, teniendo precaucio´n con
no superar el l´ımite ma´ximo de memoria que posee cada dimensio´n; finalmente el tercer y
u´ltimo paso consiste en cambiar las caracter´ısticas del kernel para utilizar un segundo ı´ndice
y trabajar las operaciones en forma matricial en lugar de la forma vectorial. Para la imple-
mentacio´n en OpenCL ver anexo B.2.
3.4. Experimento
Para verificar los beneficios que brinda el proceso de indexacio´n en la aceleracio´n de este
tipo de ecuaciones diferenciales se realizaron pruebas del problema planteado anteriormente
en diferentes dispositivos, primero el proceso se realizo´ ejecutando los algoritmos de forma
secuencial para tener el tiempo de comparacio´n, luego se ejecuta en el mismo procesador
pero ahora utilizando OpenCL para sacar provecho de los mu´ltiples nu´cleos, y finalmente se
usa la GPU con su capacidad de indexacio´n bidimensional.
En este experimento se analiza la aceleracio´n (Speed-up), pero en este caso tambie´n se mide
la aceleracio´n en procesos aislados de la escritura final en memoria principal, para comparar
no solo los tiempos del procedimiento total sino los exclusivos de los aceleradores compu-
tacionales. Tambie´n se plantea las diferencias que implica el utilizar o no la caracter´ıstica
de indexacio´n que posee la GPU mediante la comparacio´n realizada entre los tiempos de
ejecucio´n del kernel y del tiempo de proceso total de la GPU, que incluye lectura y escritura
de los datos en el dispositivo. Por u´ltimo se comprueba la precisio´n de los resultados finales
entre los diferentes dispositivos.
En la tabla 3-1 se puede observar el comportamiento del tiempo de respuesta en diferen-
tes taman˜os de malla. Para todas las ejecuciones el criterio de parada de las iteraciones es
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igual a un error de tolerancia de 6 cifras significativas, lo que mostraba una cantidad de
iteraciones muy cercana al taman˜o de una dimensio´n en cada una de las mallas; en estos
tiempos se incluyen los invertidos en escritura de los datos en memoria principal de todas
las iteraciones. Tambie´n se observa en esta tabla como generalmente las velocidades de la
GPU superan las otras arquitecturas, en especial cuando esta´n por debajo de la mitad de
su capacidad ma´xima de elementos de proceso, que para la GPU utilizada es 4096 en ca-
da dimensio´n. En la tabla 3-2 se observa co´mo la aceleracio´n (Speed-up) que proporciona
utilizar los mu´ltiples nu´cleos va decreciendo entre mayor cantidad de datos, mientras que la
GPU llega a su estado o´ptimo de la misma forma que en el caso anterior, pero mostrando
una diferencia ma´s amplia con respecto a los otros dispositivos, debido a que para este caso
no se considera el tiempo de escritura en memoria principal. En la figura 3-2 se muestra, en
escala logar´ıtmica, co´mo la mejora de velocidad que brindan los mu´ltiples nu´cleos desaparece
y en la GPU se incrementa mientras no sobrepase sus l´ımites de elementos de procesamiento.
Finalmente en la tabla 3-3 se pueden comparar los beneficios que ofrece la indexacio´n de la
GPU, en cuanto a los tiempos de ejecucio´n del proceso y del kernel, para solo cinco iteracio-
nes, adema´s de la aceleracio´n que se genera en la GPU por utilizar esta herramienta. Esto se
puede observar ma´s claramente en la figura 3-3. En la malla de resultados de la figura 3-4,
se puede observar la distribucio´n de la temperatura en la placa y que al compararla bit a
bit con los resultados presentes en los dema´s dispositivos se encuentra que son exactamente
iguales.
Ecuacio´n de Laplace en (2+1D) dimensiones con escritura en memoria principal
Taman˜o Secuencial GPU Speed-up Multinu´cleo Speed-up
127*127 305 201 1.51 213 1.43
255*255 992 700 1.41 725 1.36
511*511 4012 2231 1.79 2843 1.41
1023*1023 18821 8636 2.17 11205 1.67
2047*2047 56935 40760 1.39 No Aplica
Tabla 3-1.: Tiempo de ejecucio´n en ms y Speed-up en x de la ecuacio´n de Laplace en (2+1D)
dimensiones con escritura en memoria principal.
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Ecuacio´n de Laplace en (2+1D) dimensiones sin escritura en memoria principal
Taman˜o Secuencial GPU Speed-up Multinu´cleo Speed-up
127*127 54 45 1.1 22 2.4
255*255 290 152 1.9 155 1.8
511*511 2202 570 3.8 1433 1.5
1023*1023 18961 4582 4.1 17438 1.1
2047*2047 159818 48117 3.3 No Aplica
4095*4095 1196996 533216 2.2 No Aplica
Tabla 3-2.: Tiempo de ejecucio´n en ms y Speed-up en x de la ecuacio´n de Laplace en (2+1D)
dimensiones sin escritura en memoria principal.
Figura 3-2.: Comparacio´n de resultados entre el proceso secuencial, el procesador con 6
nu´cleos y la GPU. sin escritura en memoria principal.
20
3 Aceleracio´n de problemas en (2+1D) dimensiones utilizando Indexacio´n. Caso de
estudio: Ecuacio´n de Laplace
Ecuacio´n de Laplace - Comparacio´n del proceso y el kernel mediante
indexacio´n en GPU
Taman˜o Proceso sin index Proceso con index Speed-up
127*127 8E-03 5E-03 1.6
255*255 2.5E-02 9E-03 2.77
511*511 6.2E-02 2.1E-02 2.95
1023*1023 1.65E-01 6.4E-02 2.57
2047*2047 6.02E-01 2.7E-01 2.22
Kernel sin index Kernel con index Speed-up
127*127 3.29E-04 2.08E-05 15.83
255*255 8.81E-04 7.50E-05 11.74
511*511 2.54E-03 1.93E-04 13.17
1023*1023 1.00E-02 1.46E-03 6.87
2047*2047 4.01E-02 1.16E-02 3.46
Tabla 3-3.: Tiempo de ejecucio´n en segundos y Speed-up en x para la ecuacio´n de Lapla-
ce en (2+1D) dimensiones comparando entre el proceso y el kernel mediante
indexacio´n .
Figura 3-3.: Comparacio´n del Speed-up en x entre el proceso y el kernel para la ecuacio´n
de Laplace.
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Figura 3-4.: Malla de resultados final de la ecuacio´n de Laplace.
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3.5. Resultados
Los resultados obtenidos en este experimento muestran igualmente como el uso de la GPU
brinda una mejora considerable en el tiempo, especialmente cuando la cantidad de datos a
procesar es alta, pero inferior a la mitad de la capacidad ma´xima de e´sta. Esto es una clara
fuente de informacio´n acerca de la cantidad de datos que puede llegar a procesar y las venta-
jas referentes a tiempo que puede llegar a conseguir, dado que sobrepasar la mitad de estos
recursos influye considerablemente en el desempen˜o. Este feno´meno se debe principalmente
a dos posibles causas: Primero, la arquitectura de la GPU que fue utilizada tiene un espacio
de memoria reservado para manejo de gra´ficos, incluyendo la salida de v´ıdeo, y este espacio
es de alrededor de la mitad de su memoria ma´xima, como sucede en [68]. Segundo, la gestio´n
de memoria necesita de igual forma de elementos computacionales que realicen esta labor,
por ende al utilizar la mitad de la misma es necesario del resto de ella para gestionarla, como
en [69].
Al comparar los resultados de la GPU con otro acelerador computacional como es la pro-
gramacio´n con mu´ltiples nu´cleos se puede ver como la GPU demuestra un gran problema
en principio, debido al tiempo gastado en el proceso de inicializacio´n del dispositivo y en
la primera entrada de datos al mismo, mientras que esta dificultad no es tan evidente en
el procesador de mu´ltiples nu´cleos. De igual forma este problema es compensado en gran
parte cuando la cantidad de datos aumenta, ya que la GPU realiza los ca´lculos de una forma
ma´s ra´pida gracias a la indexacio´n, cualidad que no posee el procesador de mu´ltiples nu´cleos.
Tambie´n es preciso notar la gran dependencia que sigue existiendo del procesador como tal,
ya que al eliminar el tiempo de escritura en memoria principal se puede observar co´mo el
proceso de aceleracio´n se incrementa y se ve una mayor ventaja al usar la GPU.
El ana´lisis de comparar u´nicamente los tiempos de ejecucio´n del proceso de la GPU y del
kernel es ma´s complejo, pero muestra una gran fortaleza en la implementacio´n mediante in-
dexacio´n. En el tiempo de proceso se puede observar co´mo al utilizar esta te´cnica se obtienen
mejoras de desempen˜o, pero al comparar ambas aceleraciones se puede percibir co´mo e´ste
deber´ıa ser mayor al que se muestra en los resultados. El problema que se puede observar
se debe al mayor tiempo que tarda la memoria de la GPU en organizar los datos de forma
indexada, problema que se soluciona con una memoria de mayor velocidad. Esta solucio´n
igualmente mejorar´ıa el desempen˜o de todos los procesos en general, pero al utilizar la inde-
xacio´n se obtendr´ıan comparativamente au´n mejores resultados.
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3.6. Conclusiones
Luego de realizar las diferentes etapas del experimento se puede observar co´mo la GPU gene-
ra aceleraciones de hasta 2.17 veces mientras dependa de la escritura en memoria principal,
pero que se incrementa hasta 4.1 veces cuando se ignora este procedimiento. Tambie´n se
muestra co´mo la cantidad de datos sigue siendo muy importante en el momento de conseguir
mejoras de desempen˜o y que esta vez se establece en un punto inferior a la cantidad de
elementos de proceso que posee la GPU.
Por u´ltimo, vale la pena notar co´mo la comparacio´n de los tiempos de ejecucio´n del kernel
muestran una aceleracio´n de ma´s de 13x, demostrando las grandes posibilidades que tiene
esta implementacio´n. De hecho existen GPU espec´ıficas que esta´n destinadas a manejo de
informacio´n y a ca´lculo cient´ıfico, las cuales poseen una memoria dedicada de acceso ra´pido
de datos que pueda realizar la indexacio´n de una forma ma´s eficiente.

4. Aceleracio´n de problemas en 1 y 2
dimensiones utilizando indexacio´n y
gestio´n de memoria. Caso de estudio:
Ecuacio´n de onda
4.1. Introduccio´n
En este cap´ıtulo se estudiara´ la implementacio´n de la ecuacio´n hiperbo´lica de onda, la tercera
clasificacio´n de ecuaciones diferenciales parciales de segundo orden. Para analizar el proble-
ma se utilizara´n dos casos. Primero se define una cuerda ela´stica fija en sus extremos la cual
es inicializada con una onda sinusoidal para observar la evolucio´n de la misma. Segundo se
define un estanque de agua cuadrado que es perturbado por un objeto que se arroja en medio
del mismo. Estos dos problemas tambie´n son resueltos por el me´todo de diferencias finitas y
constituyen el ana´lisis de la ecuacio´n en una y dos dimensiones.
Para la implementacio´n de este par de ecuaciones se utilizara´n me´todos vistos anteriormente,
como son el manejo de memoria y la indexacio´n para el caso de dos dimensiones. Adema´s de
utilizar una asignacio´n mayor de memoria dadas las caracter´ısticas propias que posee este
tipo de ecuaciones.
Para el experimento en una dimensio´n se realizan pruebas con diferentes taman˜os de cuerda
y diferente nu´mero de iteraciones para analizar las aceleraciones que muestran los diferentes
dispositivos. Para el caso de dos dimensiones se realizan pruebas con mallas cuadradas de
distintos taman˜os pero con el nu´mero de iteraciones fijo en 200 como ejemplo. Tambie´n
se hacen ana´lisis de los tiempos exclusivos del proceso realizado por la GPU, que incluyen
lectura y escritura en el dispositivo, y el tiempo del kernel para determinar las mejoras que
brinda el proceso de indexacio´n.
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4.2. Ecuacio´n de onda
Como u´ltimo caso de ana´lisis se encuentra la ecuacio´n de onda, que pertenece al grupo de
ecuaciones diferenciales parciales hiperbo´licas y describe el comportamiento de la propaga-
cio´n de una onda en un medio [23]. Para este caso se van a utilizar dos tipos diferentes de
problemas y as´ı analizar esta ecuacio´n tanto en su forma unidimensional como bidimensio-
nal [24].
Para modelar el comportamiento de la propagacio´n de onda en un medio, se usara´ la ecua-
cio´n (4-1) en donde ∆ es el Laplaciano de U y c es la constante de velocidad de propagacio´n
de la onda en el medio [25]. El primer problema consiste en un pulso que viaja a trave´s
de una l´ınea unidimensional que tiene los extremos fijos, de esta forma la ecuacio´n de este
problema ser´ıa la ecuacio´n (4-2) en donde U indica la posicio´n en la que se encuentra la
l´ınea en cada instante de tiempo, para este caso se utilizara´ una cuerda ela´stica fija en los
extremos, la cual se inicializa lejos de su estado de equilibrio. El segundo problema se basa
en una membrana ela´stica plana y cuadrada con los bordes fijos, y que es perturbada por un
est´ımulo en la parte central [26], que para efectos pra´cticos se trabajara como un estanque de
agua cuadrado. En esta ecuacio´n (4-3) la posicio´n de la membrana se indica por la funcio´n
U que para este caso depende de x, y, t.
∂2U
∂t2
= c2∆U (4-1)
∂2U
∂t2
= c2
∂2U
∂x2
(4-2)
∂2U
∂t2
= c2(
∂2U
∂x2
+
∂2U
∂y2
) (4-3)
Resolver estas ecuaciones tiene un grado mayor de complejidad que las anteriores, ya que no
solo involucran en la funcio´n una dependencia del tiempo sino tambie´n que requieren de in-
formacio´n de un instante de tiempo ma´s que los ejemplos anteriores, lo cual conlleva a mayor
cantidad de datos y de operaciones, que se hacen necesarias para llegar a una respuesta [28].
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Para resolver la ecuacio´n en una dimensio´n se utiliza un esquema expl´ıcito, donde el kernel
(ver figura 4-1), es un promedio de la posicio´n anterior de los vecinos espaciales ponderado
con la posicio´n de e´l mismo en un instante de tiempo atra´s, como se muestra en la ecuacio´n
(4-4). Adema´s de los valores iniciales se necesita calcular una aproximacio´n de un instante
de tiempo adicional, para ejecutar el kernel completamente, esta se basa igualmente en el
promedio de los vecinos espaciales. Para el caso con dos dimensiones se utiliza la ecuacio´n
(4-5) que se basa en las mismas condiciones que para el caso unidimensional solo que tenien-
do presente que ahora los vecinos espaciales son cuatro y no dos como en el caso anterior,
como se muestra en la figura 4-2.
T2(i+ 1) = γ
2T1(i) + T1(i+ 2) + 2(1− γ)T1(i+ 1)− T0(i+ 1) (4-4)
Figura 4-1.: Kernel para la ecuacio´n de onda 1 dimensio´n.
T2(i, j) = γ
2(T1(i, j + 1)− (2T1(i, j)) + T1(i, j − 1))+
γ2(T1(i+ 1, j)− (2T1(i, j)) + T1(i− 1, j))+
2T1(i, j)− T0(i, j)
(4-5)
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Figura 4-2.: Kernel para la ecuacio´n de onda 2 dimensiones.
4.3. Implementacio´n
Segu´n sean las caracter´ısticas del problema se pueden utilizar estrategias vistas en los cap´ıtu-
los anteriores para conseguir mejores formas de implementar este tipo de ecuaciones. Debido
a que estas son un poco ma´s avanzadas que las vistas anteriormente generar´ıan un avance
so´lido hacia ecuaciones de mayor grado de complejidad, dado que este u´ltimo tipo se acerca
ma´s a los modelos reales de simulacio´n [29].
La implementacio´n para la ecuacio´n en una sola dimensio´n se hizo muy similar a la de dis-
tribucio´n de calor vista en el primer cap´ıtulo, se realizo´ una gestio´n de memoria local con el
fin de utilizar la informacio´n de la GPU para futuras iteraciones, con el agregado de tener
que utilizar informacio´n relevante a dos estados de tiempo anterior, lo que lo convierte en un
proceso ma´s lento y con mayor necesidad de datos. Para solucionar este nuevo problema de
tiempo se realiza una asignacio´n mayor de memoria en el dispositivo y se vuelve a asignar
los datos que sera´n utilizados en la pro´xima iteracio´n [53]. De esta forma se consigue ahorrar
tiempo y se logra evitar nuevas asignaciones de datos para las siguientes iteraciones.
Para la implementacio´n de la ecuacio´n en dos dimensiones se hace uso de la misma estrate-
gia de la ecuacio´n de Laplace, la caracter´ıstica de indexacio´n que posee la GPU, aparte de
esto se combina con la asignacio´n de memoria que se uso´ en la implementacio´n anterior. La
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combinacio´n de estos procesos permite un mejor desempen˜o en cuestiones de tiempo pero
afecta en gran medida la cantidad de ca´lculos que se pueden hacer debido a la abundante
informacio´n que requiere esta ecuacio´n.
4.4. Experimento
4.4.1. Una dimensio´n
Para este caso se analizara´ una ecuacio´n de onda de una dimensio´n. E´sta describe co´mo se
transfiere un pulso a trave´s de una cuerda ela´stica con sus extremos fijos. La cuerda sera´ ini-
cializada por una onda sinusoidal y se observara´ el efecto oscilante que tiene a trave´s del
tiempo en la posicio´n de la cuerda, adema´s se medira´ el tiempo de respuesta del programa
y se realizara´ la comparacio´n de aceleracio´n entre la implementacio´n secuencial y otros dis-
positivos aceleradores, como la GPU y la implementacio´n en mu´ltiples nu´cleo.
En la tabla 4-1 se muestra el tiempo en milisegundos empleado por el procesador secuencial
para dar solucio´n a la ecuacio´n de onda para distintos taman˜os de la cuerda y diferente
cantidad de iteraciones. La tabla 4-2 muestra el mismo desempen˜o que la primera tabla,
pero esta vez utilizando la GPU con las implementaciones descritas anteriormente. En la
tabla 4-3 los tiempos del procesador trabajando con los mu´ltiples nu´cleos, y en la figura 4-3
se puede observar mejor la diferencia entre los tres procedimientos en una escala logar´ıtmi-
ca. Las tablas 4-4 y 4-5 indican las comparaciones de tiempo conseguidas entre el proceso
secuencial y las diferentes arquitecturas midiendo en ellas la aceleracio´n (Speed-up).
Finalmente se muestra la malla de resultados en la figura 4-8 que indica la posicio´n de la
cuerda a trave´s del tiempo, y que al comparar los resultados con los dema´s dispositivos
aceleradores se encuentra una total similitud de los mismos, dejando el mismo ı´ndice de
exactitud.
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Ecuacio´n de onda 1D - CPU Secuencial
10 100 1000 10000 100000 1000000
10 1 10 30 270 2491 24715
100 2 50 240 2300 23471 224677
1000 40 250 2330 21812 214303
10000 230 2330 22230 228953
100000 2020 22281 222066
1000000 20374 223324
Tabla 4-1.: Tiempo de ejecucio´n en ms de la ecuacio´n de onda en una dimensio´n, para
el proceso secuencial, donde las filas indican las iteraciones del proceso y las
columnas el nu´mero de puntos tomados en la cuerda.
Ecuacio´n de onda 1D - GPU
10 100 1000 10000 100000 1000000
10 60 60 90 310 2470 23370
100 100 110 300 2140 18692 200163
1000 430 680 2690 18231 198899
10000 3751 6211 26801 204667
100000 36102 61655 257803
100000 359654 618478
Tabla 4-2.: Tiempo de ejecucio´n en ms de la ecuacio´n de onda en una dimensio´n, utilizando
la GPU, donde las filas indican las iteraciones del proceso y las columnas el
nu´mero de puntos tomados en la cuerda.
Ecuacio´n de onda 1D - CPU 6 nu´cleos
10 100 1000 10000 100000 1000000
10 176 169 205 509 3131 28680
100 183 240 438 2773 23916 237597
1000 267 534 3012 26157 232606
10000 1195 3765 27995 236675
100000 9521 35760 260988
100000 96735 349370
Tabla 4-3.: Tiempo de ejecucio´n en ms de la ecuacio´n de onda en una dimensio´n, para el
procesador utilizando los 6 nu´cleos, donde las filas indican las iteraciones del
proceso y las columnas el nu´mero de puntos tomados en la cuerda.
4.4 Experimento 31
Figura 4-3.: Comparacio´n de los tiempos de ejecucio´n en los tres dispositivos para una
cuerda con 100000 puntos en escala logar´ıtmica.
Speed-up - GPU
10 100 1000 10000 100000 1000000
10 0,016667 0,166667 0,333333 0,870968 1,008502 1,057552
100 0,020000 0,454545 0,800000 1,074766 1,255671 1,122470
1000 0,093023 0,367647 0,866171 1,196424 1,077446
10000 0,061317 0,375141 0,829447 1,118661
100000 0,055953 0,361382 0,861379
100000 0,056649 0,361086
Tabla 4-4.: Speed-up en x de la comparacio´n entre el proceso secuencial y la GPU para la
ecuacio´n de onda en una dimensio´n, donde las filas indican las iteraciones del
proceso y las columnas el nu´mero de puntos tomados en la barra.
Speed-up - CPU 6 nu´cleos
10 100 1000 10000 100000 1000000
10 0,005682 0,059172 0,146341 0,530452 0,795592 0,861750
100 0,010929 0,208333 0,547945 0,829427 0,981393 0,945622
1000 0,149813 0,468165 0,773572 0,833888 0,921313
10000 0,192469 0,618858 0,794070 0,967373
100000 0,212163 0,623070 0,850867
100000 0,210617 0,639219
Tabla 4-5.: Speed-up en x de la comparacio´n entre el proceso secuencial y el procesador
de 6 nu´cleos para la ecuacio´n de onda en una dimensio´n, donde las filas indican
las iteraciones del proceso y las columnas el nu´mero de puntos tomados en la
barra.
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Figura 4-4.: Malla de resultados ecuacio´n de onda en una dimensio´n para una cuerda con
100 puntos.
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4.4.2. Dos dimensiones
Para el caso bidimensional el problema a definir sera´ el comportamiento de un objeto arro-
jado a un estanque con agua, lo cual define la transmisio´n de una onda en un espacio plano.
Para este caso se supone el medio de propagacio´n un estanque de agua cuadrado, y el ob-
jeto arrojado en la mitad del mismo sera´ la perturbacio´n. En este problema se medira´n los
tiempos de repuesta del proceso secuencial, de la GPU y del procesador de mu´ltiples nu´cleos
para diferentes taman˜os de mallas, pero con el mismo criterio de parada de 200 iteracio-
nes. Tambie´n se analizara´n las implicaciones del proceso de indexacio´n realizado para este
experimento, suma´ndole el tiempo correspondiente a la asignacio´n de memoria que se uti-
lizo´ debido a las caracter´ısticas que presenta este problema.
En la tabla 4-6 se muestran los tiempos de respuesta en milisegundos, del proceso completo,
que presentaron los diferentes dispositivos. Tambie´n esta´n sus respectivas medidas de acele-
racio´n (Speed-up) que muestran co´mo los mayores resultados se consiguen para los taman˜os
de malla ma´s bajos, debido al mayor grado de complejidad que tienen las ecuaciones. En la
figura 4-5 se pueden observar los diferentes tiempos de respuesta para el proceso secuencial
y la GPU, estos son los tiempos mayores y menores que fueron obtenidos luego de repetir
el proceso 20 veces. Para la tabla 4-7 se pueden observar los tiempos de respuesta (para
una iteracio´n) del kernel y del proceso exclusivo de la GPU, estos fueron analizados con y
sin indexacio´n para determinar las ventajas que se puedan encontrar en el uso de la misma.
En la gra´fica 4-6 se puede apreciar co´mo el pico de aceleracio´n (Speed-up) se genera por
debajo de la capacidad ma´xima de elementos de proceso para esta GPU, y que a partir de
ese punto empieza a decrecer, del mismo modo que ocurre cuando se hace la comparacio´n
frente a procesos secuenciales.
Finalmente en la figura 4-7 se puede ver la malla de resultados de la posicio´n de la membrana
con una constante de propagacio´n de 500 metros por segundo en un tiempo determinado,
para compararla bit a bit frente a los dema´s dispositivos y corroborar la exactitud presente en
todos ellos. Adema´s con la figura 4-8 que posee una constante de propagacio´n ma´s cercana al
f´ısica del agua (1493 metros por segundo) se puede comprobar de forma gra´fica la simulacio´n
del feno´meno f´ısico, mediante el uso de una correcta aproximacio´n a la solucio´n de ecuaciones
diferenciales parciales.
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Ecuacio´n de onda 2D
Taman˜o Secuencial GPU Speed-up Multinu´cleo Speed-up
127*127 5990 2571 2.32 3370 1.77
255*255 25542 8571 2.98 9841 2.59
511*511 65302 40622 1.60 42740 1.52
1023*1023 229979 184012 1.24 204004 1.12
2047*2047 808325 810645 0.99 No Aplica
Tabla 4-6.: Tiempo de ejecucio´n en ms y Speed-up en x de la ecuacio´n de onda en dos
dimensiones.
Figura 4-5.: Comparacio´n de los ma´ximos, mı´nimos y promedios para los tiempos de eje-
cucio´n en ms en una escala logar´ıtmica, del procesador secuencial y la GPU,
en diferentes taman˜os de malla para la ecuacio´n de onda en dos dimensiones.
Figura 4-6.: Comparacio´n del Speed-up en x entre el proceso y el kernel para la ecuacio´n
de onda en dos dimensiones.
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Ecuacio´n de onda en 2 dimensiones - Comparacio´n proceso y kernel mediante
indexacio´n
Taman˜o Proceso sin index Proceso con index Speed-up
127*127 2E-02 1E-02 2
255*255 4E-02 2E-02 2
511*511 1E-01 4E-02 2.5
1023*1023 3E-01 1E-01 3
2047*2047 1.09 5 2.18
Kernel sin index Kernel con index Speed-up
127*127 4.37E-04 3.26E-05 13.39
255*255 1.25E-03 9.23E-05 13.52
511*511 4.99E-03 2.40E-04 20.75
1023*1023 2.00E-02 2.09E-03 9.56
2047*2047 7.99E-02 2.30E-02 3.47
Tabla 4-7.: Tiempo de ejecucio´n en segundos y Speed-up en x para la ecuacio´n de onda en
2 dimensiones comparando entre el proceso y el kernel mediante indexacio´n .
Figura 4-7.: Malla de resultados en un tiempo aleatorio para la ecuacio´n de onda en dos
dimensiones con constante de propagacio´n de 500m/s.
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Figura 4-8.: Malla de resultados en un tiempo aleatorio para la simulacio´n del estanque de
agua con constante de propagacio´n de 1493m/s.
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4.5. Resultados
Los resultados obtenidos para estos dos u´ltimos experimentos muestran co´mo segu´n sean las
caracter´ısticas del problema se pueden implementar una o varias estrategias para sacar el
mayor provecho tanto de la estructura del problema como del dispositivo previsto para dar
solucio´n al mismo.
Tambie´n se puede analizar mediante los anteriores experimentos co´mo la GPU obtiene su
verdadero potencial cuando la cantidad de datos a procesar supera los diez mil elementos y
por lo menos cien iteraciones, dado que los tiempos de inicializacio´n y entrada de datos hace
de este un proceso lo suficientemente largo para ser considerado inservible en menor cantidad
de informacio´n. Tambie´n se realizaron pruebas que permitieran observar la aceleracio´n en
ausencia de la escritura en memoria principal, dando como mejor resultado una aceleracio´n
de 3.7x para la malla cuadrada de 255 elementos, considerando tiempos de 627ms frente a
168ms para el proceso secuenciales y en GPU respectivamente.
Por u´ltimo las tablas presentadas para este problema de dos dimensiones contiene la mejor
aceleracio´n (Speed-up) mostradas en este trabajo, lo cual indica las posibilidades de mejo-
ras de desempen˜o que ofrecen las arquitecturas heteroge´neas para resolver problemas con
ecuaciones diferenciales parciales, en especial las que poseen la posibilidad de indexacio´n por
tener informacio´n en dos ejes espaciales.
4.6. Conclusiones
Luego de realizar ambos experimentos se puede ver nuevamente co´mo los dispositivos ace-
leradores cobran real importancia cuando la cantidad de datos a procesar es superior a
100.000 datos para esta GPU, y que dadas las caracter´ısticas del problema en una dimensio´n
solamente se logran aceleraciones de 1.2x utilizando la misma. Pero cuando se accede a un
problema ma´s acorde a la arquitectura de la GPU se pueden lograr mejores desempen˜os,
como en el caso de dos dimensiones, que la aceleracio´n presente se acerca a 3x teniendo en
cuenta el tiempo de escritura en memoria principal, y superando 3.7x cuando se salta este
proceso.
Tambie´n se puede ratificar mediante la comparacio´n del proceso de la GPU y el kernel co´mo
la indexacio´n brinda grandes ventajas de desempen˜o que superan las 20x, pero que no son
evidenciadas en los tiempos totales de ejecucio´n debido a la velocidad baja que posee la
memoria la GPU con que se realizaron las pruebas, frente a otros dispositivos aceleradores
que esta´n disen˜ados con fines de acelerar algoritmos de computacio´n cient´ıfica.
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5.1. Conclusiones
Las comparaciones realizadas en este trabajo demuestran la importancia de tener un conoci-
miento amplio sobre las arquitecturas heteroge´neas, para poder lograr beneficios importantes
en los tiempos de respuesta de cualquier algoritmo que se quiera implementar en este tipo
de dispositivos. Se puede notar co´mo la GPU proporciona mejoras de desempen˜o cuando
la cantidad de datos es relativamente alta, y presenta su pico de calidad cuando supera los
100.000 datos para la GPU utilizada, pero teniendo precaucio´n de no superar la capacidad
ma´xima de memoria o de unidades computacionales. No es suficiente contar con una canti-
dad de datos elevada para conseguir las aceleraciones buscadas, tambie´n es necesario contar
con una similitud entre los dispositivos aceleradores y la estructura del problema.
Buscando diferentes formas de acelerar los procesos se encontraron me´todos que incluyen
manejos de memoria local y global, reservas de espacio en las mismas para evitar transfe-
rencias de datos innecesarias, evitar procesos de escritura en memoria principal y el proceso
de indexacio´n.
Para el primer caso se estudio´ la ecuacio´n de calor para la cual se realizaron pruebas con dis-
tintos taman˜os de mallas enfocados a determinar los tiempos de respuesta de esta ecuacio´n
para la ejecucio´n secuencial; y poder compararlo con una implementacio´n en GPU. Debido a
que las aceleraciones presentadas por la GPU no fueron de un orden muy alto, se realizaron
pruebas de comparacio´n utilizando como alternativa el uso de la memoria local de la GPU,
logrando mejoras de tiempo en todos los experimentos mediante el uso de la misma. Todos
los resultados empleando memoria local fueron mejores a los datos obtenidos mediante la
memoria global, aumentando la aceleracio´n de 1.3x hasta llegar a los 2.1x, lo que comprue-
ba la necesidad de una buen gestio´n de los recursos que poseen los aceleradores como la GPU.
Para el siguiente problema se trabajo´ la ecuacio´n de Laplace, para este caso se analizaron
diferentes taman˜os de mallas cuadradas y las comparaciones de velocidad y aceleracio´n pre-
sentes entre el procesador secuencial, el multinu´cleo y la GPU. Aqu´ı se pudo observar co´mo
la GPU lograba generar aceleraciones de hasta 2.17x mientras que el procesador multinu´celo
solo consegu´ıa aceleraciones de 1.67x. Para este proceso se descarto´ el tiempo de escritura
en memoria principal, con el fin de acercarse un poco ma´s a la aceleracio´n propia de los
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aceleradores, incrementando hasta ma´s de 4 veces la aceleracio´n cuando se ignora este pro-
cedimiento de escritura.
Tambie´n hay que tener presente que este problema involucra una segunda dimensio´n espa-
cial, lo que permite utilizar herramientas como la indexacio´n, un proceso ma´s acordes a la
arquitectura de la GPU, y para determinar la importancia de esta forma de implentacio´n se
tomaron los tiempos de respuesta del proceso de la GPU y del kernel en presencia y ausen-
cia de la misma, mostrando aceleraciones cercanas a 3x en el proceso completo de la GPU
y aceleraciones superiores a 15x cuando se ejecuta solo el kernel. Esta diferencia se debe
principalmente a los bajas velocidades que presenta la memoria de la GPU, que no permiten
apreciar una aceleracio´n considerable en el proceso completo. Lo anterior demuestra co´mo
la implementacio´n del proceso de indexacio´n es bastante u´til pero que dados los dispositivos
con que se realizaron las pruebas no evidencia mejoras significativas, lo cual se solucionar´ıa
fa´cilmente con el cambio de dispositivo. Este cambio supondr´ıa mejoras en todos los casos,
pero en los relacionados con indexacio´n cobrar´ıa mayor importancia.
Para la u´ltima clasificacio´n de ecuaciones diferenciales parciales encontramos la ecuacio´n de
onda, en este caso se analizaron problemas en una y dos dimensiones. El primero de ellos
consiste en una cuerda atada en los extremos que es perturbada por una onda seno, en este
problema se compararon las distintas aceleraciones que presentaban tanto el mu´ltiple nu´cleo
como la GPU, pero debido a que esta ecuacio´n tiene un componente adicional en el tiempo
obliga a los dispositivos aceleradores a utilizar mayor cantidad de informacio´n que en los
problemas anteriores, pero a su vez se pod´ıa reservar una cantidad de memoria mayor y
evitar transferencias de informacio´n innecesarias y de esta forma lograr tiempos de ejecucio´n
ma´s cortos. Utilizar una mayor cantidad de memoria en estos dispositivos no evidencio´ ace-
leraciones significativas, ya que la GPU solo logro´ aceleraciones de 1.25x y el procesador con
mu´ltiples nu´cleos no consiguio´ ejecutar en ningu´n caso el algoritmo en menor tiempo que el
procesador secuencial, pero siguio´ dando una fuente importante de informacio´n referente a
la capacidad ma´xima que tiene la GPU y bajo que´ cantidad de informacio´n resulta u´til.
Finalmente, para el caso de la ecuacio´n de onda en dos dimensiones se pudo combinar un
poco de los u´ltimos me´todos, como son el proceso de reutilizacio´n de memoria que se tra-
bajo´ en la ecuacio´n de onda en una dimensio´n junto a la indexacio´n vista en la ecuacio´n
de Laplace. Para comprobar la eficiencia de estas implementaciones se midieron los tiempos
de ejecucio´n para diferentes taman˜os de mallas cuadradas, teniendo presente el tiempo de
escritura en memoria principal; consiguiendo aceleraciones cercanas a los 3x, y llegando a su
mejor desempen˜o siempre por debajo de la capacidad ma´xima de memoria y de elementos
de proceso. Adema´s para este caso, que representa un problema de mayor complejidad dada
su dependencia del tiempo y la necesidad de utilizar ma´s datos, se considero´ nuevamente la
influencia de la indexacio´n en la GPU. Al realizar comparaciones del proceso de la GPU y el
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kernel contando con la indexacio´n y en ausencia de la misma, se mostraron grandes ventajas
de desempen˜o que superan las 20x de aceleracio´n , pero que no son evidenciadas en los tiem-
pos totales de ejecucio´n debido a la baja velocidad que posee la memoria de la GPU con que
se realizaron las pruebas, frente a otros dispositivos aceleradores que esta´n disen˜ados con
fines de acelerar algoritmos de computacio´n ciet´ıfica. Lo que deja a la indexacio´n como una
gran alternativa de implementacio´n en problemas que tengan una estructura similar a la de
los dispositivos aceleradores, que adema´s proporcionar´ıa mejoras significativamente mayores
en el caso de utilizar una GPU con memoria de acceso ra´pido y que tenga una estructura
disen˜ada para computacio´n cient´ıfica.
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5.2. Recomendaciones
Las posibilidades que brinda OpenCL para mejorar los algoritmos son ma´s amplias segu´n se
cuente con los dispositivos apropiados para implementarlas, o la posibilidad de utilizar ban-
cos de aceleradores, que mejorar´ıan las opciones cuando la velocidad sea lo ma´s importante.
Tambie´n se pueden buscar diferentes me´todos para resolver ecuaciones diferenciales parcia-
les, de modo que se puedan acomodar de una mejor forma las caracter´ısticas del problema
a las arquitecturas de los dispositivos con que se cuenten.
La opcio´n de continuar con los experimentos referentes a ecuaciones diferenciales parciales
sigue estando presente, ya sea incrementando los problemas a casos tridimensionales o bus-
cando modelos matema´ticos con mayor impacto en problemas de computacio´n cient´ıfica. O
de una forma ma´s simple realizando pruebas que determinen la eficiencia de las implemen-
taciones realizadas en este trabajo en dispositivos con mejor rendimiento en ca´lculo nume´rico.
Tambie´n la posibilidad de continuar con la primera motivacio´n con la que se empezo´ a
realizar este trabajo, la cual esta´ relacionada con la simulacio´n del potencial de accio´n del
tejido card´ıaco. Debido a la complejidad y cantidad de datos que maneja este problema, los
tiempos de respuesta para mallas relativamente pequen˜as es muy alto, por este motivo existe
la necesidad de lograr aceleraciones significativas. Igualmente las dificultades que presenta
solucionar un problema de simulacio´n mayor esta´n latentes, ya que la estructura de los datos
no siempre es similar a la de los dispositivos, los problemas de convergencia y estabilidad
de los me´todos nume´ricos se vuelve un reto mayor que implica el cambio de los mismos,
y finalmente las implicaciones de tener una ecuacio´n de mayor grado de dificultad con tres
dimensiones y que requiera visualizacio´n brindan un campo de investigacio´n que puede llegar
a dar grandes frutos.
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A. Anexo: Tutorial OpenCL
Se busca dar una breve introduccio´n a la principal herramienta computacional con que se
cuenta para el desarrollo de este trabajo. OpenCL es un esta´ndar para programacio´n en
paralelo que generaliza el uso tanto de multiprocesadores como de dispositivos aceleradores.
Este esta´ndar fue creado por APPLE pero desarrollado en conjunto con AMD, IBM, INTEL
y NVIDIA y fue llevado al grupo Khronos para convertirlo en un esta´ndar abierto y libre de
derechos.
El uso de OpenCL permite la implementacio´n en una gran variedad de aceleradores compu-
tacionales, facilitando de esta forma la comparacio´n entre los mismos, y aprovechar segu´n la
estructura del problema las ventajas que presenta los diferentes dispositivos. La programacio´n
de OpenCL esta´ principalmente compuesta de 3 partes: una es un lenguaje de programa-
cio´n de kernel basado en C99; otra una potente interfaz de aplicacio´n de programacio´n y un
tiempo de ejecucio´n eficiente de kernels en CPU o GPU [1].
Como primera medida para hacer uso de esta herramienta hay que determinar para que´ dis-
positivo se quiere instalar el OpenCL, ya que es necesario saber que kit de desarrollo de
software (SDK) se debe descargar, ya que cada compan˜´ıa de hardware brinda sus propias
aplicaciones para cada sistema operativo.
Estos SDK determinan la compatibilidad de los dispositivos aceleradores con cualquiera de
las versiones de OpenCL e instala la versio´n adecuada; adema´s se encarga de crear un direc-
torio ra´ız con las librer´ıas necesarias para la compilacio´n del programa.
Luego segu´n el sistema operativo se utiliza un entorno de programacio´n para lenguaje C,
que en el caso de Windows se utilizaru´ el Visual Studio. Teniendo listo el entorno de pro-
gramacio´n y el SDK instalado, el paso a seguir es crear un proyecto vac´ıo, a continuacio´n
seguir los siguientes pasos:
1. Ir a la pestan˜a proyecto.
2. Propiedades de proyecto, se abre una ventana.
3. En esta ventana seleccionar propiedades de configuracio´n en la lista de la izquierda.
4. Cambiar en el menu´ desplegable donde esta Active(Debug) por la opcio´n Todas las con-
figuraciones.
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5. Nuevamente en la lista de la izquierda seleccionar: C/C++ General.
6. Agregar en ”Directorios de inclusio´n adicionales” el siguiente comando: $(variable de en-
torno/include. En el caso de utilizar un procesador Intel por ejemplo el comando ser´ıa de la
siguiente forma : “$(INTELOCLSDKROOT)/include”
7. En la lista de la izquierda seleccionar: Vinculador General.
8. Agregar en “directorios de bibliotecas adicionales” el siguiente comando: $(variable de
entorno)/lib/x86.
9. En la lista de la izquierda seleccionar: Vinculador Entrada.
10. Agregar al final de “dependencias adicionales” el siguiente comando: OpenCL.lib. Ahora
este proyecto ya esta´ listo para poder compilar con OpenCL.
A.1. Principios Ba´sicos para crear un co´digo usando
OpenCL
A.1.1. Kernel
En primer lugar debemos buscar en que forma podemos paralelizar el problema de modo que
la herramienta de OpenCL sea de ayuda, para poder tener una mejor visio´n de esto se uti-
lizara el problema cla´sico de sumar dos vectores. Generalmente para resolver este problema
en CPU se utilizar´ıan los dos vectores donde se encuentra la informacio´n, un tercero para
almacenar el resultado, y finalmente una variable que indique la posicio´n de los vectores.
Este proceso se realiza secuencialmente, realizando primero la suma de la primera posicio´n
y as´ı sucesivamente hasta completar el taman˜o de los vectores, pero al ser el resultado de
la suma actual independiente de los resultados anteriores se puede empezar a pensar como
llevarlo al paralelismo.
Dicho lo anterior la manera ma´s fa´cil de resolver este problema es independizando las sumas
de modo que cada una pueda hacerse de forma concurrente y as´ı obtener un resultado en
menor tiempo. Es aqu´ı donde entramos a una de las primeras partes para generar un co´digo
en OpenCL, el Kernel, que es la funcio´n que se ejecutara´ en el dispositivo.
Para el ejemplo de la suma de dos vectores el kernel se crear´ıa utilizando tres para´metros
que ser´ıan los dos vectores de entrada de la informacio´n y el vector de salida, adema´s in-
ternamente para determinar que´ posicio´n del vector sera´ sumada se le solicita mediante una
funcio´n cual es el nu´mero de identificacio´n del hilo que esta´ corriendo, y ya que OpenCL gene-
ra tantos hilos como disponga el dispositivo cada uno estara´ encargado de realizar una suma.
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__kernel void vector_add_gpu {
__global const float* a,
__global const float* b,
__global float* r)
int idx = get_global_id(0);
r[idx] = a [idx] +b[idx];
}
A.1.2. Host
El siguiente paso es configurar el host o anfitrio´n, para esto definiremos unos conceptos ne-
cesarios dentro del mismo y poder entender mejor el procedimiento necesario para ejecutar
el kernel:
-Plataforma: la plataforma es la lista de dispositivos que OpenCL puede gestionar, en donde
se puede compartir recursos y ejecutar kernel.
-Dispositivo: un dispositivo es un conjunto de unidades de computo, generalmente CPU
mu´ltiple nu´cleo y GPU.
-Contexto: el contexto es el entorno donde se incluye el kernel, donde se gestiona la memoria
y donde se sincroniza la ejecucio´n.
-Lista de comando: es un objeto que contiene los comandos que se ejecutara´n en un dispo-
sitivo espec´ıfico.
-Memoria: es un espacio reservado en el contexto para guardar la informacio´n enviada o
recibida del dispositivo.
-Programa: Un programa de OpenCL consiste en un conjunto de nu´cleos. Los programas
tambie´n pueden contener funciones auxiliares convocadas por las funciones kernel y los da-
tos constantes.
A continuacio´n se procede a crear el programa en C para ejecutar el co´digo.
1. Incluir las librer´ıas necesarias incluyendo CL/cl.h.
2. Obtener la lista de plataformas disponibles usando el comando clGetPlatformIDs que uti-
liza como para´metros el nu´mero de plataformas a buscar, un puntero donde se guardara´ la
informacio´n de tipo cl platform id y por u´ltimo una bandera de error.
3. Obtener la informacio´n de dispositivos disponibles en la plataforma usando clGetDevi-
ceIDs que necesita la plataforma, el tipo del dispositivo, el nu´mero de dispositivos a buscar,
un puntero donde guardar la informacio´n tipo cl device id y de nuevo la bandera de error.
4. Crear las propiedades para generar el contexto donde principalmente se debe referenciar
la plataforma donde se va a crear.
5. Crear el contexto mediante clCreateContext que requiere las propiedades creadas en el
paso anterior, el nu´mero de dispositivos dentro del contexto, la informacio´n del dispositivo,
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2 para´metros que se usan para extraer informacio´n de errores durante la ejecucio´n pero que
pueden ser omitidos, y la tradicional bandera de error.
6. Generar la cola de comandos para el dispositivo usando clCreateCommandQueue que usa
el contexto, el dispositivo, un opcional de propiedades que pueden incluir si la cola se ejecuta
fuera de orden y tambie´n la creacio´n de un perfil de la cola de comandos, y la bandera de error.
A.1.3. Programa
En la creacio´n del programa se hace necesario leer y compilar el kernel dentro del contexto
para poder unirlos y ejecutarlos, para esto la opcio´n ma´s adecuada es seguir los siguientes
pasos:
1. Crear el kernel dentro del co´digo original como una constante de caracteres para faci-
litar la lectura.
2. Creamos el programa mediante el la funcio´n clCreateProgramWithSource que utiliza como
para´metros el contexto, el kernel como constante de caracteres, el taman˜o del kernel si se
desea y la bandera de error.
3. Compilar el kernel mediante clBuildProgram que solo utiliza principalmente el programa
generado anteriormente.
4. Ahora se genera el kernel dentro de la plataforma usando clCreateKernel que utiliza el
programa, necesita el nombre dado al kernel y contiene la bandera de error; esta funcio´n
debe ser asignada a una variable tipo cl kernel.
5. Ahora se crean los objetos de memoria en el dispositivo mediante clCreateBuffer que ne-
cesita el contexto, una descripcio´n del uso de esta memoria, el taman˜o de esta memoria, un
puntero de la informacio´n en el host que va a compartir este objeto de memoria y la bandera
de error; esta funcio´n debe ser asignada a una variable tipo cl mem.
A.1.4. Ejecucio´n del kernel
Finalmente se juntan los u´ltimos elementos para ejecutar el kernel en el dispositivo, para
luego extraer la informacio´n del mismo y por u´ltimo borrar todo el espacio reservado en e´l.
1. Definir los argumentos en el kernel con clSetKernelArg que necesita el kernel, el ı´ndice del
argumento, el taman˜o del mismo, y el valor que va a tomar; estos argumentos esta´n definidos
como los objetos de memoria.
2. Poner en cola la ejecucio´n del kernel, para que este se ejecute en el dispositivo, mediante
clEnqueueNDRangeKernel que necesita como para´metros la cola de comandos, el kernel, el
nu´mero de dimensiones a utilizar, un offset que generalmente se declara nulo, el taman˜o del
grupo de trabajo global, el taman˜o del grupo de trabajo local, cantidad de eventos a usar, y
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un puntero donde se ubiquen los eventos.
3. Ahora se necesita leer la informacio´n generada por el dispositivo con clEnqueueReadBuffer
que usa la cola de comandos, el objeto de memoria que se va a leer, un comando de bloqueo
que detiene el proceso mientras lee, el taman˜o del desfase para el objeto de memoria, el ta-
man˜o del dato que se va a leer, un puntero de la informacio´n en el host, cantidad de eventos
a usar, y un puntero donde se ubiquen los eventos.
4. Al final la informacio´n quedara´ almacenada en variables locales del host que podra´n ser
utilizadas normalmente por comandos propios del lenguaje C, pero es necesario liberar todo
el espacio utilizando como prefijo clRelese y completa´ndolo con el tipo de elemento que se
desea borrar, y como u´nico para´metro el nombre asignado a las variables de este tipo.
Para terminar se adjunta el co´digo para sumar dos vectores de forma concurrente, funcional
y con ciertos comentarios y sen˜ales de error para facilitar el debug, adema´s de los proce-
sos ba´sicos de programacio´n que son necesarios igualmente para hacerlo funcional pero no
detallados en este tutorial, como son la creacio´n de los vectores y dema´s.
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B.1. Ecuacio´n de Calor
#include "CL/cl.h"
#include "CL/cl_ext.h"
#include "iostream"
#include <string>
#include <time.h>
#include <math.h>
#include <stdio.h>
#include <fstream>
#define __NO_STD_VECTOR // Usar cl::vector
#define __CL_ENABLE_EXCEPTIONS // necesario para excepciones
const float ini=0;
const float fin=0;
#define PROFILING // tiempo de kernel
using namespace std;
// Kernel
const char *KernelSource = "\n" \
"__kernel void hello_kernel( \n" \
" __global float* a,\n" \
" __global float* d, __global float* e ) \n" \
"{ \n" \
" int in = get_global_id(0); \n" \
" float r = e[0]; \n" \
" d[in+1] = r*a[in] + (1-(2*r))*a[in+1]+ r*a[in+2]; \n" \
" \n" \
"} \n" \
"\n";
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int main(int argc, char **argv)
{
int arg;
cout <<"ingrese ARRAY_SIZE: ";
cin >> arg;
int ARRAY_SIZE=arg;
int arg1;
cout <<"ingrese M: ";
cin >> arg1;
int M=arg1;
remove("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt");
FILE * Alfa = fopen ("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt", "a+t");
clock_t t_ini, t_fin;
double secs;
t_ini = clock(); //medici\’{o}n del tiempo
cl_platform_id firstPlatformId;
cl_int errNum;
cl_context context=NULL;
//obtener la lista de plataformas disponibles
errNum=clGetPlatformIDs(1, &firstPlatformId, NULL);
//definir las propiedades del contexto
cl_context_properties contextProperties[] ={
CL_CONTEXT_PLATFORM,
(cl_context_properties)firstPlatformId,
0
};
cl_device_id device_id;
cl_uint numDevices;
56 B Anexo: Programa OpenCL
clGetDeviceIDs( firstPlatformId, CL_DEVICE_TYPE_GPU, 1, &device_id, &numDevices);
//creaci\’{o}n contexto para el primer dispositivo GPU disponible
//context= clCreateContextFromType(contextProperties,CL_DEVICE_TYPE_CPU,NULL,NULL,&errNum);
//cl_device_id *devices;
cl_command_queue commandQueue= NULL;
//obtener el tama\~{n}o del buffer del dispositivo
context= clCreateContext(contextProperties,1,&device_id,NULL,NULL,&errNum);
errNum = clGetContextInfo(context,CL_CONTEXT_DEVICES,0,NULL,NULL);
//Reservar memoria para el buffer del dispositivo
//devices = new cl_device_id[deviceBufferSize / sizeof(cl_device_id)];
// obtenemos el arreglo de dispositivos disponibles
//errNum = clGetContextInfo(context,CL_CONTEXT_DEVICES,deviceBufferSize,devices,NULL);
// crear cola de comandos para el primer dispositivo disponible
commandQueue = clCreateCommandQueue(context,device_id,CL_QUEUE_PROFILING_ENABLE,NULL);
cl_program program;
// Crear un objeto de programa del kernel
program= clCreateProgramWithSource(context,1,(const char **)&KernelSource,NULL,NULL);
///////////////////////////////////////////////
//iniciaci\’{o}n de variables
const int N = ARRAY_SIZE-2;
float NN=N;
float dx = 1 / (NN+1);
//float x[N+1];
float *x;
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x=(float*)malloc((N+1) * sizeof(float));
for (int i=0; i< N+1; i++)
{
x[i]=i*dx;
}
float MM=M;
float dy= 1/(MM+1);
//float t[M+1];
float *t;
t=(float*)malloc((M+1) * sizeof(float));
for (int i=0; i< M+1; i++)
{
t[i]=i*dy;
}
float l= dy/(dx*dx);
//l=0.4;
fprintf(Alfa,"%d %d\n",ARRAY_SIZE,M);
// compilar el kernel
errNum= clBuildProgram(program,0,NULL,NULL,NULL,NULL);
// crear instancia del kernel
cl_kernel kernel;
kernel = clCreateKernel(program,"hello_kernel",&errNum);
// crear los arreglos de entrada salida para el kernel en la CPU
float *a;
a=(float*)malloc((ARRAY_SIZE) * sizeof(float));
//float d[ARRAY_SIZE];
float *d;
d=(float*)malloc((ARRAY_SIZE) * sizeof(float));
float e[1];
e[0]=(float)l ;
for (int i=1; i< ARRAY_SIZE-1; i++)
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{
if (i <= ((ARRAY_SIZE/2)-1))
a[i] = (float)2*x[i];
else
a[i] = (float)2*(1-x[i]);
}
////////////////////////////////////////////////////////
a[0]=ini;
a[ARRAY_SIZE-1]=fin;
// crear los objetos de memoria en la GPU
cl_mem memObjects[3] = {0,0,0};
memObjects[0] = clCreateBuffer(context,CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
sizeof(float) * ARRAY_SIZE, a, NULL);
memObjects[1] = clCreateBuffer(context,CL_MEM_WRITE_ONLY,
sizeof(float) * ARRAY_SIZE, NULL, NULL);
memObjects[2] = clCreateBuffer(context,CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
sizeof(float)*2,e ,NULL);
// definir los argumentos del kernel
errNum = clSetKernelArg(kernel,0,sizeof(cl_mem), &memObjects[0]);
errNum = clSetKernelArg(kernel,1,sizeof(cl_mem), &memObjects[1]);
errNum = clSetKernelArg(kernel,2,sizeof(cl_mem), &memObjects[2]);
size_t global[1] = {ARRAY_SIZE};
size_t loc;
errNum = clGetKernelWorkGroupInfo(kernel, device_id,
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CL_KERNEL_WORK_GROUP_SIZE,
sizeof(loc), &loc, NULL);
size_t local[1]={1};
// poner en cola la ejecuci\’{o}n del kernel
errNum = clEnqueueNDRangeKernel(commandQueue,kernel,1,NULL,global,local,
0,NULL,NULL);
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f",a[j]);
fprintf(Alfa," ");
}
fprintf(Alfa,"\n");
// copiar el buffer de salida del dispositivo y devolverlo a la CPU
errNum = clEnqueueReadBuffer(commandQueue, memObjects[1],CL_TRUE,0,
ARRAY_SIZE * sizeof(float), a ,0,NULL,NULL);
a[0]=0;
a[ARRAY_SIZE-1]=0;
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f",a[j]);
fprintf(Alfa," ");
}
fprintf(Alfa,"\n");
/////////////////////////////////////////////////////////////////
//repetir el proceso seg\’{u}n n\’{u}mero de iteraciones
for (int k=0 ; k < M ; k++)
{
errNum = clEnqueueWriteBuffer(commandQueue, memObjects[0],CL_TRUE,0,
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ARRAY_SIZE * sizeof(float), a ,0,NULL,NULL);
errNum = clEnqueueNDRangeKernel(commandQueue,kernel,1,NULL,global,local,
0,NULL,NULL);
// copiar el buffer de salida del dispositivo y devolverlo a la CPU
errNum = clEnqueueReadBuffer(commandQueue, memObjects[1],CL_TRUE,0,
ARRAY_SIZE * sizeof(float), a ,0,NULL,NULL);
a[0]=0;
a[ARRAY_SIZE-1]=0;
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f ",a[j]);
}
fprintf(Alfa,"\n");
}
//medir el tiempo final
t_fin = clock();
secs = (double)(t_fin - t_ini) / CLOCKS_PER_SEC;
printf("\n%.16g milisegundos\n", secs * 1000.0);
fprintf(Alfa,"\n%.16g milisegundos\n", secs * 1000.0);
cin >> errNum;
fclose (Alfa);
/* Liberar memoria */
clReleaseKernel(kernel);
clReleaseMemObject(memObjects[0]);
clReleaseMemObject(memObjects[1]);
clReleaseMemObject(memObjects[2]);
clReleaseCommandQueue(commandQueue);
clReleaseProgram(program);
clReleaseContext(context);
return 0;
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}
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B.2. Ecuacio´n de Laplace
\clearpage
#include "CL/cl.h"
#include "CL\cl_ext.h"
#include "iostream"
#include <string>
#include <time.h>
#include <math.h>
#include <stdio.h>
#define __NO_STD_VECTOR
#define __CL_ENABLE_EXCEPTIONS
#define PROFILING
const float ini=0;
const float fin=0;
using namespace std;
const char *KernelSource = "\n" \
"__kernel void hello_kernel( \n" \
" const int Mdim,const int Ndim,const int Pdim,\n" \
" __global float* A, __global float* C ) \n" \
"{ \n" \
" int i,j,k; \n" \
" i = get_global_id(0); \n" \
" C[i]=(A[i-1]+A[i+1]+A[i-Ndim]+A[i+Ndim])/4; \n" \
" } \n" \
"\n";
int main(int argc, char **argv){
cl_event event;
int Mdim;
cout <<"ingrese dimension de la matriz: ";
cin >> Mdim;
B.2 Ecuacio´n de Laplace 63
int M;
cout <<"ingrese numero de iteracions: ";
cin >> M;
remove("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt");
FILE * Alfa = fopen ("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt", "a+t");
clock_t t_ini, t_fin;
double secs;
cl_platform_id firstPlatformId;
cl_int errNum;
cl_context context=NULL;
int Ndim,Pdim;
Ndim=Mdim;
errNum=clGetPlatformIDs(1, &firstPlatformId, NULL);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to get a platform group!\n");
return EXIT_FAILURE;
}
cl_context_properties contextProperties[] ={
CL_CONTEXT_PLATFORM,
(cl_context_properties)firstPlatformId,
0
};
cl_device_id device_id;
cl_uint numDevices;
clGetDeviceIDs( firstPlatformId, CL_DEVICE_TYPE_GPU, 1, &device_id, &numDevices);
context= clCreateContext(contextProperties,1,&device_id,NULL,NULL,&errNum);
cl_command_queue commandQueue= NULL;
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if (errNum != CL_SUCCESS)
{
printf("Error: Failed to get a context info!\n");
return EXIT_FAILURE;
}
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to get a context info!\n");
return EXIT_FAILURE;
}
commandQueue = clCreateCommandQueue(context,device_id,CL_QUEUE_PROFILING_ENABLE,NULL);
cl_program program;
program= clCreateProgramWithSource(context,1,(const char **)&KernelSource,NULL,&errNum);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to get a program info!\n");
return EXIT_FAILURE;
}
errNum= clBuildProgram(program,0,NULL,NULL,NULL,NULL);
cl_kernel kernel;
kernel = clCreateKernel(program,"hello_kernel",&errNum);
if (!kernel || errNum != CL_SUCCESS)
{
printf("Error: Failed to create compute kernel!\n");
exit(1);
}
t_ini = clock();
float *A;
A=(float*)calloc((Ndim*Mdim),sizeof(float));
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A[0]=0;
for (int i=1;i<Ndim;i++)
{
A[i]=0;
A[Ndim*i]=75;
A[Ndim*i+(Mdim-1)]=50;
A[(Mdim-1)*Ndim+i]=100;
}
cl_mem memObjects[2] = {0,0};
memObjects[0] = clCreateBuffer(context,CL_MEM_READ_ONLY| CL_MEM_COPY_HOST_PTR,
sizeof(float)*Ndim*Mdim, A, NULL);
memObjects[1] = clCreateBuffer(context,CL_MEM_WRITE_ONLY,
sizeof(float)*Ndim*Mdim, NULL ,NULL);
errNum = clSetKernelArg(kernel,0,sizeof(int), &Mdim);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to set arguments in kernel1!\n");
return EXIT_FAILURE;
}
errNum = clSetKernelArg(kernel,1,sizeof(int), &Ndim);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to set arguments in kernel2!\n");
return EXIT_FAILURE;
}
errNum = clSetKernelArg(kernel,2,sizeof(int), &Pdim);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to set arguments in kernel3!\n");
return EXIT_FAILURE;
}
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errNum = clSetKernelArg(kernel,3,sizeof(cl_mem), &memObjects[0]);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to set arguments in kernel4!\n");
return EXIT_FAILURE;
}
errNum = clSetKernelArg(kernel,4,sizeof(cl_mem), &memObjects[1]);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to set arguments in kernel6!\n");
return EXIT_FAILURE;
}
size_t global[1] = {(Ndim*Mdim)};
size_t local[1] = {1};
for (int y=0;y<M; y++)
{
errNum = clEnqueueNDRangeKernel(commandQueue,kernel,1,NULL,global,NULL,
0,NULL,&event);
//errNum = clEnqueueTask(commandQueue,kernel,0,NULL,NULL);
if (errNum == CL_INVALID_WORK_GROUP_SIZE)
{
printf("Error: work dim!\n");
}
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to enqueue kernel!\n");
return EXIT_FAILURE;
}
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errNum = clEnqueueReadBuffer(commandQueue, memObjects[1],CL_TRUE,0,
Ndim*Mdim*sizeof(float), A ,0,NULL,NULL);
A[0]=0;
for (int i=1;i<Ndim;i++)
{
A[i]=0;
A[Ndim*i]=75;
A[Ndim*i+(Mdim-1)]=50;
A[(Mdim-1)*Ndim+i]=100;
}
for (int i=0;i<Ndim; i++)
{
for (int j=0;j<Mdim; j++)
{
fprintf(Alfa,"%f ",A[i*Ndim+j]);
}
fprintf(Alfa,"\n");
}
fprintf(Alfa,"\n");
errNum = clEnqueueWriteBuffer(commandQueue, memObjects[0],CL_TRUE,0,
Ndim*Mdim*sizeof(float), A ,0,NULL,NULL);
if (errNum != CL_SUCCESS)
{
printf("Error: Failed to read buffer!\n");
return EXIT_FAILURE;
}
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}
printf("\n\n ");
#ifdef PROFILING
cl_ulong start,end;
clGetEventProfilingInfo(event,CL_PROFILING_COMMAND_START,sizeof(cl_ulong),&start,NULL);
clGetEventProfilingInfo(event,CL_PROFILING_COMMAND_END,sizeof(cl_ulong),&end,NULL);
double time = 1.e-9 * (end-start);
cout << "Time for kernel to execute " << time << endl;
#endif
t_fin = clock();
secs = (double)(t_fin - t_ini) / CLOCKS_PER_SEC;
printf("\n%.16g milisegundos\n", secs * 1000.0);
clReleaseKernel(kernel);
clReleaseMemObject(memObjects[0]);
clReleaseMemObject(memObjects[1]);
clReleaseCommandQueue(commandQueue);
clReleaseProgram(program);
clReleaseContext(context);
cin>>errNum;
free (A);
return 0;
}
B.2.1. Cambios para indexar
//Kernel
const char *KernelSource1 = "\n" \
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"__kernel void hello_kernel( \n" \
" const int Mdim,const int Ndim,const int Pdim,\n" \
" __global float* A, __global float* C ) \n" \
"{ \n" \
" int i,j,k; \n" \
" i = get_global_id(0); \n" \
" j = get_global_id(1); \n" \
"C[i*Ndim+j]=(A[((i-1)*Ndim)+j]+A[((i+1)*Ndim)+j]
+A[(i*Ndim)+(j-1)]+A[(i*Ndim)+(j+1)])/4; \n" \
" //}; \n" \
" } \n" \
"\n";
// Tama\~{n}o de las dimensiones
size_t global[2]= {(size_t)Ndim,(size_t)Mdim};
size_t local[1]={1};
// Indice de dimensiones
errNum = clEnqueueNDRangeKernel(commandQueue,kernel,2,NULL,global,NULL,
0,NULL,&event);
70 B Anexo: Programa OpenCL
B.3. Ecuacio´n de Onda
B.3.1. Una dimensio´n
#include "CL/cl.h"
#include "CL/cl_ext.h"
#include "iostream"
#include <string>
#include <time.h>
#include <math.h>
#include <stdio.h>
#include <fstream>
#include <dos.h>
#include <conio.h>
#include <windows.h>
#define PI 3.14159265
#define __NO_STD_VECTOR
#define __CL_ENABLE_EXCEPTIONS
#define PROFILING
using namespace std;
const char *KernelSource = "\n" \
"__kernel void hello_kernel( \n" \
" __global float* a,__global float* b,\n" \
" __global float* d, __global float* e ) \n" \
"{ \n" \
" int in = get_global_id(0); \n" \
" float r = e[0]; \n" \
" \n" \
" d[in+1] = (r*r)*(b[in]+b[in+2]) + 2*(1-(r*r))*b[in+1] - a[in+1]; \n" \
" a[in+1] = b[in+1]; \n" \
"} \n" \
"\n";
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int main(int argc, char **argv){
int arg;
cout <<"ingrese ARRAY_SIZE: ";
cin >> arg;
int ARRAY_SIZE=arg;
int arg1;
cout <<"ingrese M: ";
cin >> arg1;
int M=arg1;
remove("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt");
FILE * Alfa = fopen ("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt", "a+t");
clock_t t_ini, t_fin;
double secs;
t_ini = clock();
cl_platform_id firstPlatformId;
cl_int errNum;
cl_context context=NULL;
errNum=clGetPlatformIDs(1, &firstPlatformId, NULL);
cl_context_properties contextProperties[] ={
CL_CONTEXT_PLATFORM,
(cl_context_properties)firstPlatformId,
0
};
cl_device_id device_id;
cl_uint numDevices;
clGetDeviceIDs( firstPlatformId, CL_DEVICE_TYPE_GPU, 1, &device_id, &numDevices);
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cl_command_queue commandQueue= NULL;
context= clCreateContext(contextProperties,1,&device_id,NULL,NULL,&errNum);
errNum = clGetContextInfo(context,CL_CONTEXT_DEVICES,0,NULL,NULL);
commandQueue = clCreateCommandQueue(context,device_id,CL_QUEUE_PROFILING_ENABLE,NULL);
cl_program program;
program= clCreateProgramWithSource(context,1,(const char **)&KernelSource,NULL,NULL);
t_ini = clock();
const int N = ARRAY_SIZE-2;
float NN=N;
float dx = 1 / (NN+1);
float *x;
x=(float*)malloc((N+1) * sizeof(float));
for (int i=0; i< N+1; i++)
{
x[i]=i*dx;
}
float MM=M;
float dy= 1/(MM+1);
float *t;
t=(float*)malloc((M+1) * sizeof(float));
for (int i=0; i< M+1; i++)
{
t[i]=i*dy;
}
B.3 Ecuacio´n de Onda 73
float l= 2*dy/dx;
l=1;
fprintf(Alfa,"%d %d %f %f %f\n",ARRAY_SIZE,M,dx,dy,l);
errNum= clBuildProgram(program,0,NULL,NULL,NULL,NULL);
cl_kernel kernel;
kernel = clCreateKernel(program,"hello_kernel",&errNum);
float *a;
a=(float*)malloc((ARRAY_SIZE) * sizeof(float));
float *b;
b=(float*)malloc((ARRAY_SIZE) * sizeof(float));
float *d;
d=(float*)malloc((ARRAY_SIZE) * sizeof(float));
float e[1];
e[0]=(float)l ;
for (int i=1; i< ARRAY_SIZE-1; i++)
{
a[i]= sin(PI*x[i]);
}
a[0]=ini;
a[ARRAY_SIZE-1]=fin;
for (int i=1; i< ARRAY_SIZE-1; i++)
{
b[i]=(l*l)*((a[i-1]+a[i+1])/2)+(1-(l*l))*a[i];// +K*gi
}
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b[0]=ini;
b[ARRAY_SIZE-1]=fin;
cl_mem memObjects[4] = {0,0,0,0};
memObjects[0] = clCreateBuffer(context,CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
sizeof(float) * ARRAY_SIZE, a, NULL);
memObjects[1] = clCreateBuffer(context,CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
sizeof(float) * ARRAY_SIZE, b, NULL);
memObjects[2] = clCreateBuffer(context,CL_MEM_WRITE_ONLY,
sizeof(float) * ARRAY_SIZE, NULL, NULL);
memObjects[3] = clCreateBuffer(context,CL_MEM_READ_ONLY | CL_MEM_COPY_HOST_PTR,
sizeof(float)*2,e ,NULL);
errNum = clSetKernelArg(kernel,0,sizeof(cl_mem), &memObjects[0]);
errNum = clSetKernelArg(kernel,1,sizeof(cl_mem), &memObjects[1]);
errNum = clSetKernelArg(kernel,2,sizeof(cl_mem), &memObjects[2]);
errNum = clSetKernelArg(kernel,3,sizeof(cl_mem), &memObjects[3]);
size_t global[1] = {ARRAY_SIZE};
size_t loc;
errNum = clGetKernelWorkGroupInfo(kernel, device_id,
CL_KERNEL_WORK_GROUP_SIZE,
sizeof(loc), &loc, NULL);
size_t local[1]={1};
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errNum = clEnqueueNDRangeKernel(commandQueue,kernel,1,NULL,global,local,
0,NULL,NULL);
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f",a[j]);
fprintf(Alfa," ");
}
fprintf(Alfa,"\n");
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f",b[j]);
fprintf(Alfa," ");
}
fprintf(Alfa,"\n");
for (int i=1; i< ARRAY_SIZE-1; i++)
{
a[i]=b[i];
}
errNum = clEnqueueReadBuffer(commandQueue, memObjects[2],CL_TRUE,0,
ARRAY_SIZE * sizeof(float), b ,0,NULL,NULL);
b[0]=ini;
b[ARRAY_SIZE-1]=fin;
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f",b[j]);
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fprintf(Alfa," ");
}
fprintf(Alfa,"\n");
for (int k=0 ; k < M-1 ; k++)
{
errNum = clEnqueueWriteBuffer(commandQueue, memObjects[1],CL_TRUE,0,
ARRAY_SIZE * sizeof(float), b ,0,NULL,NULL);
errNum = clEnqueueNDRangeKernel(commandQueue,kernel,1,NULL,global,local,
0,NULL,NULL);
errNum = clEnqueueReadBuffer(commandQueue, memObjects[2],CL_TRUE,0,
ARRAY_SIZE * sizeof(float), b ,0,NULL,NULL);
b[0]=ini;
b[ARRAY_SIZE-1]=fin;
for (int j=0;j<ARRAY_SIZE; j++)
{
fprintf(Alfa,"%f ",b[j]);
}
fprintf(Alfa,"\n");
}
t_fin = clock();
secs = (double)(t_fin - t_ini) / CLOCKS_PER_SEC;
printf("\n%.16g milisegundos\n", secs * 1000.0);
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fprintf(Alfa,"\n%.16g milisegundos\n", secs * 1000.0);
fclose (Alfa);
clReleaseKernel(kernel);
clReleaseMemObject(memObjects[0]);
clReleaseMemObject(memObjects[1]);
clReleaseMemObject(memObjects[2]);
clReleaseCommandQueue(commandQueue);
clReleaseProgram(program);
clReleaseContext(context);
return 0;
}
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B.3.2. Dos dimensiones
#include "CL/cl.h"
#include "CL\cl_ext.h"
#include "iostream"
#include <string>
#include <time.h>
#include <math.h>
#include <stdio.h>
#define __NO_STD_VECTOR
#define __CL_ENABLE_EXCEPTIONS
#define PROFILING
const float ini=0;
const float fin=0;
using namespace std;
const char *KernelSource = "\n" \
"__kernel void hello_kernel( \n" \
" const int Ndim, __global float* e,\n" \
" __global float* A, __global float* B, __global float* C ) \n" \
"{ \n" \
" int i,j; \n" \
" i = get_global_id(0); \n" \
" j = get_global_id(1); \n" \
" float kM = e[0]; \n" \
" float kN = kM; \n" \
" C[i*Ndim+j]=((kM*kM)*(B[i*Ndim+(j+1)] - (2*B[i*Ndim+j]) + B[i*Ndim+(j-1)]) +
(kN*kN)*(B[(i+1)*Ndim+j] - (2*B[i*Ndim+j]) + B[(i-1)*Ndim+j])
+ (2*B[i*Ndim+j]) - A[i*Ndim+j]); \n" \
" A[i]=B[i]; \n" \
" } \n" \
"\n";
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int main(int argc, char **argv){
cl_event event;
int Mdim;
cout <<"ingrese dimension de la matriz: ";
cin >> Mdim;
int M;
cout <<"ingrese numero de iteracions: ";
cin >> M;
remove("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt");
FILE * Alfa = fopen ("C:\\Users\\MANUEL ALEJANDRO\\Desktop\\archivo.txt", "a+t");
clock_t t_ini, t_fin;
double secs;
cl_platform_id firstPlatformId;
cl_int errNum;
cl_context context=NULL;
int Ndim,Pdim;
Ndim=Mdim;
errNum=clGetPlatformIDs(1, &firstPlatformId, NULL);
cl_context_properties contextProperties[] ={
CL_CONTEXT_PLATFORM,
(cl_context_properties)firstPlatformId,
0
};
cl_device_id device_id;
cl_uint numDevices;
clGetDeviceIDs( firstPlatformId, CL_DEVICE_TYPE_GPU, 1, &device_id, &numDevices);
context= clCreateContext(contextProperties,1,&device_id,NULL,NULL,&errNum);
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cl_command_queue commandQueue= NULL;
commandQueue = clCreateCommandQueue(context,device_id,CL_QUEUE_PROFILING_ENABLE,NULL);
cl_program program;
program= clCreateProgramWithSource(context,1,(const char **)&KernelSource,NULL,&errNum);
errNum= clBuildProgram(program,0,NULL,NULL,NULL,NULL);
cl_kernel kernel;
kernel = clCreateKernel(program,"hello_kernel",&errNum);
t_ini = clock();
const int N = Mdim-2;
float NN=N;
float dx = 1 / (NN+1);
float *x;
x=(float*)malloc((N+1) * sizeof(float));
for (int i=0; i< N+1; i++)
{
x[i]=i*dx;
}
float MM=M;
float dy= 1/(MM+1);
float *t;
t=(float*)malloc((M+1) * sizeof(float));
for (int i=0; i< M+1; i++)
{
t[i]=i*dy;
}
float l= 0.4;
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float *A;
A=(float*)calloc((Ndim*Mdim),sizeof(float));
A[0]=0;
A[Ndim*Mdim/2]=1;
for (int i=1;i<Ndim;i++)
{
A[i]=0;
A[Ndim*i]=0;
A[Ndim*i+(Mdim-1)]=0;
A[(Mdim-1)*Ndim+i]=0;
}
float *B;
B=(float*)calloc((Ndim*Mdim),sizeof(float));
for (int i=1;i<Ndim-1;i++)
for (int j=1;j<Ndim-1;j++)
{
B[i*Ndim+j]=(l*l)*((A[i*Ndim+j-1]+A[i*Ndim+j+1] +A[(i-1)*Ndim+j]+A[(i+1)*Ndim+j])/4)
+(1-(l*l))*A[i*Ndim+j];// +K*gi
}
for (int i=1;i<Ndim;i++)
{
B[i]=0;
B[Ndim*i]=0;
B[Ndim*i+(Mdim-1)]=0;
B[(Mdim-1)*Ndim+i]=0;
}
float e[1];
e[0]=(float)l ;
cl_mem memObjects[4] = {0,0,0,0};
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memObjects[0] = clCreateBuffer(context,CL_MEM_READ_ONLY| CL_MEM_COPY_HOST_PTR,
sizeof(float)*2, e, NULL);
memObjects[1] = clCreateBuffer(context,CL_MEM_READ_ONLY| CL_MEM_COPY_HOST_PTR,
sizeof(float)*Ndim*Mdim, A, NULL);
memObjects[2] = clCreateBuffer(context,CL_MEM_READ_ONLY| CL_MEM_COPY_HOST_PTR,
sizeof(float)*Ndim*Mdim, B, NULL);
memObjects[3] = clCreateBuffer(context,CL_MEM_WRITE_ONLY,
sizeof(float)*Ndim*Mdim, NULL ,NULL);
clSetKernelArg(kernel,0,sizeof(int), &Mdim);
clSetKernelArg(kernel,1,sizeof(cl_mem), &memObjects[0]);
clSetKernelArg(kernel,2,sizeof(cl_mem), &memObjects[1]);
clSetKernelArg(kernel,3,sizeof(cl_mem), &memObjects[2]);
clSetKernelArg(kernel,4,sizeof(cl_mem), &memObjects[3]);
size_t globalWorkSize[1] = {(Ndim*Mdim)};
size_t localWorkSize[1] = {1};
size_t global[2]= {(size_t)Ndim,(size_t)Mdim};
size_t local[1]={1};
for (int i=0;i<Ndim; i++)
{
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for (int j=0;j<Mdim; j++)
{
fprintf(Alfa,"%f ",B[i*Ndim+j]);
}
fprintf(Alfa,"\n");
}
fprintf(Alfa,"\n");
t_ini = clock();
for (int y=0;y<M; y++)
{
clEnqueueNDRangeKernel(commandQueue,kernel,2,NULL,global,NULL,
0,NULL,&event);
clEnqueueReadBuffer(commandQueue, memObjects[3],CL_TRUE,0,
Ndim*Mdim*sizeof(float), B ,0,NULL,NULL);
B[0]=0;
for (int i=1;i<Ndim;i++)
{
B[i]=0;
B[Ndim*i]=0;
B[Ndim*i+(Mdim-1)]=0;
B[(Mdim-1)*Ndim+i]=0;
}
clEnqueueWriteBuffer(commandQueue, memObjects[1],CL_TRUE,0,
Ndim*Mdim*sizeof(float), A ,0,NULL,NULL);
clEnqueueWriteBuffer(commandQueue, memObjects[2],CL_TRUE,0,
Ndim*Mdim*sizeof(float), B ,0,NULL,NULL);
}
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t_fin = clock();
#ifdef PROFILING
cl_ulong start,end;
clGetEventProfilingInfo(event,CL_PROFILING_COMMAND_START,sizeof(cl_ulong),&start,NULL);
clGetEventProfilingInfo(event,CL_PROFILING_COMMAND_END,sizeof(cl_ulong),&end,NULL);
double time = 1.e-9 * (end-start);
cout << "Time for kernel to execute " << time << endl;
#endif
secs = (double)(t_fin - t_ini) / CLOCKS_PER_SEC;
printf("\n%.16g milisegundos\n", secs * 1000.0);
clReleaseKernel(kernel);
clReleaseMemObject(memObjects[0]);
clReleaseMemObject(memObjects[1]);
clReleaseMemObject(memObjects[2]);
clReleaseMemObject(memObjects[3]);
clReleaseCommandQueue(commandQueue);
clReleaseProgram(program);
clReleaseContext(context);
cin>>errNum;
free (A);
free (B);
return 0;
}
