Numerical methods that bridge the atomistic and continuum scales concurrently have been applied successfully to a number of materials science problems involving both nonlinear and long-range deformation fields. However, extension of these methods to finite temperature, nonequilibrium dynamics is difficult due to the intrinsic incoherency between molecular dynamics and continuum thermodynamics, which possess different crystal vibrational spectra and therefore result in unphysical wave reflections across domain boundaries. Here we review our recent finite temperature extension of the three-dimensional, non-local quasicontinuum (QC) method based on Langevin dynamics and carry out an analysis of the systematic errors associated with the entropic depletion that results from the QC reduction. We apply the method to Al and Ta structured meshes ranging from atomistic resolution to minimum-node representations using the thermal expansion coefficient as the standard metric. We find that, while Al errors scale linearly with the number of mesh nodes, Ta displays a very erratic behavior that degrades rapidly with mesh coarsening.
INTRODUCTION
In Marian et al. (2010) , we reviewed the status of dynamic atomistic/continuum bridging methods and present a finite-temperature extension of the three-dimensional, nonlocal quasicontinuum (QC) of Knap and Ortiz (2001) . Our approach is based on a coarse-graining (QC reduction) of the Lagrangian for dissipative systems, which naturally leads to a Langevin equation that we solve in the canonical ensemble. For more information on concurrent scale-bridging methods, the reader is referred to a recent review by Miller and Tadmor (2009) 
Our method is fully anharmonic and, in principle, can be used to study nonequilibrium, thermally activated processes directly. However, our formulation captures vibrations only at the nodal level, which results in impoverished phonon spectra for coarse discretizations. This may lead to an underestimation of thermal properties, such as thermal expansion, specific heat capacities, thermal conductivities, etc. Quantifying this loss of vibrational entropy is critical before embarking on a detailed study of transport properties across inhomogeneous domain interfaces. Here, we present an analysis of the errors attendant to the QC reduction in terms of the thermal expansion behavior of uniform meshes with varying discretizations in model fcc (Al) and bcc (Ta) systems. Next, we briefly review the static and dynamic theories behind QC, followed by a summary of the derivation leading to the analysis of errors in the context of thermal expansion in Al and Ta. Subsequently, we present and compare results for both materials, separating the different roles of the discretization, cluster size, and sample total size. We conclude with a brief discussion and the conclusions.
THEORY
In the static QC theory developed by Tadmor et al. (1996) and adapted by Knap and Ortiz (2001) , the set of nodal degrees of freedom (DOF) is expressed in terms of reduced coordinates (q)
where l denotes the discrete lattice coordinates, ϕ h (l|l h ) are piecewise linear shape functions, and q h = q h (l h ) is an array containing the coordinates of representative atoms in the deformed configuration of the crystal. The equilibrium configurations of the system are the minimizers of a reduced potential energy Φ(q h ), i.e., one that depends only on the representative atoms' coordinates q h . These minimizers follow from the reduced equation of equilibrium:
where f (q) = Φ, q (q) are the forces corresponding to q, f (l|q) is the value of f (q) at site l and n h (l h ) are the cluster weights, introduced as a compromise between numerical accuracy and computational efficiency (Knap and Ortiz, 2001) . Clusters are defined as
is the radius of a sphere centered on a representative atom l h . This representation of the DOF is then carried over to the system Lagrangian L(q,q, t) = T − U , where T = 1/2mqq
T and U (q) are the kinetic and potential energies. Substituting this expression into the Lagrangian equation for dissipative systems, i.e., d dt
where F = 1/2q T (mτ −1 I)q is Raleigh's dissipation function, characterized by a damping coefficient τ, results in the following equation of motion:
where
is a "row-sum"-lumped mass matrix (Hughes, 2000) and m(l) is equivalent to an atomic mass m a . To solve Eq. (4), we regard the reduced set of representative atoms as an ensemble of nodes suspended in a medium or solvent characterized by the neglected degrees of freedom. The effect of this medium may be approximated by a frictional drag on the {q h } set as well as random fluctuations associated with the thermal motions of the solvent particles, a framework known as Langevin dynamics. Mapping Eq. (4) to a Langevin equation requires a decomposition of f h (q h ) in two parts, namely, a body force term f b and an instantaneous random force R(l, t). Equation (4) then becomes
where R h (t) = R(l h , t) = l R(l, t)ϕ(l|l h ), and R(l, t) can be taken as a stationary Gaussian random variable defined by R(l, t) = 0
Langevin dynamics can also be used as a thermostat, adding dissipative forces and random fluctuations to the Hamiltonian to carry out molecular dynamics (MD) simulations within the canonical ensemble. As we shall see, we solve Eq. (5) at the nodal level, with each representative atom being immersed in a homogeneous medium connected to a thermal bath represented by R h (t). The temperature of the system is maintained via the relationship between R h (t) and τ [Eq. (6)]. Equation (5) is integrated in time using the [β = 0; γ = 1/2] version of the Newmark method, whose conditional stability criterion is set by the shortest separation between adjacent representative atoms. Conditionality is removed from the stability definition by ensuring that the time step ∆t < τ (Biswas and Hamann, 1986) . However, the specific choice of the time step and the damping time is material and problem dependent. Therefore, numerical tests must be carried out to establish the optimal choice. These tests have been performed for atomistic systems in the canonical ensemble, seeking the highest possible ∆t for which simulations are stable, and have yielded the values given in Table 1 .
Harmonic Approximation in the QC Framework
If the interaction potential Φ is assumed harmonic, Φ(u h ) = 1/2u h Du T h , the equations of motion for the reduced QC system becomeü
with K the force constant matrix
In reduced systems, the dynamical matrix is defined by the expressions derived by Marian et al. (2010) in terms of the nodal weights for structured tetrahedral triangulations:
which has N h eigenfrequencies of the form ω ∝ C (r c /h) (Marian et al., 2010) . This expression will be used later to rationalize the entropic depletion of coarse systems.
The free energy associated with harmonic QC systems characterized by the above eigenfrequencies takes the form
where and k B are, respectively, Planck's and Boltzmann's constants (Marian et al., 2010) . Assuming isotropic thermal expansion (e.g., cubic crystals, where the eigenfrequencies only depend on the volumetric strain θ = ∆V /V ), the linear expansion coefficient α is given by
where B is the isothermal bulk modulus and V 0 is a reference volume, usually taken as that of the undeformed configuration at 0 K. Inserting Eq. (11) into (12), the reduced thermal expansion coefficient evaluates to
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where the term inside the sum is customarily known as the individual Grüneisen parameter of each normal mode and measures the variation of ω i with deformation (Grimvall, 1986; Authier, 2006) . The last two terms on the righthand-side of Eq. (11) give an idea of the loss of entropy attendant to the reduced QC system: limiting the sums to N h particles rather than N will intrinsically result in lower entropic contributions to the total free energy. In addition to reduced numbers of available eigenstates, Eq. (10) shows that these are modulated by the weight factor (r c /h) 3/2 (which typically < 1), i.e., for a fixed N h the entropic contribution of the reduced set of frequencies will be further diminished by mesh effects. Both effects impact directly the thermal expansion coefficient of the material [see Eq. (13)].
In calculations, we compute the free energy using Eq. (11) and obtain α directly from Eq. (13). The term Φ h (0, θ) and the eigenfrequencies are obtained statically with QC as a function of θ, whereas the dynamical matrix coefficients (10) are calculated using Richardson's interpolation to evaluate the force constants (Diethelm et al., 2005) . The thermal expansion coefficients computed in this fashion are then compared to the dynamic values of α (see Section 3).
RESULTS
In this section, we study the dynamic behavior of Al and Ta as a function of the three critical QC parameters: system size N , mesh size N h , and cluster size r c . The objective is to ascertain the effect of each of these on the temperaturedependent thermal expansion of both material systems. To measure α directly from canonical QC runs, we perform a series of simulations for a given configuration (N, N h , r c ) at several temperatures using the parametrization extracted at the end of Section 3. When the system is seen to reach steady state, we obtain the thermal expansion coefficient from
is the equilibrium volume of the system as obtained via static relaxation. As is customary (Touloukian et al., 1977) , the thermal expansion coefficient is evaluated at room temperature (298 K) from a thirddegree polynomial fit to the data. For a number of reasons not related to this paper (Knap and Ortiz, 2001 ), our test samples are always finite cubic systems. This introduces the need to monitor surface effects-nonexistent in periodic systems-on volume expansion, although these are not expected to be important for sufficiently large systems.
Aluminum Thermal Expansion from Dynamic Simulations
Fcc Al is modeled using the glue potential developed by Ercolessi and Adams (1994) , which has excellent surface and thermal properties, something of particular importance in our case because only finite systems are simulated.
QC contains full atomistics and continuum elasticity as special limits. As such, the natural limit of our finitetemperature QC at the finest scale is MD. Ercolessi and Adams (1994) give a thermal expansion coefficient of α MD = 1.79 × 10 −5 K −1 at room temperature for a periodic Al system containing 10,752 particles (Ercolessi and Adams, 1994) . To establish our atomistic baseline, we first perform dynamic QC simulations at zero pressure of finite 16a 0 × 16a 0 × 16a 0 and 32a 0 × 32a 0 × 32a 0 Al crystals containing, respectively, 17,969 and 137,313 atoms. Third-degree polynomial fits to the data yield α at = 1.72 × 10 −5 and 1.70 × 10 −5 K −1 at 298 K for the 17,969-and 137,313-atom systems, respectively. The small discrepancy (≈ 4%) between the periodic MD sample considered by Ercolessi and Adams (1994) and our finite systems adds confidence to the dynamic QC calculations and suggests that the associated surface effects are small.
To ascertain the effect of mesh and cluster sizes on the value of the thermal expansion coefficients, we have carried out simulations with six different degrees of coarseness for cluster sizes of 2, 3, and 4. For simplicity, hereafter we refer to cluster sizes in terms of the maximum nearest-neighbor shell they encompass. Thus, cluster sizes of 2, 3, and 4 in reality indicate r c ≈ a 0 , 1.225a 0 , and 1.414a 0 .
Results for four representative configurations are shown in Fig. 1 . As shown in Fig. 1 , the dominant monotonic behavior of the V -T relation is gradually lost as h grows. Therefore, using third-degree polynomial fits is inadequate because the structure displayed by each mesh is not necessarily related to the V -T behavior. This structure, however, would be artificially captured by the polynomial fits, resulting in spurious thermal expansion coefficients. Hence, for this specific analysis we assume constant thermal expansion and simply fit the data to a linear equation of the form: Fig. 1 , where for coarser meshes the linear behavior of α is poorly established, we simply attribute this effect to noise in the thermal expansion measurements and assume that all the data follow the same physical behavior. We emphasize that, for n ′ h = 1, we recover the atomistic thermal expansion coefficient from a data set that includes meshes of varying coarseness but not the fully atomistic configuration. This is an important and encouraging result, because it implies that the thermal expansion limit is naturally recovered from dynamic QC simulations, and that α is inversely proportional to the weight of the representative atoms. It is hence verified that lim n ′ h →0 α(n ′ h ) = α at and lim n ′ h →∞ α(n ′ h ) = 0. The behavior of α shown in Fig. 2 also suggests that it does not depend on the total system size. Therefore, our 16a 0 × 16a 0 × 16a 0 and 32a 0 × 32a 0 × 32a 0 samples are beyond the scattering limit where the population of bulk phonons is sufficiently high to outweigh nonperiodic surface phonons (Szeftel, 1985) .
Aluminum Thermal Expansion from Free-Energy Calculations
In this section, we rationalize the results obtained via direct dynamic QC simulations in Section 3.1 utilizing the theoretical framework derived in Section 2.1. Our objective is to recover the thermal expansion coefficient attendant to each (N, N h , r c ) system purely from fundamental crystal properties.
To evaluate the volume derivatives in Eq. (13), we compute F h -θ curves using Eq. (11) at several temperatures. This approach requires for both the internal energy, Φ h (0, θ) in Eq. (11), and the vibrational density of states (vDOS), obtained via Eq. (7), to be calculated as a function of volume for each one of the systems considered. With this information, we then calculate F h (T, a/a 0 ) and plot it for different temperatures. From second-order polynomial fits to the plotted data, we obtain the equilibrium lattice constant a at each temperature. The temperature dependence of these equilibrium lattice parameters (assumed linear) gives the linear expansion coefficient, which for this calculation is 1.79 × 10 −5 K −1 , in perfect agreement with the value of α at = 1.79 × 10 −5 K −1 obtained by Ercolessi and Adams (1994) from MD simulations.
For further verification, we now repeat this calculation for a 10a 0 × 10a 0 × 10a 0 finite system (4631 atoms) with free boundaries, akin to those used in QC simulations. This time, the calculation yields α = 1.71 × 10 −5 K −1 , which is in excellent agreement with the value of α = 1.70 ∼ 1.72 × 10 −5 K −1 obtained directly from QC dynamical simulations in Section 3.1. Although here we are concerned with system containing 17,969 and 137,313 atoms, the size of the dynamical matrices that can be diagonalized (3N h ×3N h ) is restricted to ≈ (13, 500×13, 500). However, as for the simulations carried out in Section 3.1, the good agreement between this calculation for the 10a 0 × 10a 0 × 10a 0 sample and the results obtained for the 16a 0 × 16a 0 × 16a 0 and 32a 0 × 32a 0 × 32a 0 systems suggests that we are beyond the limit where surface effects are important. Thus, this value of ≈ 1.71 × 10 −5 K −1 constitutes our reference baseline against which all the coarse systems to be studied subsequently are benchmarked.
Having confirmed the validity of the approach described in Section 2.1, we now study mesh and cluster size effects according to Section 3.1. First, we compute the vibrational DOS for different coarse systems, i.e., n ′ h = 1, and, subsequently, calculate α by the procedure described previously.
The thermal expansion coefficients associated with these meshes are given in Table 2 . The number of cases for the 32a 0 × 32a 0 × 32a 0 system is again limited by the size of the dynamical matrices that can be diagonalized.
The results obtained thus far suggest that cluster size has a negligible impact on the thermal expansion behavior of the tested coarse Al samples (cf. Fig. 2) . However, Eq. (10) implies a direct correspondence of the normal modes of vibration with h and r c . This correspondence is multiplicatively composed of a (r c /h) 3 term derived from the nodal masses and an undefined dependence through the force constants.
In addition, cluster overlap at large values of n ′ h (i.e., relatively fine meshes) results in identical dynamical matrices. This is the reason why, for N h = 2457 (for r c = 3, 4) and 4913 (for all r c ), the corresponding thermal expansion coefficients shown in Table 2 are independent of the cluster size. This behavior is also captured within numerical error in the dynamic simulations of α [see further details in Marian et al. (2010) ].
Tantalum Thermal Expansion from Dynamic Simulations
Bcc Ta is modeled using the EAM potential developed by Li et al. (2003) , which has been fitted to an experimental equation of state that includes data at 10% compression. Figure 3 shows the temperature dependence of the Ta lattice parameter obtained for a periodic system using molecular dynamics (Li et al., 2003) . Figure 3 also depicts experimental data points given by Touloukian et al. (1977) . The atomistic data show inverse thermal expansion at < 298 K, 
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FIG. 3:
Variation of the bcc Ta lattice parameter with temperature comparing four different cases. The solid dots correspond to the experimental data of > 298 K given by Touloukian et al. (1977) . Inverted triangles are MD calculations for a periodic system performed by Li et al. (2003) . Finally, the solid triangles and open dots correspond to QC dynamic simulations at zero pressure of finite 20a 0 × 20a 0 × 20a 0 and 30a 0 × 30a 0 × 30a 0 systems. All the data are normalized to the value of a 0 at 298 K. Solid lines are third-degree polynomial fits to the data.
which is an artifact of the interatomic potential (Li et al., 2003) . As the third-degree polynomial fits show, the thermal expansion coefficient displays a strong temperature dependence. Between 500 and 1500 K, where a reasonably linear dependence is found, Touloukian et al. (1977) give a value of α = 7.79 × 10 −6 K −1 , whereas the MD results suggest a value of 6.02 × 10 −6 K −1 . For our dynamic QC study, we have analyzed finite 20a 0 × 20a 0 × 20a 0 (17,261 atoms) and 30a 0 × 30a 0 × 30a 0 (56,791 atoms) finite systems. Results are shown in Fig. 3 , where several features are noteworthy. First, thermal expansion in finite systems is considerably suppressed with respect to the periodic (infinite) sample. Second, both curves reproduce the artificial negative thermal expansion coefficient below room temperature. The polynomial fits to the QC data are given in Table 3 . The average thermal expansion coefficient in the 1000 < T < 2000 K interval is, respectively, 4.14 × 10 −6 and 2.36 × 10 −6 K −1 . These now constitute our reference values for the coarse QC simulations.
The discrepancies observed between the two finite systems studied and the periodic one could indicate that surface effects are non-negligible in this case. This is further substantiated by the difference between the 20a 0 × 20a 0 × 20a 0 and 30a 0 × 30a 0 × 30a 0 systems themselves. Next, we examine the thermal expansion behavior of gradually coarser meshes. Figures 4 and 5 show the respective thermal expansion behaviors using three cluster sizes. In the bcc lattice, r c = 2, 3, 4 correspond to nearest-neighbor shells within a distance of a 0 , 1.414a 0 and 1.658a 0 , respectively.
The following general observations can be extracted from both figures:
1. All meshes display negative thermal expansion behavior up to temperatures of approximately 500 K (20a 0 × 20a 0 × 20a 0 ) and 1000 K (30a 0 × 30a 0 × 30a 0 ).
2. From that point onwards, all meshes become insensitive to temperature, resulting in zero thermal expansion coefficients.
3. Increasing coarsening results in a more pronounced thermal contraction. Cluster size has little or no effect for low values of n ′ h , while large variations appear for coarse meshes. However, these variations seem uncorrelated with the cluster size.
In other words, the thermal expansion behavior of coarse EAM Ta only likens that of the atomistic system for temperatures of < 300 K (which is known to be incorrect). At higher temperatures, the a 0 -T simulations display very little structure and do not offer nonzero thermal expansion coefficients. Thus, there is no basis to carry out an analysis such as that presented in Fig. 2 for Al. [%]
FIG. 4:
Thermal expansion behavior of the 20a 0 × 20a 0 × 20a 0 system (17,261 lattice sites). Three meshes, with three cluster sizes each, are considered. We recall that n ′ h = N/N h is the effective nodal weight. [%]
FIG. 5:
Thermal expansion behavior of the 30a 0 × 30a 0 × 30a 0 system (56,791 lattice sites). Four meshes, with three cluster sizes each, are considered.
Tantalum Thermal Expansion from Free-Energy Calculations
For consistency, however, we next calculate the thermal expansion coefficients α PBC and α FS for periodic and finite atomistic crystals within the quasi-harmonic approximation. We study a periodic (infinite) 7a 0 × 7a 0 × 7a 0 crystal containing 686 atoms, and a 12a 0 × 12a 0 × 12a 0 finite crystal containing 3925 atom, which yields the largest possible diagonalizable dynamical matrix.
As in Section 3.2, we calculate α within the quasiharmonic approximation. This gives rise to constant thermal expansion coefficients of α PBC = 7.30 × 10 −7 and α FS = −2.42 × 10 −7 K −1 , respectively. These coefficients differ substantially from those corresponding to the periodic and finite systems in the temperature range where linearity is observed (1000-2000 K). This suggests that the quasiharmonic approximation is not satisfactory in the case of EAM Ta. Indeed, MacDonald and Shukla (1985) had already noted the difficulties to replicate the thermal expansion behavior of refractory metals such as Ta using atomistic calculations with central force potentials.
A quasi-harmonic analysis of mesh and cluster effects in Ta, such as that performed for Al is therefore not warranted in this case, because not even the atomistic behavior is captured. We simply conclude that the thermal expansion behavior of EAM Ta displays a complex temperature dependence and that the quasi-harmonic approximation is only valid in the low-temperature regime, where EAM Ta behaves anomalously in any event. Of course, we do not discount other potentials for Ta from offering a more satisfactory behavior for coarse meshes. However, an analysis of different interatomic potentials is not the subject of this work and we leave this comparison for future studies.
DISCUSSION AND CONCLUSIONS
We have proposed a dynamic version of the quasicontinuum method based on Langevin dynamics. The method reduces to full molecular dynamics in the atomistic limit and a system of strongly-coupled oscillators in the coarse limit. The main limitations are two, namely: (i) that the attainable time steps are bounded by the fastest nodal vibrations, which for atomistic systems can be of the order of fs, and (ii) that it contains no particular mechanism for suppressing wave reflections at mesh boundaries. The unphysically accumulated heat is dealt with explicitly by overdampening to maintain stable dynamics.
Given the number of abnormalities attendant to EAM Ta, we omit it from the succeeding discussion. Our metric of choice to assess the entropic impoverishment of coarse meshes is the thermal expansion coefficient α. For fcc Al, our method recovers the atomic α-as given by the interatomic potential employed-in the atomistic limit, and produces coarse thermal expansion coefficients that obey the relation α(n ′ h ) ≈ α at /n ′ h . For moderate coarsening (n ′ h ≤ 50), this linear dependence with the number of nodes (or inverse with the mesh size) permits the use of rescaling coefficients to account for the loss of vibrational entropy. For example, to compute ensemble averages at temperature T in a mesh (N, N h , r c ) one would first calculate the corresponding α(n ′ h ) from the previous equation. Then, the equivalent temperature at which the mesh would reproduce the full thermal behavior could be obtained by applying a rescaling of the type T α at /α ′ = T ′ . The cluster size has no effect on dynamic simulations. It has, though, on static calculations, via V 0 , which enters the formula to compute α as a normalization factor in Eq. (14). The phenomenology of the cluster size effect on V 0 can be rationalized as follows. In dynamic simulations, the effect of the cluster size on both bulk and surface nodes becomes smeared by thermal energy (i.e., the nodal kinetic energy washes out the subtle differences caused by the cluster size in the calculation of the forces). However, in static simulations, the exposed surface beyond the cluster radii has a higher energy than the surface contained in the clusters. Therefore, the system will tend to 'shrink' these regions to minimize the energy.
We finish by pointing out that the interest in a finite-temperature extension of QC mainly resides in the fact that the zero-temperature quasicontinuum method has been widely used to study diverse problems [see Marian et al. (2010) ]. Therefore, our intention with this work was not simply to add yet another dynamic atomistic/continuum-bridging method to the catalog of available methodologies, but to provide a dynamic generalization to a technique which has been applied to many problems of interest. In this sense, our method stands next to techniques such as MD/CADD (Qu et al., 2005) , which is has also been used widely [see Curtin and Miller (2003) and references therein].
