Optimality conditions for an isolated minimum of order two in C1 constrained optimization  by Ivanov, Vsevolod I.
J. Math. Anal. Appl. 356 (2009) 30–41Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Optimality conditions for an isolated minimum of order two
in C1 constrained optimization
Vsevolod I. Ivanov
Technical University of Varna, Department of Mathematics, 9010 Varna, Bulgaria
a r t i c l e i n f o a b s t r a c t
Article history:
Received 14 August 2008
Available online 25 February 2009
Submitted by H. Frankowska
Keywords:
Nonsmooth optimization
Nonsmooth analysis
Isolated minimizer of order two
Strict local minimizer of order two
Strongly pseudoconvex function
Strongly KT invex problem
Second-order constraint qualiﬁcations
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1. Introduction
In the present paper we deal with ﬁrst and second-order optimality conditions for the problem with inequality con-
straints and a set constraint:
Minimize f0(x) subject to x ∈ X, f i(x) 0, i = 1,2, . . . ,m, (P)
where X ⊆ Rn and the functions f i , i = 0,1, . . . ,m, are deﬁned on X . In the whole article we suppose that X is an open
set.
Second-order necessary and suﬃcient conditions for a local minimum for the problem (P) with C1 data are obtained in
the paper Ginchev, Ivanov [9]. In the suﬃcient conditions the second-order pseudoconvex functions, introduced in Ginchev,
Ivanov [8], are involved. Second-order suﬃcient conditions for an isolated local minimum of order two (for short, isolated
local minimum) are derived in the case when (P) contains C1,1 functions. It is shown by an example that the suﬃcient
conditions for an isolated local minimum do not hold for arbitrary C1 problem. A new notion called parabolic local minimum
is introduced. The suﬃcient conditions for parabolic local minimum are satisﬁed for any problem with C1 data.
It this article we continue the investigations from [9]. We obtain necessary optimality conditions for an isolated local
minimum for (P) where the functions involved are continuously differentiable. There exists a gap between the necessary
conditions and the suﬃcient ones. We prove that if additional second-order constraint qualiﬁcation holds, then the suﬃcient
conditions are necessary for a second-order isolated local minimum. We derive ﬁrst-order suﬃcient optimality conditions for
an isolated minimizer of order two for generalized convex problems. We receive these conditions from the general suﬃcient
ones by removing the second-order condition, but involving the hypothesis that the functions satisfy some generalized
convexity property. At last, we introduce a notion of strongly Kuhn–Tucker (for short, KT) invex program. We prove that
every Kuhn–Tucker stationary point is an isolated global minimizer if and only if the problem (P) is strongly KT invex.
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cern with Karush–Kuhn–Tucker or Fritz John ones for problems with continuously differentiable or more general functions
[3–6,9,11,14,16,18,28]. In several articles the isolated local minimizers are investigated [2,17,25,26]. Suﬃcient conditions for
global minima for quasiconvex programs with inequality and equality constraints are given in [10] and references therein.
A generalization of these results to non-quasiconvex problems is obtained in [15]. The notion of KT invexity was introduced
in [20]. Martin showed that every KT point of the problem (P) is a global minimizer if and only if (P) is KT invex. Several
papers appeared later [1,21,24,27] where KT invex problems or KT invex multiobjective ones with inequality constraints are
characterized in terms of its global minimizers or eﬃcient points.
We compare our results with the respective conditions for isolated local minimum of order two. In Jimenez, Novo [17]
a more general problem is considered, including problems with equality constraints, but the necessary conditions there
are given in terms of the derivatives of the objective function. Only the suﬃcient conditions contain Lagrange function. In
contrast to their results our necessary conditions are derived in term of Lagrange multipliers. The reader can ﬁnd necessary
conditions with Lagrange function in Ward [26], but they concern with C1,1 problems. In our opinion nobody has obtained
ﬁrst-order suﬃcient conditions for an isolated minimum of order two with generalized convex functions.
We begin with some preliminary deﬁnitions and notations. Denote by R the set of reals and R = R∪{−∞}∪{+∞} is the
extended real line. Let the function f : X → R be differentiable at x ∈ X . Then the lower second-order directional derivative
f ′′−(x,u) of f at the point x ∈ X in direction u ∈ Rn is deﬁned as element of R by
f ′′−(x,u) = lim inf
t→+0
2
t2
(
f (x+ tu) − f (x) − t∇ f (x)u).
If the limit
f ′′(x,u) = lim
t→+0
2
t2
(
f (x+ tu) − f (x) − t∇ f (x)u)
exists, then the function is called second-order directionally differentiable at the point x ∈ X in direction u ∈ Rn and f ′′(x,u)
is its second-order directional derivative. The function f is called second-order directionally differentiable on X if the
derivative f ′′(x,u) exists for each x ∈ X and any direction u ∈ Rn .
Let a differentiable function f : X → R be given. The gradient map ∇ f : X → Rn is called Lipschitz continuous at x¯ ∈ X if
there are L > 0 and δ > 0 such that∥∥∇ f (x) − ∇ f (x¯)∥∥ L‖x− x¯‖ whenever ‖x− x¯‖ δ.
Let X be a convex set. A function f : X → R is called quasiconvex on X if
x, x¯ ∈ X, f (x) f (x¯) imply f (x¯+ t(x− x¯)) f (x¯), ∀t ∈ [0,1].
The following deﬁnition about quasiconvexity for differentiable functions is used in the suﬃcient conditions for a global
minimum: Let f be differentiable at x¯ ∈ X . Then f is said to be quasiconvex at x¯ with respect to X if
x ∈ X, f (x) f (x¯) imply ∇ f (x¯)(x− x¯) 0. (1)
A differentiable function f is called quasiconvex on X if implication (1) holds for all x¯ ∈ X . If X is convex, and f differen-
tiable on X , then both deﬁnitions are equivalent [19, Theorem 9.1.4].
The following notion of a strongly pseudoconvex function is due to Diewert, Avriel, Zang [7]: Let X be an open convex
subset of Rn . A differentiable function f : X → R is said to be strongly pseudoconvex if, for every x ∈ X and v ∈ Rn such
that ‖v‖ = 1 and ∇ f (x)v = 0, there exist positive numbers ε and β such that x± εv ∈ X and
f (x+ tv) f (x) + βt2, 0 t < ε.
Using this deﬁnition we call a function f , which is deﬁned on the open set X ⊆ Rn and differentiable at x¯ ∈ X , strongly
pseudoconvex at x¯ if, for every v ∈ Rn such that ‖v‖ = 1 and ∇ f (x¯)v = 0, there exist positive numbers ε and β with
x¯± εv ∈ X and
f (x¯+ tv) f (x¯) + βt2, 0 t < ε.
A differentiable function f , deﬁned on the open convex set X ⊆ Rn , is called strictly pseudoconvex on X if the following
implication holds for all distinct x ∈ X , y ∈ X
f (y) f (x) implies ∇ f (x)(y − x) < 0.
f is called strictly pseudoconvex at x¯ ∈ X on the open set X if
x ∈ X, x = x¯, f (x) f (x¯) imply ∇ f (x¯)(x− x¯) < 0.
Every strongly pseudoconvex function is strictly pseudoconvex [12, Proposition 2.1].
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called strongly convex on X if there exists κ > 0 such that
f
(
ty + (1− t)x) t f (y) + (1− t) f (x) − κt(1− t)‖y − x‖2
for all x ∈ X , y ∈ X and t ∈ [0,1].
The following deﬁnition was introduced in Ginchev, Ivanov [9]: Consider a function f : X → R which is differentiable at
x ∈ X and second-order directionally differentiable at x ∈ X in every direction y − x such that
y ∈ X, f (y) > f (x), ∇ f (x)(y − x) = 0.
We call f second-order pseudoconcave at x ∈ X if for all y ∈ X the following implications hold:
f (y) > f (x) implies ∇ f (x)(y − x) 0;
f (y) > f (x), ∇ f (x)(y − x) = 0 imply f ′′(x, y − x) > 0.
Consider the problem (P). In the whole article we suppose that f i , i = 0,1, . . . ,m, are real functions deﬁned on an
open set X in the ﬁnite-dimensional Euclidean space Rn . (P) is called differentiable if all functions f i , i = 0,1, . . . ,m, are
differentiable on X . Denote
S := {x ∈ X ∣∣ f i(x) 0, i = 1,2, . . . ,m}.
For every feasible point x ∈ S let I(x) be the set of active constraints
I(x) := {i ∈ {1,2, . . . ,m} ∣∣ f i(x) = 0}.
In all results we suppose that for the feasible point x¯ we have
I(x¯) = {1,2, . . . , p} where p m.
A direction d is called critical at the point x ∈ S if
∇ f i(x)d 0, ∀i ∈ {0} ∪ I(x).
For a ﬁxed vector x¯ ∈ Rn and a critical direction d ∈ Rn , let
I0(x¯,d) :=
{
i ∈ {0} ∪ I(x¯) ∣∣∇ f i(x¯)d = 0}.
A feasible point x¯ is called an isolated local minimizer of order two for the problem (P) if there exist a neighborhood N
of x¯ and a constant C > 0 with
f0(x) f0(x¯) + C‖x− x¯‖2, ∀x ∈ N ∩ S. (2)
Another name is used for these local minimizers: strict local minimizers of order two [2,17,26]. A feasible point x¯ is called
an isolated global minimizer of order two for the problem (P) if there exists a constant C > 0 such that inequality (2) holds
for all x ∈ S .
The following two theorems are given in Ginchev, Ivanov [9].
Theorem 1 (Second-order primal suﬃcient conditions). Let X ⊆ Rn be an open convex set, and x¯ a feasible point. Suppose that fi
(i ∈ {0} ∪ I(x¯)) belong to the class C1,1(X), and they are second-order directionally differentiable. If for every critical direction
d ∈ Rn \ {0} there is no z ∈ Rn with
∇ f i(x¯)z + f ′′i (x¯,d) 0 for all i ∈ I0(x¯,d),
then x¯ is an isolated local minimizer of order two.
Theorem 2 (Second-order dual suﬃcient conditions). Suppose that X is an open convex set, and x¯ is a feasible point. Let f i
(i ∈ {0} ∪ I(x¯)) belong to the class C1,1(X), and they are second-order directionally differentiable. If for every nonzero critical direction
d there exist Lagrange multipliers λi  0, i = 0,1,2, . . . ,m, with λ = (λ0, λ1, . . . , λm) = 0 such that
λi f i(x¯) = 0, i = 1,2, . . . ,m,
p∑
i=0
λi∇ f i(x¯) = 0,
p∑
i=0
λi f
′′
i (x¯,d) > 0,
then x¯ is an isolated local minimizer of order two.
The paper is organized as follows: In Section 2 we derive the necessary conditions for an isolated local minimum. The
suﬃcient conditions for isolated local minimum and isolated global one in terms of generalized convex functions are given
in Section 3.
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In this section we derive necessary conditions for an isolated local minimum of order two.
Theorem 3 (Second-order primal necessary conditions). Suppose that x¯ is an isolated local minimizer of order two for the prob-
lem (P). Let the functions fi (i /∈ I(x¯)) be continuous at x¯, the functions fi (i ∈ {0} ∪ I(x¯)) be continuously differentiable, and fi
(i ∈ I0(x¯,d) \ {0}) be second-order directionally differentiable at x¯ in any critical direction d ∈ Rn. Then for every critical direction
d ∈ Rn \ {0}, it follows that there is no z ∈ Rn which solves the system
∇ f0(x¯)z + ( f0)′′−(x¯,d) 0, if 0 ∈ I0(x¯,d);
∇ f i(x¯)z + f ′′i (x¯,d) < 0, i ∈ I0(x¯,d) \ {0}.
(3)
Proof. Suppose the contrary that there exists a nonzero critical direction d such that the system (3) has a solution z ∈ Rn .
Obviously the case I0(x¯,d) = ∅ is impossible since x¯ is a local minimum. Consider the following cases concerning the
objective function and the constraints:
10) Let 0 ∈ I0(x¯,d). Consider the function of one variable
ϕ0(t) = f0
(
x¯+ td + 0.5t2z).
Since X is open and x¯ is feasible, there exists δ0 > 0 such that ϕ0 is deﬁned for −δ0 < t < δ0. We have
ϕ′0(t) = ∇ f0
(
x¯+ td + 0.5t2z)(d + tz).
Therefore ϕ′0(0) = ∇ f0(x¯)d. Consider the differential quotient
2t−2
(
ϕ0(t) − ϕ0(0) − tϕ′0(0)
)= 2t−2( f0(x¯+ td + 0.5t2z)− f0(x¯) − t∇ f0(x¯)d).
Let the sequence {tk}∞k=1 be such that
(ϕ0)
′′−(0,1) = lim
k→+∞
2t−2k
(
f0
(
x¯+ tkd + 0.5t2k z
)− f0(x¯) − tk∇ f0(x¯)d). (4)
According to the mean-value theorem for every positive integer k and every tk > 0 there exists θ0k ∈ (0,1) with
f0
(
x¯+ tkd + 0.5t2k z
)= f0(x¯+ tkd) + ∇ f0(x¯+ tkd + 0.5t2k θ0k z)(0.5t2k z). (5)
By f0 ∈ C1, we obtain from (4) and (5) that
(ϕ0)
′′−(0,1) = lim
k→+∞
∇ f0
(
x¯+ tkd + 0.5t2k θ0k z
)
z + lim
k→+∞
2t−2k
(
f0(x¯+ tkd) − f0(x¯) − tk∇ f0(x¯)d
)
∇ f0(x¯)z + ( f0)′′−(x¯,d).
Let the sequence {t′k}∞k=1 be such that
( f0)
′′−(x¯,d) = lim
k→+∞
2
(
t′k
)−2(
f0
(
x¯+ t′kd
)− f0(x¯) − t′k∇ f0(x¯)d).
We infer from the mean-value theorem and f0 ∈ C1 that
∇ f0(x¯)z + ( f0)′′−(x¯,d) (ϕ0)′′−(0,1).
Therefore ∇ f0(x¯)z + ( f0)′′−(x¯,d) = (ϕ0)′′−(0,1).
Since z is a solution of the system (3) with a direction d we conclude that for every ε > 0 there exists δ > 0 such that
2t−2k
(
ϕ0(tk) − ϕ0(0) − tkϕ′0(0)
)
< ε, ∀tk ∈ (0, δ)
that is
f0
(
x¯+ tkd + 0.5t2k z
)− f0(x¯) < 0.5εt2k (6)
for all suﬃciently large integers k.
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f0
(
x¯+ tkd + 0.5t2k z
)
< f0(x¯), ∀tk ∈ (0, δ0). (7)
30) For every i ∈ {1,2, . . . ,m} \ I(x¯) we have f i(x¯) < 0. Hence, by continuity, there exists δi > 0 such that
f i
(
x¯+ tkd + 0.5t2k z
)
< 0, ∀tk ∈ [0, δi). (8)
40) For every i ∈ I(x¯) \ I0(x¯,d) we have ∇ f i(x¯)d = ϕ′i (0) < 0, where
ϕi(t) = f i
(
x¯+ td + 0.5t2z), t ∈ R. (9)
It follows from the arguments of part 20 that there is δi > 0 with ϕi(tk) < ϕi(0) for all tk ∈ (0, δi). Hence we have
f i
(
x¯+ tkd + 0.5t2k z
)
< f i(x¯) = 0, ∀tk ∈ (0, δi). (10)
50) For all i ∈ I0(x¯,d) \ {0}, by ∇ f i(x¯)d = 0, we conclude from the arguments of part 10 that there exists δi > 0 such that
f i
(
x¯+ tkd + 0.5t2k z
)
< f i(x¯) = 0, ∀tk ∈ (0, δi). (11)
Thanks to (8), (10), (11) the points x¯+tkd+0.5t2k z are feasible for all suﬃciently large integers k. Then, it follows from (6)
and (7) that x¯ is not an isolated local minimizer of order two, contradicting our hypothesis. 
For every feasible point x and direction d consider the sets
A(x,d) := {z ∈ Rn ∣∣ ∀i ∈ I(x) ∃δi > 0: f i(x+ td + 0.5t2z) 0, ∀t ∈ (0, δi)}
and
B(x,d) := {z ∈ Rn ∣∣∇ f i(x)z + f ′′i (x,d) 0 for all i ∈ I(x) such that ∇ f i(x)d = 0}.
Lemma 1. Let x¯ be a feasible point of the problem (P) and d be a direction. Then A(x¯,d) ⊆ B(x¯,d).
Proof. The proof is trivial if there is no i ∈ I(x¯) such that ∇ f i(x¯)d = 0 because in this case by deﬁnition B(x¯,d) = Rn .
Suppose that i ∈ I(x¯) with ∇ f i(x¯)d = 0 and z ∈ A(x¯,d). Then there exists δi > 0 such that
f i
(
x¯+ td + 0.5t2z)− f i(x¯) 0, ∀t ∈ (0, δi).
It follows from the proof of Theorem 3 that
∇ f i(x¯)z + f ′′i (x¯,d) = limt→+0 2t
−2( f i(x¯+ td + 0.5t2z)− f i(x¯)) 0
which proves the lemma. 
The following example shows that the inverse inclusion does not hold.
Example 1. Consider the function g : R2 → R deﬁned by g(x1, x2) = x31. Choose x¯ = (0,0), d = (1,0). We have
A(x¯,d) = {z ∈ R2 ∣∣ ∃δ > 0: g(x+ td + 0.5t2z) 0, ∀t ∈ (0, δ)},
B(x¯,d) = {z ∈ R2 ∣∣∇g(x¯)d = 0 implies ∇g(x¯)z + g′′(x¯,d) 0},
∇g(x¯) = (0,0), g′′(x¯,d) = 0. If z¯ = (1,0), then g(x¯+ td + 0.5t2 z¯) > 0 for all t > 0. Therefore z¯ ∈ B(x¯,d), but z¯ /∈ A(x¯,d).
The assumption A(x¯,d) = B(x¯,d) is a second-order constraint qualiﬁcation.
Theorem 4 (Second-order primal necessary conditions). Suppose that all the hypotheses of Theorem 3 hold. Let additionally the con-
straint qualiﬁcation A(x¯,d) = B(x¯,d) be satisﬁed for every critical direction d. Then for every critical direction d ∈ Rn, d = 0 there is
no z ∈ Rn which solves the system
∇ f0(x¯)z + ( f0)′′−(x¯,d) 0, if 0 ∈ I0(x¯,d);
∇ f i(x¯)z + f ′′i (x¯,d) 0, i ∈ I0(x¯,d) \ {0}.
(12)
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I0(x¯,d) = ∅ because x¯ is a local minimizer. Consider the following cases:
10) For every i ∈ I0(x¯,d) \ {0} we have ∇ f i(x¯)z+ f ′′i (x¯,d) 0. Therefore z ∈ B(x¯,d). Because of A(x¯,d) = B(x¯,d), then for
all i ∈ I0(x¯,d) there exists δi > 0 such that
f i
(
x¯+ td + 0.5t2z) f i(x¯) = 0, ∀t ∈ (0, δi).
20) For every i ∈ I(x¯) \ I0(x¯,d) we have ∇ f i(x¯)d < 0. Therefore ϕ′i (0) < 0, where ϕ is deﬁned by (9). There exists δi > 0
with ϕi(t) < ϕi(0) for all t ∈ (0, δi). Hence
f i
(
x¯+ td + 0.5t2z) f i(x¯) = 0, ∀t ∈ (0, δi).
30) For all i ∈ {1,2, . . . ,m} \ I(x¯) we have f i(x¯) < 0. By continuity of f i there exists δi > 0 such that
f i
(
x¯+ td + 0.5t2z)< 0, ∀t ∈ (0, δi).
Thus the point x¯+ td + 0.5t2z is feasible for all suﬃciently small t > 0.
Let 0 ∈ I0(x¯,d). There exists C > 0 with
f0
(
x¯+ td + 0.5t2z)− f0(x¯) Ct2‖d + 0.5tz‖2
for all suﬃciently small t > 0 because x¯ is an isolated local minimizer. Therefore
∇ f0(x¯)z + ( f0)′′−(x¯,d) = lim inf
t→+0 2t
−2( f0(x¯+ td + 0.5t2z)− f0(x¯)) 2C‖d‖2 > 0
which contradicts the assumption that the system (12) has a solution.
If 0 /∈ I0(x¯,d), then ϕ′0(0) = ∇ f0(x¯)d < 0 and f0(x¯+ td + 0.5t2z) < f0(x¯) for all suﬃciently small t > 0 which is contrary
to the hypothesis that x¯ is an isolated local minimizer of order two. 
Lemma 2. Let the feasible point x¯ be an isolated local minimizer of order two for the problem (P), and the functions fi (i ∈ {0} ∪ I(x¯)),
belong to the class C1 . Suppose that for every critical direction d the functions fi (i ∈ I0(x¯,d) \ {0}) are second-order directionally
differentiable, the functions fi (i /∈ I(x¯)) are continuous. Then corresponding to any critical direction d, d = 0 the following two
conditions are equivalent:
(i) the system (12) with unknown z ∈ Rn is inconsistent,
and
(ii) there exist non-negative multiplier λ = (λ0, λ1, . . . , λm) = 0 such that
λi f i(x¯) = 0, i = 1,2, . . . ,m,
p∑
i=0
λi∇ f i(x¯) = 0,
λi∇ f i(x¯)d = 0, i ∈ {0} ∪ I(x¯), λ0( f0)′′−(x¯,d) +
p∑
i=1
λi f
′′
i (x¯,d) > 0.
(13)
Proof. Consider the matrix A whose rows are {∇ f i(x¯) | i ∈ I0(x¯,d)} and the vector b whose components are{
( f0)
′′−(x¯,d) if 0 ∈ I0(x¯,d)
}
and
{
f ′′i (x¯,d)
∣∣ i ∈ I0(x¯,d) \ {0}}.
Then the linear program min{y | Az + b  y}, where by y is denoted the vector with all components equal y, has positive
optimal value if and only if (i) holds. An equivalent form of this program is min{y | −Az + y  b}. The dual program is
max
{ p∑
i=0
λibi
∣∣∣−AT λ = 0, p∑
i=0
λi = 1, λi  0, i = 1,2, . . . , p
}
,
where we denote by AT the transpose of the matrix A. By Duality theorem both programs are solvable together. Therefore
the second one has a positive optimal value if and only if (i) holds. 
Theorem 5 (Second-order dual necessary conditions). Let all hypotheses of Theorem 4 hold. Then for every nonzero critical direction d
there exists non-negative multiplier λ = (λ0, λ1, . . . , λm) = 0 which satisﬁes conditions (13).
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On the base of the idea of the deﬁnition of a second-order pseudoconcave function we introduce the following notion:
Deﬁnition 1. Consider a function of one variable ϕ : (−a,a) → R which is differentiable at t = 0 and there exists its second-
order right derivative
ϕ′′(0,1) := lim
t→+0 2t
−2(ϕ(t) − ϕ(0) − tϕ′(0)).
Then we call ϕ second-order locally pseudoconcave at t = 0 if there exists a sequence {tk}∞k=1, tk > 0, tk → +0 such that the
following implications hold:
ϕ(tk) > ϕ(0), ∀k imply ϕ′(0) 0,
ϕ(tk) > ϕ(0), ∀k, ϕ′(0) = 0 imply ϕ′′(0,1) > 0.
The following are suﬃcient conditions for the constraint qualiﬁcation:
Proposition 1. Let the functions fi (i /∈ I(x¯)) be continuous at x¯, the functions fi (i ∈ I(x¯)) differentiable and second-order direction-
ally differentiable at x¯ in any direction d ∈ Rn such that ∇ f i(x¯)d = 0. Suppose that x¯ is a feasible point of (P) and the functions of one
variable ϕi (i ∈ I(x¯)), deﬁned by (9), are second-order locally pseudoconcave at t = 0 for every critical direction d and for every z ∈ Rn.
Then
A(x¯,d) = B(x¯,d) for every critical direction d.
Proof. According to Lemma 1 it is enough to prove that B(x¯,d) ⊆ A(x¯,d).
Let d be an arbitrary critical direction and z /∈ A(x¯,d). We prove that z /∈ B(x¯,d). It follows from z /∈ A(x¯,d) that there
exist j ∈ I(x¯) and a sequence {tk}∞k=1, tk → +0 of positive numbers with the property ϕ j(tk) > ϕ j(0) for every positive
integer k. By the second-order local pseudoconcavity we obtain that ϕ′j(0) = ∇ f j(x¯)d  0. Taking into account that d is
critical we conclude that ∇ f j(x¯)d  0. Therefore ϕ′j(0) = 0. Then, again by second-order local pseudoconcavity we have
ϕ′′j (0,1) > 0, which implies that z /∈ B(x¯,d). 
3. Isolated minimizers and generalized convexity
In this section we derive suﬃcient optimality conditions of Karush–Kuhn–Tucker type for isolated minimum of second-
order including generalized convex functions.
Theorem 6. Let x¯ be a feasible point of (P). Suppose that fi (i ∈ I(x¯)) are differentiable and quasiconvex at x¯, f0 is differentiable in a
neighborhood of x¯, f0 is strongly pseudoconvex at x¯, it satisﬁes the Lipschitz condition in a neighborhood of x¯, the gradient ∇ f0(·) is
Lipschitz continuous at x¯. If there exist Lagrange multipliers λi  0, i = 1,2, . . . ,m, such that
λi f i(x¯) = 0, i = 1,2, . . . ,m; ∇ f0(x¯) +
∑
i∈I(x¯)
λi∇ f i(x¯) = 0, (14)
then x¯ is an isolated local minimizer of second-order.
Proof. Assume that x¯ is not an isolated minimizer. Therefore, for every sequence {εk}∞k=1 of positive numbers converging to
zero, there exists a sequence {xk} with
‖xk − x¯‖ εk, f0(xk) < f0(x¯) + εk‖xk − x¯‖2, (15)
xk ∈ X, f i(xk) f i(x¯) = 0, i ∈ I(x¯). (16)
It follows from (15) that xk → x¯. Denote tk = ‖xk − x¯‖, dk = (xk − x¯)/tk . Passing to a subsequence, we may suppose that
dk → d where ‖d‖ = 1.
The direction d is critical. Indeed, the second inequality in (15) can be written in the form
f0(x¯+ tkdk) − f0(x¯)
tk
< εktk.
There exists K > 0 such that∥∥ f0(x¯+ tkdk) − f0(x¯+ tkd)∥∥ Ktk‖dk − d‖
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f0(x¯+ tkd) − f0(x¯)
tk
− K‖dk − d‖ < εktk.
Taking the limits as k → ∞ we obtain from here that ∇ f0(x¯)d 0.
It follows from (16) and quasiconvexity of f i that ∇ f i(x¯)(xk − x¯) 0 for i ∈ I(x¯). Therefore
∇ f i(x¯)dk  0. (17)
Taking the limits as k → ∞ we obtain from here that ∇ f i(x¯)d 0.
On the other hand the second equation in (14) implies that
∇ f0(x¯)d +
∑
i∈I(x¯)
λi∇ f i(x¯)d = 0.
Since d is critical we conclude from here that ∇ f0(x¯)d = 0, λi∇ f i(x¯)d = 0, i ∈ I(x¯). According to (15) we obtain
εkt
2
k 
(
f0(x¯+ tkd) − f0(x¯)
)+ ( f0(x¯+ tkdk) − f0(x¯+ tkd)). (18)
By the mean-value theorem there exists θk ∈ (0,1) such that
f0(x¯+ tkdk) − f0(x¯+ tkd) = ∇ f0
(
x¯+ tkd + tkθk(dk − d)
)
(dk − d)tk.
By strong pseudoconvexity there exists β > 0 with
f0(x¯+ tkd) − f0(x¯) βt2k (19)
for all suﬃciently large k.
It follows from (14) and (17) that ∇ f0(x¯)(dk)  0. Since ∇ f0(x¯)d = 0 we conclude from here that ∇ f0(x¯)(dk − d)  0.
Taking into account inequalities (18) and (19) we obtain that
εk  β + ∇ f0(x¯+ tkd + tkθk(dk − d))(dk − d) − ∇ f0(x¯)(dk − d)tk (20)
for all suﬃciently large integers k. Using that the gradient ∇ f (·) is Lipschitz continuous at x¯ we obtain that there exists a
constant L > 0 such that∣∣∇ f0(x¯+ tkd + tkθk(dk − d))(dk − d) − ∇ f0(x¯)(dk − d)∣∣ ∥∥∇ f0(x¯+ tkd + tkθk(dk − d))− ∇ f0(x¯)∥∥ . ‖dk − d‖
 Ltk
∥∥d + θk(dk − d)∥∥ . ‖dk − d‖ (21)
for all suﬃciently large k. By canceling tk in (20), taking into account (21), and taking the limits as k → +∞ we obtain the
impossible inequality 0 β which contradicts our assumption. Therefore x¯ is an isolated local minimizer. 
The following example shows that Theorem 6 is not true for functions whose gradient map is not Lipschitz continuous.
Example 2. Consider the problem
Minimize f0 =
(
max
(
0, x2/32 − 2x1
))2 + (max(0, x1 − x2/32 ))2 subject to f1 = −x1  0,
where x1 and x2 are real numbers. Of course, the point x¯ = (0,0) is not an isolated minimizer of order two because f0(x) = 0
for all x = (x1, x2) between the curves x1 = x2/32 and 2x1 = x2/32 . Even it is not a strict local minimizer. The objective function
f0 belongs to the class C1(R2), but ∇ f0(·) is not Lipschitz continuous at x¯. If we take x¯k = (0,k−1), then
lim
k→+∞
∥∥∇ f0(x¯k) − ∇ f0(x¯)∥∥/‖x¯k − x¯‖ = +∞.
f0 is second-order directionally differentiable. Simple calculations show that ∇ f0(x¯) = (0,0), f ′′0 (x¯, (d1,d2)) = +∞ if d2 = 0,
and f ′′0 (x¯, (d1,d2)) = 2d21 if d2 = 0. Therefore f0 is strongly pseudoconvex at x¯. On the other hand x¯ is a stationary point
with a Lagrange multiplier λ1 = 0. The suﬃcient conditions of Theorem 6 are satisﬁed.
Suppose additionally in Theorem 6 that f is strongly pseudoconvex at every point from X . Then it follows from the next
theorem that the minimizer is strict and global, because every strongly pseudoconvex function is strictly pseudoconvex.
Example 2 shows that the strong pseudoconvexity of f only at x¯ does not imply strict pseudoconvexity at x¯. Indeed,
∇ f (x¯)(x− x¯) = 0 for all x ∈ R2, but f (x) = f (x¯) = 0 when x is between the curves x1 = x2/3 and 2x1 = x2/3.2 2
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are differentiable at x¯, f0 is pseudoconvex at x¯, and fi (i ∈ I(x¯)) are quasiconvex at x¯. If there exist Lagrange non-negative multipliers
λ1, λ2, . . . , λm such that conditions (14) hold, then x¯ is a global minimizer of (P).
If additionally f0 is strictly pseudoconvex at x¯, then the minimizer x¯ is strict.
Suﬃcient conditions for global minima in problems with inequality, equality and a set constraints and quasiconvex data
are given in Giorgi [10] and the references therein. Theorem 6 is not similar to them, but it could be considered as a
complement to these results.
In 1981 Hanson [13] introduced invex functions. Several years later Martin [20] introduced the notion of Kuhn–Tucker
invexity (for short, KT invexity) for the program (P): The problem (P) is called KT invex if there exists a map η : X × X → Rn
such that
x ∈ S, x¯ ∈ S imply
[
f0(x) − f0(x¯) − ∇ f0(x¯)η(x, x¯) 0,
∇ f i(x¯)η(x, x¯) 0, i ∈ I(x¯).
(22)
The following claim characterizes KT invex programs.
Proposition 2. Let the problem (P) be differentiable. Then (P) is KT invex if and only if the following implication holds:
x¯ ∈ S, min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)} 0 imply f0(x) f0(x¯), ∀x ∈ S. (23)
Proof. 10) Let implication (22) hold. We prove that implication (23) is satisﬁed. Suppose that
x¯ ∈ S, min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)} 0, (24)
but there exists x ∈ S with f0(x) < f0(x¯). Then it follows from (22) that there exists η(x, x¯) such that
∇ f0(x¯)η(x, x¯) < 0, ∇ f i(x¯)η(x, x¯) 0, i ∈ I(x¯).
Therefore
min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}∇ f0(x¯)η(x, x¯) < 0,
because η(x, x¯) satisﬁes the constraints of the linear programming problem
min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}.
Thus we obtained a contradiction.
20) Let implication (23) hold. We prove that implication (22) is satisﬁed. Suppose the contrary that (22) is not fulﬁlled.
Therefore there exist x ∈ S and x¯ ∈ S such that for every v ∈ Rn at least one of the inequalities
f0(x) − f0(x¯) − ∇ f0(x¯)v  0, ∇ f i(x¯)v  0, i ∈ I(x¯), (25)
violates. In particular, taking v = 0, we obtain that f0(x) < f0(x¯). By the contrapositive form of (23) we conclude that
min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}< 0.
Hence there exists u ∈ Rn such that
∇ f0(x¯)u < 0, ∇ f i(x¯)u  0, i ∈ I(x¯). (26)
Put v = tu, t > 0 in (25). It follows from (25) and (26) that
f0(x) − f0(x¯) < ∇ f0(x¯)(tu), ∀t > 0,
which is impossible because of (26). 
Implication (23) is more convenient than (22) for check the KT invexity, because the unknown function η does not
appear in it.
Lemma 3. Let the problem (P) be differentiable. Then (24) holds if and only if x¯ is a KT point for (P), that is x¯ satisﬁes Eqs. (14).
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x¯ ∈ S, min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}= 0, (27)
because the point v = 0 satisﬁes the constraints and ∇ f0(x¯)(0) = 0. On the other hand (27) is equivalent to the following
one
x¯ ∈ S, max
v
{−∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}= 0. (28)
The dual of the linear programming problem in (28) is
min
λ
{
0
∣∣∣ ∑
i∈I(x¯)
λi∇ f i(x¯) = −∇ f0(x¯), λi  0, i ∈ I(x¯)
}
.
By Duality theorem both problems are solvable together which implies that (24) holds if and only if x¯ is a KT point. 
The following result is Theorem 2.1 in [20]. It is a direct consequence of Proposition 2 and Lemma 3.
Corollary 1. Let the problem (P) be differentiable. Then every KT point is a global minimizer if and only if (P) is KT invex.
We introduce the following deﬁnition which is based on implication (23).
Deﬁnition 2. Let the problem (P) be differentiable. We call (P) strongly KT invex at x¯ ∈ S if the following implication holds:
min
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)} 0 imply ∃α > 0: f0(x) f0(x¯) + α‖x− x¯‖2, ∀x ∈ S. (29)
We call (P) strongly KT invex if (29) holds for all x¯ ∈ S .
The following example shows how we can verify the strong KT invexity.
Example 3. The problem
Minimize f0 = 4x1 − x21 + 4x2 − x22
subject to f1 = −x1  0, f2 = x1 − 1 0,
f3 = −x2  0, f4 = x2 − 1 0
is strongly KT invex. Indeed, let x¯ = (x¯1, x¯2) be arbitrary feasible point, and v = (v1, v2) be a direction. Consider the follow-
ing cases:
10) x¯ = (0,0). Therefore I(x¯) = {1,3}. We have
min
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i = 1,3}=min{4v1 + 4v2 | v1  0, v2  0} = 0
and f0(x) f0(x¯) + ‖x‖2 for all feasible x.
20) x¯ = (0,0). In this case
min
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}= −∞.
The objective function is not strongly convex. Really, it is concave.
Suﬃcient optimality conditions for an isolated global minimum of second-order of a differentiable strongly convex func-
tion, deﬁned on an open convex set, are given in Polyak [22].
The following theorem contains suﬃcient conditions for isolated global minimum of order two (for short, isolated global
minimizer) for the problem (P).
Theorem 8. Let the problem (P) be differentiable. Then
(a) the KT point x¯ is an isolated global minimizer if and only if (P) is strongly KT invex at x¯;
(b) each KT point is an isolated global minimizer if and only if (P) is strongly KT invex.
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Theorem 8 implies that the strongly KT invex problems are the widest class satisfying the following property: each KT
point of (P) is an isolated global minimizer of order two.
In the next theorem we show that strong invexity is a generalization of strong convexity.
Theorem 9. Let X be convex and (P) be differentiable. Suppose that f0 is a strongly convex function, f i , i = 1,2, . . . ,m, are quasicon-
vex. Then (P) is strongly KT invex.
Proof. We prove that implication (29) holds. We have
min
v
{∇ f0(x¯)v ∣∣∇ f i(x¯)v  0, i ∈ I(x¯)}min
x∈S
{∇ f0(x¯)(x− x¯) ∣∣∇ f i(x¯)(x− x¯) 0, i ∈ I(x¯)}.
Let x be arbitrary feasible point. Therefore for every i ∈ I(x¯) we have
f i(x) 0= f i(x¯).
By the quasiconvexity of the constraints we conclude from here that
∇ f i(x¯)(x− x¯) 0.
Then the inequality
min
x∈S
{∇ f0(x¯)(x− x¯) ∣∣∇ f i(x¯)(x− x¯) 0, i ∈ I(x¯)} 0
implies that
min
x∈S
{∇ f0(x¯)(x− x¯)} 0.
According to the quasiconvexity of the constraints S is convex. Hence, by the strong convexity there exists a constant α > 0
such that
f0
(
x¯+ t(x− x¯)) t f0(x) + (1− t) f0(x¯) − αt(1− t)‖x− x¯‖2
for all t ∈ [0,1]. We write the last inequality in the form
f0(x¯+ t(x− x¯)) − f0(x¯)
t
 f0(x) − f0(x¯) − α(1− t)‖x− x¯‖2.
Taking the limits as t → +0 we obtain that
∇ f0(x¯)(x− x¯) f0(x) − f0(x¯) − α‖x− x¯‖2.
We obtain from minx∈S{∇ f0(x¯)(x− x¯)} 0 that
f0(x) f0(x¯) + α‖x− x¯‖2, ∀x ∈ S.
Thus (29) is veriﬁed. 
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