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STRONG UNIQUENESS OF SINGULAR STOCHASTIC DELAY EQUATIONS
DAVID BAÑOS, HANNES HAGEN HAFERKORN, AND FRANK PROSKE
ABSTRACT. In this article we introduce a new method for the construction of unique
strong solutions of a larger class of stochastic delay equations driven by a discontinu-
ous drift vector field and a Wiener process. The results obtained in this paper can be
regarded as an infinite-dimensional generalization of those of A. Y. Veretennikov [33] in
the case of certain stochastic delay equations with irregular drift coefficients. The ap-
proach proposed in this work rests on Malliavin calculus and arguments of a “local time
variational calculus”, which may also be used to study other types of stochastic equations
as e.g. functional Itô-stochastic differential equations in connection with path-dependent
Kolmogorov equations [12].
1. INTRODUCTION
Let us consider the ordinary differential equation ODE
d
dt
x(t) = b(t, x(t)), x(0) = x ∈ Rd, 0 ≤ t ≤ T, (1.1)
where b : [0, T ]× Rd → Rd is a Borel-measurable vector field.
Using Picard iteration, it is well-known that if, e.g. b is Lipschitz continuous and satisfies
a linear growth condition, the ODE (1.1) has a unique solution x. However, if the vector
field b is not Lipschitzian, then uniqueness or even existence of solutions to (1.1) may fail.
On the other hand, the situation changes dramatically, if equation (1.1) is superposed
by, for instance, a small Brownian noise, that is if x is supposed to solve the stochastic
differential equation (SDE)
x(t) = x+
∫ t
0
b(s, x(s))ds+ εW (t), (1.2)
where W is a d-dimensional Brownian motion and ε > 0. In fact, a milestone re-
sult by Zvonkin [36] shows (for d = 1) that the SDE (1.2) admits the existence of a
unique strong solution for merely bounded Borel measurable b, regardless of how small
ε is chosen. Subsequently, the latter result was generalized by Veretennikov [33] to the
multidimensional case.
The intuition with respect to the regularization effect of the Brownian noise in (1.2) may
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be explained by the roughness of the Brownian paths which avoid “longer stays” at sin-
gularities of the vector field b.
Other, more recent, important results in this direction in the finite dimensional case were
obtained by Krylov, Röckner [19], Krylov [18], Gyöngy, Martinez [16]. Let us also men-
tion here that the results of Zvonkin [36] and Veretennikov [33] for bounded measurable
drift coefficients b were recently generalized by Da Prato, Flandoli, Priola, Röckner [7] to
the case of mild solutions to SPDEs of the form
x(t) = x+
∫ t
0
Ax(s) + b(s, x(s))ds+
∫ t
0
Z(t)dW(t), (1.3)
where A is a (non-zero) densely defined linear operator, Z is a Hilbert-Schmidt opera-
tor valued function on [0, T ] andW is a cylindrical Brownian motion. Here in this striking
work, the authors employ solutions of infinite dimensional Kolmogorov equations for the
construction of unique strong solutions to (1.3).
Motivated by the above mentioned results, one may ask whether the regularization ef-
fect of a Brownian or related noise also applies to other types of equations, as for example
the delay equation of the form
x(t) = η(0) +
∫ t
0
b(xs)ds, x0 = η, (1.4)
where, for s ∈ [0, T ], xs denotes the past segment of length r > 0 of the process x in s,
i.e.
xs = {u 7→ x(s + u), u ∈ [−r, 0]},
which is seen as an element of a suitably chosen space (e.g. C([−r, 0]) or Lp([−r, 0]),
etc.) and the initial path η is an element of that same space.
Inspired by Zvonkin [36] and Veretennikov [33], it would be natural here to regularize
the deterministic delay equation (1.4) by adding a Brownian noise, that is to consider the
SDE
x(t) = η(0) +
∫ t
0
b(xs)ds+W (t), x0 = η. (1.5)
Unfortunately, if b is irregular (non-Lipschitzian) then (1.5) may not allow for the ex-
istence of a strong solution. An indication for this – however in the related case of func-
tional SDEs – may be the celebrated counter-example of Tsirelson in [32] where the
author proved the non-existence of a strong solution of a certain functional SDE with
bounded and continuous drift coefficient. A possible explanation for this phenomenon
could be the “mismatching” of the dimensions of the driving noise (in Rd) and the infi-
nite dimensional space (i.e. path space) on which the vector field b is defined. In order
to overcome this mismatching, one could try to compensate for this “dimension gap” by
distorting (1.4) in the spirit of Zvonkin [36] and Veretennikov [33] by means of a noise
with dimension corresponding to that of the domain of b. For this purpose, one could
recast the delay equation (1.4) in segment form and superpose it by a noise with values
STRONG UNIQUENESS OF SINGULAR STOCHASTIC DELAY EQUATIONS 3
in the space that was chosen for the segments. However, it is not obvious at all, how this
could be done without changing the delay character of the equation. More precisely, the
resulting equation may admit for solutions in the space where the segments are defined
on, but may itself not be a segment process corresponding to a solution of a (stochastic)
delay equation.
In order to restore well-posedness of (1.4) in the sense of unique strong solutions, one
could resort to an alternative approach to the previous one by enlarging the perturbation
noise from the “inside” of the vector field instead of from the “outside”. In other words,
one could consider the stochastic delay equation (SDDE) of the following form:
x(t) = η(0) +
∫ t
0
b(xs + B(s))ds+W (t), x0 = η, (1.6)
where B is a rough stochastic process with values in the domain of b. This is the type of
equation that we are studying in this paper. The noise B involved in equation (1.6) could
be principally correlated with W and Markovian as e.g. a Q-Wiener process. However,
in this paper we assume that B is a stationary Gaussian process of the form
B(t) :=
∞∑
n=1
wnB
Hn(t)en, (1.7)
where BHn , n ≥ 1 are independent one-dimensional fractional Brwonian motions with
Hurst parameters Hn ∈ (0, 12), (wn)n≥1 is a sequence in ℓ1 and (en)n≥1 is an orthonormal
basis of the state space (Hilbert space) of the segments xs.
The objective of this paper is the construction of unique strong solutions to the SDDE
(1.6) in the case of a larger class of merely measurable and genuinely infinite-dimensional
vector-fields b. To the best of our knowledge, the results obtained in this article are the
first in the literature dealing with strong solutions of singular SDDE’s in the sense of
SDDE’s with non-Lipschitzian or discontinuous coefficients.
Our construction technique with respect to strong solutions, which does not rely on the
Yamada-Watanabe principle and which therefore considerably differs from those of the
above mentioned authors, is based on Malliavin calculus and ideas in connection with
a “local time variational calculus”. More precisely, we approximate the singular vector
field b in (1.6) by a sequence of Lipschitz continuous vector fields bn on the state space of
the segments. Then, we show that the sequence of strong solutions xn(t) to the SDDE’s
xn(t) = η(0) +
∫ t
0
bn(xns + B(s))ds+W (t), x
n
0 = η, (1.8)
converges strongly in L2(Ω) to a solution to (1.6). In proving this, we apply a com-
pactness criterion for square integrable functionals from Malliavin calculus [8] to the
sequence xn(t), n ≥ 1 in combination with an argument based on “local time variational
calculus”. See [4], where the authors proved strong uniqueness of singular SDE’s driven
by a fractional Brownian motion with Hurst parameters H ∈ (0, 1
2
). See also [5] in the
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case of generalized vector fields and [24] in the Markovian setting of a Wiener process.
As for this approach, we also mention a series of other articles in the Wiener and Lévy
process case and in the Hilbert space setting [2, 3, 11, 17, 22, 25].
Further, we also want to point out the following characteristic feature of our paper in
view of the work [11]: In contrast to [11], we do not employ an infinite dimensional
compactness criterion in the direction of the driving noise (W,B). In fact, we only use a
finite-dimensional compactness criterion with respect to W (see, e.g. [22]) for the con-
struction of a strong solution to (1.6). The latter technique presented in this article also
exhibits the advantage of the study of SDDE’s driven by certain types of Lévy processes.
Finally let us mention a possible alternativemethod regarding the construction of strong
solutions to singular SDDE’s: In [12] the authors analyze path-dependent Kolmogorov-
equations associated with solutions to functional Itô SDE’s. In this context it is con-
ceivable that the framework developed by these authors could be extended to the case of
SDDE’s and be employed in connection with the “Itô-Tanaka-Zvonkin trick”: The drift
part in (1.6) could be expressed, as e.g. in [7], by means of a “more regular” term by
using solutions of path-dependent Kolmogorov equations. Using the latter could enable
one to establish strong uniqueness of such equations. See [7] and [11]. However, such a
task seems very difficult, since there are (besides other complications) no known suitable
a priory estimates of solutions of path-dependent Kolmogorov equations associated with
singular SDDE’s in the sense of [7].
Our article is organized as follows: In Section 2 we give the mathematical framework
of the paper. Section 3 is devoted to the construction of unique strong solutions of singular
SDDE’s based on the compactness criterion in [8].
2. PRELIMINARIES
In this section we introduce the mathematical framework of our paper, which we aim
at using in Section 3 for the construction of strong solutions to singular SDDE’s. See [4].
Let 0 ≤ θ < t ≤ T andm ∈ N. We define
∆mθ,t := {s1, . . . , sm ∈ R : θ ≤ sm < · · · < s1 ≤ t}.
The following lemma gives a representation formula for products of integrals over such
sets∆mθ,t, ∆
n
θ,t.
Lemma 2.1. Letm,n ∈ N, S(m,n) denote the set of shuffle permutations σ : {1, . . . , m+
n} → {1, . . . , m + n}, s.t. σ(1) < · · · < σ(m) and σ(m + 1) < · · · < σ(m + n).
Moreover, let f : ∆mθ,t → R and g : ∆nθ,t → R be Lebesgue integrable. Then∫
∆mθ,t
f(s1, . . . , sm)dsm . . . ds1
∫
∆nθ,t
g(sm+1, . . . , sm+n)dsm+n . . . dsm+1
=
∑
σ∈S(m,n)
∫
∆m+n
θ,t
f(sσ(1), . . . , sσ(m))g(sσ(m+1), . . . , sσ(m+n))dsm . . . ds1.
(2.1)
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Proof. It holds
∆mθ,t ×∆nθ,t =
⋃˙
σ∈S(m,n)
{(w1, . . . , wm+n) : θ < wσ(m+n) < · · · < wσ(1) < t} ∪ N
for some Lebesgue nullsetN . Therefore,∫
∆mθ,t
f(s1, . . . , sm)dsm . . . ds1
∫
∆nθ,t
g(sm+1, . . . , sm+n)dsm+n . . . dsm+1
=
∫
⋃˙
σ∈S(m,n){... }∪N
f(w1, . . . , wm)g(wm+1, . . . , wm+n)dwm+n . . . dw1
=
∑
σ∈S(m,n)
∫
∆m+n
θ,t
f(w1, . . . , wm)g(wm+1, . . . , wm+n)dwσ(m+n) . . . dwσ(1),
where we reordered the integrals by application of Fubini’s theorem in the last step. Defin-
ing w˜i := wσ(i) and noting that σ ∈ S(m,n)⇔ σ−1 ∈ S(m,n), we eventually get∫
∆m
θ,t
f(s1, . . . , sm)dsm . . . ds1
∫
∆n
θ,t
g(sm+1, . . . , sm+n)dsm+n . . . dsm+1
=
∑
σ∈S(m,n)
∫
∆m+n
θ,t
f(w˜σ−1(1), . . . , w˜σ−1(m))g(w˜σ−1(m+1), . . . , w˜σ−1(m+n))dw˜m+n . . . dw˜1
=
∑
σ∈S(m,n)
∫
∆m+n
θ,t
f(w˜σ(1), . . . , w˜σ(m))g(w˜σ(m+1), . . . , w˜σ(m+n))dw˜m+n . . . dw˜1,
which ends the proof. 
Corollary 2.2. Letm,n ∈ N and let f : ∆mθ′,t×∆nθ,θ′ → R be Lebesgue integrable. Then(∫
∆m
θ′,t
×∆n
θ,θ′
f(s1, . . . , sm, sm+1, . . . , sm+n)dsm+n . . . ds1
)2
=
∑
(σ,τ)∈
S(m,m)×S(n,n)
∫
∆2m
θ′,t
×∆2n
θ,θ′
1∏
k=0
f(s(σ,τ)(k(m+n)+1), . . . , s(σ,τ)(k(m+n)+m+n))ds2m+2n . . . ds1,
(2.2)
where we define the notation
(σ, τ)(i) =

σ(i), 1 ≤ i ≤ m
2m+ τ(i−m), m+ 1 ≤ i ≤ m+ n
σ(i− n), m+ n + 1 ≤ i ≤ 2m+ n
2m+ τ(i− 2m), 2m+ n+ 1 ≤ i ≤ 2m+ 2n.
STRONG UNIQUENESS OF SINGULAR STOCHASTIC DELAY EQUATIONS 6
Proof. Defining f˜(s1, . . . , sm) :=
∫
∆n
θ,θ′
f(s1, . . . , sm, sm+1, . . . , sm+n)dsm+n . . . dsm+1,
it holds, by Lemma 2.1,(∫
∆m
θ′,t
×∆n
θ,θ′
f(s1, . . . , sm, sm+1, . . . , sm+n)dsm+n . . . ds1
)2
=
(∫
∆m
θ′,t
f˜(s1, . . . , sm)dsm . . . ds1
)2
=
∑
σ∈S(m,m)
∫
∆2m
θ′,t
f˜(sσ(1), . . . , sσ(m))f˜(sσ(m+1), . . . , sσ(2m))ds2m . . . ds1
=
∑
σ∈S(m,m)
∫
∆2m
θ′,t
{(∫
∆n
θ,θ′
f(sσ(1), . . . , sσ(m), s2m+1, . . . , s2m+n)ds2m+n . . . ds2m+1
)
·
(∫
∆n
θ,θ′
f(sσ(m+1), . . . , sσ(2m), s2m+n+1, . . . , s2m+2n)ds2m+2n . . . ds2m+n+1
)}
ds2m . . . ds1
=
∑
σ∈S(m,m)
∫
∆2m
θ′,t
{ ∑
τ∈S(n,n)
∫
∆2n
θ,θ′
f(sσ(1), . . . , sσ(m), s2m+τ(1), . . . , s2m+τ(n))
· f(sσ(m+1), . . . , sσ(2m), s2m+τ(n+1), . . . , s2m+τ(2n))ds2m+2n . . . ds2m+1
}
ds2m . . . ds1
=
∑
(σ,τ)∈
S(m,m)×S(n,n)
∫
∆2m
θ′,t
×∆2n
θ,θ′
1∏
k=0
f(s(σ,τ)(k(m+n)+1), . . . , s(σ,τ)(k(m+n)+m+n))ds2m+2n . . . ds1.

Corollary 2.3. It holds (σ, τ)−1(l) ∈ {1, . . . , m} ∪ {m+ n + 1, . . . , 2m+ n} whenever
l ∈ {1, . . . , 2m} and (σ, τ)−1(l) ∈ {m+ 1, . . . , m + n} ∪ {2m+ n + 1, . . . , 2m+ 2n}
whenever l ∈ {2m+ 1, . . . , 2m+ 2n}.
For the segments and the stochastic perturbation that appear in our study (see (1.6)),
we use the Hilbert spaceM2 := R× L2([−r, 0],R), equipped with the scalar product
〈x, y〉 = x(0)y(0) +
∫ 0
−r
x(u)y(u)du,
and the corresponding norm ‖ · ‖M2 , as state space. This space is known as the Delfour-
Mitter-space. Furthermore, we denote by ℓp, p = 1, 2, . . . , the space of sequences (ai)i≥1
of real numbers such that
∞∑
i=1
|ai|p <∞.
Lemma 2.4. Let (en)
∞
n=1 be an orthonormal basis (ONB) of the Hilbert space M2. Fur-
thermore, let (BHn)∞n=1 be a sequence of independent fractional brownian motions in R
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with Hurst parameters Hn, n = 1, 2, . . . . Let (wn)
∞
n=1 be a sequence in ℓ
1 for which we,
for simplicity, assume that wn ≤ 1 for all n. Then, for each t ∈ [0, T ]
B(t) :=
∞∑
n=1
wnB
Hn(t)en (2.3)
is a well-defined object inM2 a.s.
Proof. Denote Xn := wnBHn(t)en, n ≥ 1. The random variables Xn, n ≥ 1, take values
in M2 and are independent. Define the partial sums Sm :=
∑m
n=1Xn, m ≥ 1. Suppose,
we can prove that
∑∞
n=1 ‖Xn‖M2 <∞. Then, for anyM ≥ 1,
sup
m>M
‖Sm − SM‖M2 ≤ sup
m>M
m∑
n=M+1
‖Xn‖M2 =
∞∑
n=M+1
‖Xn‖M2 M→∞−→ 0, P -a.s.,
which means that the sequence (Sm)m≥1 ⊂M2 is a Cauchy sequence and thus converges
and the limit is B(t). In order to prove that
∑∞
n=1 ‖Xn‖M2 <∞, we apply Kolmogorov’s
three series theorem. This means, we have to prove that there exists an A > 0 such that
(i)
∑∞
n=1 P (‖Xn‖M2 > A) <∞,
(ii)
∑∞
n=1E[‖Xn‖M21{‖Xn‖M2>A}] <∞,
(iii)
∑∞
n=1Var(‖Xn‖M21{‖Xn‖M2>A}) <∞.
Note that ‖Xn‖M2 = |wn||BHn(t)| and that wnBHn(t) Law= |wn|tHnN for some N ∼
N (0, 1). Therefore, we have, for any A > 0,
E[‖Xn‖M2] = |wn|tHnE[|N |] ≤ |wn|tHn
√
E[|N |2] = |wn|tHn ≤ |wn|(1 ∨ t).
Then, by Markov’s inequality, it follows that
∞∑
n=1
P (‖Xn‖M2 > A) ≤
∞∑
n=1
E[‖Xn‖M2 ]
A
≤ 1 ∨ t
A
∞∑
n=1
|wn| <∞,
as (wn)n≥1 ∈ ℓ1, which proves (i). Moreover, we have
E[‖Xn‖M21{‖Xn‖M2>A}] ≤ E[‖Xn‖M2] ≤ |wn|(1 ∨ t),
and thus
∞∑
n=1
E[‖Xn‖M21{‖Xn‖M2>A}] ≤ (1 ∨ t)
∞∑
n=1
|wn| <∞.
This proves (ii). Finally, observe that
Var(‖Xn‖M21{‖Xn‖M2>A}) ≤ E[‖Xn‖2M21{‖Xn‖M2>A}] ≤ E[‖Xn‖2M2]
= |wn|2t2HnE[|N |2] ≤ |wn|2(1 ∨ t2),
which yields the last convergence needed:
∞∑
n=1
Var(‖Xn‖M21{‖Xn‖M2>A}) ≤ (1 ∨ t2)
∞∑
n=1
|wn|2 <∞.

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Finally we recall a crucial property of the fractional Brownian motion, called the strong
local non-determinism (see [14, p. 6] or [4, p. 10]; for more details on the matter, see [31]
or [34]).
Remark 2.5. Let BH denote a one-dimensional fractional Brownian motion with Hurst
parameter H , m ∈ N, 0 =: t0 < t1 < · · · < tm ≤ T and ξ1, . . . , ξm ∈ R. Then there
exists a constant C = C(H) > 0 such that
Var
( m∑
l=1
ξl
(
BH(tl)− BH(tl−1)
)) ≥ C m∑
l=1
|ξl|2Var
(
BH(tl)− BH(tl−1)
)
= C
m∑
l=1
|ξl|2|tl − tl−1|2H
3. EXISTENCE AND UNIQUENESS OF GLOBAL STRONG SOLUTIONS
As outlined in the introduction the object of study is a time-homogeneous Stochastic
Functional Differential Equation of Delay type as given in (1.6). We restrict ourselves to
the one-dimensional case, i.e. d = 1. Moreover, we assume the segments to take values
inM2 (which is reasonable under the assumptions on b that we are going to impose later)
and, for a given ONB (ei)i≥1 of M2, we denote by 〈x, ei〉 the ith Fourier coefficient, i.e.
for x ∈M2,
x =
∑
i≥1
〈x, ei〉ei.
In this study, we only consider drift functions of the particular form
b(x) =
∑
i≥1
bi(〈x, ei〉), (3.1)
where bi ∈ L1(R) ∩ L∞(R) are bounded, integrable functions and (‖bi‖∞)i≥1 ∈ ℓ1.
The latter condition makes sure that the sum in (3.1) is well-defined for every x ∈ M2.
Now, for 0 < ε ≤ 1, consider the SDDE
dx(t) = b(xt + εB(t))dt+ dW (t)
=
∑
i≥1
bi(〈xt, ei〉+ εwiBHi(t))dt+ dW (t), t ∈ [0, T ],
x0 = η ∈M2.
(3.2)
Throughout the paper, we assume that the Brownian motionW is defined on a proba-
bility space (Ω,A,P) where it generates a filtration (FWt )t∈[0,T , i.e. FWt := σ(W (s), s ≤
t) ⊆ A. The object B on the other hand, is defined on a second probability space
(Ω′,A′,P′) where it generates the filtration (FBt )t∈[0,T . The probability space we work
on is the product probability space (Ω×Ω′,A⊗A′,P⊗P′) with the filtration (Ft)t∈[0,T ],
Ft = FWt ⊗ FBt , although we will later show that our results can be “lifted” to any
stochastic basis (Ωˆ, Aˆ, Pˆ, Ŵ , Bˆ). Furthermore, we let E denote the expectation operator
under (Ω,A,P), E ′ denote the expectation operator under (Ω′,A′,P′) and E¯ the expecta-
tion operator under on the product space. In the same manner, we sometimes write P¯ for
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the product probability measure P ⊗ P′. To be more specific, let X : Ω × Ω′ → R be a
random variable on the product space. Then
E¯[X ] =
∫
Ω×Ω′
X(ω, ω′)P(dω)P′(dω′)
denotes the expectation ofX , whereas,
E[X(·, ω′)] =
∫
Ω
X(ω, ω′)P(dω)
denotes the expectation of the random variable X(·, ω′) : Ω → R for every fixed
ω′ ∈ Ω′ and
E ′[X(ω, ·)] =
∫
Ω′
X(ω, ω′)P′(dω′)
denotes the expectation of the random variableX(ω, ·) : Ω′ → R for every fixed ω ∈ Ω.
Hereunder, we state the main result of this paper.
Claim 3.1. Under some integrability conditions on bi, i ≥ 1, and some “roughness con-
ditions” on B, equation (3.2) has a unique strong solution x = {x(t), t ∈ [0, T ]} on a
small interval [0, T ]. Here, the interval size depends on ε – the smaller ε is, the smaller T
needs to be.
The proof of Claim 3.1 is based on the following steps:
(I.) We first prove the claim for the case where
b(x) =
d∑
i=1
bi(〈x, ei〉),
i.e. the sum in 3.1 is a finite sum. Moreover, we assume in this step that each bi,
i = 1, . . . , d has compact support. We follow these steps:
(1) Approximate b by a sequence of bounded, Lipschitz functions bn. More pre-
cisely, we approximate the functions bi, i = 1, . . . , d by mollification:
bn(z) :=
d∑
i=1
bi,n(zi), where bi,n(z) := bi ∗ ϕn(z)
for some mollifier ϕ with support [−1, 1]. Then each bi,n, i = 1, . . . , d is a
C∞c function and therefore Lipschitz, which then also makes b
n : Rd → R
Lipschitz. For SFDEs with Lipschitz coefficients which fulfill a linear growth
condition (satisfied for every bounded function) we know by [26, Theorem
2.1] that the corresponding SFDE has a unique solution. Therefore, the SFDE{
dxn(t) =
∑d
i=1 bi,n(〈xnt , ei〉+ εwiBHi(t))dt+ dW (t), 0 ≤ t ≤ T
xn0 = η ∈M2 .
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has a unique strong solution xn. In particular, for each n ∈ N, there exists a
family of progressively measurable functionals (ψn(t, ·, ·))t∈[0,T ] such that
xnt = ψn(t,W·,B·), for all t ∈ [0, T ].
It is well known, see e.g. [30], that for each t ∈ [0, T ] the strong solution
xn(t), n ≥ 1, is Malliavin differentiable, and that the Malliavin derivative
Dsxn(t), 0 ≤ s ≤ t, with respect toW satisfies
Dsxn(t) = 1 +
∫ t
s
d∑
i=1
bi,n(〈xnu, ei〉+ εwiBHi(u))Ds〈xnu, ei〉du. (3.3)
(2) We prove a compactness criterion for the sequence of solutions xn when
we fix ω′ ∈ Ω′. More precisely, we prove that for every fixed t ∈ [0, T ]
and almost every ω′ ∈ Ω′, there exists a subsequence (nk(ω′))k≥1 such that
xnk(ω
′)(t, ·, ω′) is relatively compact in L2(Ω,FWt ,P).
(3) Applying the compactness criterion that we have proven in the previous step,
we show that for all t ∈ [0, T ] there exists an x(t) such that
xn(t)
n→∞−→ x(t) strongly in L2(Ω× Ω′,Ft,P⊗ P′),
where Ft = σ((W (s),B(s)), s ≤ t).
(4) Via Girsanov’s theorem, we construct a weak solution x˜ of SFDE 3.2 for the
stochastic basis (Ω × Ω′,A ⊗ A′, P˜, W˜ ,B). For the same family of progres-
sively measurable functionals (ψn(t, ·, ·))t∈[0,T ] as before, we define
x˜nt = ψn(t, W˜·,B·), for all t ∈ [0, T ].
Note that this definition makes x˜n adapted to the filtration (F˜t)t∈[0,T ], where
Ft = σ((W˜ (s),B(s)), s ≤ t). Applying the results from the previous steps,
we show that
x˜n(t)
n→∞−→ x˜(t) strongly in L2(Ω× Ω′, F˜t, P˜),
which implies that the weak solution that we constructed is adapted to (F˜t)t∈[0,T ],
the filtration generated by the two stochastic basis elements W˜ and B. This
result implies that for any stochastic basis (Ωˆ, Aˆ, Pˆ, Wˆ , Bˆ) there is a solution
to the SFDE which is (σ((Wˆ (s), Bˆ(s)), s ≤ t))t∈[0,T ]-adapted, i.e. we found
a strong solution.
(II.) In the second step we apply the results we found in (I.) to prove the existence of
a strong solution to the original SFDE 3.2.
3.1. Approximation by finite dimensional Lipschitz SFDEs. As outlined before, we
first consider the case where bi, i = 1, . . . , d have compact support and
b(x) =
d∑
i=1
bi(〈x, ei〉). (3.4)
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Let ϕ : R → R be a non-negative mollifier with support [−1, 1] and let ϕn(z) :=
nϕ(nz) for every n ∈ N. We now approximate every bi : R → R, i = 1, . . . , d by a
sequence of functions (bi,n)n≥1, which is given by
bi,n(z) = bi ∗ ϕn(z). (3.5)
Moreover, we define the sequence (bn)n≥1 of approximations of b by
bn(x) =
d∑
i=1
bi,n(〈x, ei〉), (3.6)
and the corresponding sequence of SFDEs are given by
dxn(t) = bn(xnt + εB(t))dt+ dW (t)
=
∑d
i=1 bi,n(〈xnt , ei〉+ εwiBHi(t))dt + dW (t), 0 ≤ t ≤ T
xn0 = η ∈ M2 .
(3.7)
It then holds bi,n → bi pointwise and in L1, as n→∞. Therefore, we also have bn → b
pointwise, as n→∞. Furthermore, since
‖bi,n‖∞ = sup
z∈R
∣∣∣ ∫
R
bi(y)ϕn(z − y)dy
∣∣∣ ≤ sup
z∈R
∫
R
|bi(y)|ϕn(z − y)dy
≤ sup
z∈R
‖bi‖∞
∫
R
ϕn(z − y)dy = sup
z∈R
‖bi‖∞ · 1 = ‖bi‖∞,
and since every bi,n is C∞c and therefore Lipschitz (the first derivative is continuous
with compact support and thus bounded), bn is also bounded and Lipschitz for every n.
The following Lemma shows that the approximative SFDEs have a unique soluion.
Lemma 3.1. For each n ≥ 1, the system (3.7) has a unique, (Ft)t∈[0,T ]-adapted solution
xn ∈ L2(Ω× Ω′,M2([−r, T ])).
Proof. We can reformulate SFDE 3.7 as the (d+ 1)-dimensional SFDE
xn(t)
y1(t)
...
yd(t)
 = ∫ t
0
hn(xns , y1(s), . . . , yn(s))ds+

W (t)
BH1(t)
...
BHd(t)
 ,
where
hn(xns , y1(s), . . . , yn(s)) =

bn(〈xnt , e1〉+ εw1y1(t), . . . , 〈xnt , ed〉+ εwdyd(t))
0
...
0
 .
Since bn is bounded and Lipschitz for every n ∈ N, so is hn. It follows by [26, Theorem
2.1] that (3.7) has a unique solution xn. 
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3.2. The ω′-wise compactness criterion. Before we can prove our compactness result,
we are going to derive an iteration formula for the Malliavin derivative of xn(t) w.r.t.
W . Fix t ∈ [0, T ]. By standard results on Malliavin differentiability (see [30] and the
references therein), we know that for each n ≥ 1, xn(t) is Malliavin differentiable with
Malliavin derivative
Dsxn(t) = 1 +
∫ t
s
d∑
i=1
bi,n(〈xnu, ei〉+ εwiBHi(u))Ds〈xnu, ei〉du. (3.8)
The following representation result will be useful for developing our compactness re-
sult later on.
Lemma 3.2. Let 0 ≤ θ < θ′ ≤ t ≤ T and define χj(z) := 〈(1,1[z,0](·)), ej〉 for z ≤ 0,
j = 1, . . . , d. Then,
(Ma1) for the Malliavin derivative Dθxn(t), the following representation holds true:
Dθxn(t)
= 1 +
∞∑
m=1
d∑
j1,...,jm=1
∫
∆mθ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(〈xnsl, ejl〉+ εwjlBHjl (sl))ds,
(3.9)
where we defined
Hj1,...,jm(s, θ) := χjm(θ − sm)
m−1∏
l=1
χjl(sl+1 − sl). (3.10)
(Ma2) for the difference Dθxn(t)−Dθ′xn(t), the following representation holds true:
Dθxn(t)−Dθ′xn(t)
=
(
Dθxn(θ′)− 1
)
+
∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ′,t
H˜j1,...,jm(s, θ, θ′)
m∏
l=1
b′jl,n(〈xnsl, ejl〉+ εwjlBHjl (sl))ds
+
∞∑
m1,m2=1
d∑
j1,...,jm1+m2=1
∫
∆
m1
θ′,t
×∆
m2
θ,θ′
{
Hj1,...,jm1+m2 (s, θ)
·
m1+m2∏
l=1
b′jl,n(〈xnsl, ejl〉+ εwjlBHjl (sl))
}
ds,
(3.11)
where we defined
H˜j1,...,jm(s, θ, θ′) :=
(
χjm(θ − sm)− χjm(θ′ − sm)
)m−1∏
l=1
χjl(sl+1 − sl). (3.12)
Proof. We start with proving (3.9). First, we define the process Ξ by
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Ξ(s) :=
〈xns , e1〉...
〈xns , ed〉
 . (3.13)
Then, equation (3.8) becomes
Dθxn(t) = 1 +
∫ t
θ
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) · DθΞ(s)
}
ds.
By definition of 〈·, ·〉 inM2,
Dθ〈xns , ej〉
= Dθxn(s)ej(0) +
∫ 0
−r
Dθxn(s+ u)ej(u)du
= 1 · ej(0) +
∫ s
θ
∇bn(〈xns1, e1〉+ εw1BH1(s1), . . . )
Dθ〈xns1, e1〉...
Dθ〈xns1 , ed〉
 ds1ej(0)
+
∫ 0
−r
1{s+u≥θ}
{
1 +
∫ s+u
θ
∇bn(〈xns1, e1〉+ εw1BH1(s1), . . . )
Dθ〈xns1, e1〉...
Dθ〈xns1 , ed〉
 ds1}ej(u)du
= 〈(1,1[θ−s,0](·)), ej〉
+
∫ s
θ
∇bn(〈xns1 , e1〉+ εw1BH1(s1), . . . )
Dθ〈xns1, e1〉...
Dθ〈xns1 , ed〉
 〈(1,1[s1−s,0](·)), ej〉ds1
= χj(θ − s) +
∫ s
θ
∇bn(〈xns1 , e1〉+ εw1BH1(s1), . . . )DθΞ(s1)χj(s1 − s)ds1,
where we applied Fubini’s theorem and the definitions of the function χj and the pro-
cess Ξ in the last two steps. Therefore,
DθΞ(s) =
Dθ〈xns , e1〉...
Dθ〈xns , ed〉

=
χ1(θ − s)...
χd(θ − s)
+ ∫ s
θ
{
∇bn(〈xns1 , e1〉+ εw1BH1(s1), . . . ) · DθΞ(s1)
}χ1(s1 − s)...
χd(s1 − s)
 ds1.
(3.14)
By iteration in connection with the fixed point theorem of Weissinger in e.g. Lp-spaces,
we get
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DθΞ(s)
=
χ1(θ − s)...
χd(θ − s)
+ ∞∑
m=1
∫
∆m
θ,s
{
∇bn(〈xnsm, e1〉+ εw1BH1(sm), . . . ) ·
χ1(θ − sm)...
χd(θ − sm)

·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}χ1(s1 − s)...
χd(s1 − s)
 dsm . . . ds1.
When plugging this result into (3.8), we achieve
Dθxn(t)
= 1 +
∞∑
m=1
∫
∆m
θ,t
{
∇bn(〈xnsm , e1〉+ εw1BH1(sm), . . . ) ·
χ1(θ − sm)...
χd(θ − sm)

·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}dsm . . . ds1
= 1 +
∞∑
m=1
d∑
j1,...,jm=1
∫
∆mθ,t
b′jm,n(〈xnsm , e1〉+ εw1BH1(sm), . . . )χjm(θ − sm)
·
m−1∏
l=1
b′jl,n(〈xnsl, e1〉+ εw1BH1(sl), . . . )χjl(sl+1 − sl)dsm . . . ds1.
Finally, we define the functionHj1,...,jm as in (3.10) and achive representation (3.9).
Next, we prove (3.11). Note that, by (3.8) and (3.13), we have
Dθxn(t)−Dθ′xn(t)
= 1 +
∫ t
θ
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) · DθΞ(s)
}
ds
−
(
1 +
∫ t
θ′
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) · DθΞ(s)
}
ds
)
=
∫ θ′
θ
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) · DθΞ(s)
}
ds
+
∫ t
θ′
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) ·
(
DθΞ(s)−Dθ′Ξ(s)
)}
ds
=
(
Dθxn(θ′)− 1
)
+
∫ t
θ′
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) ·
(
DθΞ(s)−Dθ′Ξ(s)
)}
ds.
STRONG UNIQUENESS OF SINGULAR STOCHASTIC DELAY EQUATIONS 15
By (3.14), we have
DθΞ(s)−Dθ′Ξ(s)
=
χ1(θ − s)− χ1(θ′ − s)...
χd(θ − s)− χd(θ′ − s)

+
∫ θ′
θ
{
∇bn(〈xns1, e1〉+ εw1BH1(s1), . . . ) · DθΞ(s1)
}χ1(s1 − s)...
χd(s1 − s)
 ds1
+
∫ s
θ′
{
∇bn(〈xns1, e1〉+ εw1BH1(s1), . . . ) ·
(
DθΞ(s1)−Dθ′Ξ(s1)
)}χ1(s1 − s)...
χd(s1 − s)
 ds1
= A(θ, θ′, s)
+
∫ s
θ′
{
∇bn(〈xns1, e1〉+ εw1BH1(s1), . . . ) ·
(
DθΞ(s1)−Dθ′Ξ(s1)
)}χ1(s1 − s)...
χd(s1 − s)
 ds1.
By iteration, we achieve
DθΞ(s)−Dθ′Ξ(s)
= A(θ, θ′, s) +
∞∑
m=1
∫
∆m
θ′,s
{
∇bn(〈xnsm , e1〉+ εw1BH1(sm), . . . ) · A(θ, θ′, sm)
·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}χ1(s1 − s)...
χd(s1 − s)
 dsm . . . ds1.
Plugging this result into the equation for Dθxn(t)−Dθ′xn(t) yields
Dθxn(t)−Dθ′xn(t)
=
(
Dθxn(θ′)− 1
)
+
∫ t
θ′
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . ) · A(θ, θ′, s)
}
ds
+
∞∑
m=1
∫ t
θ′
∫
∆m
θ′,s
{
∇bn(〈xns , e1〉+ εw1BH1(s), . . . )
·
[{
∇bn(〈xnsm, e1〉+ εw1BH1(sm), . . . ) ·A(θ, θ′, sm)
·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}χ1(s1 − s)...
χd(s1 − s)
]}ds1ds
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=
(
Dθxn(θ′)− 1
)
+
∞∑
m=1
∫
∆m
θ′,t
{
∇bn(〈xnsm , e1〉+ εw1BH1(sm), . . . ) · A(θ, θ′, sm)
·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}dsm . . . ds1.
By the definition of A(θ, θ′, sm), this can be written as
Dθxn(t)−Dθ′xn(t)
=
(
Dθxn(θ′)− 1
)
+
∞∑
m=1
∫
∆m
θ′,t
{
∇bn(〈xnsm , e1〉+ εw1BH1(sm), . . . ) ·
χ1(θ − sm)− χ1(θ′ − sm)...
χd(θ − sm)− χd(θ′ − sm)

·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}dsm . . . ds1
+
∞∑
m=1
∫
∆m
θ′,t
{
∇bn(〈xnsm , e1〉+ εw1BH1(sm), . . . )
·
[ ∫ θ′
θ
{
∇bn(〈xnsm+1, e1〉+ εw1BH1(sm+1), . . . ) · DθΞ(sm+1)
}χ1(sm+1 − sm)...
χd(sm+1 − sm)
 dsm+1]
·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}dsm . . . ds1.
Plugging in the iteration for DθΞ(sm+1), we get
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∫ θ′
θ
{
∇bn(〈xnsm+1 , e1〉+ εw1BH1(sm+1), . . . ) · DθΞ(sm+1)
}χ1(sm+1 − sm)...
χd(sm+1 − sm)
 dsm+1
=
∫ θ′
θ
∇bn(〈xnsm+1, e1〉+ εw1BH1(sm+1), . . . ) ·
χ1(θ − sm+1)...
χd(θ − sm+1)

+
∞∑
m2=1
∫
∆
m2
θ,s
{
∇bn(〈xnsm+1+m2 , e1〉+ εw1B
H1(sm+1+m2), . . . ) ·
χ1(θ − sm+1+m2)...
χd(θ − sm+1+m2)

·
m+1+m2−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}
·
χ1(sm+1+1 − sm+1)...
χd(sm+1+1 − sm+1)
 dsm+1+m2 . . . dsm+1+1

χ1(sm+1 − sm)...
χd(sm+1 − sm)
 dsm+1
=
∞∑
m2=1
∫
∆
m2
θ,θ′
{
∇bn(〈xnsm+m2 , e1〉+ εw1B
H1(sm+m2), . . . ) ·
χ1(θ − sm+m2)...
χd(θ − sm+m2)

·
m+m2−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}
·
χ1(sm+1 − sm)...
χd(sm+1 − sm)
 dsm+m2 . . . dsm+1,
where we applied the index shift m2 := m2 + 1 together with Fubini’s theorem in the
last line. Thus, definingm2 := m and plugging in, we finally achive
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Dθxn(t)−Dθ′xn(t)
=
(
Dθxn(θ′)− 1
)
+
∞∑
m=1
∫
∆m
θ′,t
{
∇bn(〈xnsm , e1〉+ εw1BH1(sm), . . . ) ·
χ1(θ − sm)− χ1(θ′ − sm)...
χd(θ − sm)− χd(θ′ − sm)

·
m−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}dsm . . . ds1
+
∞∑
m1,m2=1
∫
∆
m1+m2
θ′,t
×∆
m2
θ,θ′
∇bn(〈xnsm1+m2 , e1〉+ εw1B
H1(sm1+m2), . . . ) ·
[χ1(θ − sm1+m2)...
χd(θ − sm1+m2)
]
·
m1+m2−1∏
l=1
∇bn(〈xnsl, e1〉+ εw1BH1(sl), . . . ) ·
χ1(sl+1 − sl)...
χd(sl+1 − sl)
}dsm1+m2 . . . ds1.
This can be easily reformulated into (3.11).

These representations will be used to prove the following lemma. Note that, by defini-
tion of χj(z), we have that
|Hj1,...,jm(s, θ)| ≤ (1 + r)m (3.15)
|H˜j1,...,jm(s, θ, θ′)| ≤ (1 + r)m−1|θ − θ′|
1
2 . (3.16)
The next Lemma is an application of Girsanov’s Theorem.
Lemma 3.3. The process (W
n
(t))t∈[0,T ] defined by
W
n
(t) := W (t) +
∫ t
0
bn
(
〈xns , e1〉+ εw1BH1(s), . . . , 〈xns , ed〉+ εwdBHd(s)
)
ds (3.17)
is a Brownian motion under the measure P
n
given by
dP
n
dP⊗ P′
∣∣∣
Ft
= E
(
−
∫ ·
0
bn
(
〈xns , e1〉+ εw1BH1(s), . . . , 〈xns , ed〉εwdBHd(s)
)
dW (s)
)
t
.
(3.18)
Proof. By Lemma 3.1, the process (xn(t))t∈[0,T ] is well defined and therefore, so is (W
n
(t))t∈[0,T ].
Note that Novikov’s condition is satisfied, since we even have for all α ∈ R:
E¯
[
exp
{
α
∫ T
0
|bn(〈xs, e1〉+ εw1BH1(s), . . . , 〈xs, ed〉+ εwdBHd(s))|2ds
}]
≤ e|α|T
∑d
i=1‖bi‖
2
∞ <∞.
(3.19)
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Therefore, the Doléons-Dade exponential
E
(
−
∫ ·
0
bn
(〈xns , e1〉+ εw1BH1(s), . . . , 〈xns , ed〉εwdBHd(s))dW (s))
t
:= exp
{
−
∫ ·
0
bn
(〈xns , e1〉+ εw1BH1(s), . . . , 〈xns , ed〉εwdBHd(s))dW (s)
− 1
2
∫ t
0
∣∣∣bn(〈xns , e1〉+ εw1BH1(s), . . . , 〈xns , ed〉εwdBHd(s))∣∣∣2ds}, t ∈ [0, T ],
is an (Ft)t∈[0,T ]-martingale and it is in Lp for all p > 0. The result now follows from
Girsanov’s theorem. 
Corollary 3.4. If we define for ϕ ∈M2, i ≥ 1
Fi(t, ϕ) := η(0)ei(0) +
∫ 0
−r
(1{t+u<0}η(t+ u) + 1{t+u≥0}η(0))ei(u)du
+ ϕ(0)ei(0) +
∫ 0
−r
1{t+u≥0}ϕ(u)ei(u)du,
(3.20)
then we can rewrite,
〈xnt , ei〉 = Fi(t,W
n
t ).
This can be seen by noting that xn(t) = η(0) + W n(t) for t ∈ [0, T ] and applying the
definition of 〈·, ei〉 inM2.
Remark 3.5. Note that (3.18) can be equivalently written as equivalently,
dP⊗ P′
dP
n
∣∣∣
Ft
= E
(∫ ·
0
bn
(
F1(s,W
n
s ) + εw1B
H1(s), . . . , Fd(s,W
n
s ) + εwdB
Hd(s)
)
dW
n
(s)
)
t
.
This can be seen since (3.17) and (3.18) imply that
dP
n
dP⊗ P′ = exp
{
−
∫ T
0
bn
(
F1(s,W
n
s ) + εw1B
H1(s), . . . , Fd(s,W
n
s ) + εwdB
Hd(s)
)
dW (s)
− 1
2
∫ T
0
∣∣∣bn(F1(s,W ns ) + εw1BH1(s), . . . , Fd(s,W ns ) + εwdBHd(s))∣∣∣2ds}
= exp
{
−
∫ T
0
bn
(
F1(s,W
n
s ) + εw1B
H1(s), . . . , Fd(s,W
n
s ) + εwdB
Hd(s)
)
dW
n
(s)
+
1
2
∫ T
0
∣∣∣bn(F1(s,W ns ) + εw1BH1(s), . . . , Fd(s,W ns ) + εwdBHd(s))∣∣∣2ds},
which proves that
dP⊗ P′
dP
n =
(
dP
n
dP⊗ P′
)−1
= E
(∫ ·
0
bn
(
F1(s,W
n
s ) + εw1B
H1(s),
. . . , Fd(s,W
n
s ) + εwdB
Hd(s)
)
dW
n
(s)
)
T
.
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Before we can prove a theorem that gives the ω′-wise compactness criterion, we state
some assumptions that will be assumed to hold during the entire paper.
Assumption 3.6. Suppose, it exists a δH ∈ (0, 1) such that the following conditions are
satisfied:
(T) The time interval considered is small enough, meaning that there exists a δT ∈
(0, ε
3
δH ) such that
T = T (ε) <
(
ε3 − δT
) 1
δH . (3.21)
(H) The Hurst parameters (Hk)k=1...,d corresponding to the terms BH1 , . . . , BHd that
appear in the pertunbation (see Lemma 2.4) satisfies
Hk <
1− δH
3
for k = 1, . . . , d. (3.22)
(A) It holds
d∑
j=1
Aj < 1, (3.23)
where Aj , j = 1, . . . , d are defined by
Aj =
48
√
2(1 + r)Γ(δH)√
π
C
− 3
2
j |wj|−3‖bj‖L1 , (3.24)
Remark 3.7. Assumption (A) is automatically satisfied if one requires for all j = 1, . . . , d
‖bj‖L1 ≤
√
π2−j
(
48
√
2(1 + r)Γ(δH)
)−1
C
3
2
j |wj|3.
Remark 3.8. Assumptions (A) and (T ) imply together that
ε−3tδH
d∑
j=1
Aj < 1.
This can be seen since, as tδH ≤ T δH < ε3.
Lemma 3.9. Fix t ∈ [0, T ] and assume Assumptions 3.6 to be satisfied. Then, for almost
every ω′ ∈ Ω′, there exists a subsequence (nk(ω′))k≥1 such that
(1) we have
sup
k≥1
E
[ ∫ t
0
|Dθxnk(ω′)(t, ·, ω′)|2dθ
]
<∞, (3.25)
(2) there exists a β ∈ (0, 1/2) such that
sup
k≥1
∫ t
0
∫ t
0
E[|Dθxnk(ω′)(t, ·, ω′)−Dθ′xnk(ω′)(t, ·, ω′)|2]
|θ′ − θ|1+2β dθ
′dθ <∞ (3.26)
In particular, the sequence xnk(ω
′)(t, ·, ω′) is relatively compact in L2(Ω,FWt , P ) for al-
most every ω′ ∈ Ω′.
Proof. In order to prove this result, we are going to show that
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(1’) it holds
sup
n≥1
E ′
[
E
[ ∫ t
0
|Dθxn(t)− 1|2dθ
]]
<∞, (3.27)
(2’) with β ∈ (0, 1/2) from (3.26), we have
sup
n≥1
E ′
[ ∫ t
0
∫ t
0
E[|Dθxn(t)−Dθ′xn(t)|2]
|θ′ − θ|1+2β dθ
′dθ
]
<∞. (3.28)
Once we have shown (3.27) and (3.28), it follows by simple application of Fatou’s lemma
that
E ′
[
lim inf
n≥1
(
E
[ ∫ t
0
|Dθxn(t)− 1|2dθ
]
+
∫ t
0
∫ t
0
E[|Dθxn(t)−Dθ′xn(t)|2]
|θ′ − θ|1+2β dθ
′dθ
)]
≤ lim inf
n≥1
E ′
[
E
[ ∫ t
0
|Dθxn(t)− 1|2dθ
]
+
∫ t
0
∫ t
0
E[|Dθxn(t)−Dθ′xn(t)|2]
|θ′ − θ|1+2β dθ
′dθ
]
≤ sup
n≥1
E ′
[
E
[ ∫ t
0
|Dθxn(t)− 1|2dθ
]]
+ sup
n≥1
E ′
[ ∫ t
0
∫ t
0
E[|Dθxn(t)−Dθ′xn(t)|2]
|θ′ − θ|1+2β dθ
′dθ
]
<∞.
But since any random variable with finite expectation is finite almost everywhere, this
means that for P ′-a.e. ω′ ∈ Ω′
lim inf
n≥1
(
E
[ ∫ t
0
|Dθxn(t, ·, ω′)− 1|2dθ
]
+
∫ t
0
∫ t
0
E[|Dθxn(t, ·, ω′)−Dθ′xn(t, ·, ω′)|2]
|θ′ − θ|1+2β dθ
′dθ
)
<∞.
In other words, there exists a subsetΩ′0 ⊆ Ω′ with P ′(Ω′0) = 1 such that for all ω′ ∈ Ω′0 the
above holds true. In particular, for every ω′ ∈ Ω′0, there exists a subsequence (nk(ω′))k≥1
such that nk(ω′)→∞, as n→∞, and
sup
k≥1
(
E
[ ∫ t
0
|Dθxnk(ω′)(t, ·, ω′)− 1|2dθ
]
+
∫ t
0
∫ t
0
E[|Dθxnk(ω′)(t, ·, ω′)−Dθ′xnk(ω′)(t, ·, ω′)|2]
|θ′ − θ|1+2β dθ
′dθ
)
<∞.
This proves (3.25) and (3.26). The relative compactness follows from Lemma A.6.
Proof of (3.27): Representation (3.9) yields
E ′[E[|Dθxn(t)− 1|2]] = E ′
[
E
[∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆mθ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(〈xnsl, ejl〉+ εwjlBHjl (sl))
}
ds
∣∣∣2]] (3.29)
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Now applying Girsanov’s theorem together with Corollary 3.4, Hölder’s theorem, we
get
E ′
[
E
[
|Dθxn(t)− 1|2
]]
= EPn
[dP⊗ P′
dP
n
∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(〈xnsl, ejl〉+ εwjlBHjl (sl))
}
ds
∣∣∣2]
≤ EPn
[∣∣∣dP⊗ P′
dP
n
∣∣∣2] 12EPn[∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(Fjl(sl,W
n
sl
) + εwjlB
Hjl (sl))
}
ds
∣∣∣4] 12
Note again that, for each ω′ ∈ Ω′, the law of the process W n under Pn is the same as
the law of the processW under P. Moreover, we have the following estimate:
EPn
[∣∣∣dP⊗ P′
dP
n
∣∣∣2] 12 = EPn[∣∣∣E(∫ ·
0
bn
(
F1(r,W
n
r ) + εw1B
H1(r),
. . . , Fd(r,W
n
r ) + εw1B
Hd(r)
)
dW
n
(r)
)
T
∣∣∣2] 12
= E
[
E
(∫ ·
0
2bn
(
F1(r,Wr) + εw1B
H1(r), . . .
)
dW (r)
)
T
· exp
(∫ T
0
∣∣∣bn(F1(r,Wr) + εw1BH1(r), . . . ,)∣∣∣2dr)] 12
≤ exp
(1
2
M2T
)
,
since 0 < exp
( ∫ T
0
|bn(·)|2ds
)
≤ exp
(
M2T
)
, E(·) ≥ 0 and E[E(·)T ] = 1. This
yields
E ′
[
E
[
|Dθxn(t)− 1|2
]]
≤ e 12M2T E¯
[∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(Fjl(sl,Wsl) + εwjlB
Hjl (sl))
}
ds
∣∣∣4] 12 .
Now we rewrite the above in terms of the norm ‖ · ‖L4(Ω¯) and apply that ‖
∑
. . . ‖ ≤∑ ‖ . . . ‖:
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E ′
[
E
[
|Dθxn(t)− 1|2
]]
≤ e 12M2T E¯
[∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(Fjl(sl,Wsl) + εwjlB
Hjl (sl))
}
ds
∣∣∣4] 12
= e
1
2
M2T
∥∥∥∥ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(Fjl(sl,Wsl) + εwjlB
Hjl (sl))
}
ds
∥∥∥∥2
L4(Ω¯)
≤ e 12M2T
( ∞∑
m=1
d∑
j1,...,jm=1
∥∥∥∥ ∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(Fjl(sl,Wsl) + εwjlB
Hjl (sl))
}
ds
∥∥∥∥
L4(Ω¯)
)2
= e
1
2
M2T
( ∞∑
m=1
d∑
j1,...,jm=1
E¯
[∣∣∣ ∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(Fjl(sl,Wsl) + εwjlB
Hjl (sl))
}
ds
∣∣∣4] 14)2.
For simpler notation, we define the process Y : [0, T ]× Ω¯→ Rd by
Y (s) := (Y1(s), . . . , Yd(s))
⊤
Yi(s) := Fi(s,Ws) + εwiB
Hi(s).
(3.30)
Then the above estimate becomes
E ′
[
E
[
|Dθxn(t)− 1|2
]]
≤ e 12M2T
( ∞∑
m=1
d∑
j1,...,jm=1
E¯
[∣∣∣ ∫
∆m
θ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))ds
∣∣∣4] 14)2. (3.31)
Let us, for a moment, only consider the term inside the expectation E¯. Application of
Lemma 2.1 and rewriting a4 = (a2)2 yields
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∣∣∣ ∫
∆mθ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))dsm . . . ds1
∣∣∣4
=
( ∑
σ∈S(m,m)
∫
∆2m
θ,t
{
Hj1,...,jm(sσ(1), . . . , sσ(m), θ)Hj1,...,jm(sσ(m+1), . . . , sσ(2m), θ)
·
m∏
l=1
b′jl,n(Yjl(sσ(l)))
2m∏
l=m+1
b′jl−m,n(Yjl−m(sσ(l)))
}
ds
)2
We define
H⊗2j1,...,jm(σ; s1, . . . , s2m, θ)
:= Hj1,...,jm(s˜1, . . . , s˜m, θ)Hj1,...,jm(s˜m+1, . . . , s˜2m, θ)
∣∣∣
s˜i=sσ(i), i=1,...,2m
.
(3.32)
Moreover, defining l˜ := σ(l), we note that
m∏
l=1
b′jl,n(Yjl(sσ(l)))
2m∏
l=m+1
b′jl−m,n(Yjl−m(sσ(l))) =
2m∏
l=1
b′j[σ−1(l)]modm ,n
(Yj[σ−1(l)]modm
(sl))
Plugging this in and applying Lemma 2.1 again yields
∣∣∣ ∫
∆mθ,t
Hj1,...,jm(s, θ)
( m∏
l=1
b′jl,n(Y (sl))
)
dsm . . . ds1
∣∣∣4
=
( ∑
σ1∈S(m,m)
∫
∆2m
θ,t
{
H⊗2j1,...,jm(σ1; s1, . . . , s2m, θ)
·
2m∏
l=1
b′j
[σ−1
1
(l)]modm
,n(Yj[σ−11 (l)]modm
(sl))
}
ds2m . . . ds1
)
·
( ∑
σ2∈S(m,m)
∫
∆2mθ,t
{
H⊗2j1,...,jm(σ2; s2m+1, . . . , s4m, θ)
·
4m∏
l=2m+1
b′j
[σ−1
2
(l−2m)]modm
,n(Yj[σ−12 (l−2m)]modm
(sl))
}
ds4m . . . ds2m+1
)
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=
∑
σ1,σ2∈S(m,m)
∑
τ∈S(2m,2m)
∫
∆4m
θ,t
{
H⊗2j1,...,jm(σ1; sτ(1), . . . , sτ(2m), θ)
· H⊗2j1,...,jm(σ2; sτ(2m+1), . . . , sτ(4m), θ)
2m∏
l=1
b′j
[σ−1
1
(l)]modm
,n(Yj[σ−11 (l)]modm
(sτ(l)))
·
4m∏
l=2m+1
b′j
[σ−12 (l−2m)]modm
,n(Yj[σ−1
2
(l−2m)]modm
(sτ(l)))
}
ds4m . . . ds1
Note that, by (3.32),
H⊗2j1,...,jm(σ1; sτ(1), . . . , sτ(2m), θ)
= H⊗2j1,...,jm(σ1; sˆ1, . . . , sˆ2m, θ)
∣∣∣
sˆi=sτ(i), i=1,...,2m
= Hj1,...,jm(s˜1, . . . , s˜m, θ)Hj1,...,jm(s˜m+1, . . . , s˜2m, θ)
∣∣∣
s˜i=sˆσ1(i)=sτ(σ1(i)), i=1,...,2m
= Hj1,...,jm(sτ(σ1(1)), . . . , sτ(σ1(m)), θ)Hj1,...,jm(sτ(σ1(m+1)), . . . , sτ(σ1(2m)), θ).
A similar representation holds for H⊗2j1,...,jm(σ2; sτ(2m+1), . . . , sτ(4m), θ). So we can de-
fine
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
:= H⊗2j1,...,jm(σ1; sτ(1), . . . , sτ(2m), θ)H⊗2j1,...,jm(σ2; sτ(2m+1), . . . , sτ(4m), θ)
= Hj1,...,jm(sτ(σ1(1)), . . . , sτ(σ1(m)), θ)Hj1,...,jm(sτ(σ1(m+1)), . . . , sτ(σ1(2m)), θ)
· Hj1,...,jm(sτ(σ2(2m+1)), . . . , sτ(σ2(3m)), θ)Hj1,...,jm(sτ(σ2(3m+1)), . . . , sτ(σ2(4m)), θ)
(3.33)
In the same spirit as before, we can write
2m∏
l=1
b′j
[σ−1
1
(l)]modm
,n(Yj[σ−1
1
(l)]modm
(sτ(l)))
4m∏
l=2m+1
b′j
[σ−1
2
(l−2m)]modm
,n(Yj[σ−1
2
(l−2m)]modm
(sτ(l)))
=
4m∏
l=1
b′jαl ,n
(Yjαl (sl))
where
αl =
[
σ−1⌈
τ−1(l)−1
2m
⌉([τ−1(l)]mod 2m)
]
modm
(3.34)
where we used that⌈
τ−1(l)− 1
2m
⌉
=
{
1, if τ−1(l) ∈ {1, . . . , 2m}
2, if τ−1(l) ∈ {2m+ 1, . . . , 4m} .
Plugging all in, we get
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∣∣∣ ∫
∆mθ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))dsm . . . ds1
∣∣∣4
=
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
b′jαl ,n
(Yjαl(sl))ds4m . . . ds1.
Note each bi,n, i = 1, . . . , d has bounded support and is smooth. Therefore, bi,n is a
Schwartz function, which means that it has an inverse Fourier transform, and thus
b′i,n(y) =
d
dy
bi,n(y) =
d
dy
FF−1bi,n(y) = d
dy
∫
R
F−1bi,n(u)e−iuydu
=
d
dy
∫
R
1
2π
∫
R
bi,n(z)e
izudze−iuydu = (2π)−1
∫
R
bi,n(z)
∫
R
e−iu(y−z)dudz.
We therefore have
∣∣∣ ∫
∆mθ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))dsm . . . ds1
∣∣∣4
=
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
∫
R4m
{( 4m∏
l=1
bjαl ,n(zl)
)
(2π)−4m
∫
R4m
∫
∆4m
θ,t
{H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)
}
dsdu
}
dz
≤
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
∫
R4m
{∣∣∣ 4m∏
l=1
bjαl ,n(zl)
∣∣∣ · ∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
{H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)
}
dsdu
∣∣∣}dz.
Using Hölder’s inequality we achieve the following estimate
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E¯
[∣∣∣ ∫
∆m
θ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))dsm . . . ds1
∣∣∣4]
≤
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
∫
R4m
{
4m∏
l=1
|bjαl ,n(zl)|
· E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4mθ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣]
}
dz
≤
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
∫
R4m
{
4m∏
l=1
|bjαl ,n(zl)|
· E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4mθ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ) (3.35)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2] 12
}
dz.
Again, for a moment we just consider the term inside the expectation E¯. Recall that for
an integrable function g : Rq → C we can write∣∣∣∣∫
Rq
g(u1, . . . , uq)du1 . . . duq
∣∣∣∣2
=
∫
Rq
g(u1, . . . , uq)du1 . . . duq
∫
Rq
g(uq+1, . . . , u2q)duq+1 . . . du2q
=
∫
Rq
g(u1, . . . , uq)du1 . . . duq
∫
Rq
g(uq+1, . . . , u2q)duq+1 . . . du2q
=
∫
Rq
g(u1, . . . , uq)du1 . . . duq(−1)q
∫
Rq
g(−uq+1, . . . ,−u2q)duq+1 . . . du2q
= (−1)q
∫
R2q
g(u1, . . . , uq)g(−uq+1, . . . ,−u2q)du1 . . . du2q,
where we have used the change of variables (uq+1, . . . , u2q) 7→ (−uq+1, . . . ,−u2q) in the
third equality. Therefore, setting
g(u1, . . . , u4m) :=
∫
∆4m
θ,t
{
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)
}
ds4m . . . ds1,
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and applying the rules for the complex conjugate we get
g(−u4m+1, . . . ,−u8m)
=
∫
∆4m
θ,t
{
H⊗4j1,...,jm(τ, σ1, σ2; s4m+1, . . . , s8m, θ)
·
8m∏
l=4m+1
e
−i(−ul)(Yjα[l] mod 4m
(sl)−z[l]mod 4m )(iul)
}
ds8m . . . ds4m+1
=
∫
∆4mθ,t
{
H⊗4j1,...,jm(τ, σ1, σ2; s4m+1, . . . , s8m, θ)
·
8m∏
l=4m+1
e
iul(Yjα[l] mod 4m
(sl)−z[l]mod 4m )(iul)
}
ds8m . . . ds4m+1
=
∫
∆4mθ,t
{
H⊗4j1,...,jm(τ, σ1, σ2; s4m+1, . . . , s8m, θ)
·
8m∏
l=4m+1
e
−iul(Yjα[l] mod 4m
(sl)−z[l]mod 4m )(−iul)
}
ds8m . . . ds4m+1.
This yields
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4mθ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
= E¯
[
(2π)−8m(−1)4m
∫
R8m
(∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)ds4m . . . ds1
)
·
(∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s4m+1, . . . , s8m, θ)
·
8m∏
l=4m+1
e
−iul(Yjα[l] mod 4m
(sl)−z[l]mod 4m )(−iul)ds8m . . . ds4m+1
)
du
]
= E¯
[
(2π)−8m
∫
R8m
4m∏
l=1
ei(ul+ul+4m)zl
(
(−iul)(−iul+4m)
)
·
(∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e
−iulYjα[l] mod 4m
(sl)ds4m . . . ds1
)
·
(∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s4m+1, . . . , s8m, θ)
8m∏
l=4m+1
e
−iulYjα[l] mod 4m
(sl)ds8m . . . ds4m+1
)
du
]
.
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Now observe that, since (−i)(−i) = −1, we have that
(
(−iul)(−iul+4m)
)
is of the
form (−1)ulul+4m and thus
4m∏
l=1
ei(ul+ul+4m)zl
(
(−iul)(−iul+4m)
)
= (−1)4m
4m∏
l=1
ei(ul+ul+4m)zl
(
ulul+4m
)
=
4m∏
l=1
ei(ul+ul+4m)zlulul+4m.
Plugging this in and applying Lemma 2.1, we get
E¯
[∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣2]
=
∑
ρ∈S(4m,4m)
E¯
[
(2π)−8m
∫
R8m
( 4m∏
l=1
ei(ul+ul+4m)zlulul+4m
·
∫
∆8m
θ,t
{
H⊗4j1,...,jm(τ, σ1, σ2; sρ(1), . . . , sρ(4m), θ)H⊗4j1,...,jm(τ, σ1, σ2; sρ(4m+1), . . . , sρ(8m), θ)
·
8m∏
l=1
e
−iulYjα[l] mod 4m
(sρ(l))
}
ds8m . . . ds1
)
du
]
=
∑
ρ∈S(4m,4m)
E¯
[
(2π)−8m
∫
R8m
(
ei
∑4m
l=1(ul+ul+4m)zl
8m∏
l=1
ul
·
∫
∆8m
θ,t
{
H⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)e
−i
∑8m
l=1 uρ−1(l)Yjα[ρ−1(l)]mod4m
(sl)
}
ds8m . . . ds1
)
du
]
=
∑
ρ∈S(4m,4m)
(2π)−8m
∫
R8m
(
ei
∑4m
l=1(ul+ul+4m)zl
8m∏
l=1
ul
·
∫
∆8m
θ,t
{
H⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)E¯
[
e
−i
∑8m
l=1 uρ−1(l)Yjαρ
l
(sl)
]}
ds8m . . . ds1
)
du,
whereH⊗8j1,...,jm(. . . ) is defined the same way asH⊗4j1,...,jm(. . . ) andH⊗2j1,...,jm(. . . ) before
and αρl := α[ρ−1(l)]mod 4m . Now denote for any ρ ∈ S(4m, 4m), by Pρ ∈ R8m×8m the
permutation matrix such that, for u ∈ R8m, Pρu = uρ, where uρ = (uρ(1), . . . , uρ(8m)).
Then
uρ−1 = Pρ−1u = P
−1
ρ u.
For every fixed ρ ∈ S(4m, 4m) we can define u˜ := P−1ρ u. Note that
∏8m
l=1 ul =
∏8m
l=1 u˜l.
Since | detP−1ρ | = 1, we have by the transformation formula
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E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4mθ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
=
∑
ρ∈S(4m,4m)
(2π)−8m
∫
R8m
(
ei
∑4m
l=1((Pρu˜)l+(Pρu˜)l+4m)zl
8m∏
l=1
u˜l
·
∫
∆8mθ,t
{
H⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)E¯
[
e
−i
∑8m
l=1 u˜lYjαρ
l
(sl)
]}
ds8m . . . ds1
)
du˜.
Note that
∑8m
l=1 u˜lYjαρ
l
(sl) is a Gaussian random variable. To see this, rewrite
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl) =
∑
k∈{j1,...,jm}
∑
l:j
α
ρ
l
=k
(−u˜l)Yk(sl) (3.36)
=
∑
k∈{j1,...,jm}
∑
l:j
α
ρ
l
=k
(−u˜l)(Fk(sl,Wsl) + εwkBHk(sl))
=
∑
k∈{j1,...,jm}
∑
l:j
α
ρ
l
=k
(−u˜l)Fk(sl,Wsl) +
∑
k∈{j1,...,jm}
Gk(s),
where Gk(s) :=
∑
l:j
α
ρ
l
=k(−u˜l)εwkBHk(sl), s ∈ ∆8mθ,t . Note that the first summand
is Gaussian as a sum bounded linear functionals of the Gaussian process W and that
(Gk(s))k are independent Gaussian random variables, independent of the processW . We
therefore have that
E¯
[
e
−i
∑8m
l=1 u˜lYjαρ
l
(sl)
]
= E¯
[
e
i(−
∑8m
l=1 u˜lYjαρ
l
(sl))
]
= exp
{
iE¯
[
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
]
− 1
2
VarP¯
(
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
)}
= eiµ
ρ(u˜,s) exp
{
− 1
2
VarP¯
(
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
)}
Plugging in and using that
∫ · · · ≤ ∫ | . . . | as well as the fact that |eiϕ| = 1 and that
|H⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)| ≤ (1 + r)8m, we have
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E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
ρ∈S(4m,4m)
(2π)−8m
∫
R8m
(
|ei
∑4m
l=1((Pρu˜)l+(Pρu˜)l+4m)zl |
8m∏
l=1
|u˜l|
·
∫
∆8mθ,t
{
|H⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)||eiµ
ρ(u˜,s)|
·
∣∣∣ exp{− 1
2
VarP¯
(
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
)}∣∣∣}ds8m . . . ds1)du˜
≤
∑
ρ∈S(4m,4m)
(
1 + r
2π
)8m ∫
R8m
( 8m∏
l=1
|u˜l|
·
∫
∆8m
θ,t
exp
{
− 1
2
VarP¯
(
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
)}
ds8m . . . ds1
)
du˜.
Moreover, by the independence ofW and (Gk)k it holds
VarP¯
(
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
)
= VarP¯
( ∑
k∈{j1,...,jm}
∑
l:j
α
ρ
l
=k
(−u˜l)Fk(sl,Wsl) +
∑
k∈{j1,...,jm}
Gk(s)
)
= VarP¯
( ∑
k∈{j1,...,jm}
∑
l:j
α
ρ
l
=k
(−u˜l)Fk(sl,Wsl)
)
+
∑
k∈{j1,...,jm}
VarP¯(Gk(s))
≥
∑
k∈{j1,...,jm}
VarP¯(Gk(s))
=
∑
k∈{j1,...,jm}
VarP¯
( ∑
l:j
α
ρ
l
=k
(−u˜l)εwkBHk(sl)
)
.
Now we define for each k ∈ {j1, . . . , jm} and each ρ ∈ S(4m, 4m),
ak := card{l : jαρ
l
= k} = 8 card{l : jl = k}, (3.37)
(note that this implies that
∑
k∈{j1,...,jm}
ak = 8m) and perform the transformations
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R
8m ∋ u˜ =
 u˜1...
u˜8m
 7→ u˜k =
 u˜k1...
u˜kak
 ∈ Rak
∆8mθ,t ∋ s =
 s1...
s8m
 7→ sk =
 sk1...
skak
 ∈ ∆akθ,t
(3.38)
where u˜k consists of those entries u˜l of u˜ such that jαρ
l
= k and sk is defined in the
same manner, in particular, the entries of sk follow the same order as those of u˜k. Note
that the R8m vector that one gets from putting all u˜k, k ∈ {j1, . . . , jm}, together contains
all the elements in u˜ just rearranged (i.e. permutated). We thus have
VarP¯
(
−
8m∑
l=1
u˜lYj
α
ρ
l
(sl)
)
≥
∑
k∈{j1,...,jm}
VarP¯
( ak∑
l=1
(−u˜kl )εwkBHk(skl )
)
.
Plugging this in and recalling that
∏8m
l=1 |u˜l| =
∏
k∈{j1,...,jm}
∏ak
l=1 |u˜kl | and that
∆8mθ,t ⊆
∏
k∈{j1,...,jm}
∆akθ,t,
we get the estimate
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
ρ∈S(4m,4m)
(
1 + r
2π
)8m ∫
R8m
(( ∏
k∈{j1,...,jm}
ak∏
l=1
|u˜kl |
)
·
∫
∏
k∈{j1,...,jm}
∆
ak
θ,t
∏
k∈{j1,...,jm}
exp
{
− 1
2
VarP¯
( ak∑
l=1
(−u˜kl )εwkBHk(skl )
)}
d(sk)k
)
d(u˜k)k
=
∑
ρ∈S(4m,4m)
(
1 + r
2π
)8m ∏
k∈{j1,...,jm}
∫
Rak
( ak∏
l=1
|u˜kl |
·
∫
∆
ak
θ,t
exp
{
− 1
2
VarP¯
( ak∑
l=1
(−u˜kl )εwkBHk(skl )
)}
dsk
)
du˜k,
where d(sk)k :=
∏
k∈{j1,...,jm}
dsk and d(u˜k)k is defined equivalently. For each k ∈
{j1, . . . , jm}, we define now the transformationMk : Rak → Rak by
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R
ak×ak ∋Mk :=

1 0 0 · · · 0 0 0
−1 1 0 · · · 0 0 0
0 −1 1 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · 1 0 0
0 0 0 · · · −1 1 0
0 0 0 · · · 0 −1 1

and define the vector ξk ∈ Rak by
u˜k =: Mkξk.
Since | detMk| = 1, we have by the transformation formula
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
ρ∈S(4m,4m)
(
1 + r
2π
)8m ∏
k∈{j1,...,jm}
∫
Rak
( ak∏
l=1
|(Mkξk)l|
·
∫
∆
ak
θ,t
exp
{
− 1
2
VarP¯
( ak∑
l=1
(−(Mkξk)l)εwkBHk(skl )
)}
dsk
)
dξk.
Applying the strong local non-determinism (see Remark 2.5) of the fractional Brownian
motion yields
VarP¯
( ak∑
l=1
(−(Mkξk)l)εwkBHk(skl )
)
= VarP¯
(
ξk1εwkB
Hk(sk1) +
ak∑
l=2
(ξkl − ξkl−1)εwkBHk(skl )
)
= VarP¯
(
ξkakεwkB
Hk(skak) +
ak−1∑
l=1
ξkl εwk(B
Hk(skl )−BHk(skl+1))
)
≥ Ck
ak∑
l=1
∣∣ξkl ∣∣2ε2|wk|2|skl − skl+1|2Hk = ak∑
l=1
∣∣ξkl ∣∣2
σ2l,k(s
k)
,
for a constant Ck = C(Hk) ∈ (0, 1), where we defined sak+1 := θ and
σl,k(s
k) := C
− 1
2
k ε
−1|wk|−1|skl − skl+1|−Hk . (3.39)
Moreover, we have
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ak∏
l=1
|(Mkξk)l| = |ξk1 |
ak∏
l=2
|ξkl − ξkl−1| < (1 + |ξk1 |)
ak∏
l=2
(1 + |ξkl |)(1 + |ξkl−1|)
=
( ak∏
l=1
(1 + |ξkl |)
)( ak−1∏
l=1
(1 + |ξkl |)
)
≤
ak∏
l=1
(1 + |ξkl |)2
< 2ak
ak∏
l=1
(1 + |ξkl |+ |ξkl |2) = 2ak
ak∏
l=1
∑
δl∈{0,1,2}
|ξkl |δl
= 2ak
∑
δ∈{0,1,2}ak
ak∏
l=1
|ξkl |δl.
Plugging this in and using that
∑
k∈{j1,...,jm}
ak = 8m, we achieve the estimate
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
ρ∈S(4m,4m)
∏
k∈{j1,...,jm}
(
1 + r
π
)ak ∫
R
ak
( ∑
δ∈{0,1,2}ak
ak∏
l=1
|ξkl |δl
·
∫
∆
ak
θ,t
exp
{
− 1
2
ak∑
l=1
∣∣ξkl ∣∣2
σ2l,k(s
k)
}
dsk
)
dξk
=
∑
ρ∈S(4m,4m)
∏
k∈{j1,...,jm}
(
1 + r
π
)ak ∑
δ∈{0,1,2}ak
∫
∆
ak
θ,t
∫
Rak
ak∏
l=1
|ξkl |δle
− 1
2
∣∣
ξkl
∣∣2
σ2
l,k
(sk)dξkdsk
=
∑
ρ∈S(4m,4m)
∏
k∈{j1,...,jm}
(
1 + r
π
)ak ∑
δ∈{0,1,2}ak
∫
∆
ak
θ,t
ak∏
l=1
∫
R
|ξkl |δle
− 1
2
∣∣
ξkl
∣∣2
σ2
l,k
(sk)dξkl ds
k.
Consider the inner integral
∫
R
|ξkl |δle
− 1
2
∣∣
ξkl
∣∣2
σ2
l,k
(sk)dξkl =

∫
R
e
− x
2
2σ2
l,k
(sk)dx =
√
2πσ2l,k(s
k), δl = 0∫
R
|x|e−
x2
2σ2
l,k
(sk)dx = 2σ2l,k(s), δl = 1∫
R
|x|2e−
x2
2σ2
l,k
(sk)dx =
√
2πσ3l,k(s), δl = 2
≤
√
2π(σl,k(s
k))1+δl .
By (3.39), using that 1+ δl ∈ {1, 2, 3} and that |skl − skl+1| ≤ T (ε) < ε
3
δH < 1, Ck < 1
and wk ≤ 1, we get
STRONG UNIQUENESS OF SINGULAR STOCHASTIC DELAY EQUATIONS 35
∫
R
|ξkl |δle
− 1
2
∣∣
ξkl
∣∣2
σ2
l,k
(sk)dξkl ≤
√
2π(C
− 1
2
k ε
−1|wk|−1|skl − skl+1|−Hk)1+δl
≤
√
2πC
− 3
2
k ε
−3|wk|−3|skl − skl+1|−3Hk
Note that the right-hand side of this inequality does not depend on δ any longer. In-
serting this inequality and making use of the fact that card{0, 1, 2}ak = 3ak , the estimate
becomes
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
ρ∈S(4m,4m)
{ ∏
k∈{j1,...,jm}
(√
2(1 + r)√
π
C
− 3
2
k ε
−3|wk|−3
)ak
·
∑
δ∈{0,1,2}ak
∫
∆
ak
θ,t
ak∏
l=1
|skl − skl+1|−3Hkdsk
}
(3.40)
=
∑
ρ∈S(4m,4m)
{ ∏
k∈{j1,...,jm}
(
3
√
2(1 + r)√
π
C
− 3
2
k ε
−3|wk|−3
)ak ∫
∆
ak
θ,t
ak∏
l=1
|skl − skl+1|−3Hkdsk
}
.
Now we study the term
∫
∆
ak
θ,t
∏ak
l=1 |skl − skl+1|−3Hkdsk. Observe that, by Assumption
3.6 (H), it holds −3Hk > −1 for all l = 1, . . . , ak. We can therefore apply Lemma A.3
and get that
∫
∆
ak
θ,t
ak∏
l=1
|skl − skl+1|−3Hkdsk =
∏ak
l=1 Γ(1− 3Hk)
Γ(1 + ak − 3akHk)(t− θ)
ak−3akHk .
Now since, by Assumption 3.6 (H), Hk <
1−δH
3
for some δH ∈ (0, 1), and since the
Gamma function is monotone decreasing on the interval [0, 1] we have
Γ(1− 3Hk) ≤ Γ(δH).
Moreover, since Γ(x) > 1
2
for all x > 0 and since 1 + ak(1 − 3Hk) ≥ 1 + akδH > 1,
we have ∏ak
l=1 Γ(1− 3Hk)
Γ(1 + ak(1− 3Hk)) ≤ 2Γ(δH)
ak ≤ 2akΓ(δH)ak for k ∈ {j1, . . . , jm}.
Note further that (t− θ)ak(1−3Hk) ≤ (t− θ)δHak . Plugging in, we achieve the estimate
∫
∆
ak
θ,t
ak∏
l=1
|skl − skl+1|−3Hkdsk ≤ 2akΓ(δH)ak(t− θ)δHak ,
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which we insert in (3.40) to get
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
ρ∈S(4m,4m)
{ ∏
k∈{j1,...,jm}
(
3
√
2(1 + r)√
π
C
− 3
2
k ε
−3|wk|−3
)ak
2akΓ(δH)
ak(t− θ)δHak
}
≤
∑
ρ∈S(4m,4m)
∏
k∈{j1,...,jm}
(
6
√
2(1 + r)Γ(δH)(t− θ)δH√
π
C
− 3
2
k ε
−3|wk|−3
)ak
.
Now recall that, by (3.37),
ak = card{l : jαρ
l
= k} = 8 card{l : jl = k},
which means that we can rewrite
∏
k∈{j1,...,jm}
(
6
√
2(1 + r)Γ(δH)(t− θ)δH√
π
C
− 3
2
k ε
−3|wk|−3
)ak
=
m∏
l=1
(
6
√
2(1 + r)Γ(δH)(t− θ)δH√
π
C
− 3
2
jl
ε−3|wjl|−3
)8
.
Since card(S(4m, 4m)) =
(
8m
4m
) ≤ 28m we therefore obtain
E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
m∏
l=1
(
12
√
2(1 + r)Γ(δH)(t− θ)δH√
π
C
− 3
2
jl
ε−3|wjl|−3
)8
.
Note that while the term on the left handside depends on z, the term on the right hand-
side does not. We are now ready to go back to (3.35). Plugging our results in, we achieve
the following estimate
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E¯
[∣∣∣ ∫
∆mθ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))dsm . . . ds1
∣∣∣4]
≤
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
∫
R4m
4m∏
l=1
|bjαl ,n(zl)|E¯
[∣∣∣∣(2π)−4m ∫
R4m
∫
∆4m
θ,t
H⊗4j1,...,jm(τ, σ1, σ2; s1, . . . , s4m, θ)
·
4m∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2] 12dz
≤
∑
σ1,σ2∈S(m,m)
τ∈S(2m,2m)
(
4m∏
l=1
‖bjαl ,n‖L1
)
·
(
m∏
l=1
12
√
2(1 + r)Γ(δH)(t− θ)δH√
π
C
− 3
2
jl
ε−3|wjl|−3
)4
≤
m∏
l=1
(
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√
2(1 + r)Γ(δH)(t− θ)δH√
π
C
− 3
2
jl
ε−3|wjl|−3‖bjl‖L1
)4
=
m∏
l=1
ε−12(t− θ)4δHA4jl.
In the last inequality, we used (3.34) and the fact that σ1, σ2 and τ are permutations
which implies that
4m∏
l=1
‖bjαl ,n‖L1 =
m∏
l=1
‖bjl,n‖4L1 =
m∏
l=1
(∫
R
|bjl,n(z)|dz
)4
=
m∏
l=1
(∫
R
|bjl ∗ ϕn(z)|dz
)4
=
m∏
l=1
(∫
R
|
∫
R
bjl(y)ϕn(z − y)dy|dz
)4
≤
m∏
l=1
(∫
R
∫
R
|bjl(y)|ϕn(z − y)dydz
)4
=
m∏
l=1
(∫
R
|bjl(y)|
∫
R
ϕn(z − y)dzdy
)4
=
m∏
l=1
(∫
R
|bjl(y)|dy
)4
=
m∏
l=1
‖bjl‖4L1 .
Moreover, we applied the fact that card(S(2m, 2m)) =
(
4m
2m
) ≤ 24m and card(S(m,m)) =(
2m
m
) ≤ 22m.
With this estimation at hands, we can finally return to (3.31) and obtain
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E ′
[
E
[
|Dθxn(t)− 1|2
]]
≤ e 12M2T
( ∞∑
m=1
d∑
j1,...,jm=1
E¯
[∣∣∣ ∫
∆mθ,t
Hj1,...,jm(s, θ)
m∏
l=1
b′jl,n(Yjl(sl))ds
∣∣∣4] 14)2
≤ e 12M2T
( ∞∑
m=1
d∑
j1,...,jm=1
m∏
l=1
ε−3(t− θ)δHAjl
)2
= e
1
2
M2T
( ∞∑
m=1
m∏
l=1
d∑
jl=1
ε−3(t− θ)δHAjl
)2
= e
1
2
M2T
( ∞∑
m=1
(
ε−3(t− θ)δH
d∑
j=1
Aj
)m)2
. (3.41)
The right handside is finite by Assumptions 3.6 (T ) and (A). In fact,
E ′
[
E
[
|Dθxn(t)− 1|2
]]
≤ e 12M2T
( ∞∑
m=1
(
(t− θ)δHε−3
)m)2
= e
1
2
M2T
(
1
1− (t− θ)δHε−3 − 1
)2
= e
1
2
M2T
(
(t− θ)δHε−3
1− (t− θ)δHε−3
)2
= e
1
2
M2T |t− θ|2δH
(ε3 − |t− θ|δH )2 .
Since we have |t−θ|δH ≤ T (ε)δH < ε3−δδHT , the denominator is larger than δ2δHT . The
above term therefore simplifies to
E ′
[
E
[
|Dθxn(t)− 1|2
]]
≤ e 12M2T δ−2δHT |t− θ|2δH . (3.42)
Integrating and taking the supremum over n (note that we eliminated all dependence
on n before) now finally yields
sup
n≥1
∫ t
0
E ′
[
E
[
|Dθxn(t)− 1|2
]]
dθ ≤ e 12M2T δ−2δHT
t2δH+1
2δH + 1
<∞,
which proves (3.27).
Proof of (3.28): Note that, by Fubini’s theorem, we have
E ′
[ ∫ t
0
∫ t
0
E[|Dθxn(t)−Dθ′xn(t)|2]
|θ′ − θ|1+2β dθ
′dθ
]
=
∫ t
0
∫ t
0
E ′
[
E[|Dθxn(t)−Dθ′xn(t)|2]
]
|θ′ − θ|1+2β dθ
′dθ.
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We therefore consider for the moment the term E ′
[
E[|Dθxn(t) − Dθ′xn(t)|2]
]
. The
representation (3.11) together with the fact that (a+ b+ c)2 ≤ 3a2 + 3b2 + 3c2 yield
E ′
[
E[|Dθxn(t)−Dθ′xn(t)|2]
]
≤ 3E ′
[
E[|Dθxn(θ′)− 1|2]
]
+ 3E ′
[
E
[∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ′,t
H˜j1,...,jm(s, θ, θ′)
·
m∏
l=1
b′jl,n(〈xnsl , ejl〉+ εwjlBHjl (sl))ds
∣∣∣2]]
+ 3E ′
[
E
[∣∣∣ ∞∑
m1,m2=1
d∑
j1,...,jm1+m2=1
∫
∆
m1
θ′,t
×∆
m2
θ,θ′
{
Hj1,...,jm1+m2 (s, θ)
·
m1+m2∏
l=1
b′jl,n(〈xnsl, e1〉+ εwjlBHjl (sl), . . . )
}
ds
∣∣∣2]]
= 3I1(θ, θ
′) + 3I2(θ, θ
′, t) + 3I3(θ, θ
′, t).
It follows directly from (3.42) that
I1(θ, θ
′) ≤ e 12M2T δ−2δHT |θ′ − θ|2δH . (3.43)
For the term I2(θ, θ′, t) recall (3.29), which we state again for convenience:
E ′[E[|Dθxn(t)− 1|2]] = E ′
[
E
[∣∣∣ ∞∑
m=1
d∑
j1,...,jm=1
∫
∆m
θ,t
{
Hj1,...,jm(s, θ)
·
m∏
l=1
b′jl,n(〈xnsl, ejl〉+ εwjlBHjl (sl))
}
ds
∣∣∣2]]
Note that the term I2(θ, θ′, t) has the same form as the term on the right-hand side of
this equation, except that the integral is now over ∆mθ′,t instead of ∆
m
θ,t, and the function
Hj1,...,jm(s, θ) must be replaced by the function H˜j1,...,jm(s, θ, θ′). We then perform the
exact same steps as in the prove of (3.27) until we reach estimation
|H⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)| ≤ (1 + r)8m,
which in our case is replaced by
|H˜⊗8j1,...,jm(ρ, τ, σ1, σ2; s1, . . . , s8m, θ)| ≤ (1 + r)8(m−1)|θ − θ′|4 = (1 + r)8m
|θ − θ′|4
(1 + r)8
,
as to be seen easily from (3.16). Continuing with the exact same steps as in the proof
of (3.27), just keeping in mind the additional term |θ−θ
′|4
(1+r)8
, we eventually get the estimate
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I2(θ, θ
′, t) ≤ e 12M2T δ−2δHT |t− θ′|2δH
|θ − θ′|
(1 + r)2
. (3.44)
For the term I3(θ, θ′, t), similarly to the case of I2(θ, θ′, t), we compare with (3.29) and
note that it also has the same structure as the right-hand side of this equation, just that the
sum over m becomes a double sum over m1 and m2 and the integral over ∆mθ,t becomes
an integral over ∆m1θ′,t ×∆m2θ,θ′ . We therefore again perform the exact same steps as in the
proof of (3.27) until we reach (3.36), just that whenever we multiply two integrals over
∆m1θ′,t×∆m2θ,θ′ we apply Corollary 2.2. Note that this means that all the shuffle permutations
σ1, σ2 ∈ S(m,m), τ ∈ S(2m, 2m) and ρ ∈ S(4m, 4m) are replaced by permutations
(σ11, σ
2
1), (σ
1
2, σ
2
2) ∈ S(m1, m1)×S(m2, m2), (τ 1, τ 2) ∈ S(2m1, 2m1)×S(2m2, 2m2) and
(ρ1, ρ2) ∈ S(4m1, 4m1) × S(4m2, 4m2). We have to adjust the definitions for the index
permutaions α and αρ to the new type of permutations but this works in the canonical
way. In equation (3.36), having in mind Corollary 2.3, we re-group the terms now a little
bit differently, namely
−
8m1+8m2∑
l=1
u˜lYj
α
(ρ1,ρ2)
l
(sl) =
∑
k1∈{j1,...,jm1}
∑
l∈{1,...,8m1}:
j
α
(ρ1,ρ2)
l
=k1
(−u˜l)Yk1(sl)
+
∑
k2∈{jm1+1,...,jm1+m2}
∑
l∈{8m1+1,...,8m1+8m2}:
j
α
(ρ1,ρ2)
l
=k2
(−u˜l)Yk2(sl)
=
∑
k1∈{j1,...,jm1}
∑
l∈{1,...,8m1}:
j
α
(ρ1,ρ2)
l
=k1
(−u˜l)Fk1(sl,Wsl)
+
∑
k2∈{jm1+1,...,jm1+m2}
∑
l∈{8m1+1,...,8m1+8m2}:
j
α
(ρ1,ρ2)
l
=k2
(−u˜l)Fk2(sl,Wsl)
+
∑
k1∈{j1,...,jm1}
G1k1(s) +
∑
k2∈{jm1+1,...,jm1+m2}
G2k2(s),
where, for s ∈ ∆8m1θ′,t ×∆8m2θ,θ′ ,
G1k(s) :=
∑
l∈{1,...,8m1}:
j
α
(ρ1,ρ2)
l
=k1
(−u˜l)εwkBHk1 (sl)
G2k(s) :=
∑
l∈{8m1+1,...,8m1+8m2}:
j
α
(ρ1,ρ2)
l
=k2
(−u˜l)εwkBHk2 (sl).
Next we define for each k1 ∈ {j1, . . . , jm1}, k2 ∈ {jm1+1, . . . , jm1+m2},
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a1k1 := 8 card{l ∈ {1, . . . , m1} : jl = k1},
a2k2 := 8 card{l ∈ {m1 + 1, . . . , m1 +m2} : jl = k2}
and adjust the transformations from (3.38) to our new setup by defining
R
8m1+8m2 ∋ u˜ =
 u˜1...
u˜8m1+8m2
 7→ u˜ki,i =
u˜
ki,i
1
...
u˜ki,i
aiki
 ∈ Raiki , i = 1, 2
∆8m1θ′,t ×∆8m2θ,θ′ ∋ s =
 s1...
s8m1+8m2
 7→ sk1,1 =
s
k1,1
1
...
sk1,1
a1k1
 ∈ ∆a1k1θ′,t
∆8m1θ′,t ×∆8m2θ,θ′ ∋ s =
 s1...
s8m1+8m2
 7→ sk2,2 =
s
k2,2
1
...
sk2,2
a2
k2
 ∈ ∆a2k2θ,θ′
where u˜k1,1 consists of those entries u˜l of u˜ such that l ∈ {1, . . . , 8m1} and jα(ρ1,ρ2)
l
=
k1 whereas u˜k2,2 consists of those entries u˜l such that l ∈ {8m1+1, . . . , 8m1+8m2} and
j
α
(ρ1,ρ2)
l
= k1 (sk1,1 and sk2,2 are defined accordingly). Then we get
VarP¯
(
−
8m1+8m2∑
l=1
u˜lYj
α
(ρ1,ρ2)
l
(sl)
)
≥
∑
k1∈{j1,...,jm1}
VarP¯
( a1k1∑
l=1
(−u˜k1,1l )εwk1BHk1 (sk1,1l )
)
+
∑
k2∈{jm1+1,...,jm1+m2}
VarP¯
( a2k2∑
l=1
(−u˜k2,2l )εwk2BHk2 (sk2,2l )
)
.
With this in hands and using that
∆8m1θ′,t ×∆8m2θ,θ′ ⊆
( ∏
k1∈{j1,...,jm1}
∆
a1k1
θ′,t
)
×
( ∏
k2∈{jm1+1,...,jm1+m2}
∆
a2k2
θ,θ′
)
we can proceed until estimation (3.40) in the same manner as performed in the proof
of (3.27). In order to make the calculations more readable, let us introduce the following
short-hand notation
H⊗4j1,...,jm1+m2 (τ
1,2, σ1,21,2; s, θ) := H⊗4j1,...,jm1+m2 ((τ
1, τ 2), (σ11, σ
2
1), (σ
1
2, σ
2
2); s1, . . . , s4(m1+m2), θ).
Estimation (3.40) now becomes
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E¯
[∣∣∣∣(2π)−4(m1+m2) ∫
R4(m1+m2)
∫
∆
4m1
θ′,t
×∆
4m2
θ,θ′
H⊗4j1,...,jm1+m2 (τ
1,2, σ1,21,2; s, θ)
·
4(m1+m2)∏
l=1
e−iul(Yjαl (sl)−zl)(−iul)dsdu
∣∣∣∣2]
≤
∑
(ρ1,ρ2)∈S(4m1,4m1)×S(4m2,4m2)
{[ ∏
k1∈{j1,...,jm1}
(
3
√
2(1 + r)√
π
C
− 3
2
k1
ε−3|wk1|−3
)a1k1
·
∫
∆
a1
k1
θ′,t
a1k1∏
l=1
|sk1,1l − sk1,1l+1 |−3Hk1dsk1,1
]
·
[ ∏
k2∈{jm1+1,...,jm1+m2}
(
3
√
2(1 + r)√
π
C
− 3
2
k2
ε−3|wk2|−3
)a2k2
·
∫
∆
a2
k2
θ,θ′
a2k2∏
l=1
|sk2,2l − sk2,2l+1 |−3Hk2dsk2,2
]}
≤ |t− θ′|8m1δH |θ′ − θ|8m2δH
m1+m2∏
l=1
(
12
√
2(1 + r)Γ(δH)√
π
C
− 3
2
jl
ε−3|wjl|−3
)8
,
where we used the same estimates for the integrals over ∆
a1k1
θ′,t and ∆
a2k2
θ,θ′ that we have
shown before. Following now the exact same steps from the proof of (3.27) until (3.42),
we finally achieve
I3(θ, θ
′, t) ≤ e 12M2T δ−4δHT |t− θ′|2δH |θ − θ′|2δH . (3.45)
We are now ready for a conclusion. Observe that if β < δH , each of the right handsides
in (3.43), (3.44) and (3.45) is integrable w.r.t. θ′ and θ. Finally, we observe that none of
the estimates (3.43), (3.44) and (3.45) depends on n. We therefore have
sup
n≥1
E ′
[ ∫ t
0
∫ t
0
E[|Dθxn(t)−Dθ′xn(t)|2]
|θ′ − θ|1+2β dθ
′dθ
]
≤ 3
∫ t
0
∫ t
0
(
I1(θ, θ
′) + I2(θ, θ
′, t) + I3(θ, θ
′, t)
)
dθ′dθ
<∞.
(3.46)

3.3. The convergence result. Before we provide a proof for the L2-convergence of the
sequence (xn(t))n∈N for every t ∈ [0, T ], we need to recall some definitions and facts.
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Definition 3.10. Let X ∈ L2(Ω × Ω′,Ft, P ⊗ P ′). Further, we denote by S([0, t]) the
space of simple functions on [0, t], i.e. functions of the form
α(t) =
l∑
j=1
αj1[tj−1,tj), where 0 = t0 < t1 < t2 < · · · < tl ≤ t, and l ∈ N. (3.47)
Let now, αi ∈ S([0, t]) for all i = 1, 2 . . . , with the corresponding time points 0 < ti,1 <
· · · < ti,li ≤ t and let φ ∈ L2([0, t]). We define theWiener transform of X by
WΩ×Ω′(X)(φ, α) := E¯
[
X exp
(∫ t
0
φ(s)dW (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
.
(3.48)
Similarly, for X ∈ L2(Ω,FWt , P ), the Wiener transform is defined by
WΩ(X)(φ) := E
[
X exp
(∫ t
0
φ(s)dW (s)
)]
,
and for X ∈ L2(Ω′,FBt , P ′), by
WΩ′(X)(α) := E ′
[
X exp
(∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
.
Remark 3.11. We recall the following facts about the Wiener transform:
(Fact 1) EveryX ∈ L2(Ω×Ω′,Ft, P ⊗P ′) (orX ∈ L2(Ω,FWt , P ),X ∈ L2(Ω′,FBt , P ′))
is uniquely defined by its Wiener transform, up to a nullset.
(Fact 2) Xn
n→∞−→ X weakly in L2(Ω× Ω′,Ft, P ⊗ P ′) if and only if
WΩ×Ω′(Xn)(φ, α)→WΩ×Ω′(X)(φ, α),
for all φ and α given as in Definition 3.10.
Corollary 3.12. Let Xn → X , weakly in L2, and Xn → Y , weakly in L2. Then, X = Y
a.e., i.e. the weak limit in L2 is unique (up to a nullset).
Proof. This is a direct consequence of Fact 1 and Fact 2: Since Xn → X and Xn → Y ,
weakly in L2, it holds for all (φ, α) as in Definition 3.10,
R ∋ WΩ×Ω′(X)(φ, α)←WΩ×Ω′(Xn)(φ, α)→WΩ×Ω′(Y )(φ, α) ∈ R,
which impliesWΩ×Ω′(X)(φ, α) =WΩ×Ω′(Y )(φ, α) and thusX = Y a.e. 
From now on, let xn denote the sequence that we constructed in the section before and
fix t ∈ [0, T ]. The following lemmata will help us proving the strong convergence of
(xn)n∈N in L2.
Lemma 3.13.
(a) The sequence (xn(t))n∈N ⊆ L2(Ω× Ω′,Ft, P ⊗ P ′) contains a subsequence that
converges weakly in L2(Ω× Ω′,Ft, P ⊗ P ′).
(b) Moreover, for every n ∈ N, |xn(t)|2 ∈ L2(Ω × Ω′,Ft, P ⊗ P ′) and the sequence
(|xn(t)|2)n∈N ⊆ L2(Ω × Ω′,Ft, P ⊗ P ′) contains a subsequence that converges
weakly in L2(Ω× Ω′,Ft, P ⊗ P ′).
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Proof. First, we prove (b). Since every bounded sequence in a reflexive space (which
L2(Ω× Ω′,Ft, P ⊗ P ′) is) has a weakly convergent subsequence, we only need to show
that (‖|xn(t)|2‖L2)n∈N is bounded. In order to do so, note that for all a, b, c ∈ R,
(a + b+ c)4 = ((a+ b+ c)2)2 ≤ (3a2 + 3b2 + 3c2)2 ≤ 27a4 + 27b4 + 27c4.
Now, by application of Jensen’s inequality, Fubini’s theorem and the fact thatLP⊗P ′(W (t)) =
N (0, t), we have
∥∥|xn(t)|2∥∥2
L2
= E¯[|xn(t)|4] = E¯
[∣∣η(0) + ∫ t
0
bn(xns + εB(s))ds+W (t)
∣∣4]
≤ 27|η(0)|4 + 27E¯
[∣∣ ∫ t
0
bn(xns + εB(s))ds
∣∣4]+ 27E¯[|W (t)|4]
≤ 27|η(0)|2 + 27t3
∫ t
0
E¯
[|bn(xns + εB(s))|4]ds+ 81t2
≤ 27|η(0)|4 + 27t4‖bn‖4∞ + 81t2
≤ 27|η(0)|4 + 27t4‖b‖2∞ + 81t2 <∞, independently of n.
In order to prove (a), we apply Hölder’s inequality and get
‖xn(t)‖2L2 = E¯[|xn(t)|2] ≤
(
E¯[|xn(t)|4]
) 1
2 ≤
√
27|η(0)|4 + 27t4‖b‖2∞ + 81t2 <∞,
independently of n. 
We know from Lemma 3.13 (a) that there exists an x(t) ∈ L2(Ω×Ω′,Ft, P⊗P ′) and a
subsequence (nk)k∈N s.t. xnk(t)
k→∞−→ x(t), weakly in L2(Ω×Ω′,Ft, P ⊗ P ′). Moreover,
by Lemma 3.13 (b), applied to the sequence (xnk(t))k≥1, we know that there exists an
y(t) ∈ L2(Ω × Ω′,Ft, P ⊗ P ′) and a subsequence (nkl)l∈N s.t. still xnkl (t) l→∞−→ x(t),
weakly in L2(Ω×Ω′,Ft, P ⊗P ′) and
(
xnkl (t)
)2 l→∞−→ y(t), weakly in L2(Ω×Ω′,Ft, P ⊗
P ′). Let w.l.o.g. already xn(t)
n→∞−→ x(t), weakly in L2(Ω × Ω′,Ft, P ⊗ P ′) and(
xn(t)
)2 n→∞−→ y(t), weakly inL2(Ω×Ω′,Ft, P⊗P ′) (otherwise we re-define the sequence
xn(t) as to be this subsequence that we just found). Note that x(t) is Ft-measurable as an
element of L2(Ω× Ω′,Ft, P ⊗ P ′).
In this section we will prove that xn(t) converges indeed strongly in L2(Ω×Ω′,Ft, P⊗
P ′) to x(t). The next lemma contains some technical results that we need in order to
do so. Let us first introduce another notation: recall that xn(t), x(t) denote functions
Ω × Ω′ → R. We denote by xn(t, ·, ω′) and x(t, ·, ω′) these functions where we plug in
ω′ ∈ Ω′. In other words, xn(t, ·, ω′) and x(t, ·, ω′) are functions Ω→ R.
Lemma 3.14. The following representations hold true
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(a) For a.e. ω′ ∈ Ω′ we have
WΩ
(|xn(t, ·, ω′)|2)(φ)
= E
[
(η(0) +W (t))2E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
(3.49)
for every φ in a given dense subset in L2([0, T ]).
(b) For a.e. ω′ ∈ Ω′ we have
WΩ
(
xn(t, ·, ω′))(φ)
= E
[
(η(0) +W (t))E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
(3.50)
for every φ in a given dense subset in L2([0, T ]).
(c) For a.e. ω′ ∈ Ω′ we have
WΩ
(
x(t, ·, ω′))(φ)
= E
[
(η(0) +W (t))E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
(3.51)
for every φ in a given dense subset in L2([0, T ]).
(d) For a.e. ω′ ∈ Ω′ we have
WΩ
(
y(t, ·, ω′))(φ)
= E
[
(η(0) +W (t))2E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
(3.52)
for every φ in a given dense subset in L2([0, T ]).
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Proof. In order to show (a), we fix, for the moment φ ∈ L2([0, t]). Then, for all α as in
Definition 3.10 with corresponding 0 < t1 < · · · < ti,li ≤ t, we have
WΩ′
(
ω′ 7→ WΩ
(|xn(t, ·, ω′)|2)(φ))(α)
=
∫
Ω′
WΩ
(|xn(t, ·, ω′)|2)(φ) exp(∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j, ω
′)−BHi(ti,j−1, ω′))
)
P ′(dω′)
=
∫
Ω′
∫
Ω
∣∣xn(t, ω, ω′)∣∣2 exp (∫ t
0
φ(s)dW (s, ω)
)
· exp
(∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j, ω
′)−BHi(ti,j−1, ω′))
)
P (dω)P ′(dω′)
= E¯
[
|xn(t)|2 exp
(∫ t
0
φ(s)dW (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)−BHi(ti,j−1))
)]
.
Defining
W˜ n(t) := W (t) +
∫ t
0
bn(xns + εB(s))ds,
we have that xn(t) = η(0) + W˜ n(t) and, by Girsanov’s theorem, W˜ n is a Brownian
motion under the probability measure P˜ n given by
dP˜ n
dP ⊗ P ′
∣∣∣
Ft
= E
(
−
∫ ·
0
bn(xns + εB(s))dW (s)
)
t
,
which is equivalent to
dP ⊗ P ′
dP˜ n
∣∣∣
Ft
= E
(∫ ·
0
bn(xns + εB(s))dW˜
n(s)
)
t
= E
(∫ ·
0
bn(F1(W˜
n
· )s + εw1B
H1(s), . . . )dW˜ n(s)
)
t
.
Plugging this in and exploiting the fact that the process (W˜ n,B) has under P˜ n the same
law as the process (W,B) has under P ⊗ P ′, we achieve
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WΩ′
(
ω′ 7→ WΩ
(|xn(t, ·, ω′)|2)(φ))(α)
= EP˜n
[∣∣η(0) + W˜ n(t)∣∣2E(∫ ·
0
bn(F1(W˜
n
· )s + εw1B
H1(s), . . . )dW˜ n(s)
)
t
· exp
(∫ t
0
φ(s)dW˜ n(s)−
∫ t
0
φ(s)bn(F1(W˜
n
· )s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
= E¯
[∣∣η(0) +W (t)∣∣2E(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
= E ′
[
E
[∣∣η(0) +W (t)∣∣2E(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
)]
· exp
(∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)−BHi(ti,j−1))
)]
=WΩ′
(
ω′ 7→ E
[∣∣η(0) +W (t)∣∣2E(∫ ·
0
bn(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)])
.
It follows now from Corollary 3.12 that for our particular choice of φ,
WΩ
(|xn(t, ·, ω′)|2)(φ)
= E
[
(η(0) +W (t))2E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
,
for P ′-a.e. ω′ ∈ Ω′. Or in other words: there exists an Ω′1(φ) ⊆ Ω′ s.t. P ′(Ω′1(φ)) = 1
and for all ω′ ∈ Ω′1(φ) the above equality holds. Now, since L2([0, t]) is separable, there
is a countable dense set Φ ⊆ L2([0, t]). Setting
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Ω′1 :=
⋂
φ∈Φ
Ω′1(φ),
we still have P ′(Ω′1) = 1 and the equation holds for all ω
′ ∈ Ω′1.
The proof of (b) works exactly the same way as the proof of (a). Now, with the same
dense set Φ ⊆ L2([0, t]), we define
Ω′2 :=
⋂
φ∈Φ
Ω′2(φ),
and have P ′(Ω′2) = 1.
In order to show (c), fix again φ ∈ L2([0, t]). Note that, by Lemma 3.13,Xn n→∞−→ X(t)
weakly in L2(Ω × Ω′,Ft, P ⊗ P ′). It follows from Remark 3.11 that, for all α as in
Definition 3.10,
WΩ′
(
ω′ 7→ WΩ
(
xn(t, ·, ω′))(φ))(α)
= E¯
[
xn(t) exp
(∫ t
0
φ(s)dW (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
=WΩ×Ω′
(
xn(t)
)
(φ, α)
→WΩ×Ω′
(
x(t)
)
(φ, α), as n→∞.
On the other hand, by (b), we know that
WΩ
(
xn(t, ·, ω′))(φ)
= E
[
(η(0) +W (t))E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
,
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and thus, by the pointwise convergence of bn to b and the boundedness of bn, it follows
from dominated convergence that
WΩ′
(
ω′ 7→ WΩ
(
xn(t, ·, ω′))(φ))(α)
= E¯
[
(η(0) +W (t))E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)
· exp
(∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
n→∞−→ E¯
[
(η(0) +W (t))E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)
· exp
(∑
i≥1
li∑
j=1
αi,jwi(B
Hi(ti,j)− BHi(ti,j−1))
)]
=WΩ′
(
ω′ 7→ E
[
(η(0) +W (t))E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)])
(α).
This proves that there exists an Ω′3(φ) ⊆ Ω′ with P ′(Ω′3(φ)) = 1 s.t. for all ω′ ∈ Ω′3(φ)
WΩ
(
xn(t, ·, ω′))(φ)
= E
[
(η(0) +W (t))E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
Now, with the same dense set Φ ⊆ L2([0, t]), we define
Ω′3 :=
⋂
φ∈Φ
Ω′3(φ).
The proof of (d) follows the same lines as the proof of (c): Since
(
xn(t)
)2 → y(t), weakly
in L2(Ω× Ω′,Ft, P ⊗ P ′), we have
WΩ′
(
ω′ 7→ WΩ
(|xn(t, ·, ω′)|2)(φ))(α) =WΩ×Ω′(|xn(t)|2)(φ, α)
→WΩ×Ω′
(
y(t)
)
(φ, α), as n→∞.
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On the other hand, (a) and the dominated convergence theorem yield
WΩ′
(
ω′ 7→ WΩ
(|xn(t, ·, ω′)|2)(φ))(α)
→WΩ′
(
ω′ 7→ E
[∣∣η(0) +W (t)∣∣2E(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)])
.
Therefore, there exists Ω′4(φ) ⊆ Ω′ with P ′(Ω′4(φ)) = 1 s.t. for all ω′ ∈ Ω′4(φ)
WΩ
(
y(t, ·, ω′))(φ)
= E
[
|η(0) +W (t)|2E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
.
Finally, with the same dense set Φ ⊆ L2([0, t]), we define
Ω′4 :=
⋂
φ∈Φ
Ω′4(φ).

Corollary 3.15. It holds for every ω′ ∈ Ω′1 ∩ Ω′2 ∩ Ω′3 ∩ Ω′4:
E
[(
xn(t, ·, ω′))2] = E[(η(0) +W (t))2E(∫ ·
0
bn(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
]
→ E
[
(η(0) +W (t))2E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
]
= E
[
y(t, ·, ω′)], as n→∞.
Proof. Lemma 3.14 (a) and (d) with φ = 0. 
We are now ready to prove the main theorem of this section.
Theorem 3.16. xn(t)
n→∞−→ x(t) strongly in L2(Ω× Ω′,Ft, P ⊗ P ′).
Proof. Step 1: Apply compactness results from previous section
Recall from Lemma 3.9 and Corollary A.6 that for a.e. fixed ω′ ∈ Ω′ (or in other words
for every ω′ ∈ Ω′0 for some Ω′0 ⊆ Ω′ with P ′(Ω′0) = 1) there exists a subsequence nk(ω′)
such that nk(ω′)
k→∞−→ ∞ and (xnk(ω′)(t, ·, ω′))k≥1 is a relatively compact set. This implies
that for every ω′ ∈ Ω′0 it exists a sub-subsequence (nkq(ω′))q≥1 ⊆ N s.t. nkq(ω′) q→∞−→ ∞
and it exists an xˇ(t, ·, ω′) ∈ L2(Ω,FWt , P ) such that
xnkq (ω
′)(t, ·, ω′) q→∞−→ xˇ(t, ·, ω′), strongly in L2(Ω,FWt , P ). (3.53)
From now on, we assume w.l.o.g. that (nk(ω′))k≥1 denotes already the sub-subsequence
that converges. Furthermore, we define Ω∗ :=
⋂4
i=0Ω
′
i. Then P
′(Ω∗) = 1.
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Step 2: Prove that xn(t, ·, ω′) n→∞−→ x(t, ·, ω′) strongly in L2(Ω,FWt , P )
Recall from Corollary 3.15 that for every ω′ ∈ Ω∗
E
[(
xn(t, ·, ω′))2]→ E[y(t, ·, ω′)], as n→∞. (3.54)
Since at this point, ω′ ∈ Ω∗ is fixed, and convergence of a sequence implies also conver-
gence of any subsequence, we can replace xn(t, ·, ω′) by xnk(ω′)(t, ·, ω′) and get
E
[(
xnk(ω
′)(t, ·, ω′))2]→ E[y(t, ·, ω′)], as n→∞.
On the other hand, the strong convergence of xnk(ω
′)(t, ·, ω′) to xˇ(t, ·, ω′) in L2(Ω,FWt , P )
which was shown in the previous step implies that
E
[(
xnk(ω
′)(t, ·, ω′))2]→ E[(xˇ(t, ·, ω′))2], as n→∞,
and therefore we have
E
[
y(t, ·, ω′)] = E[(xˇ(t, ·, ω′))2].
Plugging this into (3.54), we see that, for all ω′ ∈ Ω∗,
E
[(
xn(t, ·, ω′))2]→ E[(xˇ(t, ·, ω′))2], as n→∞. (3.55)
Moreover, by Lemma 3.14 (b) and (c), we have for all φ ∈ Φ and all ω′ ∈ Ω∗
WΩ
(
xn(t, ·, ω′))(φ)
= E
[
(η(0) +W (t))E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
→ E
[
(η(0) +W (t))E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
· exp
(
−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s, ω′), . . . )ds
)
exp
(∫ t
0
φ(s)dW (s)
)]
=WΩ
(
x(t, ·, ω′))(φ)
(3.56)
Here we applied dominated convergence (recall the pointwise convergence of bn to b and
the boundness of bn by ‖b‖∞). Again, since ω′ ∈ Ω∗ is fixed, we can replace xn(t, ·, ω′)
by xnk(ω
′)(t, ·, ω′) and get
WΩ
(
xnk(ω
′)(t, ·, ω′))(φ)→WΩ(x(t, ·, ω′))(φ).
On the other hand, we know, by the strong convergence of xnk(ω
′)(t, ·, ω′) to xˇ(t, ·, ω′) in
L2(Ω,FWt , P ) that
WΩ
(
xnk(ω
′)(t, ·, ω′))(φ)→WΩ(xˇ(t, ·, ω′))(φ),
which implies thatWΩ
(
x(t, ·, ω′))(φ) = WΩ(xˇ(t, ·, ω′))(φ). By Remark 3.11, This im-
plies that for every ω′ ∈ Ω∗,
x(t, ·, ω′) = xˇ(t, ·, ω′) as elements in L2(Ω,FWt , P ). (3.57)
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Plugging this into (3.56), we have
WΩ
(
xn(t, ·, ω′))(φ) n→∞−→ WΩ(xˇ(t, ·, ω′))(φ), or, in other words,
xn(t, ·, ω′) n→∞−→ xˇ(t, ·, ω′), weakly in L2(Ω,FWt , P ).
(3.58)
Recall that in any Hilbert space,
convergence of the norms + weak convergence ⇒ strong convergence.
Therefore, (3.55) and (3.58) together with (3.57) imply
xn(t, ·, ω′) n→∞−→ xˇ(t, ·, ω′) = x(t, ·, ω′) strongly in L2(Ω,FWt , P ),
for each ω′ ∈ Ω∗ separately.
Step 3: Prove that xn(t)
n→∞−→ x(t) strongly in L2(Ω× Ω′,Ft, P ⊗ P ′)
We know from the previous step that
E
[(
xn(t, ·, ω′)− x(t, ·, ω′))2] n→∞−→ 0, for P ′ − a.e. ω′ ∈ Ω′. (3.59)
Furthermore, ω′ 7→ E[(x(t, ·, ω′))2] ∈ L1(Ω′,FBt , P ′) since x(t) ∈ L2(Ω×Ω′,Ft, P⊗P ′).
Moreover, we have
E
[(
xn(t, ·, ω′))2] = ∫
Ω
(
xn(t, ω, ω′)
)2
P (dω)
=
∫
Ω
[(
η(0) +
∫ t
0
bn(xns + εB(s))ds+W (t)
)
(ω, ω′)
]2
P (dω)
≤
∫
Ω
(
3η(0)2 + 3
( ∫ t
0
bn(xns + εB(s))ds
)2
+ 3(W (t))2
)
(ω, ω′)P (dω)
≤
∫
Ω
(
3η(0)2 + 3t2‖b‖2∞ + 3(W (t, ω))2
)
P (dω)
= 3η(0)2 + 3t2‖b‖2∞ + 3t <∞.
Using that, (a− b)2 ≤ 2a2 + 2b2, we therefore have
E
[(
xn(t, ·, ω′)− x(t, ·, ω′))2] ≤ 6η(0)2 + 6t2‖b‖2∞ + 6t + 2E[(x(t, ·, ω′))2]
=: g(ω′) ∈ L1(Ω′,FBt , P ′).
(3.60)
It follows now from (3.59) and (3.60) by dominated convergence that
E¯
[(
xn(t)− x(t))2] = ∫
Ω′
E
[(
xn(t, ·, ω′)− x(t, ·, ω′))2]P ′(dω′) n→∞−→ 0.
This finishes the proof. 
3.4. The strong solution. In order to prove the existence of a strong solution to (3.2),
we first define the process x˜ : [0, T ]× Ω× Ω′ → R by
x˜(t, ω, ω′) := η(0) +W (t, ω), x0 = η. (3.61)
Moreover, we set
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W˜ (t, ω, ω′) := W (t, ω)−
∫ t
0
b(F1(W·(ω))s + εw1B
H1(s, ω′), . . . )ds
= W (t, ω)−
∫ t
0
b(x˜s(ω, ω
′) + εB(s, ω′))ds
(3.62)
Then, we have
x˜(t) = η(0) +
∫ t
0
b(x˜s + εB(s))ds+ W˜ (t),
and it follows by Girsanov’s theorem that, under the new measure P˜ given by
dP˜
dP ⊗ P ′
∣∣∣
Ft
= E
(∫ ·
0
b(F1(W·(ω))s + εw1B
H1(s, ω′), . . . )dW (s)
)
t
W˜ is a Brownian motion which is independent of B. In other words, we have con-
structed a weak solution x˜ to (3.2) under the measure P˜ .
Remark 3.17. As outlined in the scheme above, the main challenge to establish existence
of a strong solution is now to show that x˜ is (F˜t)t∈[0,T ]-adapted. Indeed, in that case, there
exists a family of measurable functionals ψ(t, ·, ·) : C([0, T ];R)× C([0, T ];M2) → M2,
t ∈ [0, T ] such that x˜t = ψ(t, (W˜·)[0,t], (B·)[0,t]
)
(see e.g. [22] or [23] for an explicit
form of ψ(t, ·, ·) in the case of SDEs without delay driven by Brownian noise or Lévy
noise, respectively), and for any other stochastic basis (Ωˆ, Aˆ, Pˆ , Ŵ , Bˆ) one gets that xˆt =
ψ(t, (Ŵ·)[0,t], (Bˆ·)[0,t]
)
, t ∈ [0, T ], is a (F̂t)t∈[0,T ]-adapted solution to SDE (3.2), where
F̂t := σ((Ŵ (s), Bˆ(s)), s ≤ t). But this means exactly the existence of a strong solution
to SDE (3.2).
Recall that the approximative solutions xn are (Ft)t∈[0,T ]-adapted and therefore, for
every t ∈ [0, T ], the segment xnt is Ft-measurable. Since Ft = σ((W (s),B(s)), s ≤ t),
there exists a progressively measurable functional ψn such that
xnt = ψn
(
t, (W·)[0,t], (B·)[0,t]
)
. (3.63)
Now we define x˜nt by replacingW· by W˜· in this equation:
x˜nt = ψn
(
t, (W˜·)[0,t], (B·)[0,t]
)
. (3.64)
Remark 3.18. Note that x˜nt is by constructionmeasurable w.r.t. F˜t = σ((W˜ (s),B(s)), s ≤
t)
We are going to prove that x˜n(t) converges strongly in L2(Ω × Ω′, F˜t, P˜ ) to the weak
solution x˜(t) that we constructed before, and therefore that x˜(t) indeed is F˜t-measurable.
This proves that x˜ is a strong solution to the equation on the probability space (Ω ×
Ω′, F˜t, P˜ ). In order to do so, we need the following lemmata.
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Lemma 3.19. For every t ∈ [0, T ], x˜n(t) converges (strongly) in L2(Ω× Ω′, F˜t, P˜ ).
Proof. Since L2(Ω× Ω′, F˜t, P˜ ) is a complete space, it suffices to show that (x˜n(t))n≥1 is
a Cauchy sequence. To show that, let n,m ∈ N and recall that (W˜·,B·) has under P˜ the
same law as (W·,B·) has under P ⊗ P ′. Then,
EP˜
[(
x˜n(t)− x˜m(t))2] = EP˜ [(ψn(t, (W˜·)[0,t], (B·)[0,t])(0)− ψm(t, (W˜·)[0,t], (B·)[0,t])(0))2]
= E¯
[(
ψn
(
t, (W·)[0,t], (B·)[0,t]
)
(0)− ψm
(
t, (W·)[0,t], (B·)[0,t]
)
(0)
)2]
= E¯
[(
xn(t)− xm(t))2].
We know from Theorem 3.16 that (xn(t))n≥1 converges strongly in L2(Ω×Ω′,Ft, P⊗P ′)
and is therefore a Cauchy sequence. This implies that
EP˜
[(
x˜n(t)− x˜m(t))2] = E¯[(xn(t)− xm(t))2]→ 0, asm,n→∞.

Lemma 3.20. x˜n is a solution to the SFDE
x˜n(t) = η(0) +
∫ t
0
bn(x˜s + εB(s))ds+ W˜ (t). (3.65)
Proof. Note that x˜n(t) = x˜nt (0) = ψn
(
t, (W˜·)[0,t], (B·)[0,t]
)
(0) and that the process (W˜·,B·)
has under P˜ the same law as the process (W·,B·) has under P ⊗ P ′. With that in mind,
we have
EP˜
[(
x˜n(t)− η(0)−
∫ t
0
bn(x˜s + εB(s))ds− W˜ (t)
)2]
= EP˜
[(
ψn
(
t, (W˜·)[0,t], (B·)[0,t]
)
(0)
− η(0)−
∫ t
0
bn
(
ψn
(
s, (W˜·)[0,s], (B·)[0,s]
)
(0) + εB(s)
)
ds− W˜ (t)
)2]
= E¯
[(
ψn
(
t, (W·)[0,t], (B·)[0,t]
)
(0)
− η(0)−
∫ t
0
bn
(
ψn
(
s, (W·)[0,s], (B·)[0,s]
)
(0) + εB(s)
)
ds−W (t)
)2]
= E¯
[(
xn(t)− η(0)−
∫ t
0
bn(xs + εB(s))ds−W (t)
)2]
= 0,
since xn solves (3.7). 
Lemma 3.21. For each t ∈ [0, T ] and every bounded, continuous function f : R→ R,
f(x˜n(t))
n→∞−→ EP˜ [f(x˜(t))|F˜t], weakly in L2(Ω× Ω′, F˜t, P˜ ).
Proof. In order to prove this lemma, we define the Wiener transform on the space L2(Ω×
Ω′, F˜t, P˜ ) similarly to the Wiener transform we have defined on L2(Ω× Ω′,Ft, P ⊗ P ′),
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namely, for X ∈ L2(Ω× Ω′, F˜t, P˜ ) and (φ, α) as in Definition 3.48,
W(Ω×Ω′,F˜t,P˜ )(X)(φ, α)
:= EP˜
[
X exp
(∫ t
0
φ(s)dW˜ (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)− BHi(tj−1))
)]
.
It has the same properties as theWiener transform onL2(Ω×Ω′,Ft, P⊗P ′). Furthermore,
we define the process
Ŵ n(t) := W˜ (t) +
∫ t
0
bn(x˜ns + εB(s))ds,
which is a Brownian motion under the measure P̂ n given by the Radon-Nikodym deriva-
tive
dP̂ n
dP˜
∣∣∣
F˜t
= E
(
−
∫ ·
0
bn(x˜ns + εB(s))dW˜ (s)
)
t
.
We can rewrite the SFDE for x˜n as
x˜n(t) = η(0) + Ŵ n(t), x˜n0 = η,
and get 〈x˜nt , ei〉 = Fi(Ŵ n· )t. This enables us to write the Radon-Nikodym derivative of P˜
w.r.t. P̂ n by
dP˜
dP̂ n
∣∣∣
F˜t
= E
(∫ ·
0
bn(F1(Ŵ
n
· )s + εw1B
H1(s), . . . )dŴ n(s)
)
t
.
We therefore have for every bounded, continuous f : R→ R:
W(Ω×Ω′,F˜t,P˜ )
(
f(x˜n(t))
)
(φ, α)
= EP˜
[
f(x˜n(t)) exp
(∫ t
0
φ(s)dW˜ (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)−BHi(tj−1))
)]
= EP˜
[
f(η(0) + Ŵ n(t)) exp
(∫ t
0
φ(s)dŴ n(s)−
∫ t
0
φ(s)bn(F1(Ŵ
n
· )s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)− BHi(tj−1))
)]
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= EP̂n
[
E
(∫ ·
0
bn(F1(Ŵ
n
· )s + εw1B
H1(s), . . . )dŴ n(s)
)
t
f(η(0) + Ŵ n(t))
· exp
(∫ t
0
φ(s)dŴ n(s)−
∫ t
0
φ(s)bn(F1(Ŵ
n
· )s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)−BHi(tj−1))
)]
= E¯
[
E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
f(η(0) +W (t))
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)−BHi(tj−1))
)]
,
since (Ŵ n,B) has the same distribution under P̂ n as (W,B) has underP . By dominated
convergence, we now have
W(Ω×Ω′,F˜t,P˜ )
(
f(x˜n(t))
)
(φ, α)
= E¯
[
E
(∫ ·
0
bn(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
f(η(0) +W (t))
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)bn(F1(W·)s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)− BHi(tj−1))
)]
→ E¯
[
E
(∫ ·
0
b(F1(W·)s + εw1B
H1(s), . . . )dW (s)
)
t
f(η(0) +W (t))
· exp
(∫ t
0
φ(s)dW (s)−
∫ t
0
φ(s)b(F1(W·)s + εw1B
H1(s), . . . )ds
+
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)− BHi(tj−1))
)]
= E¯
[( dP˜
dP ⊗ P ′
∣∣∣
F˜t
)
f(x˜(t)) exp
(∫ t
0
φ(s)dW˜ (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)−BHi(tj−1))
)]
.
So far, we do not knowwhether f(x˜(t)) is F˜t-measurable, therefore, this is not necessarily
the Wiener transform of f(x˜(t)) (it might even not exist). But, we can apply the tower
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property and get
W(Ω×Ω′,F˜t,P˜ )
(
f(x˜n(t))
)
(φ, α)
→ EP˜
[
E
[
f(x˜(t)) exp
(∫ t
0
φ(s)dW˜ (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)− BHi(tj−1))
)∣∣∣F˜t]]
= EP˜
[
E[f(x˜(t))|F˜t] exp
( ∫ t
0
φ(s)dW˜ (s) +
∑
i≥1
li∑
j=1
αi,jwi(B
Hi(tj)−BHi(tj−1))
)]
=W(Ω×Ω′,F˜t,P˜ )
(
E[f(x˜(t))|F˜t]
)
(φ, α),
which proves the statement. 
We are now able to prove the main theorem of this paper.
Theorem 3.22. The weak solution x˜ w.r.t. the probability measure P˜ is (F˜t)t∈[0,T ]-
adapted, i.e. it is indeed a strong solution.
Proof. By Lemma 3.19, we know that x˜n converges strongly in L2(Ω× Ω′, F˜t, P˜ ), i.e. it
exists xˆ(t) ∈ L2(Ω× Ω′, F˜t, P˜ ) s.t.
x˜n(t)
n→∞−→ xˆ(t), strongly in L2(Ω× Ω′, F˜t, P˜ ).
This implies that x˜n(t) converges against xˆ(t) in probability and therefore, by the contin-
uous mapping theorem, we have for every bounded continuous f : R→ R:
f(x˜n(t))
n→∞−→ f(xˆ(t)), in probability.
It follows from the boundedness of f and Vitali’s Theorem that
f(x˜n(t))
n→∞−→ f(xˆ(t)), strongly in L2(Ω× Ω′, F˜t, P˜ ),
and since strong convergence implies weak convergence, we also have that f(x˜n(t)) con-
verges to f(xˆ(t)) weakly in L2(Ω×Ω′, F˜t, P˜ ). On the other hand, we know from Lemma
3.21 that
f(x˜n(t))
n→∞−→ EP˜
[
f(x˜(t))
∣∣F˜t], weakly in L2(Ω× Ω′, F˜t, P˜ ).
Therefore, by the uniqueness of the weak limit, we have for every bounded, continuous f
f(xˆ(t)) = EP˜
[
f(x˜(t))
∣∣F˜t]. (3.66)
Now consider the sequence (fk)k∈N of bounded, continuous functions given by
fk(x) = x1[−k,k](x).
Then, for every x ∈ R, we have fk(x)→ x pointwise, as k →∞, and |fk(x˜(t))| ≤ |x˜(t)|
is square integrable. Therefore, by the dominated convergence theorem for conditional
expectations, we have
xˆ(t) = lim
k→∞
fk(xˆ(t)) = lim
k→∞
EP˜
[
fk(x˜(t))
∣∣F˜t] = EP˜ [ limk→∞ fk(x˜(t))∣∣F˜t] = EP˜ [x˜(t)∣∣F˜t].
Plugging this into (3.66), we have for every bounded, continuous f : R→ R:
f
(
EP˜
[
x˜(t)
∣∣F˜t]) = EP˜ [f(x˜(t))∣∣F˜t].
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It follows from Lemma A.1 that x˜(t) is F˜t-measurable. It follows from Remark 3.17 that
the constructed solution is indeed a strong solution. 
Remark 3.23. In particular, by back-lifting to the original stochastic Basis (Ω × Ω′,F ⊗
F ′, P ⊗ P ′,W,B) via
xnt = ψn(t, (W·)[0,t], (B·)[0,t]
)
xt = ψ(t, (W·)[0,t], (B·)[0,t]
)
,
for t ∈ [0, T ], one observes that the process x from Theorem 3.16 actually is the strong
solution to SFDE (3.2) and for xn denoting the strong solutions of the approximative
SFDE, xn(t) converges strongly in L2(Ω× Ω′,Ft, P ⊗ P ′) to x(t).
3.5. The infinite dimensional case. We are finally in the position to treat the infinite
dimensional case. Let b : M2 → R be given by
b(x) =
∞∑
i=1
bi(〈x, ei〉),
which we identify with the function b˜ : ℓ2 → R
b˜(z) =
∞∑
i=1
bi(zi)
via b(x) = b˜
(
(〈x, ei〉)i≥1
)
. From now on we write b instead of b˜.
Now, for every d ∈ N, we define the approximation bd : Rd → R
bd(z) :=
d∑
i=1
bdi (zi) =
d∑
i=1
bi(zi)1[−d,d](zi). (3.67)
Then bd converges pointwise against b, as the next lemma shows.
Lemma 3.24. Let z = (zi)i≥1 ∈ ℓ2. Then
|b(z)− bd(z1, . . . , zd)| → 0. (3.68)
Proof. Fix ε > 0. Recall that
(‖bi‖∞)i≥1 ∈ ℓ1. We can therefore choose a d0 = d0(ε) ∈ N
such that
∞∑
i=d0+1
‖bi‖∞ < ε.
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Then, for d = d(z1, . . . , zd0) > d0 large enough, we have 1(−∞,−d)∪(d,∞)(zi) = 0 for
i = 1, . . . , d0 and thus
|b(z)− bd(z1, . . . , zd)|
=
∣∣∣ ∞∑
i=1
bi(zi)−
d∑
i=1
bi(zi)1[−d,d](zi)
∣∣∣
=
∣∣∣ d∑
i=1
bi(zi)1(−∞,−d)∪(d,∞)(zi) +
∞∑
i=d+1
bi(zi)
∣∣∣
=
∣∣∣ d0∑
i=1
bi(zi)1(−∞,−d)∪(d,∞)(zi) +
d∑
i=d0+1
bi(zi)1(−∞,−d)∪(d,∞)(zi) +
∞∑
i=d+1
bi(zi)
∣∣∣
≤
d0∑
i=1
|bi(zi)| · 0 +
d∑
i=d0+1
|bi(zi)|1(−∞,−d)∪(d,∞)(zi) +
∞∑
i=d+1
|bi(zi)|
≤ 0 +
∞∑
i=d0+1
‖bi‖∞ < ε.

Note that the functions bdi are all bounded, measurable with bounded support, i.e. from
the previous results, we know that the corresponding SFDE{
xd(t) = η(0) +
∫ t
0
bd(〈xds , e1〉+ εw1BH1(s), . . . , 〈xds , ed〉+ εwdBHd(s))ds+W (t)
xd0 = η,
(3.69)
has a unique solution. Furthermore, by defining bd,ni : R→ R for i = 1, . . . , d and n ∈ N
by
bd,ni (z) = b
d
i ∗ ϕn(z),
and xd,n the strong solution of the corresponding SFDE{
xd,n(t) = η(0) +
∫ t
0
bd,n(〈xd,ns , e1〉+ εw1BH1(s), . . . , 〈xd,ns , ed〉+ εwdBHd(s))ds+W (t)
xd,n0 = η,
(3.70)
we get an approximation just as in the sections before. In particular, by Theorem 3.16
and Remark 3.23, we know that, for t ∈ [0, T ], xd,n(t) n→∞−→ xd(t) strongly in L2(Ω ×
Ω′,Ft, P ⊗ P ′).
Before we can prove our main result, we need to modify Assumption 3.6 (H) and (A)
a little bit:
Assumption 3.25. Suppose, it exists a δH ∈ (0, 1) such that the following conditions are
satisfied:
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(H’) The sequence of Hurst parameters (Hk)k≥1 corresponding to the definition of the
pertubation B (see Lemma 2.4) satisfies
Hk <
1− δH
3
for all k ≥ 1. (3.71)
(A’) It holds
∞∑
j=1
Aj < 1, (3.72)
where Aj , j = 1, . . . , d are defined by
Aj =
48
√
2(1 + r)Γ(δH)√
π
C
− 3
2
j |wj|−3‖bj‖L1 , (3.73)
The next lemma generalizes Lemma 3.9.
Lemma 3.26. Fix t ∈ [0, T ]. Let Assumptions 3.6 (T ) and 3.25 (H ′) and (A′) be satisfied.
Then, for almost every ω′ ∈ Ω′, there exists a subsequence dk(ω′) such that
(1) we have
sup
k≥1
E
[ ∫ t
0
|Dθxdk(ω′)(t, ·, ω′)|2dθ
]
<∞. (3.74)
(2) there exists a β ∈ (0, 1/2) such that
sup
k≥1
∫ t
0
∫ t
0
E[|Dθxdk(ω′)(t, ·, ω′)−Dθ′xdk(ω′)(t, ·, ω′)|2]
|θ′ − θ|1+2β dθ
′dθ <∞. (3.75)
Proof. As in the proof of Lemma 3.9, it suffices to show that
sup
d≥1
EP⊗P ′
[ ∫ t
0
|Dθxd(t)|2dθ
]
<∞, (3.76)
and
sup
d≥1
∫ t
0
∫ t
0
EP⊗P ′[|Dθxd(t)−Dθ′xd(t)|2]
|θ′ − θ|1+2β dθ
′dθ <∞. (3.77)
First, we show (3.76). For this, note that for t ∈ [0, T ], xd,n(t) n→∞−→ xd(t) strongly in
L2(Ω×Ω′,Ft, P ⊗ P ′). Moreover, as SFDE (3.70) has Lipschitz coefficients (recall that
bd,ni ∈ C∞c (R) by construction), xd,n(t) ∈ D1,2. Finally, we have, by (3.42) that
sup
n≥1
EP⊗P ′
[ ∫ T
0
|Dθxd,n(t)|2dθ
]
<∞.
Therefore, by Lemma A.2, we have for all t ∈ [0, T ],
xd(t) ∈ D1,2 and D·xd,n(t) n→∞−→ D·xd(t) weakly in L2(Ω× Ω′, L2([0, T ])).
Therefore, by Fatou’s Lemma and the weak lower semi-continuity of norms, we have
sup
d≥1
E ′
[
E
[ ∫ t
0
|Dθxd(t)|2dθ
]]
= sup
d≥1
lim inf
n→∞
E ′
[
E
[ ∫ t
0
|Dθxd,n(t)|2dθ
]]
.
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By (3.41), we have
E ′
[
E
[ ∫ t
0
|Dθxd,n(t)|2dθ
]]
≤ e 12M2T
( ∞∑
m=1
(
(t− θ)δH
d∑
j=1
Aj
)m)2
,
which does not depend on n any more. Now, Fubini-Tonelli’s theorem yields
sup
d≥1
E ′
[
E
[ ∫ t
0
|Dθxd(t)|2dθ
]]
≤ sup
d≥1
lim inf
n→∞
E ′
[
E
[ ∫ t
0
|Dθxd,n(t)|2dθ
]]
≤ e 12M2T lim
d≥1
( ∞∑
m=1
(
(t− θ)δH
d∑
j=1
Aj
)m)2
= e
1
2
M2T
( ∞∑
m=1
(
(t− θ)δH
∞∑
j=1
Aj
)m)2
<∞.
This proves (3.76).
In order to prove (3.77), let ρ ∈ L2(R2,R), ρ ≥ 0. Then, by Lemma (A.2), Hölder’s
inequality and monotone convergence
∫ t
0
∫ t
0
ρ(θ, θ′)EP⊗P ′[|Dθxd(t)−Dθ′xd(t)|2]dθ′dθ
= lim
n,m→∞
∫ t
0
∫ t
0
EP⊗P ′[ρ(θ, θ
′)(Dθxd,n(t)−Dθ′xd,n(t))(Dθxd,m(t)−Dθ′xd,m(t))]dθ′dθ
≤ lim
n→∞
(∫ t
0
∫ t
0
ρ(θ, θ′)EP⊗P ′[|Dθxd,n(t)−Dθ′xd,n(t))|2]dθ′dθ
) 1
2
· lim
m→∞
(∫ t
0
∫ t
0
ρ(θ, θ′)EP⊗P ′[|Dθxd,m(t)−Dθ′xd,m(t))|2]dθ′dθ
) 1
2
= lim
n→∞
∫ t
0
∫ t
0
ρ(θ, θ′)EP⊗P ′[|Dθxd,n(t)−Dθ′xd,n(t))|2]dθ′dθ
=
∫ t
0
∫ t
0
ρ(θ, θ′) sup
n≥1
EP⊗P ′[|Dθxd,n(t)−Dθ′xd,n(t))|2]dθ′dθ.
Since this holds for every ρ ∈ L2(R2,R), ρ ≥ 0, we obtain that for Lebesgue-a.e. (θ, θ′) ∈
[0, t]2,
EP⊗P ′[|Dθxd(t)−Dθ′xd(t)|2] ≤ sup
n≥1
EP⊗P ′[|Dθxd,n(t)−Dθ′xd,n(t))|2].
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On the other hand, we know, by (3.43), (3.44) and (3.45) and Assumption 3.25 that
sup
n≥1
EP⊗P ′[|Dθxd,n(t)−Dθ′xd,n(t))|2] ≤ 3e 12M2T δ−2δHT |θ′ − θ|2δH
+ 3e
1
2
M2T δ−2δHT |t− θ′|2δH
|θ − θ′|
(1 + r)2
+ 3e
1
2
M2T δ−4δHT |t− θ′|2δH |θ − θ′|2δH
= C(θ, θ′, t)|θ − θ′|2(δH∧ 12 ),
for some bounded functionC : [0, T ]×[0, T ]×[0, T ]→ R. Note that the right handside
of this equation does not depend on d. Therefore,
sup
d≥1
EP⊗P ′[|Dθxd(t)−Dθ′xd(t)|2] ≤ C(θ, θ′, t)|θ − θ′|2(δH∧ 12 ).
Choosing β < δH ∧ 12 , we therefore have that
sup
d≥1
∫ t
0
∫ t
0
EP⊗P ′[|Dθxd(t)−Dθ′xd(t)|2]
|θ′ − θ|1+2β dθ
′dθ
≤
∫ t
0
∫ t
0
supd≥1 EP⊗P ′[|Dθxd(t)−Dθ′xd(t)|2]
|θ′ − θ|1+2β dθ
′dθ
≤
∫ t
0
∫ t
0
C(θ, θ′, t)|θ − θ′|2(δH∧ 12−β)−1dθ′dθ <∞,
which proves (3.77). 
Theorem 3.27. Under assumptions 3.6 (T ) and 3.25 (H ′) and (A′), SFDE 3.2 has a
unique strong solution.
Proof. The proof follows the exact same lines as in the finite dimensional case (see sec-
tions before) just that instead of Lemma 3.9, we apply Lemma 3.26 in order to show
relative compactness of (xdk(ω
′)(t))k≥1 for almost every ω′ ∈ Ω′ and every t ∈ [0, T ].
Finally, strong uniqueness follows by using the representation of the Wiener transform of
solutions as before. 
APPENDIX A. TECHNICAL RESULTS
Lemma A.1. Let (Ω,A, P ) be a probability space and X ∈ L2(Ω,A, P ). Furthermore,
let F ⊆ A be a sigma-algebra. If for all bounded, continuous φ : R→ R,
φ(E[X|F ]) = E[φ(X)|F ],
thenX is F -measurable.
Proof. We prove thatX = E[X|F ]. To see that, we define, for every n ∈ N, the bounded,
continuous function φn : R→ R by φn(x) := x2 ∨ n and consider
E
[(
X − E[X|F ])2] = E[X2 − (E[X|F ])2]
= E
[
lim
n→∞
(
X2 ∨ n−
((
E[X|F ])2 ∨ n))].
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SinceX,E[X|F ] ∈ L2(Ω,A, P ) and φn(x) ≤ x2, it follows from dominated convergence
and the tower property that
E
[(
X − E[X|F ])2] = E[ lim
n→∞
(
φn(X)− φn(E[X|F ])
)]
= lim
n→∞
E
[
φn(X)− φn(E[X|F ])
]
= lim
n→∞
E
[
E
[
φn(X)− φn(E[X|F ])
∣∣F]]
= lim
n→∞
E
[
E
[
φn(X)
∣∣F]− φn(E[X|F ])]
= lim
n→∞
0 = 0.

The next lemma is a simple adaptation of [30, Lemma 1.2.3]
Lemma A.2. Let (Ω,A, P ) be a probability space, 0 < T <∞ and let
(i) Y n
n→∞−→ Y in L2(Ω),
(ii) Y n ∈ D1,2 for all n ∈ N, and
(iii) supn≥1E
[ ∫ T
0
|DsY n|2ds
]
<∞.
Then Y ∈ D1,2 and D·Y n n→∞−→ D·Y weakly in L2(Ω, H), where H = L2([0, T ]).
Proof. We first show that Y ∈ D1,2. For that, let Jn(Y ) denote the projection to the nth
Wiener chaos. Then, what we need to show is that
∞∑
n=1
n‖Jn(Y )‖22 <∞.
Since the nth projection Jn is continuous w.r.t. the L2 topology, we have by (i) and (ii)
and
∞∑
n=1
n‖Jn(Y )‖22 =
∞∑
n=1
n lim
m→∞
‖Jn(Y m)‖22.
Now Fatou’s Lemma applied to the sum
∑∞
n=1 . . . and (iii) yield
∞∑
n=1
n‖Jn(Y )‖22 ≤ lim inf
m→∞
∞∑
n=1
n‖Jn(Y m)‖22 = lim inf
m→∞
E
[ ∫ T
0
|DsY m|2ds
]
≤ sup
m≥1
E
[ ∫ T
0
|DsY m|2ds
]
<∞.
Now that we know that Y ∈ D1,2, we can prove the convergence. For that, let δ(a) denote
the Skorohod integral
∫ T
0
a(s)δ(ds) and let a ∈ dom(δ). By the duality formula and (i),
we have
E
[ ∫ T
0
DsY
na(s)ds
]
= E
[
Y nδ(a)
] n→∞−→ E[Y δ(a)] = E[ ∫ T
0
DsY a(s)ds
]
.
The weak convergence in L2(Ω, H) follows now from the fact that dom(δ) is dense in
L2(Ω× [0, T ]). 
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Lemma A.3. Let m ∈ N, sm+1=θ and, for j = 1, . . . , m, aj ∈ (−1,∞). Then
∫
∆m
θ,t
m∏
j=1
(sj − sj+1)ajds =
∏m
l=1 Γ(al + 1)
Γ(
∑m
l=1 al +m+ 1)
(t− θ)
∑m
l=1 al+m.
Proof. Before we start with the actual proof, we recall the well-known fact that for all
a, b > −1
∫ s
θ
(s− s1)a(s1 − θ)bds1 = Γ(a+ 1)Γ(b+ 1)
Γ(a+ b+ 2)
(s− θ)a+b+1 (A.1)
We will now proof the lemma by induction. For that, note that
∫ t
θ
(s1 − θ)a1ds1 = 1
a1 + 1
(t− θ)a1+1 = Γ(a1 + 1)
Γ(a1 + 2)
(t− θ)a1+1,
since for all z > 0, Γ(z + 1) = zΓ(z). This proves the lemma for m = 1. Suppose now,
we have proven the result up to some fixed m. We need to show that it also holds for
m+ 1. Therefore, we consider
∫
∆m+1
θ,t
m+1∏
j=1
(sj − sj+1)ajds
=
t∫
θ
s1∫
θ
· · ·
sm−1∫
θ
sm∫
θ
(sm+1 − θ)am+1(sm − sm+1)am
m−1∏
j=1
(sj − sj+1)ajdsm+1dsm . . . ds1ds1
=
t∫
θ
s1∫
θ
· · ·
sm−1∫
θ
m−1∏
j=1
(sj − sj+1)aj
sm∫
θ
(sm+1 − θ)am+1(sm − sm+1)amdsm+1dsm . . . ds1ds1
=
t∫
θ
s1∫
θ
· · ·
sm−1∫
θ
m−1∏
j=1
(sj − sj+1)aj Γ(am + 1)Γ(am+1 + 1)
Γ(am + am+1 + 2)
(sm − θ)am+am+1+1dsm . . . ds1ds1
=
Γ(am + 1)Γ(am+1 + 1)
Γ(am + am+1 + 2)
∫
∆mθ,t
(sm − θ)am+am+1+1
m−1∏
j=1
(sj − sj+1)ajds,
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where we applied (A.1). Defining a˜j := aj for j = 1, . . . , m−1 and a˜m := am+am+1+1
and applying our assumption that the formula holds form, we get∫
∆mθ,t
(sm − θ)am+am+1+1
m−1∏
j=1
(sj − sj+1)ajds
=
∫
∆m
θ,t
m∏
j=1
(sj − sj+1)a˜jds
=
∏m
l=1 Γ(a˜l + 1)
Γ(
∑m
l=1 a˜l +m+ 1)
(t− θ)
∑m
l=1 a˜l+m
=
Γ(am + am+1 + 1 + 1)
∏m−1
l=1 Γ(al + 1)
Γ(
∑m−1
l=1 al + am + am+1 + 1 +m+ 1)
(t− θ)
∑m−1
l=1 al+am+am+1+1+m
=
Γ(am + am+1 + 2)
∏m−1
l=1 Γ(al + 1)
Γ(
∑m+1
l=1 al +m+ 2)
(t− θ)
∑m+1
l=1 al+m+1.
Plugging this in, we finally achieve∫
∆m+1θ,t
m+1∏
j=1
(sj − sj+1)ajds
=
Γ(am + 1)Γ(am+1 + 1)
Γ(am + am+1 + 2)
Γ(am + am+1 + 2)
∏m−1
l=1 Γ(al + 1)
Γ(
∑m+1
l=1 al +m+ 2)
(t− θ)
∑m+1
l=1 al+m+1
=
∏m+1
l=1 Γ(al + 1)
Γ(
∑m+1
l=1 al + (m+ 1) + 1)
(t− θ)
∑m+1
l=1 al+(m+1),
which proves the formula for m + 1. By the principle of induction, this finishes the
proof. 
The following result which is due to [8, Theorem 1] provides a compactness criterion
for subsets of L2(Ω) using Malliavin calculus.
Theorem A.4. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P ) is
a probability space and H a separable closed subspace of Gaussian random variables
of L2(Ω), which generate the σ-field A. Denote by D the derivative operator acting on
elementary smooth random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further let D1,2 be the closure of the family of elementary smooth random variables with
respect to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for any
c > 0 the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
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is relatively compact in L2(Ω).
In order to formulate compactness criteria useful for our purposes, we need the follow-
ing technical result which also can be found in [8].
Lemma A.5. Let vs, s ≥ 0 be the Haar basis of L2([0, T ]). For any 0 < α < 1/2 define
the operator Aα on L
2([0, T ]) by
Aαvs = 2
kαvs, if s = 2
k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
‖f‖L2([0,T ]) +
(∫ T
0
∫ T
0
|f(t)− f(t′)|2
|t− t′|1+2β dt dt
′
)1/2 .
A direct consequence of Theorem A.4 and Lemma A.5 is now the following compact-
ness criteria.
Corollary A.6. Let a sequence of FT -measurable random variables Xn ∈ D1,2, n =
1, 2, . . . , be such that there exists a constant C > 0 with
sup
n
E[|Xn|2] ≤ C,
sup
n
E
[
‖DtXn‖2L2([0,T ])
]
≤ C
and there exists a β ∈ (0, 1/2) such that
sup
n
∫ T
0
∫ T
0
E [‖DtXn −Dt′Xn‖2]
|t− t′|1+2β dtdt
′ <∞
where ‖ · ‖ denotes any matrix norm.
Then the sequence Xn, n = 1, 2, . . . , is relatively compact in L
2(Ω).
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