In Representation Reconsidered, William Ramsey suggests that the notion of structural representation is posited by classical theories of cognition, but not by the "newer accounts" (e.g., connectionist modeling). I challenge the assertion about the newer accounts. I argue that the newer accounts also posit structural representations; in fact, the notion plays a key theoretical role in the current computational approaches in cognitive neuroscience. The argument rests on a close examination of computational work on the oculomotor system.
Introduction
A working assumption in brain and cognitive sciences is that the brain is a representational, information-processing, system. My aim in this paper is to examine the claim that the brain employs structural representations. In a recent book, William suggests that the notion of structural representation is posited by classical theories of cognition, but not by the "newer accounts" (e.g., connectionist modeling). In what follows I challenge the assertion about the newer accounts. I argue that the newer accounts posit structural representations, and that, in fact, the notion is deeply entrenched in the current computational approaches in neuroscience.
My argument rests on a close examination of computational work on the oculomotor system. Though my argument is made in the context of the classical/non-classical debate, my interest here is not in this debate per se. Neither is my goal to play down the dichotomy between classical and non-classical, nor to play it up. Also, I do not suggest that the "newer accounts" are superior in some way to classical theories of cognition. My interest is in the conceptual foundations of the current computational approaches in cognitive science. I urge that, contrary to the impression cast by Ramsey, the notion of structural representation is not exclusive to classical theories of cognition. I advance three claims about the current computational approaches in cognitive neuroscience.
1 First, the notion of structural representation -in the sense of an internal model -is central and explicit in recurrent networks; my focus here is attractor neural networks. This is important since Ramsey grounds most of his arguments on the multilayer, feed-forward, networks, whereas the bulk of the computational work in cognitive neuroscience today invokes recurrent networks. Second, Ramsey detaches structural representations from the "receptor notion" of representation, whereas the two are often linked together. Third, in addition to its explanatory role, the notion of structural representations also plays a methodological role, in discovering what the nervous system computes. I will thus conclude that the notion of structural representation is very much present, playing a key theoretical role in the current computational work in cognitive neuroscience.
The paper proceeds as follows. I start with a brief presentation of the notion of structural representation (Section 2) and then explicate Ramsey's claim that the newer accounts of cognition do not posit structural representations (Section 3). I next turn to challenge Ramsey's claim. After discussing in some detail one case-study, that of the computational work on the oculomotor memory (Section 4), I argue that the notion of structural representation is at the heart of current computational approaches in cognitive neuroscience (Section 5). In the final two sections I consider two objections to the memory network; one pertains to the claim that its states are truly internal (Section 6), the other to the claim that its states are truly representational (Section 7).
Structural representation
The term "structural representation" refers to representations that preserve the structure of the (target) domain being represented, or, as Swoyer puts it, "the pattern of relations among the constituents of the represented phenomenon is mirrored by the pattern of relations among the constituents of the representation itself " (1991: 452) . This notion encompasses such representational systems as family trees, maps, and various measurement schemes. It also applies to cognitive representational systems, which are our focus here. Thus Johnson Laird is famous for postulating mental models whose structure "is identical to the structure of the states of affairs … that the models represent " (1983: 419) . And Shepard and Chipman talk about second-order isomorphism, which refers to some parallelism "between the relations among different internal representations and the relations among their corresponding external objects " (1970: l) . 2 Swoyer introduces a detailed analysis of the notion. The basic idea is that the representing domain and the represented domain have "the same structural or formal features"
(1991:457). They share a high-order -formal or mathematical -structure, which Swoyer calls a shared structure. To be a little more precise, let A and B be two domains, each of which includes individuals and relations. 3 We would say that the two domains are of the same similarity type just in case there is a one-to-one and onto function, c, from the full domain of relations of A to 2 See also Palmer (1978) and Edelman (1998) . 3 See Swoyer for the precise and detailed characterization that specifies the domains as intentional relational systems.
that of B which maps each R-relation of the first to some R-relation of the same type in the second. The two domains have a shared structure -they are isomorphic -just in case this function is type-preserving; that is, for every n-ary relation R and n-tuple of individuals (in A) the following condition holds:
Finally, we would say that A is a structural representation of B just in case A and (a subset of) B have a shared structure.
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Swoyer then introduces several relaxations, modifications, and distinctions that make the notion more applicable; these are necessary as the isomorphism requirement holds only as an ideal. 6 I will mention here a few points that are relevant to the discussion below: One is that the shared structure is often a matter of approximation, certainly when we discuss biological systems such as the nervous system. Another is that there are different kinds of representational systems.
There are "static" systems, such as the measurement schemes we impose on nature, and there are "dynamical" systems, such as the nervous system. Thirdly, the function c is not always one-toone, onto, or total; sometimes it may even be a many-to-one ("non-function") mapping. In short,
we might view a system as a structural representation even when c does not respect all of the relations in the original system but only some of them.
Cummins (1989) introduces a special (relaxed) case of structural representation. This case is of dynamical physical systems whose input-output relations respect relations between the things that the inputs and outputs represent. He calls this kind of (structural) representation 4 The condition can be extended to high-order relations. 5 There is disagreement over whether structure sharing is sufficient and/or necessary for representation. I return to discuss this issue in section 7. 6 See Swoyer pp. 470ff.; the modified definition is on page 474. Other less-than-isomorphism characterizations are in terms of partial isomorphism (French and Ladyman 1999; Da Costa and French 2003) , homomorphism (Bartels 2006) , and similarity (Giere 2004 When all is in place, we have simulation representation. The physical states of the devicebutton-pressing sequences and displays -are interpreted as representing numbers, and the causal 7 According to Cummins, some systems (arguably, cognitive systems) satisfy functions by computing them. Computing, then, is a special kind of satisfaction; its (causal) processes have the form of step-satisfaction (pp. 91-92) .
relations, g, between the input and output physical states "mirror" the plus-function relations between the numbers. Or, as Cummins puts it, the interpretation function, I, fulfills the following simulation condition:
This condition amounts to saying that g is isomorphic to plus, and an interpretation function that fulfills this isomorphism condition is precisely simulation representation (pp. 96-97). 8 The term "simulation" highlights the fact that the g-relations, between the button-pressing inputs and the display output, model, as it were, the plus-relations between the input <x,y> and output number x+y. Cummins (1989: 108-111) 
Ramsey's argument
In Representation Reconsidered, Ramsey advances an extended argument whose conclusion is that the notion of inner representation does important explanatory work in classical theories of cognition, but not in the newer accounts of cognition (2007: 3). Ramsey identifies classical computational theory of cognition (CCTC) with accounts that posit "internal symbolic representations" (p. 2), and associates it with a host of other labels, such as "Good-OldFashioned-Artificial-Intelligence", "Physical Symbol Hypothesis", "Digital Computational Theory of Mind". 9 The term "the newer accounts" refers to accounts of cognition that "radically depart" from CCTC; among them are "connectionist modeling, cognitive neuroscience, [and] embodied cognitive accounts" (p. 2). These accounts also characterize internal elements as Ramsey (2007) agrees that this picture of representation is found in both classical and connectionist architectures. But he distinguishes between systems whose input-output relations simulate certain relations, and systems whose inner workings also preserve structure. He argues that we find the explanatory force of structural representation only in the latter systems: "it is important not to confuse theory-neutral specifications of the explananda with the internal explanatory posits of particular cognitive theories. Since cognitive processes are defined with representational states as their end-points, it is a mistake to treat this notion of representation as belonging to the CCTC, or invoked by the CCTC. Since most theories treat types of input-output transformations as their starting points, the input and output themselves are not part of any particular theory's explanatory apparatus" (p. 71). Ramsey's point is that the notion of simulation representation posits entities that are part of the explananda of cognitive theories. This notion is indeed found in many different cognitive theories, including the newer computational approaches, whose aim is to explain the input-output transformations. But the notion of structural representation that we are looking at should be part of the "theory's explanatory apparatus", and as such should essentially refer to internal entities as representations. Ramsey refers to this explanatory notion as S-representation and argues that it is pervasive in classical accounts but is not found in the newer approaches.
It turns out, then, that Ramsey's notion of S-representation is not exactly that of simulation representation. Both notions share the idea that the input-output relations simulate relations in the target domain, namely, those between the entities that the inputs and outputs represent. But S-representation goes beyond this in requiring that internal elements in the source system also mirror properties and relations in the target domain. The requirement, to be sure, is not that the representing domain and the represented domain are perfectly isomorphic; the demand is that "there is a significant type of isomorphism" (p. 80) between the domains. Ramsey associates this notion with that of an internal model, which is the source of its explanatory force. 11 He illustrates this idea of modeling with a family tree that posits "a representational model that invokes elements that serve to mirror the conditions and states of affairs and entailment relations" (p. 82). This family tree serves to explain how one finds out whether Jeff is or is not an uncle of Julie. The explanation rests on the fact that the tree models the familial relations, in that its internal nodes stand for members of the family and the various connecting arrows among the nodes stand for various familial relations among those members. Ramsey argues that we find this kind of representation (and explanation) in classical systems (SOAR, SHRDLU) including (classical) cognitive systems. According to these classical theories of cognition, "the mind/brain is claimed to be using a computational model or simulation, and the model/simulation is constructed out of symbols that are thereby serving as S-representations"
(pp. 80-81). 12 Ramsey concludes that the notion of S-representation "serves as an important, distinct, and explanatorily valuable posit of classical computational accounts of cognition" (p.
79). The newer approaches, however, do not posit this notion of S-representation.
One could object to Ramsey's claim that the newer approaches do not posit the required notion of S-representation, i.e., that of an inner model whose structural elements encode structural features of the world. Indeed, critics of Ramsey have argued just that. Mark Sprevak (2011) contends that "it is far from clear why a receptor based notion cannot fulfill the role of a surrogate too. And the receptors posited in cognitive neuroscience typically do: a face detector or edge detector are understood, not just as detectors in isolation, but as part of our wider model of the world, and their activity is considered apt surrogates for the presence of distal faces or edges in reasoning". 13 Garzón and Rodríguez focus their discussion on connectionist, multi-layer, feedforward networks (like NET talk) that seem to present structural isomorphism or similarity with their targets. 14 Ramsey discusses these networks in detail, arguing that while a cluster analysis might reveal that there is an isomorphism between the hidden unit layer and the target's domain, 12 We can note the difference in terminology between Ramsey and Swoyer. Swoyer refers to the whole system, e.g., a family tree, as a structural representation. Ramsey refers to the whole system as a "model" and to its constituents as S-representations. I will mostly follow Swoyer's convention. 13 Indeed, elsewhere I argue that Marr's theory of edge-detection posits the edge-detection process as modeling the structural features in the world, e.g., the mathematical (derivation) relation of light reflectance along object boundaries (Shagrir 2010a) . 14 See also Paul Churchland (2007) who stresses the similarity relations, or isomorphism, found in many networks between high-dimensional relations (e.g., geometrical congruence) in the state-space of the representing neural network and high-dimensional relations in the represented domain "in the world". See also O'Brien and Opie (2001; -mainly attractor networks -and its descendants in control and dynamical theory. This paradigm has influenced cognitive science since the 1980s, and it encompasses more than the forward models mentioned by Grush. Ramsey mentions "few connectionist-style theories" that exemplify internal models, but he ignores a whole paradigm in neural network theory and its applications in cognitive and brain sciences. I will point out that these recurrent networks, which 15 See Grush 2004; see also Eliasmith and Anderson (2003) .
can hardly be called "connectionist-style", constitute much of the computational work in cognitive neuroscience today. In fact, computational cognitive neuroscientists invoke recurrent networks with the explicit aim of positing the notion of an internal model.
Second, Ramsey assumes that S-representation and the receptor notion are mutually exclusive. Ramsey is right of course in assuming that much of the experimental work, e.g., electrophysiological experiments, assumes one or another version of the receptor notion. But he is mistaken in concluding that current theoretical work in cognitive neuroscience, which relies on these results, does not posit S-representations. As I will indicate below, the notion of representation posited by current theories often satisfies the conditions of the receptor notion but also those of S-representation. Third, I will suggest that in addition to its explanatory role, the posited notion of S-representation plays an important methodological role in cognitive neuroscience. This notion helps in assessing, and even discovering, what function is being computed, on the basis of "external", e.g., ecological, constraints. More generally, this notion of representation links the work of experimentalists and theoreticians.
If I am right about this, then it appears that the structural, model-based, notion of representation plays a key theoretical role in the current computational approaches in cognitive neuroscience. I think that Ramsey went astray by focusing on the multi-level feed-forward networks of "higher-level" phenomena in which there is no explicit aim to introduce the notion of an internal model. I do not argue that the notion of an internal model is implicit in these networks; but I will briefly question Ramsey's claim that the input-output simulation relations are merely part of the explanandum; contrary to Ramsey, I suggest that the simulation relations do have explanatory value (Section 6). This will imply that the connectionist-style multi-layer networks posit, at the very least, an explanatory notion of (input-output) simulation-representation. To demonstrate my claims, I survey and discuss some of the computational work on the oculomotor system.
A brief review of computational work on oculomotor memory
Oculomotor control has been studied extensively by experimentalists and theoreticians for decades. 16 Within oculomotor control, saccadic and inter-saccadic fixations have taken center stage. Saccadic eye movements rapidly shift the two eyes, with regard to the head, from one place in the visual world to another. 17 Between saccadic movements, the brain keeps the eyes still; experimental results show that normal humans are able to hold their eyes stationary at arbitrary positions for up to dozens of seconds, even in complete darkness (Becker and Klein, 1973; Hess et al., 1985) . The brain can track the current eye position even after the stimulus has gone; in this respect, the brain employs a short-term memory of eye positions. When the memory is damaged there is a constant drift of the eyes to a null point. Our focus here is the memory for horizontal eye movements. In cats, monkeys, and goldfish, this system appears to be localized in two brainstem nuclei, the nucleus prepositus hypoglossi (NPH) and the medial vestibular nucleus (MVN) (Moschovakis 1997) .
Using the language of state-space analysis, we can think of the memory as consisting of states, whereas each state, Si, is a representation of a different eye position, Ei. The dynamics in 16 For reviews see Robinson 1989 , Glimcher 1999 , and Leigh and Zee 2006 . 17 See Glimcher 1999 , who classifies eye-movements into two broad classes. Gaze stabilization movements stabilize the visual world on the retina when the head/body is moving. The vestibulo-ocular reflex (VOR) keeps the visual world stable on the retina when the head is moving. The opto-kinetic reflex stabilizes the visual world when the head is stationary (e.g., when one is looking from a train's window). Gaze-aligning movements include voluntary and reflexive saccades and smooth pursuit movements that allow one to track a moving target. Yet a third class (in binocular animals) includes vergence movements that allow the eyes to fixate the eye on the target at different distances.
the memory can be seen as a transition from one state, say S 1 , which represents one eye position, E 1 , to another stable state, S 2 , which represents another eye position, E 2 , by computing some function g that operates on inputs that indicate change in eye position ( fig. 2 ).
Figure 2:
The oculomotor memory -an information-processing description. The memory system moves from state S 1 (which represents E 1 ) to state S 2 (which represents E 2 ), by satisfying (computing) the function g that operates on inputs that indicate change in eye position. The representation/interpretation function is I. show that when the eyes are still, the pattern of neural activity is constant in time, and that for every eye position, the pattern of activity is different and persistent. These findings have encouraged modelers to describe the memory system as a multi-stable recurrent network. The use of multi-stable attractor neural networks to implement memory is widespread (Amit 1989) .
The dynamics of these networks is often described in terms of an energy landscape whose 18 See Canon and Robinson (1985) ; Seung (1996 Seung ( , 1998 . For a general framework see Eliasmith and Anderson (2003: 250ff.) .
Third, there are no synaptic changes ("learning"), at least in the simplified case; the weights are fixed in advance. The important idea is that the weight matrix Wij has only positive feedbacks that are tuned to have a single unity eigenvalue (this produces an energy function with no curvature, as in fig. 3 ). The rest of the eigenvalues have real parts that are less than unity; this condition ensures stability, namely, that the bottom trough of the energy function is perfectly level (Seung 1996) . In real biological systems, however, where these idealizations do not hold, the issues of robustness and stability become acute. There are suggestions to handle these with learning, i.e., synaptic plasticity, but their effectiveness and biological reality are questionable (Seung 1996 (Seung , 1998 ). Yet we also have to remember that the biological system itself is not perfect, and that the memory of eye position is gradually corrupted over time. In human subjects, during gaze-holding in the dark, there is generally a slow, systematic drift, usually less than one degree per second in normal subjects (Becker and Klein, 1973; Hess et al., 1985) .
Let us turn to the second question: What is the transition function from one stable state, which represents a pre-saccadic eye position, to another state, which represents the current eye position? Experimental studies show that the system converts transient eye-velocity-encoding inputs into persistent eye-position-encoding outputs. It was thus concluded that the network is a neural integrator. 19 The system moves from one stable state along the line attractor, Si, which represents one eye position, Ei, to another stable state, Sj, which represents another eye position, Ej, by performing integration on eye-velocity-encoding inputs u (fig. 4) . The dynamics is of integration in that the system keeps accumulating the pulse inputs it has received. When new input pulses come in, they are added to or subtracted from (depending on direction of movement) the previous summation. These summations are just the stable states of the network; hence, the network is moving from one persistent point, Si, to another, Sj. The new summation is "memorized" by the network (i.e., staying in Sj) even when the velocity-coded stimulus is gone.
The motor neurons "read" the current position and stabilize the eye in the new position by controlling the length-tension relationships of the muscles.
Figure 4:
The dynamics of the memory system. The system moves from one stable state, say S 1 , to another stable state, say S 2, by integrating on pulse saccadic inputs, u(t). Each state, S i , represents a different eye position E i , and the transient pulse inputs encode eye velocity.
The memory network as structural representation
Scientists describe the oculomotor memory network as a representational system, where each persistent state of the network "is the internal representation of eye position" (Seung et al. 2000: 269; italics in the original); it "encodes the angular position of the eyes" (p. response to external stimuli; in our case the pulse inputs are (causally) correlated with eyevelocity; whereas certain persistent collective activity in the neural network is correlated with a certain eye position (and the current activity with current position). These procedures are the basis of the "receptor notion" representation.
What is perhaps less noticeable is that the memory network also constitutes a structural representation, in the sense of an internal model. In fact, theoreticians use this kind of network precisely to posit internal models. 20 The state-space of the network mirrors the space of eye positions. Each state, Si, along the line attractor encodes a different eye position, and the distance between two states, Si and Sj, corresponds to the distance between two eye-positions, Ei and Ej.
We thus have a sort of isomorphism between the representing network and the eye: the function that maps the stable states, Si's, to the corresponding eye-position states, Ei's, is type-preserving, in that the distances between two states mirror the distances between eye-positions. 21 The statespace of the network could be seen as a map whose line attractor corresponds to the space of eye positions. By moving from one state, Si, to another, Sj, one could reflect a transition from one eye position, Ei, to another, Ej. Indeed, the oculomotor system employs this map in accomplishing various neuro-cognitive tasks. In the present context, the motor neurons "read out" the current state in order to move the eyes to a new eye position and keep the eyes in this current position. Thus the network is not just an abstract by-product of the fact that the system goes into specific states in response to specific inputs. It consists of concrete inner states that the oculomotor system can go "look up" for problem solving.
The task of the network is not just to mirror the space of eye-positions, but to fixate the eyes on a specific ("current") position. To accomplish this task, the network should get some 20 Thus Seung writes that "according to modern computational theories, biological motor control is performed by an internal model… A wealth of experimental data indicates that the internal model used for maintaining eye position is the integrator, which has been localized to specific brainstem nuclei. The nature of the internal model is also known: it appears to be a recurrent network with a continuous attractor" (1988:1253-4) . 21 More formally: I(S-distance(Si,Sj)) = E-distance(I(Si),I(Sj)) = E-distance(Ei,Ej). S-distance is the distance in state-space, whereas E-distance is horizontal distance between angular eye positions.
indication that will enable it to compute this position. This is where integration kicks in. The network gets as inputs pulses that encode eye velocity; the integration of the coded velocity is just the distance between previous and current eye positions. The network is constructed such that it computes integration over the entering stimuli. Given that the network stabilizes on a new point ("state") along the line attractor, this state must be the one that encodes the current eyeposition. In short, we have an isomorphism also at the level of dynamics. The distance between the two states is just the integration over the transient saccadic electrical inputs to the network,
u(t), with respect to time; these inputs encode the eye velocity v(t). The (horizontal) distance
between the two eye-positions, Ei and Ej, is just the integration of the eye velocity, v(t), with respect to time. Thus by computing integration the network mirrors the transition from previous to current eye position ( fig. 5 ).
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Figure 5: S-representation in the dynamics of the network. The representing domain and the represented domain share the structure of integration. The dynamics in the neural memory, from one state, S 1 , to another, S 2 , is described as integration over the pulse saccadic inputs, u(t). The relation between two (represented) eye positions, E 1 and E 2 , is described in terms of integration over the eye velocity, v(t), encoded by u(t).
Explaining how the oculomotor system controls the eyes refers to the fact that the system implements an internal model in the form of a recurrent neural network with multiple stable states, one for each eye position. In this respect the memory meets the "job description challenge" (I elaborate on this in sections 6 and 7). What I want to emphasize now is that in addition to its explanatory role the notion of S-representation often plays a methodological one.
The notion of S-representation guides the theoretical studies in discovering what the system computes. That is, the function that is being computed is revealed through the "external", overt, relations between the things that are being represented. To see this methodology at work, let us consider the course of investigation in the case of the memory system. The investigation started with the electrophysiological and anatomical experimental studies which have (roughly) shown that pre-synaptic stimuli encode eye velocity and that the post-synaptic activity (collectively) encodes eye position (fig. 2) ; these experiments assume in a way the "receptor notion" of representation. Next, looking at the target domain (i.e., the eye), theoreticians quickly realized that the external "top-span" relations between the represented velocity and positions are those of integration. On the basis of this observation, it was then inferred that the internal "bottom-span" g-relations (at a more abstract level) between the representing states must be of integration too.
In fact, from the observation that the (high-order) external relations, between the represented entities, are those of integration, the system was called "an integrator" (Robinson 1989) . In other words, the theoreticians assume that the oculomotor memory S-represents the external relations, in the target domain. They assume that if the high-order relations in the target domain are those of integration, the oculomotor memory itself must compute integration. Of course, after constructing the network model (for computing integration) one can conduct further experiments that confirm its validity. But the point is that the construction of the network model starts with the premise that it computes integration, a premise whose evidence is the overt external relation between (the represented) position and velocity.
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The theoretical work describes the memory system as that of S-representation. Does it also describe the memory as a non-classical system? I doubt that anyone will insist that the memory network (as described above) is a classical system. But it is still worthwhile to mention how different it is from discrete-like systems, e.g., Turing machines, which are the paradigm cases of classical systems. First, the memory state-space does not consist of separable states, not even "in principle". The state-space is "dense", in that it is a continuous line attractor, whereas each fixed point along the line is, ideally, a different state. Second, the activity of the cells is not "symbolic", in that we cannot assign the symbol '1' to some given electrical activity and '0' to some other electrical activity. Nor can we easily assign to some streams of action potentials ("spikes") a string of such symbols. Rather, the activation of cells is a continuous function (described by differential equations; see, e.g., in the appendix). Lastly, the dynamics of the network does not consist, in any obvious sense, of discrete steps. It is a continuous relaxation toward the closest minimum point, where all the minimum points lie along a line (attractor).
Even the language used to describe the dynamics of the system is not that of computation theory, but the language used in control and dynamical theory. Given all that, we can safely say that this 23 I asked a theoretician: "But why do you assume that the internal relations must be those of integration? After all, the only evidence you have for this assumption is that the external relations are those of integration?" His reply was that this is just a truism: if the relations between velocity and position are those of integration, the internal relations must be that of integration too: "What else can it be?" The question we do ask, he added, is not whether the system computes integration (as it surely does), but how it computes integration. I certainly do not want to underestimate the theoretical work behind the "how", i.e., the theory of neural networks with a line attractor. But the reply not only indicates that the theoreticians assume that the memory system is one of S-representations; it indicates that they do not seriously consider other possibilities; they do not consider the possibility that the oculomotor memory attains the neuro-cognitive memory task by not positing S-representations. memory network is not classical; if one insists that it is classical, then it is hard to comprehend what a non-classical system is.
24
I have shown that at least one non-classical theory -that of the oculomotor memoryposits S-representation(s). But the example is by no means unique. Recurrent multi-stable networks have been used also for various tasks of problem solving, where the state-space Srepresents the space problem, e.g., games (Hopfield and Tank 1985, Rumelhart, Smolensky, McClelland, and Hinton 1986 ; a more detailed example of problem-solving is discussed in the next section). The multi-stable recurrent neural networks, when applied in the context of cognition, often invoke S-representations. These networks are often applied in the context of (associative) memory whose state-space S-represents the target domain (Hopfield 1982 , Amit 1989 ; the distinctive feature of the oculomotor memory is that the persistent states are arranged in a line attractor. This idea of internal model has become very widespread in motor control and is used to account for other motor systems. 25 Ramsey's discussion focuses on the multi-layer connectionist networks, and on some work in dynamical system theory (pp. 204 ff.). But the point is that much of the current computational work in cognitive neuroscience invokes the recurrent multi-stable networks. 26 This is perhaps due to the fact that much of the current computational work addresses specific neural mechanisms, and that cognition is rarely perceived in terms of one-directional perception-to-action processes.
The upshot is that the notion of S-representation is widespread in the newer computational approaches to cognition. It plays the explanatory role that is often assigned to models, which (apparently) is not captured by the receptor notion. It also often plays a methodological role in bridging the work of experimentalists who invoke the receptor notion and the theoreticians who use this information to discover what the system computes and, hence, how the system models its target. Thus, contrary to what Ramsey claims, S-representation is a central theoretical notion in the newer approaches in brain and cognitive sciences.
In the next two sections I consider two objections to this conclusion. The first is that the theory of the oculomotor memory does not posit real inner representations. The other is that it does not posit real representations.
Objection 1: The memory is not really an internal model
One might object that the memory does not really constitute an "internal" model of the represented eye. There are two closely related concerns here. One is that the internal states are sorts of "black boxes". Each box is a "collective" state that can be seen as a representation. Yet the "internal" ingredients of the state do not mirror any conditions in the target domain. They represent nothing. Thus the mirroring relation between the memory and the eye is partial:
although the theory essentially refers to the ingredients of each box (state) in describing the computational structure of the memory, these ingredients do not mirror any states and conditions in the represented domain. Another concern pertains to the dynamics of the network. The worry here is that the internal dynamics, which is a relaxation on a new fixed point, does not mirror the dynamics of the eye movement, which is a continuous process that proceeds through other positions of the eye. It thus seems that each relaxation is really an input-output process, from one state to another, but the intermediate dynamics does not mirror any feature of the eyes. Thus, by
Ramsey's standards, we do not have a genuine case of an internal model, hence, of Srepresentation.
Both concerns can be addressed. Regarding the internal structure of the collective state, the point is that the memory is like a map; each point in the map is a collective internal state (collected from the activity of all cells) state that encodes a different eye-position. It is the space of collective states that lie along the line attractor. It is true that in this picture we can look at each collective state as a "black box", but it does not follow that the collective states are not internal; they are the states that constitute the "map". Furthermore, we can keep analyzing the internal information-processing structure of each state. Seung, for example, points out that each Or take another attractor neural networks, for solving the n-queens problem (the problem is of locating n queens on a n×n chessboard, such that no two queens are on the same row, column or diagonal). 27 The state-space in this network stands for all possible assignments of queens on the board, and the global minima points are solutions to the problem. Each minimum is a collective state that represents one solution to the problem. Further analyzing this collective state, each cell represents the presence/absence of a queen in a square of the board, and the relations between them mirror the "spatial" relations on the board. So here not only does the state-space model the space of possible states of the board; in addition, each state of the network, whether stable or not, models a state of the board in that its constituents and relations mirror ("explicit") features of the board.
As for the dynamics of the network, the reply is twofold. First, the task of the oculomotor system is not to mimic eye movement. Its task is to point to the current eye position in order to maintain a constant gaze of the eye. This memory task requires the mirroring of some relation among the eye positions, but not necessarily of eye movements. The memory achieves the task by employing another property of the eye, namely, its velocity: it tracks eye positions by mirroring the relation among them with respect to velocity. Second, it is incidental that some memory networks mirror the eye movement (which is perhaps not too surprising given the relation between velocity and movement). If the network is a linear one, the dynamics of the network takes place along the line attractor alone. In this case, the internal dynamics is a continuous movement along the line attractor from the point that encodes the previous eye position to the point representing the current eye position. Such a network can be calibrated to mirror the eye movement itself.
The two concerns raise more general issues about the amount of mirroring required from S-representations, given that full-scale isomorphism is impractical. Ramsey seems to think that modeling is explanatory only when "there is a significant type of isomorphism " (2007: 80) . But what exactly amounts to "significant"? Should we require that every computational bit and operation mirror a state or a condition in the target domain? Ramsey is not too explicit about this.
He does emphasize that the model should include internal elements, and not just input and output representations. We may recall that this claim plays a crucial role in his argument against connectionism, when he dismisses the explanatory powers of representation in connectionist machines. Ramsey concedes that connectionist machines simulate the target domain, but he argues that this simulation occurs at input and output end-points and is related to function, not to mechanism. As such, it is part of the "theory-neutral specifications of the explananda" (p. 71) and has nothing to do with the "the internal explanatory posits of particular cognitive theories" (p. 71).
But can we dismiss the explanatory power of these input and output representations when they simulate some relation in the target domain? Let us assume, for the sake of argument, that the oculomotor memory provides only an input-output simulation; let us even grant, for the sake of argument, that the schema in fig. 5 describes an input-output modeling. To simplify a bit, the integration relation, over the incoming pulses, is just a transformation from one state (input) to another (output), and this transformation simulates the external (integration) relation between the represented eye positions (with respect to velocity). Can we say that this schema is just part of "theory-neutral specifications of the explananda"? I think not. I suspect that Ramsey confuses two different non-mechanistic input-output specifications. One specification refers to the information-processing, cognitive, task ( fig. 2 ). In our case, the memory task is described as mapping from one state of the neural network, which represents one eye position, to another state, which represents another eye position; this mapping, g, is a function of eye-velocity encoding inputs. This specification, in terms of representations of eye velocity and eye positions, is indeed the part of the explanandum.
The other specification, however, refers to the shared formal (mathematical) structure between the satisfied neural function and the functional relation between the represented entities,
i.e., between eye positions and eye velocity. Here, the specification refers not only to the representational content of the cells, but also to the shared formal structure of integration ( fig. 5 ).
This specification, I believe, is already part of the explanation. Showing that the system satisfies (or computes) integration, and that this computation simulates the (integration) relation between velocity and positions, helps us understand how the memory system attains the task of keeping the eyes still (another part of the explanation, of course, is the specification of the internal mechanism by which the system computes integration). This contention requires elaboration and argumentation beyond the scope of this paper. But I think that we can at least say that it is far from trivial that simulation (input-output) representation, which refers to the shared formal structure, has no explanatory role.
The distinction between the two types of input-output specifications is often masked, e.g., in Cummins's adding device, when the represented domain and the shared structure are the same (i.e., the plus function). But it is highlighted in other descriptions of adding machines, as in
Marr's example of the cash-register machine. 28 One specification of the cash-register is in information-processing terms. On this specification, this machine satisfies a mapping function g from input digits to output digits; these digits represent, respectively, the prices of purchased items in the store and the final bill. Another non-mechanistic specification refers to the shared structure between two domains, to the (simulating) input-output mapping and the (simulated) activity that these input and output digits represent; the shared structure in this example is the plus function. As Marr (1982) puts it, the simulating input-output mapping conforms to the rules of commutativity, associativity, zero, and inverse, which uniquely define plus. But so is the simulated activity in the store. It also conforms to the rules of zero, commutativity, associativity, and inverses. 29 Ramsey can say that the first, information-processing, specification is part of the explanandum; that what we want to explain is how the machine attains this information- 28 Marr 1982: 22-23 ; I discuss this example in detail elsewhere (Shagrir 2010a) . 29 External associativity, for example amounts to "arranging the goods into two piles and paying for each pile separately should not affect the total amount you pay" (Marr 1982: 23). processing task. I do not dispute that. My point, again, is that even if this information-processing specification belongs to the explananda, it does not follow that the second, shared-structure, specification is also part of the explananda and not part of the explanation. It might well be that the shared-structure specification explains (at least partly) why the cash-register, which satisfies the function g, is suitable for the information-processing task that is defined in terms of the activity in the store. One could object to the claim that the theory posits real representations. The objection here is not to the claim that the memory and the eye have a shared inner structure. The objection, rather, is that all I have shown is that the memory and the eye have a shared structure; I have not shown that the cells of the memory really have representational power. True, scientists refer to the memory system as a representational system, but, the objection goes, representational talk does not entail representational power. One can infer from shared structure to representational power if one assumes that representational power reduces to shared structure ("isomorphism"). But this assumption is highly contentious. As many have pointed out, one can have shared structure without having representation at all. 31 30 Ramsey grounds his claim about the inputs and outputs in the standard interpretation of Marr. Elsewhere I argue that this interpretation distorts Marr's conception of computational-level theory (Shagrir 2010a) . In particular, I argue that one can hardly rely on Marr when dismissing the explanatory power of the input-output relations, claiming that they are part of the explananda. 31 See, e.g., Goodman (1968 ), Frigg (2006 , and Suarez (2010). Swoyer writes that it is not claimed that the notion of structural representation "fully captures our ordinary sense of representation -it doesn't, and it's not intended to " (1991: 452) . Shared structure, Swoyer continues, is neither sufficient nor necessary for having representational power. It is not necessary since "with sufficient perseverance -or perversity -we can use anything to represent virtually anything else, and in many cases the two things won't have any interesting structural similarities at all"
In replying I want to make two pertinent comments. First, the notion of representation assumed in the memory system is richer than that of S-representation. For one thing, the representing neural states are causally related with the target; 32 as we saw above, these causal relations between the memory and its target underlies the notion of representation that guides the electrophysiological studies. It thus might well be that the content of the representations is partially grounded at least in part, in some sort of causal covariance. 33 Ramsey does not conceive of this option as he seems to assume that the S-representation notion and the receptor notion are mutually exclusive. But, as the memory example indicates, this assumption is dubious: shared structure and causal covariance can live together. 34 For another thing, these representations are used by the system to control the movement of the eyes. These representations enable the system to keep track of eye position; for example, the oculomotor system reads out the current eyeposition in order to keep the eyes still. Thus taken together, the notion of representation assumed here is that of S-representation that is both used by the system to guide behavior and is also anchored by receptor-style cells. Thus while I cannot offer here a theory of representation, it seems to me that the notion of representation assumed in these studies is as strong as any notion of representation-in-a-cognitive-system we could hope for.
Second, the notion of representation assumed in the memory system satisfies Ramsey's requirements for being a representation. Ramsey does not provide a precise set of constraints that (1991: 452) . And it is not sufficient since "if you can find one structural representation of something, you can usually find many " (1991: 452) . 32 See Dretske (1988) for elaboration of this idea of co-variation into a forceful account of representation. 33 This double-factor possibility is, of course, no novelty and quite widespread in the philosophy of mind; see, for example, Fodor (1987 Fodor ( , 1990 . 34 See Sprevak (2011) for further criticism and discussion.
fully unpack his "job description challenge". 35 At some points, it seems that Ramsey upholds a reductive view of S-representations according to which shared structure does entail representational power and content (2007: 81-83) . In particular, Ramsey relies in his characterization on Cummins, who clearly aims to provide a (reductive) theory of content; e.g., citing Cummins's statement that "Representation, in this context, is simply a way of talking about an aspect of more or less successful simulation" (2007: 83). 36 On this reductive view, if the memory system and the eye have a shared structure, then the memory system is a (structural) representational system; put differently, the memory system satisfies the job description challenge by virtue of having a shared structure with the eye. And having demonstrated that the antecedent of conditional is true, the consequent just follows.
At other points, [93] [94] [95] [96] specifically addresses the claim that representational content is not automatically reduced to shared structure as a potential objection to his view. In this context he invokes the requirement that in addition to having shared structure with the target, the entity is also used to explain how the system solves a problem. Whether this strategy delivers real representations is an issue I put aside. 37 What I want to emphasize is that the memory network, as an internal model, satisfies the explanatory requirement. The fact that the memory network is an internal model of the eye plays a crucial role in explaining how the oculomotor system attains its neuro-cognitive tasks. The brain keeps the eyes still because it stores a memory network which is an internal model of the eye. The stable states in the modeling network encode the space of eye position, whereas each stable state represents a different eye position. When the network is in one of its stable states, it memorizes the current eye position.
When the eye changes positions the memory network computes integration over the pulse eyevelocity encoding input. This transition, from one state to another, mirrors the change in eye positions (which is just integration over eye velocity). Thus the oculomotor system, which supplies the transient saccadic inputs, reads out the eye-position encoding state of this internal model, using this information to keep the eyes still in the encoded position.
38
The upshot, then, is that my argument stands, at least in the context of Ramsey's definitions. Ramsey argues that the newer accounts do not posit S-representations. My claim is that he is wrong about that: the newer accounts typically do posit S-representations, at least the way Ramsey understands the notion of S-representation.
Summary
My aim in this paper was to demonstrate that the notion of structural representation is a central theoretical notion in the current computational approaches in cognitive neuroscience. The argument rests on one case-study, that of some computational work on the oculomotor integrator.
This work explains how the integrator system fixates the eyes by describing it in terms of an internal model. It also employs the (working) assumption of structural representation to 38 The same goes for the network solving the n-queens problem. The explanation of how the network solves the problem crucially refers to the fact that its space-state is a model of all possible assignments of queens on the board, and each global-minimum in this state-space represents a possible solution to the problem. The network solves the queens problem -the explanation goes -due to the fact that its dynamics (at each trial) is a gradual relaxation on one a global minimum of this state-space model.
conclude, on the basis of external cues, that the system is an "integrator"; thus the notion of structural representation also plays a methodological role in the discovery of what the system computes. While my focus here was one case-study, I pointed out that it is not an isolated example. That the nervous system is an internal model of the world is a widespread assumption in current computational approaches in cognitive neuroscience.
