Abstract
Introduction
Mok and Chen [11, 12] were the first who introduced the multiframe, MF, model as a generalisation study of the classic Liu and Layland model [9] . Where the real-time multiframe task is a generalized real-time task whose worstcase execution time is different from one phase to another phase of its execution. For instance, a task that executes with worst-case execution times of 10ms and 5ms is said to have two frames. For example, often found in industrial applications [4] , is a periodic task that does a small amount of data collection in each period consuming a small execution time, and then summaries and stores this data every n cycles using a much more expensive algorithm that consumes a larger execution time. Another example is found within the MPEG coding standard where there are three types of video frames (usually represented by the letters I, P and B). The I frame usually takes much more decoding than the others, but may occur only every 10 frames. The assumption of all frames being I frames leads to poor utilization and the system could be deemed unschedulable whilst in reality it is schedulable. We therefore wish to present the decoder task as a multiframe task. Other examples of the multiframe tasks can be found in practical systems.
Mok and Chen [11, 12] proposed a utilization based scheduling test, for fixed priority scheduling, under Rate Monotonic, RM, [9] priority assignment (the greater period the task has the lower priority it is assigned). They give a utilization bound, assuming the execution time sequence of each multiframe task has a particular restrictive property that they called Accumulatively Monotonic, AM, (see Section 2). Subsequent papers (Section 3.1) have improved this utilization bound but their tests remain inexact (i.e. sufficient but not necessary).
In this paper we provide exact and tractable analysis based upon the response time formulation of the multiframe tasks where this AM restriction is applied to. The analysis is interested in the systems where AM multiframe tasks are executing within one of two scenarios. First is that the AM multiframe tasks are subjected to release jitter whilst the second is that AM multiframe tasks relatively have arbitrary deadlines.
This paper is organised as follows. In the next section our system model and notation are introduced, while prior work is summarised in Section 3. Section 4 gives the exact response time analysis of AM multiframe tasks; then the analysis is developed in two steps to include release jitter of the tasks and to be applicable to the arbitrary deadline scenario. Conclusions are provided in Section 5 as a summary of the contribution.
System Model
Consider a system S consisting of N multiframe tasks. Each multiframe task τ i consists, in its turn, of a repeating sequence of n i frames. Frames are executing on a uniprocessor using the preemptive fixed priority scheduling policy. Priorities of multiframe tasks in the system are ordered consecutively with τ 1 having the highest priority in the system and τ N the lowest priority (i.e 1 in τ 1 refers to the highest priority and N in τ N refers to the lowest priority). All frames of the multiframe task have the same priority -the priority of the relative multiframe task.
Each frame in the multiframe task might have a worst case execution time that may be different from other frames in the same multiframe task with the assumption that the execution time sequences of all multiframe tasks in the system satisfy the AM restriction that is given below. In other words, a multiframe task, τ i , has n i worst case execution times (C k i ; k = 0..n i − 1) that satisfy Equation (1) . All frames in the same multiframe task are released with a fixed or minimum time interval T i and have the same deadline represented by the single parameter D i . The worst case response time R i of the multiframe task τ i is the maximum time of any of its frames from when the frame is released until it completes.
Table 1. Attributes of tasks in the example
As an illustration of the multiframe scenario, Table 1 represents a simple example with just 2 tasks τ 1 and τ 2 where τ 1 is a multiframe task with 4 frames represented by the execution time values 8, 4, 3 and 1; and τ 2 has just one frame. To simplify the explanation of the multiframe concept, all tasks in the example are assumed to have zero blocking time and have D i = T i ; i = 1, 2.
Finding the worst case response time R 2 of τ 2 , whatever its execution time, requires finding the maximum amount of possible interference from τ 1 . Table 2 shows all values of interference that task τ 1 generates from different initial frames in the execution sequence and for numbers of invocations up to the number of frames (i.e. 4). It can be seen from Table 2 that the maximum amount of interference τ 1 generates, in the case of one, two, three or four invocations, is when it is released having an execution time of 8. None of the other releases of τ 1 generates a greater amount of interference than the release of 8. That is because the multiframe task τ 1 satisfies the Accummulatively Monotonic, AM, restriction. In the AM multiframe task, one of the frames, whose execution time is maximum, always generates the maximum amount of interference within the execution of lower priority tasks; for any number of its invocations (i.e. interference). We call the frame whose execution time is maximum the Peak Frame. For example, the multiframe task τ , whose execution time sequence is (8, 4, 8, 3) , has two peak frames with locations 0 and 2; where their execution times are both 8.
Mok and Chen [11] mathematically formalize the AM restriction by an equation using the mod function to reach the execution time from its sequence whatever the number of invocations is. Equation (1) represents this AM restriction
∀i, j = 0, 1, 2, .., n − 1;
where C m is one of the peak values in a list of execution times (C 0 , C 1 , .., C n−1 ) that satisfies Equation (1). For example, for the multiframe task whose execution time sequence is C = (8, 4, 8, 3) , m = 0 and C 0 = 8. We call the peak frame whose execution time is C m the Critical Frame.
Definition 2 A Critical Frame of an AM multiframe task is one of the peak frames, in the multiframe task, whose execution time satisfies the AM restriction (i.e. Equation (1)).
For example, the critical frame of the multiframe task whose execution time sequence is C = (8, 4, 8, 3) , is the first frame whose execution time is 8. The first step in the schedulability analysis of a task is to identify the instant that leads to the maximum load for its execution. In terms of the response time analysis of a multiframe task τ i , we now introduce the critical instant of τ i as the instant that leads to the worst case response time of τ i . Mok and Chen [11] show in their paper that the critical instant of an AM multiframe task is when its critical frame is released simultaneously with all critical frames of all higher priority AM multiframe tasks. Definition 3 Critical instant of an AM multiframe task τ i is the simultaneous release, of the critical frame of τ i with all critical frames of the higher priority multiframe tasks.
We employ this critical instant of the AM multiframe task τ i to analyse its worst case response time and therefore its schedulability status.
Related Work
Because we are concerned with the response time analysis of AM multiframe tasks, previous contributions must be covered within two fields. The first field is the schedulability analysis of the multiframe tasks; which is presented in the following subsection. The second field is response time analysis; which is presented in the later subsection.
Schedulability Analysis Of The Multiframe Tasks
As the research into schedulability analysis started from the utilization point of view, we introduce here the beginning of the utilization's research. Liu and Layland [9] and Serlin [14] , with the RM priority assignment algorithm and assuming a constant execution time for each multiframe task in the system, introduced a sufficient but not necessary feasibility test. The test was based upon the least upper bound of the processor utilization factor; which is given by
Ti . The test is based on the criteria that a task set is schedulable if its processor utilization is less than a given upper bound; which is N (2 1 N − 1) which simplifies to .693 for large N . Symbolically,
. This upper bound has been employed by different researchers to serve the multiframe model.
Although research on multiframe tasks began when Mok and Chen [11, 12] introduced this multiframe concept and gave the utilization bound (as explained in the introduction), Han [5] gave another schedulability test, under RM priority assignment, that was better than Mok's test in the sense that multiframe task sets with peak utilization (i.e. the utilization of the peak frame) larger than Mok's upper bound are not feasible using Mok and Chen's utilization bound but can be found feasible by Han's test.
Baruah et al. [3] gave another tractable but sufficient response time analysis of a system of multiframe tasks. They applied a fixed point algorithm to determine the worst case response time of the peak frame of multiframe tasks taking into account the maximum amount of interference that higher priority multiframe tasks provide.
Traor et al. [18] mentioned in their paper that the multiframe model was a particular case of tasks with offset (transactions), so they assumed that their offset analysis can be applied to the multiframe model. However, we assume in our model that the priorities of the tasks are assigned according to the multiframe task so all frames in a multiframe task have the same priority which means the AM multiframe model is a restricted form of the transaction model. Kuo et al. [8] gave another improved utilization bound for the schedulability test of systems with AM multiframe tasks. The main idea of the test was to merge tasks with harmonic periods to reduce the number of tasks that has to be considered in the schedulability test and then apply Mok's bound to the merged tasks.
More recently, Lu et al. [10] improved Kuo's utilization test and presented new scheduling conditions for AM multiframe tasks within the utilization domain and assuming the RM priority assignment. They considered the ratio of the periods in their test. The improvement was that they used Kuo's method to merge the tasks and then they applied their test to the merged tasks. The schedulability status, under their approach, depends on the total peak utilization, U , of the AM multiframe tasks being less than a defined upper bound. They call this upper bound the Conditional Bound function, CB.
As can be seen from all of the above contributions, all published schedulability approaches are inexact since all of them are either in the utilization domain or are only sufficient. While in this paper, we provide exact scheduling analysis within the response time domain. In the following, we cover relevant contributions in the response time domain.
Standard Response Time Analysis
In terms of schedulability under response time analysis, we say that the task τ i is schedulable if its worst case response time R i is less than or equal to its deadline. Usually, the response time of a task represents two kinds of execution: execution of the task itself and execution of the other tasks in the system. The execution of the tasks other than the task itself is presented as the interference from higher priority tasks.
The research into response time analysis began with Joseph and Pandya [7] followed by Audsley et al. [1] . They introduced an iterative equation, Equation (2), for finding the worst case response time of a task τ i within specific restrictions and assuming the execution times of the tasks in the system are constant for all phases of their execution. They consider in the formula Liu and Layland's critical instant [9] ; where Liu and Layland's critical instant, and so the worst case response time, of a task is when this task is released simultaneously with all higher priority tasks.
where B i is the maximum blocking time of τ i ;
Tj ⌉C j is the amount of interference from tasks whose priorities are higher than the priority of τ i . From the blocking point of view, the blocking time of a task τ i is the time for which τ i is stopped in its execution because of the execution of some lower priority tasks. In other words, a task τ i is subjected to blocking when this task is blocked awaiting a lower priority task to complete its execution. This scenario happens when a concurrency control protocol is used with the fixed priority scheduling scheme. Priority ceiling protocol [15] and stack resource protocol [2] are the most famous concurrency control protocols. Equation (2) assumes the priority ceiling protocol [15] .
To solve Equation (2), a recurrence relation is given as in Equation (3); where w = 0, 1, 2, ... and r 0 i = C i . The smallest solution of Equation (3) represents the worst case response time of τ i . In other words, the worst case response time is obtained when it is found that r w+1 i = r w i (= R i for the smallest value of w). However, in the case that r w+1 i becomes greater than the deadline of the task, τ i is not guaranteed to meet its deadline, so we say that the task is unschedulable.
The critical instant of the task is not affected by changing the release frame of higher priority tasks; because all frames in a standard task generate the same amount of interference. In our contribution, the restriction of having constant execution times of the tasks is removed, so, the response time formula requires modification.
Exact Response Time Analysis of AM Multiframe Tasks
In this section, we use the framework of response time analysis to extend the exact analysis of the AM multiframe tasks. The schedulability test is presented as follows: a system with an AM multiframe task set is schedulable if and only if all its AM multiframe tasks meet their relative deadlines. Where the AM multiframe task meets its deadline if its worst case response time plus its release jitter is less than or equals its deadline.
The main concern of the response time analysis of the multiframe task is to find a function that can account for the amount of interference an AM multiframe task, τ j , generates for a specific number of invocations, k, (i.e. k interference). We call this function the cumulative function, ξ, that is fully described by Definition 4. For example, the value of ξ 0 1 (3) of the task τ 1 whose execution times are (8, 4, 8, 3 ) is 20. Note that when e > e + k − 1, then the cumulative function is defined to be zero (i. e. ξ e j (k) = 0, when k < 1). In fact, for an ordinary single frame task the cumulative function is well defined as ξ j (k) = kC j because of the constancy of C j for all frames of the multiframe task.
Using Equation (4) to present the amount of interference the higher priority multiframe tasks generate, we prove in [19] that, for a system whose MF tasks are AM, the basic worst case response time formula of an AM multiframe task is presented by Equation (5) assuming the priority ceiling concurrency protocol [15, 13] .
where
is the cumulative function of the critical frame of τ j as defined by Equation (4), B i is the maximum expected blocking time of τ i , and m j is the index of the critical frame of τ j .
Within the following sub-sections we enhance the basic analysis in two directions, first we extend the response time formula to include release jitter; whilst second we extend the exact response time analysis to cope with arbitrary deadlines. Then, we combine these two scenarios and present the exact worst case response time analysis.
Analysis of AM Multiframe Tasks with Release Jitter
Release Jitter, RJ, of a task is the maximum variation in the task's releases [6] . To clarify, when τ j is subjected to release jitter, this task does not become strictly periodic with period T j ; because its releases take place somewhere within time intervel of length J j and then every period T j . Mathematically, let a k j be the time when the k th release of τ j takes place, then
where J j = y − x.
We initially assume that a MF task does not interferes with itself during its execution and present the response time analysis within the RJ scenario. The problem of release jitter happens when the task is not released as soon as it arrives [17, 16] . For example, a task could be delayed awaiting the arrival of a periodic message that is not delivered completely regularly. Or because of the bounded time the scheduler mechanism takes to recognize the arrival of a task [1] . For more clarification, assume there are, on different processors, two related periodic tasks: τ f and τ j with the same period. Task τ f calls τ j as soon as τ f has finished its execution. Due to system load, τ f does not finish its first execution until the end of its period; while it executes at the very beginning of its next period. As a result, τ j is released twice within its period instead of once (i.e the time between the two successive releases of τ j , on the processor τ j is executing on, is less than the usual minimum inter arrival time of the task τ j ). It is obvious that as a result of this scenario, the amount of interference from task τ j , on a lower priority task τ i on the same processor, may be greater than that assumed for with a purely periodic task. Therefore, the previous basic worst case response time formula requires modification to be applicable to release jitter.
Assuming that deadlines of the tasks are less than or equal to their relative periods, the first issue in analysing the worst case response time of the multiframe task τ i is to identify the release situation that leads to the worst case. Assume that the worst case situation of a lower priority task τ i starts execution at time a, then a higher priority multiframe task τ j indeed preempts τ i the most when τ j and τ i have three properties in their execution scenario. The first property is that the first release of each of τ j and τ i must be their critical frames because the critical frame of an AM multiframe task, for all number of its invocations, always generates the maximum amount of interference. The second property is that the first release of τ j takes place rightmost in its release jitter interval (i.e. J j ) and its next releases (i.e second, third, ..) take place leftmost in its release jitter interval (i.e from Equation (6) So, assuming the previous three properties, the second issue of the analysis is to formalize the worst case response time of an AM multiframe task with release jitter. The following theorem proves this formula . Theorem 4.1 Given a real time system consisting of N multiframe tasks τ j ; j = 1, 2, .., N that satisfy the AM restriction, each multiframe task τ j has a maximum release jitter equals J j , and its critical frame is at position m j ; the worst case response time of the multiframe task τ i is given by the smallest non-negative solution to Equation (7) assuming the priority ceiling protocol [15, 13] :
is the cumulative function of the critical frame of τ j as defined by Equation (4) and B i is the maximum expected blocking time of τ i .
Proof
Assume I is the maximum amount of interference from tasks that have higher priority than the multiframe task τ i .
where I j is the maximum amount of interference from the higher priority multiframe task τ j . We will divide this amount into two parts I j = C mj j + I rest j ; where C mj j is the first interference that τ j provides within (T j − J j ) while I rest j is the amount of interference that τ j provides within R i − (T j − J j ) starting from the release that follows the critical one. So, I rest j is given by:
because the cumulative function starts from the release that is previous to (m j + 1) so an extra interference has been added to ξ j whilst the relative release is subtracted by one to be m j instead of m j + 1
Tj + 1⌉) because we add an integer to the ceiling function so we can move this integer into the ceiling function
. So, the maximum amount of interference from tasks that have higher priority than the multiframe task τ i is given by
On the other hand, using priority ceiling protocol [15, 13] allows the task to be blocked at most once during its execution, so we only add, to the worst case response time formula, the maximum of the expected blocking values which we symbolize it as B i . Thus, the worst case response time formula of τ i , is presented as a collection of three kinds of execution: maximum execution of the task itself C mi i , maximum blocking time B i and maximum interference from the higher priority multiframe tasks; which is identical to Equation (7).
Solving Equation (7) is given by a recurrence relation as in Equation (8).
where l = 0, 1, .. until we get r Note that the deadline of the task is relative to its arrival time whilst its response time is relative to its release time. Hence, τ i is schedulable if and only if R i + J i ≤ D i . Example As an illustration of the previous analysis, Table 3 represents a simple system example of two tasks: τ 1 and τ 2 . To simplify the example, we assume all blocking times are zero. To find the worst case response time of τ 2 we apply Equation (8) 
; which is 20 in this example. Therefore, τ 2 is schedulable, also τ 1 is schedulable because R 1 = 5
Hence the system example is schedulable.
Analysis of AM Multiframe Tasks with Arbitrary Deadlines
In this section, we relax the restriction of having deadlines less than or equal to the relative periods; and present the response time analysis of the AM multiframe tasks having deadlines greater than the relative periods.
To start with, we introduce the term busy period of a task τ i as the time from when τ i 's release starts its execution until it finishes this execution -that is, relative to this release. In addition, we already know that the critical frame of the AM multiframe task always provides the maximum amount of interference, for any possible number of invocations (i.e. interference), within the busy period of the same or lower priority AM multiframe task. So, the critical instant of an AM multiframe task τ i is the simultaneous releases of the critical frame of τ i with all critical frames of the higher priority multiframe tasks; which is identical to Definition 3.
The restriction of having deadlines less than their relative periods leads to the busy period of the schedulable task not extending beyond its period. However, having arbitrary deadlines could lead the busy period of the task extending beyond its period and therefore its response time would include extra interference from the task itself. So, the analysis in this scenario is concerned with analysing the interferences from the task itself as well as interferences from other tasks in the system.
To identify the amount of interference from the task itself that should be considered in its response time analysis, we have to identify the relative number of invocations (i.e. interference) this task experiences within its busy period. To illustrate more, Table 4 gives a simple numerical system example consisting of two tasks: high priority task τ 1 and a lower priority task τ 2 . For simplicity and clarity we assume that none of the MF tasks has blocking; and τ 1 has one frame whilst only τ 2 is AM multiframe task with 4 frames. Figure 2 shows four execution of τ 2 starting from the execution of the critical frame and, also, shows how τ 2 interferes with itself three times within its four invocations. In other words, Figure 2 shows four busy periods of τ 2 (i.e. w 2 (q); q = 1, .., 4). As the worst case response time of a task is the maximum busy period that this task can experience, the worst case response time of τ 2 is w 2 (2); which equals 21 in this example.
So, to find the worst case response time of an AM multiframe task in the arbitrary deadline scenario, we have to check all its busy periods that include interference from the task itself; and then take the maximum of them. The busy period of a task τ i , in its turn, represents two kinds of invocations: one of them belongs to the task itself whilst the other belongs to the tasks other than τ i . Within preemptive fixed priority scheduling, invocations of other tasks represent two kinds of invocations one of them is interference from tasks whose priorities are higher than τ i and the other 
Figure 2. Execution Of The Tasks In The Example
is blocking from tasks whose priorities are lower than τ i . The side that represents the interference from higher priority tasks in this scenario is
Tj ⌉); as long as two factors are considered. The first one is the previous critical instant (as in Definition 3); and the second one is that the q th busy period of the analysed multiframe task τ i , w i (q), is the time from its q th execution is started until this execution is finished. On the other hand, using priority ceiling protocol [15, 13] allows the task to be blocked at most once during its execution. However, in this model, we are analysing continuous busy periods of the same priority due to the interferences from the MF task itself. So there is only one opportunity for a lower priority task to gain access to a shared object and cause blocking. We therefore have the single term B i . So, what is left is the interference from τ i itself.
To analyse the interference from the task itself, we consider q as the number of invocations of τ i , so the amount of execution that τ i provides starting from the critical frame is given by ξ mi i (q). Therefore, the time from starting the execution of the critical frame of τ i until achieving the q th execution, r i (q), is given as a collection of the interference from the higher priority AM multiframe tasks within r i (q) (i.e.
Tj ⌉)) and the amount of execution of τ i itself (i. e. ξ mi i (q)). Equation (9) formalize this equation
Where solving Equation (9) requires a recurrence relation as in Equation (10).
Where, r (q) = r l i (q) = r i (q). So, the q th busy period of τ i , w i (q), is given by Equation (11) .
Note that if w i (q) > D i , we say the task is unschedulable. Now, in the next step of the analysis, we have to identify how many busy periods we have to consider in the analysis. In other words, how many values of q we have. As the analysis is mainly interested in the interference from the task itself, we will consecutively analyse the busy periods until τ i stops interfering with itself; which means that the busy period is finished within the same period it is released in. Therefore, q takes values as q = 1, 2, .. until w i (q) ≤ T i is satisfied.
As we identified all needed busy periods, what we need for the final step of the analysis is to find the maximum busy period which represents the worst case response time R i . Symbolically, R i is found by maximizing w i (q) over all possible values of q as in the following equation R i = max q=1,2,.. w i (q). Example In this example, we apply the response time analysis that is presented in this section to check the schedulability of τ 2 in the example given in Table 4 . So, we begin with giving a starting value of r So we increase q to be 2 and similarly we apply Equation (10) and (11) to get all possible values of r 2 (q) and w 2 (q) as in Table 5 .
As we get w 2 (4) < T 2 , we stop increasing q. To get the worst case response time of τ 2 , R 2 , we now maximize over all possible busy periods in Table 5 . Therefore, R 2 = max{20, 21, 19, 13} = 21 < D 2 , so τ 2 is schedulable. Also τ 1 is schedulable because R 1 = 5 < D 
Combined Analysis of Release Jitter and Arbitrary Deadlines
Due to the space constraints, we only provide the main steps of the exact response time analysis of AM multiframe tasks that are subjected to release jitter within the arbitrary deadline scenario. In this case, we first find the time from the first execution of τ i until its q th execution, r i (q), by applying Equation (12) . Then, we find the q th busy period as the following w i (q) = r i (q) for q = 1 and w i (q) = r i (q) − (q − 1)T i + J i for q > 1. If w i (q) > D i − J i , we say that the MF task is unschedulable. Finally, we increase values of q until we get w i (q) < T i − J i for q = 1 and w i (q) < T i for q > 1. Then the worst case response time of τ i is the maximum busy period over all values of q.
Conclusion
In this paper, we extend exact response time analysis of AM multiframe tasks in two directions. Firstly, we include release jitter of the tasks; and secondly we extend it to be applicable to the arbitrary deadline model. The response time analysis given in this paper is better than any other published scheduling analysis of AM multiframe tasks because of three properties. Firstly, the analysis is exact (i.e. sufficient and necessary), secondly, it is flexible on priority assignment where it is applicable to any priority assignment scheme; and thirdly, we show that the analysis is applicable to different system models by applying the analysis to systems subjected to release jitter and arbitrary deadlines.
