Abstract-Space-time block codes for providing transmit diversity in wireless communication systems are considered. Based on the principles of linearity and unitarity, a complete classification of linear codes is given in the case when the symbol constellations are complex, and the code is based on a square matrix or restriction of such by deleting columns (antennas). Maximal rate delay optimal codes are constructed within this category. The maximal rates allowed by linearity and unitarity fall off exponentially with the number of transmit antennas.
1 Here, we adopt the convention of [6] and use the name space-time block codes only for codes that are unitary independently of the modulation scheme. In this terminology, e.g., codes of the kind presented in [3] would not be space-time block codes. in wideband code-division multiple-access (CDMA) systems, where the signaling period is delay spread, and the RAKE receiver separates the multipaths. For each path, the orthogonality of the multiantenna transmission is almost preserved. In such systems, space-time block coding is a viable candidate for providing transmit diversity. Accordingly, the two-antenna complex modulation space-time block code proposed by Alamouti has already been accepted as an open-loop transmit diversity scheme for a third-generation wireless communication system, namely, the wideband CDMA standardized by 3GPP (3rd Generation Partnership Project) [7] .
The channel model used in this paper is uncorrelated frequency flat block fading channels between a multitude of transmit and at least one receive antenna. The length of the fading block equals (or is a multiple of the) space-time block code length. The receiver has complete channel state information, the transmitter has none.
In space-time block code design, the essential design criteria are the provided transmit (Tx) diversity, the (symbol) rate of the code, and the delay. The degree of Tx diversity is characterized by the number of independently decodable channels. For full diversity it equals the number of transmit antennas. If multiple receive (Rx) antennas are deployed, the total diversity degree is the product of the Tx and Rx diversity degrees. The number of Rx antennas is, however, irrelevant for the design of orthogonal space-time block codes. The (symbol) rate of the code is the number of symbols transmitted by the code per time epoch. The delay is the length of the space-time block code frame. Depending on the underlying modulation scheme, space-time block codes can be divided into real and complex codes. In this paper, the goal for designing space-time block codes is to maximize the rate and minimize the delay, keeping full diversity.
In [6] , the problem of designing rate , full diversity space-time block codes was completely solved. Rate-real codes were found for any number of Tx antennas. For up to eight antennas, these were constructed from orthogonal designs in two, four, and eight dimensions. An orthogonal design is an orthogonal matrix with entries , where are real symbols. For rate , the number of symbols equals the matrix dimension. For example, the four-antenna real block code constructed in [6] is based on the orthogonal design (1) 0018-9448/02$17.00 © 2002 IEEE For transmission, the orthogonal design is interpreted as a code matrix defining the connection of the information symbols and the channel symbols transmitted from a given antenna during a given time epoch. Each row is transmitted at a specified time epoch from four different antennas, and each column is transmitted from a specified antenna at four different time epochs. If the number of Tx antennas is not equal to the orthogonal design dimensions two, four, or eight, delay optimal codes for can be constructed by deleting a column from a higher dimensional orthogonal design, i.e., by switching off antennas. Thus, for three transmit antennas, the optimal code can be written by deleting a column from the matrix above, and optimal five-, six-, or seven-antenna schemes can be constructed from an orthogonal design. For more than eight Tx antennas, generalized orthogonal designs were constructed in [6] , which give rate-real space time block codes for any number of Tx antennas. For these, the delay grows exponentially with the number of Tx antennas . The minimal delay for a real symbol generalized orthogonal design with rate is (2) Allowing complex signal constellations restricts the available rate-codes severely; rate-complex space-time block codes exist only for two transmit antennas [6] . This code was found by Alamouti [5] , and it is based on complex orthogonal designs (or unitary designs, for short) of the form (3) In addition to this unitary design, [6] presents ratecomplex codes based on the rate-real codes; transmitting first a rate-orthogonal design with complex symbols, followed by transmitting the same orthogonal design with the symbols complex conjugated, produces a complex rateblock code. This gives ratecodes for any number of antennas, with exponentially growing delay, twice the one given by (2) . For example, the ratecode for four transmit antennas, corresponding to the rate-real code for four antennas (1), is (4) For comparing to specific codes constructed in this paper, the delays of these ratecodes for up to 16 antennas are of interest. These can be calculated from (2) . For five to eight antennas, the ratecode has delay , for nine antennas , for 10 antennas , and for 11 to 16 antennas, the delay is . We shall see that for up to eight antennas, these codes are not delay optimal, and for three or four Tx antennas, they are not rate optimal either. This can be seen from a ratecode for three and four transmit antennas which was presented in [6] to inspire future work (5) Here, and are the real and imaginary parts of the complex modulation symbols . A three-antenna code is again simply constructed from the code above by deleting one column. This code shows an important disadvantage of square matrix space-time block codes with rate less than one. Even for equal power constellations (QPSK, -PSK), they are power-unbalanced in that the power transmitted from any given antenna fluctuates in time. For nonequal power constellations ( -QAM etc.), this property of the codes makes the power fluctuations worse. These (amplified) power fluctuations are problematic in view of power-amplifier design, as the region of linear amplification has to be correspondingly extended. Thus, an additional criterion may be added for designing space-time block codes: the power spectrum should be as balanced as possible.
The complex modulation space-time block codes presented above can be seen as examples of the two categories of spacetime block codes that have been introduced in the literature. These are the rate-halving codes and square matrix embeddable codes.
In this paper, the theory of square matrix embeddable spacetime block codes shall be completed. This theory is based on square matrix maximal rate complex space-time block codes. We shall see that for square matrix embeddable space-time block codes, the delay is minimal, and the maximal rate falls off exponentially with the number of antennas. This is in contrast to the rate-halving codes, where the rate is fixed to , and the minimal delay increases exponentially. The simplest forms of square matrix embeddable space-time block codes are unitary (complex orthogonal) designs, i.e., square matrices with elements either a symbol or its complex conjugate, or . 2 We shall see that irreducible 3 unitary designs exist only in dimensions that are powers of two.
In Section II, we clarify what is required from complex modulation space-time block codes in this paper; linearity and unitarity. We show that these properties imply linear maximumlikelihood (ML) decoding, and that the rank and determinant criteria for space-time code design are saturated. In Section III, we restrict ourselves to square matrix embeddable codes. In the main theorem of the paper, Theorem 1, the maximal rates for a given number of transmit antenna are stated. In Section IV, we give an explicit construction for unitary designs, the simplest square matrix space-time block codes that achieve the maximal rates for a given diversity. In Section V, we consider unitarily transformed codes, and prove Theorem 2 which states the unitary equivalence of all possible square matrix embeddable space-time block codes with the unitary designs constructed in Section IV. Section VI rounds off the paper with a discussion. The representation theory of Clifford algebras, which is the mathematical foundation of the results presented in this paper, is developed in the Appendix.
II. LINEAR SPACE-TIME BLOCK CODES
We consider a wireless communication system consisting of transmit antennas and receive antennas. During time epochs, the system transmits symbols , , which are taken from a complex signal constellation. The transmitted symbols are distributed between the antennas and time epochs by a matrix , the code matrix. The matrix elements of are linear combinations of the symbols . We shall only be interested in schemes with , as schemes with are not linearly decodable. The characteristics of the block code are compared to singleantenna transmission of the same symbol stream The ratio of the transmission rate of the code to this "uncoded" scheme is the symbol rate of the code. It should be noted that this rate is a relative modulation rate; a rate less than one does not imply any coding, nor does it imply any increase in Euclidean distance. It is just a measure of the efficiency of the use of the antenna resource.
We shall adopt two conditions for the design of space-time block codes. These are as follows.
• Unitarity (complex-orthogonality), with the inner products proportional to the sum of the squared amplitudes of the symbols (6) Here is the unit (identity) matrix, and is the Hermitian conjugate (complex conjugate transpose) of the matrix . Pseudounitarity in the form (6) is also required for nonsquare matrices with . • Linearity in the symbols . The code matrix can be expanded as
Here is a set of constant matrices with complex entries. The real variables and are the real and imaginary parts of the symbols , 4 and the matrices are linear combinations of the
The definition of space-time block codes adopted in this paper is based on these criteria. 4 We denote p 01 j.
Definition 1:
Complex modulation space-time block codes are linear mappings of a set of complex symbols to a code matrix of transmitted symbols at different antennas and time epochs. The code matrix is proportional to a unitary matrix, with the proportionality coefficient .
Everything that follows is based on the criteria of unitarity and linearity. Combining them, one gets the following algebraic restriction on the coefficient matrices : (10) Any solution of these equations defines a maximal diversity, rate unitary space-time block code. In [6] , the real version of this equation, with Hermitian conjugations replaced by transposes, was used in the spirit of Radon and Hurwitz (see, e.g., [8] ) to find orthogonal designs, pertinent for real modulation space-time block codes. In Sections III and IV, we shall find all possible solutions of the complexified Radon-Hurwitz equations (10) . First, however, we shall take a look on why these criteria lead to ML linear decoding, and to optimal space-time block codes in terms of all design criteria presented in the literature.
A. Decoding
Using the unitarity (6) and linearity (8) properties of spacetime block codes, it is easy to devise a maximal likelihood linear decoding scheme for the transmitted symbols.
We assume perfect channel state information at the receiver, and one-tap channels with the same propagation delay between all pairs of Tx and Rx antennas.
The channel between the th transmit and th receive antenna is denoted by . All channels are collected into the channel matrix
Correspondingly, the received signal at time epoch and receive antenna is denoted by . The matrix of these signals is given by (12) where is a matrix of additive complex Gaussian white noise.
The complex symbols can be decoded using the matrices of (9) and the channel estimates . Indeed, it is a direct consequence of relation (10) that the metric given by the absolute square of the noise (13) gives a symbol-wise linear ML metric for the symbols does not depend on . This metric generalizes the metric presented in [5] for complex block codes to arbitrary matrix dimensions. Using (10) , it is easy to see that noise This means that any unitary (6) and linear (8) space-time block code maximum ratio combines all channels between the transmit and receive antennas. From a diversity point of view, this is the optimal result. For the modulation rates and dimensions allowed by the construction, space-time block codes are thus optimal space-time codes. In the next section, we shall see this in terms of design criteria for space-time codes.
B. Space-Time Code Design Criteria and Space-Time Block Codes
The main design criteria for space-time codes presented in the literature are formulated in terms of the codeword difference matrix . Here and are the code matrices corresponding to the encoded and possibly erroneously detected sets of information bits, respectively. Minimizing the pairwise error probability of deciding in favor of when transmitting leads to the following design criteria.
• The rank criterion [3] . The diversity gained by the multiple transmitter scheme is
To achieve maximal diversity, should have full rank for all distinct codewords and .
• The determinant criterion [4] . To optimize performance in a (Rayleigh) fading environment, should be designed to maximize (15) The prime in the determinant indicates that zero eigenvalues should be left out from the product of eigenvalues when computing the determinant.
Now we can investigate space-time block codes in terms of these criteria. From linearity (8) it follows that the codeword difference matrix inherits the unitarity property (6) of the code matrix (16) Thus, the design criteria are fulfilled.
• Rank criterion. As a unitary matrix, is full-rank for all distinct codeword pairs. Thus, all space-time block codes give full diversity, equaling the number of Tx antennas.
• Determinant criterion. As is unitary This is the maximum given a fixed transmit power.
The defining relations (6) and (8) of space-time block codes thus give codes that are optimal with respect to the rank and determinant criteria. In the previous section it was seen that the structure (10), following from unitarity (6) and linearity (8), guarantees a linear decoding scheme which maximal ratio combines all channels. From diversity point of view this is the optimal, so it is not too surprising that the space-time code design criteria are saturated.
III. SQUARE MATRIX BLOCK CODES AND CLIFFORD ALGEBRAS
All complex modulation space-time block codes presented in the literature belong to one of two categories. They are either rate-halving codes, like (4), or square matrix embeddable codes, like (3), (5) and their restrictions to lesser numbers of antennas.
Definition 2:
The category of rate-halving complex modulation space-time block codes [6] consists of codes built from an orthogonal design and its complex conjugate, halving the rate of the real modulation code based on the orthogonal design.
Definition 3:
The category of square matrix embeddable complex modulation space-time block codes [5] , [6] consists of codes based on a square code matrix, or a column-wise restriction of one.
Here, we concentrate on square matrix embeddable codes. Thus, when proceeding with the analysis of (10), we specialize to square matrices, i.e., . If we redefine (17) we have , and the form of the algebra (10) remains unchanged for the 's. From the relation between and the other 's we then see that these should be anti-Hermitian
The algebra of these remaining 's is now (19) This is the defining relation of generators of the Clifford algebra (see, e.g., [9] ), which thus is a core concept in constructing space-time block codes. It is an amusing coincidence that much of the work on Clifford algebras during the past century has been related to their applicability to describing matter in space-time.
We have found the following generic prescription for finding a complex modulation space-time block code. Proof: This follows directly from unitarity (6) and linearity (8), as explained when deriving (10) and (18). By construction, these complex linear space-time codes have full diversity, and rate . The codes with minimal dimensions for a given rate are thus delay optimal codes.
In [6] , a very strict constraint on the existence of rate-complex block codes was found; they exist only for . Similarly, the representation theory of Clifford algebras give very stringent conditions on the existence of block codes with arbitrary rate . These restrictions are derived in the Appendix. For any given number of symbols to be transmitted, there is a corresponding minimal dimension for the block code matrix. The result is the following theorem. Here, is the integer greater or equal to . The results for the maximal rates are collected in Table I . It is worth noting that the minimal dimension grows and the maximal rate decreases exponentially in the number of transmitted symbols. The corresponding codes will be constructed presently.
Comparing to the rate-halving codes constructed along the principles of [6] , the square matrix embeddable codes for five to eight antennas have the same rate ( ), but half the delay. The square matrix embeddable codes for nine to 16 antennas have a smaller rate ( compared to ), but the delay is shorter ( compared to or ).
IV. UNITARY DESIGNS
In [6] , the space-time block codes constructed for real signal constellations were (generalized) orthogonal designs. These are matrices with orthogonal columns and , where all entries come from the set , and the norm of all columns is . Rate-designs have . For lower rate designs, one should allow some of the matrix entries to take the value . For square matrix embeddable complex modulation space-time block codes, square matrix complex orthogonal designs, or unitary designs for short, are needed. The mth tensor power of a matrix A is defined as
which is exactly the Alamouti code (3). For , employing the four-dimensional identity matrix and the five of (A20), one gets the rateunitary design
The design above has two versions of the Alamouti code on the block diagonal. Compared to code (5), this is of simpler form. For , one gets the rateunitary design
This has the design (22) in the upper left and a complex conjugate inverted version in the lower right corner.
For practical purposes, it would be beneficial to have as much self-similarity as possible in the code matrix. Thus, it would be desirable to, e.g., have a code, where two Alamouti blocks would be on the block diagonal, and a third symbol would be encoded on the block off-diagonal. This, however, is impossible.
Proposition 3:
No unitary design with maximal symbol rate exists, which would have only copies of the same design, possibly multiplied with or , on the block diagonal. Proof: First consider the case of designs. According to Proposition 1, no generality is lost if one coefficient matrix is taken to be unity. Thus, a matrix of the proposed form could be transformed to the form , where is a design constructed from and three Cliff generators. According to Theorem A.2, these three are unitarily equivalent to . Without loss of generality, they may be supposed to be exactly of this form. From this and Proposition 1 it follows that the coefficient matrices encoding the third symbol should anticommute with . As a consequence of Proposition A.8 and Theorem A.2, no such matrix exists. The proof for unitary designs of higher dimensions follows inductively, using Proposition A.8 and Theorem A.2.
Nonsquare complex orthogonal designs (or pseudounitary designs) can be constructed by eliminating antennas (columns) from the designs above. These designs transmit complex symbols during time epochs from antennas. For , they are delay optimal within the categories of complex space-time block codes presented in the literature; the rate-halved and the square matrix embeddable codes. For example, the rateschemes for five to eight antennas, constructed from (23), have only half the delay when compared to corresponding rate-halving codes presented in [6] .
V. UNITARILY TRANSFORMED BLOCK CODES
Space-time block codes based on unitary designs, treated above, are codes where all code matrix entries depend only on one of the signals. A useful generalization is to lift these restrictions. In [6] , the concept of linear processing block codes was presented, where the elements were linear combinations of the symbols to be transmitted, and the matrix remained unitary. Here such codes are just called space-time block codes.
A constructive way to choose any viable linear combination is inherent in the construction of block codes in Section III and the Appendix. Combining the freedom to choose in (17) to the unitary symmetry of the Clifford algebra in (A16), one can define the generic concept of unitarily transformed block codes.
Theorem 2:
All square matrix embeddable space-time block codes can be constructed from the unitary designs of (20) by possibly deleting rows from a matrix of the form (24) where is a unitary matrix and is a special unitary matrix, up to permutations and possibly one sign change in the set of real and imaginary parts of the symbols.
Proof: This is a direct consequence of Proposition 1 and Corollary A.2. The possible sign change corresponds to the two equivalence classes of irreducible representations in Theorem A.2, and the permutations correspond to permutations in the set in Proposition 1.
For each block length , this construction gives a family of block codes with continuous parameters. This family encompasses all unitary designs of the same dimensions.
The unitary transformations do not change the performance of the code. They can be used, e.g., to optimize properties of secondary importance, e.g., the power spectra of the antennas.
As an example, consider the ratecode for four transmit antennas, (22). A generic special unitary matrix with unit determinant can be written as (25) where the operation is a matrix exponential, and is a traceless Hermitian matrix, which can be linearly parameterized by 15 real parameters. is of the same form, with an added overall phase factor. All in all, that makes 31 real parameters.
All possible generalizations of the code (22) can be constructed by applying transformation (24), with and of the form (25), accompanied by possible (real) symbol permutations and a sign change. Within this family, one can, for example, optimize the power distribution of the code so that the average power transmitted from each antenna at each time epoch is the same. This problem was addressed in [10] .
One member of this family is the example found in [6] , quoted above as (5) . The unitary equivalence of (5) and (22) is given by the matrices
VI. CONCLUSION
We have proposed a digital communication system which utilizes any number of transmit and receive antennas, with full diversity provided by space-time block coding, and generalized the linear decoding principle of [6] to them. We have classified all possible linear and unitary space-time block codes with complex symbol constellations that are square matrices, or can be constructed from square matrices by deleting columns. The families of codes found include new complex modulation full diversity codes for more than four antennas. For five to eight antennas, these codes have shorter delay than the codes previously presented in the literature, with the same rate.
Also, we have made a concrete construction generalizing space-time block codes to unitarily transformed block codes. This gives a -dimensional continuously parameterized family of codes. Within this family, one may, e.g., optimize the power distribution between antennas. Within such a family, we have found the simplest form of a space-time block code for three and four antennas.
From the construction of square matrix embeddable codes it follows that the only place remaining to look for better space-time block codes than the ones presented in [6] and here is to investigate block codes based on nonsquare pseudounitary matrices that are not columnwise restrictions of a square unitary matrix. This is an open problem. For example, the construction in [6] yielding rate-real codes for any number of antennas cannot be updated to the complex number domain.
The main result of the paper is Theorem 1, which states that the maximal rate of a square matrix embeddable space-time block code falls off exponentially with the number of transmit antennas. This is in constrast to rate-halving codes, which may have rate for any number of antennas, with an exponentially increasing delay. These facts imply that linearity and unitarity are too strict requirements when designing space-time modulations for future high-rate wireless communication systems.
APPENDIX REPRESENTATION THEORY OF CLIFFORD ALGEBRAS
Recall the defining relation of a Clifford algebra (19). The number of basis elements is the number of all nonordered combinations of objects
The basis can be constructed by observing that a product of more than generators can be reduced to the product of at most one of each generator by using the defining relations (A1) and (A2). Due to the inherent role of complex numbers in communications, we are interested in representations in terms of complex numbers.
Definition A.2:
An -dimensional representation of an algebra is a homomorphism from the abstract algebra to a linear algebra of operators acting on .
A representation of an algebra is completely specified by a representation of its basis, which again is completely specified by a representation of the generators. For a Clifford algebra, we are thus interested in representations of the generators . In an -dimensional representation is represented by , the -dimensional identity matrix, and the generators are anticommuting matrices that square to . To start, we recall some basic concepts in representation theory. R3: Two representations and of the algebra are equivalent, if a similarity transform exists so that In the sequel, the expression "irreducible representation" is taken to mean an equivalence class of irreducible representations, according to R3. There is a subtle point regarding the concept of equivalence of representations, and irreducibility, when comparing to the treatment of Clifford algebras in the mathematical literature, see, e.g., [11] . We shall return to this when the results are stated.
To find a complete classification of the representations of Clifford algebras, we shall use the fact that a double cover of the basis of a Clifford algebra (all elements of multiplied by ), can be interpreted as a finite group.
Proposition A.1: The set of elements (A4) is a finite group with respect to (w.r.t.) the multiplication in Cliff . The order of is . Proof: The multiplication is associative, the unit is , and the inverse of the element is
The number of elements in the group is twice the number of basis elements.
Note that when is interpreted as a finite group, the representation of does not necessarily have anything to do with times , and similarly, for a generic , . Symbols and are just symbols denoting group elements with some specified multiplication rules with the other group elements, of the form The element may be represented by any matrix (or number) so that the multiplication table of the group is fulfilled. Nondegenerate representations where can be constructed from representations of Cliff . Moreover, any two of the three properties of unitarity, anti-Hermiticity and squaring to , imply the third. Here we are interested in Clifford representations due to their relation to a set of complexified Radon-Hurwitz matrices satisfying (10), i.e., due to the unitarity property of the code matrix (6) . For this, the representations we are looking for are exactly the anti-Hermitian, and thus unitary representations of . These are generated by collections of anticommuting, anti-Hermitian, unitary matrices with complex entries. This is the crucial difference between complex and real modulation space-time block codes. For real modulation codes, we restrict to antisymmetric representations of the Clifford algebra, and thus look for a family of anticommuting, antisymmetric, orthogonal matrices. This is a restriction, as a Hermitian antisymmetric matrix may be made anti-Hermitian by multiplying with , whereas a symmetric anti-Hermitian matrix cannot be made antisymmetric. With this restriction, the theory of Clifford algebra representations reproduce the rates found in [6] , see [12] .
A. The Representation Theory of
To construct the representations of the finite group , recall some basic theorems pertaining to representations of finite groups [13] . Finally, we shall need Schur's lemma.
SCH: If
, where is a finitedimensional representation, then .
First observe that for odd , Cliff , and have a central element (an element that commutes with everything) in addition to :
Proposition A.2: For odd , the product of all generators is a central element, it commutes with all elements in .
Proof: First consider the commutation of the product of all generators with a generator For odd , the product commutes with all generators, and thus also with all products of generators, i.e., with all elements in the group . Now we proceed with finding the conjugacy classes of . 
B. The Representations of Cliff
The dimensions and numbers of representations of Cliff follow directly from the results proved in the previous subsection.
Theorem A.1: Cliff has one equivalence class of irreducible representations for even , and two equivalence classes for odd . These representations are -dimensional. Proof: This is a direct consequence of Propositions A.5 and A.7, and Corollary A.1.
According to FG1, each of the equivalence classes of irreducible representations of constructed in the previous subection includes at least one unitary irreducible representation. Due to the anti-Hermiticity requirement (18), we are interested in those representations.
The attentive reader might notice a discrepancy between the number of irreducible representations in Theorem A.1 and results in the mathematical literature, see, e.g., [11] . There, two irreducible representations exist only for even in . The reason is that here, representations as matrix algebras over are considered (Definition A.2), and equivalence is defined in R3 only up to automorphisms that can be realized as similarity transformations. Equivalence of representations of algebras are usually up to all automorphisms. In Clifford algebras, some outer automorphisms, e.g., reflections, may not be realized as similarity transformations. The argument relating Theorem A.1 to the results presented in [11] goes as follows. For even , the proportionality constant in the central element in Proposition A.6 squares to , so that the representations of and are the same up to a sign, see (A9). For odd , there is an additional factor of . Thus, the dimension of the irreducible representations of Cliff as matrix algebras over are for even , but for odd . Due to this, considered as matrix algebras over , the two representations of Cliff discussed above are equivalent w.r.t. nonsimilarity outer automorphisms if is odd, and nonequivalent if is even.
In constructing explicit representations of Clifford algebras, we shall use the following anticommuting matrices:
For later convenience, these have been chosen so that and are anti-Hermitian, and is Hermitian. All three are unitary. Proof: This follows from the definition R3 of equivalence of representations, and that only unitary similarity transformations preserve anti-Hermiticity. The restriction to special unitary matrices comes from the fact that a possible overall phase factor in commutes with all matrices, and thus cancels in a similarity transformation. . Such may be constructed e.g., by transformations that change the basis in some of the tensor product spaces. Thus, e.g., (A21) exchanges the matrices and and changes the sign of in the th tensor product space.
C. Examples

