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1. Introduction
RNA is a single stranded nucleic acid composed of four nitrogen bases: adenine, guanine, cytosine, and uracil. The primary
structure of an RNAmolecule is the order in which these bases occur. Additionally, adenine basesmay form hydrogen bonds
with uracil bases, and guanine bases may form hydrogen bonds with cytosine bases. However, adjacent bases never form
hydrogen bonds. The secondary structure of an RNA molecule identifies the positions of bases that form hydrogen bonds.
RNA secondary structure was first discussed from a graph theoretic point of view by Waterman [1]. This representation
(Fig. 1) is clearly equivalent to the non-crossing set partition representation (Fig. 1, right) he uses in later articles [2].Wewill
use the non-crossing set partition as our basic representation. We note that a non-crossing set partition represents an RNA
secondary structure under the Waterman definition if all its blocks are of size 2 or 1 and if the minimum distance between
numbers in the same block is 2.
We denote the set of non-crossing set partitions that represent RNA secondary structures by SSn, where n is the number
of bases. We use SSn,k to denote the set of all RNA secondary structures (RNA SS) with n bases and k bonds, where a bond is
a block of size two. We refer to the smaller number in a bond as a left bond, the larger number in a bond as a right bond, and
bases in blocks of size one as unpaired bases.
In our discussion of statistics on RNA SS, we will differentiate between single andmultiple hairpin RNA SS. Single Hairpin
RNA SS are those RNA SS with the property that every right bond is greater than any of its left bonds. It is known that the
total number of single hairpin RNA SS on n bases is 2n−2 − 1 [3]. All other RNA SS have multiloops or multiple components
and we refer to these RNA SS asmultiple hairpin RNA SS.
The permutation model for RNA SS presented here was developed while studying two different combinatorial
representations of RNA SS. One is the Schmitt and Waterman linear tree model, which is produced by a bijection between
SSn,k and the set of linear trees LTn−k+1,k+1 [2]. A linear tree in LTn−k+1,k+1 has n − k + 1 vertices, k + 1 of which are non-
terminal. The other is Nkwanta’s lattice pathmodel, which associates a left bondwith a north edge, a right bondwith a south
edge, and an unpaired base with an east edge [4].
Attempts to make the number of vertices in the Schmitt/Waterman model dependent on the single parameter n
eventually produced a lattice path model almost identical to Nkwanta’s, but with only north and east edges. In this model, a
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Fig. 1.
Fig. 2.
left bond is associated with two east edges, a right bond by two north edges, and an unpaired base by an east edge followed
by a north edge. The set of lattice paths produced by this construction, LPn,k, forms a subset of the set of all lattice paths,
which is counted by the Catalan number, Cn. Adaptations of bijections described by Stanton and White [5] lead to other
restricted Catalan models for RNA secondary structure using standard Young tableaux, integer sequences, linear trees, and
other objects. For example, Fig. 2 shows the Schmitt/Waterman model, the adapted lattice path model, and the adapted
linear tree model for the RNA secondary structure described in Fig. 1.
In Section 2 of this paper, we present a bijection from SSn,k to a certain class of 3-2-1 avoiding permutations. In Section 3,
we introduce several combinatorial statistics on SSn,k motivated by statistics on permutations and other objects.
2. A permutation representation
This section considers a mapping of SSn,k to a subset of 3-2-1 avoiding permutations,Πn,k. This bijection is an adaptation
of the Robinson–Schensted–Knuth correspondence as described by Stanley [6].
We will need the following definitions:
Definition 2.1. Let pi = pi1, pi2, . . . , pin be a permutation.
(1) A substring in pi is any string of numbers (pii1 , pii2 , . . . , piim) such that i1 < i2 < · · · < im.
(2) pi is 3-2-1 avoiding if it has no decreasing substrings of length 3.
(3) pik is an excedance if pik > k.
(4) pik is a fixed point if pik = k.
(5) pik is a fall if pik < k.
(6) An inversion in pi is any substring (pii, pij) such that pii > pij. We use inv to denote the number of inversions in pi .
(7) k is a descent position if pik > pik+1.
(8) Themajor index of pi ,maj, is the sum of the descent positions in pi .
Definition 2.2. LetΠn be the set of all permutations pi such that:
(1) pi is 3-2-1 avoiding.
(2) If position i in pi contains a fall, position i+ 1 does not.
(3) If c is a fall in pi , c + 1 is not.
(4) Each fall c is the second element of at least two inversions.
Definition 2.3. LetΠn,k be the set of all permutations inΠn that have exactly k falls.
Theorem 2.1. There exists a bijection from SSn,k toΠn,k.
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Proof. The bijection requires two steps. First, we identify the positions in the permutation that contain falls using a labeling
algorithm. Then we place values in the permutation using an insertion algorithm. The labeling algorithm is based on the
location of right bonds relative to unpaired bases, while the insertion algorithm is based on the location of left bonds relative
to unpaired bases. These algorithms are illustrated in Fig. 3.
Let ss ∈ SSn,k.
Labeling Algorithm. First construct an empty permutation pi with n positions.
Let j = 1 and i = 1.
While j ≤ n+ 1
- If base j is a left bond, then set j = j+ 1.
- If base j is unpaired, label position iwith •. Then set j = j+ 1 and i = i+ 1.
- If base j is a right bond, label position i in pi with •. Then set j = j+ 1 and i = i+ 2.
Insertion Algorithm. We now insert the values 1, . . . , n into pi .
Let j = 1 and k = 1.
While j ≤ n+ 1
- If base j is a left bond, insert k in the leftmost available blank position in pi and k + 1 in the leftmost available • in pi .
Then set j = j+ 1 and k = k+ 2.
- If base j is unpaired, insert k in the leftmost available • in pi . Then set j = j+ 1 and k = k+ 1.
- If base j is a right bond, set j = j+ 1.
Referring to Definition 2.2, condition 1 is satisfied because a permutation composed of two increasing substrings is 3-2-1
avoiding [7]. The labeling algorithm guarantees condition 2. Since left bonds always place a value in a blank position before
placing one in a •, condition 3 holds. Since ssmust have at least one unpaired base between a left and right bond, we have
at least two inversions associated with each fall: one in the • filled by the left bond that places the fall and one in the • filled
by the unpaired base between the left bond and the right bond to which it is connected. Thus condition 4 is satisfied. Finally,
because each left bond places one value in a blank position, there are k falls. Since pi has all the properties associated with
Definitions 2.2 and 2.3, pi ∈Πn,k.
We reverse this bijection using a five-step process illustrated in Fig. 4.
(1) Let pi ∈Πn,k. Locate the positions of • as follows: After creating a string of n blank spaces, replace the blank at position
iwith • if pii ≥ i.
(2) Find the relative locations of left bonds and unpaired bases by looking at the values recorded in the • from left to right,
starting with 0. If •i+1 = •i + 1, we record a ∗. If •i+1 = •i + 2, we record an L. This produces an n− k length string of∗s and Ls.
(3) Determine the relative location of right bonds and unpaired bases by looking at the relative positions of the • from left
to right. When •i is followed by a •, we record a ∗. When •i is followed by a blank space, we record an R. This produces
an n− k length string of ∗s and Rs.
(4) Superimpose the ∗/R string on the ∗/L string by merging the ∗ positions. The first ∗ in the ∗/R string corresponds to
the first ∗ in the ∗/L string, etc. Any L followed by a ∗ immediately precedes that ∗ in the merged string, and any R that
follows a ∗ immediately follows it.
(5) Determine which Rs and Ls are paired by connecting the leftmost R in the string to the rightmost available preceding L
until each R is paired with some L. By our construction, the Ls are now left bonds, the Rs right bonds, and the ∗s unpaired
bases.
Since fall values must differ by at least two, the values in consecutive •must be 2 part or less. Thus, we have k left bonds.
The k falls also ensure that we have k right bonds. The arrangement rules in step 4 guarantee that no right bond is adjacent
to the left bond it is paired with. Finally, step 5 assures that we produce a non-crossing structure. Thus we have produced a
non-crossing set partition in SSn,k. 
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Corollary 2.1.1.
∣∣Πn,k∣∣ = 1k ( n−kk+1) ( n−k−1k−1 ).
Proof. We have
∣∣SSn,k∣∣ = 1k ( n−kk+1) ( n−k−1k−1 ) by [2]. Then we use the injections developed in the proof of Theorem 2.1 and
the Cantor–Schroeder–Berstein Theorem to obtain the corollary. 
3. RNA secondary structure statistics
Given the result of Theorem2.1, it is natural to ask howwell-known statistics onpermutationsmight translate to statistics
on RNA secondary structure. In particular, we investigate the permutation statistics inv (inversion number) andmaj (major
index) and their relationship to new statistics on SSn,k.
Definition 3.1. Let vi be the total number of unpaired bases internal to (between the left and right bonds of) bond i of an
RNA SS. Then we define the concentration τ of an RNA SS to be τ =∑ki=1 vi.
For example, in the RNA SS in Fig. 1, τ = (3+3+2+2+1+1+1) = 13. This statistic was developedwhile investigating
inv. Theorem 3.1 shows how these statistics are related.
Theorem 3.1. Let pi ∈Πn,k. Then inv(pi) = τ + k.
Proof. From the definition of an inversion and the labeling algorithm of Theorem 2.1, we know that the inversions of pi
occur in the form (a, b), where b corresponds to a fall in pi . To calculate inv(pi), we need only sum the inversions associated
with each value b.
Recall that a permutation pi ∈ Πn,k is composed of two increasing substrings: the excedance substring and the non-
excedance substring. Also recall from the insertion algorithm of Theorem 2.1 that the pair (b + 1, b) is placed by some lj,
the jth leftmost left bond in the RNA SS. Thus, for a given b, the number of inversions is counted by the number of labeled
(excedance) positions between b + 1 and b, plus one for the inversion from the substring (b + 1, b). So the number of
positions we seek is equal to the number of excedances to the right of b+ 1 minus the number of excedances to the right of
b.
From the labeling and insertion algorithms of Theorem 2.1, we know that the number of excedance positions to the right
of b + 1 is equal to the number of left bonds to the right of lj plus the number of unpaired bases to the right of lj internal
to any bond. Based on our numbering system, there are k − j left bonds to the right of lj. So if we let vj1 be the number of
unpaired bases to the right of lj internal to any bond, then we know that there are k − j + vj1 excedance positions to the
right of b+ 1.
From the labeling algorithm of Theorem 2.1, we know that bmust appear in the blank space placed by rj, the jth leftmost
right bond in the RNA SS. From the labeling and insertion algorithms, excedance positions occur at •’s that are placed by
right bonds and unpaired bases internal to any bond. Thus, the number of excedance positions to the right of b is equal to
the number of right bonds to the right of rj plus the number of unpaired bases to the right of rj internal to any bond. If we
let vj2 be the number of unpaired bases to right of rj, then using similar reasoning as above we find that there are k− j+ vj2
excedance positions to the right of b. So the number of excedance positions between b+ 1 and b is vj = vj1 − vj2 .
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Table 1
The distribution of the concentration τ for n = 7 and n = 8.
k n = 7 k n = 8
0 1 2 3 4 5 6 0 1 2 3 4 5 6 7 8
0 1 0 1
1 5 4 3 2 1 1 6 5 4 3 2 1
2s 3 4 5 2 1 2s 4 6 9 8 5 2 1
2m 3 2 2m 6 6 3
3s 1 3s 2 2 2 1
Total 1 5 10 10 7 3 1 3m 2 1
Total 1 6 15 20 18 12 7 2 1
Table 2
The distribution of the density µ for n = 7 and n = 8.
k n = 7 k n = 8
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 10 11 12
0 1 0 1
1 5 4 3 2 1 1 6 5 4 3 2 1
2s 3 4 5 2 1 2s 4 6 9 8 5 2 1
2m 3 2 2m 6 6 3
3s 1 3s 2 2 2 1
Total 1 5 7 5 5 5 5 2 1 1 3m 2 1
Total 1 6 11 10 10 10 10 8 6 4 3 2 1
Based on the construction outlined above, we have vj + 1 excedance positions associated with the fall placed by bond j:
vj from unpaired bases and 1 from lj. So inv(pi) = (∑kj=1 vj) + k. Thus, to prove the theorem, we need to show that each
unpaired base occurs exactly as many times between lj and rj as the number of bonds in which it is contained. If that is
shown, then we will have
∑k
j=1 vj = τ and inv(pi) = τ + k.
So assume some unpaired base s is internal to exactly a bonds. Then we know that there are at least a left bonds to the
left of s and a right bonds to the right of s. If there are, in fact, x right bonds to the right of s, we can conclude that there are
x − a left bonds to its right. (If this were not the case, then since the number of right bonds must equal the number of left
bonds, swould have to be contained in more or less than a bonds, a contradiction). Similar reasoning allows us to conclude
that if y left bonds are to the left of s, than theremust be y−a right bonds to the left of s. From the three previous statements,
we can conclude that there are, in fact, exactly amore left bonds than right bonds to the left of s, and exactly amore right
bonds than left bonds to the right of s. Thus, there are exactly a instances in which s is internal to (lj, rj). 
The next statistic is closely related to τ . We will need it for our discussion of statistics related tomaj.
Definition 3.2. Let ss ∈ SSn,k. Number the bonds in ss from left to right based on left bond positions. Let ui be the total
number of bases contained strictly between the endpoints of bond i of ss. Then we define the density µ of an RNA SS to be
µ =∑ki=1 ui. (If k = 0 then we set µ = 0.)
Remark 3.1. Note that τ = µ if and only if every bond contains only unpaired bases.
For example, in the RNA SS in Fig. 1, µ = (13+ 11+ 8+ 6+ 3+ 1+ 1) = 43.
Tables 1 and 2 show the distributions of τ and µ on SSn for n = 7 and 8. In the tables in this section, s indicates a single
hairpin andm indicates multiple hairpins. The unimodality of µ and τ on SSn,k and SSn are open problems. Note that τ and
µ have similar distributions on SSn,k when restricted to either single or multiple hairpin structures.
Before discussingmaj, we consider a more general statistic that will lead us naturally to the indices we need formaj. The
bond index B described below was inspired by the major index of the standard Young tableaux model mentioned in the
introduction.
Definition 3.3. Let b1, . . . , b2k correspond to the 2k bonded bases in order from left to right. Then we define the bond index
B to be B =∑2ki=1 bi.
A straightforward calculation shows that B = 136 in Fig. 1. The distribution of B has several interesting properties. Our
first goal is to prove that the distribution is symmetric for given n and k. This can be seen for n = 7 and n = 8 in Table 3.
Definition 3.4. We say two RNA SS are symmetric if they are mirror reflections of one another. An RNA SS that is a mirror
reflection of itself is self-symmetric.
Theorem 3.2. The distribution of B on SSn,k is symmetric about the value k(n+ 1).
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Table 3
The distribution of the bond index B for n = 7 and n = 8.
k n = 7
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
0 1
1 1 1 2 2 3 2 2 1 1
2s 1 1 2 2 3 2 2 1 1
2m 1 1 1 1 1
3s 1
Total 1 1 1 2 2 3 2 2 1 2 1 3 3 4 3 3 1 1 1
k n = 8
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
0 1
1 1 1 2 2 3 3 3 2 2 1 1
2s 1 1 2 3 4 4 5 4 4 3 2 1 1
2m 1 1 2 2 3 2 2 1 1
3s 1 1 1 1 1 1 1
3m 1 1 1
Total 1 1 1 2 2 3 3 3 2 3 2 4 4 6 6 8 6 6 4 3 1 2 1 2 2 2 1 1
Proof. Note that each RNA SS is symmetric to either itself or another RNA SS. If an RNA SS is symmetric to itself, then having
a left bond at base i implies that wemust have a right bond at base n+1− i. Since this must hold for all k bonds, B = k(n+1)
for self-symmetric RNA SS. Similarly, the total bond index for two symmetric RNA SS is 2k(n + 1), which implies the two
RNA SS have bond indices equidistant from k(n+ 1). 
We also wish to address the apparent unimodality of the distribution B on SSn,k. Unfortunately, we have only been able
to prove this in the simplest case, that is, when k = 1.
Theorem 3.3. For all n > 2, the distribution of B on SSn,1 is unimodal.
Proof. Since we know the distribution of B is symmetric and centered at n+ 1, we need only show that the number of RNA
SS with B values increases from the smallest value until the value n+ 1.
First, note that the minimum value of B for any RNA SS in SSn,1 is 4. Now, suppose we are given any RNA SS with a value
4 ≤ i < n+ 1. Then the highest position the right bond can be in, is position i− 1. So to increase the value of B for this RNA
SS by 1, we need only shift the right bond to the position immediately on the right, which has a maximum value of i ≤ n.

Conjecture 3.4. For RNA SS with n bases and k base pairs, the distribution of B on single and multiple hairpin structures is
unimodal. Also, the distribution of B on SSn,k is unimodal.
Remark 3.2. The method of opening up the RNA SS by a movable bond, as used in the proof of Theorem 3.3, fails for single
and multiple hairpin structures when n = 8.
Nextwe seek to separate the bond index into left bond and right bond indices. Thiswill allow us to calculatemaj in amore
straightforward way, and will also lend some additional insight into the difference between µ and τ . In order to calculate
both µ and τ , we will need two right and two left indices. We will explore the relationships between the indices in detail.
Definition 3.5. Let ss ∈ SSn,k. Let r1, . . . , rk correspond to the positions occupied by right bonds in ss. Then the right index
R is defined to be R =∑ki=1 ri. Let l1, . . . , lk correspond to the positions occupied by left bonds in ss. Then the left index L is
defined to be L =∑ki=1 li.
Straightforward calculations show that L = 43 and R = 93 for the RNASS in Fig. 1.
Remark 3.3. By definition, R+ L = B.
Theorem 3.5. For all ss ∈ SSn,k, R− L = µ+ k.
Proof. By the definition of µi, µi = rj − li − 1, where li and rj are the endpoints of bond i. Thus, µ = ∑ki µi = R − L − k.

Definition 3.6. Let ss ∈ SSn,k. Create a string of letters to represent ss, where λ represents a left bond, u represents an
unpaired base, and ϕ represents a right bond. First, remove the λs from the string and let ϕ1, . . . , ϕk correspond to the
positions in which the ϕs appear. Then the isolated right index Φ is defined to be Φ = ∑ki=1 ϕi. Similarly, remove the ϕs
from the string and let λ1, . . . , λk correspond to the positions inwhich the λs appear. Then the isolated left indexΛ is defined
to beΛ =∑ki=1 λi.
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These concepts appeared earlier when we were reversing the bijection from SSn,k to Πn,k in Theorem 2.1. So Fig. 4 (in
steps 2 and 3) shows the strings we are seeking. Using these strings, we see that Φ = 50 and Λ = 37 for the RNASS in
Fig. 1. Fig. 4 also provides a contrast between the indices defined in Definition 3.5 and those in Definition 3.6. Theorem 3.6
establishes the relationship betweenΦ andΛ.
Theorem 3.6. For all ss ∈ SSn,k,Φ −Λ = τ .
Proof. We prove this theorem by expanding on Theorem 3.1. Recall that τ represents the aggregate number of unpaired
bases contained within bonds. In Theorem 3.1, we showed that τ = ∑ vj, where vj counts the number of unpaired bases
that occur between some left bond lj and right bond rj, if both left and right bonds are numbered in order from left to right.
Consider the way in which Φ and Λ are defined in terms of ϕi and λi. Note specifically that bases of the opposite type are
ignored by ϕi and λi. So if ϕi were equal to y, then we would know that exactly y− i unpaired bases appear to the left of ϕi.
Similarly, if λi were equal to y, then we would know that exactly y− i unpaired bases appear to the left of λi. Thus, we can
conclude that exactly ϕi − λi unpaired bases appear between ϕi and λi. Since ϕi, λi, rj, and lj are numbered in an equivalent
fashion, it must be the case that ϕi − λi = vi. Thus τ =∑ vj =∑ vi =∑ϕi −∑ λi = Φ −Λ. 
In Theorems 3.7 and 3.8, we establish the relationship between the indices defined in Definitions 3.5 and 3.6. Theorem3.7
considers R andΦ , while Theorem 3.8 considers L andΛ
Theorem 3.7. For all ss ∈ SSn,k, R = Φ + µ−τ2 + k(k+1)2 .
Proof. First, consider the case where every right bond ri is preceded by i left bonds. Then we have r1 = ϕ1 + 1, . . . , rk =
ϕk+ k,µ = τ , and R = Φ + k(k+1)2 . Thus, we need only determine howmuch any RNA SS deviates from this basic case. This
value must represent the aggregate number of left bonds that appear before right bonds in addition to the minimum value
k(k+1)
2 .
Recall thatµ represents the total number of bases contained in bonds and τ represents the total number of unpaired bases
contained in bonds. Soµ−τ represents the total number of bonded bases that appear within bonds, and µ−τ2 represents the
total number of bonds contained by other bonds. Thus, µ−τ2 also represents the aggregate number of left bonds contained
by other bonds. Note that each time a left bond is contained within another bond, it appears before one additional right
bond. Therefore, µ−τ2 also represents the aggregate number of left bonds that appear before right bonds in addition to the
minimum value k(k+1)2 . So R = Φ + µ−τ2 + k(k+1)2 . 
Theorem 3.8. For all ss ∈ SSn,k, L = Λ− µ−τ2 + k(k−1)2 .
Proof. First consider the scenario where every left bond li is preceded by i − 1 right bonds. Then we would have l1 =
λ1, . . . , lk = λk+k−1, and L = Λ+ k(k−1)2 . Now consider the general scenario. As above, whenever a left bond is contained
within another bond, it appears before one additional right bond. Thus, the total difference in L from the first scenario is the
aggregate number of left bonds contained by other bonds, which is µ−τ2 . So L = Λ− µ−τ2 + k(k−1)2 . 
Corollary 3.8.1. For all ss ∈ SSn,k,Φ +Λ = B− k2.
Proof. This corollary follows from Theorems 3.6–3.8 and the fact that R+ L = B. 
Now that we have established the relationship between R andΦ , we can consider their relationship to the permutation
statisticmaj.
Theorem 3.9. Let pi ∈Πn,k. Then maj(pi) = Φ + k(k−1)2 .
Proof. Recall that the labeling algorithm in Theorem 2.1 uses one position to represent an unpaired base and two positions
to represent a right bond. The descent positions are the • positions that were labeled by the right bonds. Thus the first
descent corresponds to the first right bond and is 0 more than its position ϕ1, the second is 1 more than its position ϕ2,
and in general the kth is k − 1 more than its position ϕk. The sum of these values is k(k−1)2 and maj(pi) =[sum of descent
positions]= Φ + k(k−1)2 . 
Corollary 3.9.1. Let pi ∈Πn,k. Then maj(pi) = R− µ−τ2 − k.
We have also developed statistics for calculating other permutation statistics directly from RNA SS. For example, the
number of excedances in a permutation is easy to calculate from an RNA SS. We simply subtract from n the number of
positions that are falls (k) or fixed points. Since the number of fixed points is equal to the number of exterior bases, we need
a statistic that counts the number of exterior bases (X). Then exc = n− k− X . The distribution for X is skewed left, though
it is interesting to note that for small n, the exc values are shifted in such a way as to create a unimodal distribution.
We also considered the Denert statistic, den. On 3-2-1 avoiding permutations, the Denert statistic is equal to the sum
of the excedance positions [7]. This property causes the distribution of the Denert statistic to be quite chaotic, as it is
dependent on several properties of the RNA SS instead of just one. As such, we will only mention, but not prove here, that
den(pi) = n(n+1)2 − B− χ + L+ µ−τ2 , where χ is the sum of the exterior base positions.
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