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Zusammenfassung
Die Zusammenhänge zwischen Merkmalen eines Software-Altsystems und den daraus resultie-
renden Kosten für bestimmte Reengineering-Aktivitäten sind nahezu unerforscht. Der vorlie-
gende Arbeitsbericht schildert die experimentelle Untersuchung von drei ausgewählten Einfluß-
faktoren bei einer für das integrationsorientierte Reengineering typischen Aufgabenstellung.
Untersucht wurden die Wirkungen der Komplexität des Quelltexts, der Dokumentiertheit der
Datenstrukturen sowie der Verfügbarkeit von Tages- bzw. Testdaten.
- 3 -
1 Integrationsorientiertes Reengineering
Die Integration vorhandener und neuer Anwendungssysteme ist in den letzten Jahren zu einer
der wesentlichen Herausforderungen für die betriebliche Informationsverarbeitung geworden.
Durch Datenintegration können hohe Kosten im Bereich der Datenerfassung (z.B. durch Mehr-
facheingaben) und Datenpflege (z.B. durch Aktualisierung redundanter Daten) vermieden wer-
den. Darüber hinaus bietet die Datenintegration die technischen Voraussetzungen sowohl für
die softwaretechnische Funktionsintegration als auch für die aufgabenorientierte Funktionsinte-
gration mit Hilfe von Anwendungssystemen (z.B. durchgängig unterstützte Arbeitsabläufe).
Die heute zum Teil seit mehr als 10 Jahren in Betrieb befindlichen Anwendungssysteme wur-
den allerdings meist als Insellösungen konzipiert. Eine vollständige Ersetzung durch neue, mit-
einander integrierte Systeme stellt oft eine zu hohe Investition dar.
Das integrationsorientierte Reengineering ist ein Ansatz, der die Integration von Software-
Altsystemen und Neuentwicklungen ermöglicht1). Als vorrangiges Ziel wird die Integration der
Daten verfolgt. Im Verlauf des Integrationsprozesses, der sich aus Kosten- und Kapazitäts-
gründen über einen längeren Zeitraum erstrecken kann, werden jeweils in Integrationsprojekten
einzelne Anwendungssysteme in ein integriertes verteiltes Anwendungssystem (IVAS) einge-
bunden. Das Ergebnis ist i.d.R. ein verteiltes System, da die zu integrierenden Altsysteme oft
nicht aus ihrer veralteten Laufzeitumgebung „herausgelöst“ werden können, während die neue-
ren Systeme auf modernerer Hardware bzw. Software aufsetzen.
1.1 Wirtschaftliche Integration
Wenn im Rahmen eines Integrationsprojekts ein Altsystem integriert werden soll, stellt sich die
Frage, ob es durch Reengineering integriert werden kann oder ob eine Ersetzung (Kauf von
Standardsoftware oder Individualsoftware bzw. Eigenentwicklung) günstiger ist. Letztendlich
handelt es sich bei der Beantwortung der Frage um die Suche nach der wirtschaftlicheren Al-
ternative. Voraussetzung für einen Wirtschaftlichkeitsvergleich ist neben der Kenntnis eventuell
unterschiedlicher Leistungen (bzw. Nutzen) der Alternativen die Kenntnis der zu erwartenden
Kosten2). Bezogen auf Neuentwicklungen ist bereits eine Vielzahl von Methoden und Verfah-
ren zur Kosten- bzw. Aufwandsschätzung verfügbar (Cocomo, Function point, SLIM usw.).
Entsprechende Methoden für Reengineering-Projekte sind dagegen nicht bekannt.
                                               
1) Vgl. Eicker et al. (1992); Eicker et al. (1993); Kurbel (1994).
2) Vgl. Eicker, Jung (1994); Jung (1995).
- 4 -
Der Ansatz des integrationsorientierten Reengineering ist aus einem von der Deutschen For-
schungsgemeinschaft geförderten Projekt hervorgegangen, das am Institut für Wirtschaftsinfor-
matik der Universität Münster durchgeführt wird. Neben der Erarbeitung von softwaretechni-
schen Konzepten wurden auch ökonomische Fragestellungen untersucht. Um erste grundlegen-
de Erkenntnisse für die Kostenschätzung zu erhalten, wurde im Rahmen des Projekts eine em-
pirische Untersuchung mit dem Ziel durchgeführt, Zusammenhänge zwischen Einflußfaktoren
und resultierenden Kosten zu erkennen und einschätzen zu können.
1.2 Einflußfaktoren auf die Kosten bei Integration durch Reengineering
Um Einflußfaktoren zu erhalten, deren Betrachtung im Rahmen einer empirischen Untersu-
chung besonders erfolgversprechend ist, wurden in einem ersten Schritt Faktoren zusammen-
getragen, die einen signifikanten Einfluß auf die Kosten einer Reengineering-Maßnahme bzw.
eines Reengineering-Projekts haben könnten. Grundsätzlich lassen sich drei verschiedene Klas-
sen von Faktoren unterscheiden3):
1. Projektziele: Im Rahmen des integrationsorientierten Reengineering ist die Integration das
vorrangige Projektziel. Häufig kommen aber weitere Ziele hinzu, weil durch die Berücksich-
tigung in einem Projekt Kosten für mehrfache Einarbeitung in das Altsystem und für andere
Mehrfacharbeiten eingespart werden können. Beispiele für weitere Ziele sind eine neue Be-
nutzeroberfläche, eine Portierung in eine modernere Umgebung oder die Verbesserung der
Wartbarkeit.
2. Produktmerkmale: Die „Beschaffenheit“ des vorliegenden Software-Altsystems ist eine we-
sentliche Determinante der Kosten für ein Reengineering-Projekt. Eine Vielzahl von Eigen-
schaften des Altsystems (z.B. Strukturiertheit, Selbstdokumentiertheit, Verfügbarkeit von
Dokumentationen) beeinflussen die verschiedenen Aktivitäten eines Reegineering-Projekts
und damit die Kosten.
3. Projektrandbedingungen: Den Projektrandbedingungen kommt ebenfalls eine große Bedeu-
tung zu. Neben typischen Eckdaten wie zum Beispiel Terminvorgaben sind auch die techni-
schen Ressourcen zu beurteilen. Eine komfortable Reengineering- bzw. Entwicklungsumge-
bung kann zur Senkung der Kosten beitragen. Darüber hinaus sind die Personalverfügbar-
keit sowie die Personalqualifikation und -motivation von besonderer Bedeutung.
                                               
3) Vgl. Jung (1995).
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Neben den genannten Klassen existiert ein Einflußfaktor, der keiner der Klassen zugeordnet
werden kann. Der Integrationsfortschritt bzw. die Modellüberschneidung zwischen dem (im-
mer größer werdenden) IVAS-Datenmodell und dem Altsystem-Datenmodell, die mit dem In-
tegrationsfortschritt zunimmt, beeinflußt ebenfalls die Kosten. Der Grund liegt darin, daß die
Identifizierung von synonymen bzw. redundanten Datenelementen bei größeren Modellen auf-
wendiger wird. Zudem steigt mit hoher Wahrscheinlichkeit die Anzahl der gefundenen Sy-
nonyme, und damit steigen auch die Kosten für die logische und physische Integration dieser
Datenelemente. Die grundlegenden Zusammenhänge zwischen Einflußfaktoren und den Kosten
eines Integrationsprojekts auf der Basis von Reengineering sind in Abbildung 1 dargestellt.
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Abb. 1: Zusammenhänge zwischen Einflußfaktorklassen und Kosten eines Integrationsprojekt
Aus den genannten Klassen wurde schließlich diejenige für eine detaillierte Untersuchung aus-
gewählt, von der besonders wichtige Erkenntnisse für das integrationsorientierte Reengineering
zu erwarten waren. Während Projektziele und Projektrandbedingungen in gleicher oder zu-
mindest ähnlicher Weise Einfluß auf Neuentwicklungsprojekte und auf Reengineering-Projekte
haben, sind Produktmerkmale nur in Reengineering-Projekten relevant. Darüber hinaus fehlen
selbst im Bereich der Software-Wartung - einem für wissenschaftliche Maßstäbe eher alten
Forschungsgebiet - Erkenntnisse über die genauen Zusammenhänge zwischen Produktmerkma-
len und Wartungsaufwand4).
                                               
4) Vgl. Lehner (1991), S. 15.
- 6 -
1.3 Produktmerkmale
Die Produktmerkmale eines Software-Altsystems, die vermutlich Auswirkungen auf ein Reen-
gineering-Projekt haben, betreffen hauptsächlich die Verständlichkeit und die Änderbarkeit
eines Software-Altsystems. Die identifizierten Merkmale beziehen sich zum einen auf den
Quelltext des Software-Altsystems und zum anderen auf weitere Komponenten des Systems
„Software“ (Dokumentation, Tages- bzw. Testdaten usw.). Die folgenden, direkt quantifizier-
baren Produktmerkmale des Quelltexts bzw. Einflußfaktoren wurden identifiziert (sprachspezi-
fische Merkmale von Cobol sind durch „*“ gekennzeichnet)5):
• Anteil des Quelltexts, der mit Sicherheit nicht durchlaufen wird (sog. „toter Code“);
• Anzahl der Accepts (ohne Date, Time, Day)*, d.h. Benutzereingaben;
• Anzahl der vom Programm verarbeiteten Dateien und Tabellen;
• Anzahl der Datenelemente in der File-Section*;
• Anzahl nicht referenzierter Datenelemente
• Anzahl der Dateizugriffe;
• Anzahl von Displays/Literalen*;
• Länge des Quelltexts (Lines of Code; LOC);
Darüber hinaus wurden folgende Produktmerkmale des Quelltexts bzw. Einflußfaktoren iden-
tifiziert, die entweder nur indirekt quantifizierbar oder aber nur qualifizierbar sind:
• Art der Dateizugriffe (lesend und/oder schreibend);
• Art der verarbeiteten Dateien (sequentiell, wahlfrei, dynamisch*);
• Kommentiertheit (Menge und Qualität der Kommentare im Quelltext);
• Komplexität des Quelltexts;
• Konsistenz des Programmierstils;
• Einfachheit der Algorithmen;
• Modularisiertheit (Strukturiertheit im Großen);
• Modulfestigkeit;
• Verwendung parametrisierter Unterprogramme;
• Datenstrukturiertheit (Typisierung, Verwendung von Datenstrukturen);
• verwendete Programmiersprache;
• Selbstdokumentation (sprechende Bezeichner, Einhaltung von Namenskonventionen);
• Dokumentiertheit der Datenstrukturen, die für die Dateiein- und -ausgabe benutzt werden;
• Ablaufsteuerung über Werte, die erst zur Laufzeit des Programmes ermittelt werden;
                                               
5) Zu den Merkmalen vgl. auch Jung (1993), S. 16 ff.
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• Verwendung sinnvoller Steuerkonstrukte (auch z.B. Vermeidung von Stop runs, Gotos *);
• Verwendung „undurchsichtiger“ Sprachkonstrukte (z.B. Rename, Redefine*).
Weitere Einflußfaktoren bzw. Produktmerkmale, die sich nicht auf den Quelltext beziehen,
sind:
• Verfügbarkeit von Entwurfsdokumenten (z.B. Spezifikation, Design, Modulspezifikatio-
nen);
• Verfügbarkeit von Beschreibungen, die in einem Data Dictionary abgelegt sind;
• Qualität des Programmierhandbuchs bzw. der Systemdokumentation (Dokumentation der
verarbeiteten Daten und Dokumentation der Programmlogik);
• Verfügbarkeit von Tages- und Testdaten;
• Verfügbarkeit von Testprotokollen.
Es muß davon ausgegangen werden, daß die Aufstellung der Einflußfaktoren bzw. der Pro-
duktmerkmale noch unvollständig ist. Nach dem aktuellen Erkenntnisstand sind die Autoren je-
doch überzeugt, zumindest die Haupteinflußgrößen benannt zu haben. In welcher Weise sich
diese Größen allerdings auf die Kosten für eine Reengineering-Maßnahme auswirken und wel-
che Interdependenzen bestehen, ist nicht bekannt. Um diesen Zusammenhang zumindest par-
tiell aufzudecken, wurde im Rahmen der Projektarbeit die Wirkung ausgewählter Produkt-
merkmale auf die Kosten für das Reengineering empirisch untersucht.
2 Durchführung der empirischen Untersuchung
2.1 Untersuchte Zusammenhänge
Für eine empirische Untersuchung der Wirkungszusammenhänge ergeben sich zwei wichtige
Restriktionen:
• Nach aktuellem Forschungsstand kann - wie oben bereits erwähnt - nicht ausgeschlossen
werden, daß relevante Einflußfaktoren noch unberücksichtigt sind. Auf Grundlage der bis-
her identifizierten Faktoren kann das Problem deshalb nur unvollständig beschrieben wer-
den.
• Auch mit einer vollständigen Problembeschreibung ist es wegen der Vielzahl der Einflußfak-
toren und -kriterien nahezu unmöglich, die Beeinflussungsstruktur vollständig in einem Un-
tersuchungsdesign zu erfassen. Die Hauptschwierigkeit liegt in der Erfassung der Wechsel-
- 8 -
wirkungen, die zwischen den einzelnen Einflußfaktoren bestehen (z.B. zwischen Dokumen-
tations- und Verständlichkeitskriterien). Sie können für eine größere Anzahl von untersuch-
ten Einflußfaktoren praktisch nicht erfaßt werden, da die Anzahl der Wechselwirkungen ex-
ponentiell mit der Anzahl der Faktoren wächst.
Unter diesen Bedingungen schien es sinnvoll, einige wenige, für die Fragestellung des integra-
tionsorientierten Reengineering jedoch besonders interessierende Faktoren auszuwählen und
deren Auswirkungen auf die Kosten von Reengineering-Projekten zu untersuchen. Da das inte-
grationsorientierte Reengineering eine sehr weitgehender Ansatz ist, wurde eine Einschränkung
auf die entscheidende Teilaufgabe bzw. Phase im Reengineering-Prozeß, das Reverse enginee-
ring, vorgenommen. Hiermit wird der wichtige Schritt bezeichnet, in dem aus einem vorliegen-
den Altsystem Entwurfsentscheidungen extrahiert (das Programm wird verstanden) und u.U.
für eine folgende Veränderung auf abstrakterem Niveau (z.B. als Design) dargestellt werden6).
Das Herauslösen einzelner Faktoren aus ihrem Wirkungskontext führt jedoch dazu, daß Wech-
selwirkungen mit nicht untersuchten Faktoren aus der Untersuchung ausgeblendet werden.
Daher lassen sich umfassende Erklärungszusammenhänge für die Wechselwirkungen im Rah-
men dieser Untersuchung nicht ermitteln.
Unter Berücksichtigung der für die empirische Untersuchung zur Verfügung stehenden Res-
sourcen wurden drei Faktoren für die empirische Untersuchung ausgewählt:
1. Dokumentiertheit der Datenstukturen (D),
2. Komplexität des Quelltexts (K),
3. Verfügbarkeit von Tages- bzw. Testdaten (T),
Auf eine Berücksichtigung der Interdependenzen zwischen den untersuchten Faktoren zugun-
sten einer genaueren Erfassung der Einzelwirkungen wurde verzichtet (monovariate Analyse).
Es ist jedoch nicht auszuschließen, daß solche Effekte in der Realität auftreten. Denkbar ist
z.B., daß sich die Verfügbarkeit von Tages- bzw. Testdaten bei einem Quelltext mit geringer
Komplexität stärker (positiver im Sinne von geringeren Kosten) auswirkt als bei hoher Kom-
plexität, weil das Nachvollziehen von Datenfluß und Datenmanipulation „im“ Programm natür-
lich mit steigender Komplexität schwieriger wird.
                                               
6) Vgl. Chikofsky, Cross (1993), S. 15; Lehner (1991), S. 234 f.
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Als Kostenindikatoren für das Reverse engineering wurden der für die Lösung der Aufgabe
notwendige Personalaufwand und die dabei erzielte Qualität bzw. die Vollständigkeit der Lö-
sung herangezogen.
Der Personalaufwand wird als besonders wichtiger Kostenfaktor in IV-Projekten einge-
schätzt7). Andere Produktionsfaktoren wie beispielsweise Betriebsmittel (Hard- und Software)
haben dagegen einen vergleichsweise geringen Anteil an den Kosten. Weniger offenkundig ist
dagegen die Bedeutung der Vollständigkeit der Lösung für die Kosten eines Reengineeringpro-
jekts. Mit der getrennten Beobachtung von Zeit und Vollständigkeit wird dem realen Phäno-
men Rechnung getragen, daß die Gewinnung konzeptioneller Informationen aus Altsystemen
typischerweise nicht in einem Arbeitsgang vollständig gelingt und in mehreren Iterationen voll-
zogen werden muß. Das bedeutet jedoch, daß man die Effektivität eines Reverse engineering-
Arbeitsgangs nicht alleine an der benötigten Zeit messen kann, sondern gleichzeitig berück-
sichtigen muß, wie umfassend die benötigten konzeptionellen Informationen erfaßt wurden.
Abbildung 2 stellt in einem groben Modell die Wirkungszusammenhänge zwischen Produkt-
merkmalen eines Altsystems und den Kosten dar. Während die reale Wirkung der einzelnen
Faktoren über ein Netzwerk von Beziehungszusammenhängen vermittelt wird, erfaßt die Un-
tersuchung diese Einzelwirkungen jeweils als einen Gesamteinfluß. Die Betrachtung der jewei-
ligen Gesamteinflüsse erfolgt unabhängig voneinander.
2.2 Forschungsform
Als Vorgehensweise zur empirischen Untersuchung des interessierenden Zusammenhangs wur-
de das (Labor-)Experiment gewählt. Als Experiment wird eine wiederholbare Forschungsan-
ordnung bezeichnet, bei der unter kontrollierbaren Bedingungen die unabhängigen Variablen so
manipuliert werden, daß Kausalaussagen über die abhängige Variable möglich werden8).
Bei der Untersuchung der Merkmale von Software-Altsystemen auf die Vollständigkeit der
Lösung und auf den Personalaufwand (Zeit) des Reverse engineering bietet es sich an, unter-
schiedlichen Versuchspersonen (Vpn) Altsysteme mit unterschiedlichen Merkmalen zu präsen-
tieren und anschließend zu ermitteln, wie sich die Vpn hinsichtlich der Lösung der gestellten
Reverse engineering-Aufgabe verhalten. Wenn Gruppen von Vpn mit jeweils (in bestimmten
Merkmalen) unterschiedlichen Altsystemen unterschiedliche Erfolge (Zeit und Vollständigkeit)
                                               
7) Vgl. Boehm, Papaccio (1988), S. 1468.
8) Vgl. Müller-Böling, Klandt (1994) S. 83.
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in der Lösung der Aufgabenstellung erzielen, so kann von einem kausalen Zusammenhang zwi-
schen unabhängigen und abhängigen Variablen ausgegangen werden.
Verfügbarkeit von
Tages- bzw. Testdaten
Dokumentiertheit
der Datenstrukturen
Komplexität des
Quelltexts
Kosten
Legende: "wirkt sich aus auf" (reale Wirkungszusammenhänge)
"wirkt sich aus auf" (unterstellte/untersuchte Wirkungszusammenhänge)
Abb. 2: Wirkungszusammenhänge zwischen den Einflußfaktoren und den Kosten
in einer vereinfachten Darstellung
Zwei wichtige Merkmale der Forschungsform „(Labor-)Experiment“ müssen hinsichtlich der
Validität der Forschungsergebnisse näher untersucht werden: die Kontrollierbarkeit und die
Künstlichkeit der Versuchsanordnung.
Kontrollierbarkeit
Zentrales Merkmal der Forschungsform „Experiment“ ist die Kontrollierbarkeit der Bedingun-
gen. Alle Faktoren, die sonst einen Einfluß auf die abhängige Variable haben, müssen konstant
gehalten oder zumindest in ihrem Einfluß kontrolliert (d.h. bestimmt) werden. Die wichtigste
Voraussetzung hierfür ist die Gleichheit der Gruppen bezüglich der nicht untersuchten unab-
hängigen Variablen. Im vorliegenden Fall war zu vermuten, daß die Qualifikation und Erfah-
rung der Vpn (in Abschnitt 1.3 unter Projektmerkmalen erfaßt) einen Einfluß auf die Vollstän-
digkeit der Lösung sowie auf die benötigte Zeit haben, der die Einflüsse der untersuchten Pro-
duktmerkmale überlagert. Die absolute Gleichheit der Gruppen kann in den seltensten Fällen
erreicht werden, da meist nicht alle Einflußfaktoren bekannt sind. Um dennoch die Prämisse
gleicher Gruppen aufrechterhalten zu können, werden typischerweise Gruppenaufteilungen
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nach dem Randomizing- oder Matching-Verfahren vorgenommen9). In unserem Fall wurde
eine Kontrolle der Erfahrungen der Vpn durch Matching erreicht. Entsprechend ihrer individu-
ellen Erfahrung mit prozeduralen Programmiersprachen wurden dieVpn so auf die Gruppen
verteilt, daß jede Gruppe sowohl aus erfahrenen als auch weniger erfahrene Vpn bestand.
Künstlichkeit
Ein Problem der Forschungsform „Laborexperiment“ ist die Künstlichkeit der Situation. Mit
Bezug auf die Künstlichkeit mußten für die Durchführung der Experimente folgende Probleme
berücksichtigt bzw. bewältigt werden:
• Die maximale Dauer des Experiments mußte auf einen Tag begrenzt werden, um zu verhin-
dern, daß bei längerer Dauer zunehmend nicht kontrollierbare Faktoren (z.B. die Beschäfti-
gung mit der Aufgabe während der Unterbrechungen) auf das Ergebnis einwirken. Der Um-
fang der Aufgabenstellung konnte deshalb nicht realistisch gewählt werden, sondern es war
eine Teilaufgabe auszuwählen.
• Die Arbeitssituation (Arbeitsumgebung, Motivation usw.) entsprach nicht der betrieblichen
Realität.
• Aus Gründen der Verfügbarkeit wurden Studenten als Vpn gewählt.
Aus diesen Restriktionen resultiert unweigerlich ein Validitätsproblem, daß die Übertragbarkeit
der Erkenntnisse aus den Experimenten auf die betriebliche Realität einschränkt. Um diesem
Problem entgegenzuwirken, wurde versucht, die einzelnen Restriktionen zu entschärfen.
Bei der Formulierung der Aufgabenstellung wurde darauf geachtet, daß die gestellte Aufgabe
typisch für das Reverse engineering ist. Die Vpn sollten die Datenelemente der File Section
eines vorgegebenen Cobol-Anwendungsprogramms nachdokumentieren und Redundanzen
zwischen Datenelementen unterschiedlicher Dateien erkennen. Dieser Arbeitsschritt spielt bei
der Integration von Software-Altsystemen eine zentrale Rolle, wenn es darum geht, vorhan-
dene Redundanzen zu identifizieren und korrekt zu behandeln10). Der Arbeitsschritt ist erfor-
derlich, um das Datenmodell eines Altsystems zu rekonstruieren und um es später in das
IVAS-Datenmodell integrieren zu können.
                                               
9) Vgl. Müller-Böling, Klandt (1994) S. 85.
10) Vgl. Eicker, Schnieder (1993); Eicker et al. (1993).
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Bei dem Programm handelte es sich um ein sogenanntes „Real word“-System, d.h. um ein Pro-
gramm, das in der ursprünglichen Form in einem Unternehmen eingesetzt wurde. Das Pro-
gramm hatte einen Umfang von 1260 Lines of code (LOC) in der Programmiersprache Cobol
und lief auf einer IBM-370, es handelte sich somit um eine für den betrieblichen Gebrauch typi-
sche Kombination von eingesetzter Software (bzw. Programmiersprache) und Hardware11).
Bei der Gestaltung der Arbeitssituation wurden den Vpn Dokumente und Hilfsmittel zur Ver-
fügung gestellt, wie sie auch in der betrieblichen Praxis typischerweise verfügbar sind:
• IBM-kompatibler PC 80486 mit Drucker und Maus,
• Microsoft Cobol 5.0 (einschließlich des Debuggers) als „Reengineering-Werkzeug“,
• das zu untersuchende Programm (als Datei und als Ausdruck).
Als Versuchspersonen wurden - wie oben erwähnt - aus Gründen der Verfügbarkeit Studenten
der Wirtschaftsinformatik gewählt. Es wurde jedoch darauf geachtet, daß die Vpn über prakti-
sche Erfahrungen mit der eingesetzten Entwicklungsumgebung und der Programmierprache
Cobol verfügten. Darüber hinaus waren auch praktische Erfahrungen mit anderen prozeduralen
Programmiersprachen vorhanden. In einer den Experimenten vorausgehenden Schulung wur-
den die Vpn anhand eines praktischen Beispiels (vgl. das Beispielprogramm im Anhang) in die
Aufgabenstellung eingearbeitet.
2.3 Meßvorschriften
Für die zu untersuchenden Einflußfaktoren bzw. unabhängigen Variablen Dokumentiertheit,
Komplexität des Quelltexts und Verfügbarkeit von Tages- bzw. Testdaten (vgl. Abschnitt 2.1)
sowie für die abhängige Variable Kosten waren Meßvorschriften zu formulieren, die im folgen-
den erläutert sind.
2.3.1 Unabhängige Variablen
Das Experiment als Forschungsform ist dadurch gekennzeichnet, daß der Forscher die unab-
hängigen Variablen „manipuliert“, um zu erkennen, wie sich dieses auf die abhängige Variable
auswirkt. Das bedeutet, daß die Ausprägungen der unabhängigen Variablen schon vor der
Durchführung des Experiments festgelegt werden.
                                               
11) Vgl. Banker et al. (1993), S. 87.
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Ausgangspunkt für die Bildung der Ausprägungen der unabhängigen Variablen ist das erwähn-
te Cobol-Programm. Die ursprüngliche Version des Programms stellt jeweils eine Ausprägung
in jeder experimentellen Untersuchungsreihe, d.h. für jede Untersuchung einer unabhängigen
Variablen, dar. Weitere Ausprägungen der Merkmale wurden durch gezielte Veränderungen im
Programm selber bzw. durch die Erstellung zusätzlicher Dokumente oder Daten erreicht. Das
bedeutet, daß weitere Versionen künstlich entstanden.
Dokumentiertheit der Datenstukturen (D)
Für die Variable „Dokumentiertheit der Datenstukturen (D)“ wurden drei Programmversionen
konstruiert, in denen jeweils die Beschreibungen der Datensatzstrukturen in der File Section
variiert wurden. Zur Veranschaulichung der einzelnen Versionen ist ein bestimmter Ausschnitt
aus den Datensatzstrukturen in seinen verschiedenen Ausprägungen angegeben:
• Ausprägung 1: In der Beschreibung der Datensatzstruktur wurden ausschließlich nichtspre-
chende Bezeichner für die Datenelemente verwendet. Beispiel:
05 FS-SATZ.
10 FS204 PIC X(30).
10 FS205 PIC X(30).
• Ausprägung 2: In dieser Ausprägung wurden zur Beschreibung der Datensatzstruktur zum
Teil sprechende Bezeichner für die Datenelemente verwendet. Die Bezeichner in der Daten-
satzstruktur der ersten Datei wurden wie unter „Ausprägung 1“ gewählt, die Bezeichner der
anderen Datei wie unter „Ausprägung 3“.
• Ausprägung 3: In dieser Ausprägung wurden zur Beschreibung der Datensatzstruktur aus-
schließlich sprechende Bezeichner für die Datenelemente verwendet. Beispiel:
05 FS-SATZ.
10 TitelNamenHinweise1 PIC X(30).
10 TitelNamenHinweise2 PIC X(30).
• Ausprägung 4: Die Bedeutung der einzelnen Datenelemente wurde in einer externen Doku-
mentation für jedes Datenelement beschrieben, die wie folgt aufgebaut war (Beispiel):
FS204: Anrede, Vorname, Vorname Ehegatte, Nachname (Kontoinhaber);
alternativ: kann Anrede oder Hinweis enthalten;
FS205: Anrede, Vorname, Vorname Ehegatte, Nachname (Kontoinhaber);
alternativ: Ansprechpartner in einer Firma, die Depotinhaber ist.
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Komplexität des Quelltexts (K)
Als dritte unabhängige Variable wurde die Komplexität des Quelltexts variiert. Gemessen
wurde die Komplexität mit McCabe´s Essential Complexity ist ein häufig benutztes Komplexi-
tätsmaß, auf dessen Basis Aussagen über den Aufwand für die Durchführung von Wartungsak-
tivitäten gemacht werden können.
Für das Experiment wurde die McCabe Essential Complexity (EC) des Originalsystems durch
Änderung der Anzahl der Sprungbefehle variiert. Zusätzlich zu der Ausgangsvariante mit einer
Essential Compexity von EC = 7 (Ausprägung 2) entstanden so eine Variante mit der Komple-
xität EC = 2 (Ausprägung 1) und eine zweite mit der Komplexität EC = 95 (Ausprägung 3).
Verfügbarkeit von Tages- bzw. Testdaten (T)
Für die Untersuchung des Einflusses von Tages- bzw. Testdaten (T) auf Aufwand und Voll-
ständigkeit wurden neben der ursprünglichen Version (ohne Daten) drei Varianten:
• Ausprägung 1: Die ursprüngliche Version ohne die Bereitstellung irgendwelcher Daten wur-
de als erste Ausprägung gewählt.
• Ausprägung 2: Zusätzlich zu dem Programm wurden den Vpn von jeder Datei vier Daten-
sätze aus den Tagesdaten12) als Ausdruck zur Verfügung gestellt. Beispiel (für die Da-
tenelemente FS204 und FS205):
Sparkauf
Z.HD.FRAU Maier
• Ausprägung 3: Den Vpn wurden dieselben Daten wie bei Ausprägung 2 zur Verfügung ge-
stellt, allerdings in Dateiform. So war es möglich, das Programm mit Hilfe der Tagesdaten
und des Debuggers schrittweise ablaufen zu lassen, um Informationen zu erhalten.
• Ausprägung 4: Den Vpn wurden Testdaten13) in Dateiform zur Verfügung gestellt. Die
Testdaten waren so konstruiert, daß eine minimale Mehrfachbedingungsüberdeckung von
                                               
12) Unter Tagesdaten wird eine Menge von Datensätzen aus dem Stammdatenbestand einer Unternehmung
verstanden, die "zufällig", also ohne Anwendung festgelegter Kriterien, aus dem Datenbestand gezogen
werden. Es handelt sich demnach um Datensätze, die vom Programm vermutlich korrekt verarbeitet wer-
den.
13) Unter Testdaten wird eine Menge von Datensätzen verstanden, die im Hinblick auf die Verarbeitung durch
ein Programm konstruiert wurden. Testdaten werden konstruiert, um eine gewissen Art der Ausführung
eines Programms analysieren zu können.
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89,4 % erreicht wurde. Diese Quote wurde mit 13 bzw. 14 Datensätzen für die beiden
Dateien erreicht.
Die Konstruktion von Testdaten gemäß dem Kriterium „Minimale Mehrfachbedingungsüber-
deckung“ ergibt eine Menge von Testdatensätzen. Erlaubte Kombinationen von Datenwerten
und damit auch eine Menge von Integritätsregeln sowie auch Zusammenhänge zwischen Daten
unterschiedlicher Dateien sind schon zu einem beachtlichen Anteil aus den Daten selbst ermit-
telbar. Nur für einen kleineren Rest der Aufgaben und für die Verifikation der aus den Daten-
werten abgeleiteten Hypothesen über die Bedeutung von Datenfeldern ist es noch erforderlich,
den Quelltext zu analysieren.
2.3.2 Abhängige Variablen
Ziel der Experimente war es, den Einfluß ausgewählter Produktmerkmale (von Altsystemen)
auf die Kosten für das Reverse engineering zu messen. Zur Erfassung der Kosten wurden zwei
Indikatoren herangezogen: Zum einen die Zeit, die zur Durchführung der Aufgabe notwendig
ist und zum anderen die Vollständigkeit der Lösung, die ein Indikator für den Umfang not-
wendiger Nacharbeiten in eventuellen Folgeprojekten ist. Die getrennte Erfassung von Zeit und
Vollständigkeit hat neben der inhaltlichen (vgl. Abschnitt 2.1) auch eine meßtheoretische Be-
deutung:
Für die Formulierung der Meßvorschrift zur Erfassung der Zeit war es notwendig, den Zeit-
punkt des Abschlusses eines Experiments zu bestimmen. Für einen 100m-Lauf ist die Aufstel-
lung einer Meßvorschrift vergleichsweise trivial. Sie könnte lauten: Wenn ein Läufer die Ziel-
linie überschreitet, so ist diesem Ereignis als Zahlenwert die gestoppte Zeit in Sekunden zuzu-
ordnen. Hieraus ergibt sich die meßtheoretisch notwendige eindeutige Zuordnung eines nume-
rischen Relativs (Laufzeiten in Sekunden) zu dem empirischen Relativ (Rangfolge einer Anzahl
von Läufern beim Zieleinlauf). Im Falle des Reverse engineering ist es jedoch weitaus schwie-
riger, den Zeitpunkt der Erfüllung der Aufgabe bzw. in der Untersuchung den Abschluß des
Experiments genau festzulegen.
Damit die Vpn das Ende des Experiments „erkennen“ konnten, wurde ihnen eine auf Formula-
ren basierende Vorgehensweise zur Lösung der Aufgabe zur Verfügung gestellt (vgl. Anhang).
In die Formulare waren alle konzeptionellen Informationen einzutragen, die gemäß der Aufga-
benstellung aus dem Altsystem extrahiert werden sollten. Damit war den Vpn eine Einschät-
zung möglich, wann die Aufgabe erfüllt war. Jedoch konnte dadurch nicht sichergestellt wer-
den, daß das inhaltliche Ziel tatsächlich vollständig erreicht wurde. Es bestand die Möglichkeit,
daß einzelne Vpn die Unvollständigkeit ihrer Lösung erkannten, sich jedoch nicht in der Lage
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sahen, eine vollständige Lösung zu erreichen, oder daß sie ihre Lösung irrtümlich für vollstän-
dig hielten.
Die Meßvorschrift mußte deshalb wie folgt formuliert werden: Das Experiment gilt als been-
det, wenn die Vpn nach subjektiver Einschätzung davon ausgeht, keine Verbesserung der Lö-
sung mehr erzielen zu können. Die Zeit vom Beginn bis zum Abschluß des Experiments ist in
Minuten zu messen.
Diese Meßvorschrift stellt jedoch keine eindeutige Zuordnung eines numerischen zu einem
empirischen Relativ dar. So beschreibt die Aussage „Experiment A konnte in 250 Minuten ab-
geschlossen werden während für Experiment B 290 Minuten benötigt wurden“ die Realität nur
unvollständig, wenn im Experiment A die Aufgabe nur zu 70% gelöst wurde, in B aber zu
100%. Eine meßtheoretisch korrekte Vorschrift muß also zusätzlich die Vollständigkeit der
Lösung erfassen. Dies war anhand der vorgegebenen Formulare auch praktikabel. Die Voll-
ständigkeit der Lösung wurde in Prozent gemessen. In Pre-Tests wurde vor den auszuwerten-
den Experimenten ermittelt, für welchen Anteil der Gesamtlösung wieviel Zeit benötigt wurde.
Anhand dieser Werte wurde die Vollständigkeit der von den Vpn erarbeiteten Lösungen ermit-
telt.
Die abhängigen Variablen - die Zeit gemessen in Minuten und die Vollständigkeit gemessen in
Prozent - wurden für die Auswertung als metrisch-skaliert interpretiert. Die Ausprägungen der
unabhängigen Variablen wurden als nominal-skaliert interpretiert14). Mit Hilfe varianzanalyti-
scher statistischer Auswertungen war es dann möglich, den Einfluß der nominal-skalierten un-
abhängigen Variablen auf die metrisch-skalierten abhängigen Variablen quantitativ zu bestim-
men.
3 Datenauswertung und Interpretation
3.1 Statistische Auswertung
3.1.1 Das Modell
Bei dem hier betrachteten Experiment wurde die Abhängigkeit zweier Größen (Zeitdauer,
Vollständigkeit der Lösung) von mehreren Einflußfaktoren (Komplexität des Quelltexts, Do-
kumentiertheit der Datenstrukturen, Verfügbarkeit von Tages- bzw. Testdaten) monovariat
                                               
14) Zur Bestimmung des Meßniveaus vgl. Müller-Böling, Klandt (1993), S. 21.
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untersucht. Dabei wurde der Einfluß sowohl auf die Zeitdauer als auch auf die Vollständigkeit
der Lösung für jeden Faktor getrennt betrachtet, so daß insgesamt sechs verschiedene Abhän-
gigkeiten zu untersuchen waren. Außerdem interessierte die Korrelation zwischen Zeitdauer
und Vollständigkeit. Auf die Untersuchung möglicher Wechselwirkungen der Einflußfaktoren
wurde verzichtet (siehe Abschnitt 2.1). Die Modellierung solcher Abhängigkeiten geschieht
üblicherweise mit Hilfe von linearen Modellen. Dabei wird angenommen, daß die Effekte der
Einflußfaktoren linear in die abhängige Größe eingehen und das Versuchsergebnis von einem
zufälligen, additiven Störterm beeinflußt wird, der aufgrund des Einflusses anderer, nicht be-
trachteter Faktoren sowie aufgrund der zufälligen Personenauswahl und Messungenauigkeiten
auftritt (vgl. Abschnitt 2.2). Da die untersuchten Einflußfaktoren als qualitative Größen behan-
delt wurden, hat man in allen sechs Fällen die gleiche Struktur, nämlich eine einfaktorielle Vari-
anzanalyse:
Xij = vi + Uij           i=1, ..., k,  j = 1, ..., ni .
Dabei bezeichnet Xij den jeweiligen Stichprobenwert der abhängigen Größe (Zeitdauer bzw.
Vollständigkeit) und vi den Effekt der i-ten Stufe bzw. Ausprägung des jeweiligen Einflußfak-
tors. Die Konstante k repräsentiert die Anzahl der Stufen der einzelnen unabhängigen Varia-
blen; die Komplexität hat drei Stufen, die beiden anderen Variablen jeweils vier Stufen. Die
Gruppengröße wird mit ni (hier ni = 5 für alle i) bezeichnet und Uij ist der zufällige Störterm,
der üblicherweise als normalverteilt mit Erwartungswert 0 und unbekannter Varianz σ2
angenommen wird. Man ist nun vor allem an folgenden Erkenntnissen über die unbekannten
Parameter v1, ..., vk interessiert:
1. Einflüsse vi auf die abhängige Größe;
2. Signifikanz der Unterschiede zwischen den Auswirkungen der Stufen eines Einflußfaktors
auf die beiden abhängigen Variablen.
Die üblicherweise hierfür verwendeten statistischen Verfahren erfordern die Normalität der
Fehlerverteilung und die Homogenität der Gruppenvarianzen.
3.1.2 Überprüfung der Annahmen
Die Prüfung der Nullhypothese, daß eine Normalverteilung vorliegt, erfolgte mit dem Lillie-
fors-Test15) und ergab die in Tabelle 1 dargestellten P-Werte16). Vertikal sind die abhängigen
                                               
15) Vgl. Sachs (1992).
16) Die P-Werte geben die Wahrscheinlichkeit an, die Nullhypothese zu verwerfen, obwohl sie richtig ist.
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Variablen eingetragen, wobei „V“ für „Vollständigkeit der Lösung“ und „Z“ für „Zeit“ steht.
Horizontal sind die unabhängigen Variablen Komplexität, Dokumentiertheit und Test- bzw.
Tagesdatenverfügbarkeit (symbolisiert durch „K“, „D“ und „T“) eingetragen. Im folgenden
werden die genannten Kurzformen verwendet. Buchstabenkombinationen kennzeichnen ein-
zelne Exprimente. Das Symbol „ZD“ bezeichnet z.B. das Experiment, in dem die Zeit („Z“) in
Abhängigkeit von der Dokumentiertheit („D“) untersucht wurde.
K D T
V > 0.2 > 0.2 > 0.2
Z > 0.2 0.036 > 0.2
Tab. 1: Ergebnisse des Lilliefors-Tests auf Normalverteilung
Die Ergebnisse wurden durch Normalverteilungsplots gestützt, so daß lediglich im Modell ZD
die Normalverteilungsannahme nicht haltbar erscheint.
Die Prüfung auf Homogenität der Gruppenvarianzen erfolgte mit dem Cochran-Test17), bei
stärkeren Abweichungen von der Normalverteilung, insbesondere bei der Wölbung18), in den
Modellen ZD und ZT mit dem Levene-Test19). Auf dem 5%-Niveau lauten die kritischen
Werte für den Cochran-Test: c3;4;0.05 = 0.7457, c4;4;0.05 = 0.6287. Die Ergebnisse des Cochran-
Tests sind in Tabelle 2 dargestellt.
K D T
V 0.416 0.443 0.411
Z 0.693 * *
Tab. 2: Werte der Cochran-Teststatistik für H0: σ1 = ... = σk
gegen K0: es gibt i≠j  mit  σi ≠ σj
Die Annahme der Homogenität ist also in den geprüften Modellen (VK, VD, VT und ZK) halt-
bar. Die P-Werte des Levene-Tests lauten PZD = 0.021 und PZT = 0.006, so daß in diesen bei-
den Modellen die Gruppenvarianzen als signifikant verschieden zu betrachten sind.
                                               
17) Vgl. Sachs (1992).
18) Vgl. Lindman (1991).
19) Vgl. Sachs (1992).
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3.1.3 Schätzung der Einflüsse
Die Parameter v1, ..., vk wurden durchweg mit Hilfe der Least Squares-Methode geschätzt, die
selbst unter Nichtnormalität und Heterogenität gute Eigenschaften besitzt. Bei der einfaktoriel-
len Varianzanalyse ergeben sich als Schätzer gerade die jeweiligen Gruppenmittelwerte der
Stichproben (vgl. Tabellen 3 und 4).
Faktoren\Stufen 1 2 3 4
K 256.4  (60.3) 240.0  (29.6) 250.6  (26.8) *
D 245.4  (29.0) 240.0  (29.6) 328.2  (84.6) 214.8  (23.8)
T 240.0  (29.6) 244.8  (25.9) 287.6  (55.8) 321.6  (18.6)
Tab. 3: Geschätzte Mittelwerte vi in Bezug auf die Zeitdauer
(Standardabweichung in Klammern)
Faktoren\Stufen 1 2 3 4
K 0.527  (0.215) 0.478  (0.288) 0.531  (0.265) *
D 0.546  (0.323) 0.478  (0.288) 0.896  (0.124) 0.697  (0.182)
T 0.478  (0.288) 0.574  (0.180) 0.552  (0.202) 0.560  (0.215)
Tab. 4: Geschätzte Mittelwerte vi in Bezug auf die Vollständigkeit
(Standardabweichung in Klammern)
3.1.4 Testen auf signifikante Unterschiede
Mit Hilfe geeigneter Testverfahren wurde anschließend untersucht, ob die beobachteten Unter-
schiede zwischen den Stufen vi signifikant sind oder nur auf zufälligen Schwankungen beruhen.
Dabei wurde zunächst die Hypothese
H0: v1 = ... = vk        gegen        K0: es gibt i, j, i≠j mit  vi ≠ vj
getestet. Bei Ablehnung von H0 wurde genauer untersucht, zwischen welchen zwei Stufen ein
signifikanter Unterschied besteht, indem man die Kontraste vi − vj betrachtete, was auf Hypo-
thesen der Form H: vi = vj gegen K: vi ≠ vj führte.
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Der unter den Standardannahmen verwendete F-Test für (H0, K0) wurde auch im Modell ZT
verwendet, da er bei gleicher Gruppengröße hinreichend robust gegen heterogene Varianzen
ist20).
K D T
V 0.937 0.067 0.906
Z 0.820 * 0.006
Tab. 5: P-Werte des F-Tests für (H0, K0)
Dies deutet darauf hin, daß in den Modellen ZT und QD signifikante Unterschiede bestehen,
die im folgenden noch genauer untersucht werden.
Das Modell ZT
Heterogene Varianzen können beim Testen von Kontrasten im Gegensatz zu obiger Situation
den F-Test verfälschen. Daher wurde hier ein modifizierter F-Test verwendet, der nur auf den
geschätzten Gruppenvarianzen beruht, die miteinander verglichen werden. Außerdem wird die
Zahl der Freiheitsgrade angepaßt21).
Hypothese H1: v1 = v3 H2: v1 = v4 H3: v2 = v3 H4: v2 = v4 H5: v3 = v4
P-Wert 0.142 0.001 0.174 0.001 0.254
Tab. 6: P-Werte des modifizierten F-Tests für Kontraste im Modell ZT
Dies deutet auf signifikante Unterschiede zwischen den Stufen 1 und 4 bzw. 2 und 4 hin.
Das Modell VD
Der übliche F-Test für Kontraste ergab folgendes Bild:
Hypothese H1: v1 = v3 H2: v2 = v3 H3: v2 = v4 H4: v3 = v4
P-Wert 0.037 0.015 0.174 0.214
Tab. 7: P-Werte des F-Tests für Kontraste im Modell VD
                                               
20) Vgl. Lindman (1991).
21) Vgl. Lindman (1991).
- 21 -
Dies deutet auf signifikante Unterschiede zwischen den Stufen 1 und 3 bzw. 2 und 3 hin.
Das Modell ZD
Da hier die beiden Standardannahmen nicht erfüllt sind und die Abweichung von der Normal-
verteilung speziell in der Wölbung (γ = 4.245), gegen die der F-Test relativ empfindlich ist22),
gravierend ist, wurde das entsprechende nichtparametrische Verfahren, der Kruskal-Wallis-
Test, verwendet. Er ergab für (H0, K0) den P-Wert 0.0382, was auf signifikante Unterschiede
zwischen den Stufen schließen läßt. Bei der Untersuchung der Kontraste mit dem Tukey-Kra-
mer-Verfahren23) zeigte sich, daß auf dem 5%-Niveau nur die Stufen 3 und 4 signifikant ver-
schieden sind (kritischer Wert: 3.628, Teststatistik: 4.082).
3.1.5 Korrelation zwischen Zeitdauer und Vollständigkeit der Lösung
Der Scatterplot (vgl. Abbildung 3) zeigt, daß keine starke Korrelation existiert und man sich
auf die Untersuchung linearer Zusammenhänge beschränken kann. Der Pearson-Korrelations-
koeffizient ergab ρ1 = 0.2495. Der Spearman-Rangkorrelationskoeffizient als nicht-parametri-
sche Vergleichsgröße hat den Wert ρ2 = 0.2082. Dies deutet auf einen leichten, positiven line-
aren Zusammenhang hin. Die Frage, ob dieser als signifikant anzusehen ist, führt auf das
Testen der Hypothesen Hi: ρi = 0 gegen Ki: ρi ≠ 0 , i = 1, 2. Da die beiden Größen Zeitdauer
und Vollständigkeit als normalverteilt angesehen werden können (die P-Werte der jeweiligen
Lilliefors-Tests sind größer als 0.2), läßt sich der entsprechende t-Test für (H1, K1) anwenden.
Er liefert den P-Wert 0.098. Der zugehörige nichtparametrische Spearman-Test für (H2, K2)
hat den P-Wert 0.17. Der positive lineare Zusammenhang läßt sich daher als signifikant anse-
hen, wenngleich er eher schwach ist.
3.2 Interpretation der Ergebnisse
Mit Hilfe der im vorhergehenden Abschnitt beschriebenen statistischen Auswertungen konnten
einige Aussagen über die Zusammenhänge zwischen den unabhängigen Variablen (Einflußfak-
toren) und den abhängigen Variablen (Zeit bzw. Vollständigkeit der Lösung) gewonnen wer-
den.
                                               
22) Vgl. Lindman (1991).
23) Vgl. Sachs (1992).
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Abb. 3: Zusammenhang zwischen Bearbeitungszeit [min] (horizontal)
und Vollständigkeit der Lösung [%] (vertikal)
Auswirkungen der Verfügbarkeit von Tages- bzw. Testdaten
Zwischen Ausprägung 1 („keine“) und Ausprägung 4 („Testdaten mit minimaler Mehrfachbe-
dingungsüberdeckung von 89,4 %“) sowie zwischen Ausprägung 2 („vier Datensätze aus den
Tagesdaten als Ausdruck“) und Ausprägung 4 des Merkmals Verfügbarkeit von Tages- bzw.
Testdaten wurden bezüglich der Wirkung auf die Zeit (für die Lösung der Aufgabe) signifikan-
te Unterschiede erkannt. Allerdings wurde der zuvor angenommene Zusammenhang einer
Verkürzung der Bearbeitungszeit durch die Bereitstellung von Testdaten (im Fall von Ausprä-
gung 4) nicht nachgewiesen, sondern der gegenteilige Effekt einer Verlängerung der Bearbei-
tungszeit. Die Auswirkungen auf die Vollständigkeit der Lösung sind nicht signifikant und
konnten somit nicht belegt werden.
Die Vpn haben sich zwar offensichtlich mit den Testdaten „auseinandergesetzt“, konnten da-
durch allerdings keine verwertbaren Informationen erhalten. Hypothetisch könnte man aus die-
ser Erkenntnis folgern, daß die Verfügbarkeit von Tages- bzw. Testdaten nur dann einen Pro-
duktivitätszuwachs hervorruft, wenn Werkzeuge zur komfortablen Nachverfolgung des Daten-
flusses innerhalb der Programme zur Verfügung stehen. Der in den Experimenten verwendete
Debugger ermöglicht zwar den schrittweisen Ablauf eines Programms bei gleichzeitiger Kon-
trolle der Inhalte zuvor selektierter Variablen, ist allerdings unkomfortabel und stößt bei der
Darstellung größerer Recordvariablen an die Grenzen der Übersichtlichkeit. Die Vpn wurden
in der den Experimenten vorangehenden Schulung in die Benutzung des Werkzeugs eingear-
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beitet, es ist aber nicht auszuschließen, daß noch mehr Erfahrung im Umgang mit dem Debug-
ger letztendlich doch zu Produktivitätssteigerungen bei Verfügbarkeit von Tages- bzw. Testda-
ten führt.
Auswirkungen der Dokumentiertheit der Datenstrukturen
Zwischen Ausprägung 1 („ausschließlich nichtsprechende Bezeichner“) und Ausprägung 3
(„ausschließlich sprechende Bezeichner“) sowie zwischen Ausprägung 2 („zum Teil sprechen-
de Bezeichner“) und Ausprägung 3 des Merkmals Dokumentiertheit der Datenstrukturen wur-
den bezüglich der Wirkung auf die Vollständigkeit der Lösung signifikante Unterschiede er-
kannt. Die Vollständigkeit der Lösung stieg erwartungsgemäß mit einer besseren Dokumen-
tiertheit der Datenstrukturen. Die Auswirkungen einer externen Dokumentation der Daten-
strukturen (Ausprägung 4) zeigen sich in einer deutlichen Verkürzung der Bearbeitungszeit ge-
genüber Ausprägung 3. Obwohl nicht alle Einzelvariationen einen signifikanten Effekt zeigten,
läßt sich zusammenfassen, daß sich Dokumentiertheit der Datenstrukturen in der erwarteten
Weise ausgewirkt hat. Eine bessere Dokumentiertheit führt zu einer kürzeren Bearbeitungszeit
und zu einer vollständigeren Lösung.
Auswirkungen der Quelltext-Komplexität
Die Tatsache, daß signifikante Auswirkungen der Quelltext-Komplexität weder auf die Zeit
noch auf die Vollständigkeit der Lösung nachgewiesen werden konnten, deutet darauf hin, daß
die Nachdokumentation der Datenelemente von diesem Einflußfaktor unabhängig ist. Ein
Grund könnte darin liegen, daß die Versuchspersonen den Quelltext mit Hilfe des zur Verfü-
gung gestellten Werkzeugs nach einzelnen Datenelementen durchsucht haben und auf diese
Weise die Komplexität nahezu „überlesen“ haben. Um Redundanzen zwischen einzelnen Da-
tenelementen, die von einem Programm verarbeitet werden, erkennen zu können, reicht grund-
sätzlich das Auffinden des Bezeichners in einem Vergleich (z.B. „IF FS211 = DPKN“). Es ist
jedoch möglich, daß sich die Komplexität signifikant auswirkt, wenn die untersuchten Daten-
elemente bzw. die verarbeiteten Daten im Quelltext häufiger verändert bzw. zerlegt und in
Hilfsvariablen weiterverarbeitet werden und somit eine detaillierte Untersuchung des Quelltexts
unumgänglich ist.
Zusammenhang zwischen Zeit und Vollständigkeit der Lösung
Zwischen den beiden abhängigen Variablen wurde vor Durchführung der Experimente ein posi-
tiver Zusammenhang erwartet, der (zumindest schwach ausgeprägt) auch nachgewiesen wer-
den konnte. Die Überlegung war, daß eine Vpn, die die Aufgabe vergleichsweise früh als er-
füllt ansieht, eine unvollständigere Lösung erarbeitet als eine Vpn, die mehr Zeit aufwendet.
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Eventuell ist der erwartete Zusammenhang deshalb nur schwach ausgeprägt, weil insbesondere
bei den etwas sorgfältigeren Vpn (d.h. vollständigere Lösung) beobachtet werden konnte, daß
sie nach Bearbeitung der Aufgabe noch einige Zeit mit der Überprüfung ihrer Ergebnisse ver-
bracht haben.
4 Ausblick
Die im vorliegenden Aufsatz beschriebenen Experimente stellen einen ersten Versuch dar, Zu-
sammenhänge zwischen Einflußfaktoren und den Kosten von Reengineering-Projekten im Rah-
men des integrationsorientierten Reengineering herzustellen. Die gewonnenen Erkenntnisse
sind auch auf das „konventionelle“ Reengineering übertragbar, da das Daten-Reengineering
auch dort eine Rolle spielt. Bezogen auf ein Wirkungsmodell, daß die Zusammenhänge zwi-
schen allen Einflußfaktoren und den Kosten enthält, konnten die Experimente nur einen sehr
kleinen Teil abdecken. In dieser Richtung müßten zum einen mehr Experimente der geschilder-
ten Art durchgeführt werden, zum anderen müßten aber auch empirische Untersuchungen
durchgeführt werden, die auf Erfahrungswerten aus der betrieblichen Praxis basieren (Feldstu-
dien). Voraussetzung für umfassende empirische Studien ist allerdings ein hinreichend detail-
liertes Modell, das alle zu messenden Einflußfaktoren enthält, damit die Datenerhebung struk-
turiert und zielgerichtet erfolgen kann.
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Anhang
Anhang A: Beispielprogramm
***********************************************************************
IDENTIFICATION DIVISION.
***********************************************************************
ENVIRONMENT DIVISION.
INPUT-OUTPUT SECTION.
FILE-CONTROL.
SELECT s-dat ASSIGN TO "st.txt"
ORGANIZATION LINE SEQUENTIAL.
SELECT b-dat ASSIGN TO "be.txt"
ORGANIZATION LINE SEQUENTIAL.
***********************************************************************
DATA DIVISION.
FILE SECTION.
FD s-dat.
01 s-satz.
05 artikel.
10 art-name PIC X(20).
10 art-nr PIC X(06).
05 lagerinfo.
10 lager-ort PIC X(15).
10 lager-best PIC 9(04).
FD b-dat.
01 b-satz PIC X(15).
WORKING-STORAGE SECTION.
01 sq4500 PIC X(15).
01 sf REDEFINES sq4500.
05 FILLER PIC X(06).
05 sf002 PIC X(06).
05 sf003 PIC 9(03).
01 bs PIC 9(01).
01 tmp.
05 gr PIC X(03).
05 FILLER PIC X(01).
05 be PIC X(16).
01 zerlegung.
05 herkunft PIC X(01).
05 klartextname PIC X(20).
***********************************************************************
PROCEDURE DIVISION.
OPEN I-O s-dat.
OPEN INPUT b-dat.
MOVE 1 TO bs.
PERFORM testen UNTIL bs = 9.
GO TO ende.
testen.
PERFORM b-lesen.
IF bs = 1 PERFORM schreiben.
schreiben.
DISPLAY "Suche...".
PERFORM s-lesen UNTIL art-nr = sf002.
ADD sf003 TO lager-best.
REWRITE s-satz.
s-lesen.
READ s-dat.
MOVE art-name TO tmp.
DISPLAY "Artikelgruppe: " gr.
UNSTRING be DELIMITED BY '-' INTO
herkunft
klartextname.
IF herkunft = 'F' PERFORM fremd ELSE PERFORM eigen.
b-lesen.
READ b-dat INTO sq4500 AT END MOVE 9 TO bs.
IF bs = 1 DISPLAY "Zugang: " b-satz.
fremd.
DISPLAY "fremdbezogenes Teil: " klartextname.
eigen.
DISPLAY "eigengefertigtes Teil: " be.
ende.
CLOSE s-dat.
CLOSE b-dat.
STOP RUN.
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Anhang B: Vorgehensweise
Die Vorgehensweise, die aus insgesamt sieben Teilschritten besteht, zielt auf das sukzessive
Verbessern von aus dem Programm ableitbaren Informationen über die Datenelemente ab. Zu
diesem Zweck wurde die Vorgehensweise in Formulare abgebildet, die anhand von Fragen und
Feldern für entsprechende Antworten die Lösung der Aufgabe strukturiert. Im folgenden wer-
den die einzelnen Schritte der Vorgehensweise anhand des im Anhang A dargestellten Bei-
spielsprogramms kurz erläutert.
1. Grobe Kategorisierung der Programms. In diesem ersten Schritt sollten die Testpersonen
ermitteln, ob es sich bei dem vorliegenden Programm um ein Batch-Programm oder um ein
Dialog-Programm handelt. Diese Unterscheidung ist erforderlich, da in den beiden Klassen
unterschiedliche Schnittstellen zur „Außenwelt“ existieren (Benutzereingaben einerseits,
Dateieingaben andererseits), die eine differenzierte Untersuchung des Datenflusses bedin-
gen.
2. Kategorisieren der Dateien. Für jede Datei der File Section ist die Dateiorganisation, die
Zugriffsart sowie die Zugriffsform zu bestimmen. Die Dateiorganisation ist dem File-Con-
trol-Eintrag der Environment Division zu entnehmen. Mögliche Ausprägungen sind
„sequentiell“, „relativ“ und „index-sequentiell“. Die Zugriffsart gibt an, ob die Datei
„lesend“, „schreibend“ oder „lesend/schreibend“ verarbeitet wird. Die Ermittlung der Zu-
griffsform („sequentiell“, „wahlfrei“ oder „dynamisch“), die die tatsächliche Nutzung der
Dateien durch das Programm beschreibt, erfordert eine erste Untersuchung des Quelltextes.
Es ist zum Beispiel denkbar, daß ein Programm eine index-sequentielle Datei lediglich se-
quentiell nutzt, indem beim ersten Datensatz begonnen und dann jeweils der nächste verar-
beitet wird.
3. Ermittlung der groben Datensatzstruktur. In diesem Schritt werden die Informationen über
die Datenelemente, die den Einträgen der File Section zu entnehmen sind, verfeinert, indem
der Quelltext nach den Anweisungen READ INTO und WRITE FROM durchsucht wird.
Sofern ein Datensatz beispielsweise mit Hilfe von READ INTO in eine Variable der Wor-
king-Storage Section gelesen wird und diese Variable eine feinere Struktur als die entspre-
chende Variable der File Section aufweist, kann durch Ersetzung des entsprechenden Dekla-
rationsteils eine Verfeinerung der Deklaration erreicht werden.
4. Grobe Interpretation der Datensatzstrukturen. In diesem Schritt sind die bisher wiederge-
wonnenen Informationen über die Datensätze bzw über die Datenelemente zu interpretieren.
Zu diesem Zweck können Bezeichner verwendet werden, sofern sie selbsterklärend sind.
- 28 -
5. Ableitung der Grobstruktur des Programms. In diesem Schritt wird die Grobstruktur des
Programms ermittelt und mit Hilfe eines Programmablaufplans (PAP) abgebildet. Dieser
Schritt dient dazu, den Testpersonen einen Überblick über das zu untersuchende Programm
und die wichtigsten Abläufe zu geben. Er dient als Vorbereitung der restlichen Schritte.
6. Untersuchung der Programmlogik bezüglich der Ein- und Ausgabedateien. Anhand der
Programmlogik sollen die Testpersonen untersuchen, ob eine Sortierung der Dateien vor-
ausgesetzt wird und welches eventuell jeweils das Schlüsselfeld ist. Das im Anhang darge-
stellte Programm setzt beispielsweise eine Sortierung der Datei s-dat nach dem Datenele-
ment art-nr und eine gleichartige Sortierung der Datei b-dat nach dem Datenelement sf002
(als Verfeinerung von b-satz) voraus, wobei die beiden Datenelemente Schlüssel der jewei-
ligen Datei sind. Darüber hinaus muß zu jedem Datensatz der Datei b-dat ein entsprechen-
der Datensatz (Schlüsselgleichheit) in der Datei s-dat existieren. Diese Informationen kann
aus der Programmlogik gewonnen werden.
7. Verbesserung der Datensatzbeschreibungen. In diesem letzten und wichtigsten Schritt wer-
den die Datensatzbeschreibungen weiter verfeinert. Zu diesem Zweck muß der Datenfluß -
bezogen auf jedes Datenelement der verfeinerten File Section - „durch“ den Quelltext genau
untersucht werden. Wichtig sind in diesem Zusammenhang zum Beispiel Vergleiche mit an-
deren Variablen oder auch Bildschirmausgaben, die Rückschlüsse auf die Semantik der Da-
tenelemente zulassen.
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Anhang C: Lösungsformulare
Vorgehensweise
für die Ableitung von detaillierten Datensatzbeschreibungen
aus einem Cobol-Altsystem
Schritt 1: Grobe Kategorisierung des Programms
Handelt es sich um ein Batch- oder um ein Dialogprogramm? q Batch q Dialog
(Suche nach dem Wort ACCEPT, um Eingaben von der Tastatur zu identifizieren)
Schritt 2: Kategorisieren der Dateien: Dateiorganisation, Zugriffsform, Zugriffsart
Welche Dateien werden von dem Programm verwendet? Beschreiben Sie jeweils die Dateior-
ganisation (sequentiell/relativ/index-sequentiell), die Zugriffsform (sequentiell/wahlfrei/dyna-
misch) sowie die Zugriffsart (lesend/ schreibend/beides)! Dokumentieren Sie die Ergebnisse in
der folgenden Tabelle!
(Untersuchung des FILE CONTROL-Eintrags in der INPUT-OUTPUT SECTION; untersu-
chen Sie die OPEN-Statements, um jeweils die Zugriffsart zu bestimmen)
Dateiname (logisch) Dateiorganisation Zugriffsform Zugriffsart
Beispiel:          s-dat
b-dat
sequentiell
sequentiell
sequentiell
sequentiell
lesend/schreibend
lesend
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Schritt 3: Ermitteln der tatsächlichen Datensatzstruktur
Ermitteln Sie die tatsächlichen Datensatzstrukturen, die den Dateien zugrundeliegen. Untersu-
chen Sie dazu zunächst den FD-Eintrag in der FILE SECTION. Weitere Hinweise auf die tat-
sächliche Datensatzstruktur können auch in der WORKING-STORAGE SECTION zu finden
sein. Die Verbindungen zwischen den Datensatzbeschreibungen aus der FILE SECTION und
Records aus der WORKING-STORAGE SECTION können im Programmtext anhand der fol-
genden Statements identifiziert werden: READ INTO, WRITE FROM. Sofern Testdaten bzw.
Tagesdaten verfügbar sind, können auch diese Hinweise auf die tatsächliche Datensatzstruktur
enthalten. Beispiel:
01 s-satz
05 artikel.
10 art-name PIC X(20).
10 art-nr PIC X(06).
05 lagerinfo.
10 lager-ort PIC X(15).
10 lager-best PIC 9(04).
01 b-satz
05 FILLER PIC X(06).
05 sf002 PIC X(06).
05 sf003 PIC 9(03).
Dokumentieren Sie das Ergebnis in einer eigenen Datei, die die tatsächlichen Datensatzstruktu-
ren enthält. Sie können zu diesem Zweck mit Hilfe von Copy+Paste Teile des Programms ein-
fügen. Sehen Sie zwischen den einzelnen Zeilen der Beschreibung mindestens vier Leerzeilen
vor, da dort später (in Schritt 7) noch handschriftliche Eintragungen vorgenommen werden.
Drucken Sie die Beschreibung anschließend aus!
Schritt 4: Grobe Interpretation der Datensatzstrukturen
Geben Sie eine erste grobe Interpretation der extrahierten Datensatzstrukturen an. Schätzen
Sie insbesondere die Bedeutung der Datensätze im Anwendungsumfeld ab. Werten Sie dazu
die Kommentare und eventuell vorliegende weitere Dokumentationen der Datensatzbeschrei-
bungen sowie Test- bzw. Tagesdaten aus.
Beispiel: Die Datei s-dat enthält offensichtlich Artikeldaten, die aus Informationen über
einen Artikel und den zugehörigen Lagerort bestehen. Die Datei b-dat besteht
aus Datensätzen mit drei Feldern, deren Verwendung aus den Deklarationen
und Kommentaren nicht ersichtlich ist.
- 31 -
Schritt 5: Ableitung der Grobstruktur des Programms
Ermitteln Sie die grobe Struktur des Programms und stellen Sie diese in Form eines Pro-
grammablaufplans (PAP) dar.
Schritt 6: Untersuchung der Programmlogik bzgl. der Ein- und Ausgabedateien
Untersuchen Sie, welche Anforderungen durch die Programmlogik an die Beschaffenheit der
Ein- und Ausgabedateien gestellt werden.
Wird z.B. eine Sortierung der Sätze vorausgesetzt? Welches ist ggf. das Schlüsselelement? Do-
kumentieren Sie Ihre Ergebnisse in der folgenden Form:
Datei ______________  Sortiert ?  q Nein  q Ja, Schlüsselfeld(er) _________________
Datei ______________  Sortiert ?  q Nein  q Ja, Schlüsselfeld(er) _________________
Datei ______________  Sortiert ?  q Nein  q Ja, Schlüsselfeld(er) _________________
Datei ______________  Sortiert ?  q Nein  q Ja, Schlüsselfeld(er) _________________
Datei ______________  Sortiert ?  q Nein  q Ja, Schlüsselfeld(er) _________________
In welcher Beziehung stehen die einzelnen Dateien zueinander? Dokumentieren Sie Ihre Er-
gebnisse in der folgenden Form (auf der nächsten Seite):
Beispiel: Zu jedem Satz aus der Datei b-dat muß genau ein Satz in der Datei s-dat vor-
handen sein, wobei korrespondierende Elemente durch identische Werte für art-
nr und sf002 identifiziert werden. Für den Fall, daß zu einem Satz aus b-dat kein
Satz in der Datei s-dat existiert, ist keine Behandlung implementiert, d.h., die
Programmausführung würde mit einer Fehlermeldung abbrechen.
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Schritt 7: Verbesserung der Datensatzbeschreibungen
Bestimmen Sie die Bedeutungen sowie - wenn möglich - die Wertemengen der Datenelemente
aus der FILE SECTION, die durch das Programm auch tatsächlich benutzt werden (Ergebnis
aus Schritt 3)! Verfolgen Sie dazu mit Hilfe der Microsoft Cobol-Umgebung oder auch anhand
des Listings den Steuerfluß jeweils bezogen auf ein Datenelement. Benutzen Sie, sofern vor-
handen, auch Tages- und Testdaten. Ermitteln Sie dabei auch semantisch redundante Da-
tenelemente, d.h. Elemente die Daten mit identischer Bedeutung aufnehmen.
Dokumentieren Sie Ihre Ergebnisse in dem Ausdruck, den Sie in Schritt 3 erstellt haben. Bei-
spiel:
01 s-satz
05 artikel.
10 art-name PIC X(20).
Name eines Artikels, der evtl. am Lager vorrätig ist;
dieses Feld spaltet sich weiter auf in:
gr PIC X(03) enthält die Artikelgruppe
FILLER PIC X(01) unbekannt (vermutlich Trennung)
BE PIC X(16) wird wie folgt belegt:
[F-] klartextname
Der Prefix wird nur bei fremd-
bezogenen Teilen benutzt. Bei
eigengefertigten Teilen enthält
BE nur den Klartextnamen.
10 art-nr PIC X(06).
Nummer eines Artikels, der evtl. am Lager vorrätig
ist; redundant zu sf002
05 lagerinfo.
10 lager-ort PIC X(15).
Lagerort eines Artikels
10 lager-best PIC 9(04).
Lagerbestand eines Artikels
01 b-satz
05 FILLER PIC X(06).
Verwendung unbekannt
05 sf002 PIC X(06).
Nummer eines Artikels, der dem Lager zugegangen ist;
redundant zu art-nr
05 sf003 PIC 9(03).
Höhe des Lagerzugangs mit der Nummer sf002
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