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1. INTRODUCTION 
Soit d une suite d’entiers positifs et 28 l’ensemble de ses multiples: &I = 
{mu: mEZ+, QE .M’}. Deux theoremes classiques concernent la densite 
de a’: 
THBOR~ME A (Davenport et Erdijs [3]). Tout ensemble de muftipfes 2 
posstde une densitt logarithmique, Pgale ri sa densit& asymptotigue in$rieure. 
TH~OR~~ME B (Besicovitch [ 11). II existe une suite d dont Pensemble 
des multiples LB = L~?(L&‘) ne possPde pas de densirk asymptotique. 
Les preuves de ces deux theoremes, et beaucoup d’autres informations, 
sont donnees dans le chapitre 5 de [17]. La construction de Besicovitch a 
inspire un lemme d’Erd& [6] qui precise le point fondamental de la 
demonstration originale du Thtoreme B: 
Si d(T) dksigne la densit& asymptotique de [ensemble des multiples de 
L&‘(T) := {a: T<a62T}, 
alors d(T) -+ 0 lorsque T -+ co. 
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On sait maintenant [39,40], que 
exp { - c J(log log T log 1% 1% T) > 4 d(T) + 1 
(log T16 (log 7’)” Jm 
avec 6 := 1 - (log(e log Z))/log 2 = 0.086071...; la lettre c designe une cons- 
tante absolue positive (non necessairement la m&me a chacune de ses appa- 
ritions) tout au long de cet article. 
De nombreux problbmes d’ArithmCtique font intervenir la localisation de 
diviseurs dans des intervalles du type (T, 2T]. Le plus connu est sans doute 
la conjecture d’Erdiis, recemment ttablie par Ma’ier et Tenenbaum [34], 
aflirmant que, pour presque chaque entier n, il existe au moins un tel inter- 
valle contenant au moins deux diviseurs de n. La fonction de Hooley 
d(n) := maxT cardid: d ) n, T-c d6 eT} a Ctt etudiee dans [28-30,34,35] 
(la constante en facteur de T est sans importance tant qu’elle d&passe l), et 
la fonction d’Erdiis r’(n) :=card{k: 3 d In, 2’<d~2’+~} dans [12,27]. 
A une tpoque, Erdos espbrait que sa vieille conjecture pourrait etre prou- 
v&e en etablissant que r+(n) = o(z(n)) pour presque tout n (r(n) designant 
le nombre des diviseurs de n). On a montre dans [ 121 que ce n’est pas le 
cas. 
11 est evident que l’ensemble des multiples de lJkaO &‘(2k) = Z+ est de 
densite 1. Mais quelle est la man&e la plus “economique” de choisir les 
intervalles G?‘(T) tout en conservant la propriett que l’ensemble des multi- 
ples de leur reunion soit de densite l? Autrement dit, quelle est la vitesse de 
croissance limite pour une suite { Tk: k = 0, 1, 2,...} compatible avec la con- 
dition dens(lJ,,,, W(&( Tk))) = l? Erdijs a conjecture l’existence dune 
constante 2 > 1 telle que le choix Tk = exp(k”) soit admissible. Nous Cta- 
blissons cette conjecture au 0 2. 
La demonstration repose sur les notions de den&P divisorielle 
[25, 26, 413, et d’tquiripartition SW les diviseurs [4, 24, 25,411. Rappelons 
brievement les definitions. On dit qu’une suite d posdde une densite divi- 
sorielle Dd = z si 
r(n,YPP):=card{d:d~n,d~&‘}~zr(~~) (P.P. 1. 
On dit qu’une fonction f: Z + + Iw est tquirepartie sur les diviseurs (erd) si 
la quantite d(n;f), definie a la Sect. 3, est 0(?(n)), p.p.. Ici et dans la suite 
la mention p.p. (presque partout) signilie “sur une suite de densite 1”; nous 
utiliserons egalement la notation p.p.1. pour “sur une suite de densite loga- 
rithmique 1”-done une condition plus faible. 
Les concepts de densitt divisorielle et d’tquirepartition sur les diviseurs 
sont interdependants et en correlation avec celui d’ensemble de multiples. 
C’est cette liaison qui est a la base du present travail. 
Le Theoreme A cite plus haut nous a suggert la vkacite du rtsultat sui- 
vant. 
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THBOR~ME 1. Soit .d une suite derztiers telle yw T( n, .d ) - x( n ), ( p.p.1. ). 
Alors D.air = z. 
Une autre particularite de la notion est que les progressions arithmeti- 
ques (autres que Z+ ) n’ont pas de densite divisorielle. Cela pourrait passer 
pour une dtticience de la definition. En realite. l’ensemble des suites ayant 
une densite divisorielle posdde une structure relativement rigide. Dans le 
theoreme simple suivant, nous en exhibons un aspect qui permet effective- 
ment d’en exclure des suites dont les proprietes multiplicatives sont trop 
simples-comme les nombres sans facteurs car&s ou les progressions arith- 
metiques. 
THI~OR~~ME 2. Soit ,d une suite dentiers. Une condition Gcessaire pour 
que DJZ? =r est que, pour chaque entier q ,fixP, Con ait D&(q) = z oti 
d(q) := {m: mqE,cy’j. 
Les deux theoremes suivants ont et6 prouvts dans 1411. 
THBORE~ME C. Une condition nkcessaire et s@sante pour qu’une suite -d, 
de fonction caractPristique x, possede une densith divisorielle Pgale ci z est que 
THI~OR~~ME D. Une condition nPcessaire et suffisante pour que f soit erd 
est que l’on ait, pour chaque entier positlf $1, 
Dans ces deux &on&, Q(m) designe le nombre des facteurs premiers, 
comptts avec leur ordre de multiplicite, de l’entier m. 
Le Theo&me 2 est une consequence immediate du Theoreme C: il suflit 
de restreindre k a parcourir les multiples de q. On peut aussi proceder 
directement. 11 suflit en effet de supposer q premier; definissant j? = /3(n) par 
pPjln, il vient 
z(n,ic4(q))=card{d:d/n,dqE.dj 
=card{d:dqInq, dqEd} 
=t(nq,d)-card{t:tInq,tc&,qJt) 
= s(nq, -c3) - t(nq p, .d) 
= (z + o( 1)) z(nq) - (z + o( 1)) r(nq-“), (P.P.k 
=(=+o(l))r(n), (P.P.1. 
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Aucune des deux demonstrations ne semble reversible. Cela pose le pro- 
bleme de l’existence dun ensemble 9 E Z+\{ 1 } tel que les conditions 
Da’(q) = z, q E 9, impliquent Dd = z. Le Theoreme 2 montre que l’on peut 
se restreindre au cas oti 9 est inclus dans la suite des nombres premiers. 
Dans l’un des tout premiers travaux consacres a l’etude de l’equireparti- 
tion sur les diviseurs, Katai [32] a donne une Clegante condition necessaire 
suffisante pour qu’une fonction additive soit erd. I1 semble a present nature1 
de deduire ce rtsultat du critbre general &once au Thtorbme D. Cela fait 
l’objet de la Sect. 4. 
Lorsque f est additive, la fonction e(vf(n)), v E H, est multiplicative. On 
est done amene a evaluer des sommes du type 
ou g appartient a la classe &? des fonctions multiplicatives complexes de 
module au plus 1. Aborde directement a la Sect. 4, ce probleme induit la 
question du comportement asymptotique des sommes 
1 g(n) Yacn’ 
n<x 
pour g E JZ, 0 < y < 2, que nous traitons a la Sect. 5. Le resultat obtenu 
&end le Theorbme de Delange-Wirsing-Hal&z, qui correspond au cas 
y= 1. 
On sait que les fonctions (log log d)“, (log d)B, 8d sont erd si et seulement 
si CI > 1, p > 0, et 8 est irrationnel, respectivement [4, 25,411. Elles ne sont 
pas additives (sauf si /I = 1 ), et, de plus, /edI est a croissance trop rapide 
pour que le Theoreme 2 de [41] ou les rtsultats de la Sect. 3 ci-dessous 
s’appliquent. Cela est Cgalement vrai pour la fonction da, GI > 0. 11 est bon 
de garder a l’esprit que les diviseurs d’un entier “grand” et dont les facteurs 
premiers sont normalement repartis ont gross0 modo une croissance expo- 
nentielle: on s’attend done a ce que la correspondance avec le cas de l’equi- 
repartition usuelle (mod 1) sur les entiers soit logarithmique. Partant, il 
faut considerer la croissance de da comme trb rapide. En utilisant le ThCo- 
reme D, nous montrons cependant a la Sect. 6 que cette fonction est erd 
pour chaque a > 0. Qu’un tel resultat soit accessible souligne les limitations 
de I’analogie avec l’equirepartition classique. 
Nous concluons cette section par la preuve du Theoreme 1. 
Supposons que d soit telle que z(n, xZ)-zr(n), (p.p.1.); on a 
641/2213-S 
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L(x) := c (z(n, s!z)-x(n))’ 4n(n’n = u( log x) 
n < .x 
et il suffit de prouver que 
S(x) := c (a 4 -m))* = u(x), 
n < i 4R(n) 
Posons r(m) = C {(X(d) - z)(~(d’) -z): [d, d’] = m} (ou x est la fonction 
caracteristique de d), de sorte que 
I1 est bien connu que pour 0 < y < 2, il existe une con&ante C( ?I) telle que 
n&yQ(“‘= C(y)x(logx)~--I+ O(x(logx)-v-2). 
11 s’ensuit que 
et similairement 
Oh 
R(t):= c 3. 
m<r m 
Ensuite, nous calculons la transformee de Laplace de la fonction L(e’). 
Par la formule de convolution classique, nous obtenons 
lorsque s -+ O+, et, puisque L(e”) = u(u) par hypothbe, nous en dtduisons 
we 
R(s) := Joa e -‘” &(e”) = o(s--~/~), 
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Le theoreme de Hardy-Littlewood-Karamata implique done 
R(e”) = o(u3’4); 
(la difliculte mineure provenant du fait que r(m) nest pas de signe constant 
peut etre contournee en ajoutant 3”‘“‘). 11 reste a Ctablir que 
s +u)-WR(e”)=o(l) 
lorsque u = log x--f co. Comme /r(m)1 < 3R(“), on a IdR(e”)( < dR+(e”), ou 
et, done, l’integrale prtcedente vaut 
i 
(1 -Il)u 
(u - u)-~‘~ dR(e”) + O(q1’4) 
w 
uniformement pour 0 < v < 1. En integrant par parties, on obtient que cette 
quantite est 
Go(l) ‘1-3/4+ s (‘-q)u o(1)(u-u)-7’4u3’4du+O(y11’4) vu 
pourvu que nu -+ co. Si rl+ 0 suftisamment lentement, cette majoration est 
bien o( 1 ), ce qu’il fallait demontrer. 
Une version avec terme reste du thtorbme de Hardy-Littlewood- 
Karamata [ 143 permet de deduire de celles de L(x) des majorations de type 
“0” pour S(x). Cependant, les resultats que l’on peut atteindre par cette 
mtthode sont trb faibles: si l’on dispose de suffisamment d’informations 
concernant d, il est en general preferable de s’attaquer directement au 
probleme de l’estimation de S(x). 
2. LA CONJECTURE D'ERD~S 
T&ORI?ME 3. Posons Tk = exp(k”), k = 1,2, 3 ,..., pour tout I fix6 <i,, 
02 2, = 1.314578... satisfuit ci 1, log( 1 - l/2&) + 21, - 2 = 0. Alors presque 
tout entier pos&de un diuiseur dans Pun des interualles [Tk, 2T,). 
Soit 1, le supremum des nombres 1 pour lesquels la conjecture d’Erdiis 
est valide. On a A1 > 1,. L’argument heuristique suivant suggere que A, = 
l/(1 -log 2) = 3.258891.s.. Les diviseurs de n occupent l’tchelle logarithmi- 
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que [IO, log n] dont les intervalles [T,, 2T,) couvrent une longueur 
approximativement egale a (log n)“’ log 2, c’est-a-dire une proportion 
&environ (log n)““‘- ’ log 2. 11 est raisonnable de penser que la conjecture 
ne peut ktre rtalisee que si cette valeur est au moins Cgale a l’ordre normal 
de l/r(n), soit (log ,)-log2. Cela conduit a la borne ii citee plus haut. 
I1 est parfois possible de donner des preuves probabilistes de l’existence 
de diviseurs dans des ensembles minces [S, 9, 223. I1 peut Cgalement se 
produire qu’une demonstration probabiliste soit (gravement) en defaut et 
que le resultat qu’elle suggerait soit pourtant demontrable par d’autres 
moyens [ 111. Nous ne pouvons pour le moment conlirmer la supposition 
A, = l/( 1 -log 2) ni d’une man&e ni de l’autre, mais, nous notons que la 
majoration de d(T) inoncee au debut de l’introduction implique l’inegalite 
i, < l/6 = 11.618270.... En effet pour 1. > l/6, le produit intini n;=, 
(1 - d( Tk)) est convergent, et, d’apres un theoreme de Behrend, sa valeur 
ne dtpasse pas 1 -d Uk B(T,) < 1. 
Preuve du theortme. Dans un premier temps, supposons i < 1. Pour 
k > k,(i), les intervalles [T,, 2T,) et [ Tk + , ,2T,+ I) se chevauchent et 
done pour n > n,(A), n lui-meme appartient a l’un de ces intervalles. 
Examinons ensuite le cas A = 1. 11 faut montrer que presque tout entier 
possbde un diviseur d tel que log d < log 2 (mod 1). Cela decoule 
immediatement de [21; Theorem 11. On peut m&me considtrablement 
affmer ce resultat. I1 a tte etabli (indtpendamment ) dans [23] et [31] que 
pour chaque z lixe de [0, 11, on a 
lcard{d:d~n,logd<r(modl)}-zr(n)l<& (P-P. )Y 
pourvu que q < (log n/log 2) - 1 =Q651496... . On connait done assez bien, 
pour presque tout n, le nombre des diviseurs qui appartiennent a la 
reunion des intervalles [Tk, 2T,). Le rtsultat suivant est un corollaire 
immediat de [9; Theorem 21. 
TH~OR~ME 4. Supposons que t(k) -+ m lorsque k + cc. Alors, pour pres- 
que tout n, il existe un entier k et un diviseur d de n tel que 
ek<d<e”(l +k-l%2+t(k)i,‘(logk)) 
De plus, si r(k) + -00, Pensemble des entiers n ayant cette propriM est de 
densite asymptotique nulle. 
Les rbultats de [9] dependent de theoremes de Theorie Probabiliste des 
Groupes (cf. par exemple [lo]). 11 est usuel, lorsque de telles methodes 
sont applicables, qu’elles fournissent une information assez line. 
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11 reste a traiter le cas le plus important, soit 1 E (1, 2,). Posons tl = l/L. 
11 sufit de montrer que, pour presque tout n, il existe un diviseur d et un 
entier k tel que 
Posons 
k<(logd)“<k+fk’-‘. 
d = d(a) := (d: (log d)” < $og d)*-‘(mod l)} 
et, soit 99 l’ensemble des multiples des nombres de d. Nous devons Ctablir 
que a est de densite asymptotique unite. Grace au thtoreme de Davenport 
et Erdos [3] enonce dans l’introduction, il suffit de prouver que 68 est de 
densite logarithmique 1. 
Posons f(d) = (log d)“. On sait [41] que f est erd et la conclusion 
souhaitee decoulera dune estimation adequate de la discripance. Avec les 
notations de la Sect. 3 ci-dessous, on voit que si d(n; f) < fz(n)(log n)cl-‘, 
alors n E ~8. En effet, on peut choisir u = 0, u = 4 (log n)‘- ’ et en deduire 
we 
card{d: d 1 n, (log d)“< f (log n)=- ‘(mod 1)) > & z(n)(log n)‘- ‘. 
Comme uf’(u) = @(log u)~- ‘, on peut appliquer le corollaire au Theoreme 5 
Cnonce plus bas, avec j = 1 - CL On trouve que, si l(n) + co avec II, on a 
A(n;f) < 5(n) r(n)’ log log n (P.P.1. ), 
oti y = log,(4 - 2~). Puisque l’ordre normal de z(n) est (log n)‘Og 2, il s’ensuit 
que pour chaque E > 0, on a 
Oil 
A(n; f) < z(n)(log n)h-+& (P.P.1. )9 
K=~l0g(4-2a)-log2=~log 1 -A . 
( ) 
Comme il<&,, on a rc<l-‘-1 et ~+&<a-1 pour E assez petit. Ainsi 
d(n; f) < f t(n)(log n)- ‘; cela acheve la demonstration. 
3. DISCR~PANCE 
Soit f une fonction arithmttique (f: Z + + R) qui est erd, c’est-a-dire 
O;f) 
:= sup Icard{d:d In, f(d)e [u,v)(mod l)}-r(n)(u-u)l =0(7(n)) 
O<U<U<l 
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Dans cette section nous obtenons une majoration, valide p.p.1.. pour 
d(n;f) sous l’hypothese que fe C’(R+), que uf’(u) est monotone pour u 
assez grand et satisfait une condition de croissance. Le type de condition 
que nous envisageons comporte un parametre unique /S E (0, 1) qui mesure 
la precision de notre borne superieure pour A. Nous imposons 
(log u)F”6 luf’(u)l <<R((log UP) (u> u,), 
ou R appartient a une classe de fonction deerite plus loin. Cette classe con- 
tient par exempie la fonction R(u) =exp(J;;): no.5 rtsultats s’appliquent 
done a f(u) = (log u)” pour tout CI > 0. 
TH~OR~ME 5. Sow /es hypothkes prtkkdentes, on a 
COROLLAIRE 1. Si{(n)-+co lorsquen-+cxl,ona 
d(n;J‘) < l(n) z(n)” log log n 
avec y = log,( 2 t-28) 
(P‘P.l.), 
COROLLAIRE 2. Sow /es hypotheses pr~e~de~te~, f est erd. 
En effet, definissons pour chaque z de [0, l] la suite d(z;f) = 
{d:f(d)<z(mod l)>. D’ a p rb le corollaire 1, d(n;f)= o(z(n)) p.p.1. done 
rfn, &(z;f))~zr(n) p.p.1. pour chaque z fix& D’aprks le Theo&me 1, on a 
done Dd(z; f) = z pour chaque z fix& 0 <z < 1. On a montre dans [26] 
que cela implique que f est erd. 
La classe des fonctions qui sont erd pour de simples raisons de 
croissance comprend done des fonctions d’ordre relativement tleve, comme 
f(u) = exp(&). Pour des fonctions f a croissance lente, comme S( u) = 
(log log u)*, on dispose du corollaire 2 au Theoreme 2 de [41], qui est 
optimal. Le Theoreme 5 ne donne rien dans le cas de telles fonctions parce 
qu’il correspond au cas fi = 1. Le Theoreme 6 inonce a la fin de cette see- 
tion, etend le domaine de validite du Theorime 2 de [413 et par la-mCme 
notre connaissance des suites par blocs d’Erd&. 
Decrivons maintenant la classe des fonctions R; elle est definie par les 
deux conditions suivantes: 
(i) R: R -+ --+ R + croit assez vite pour que, quel que soit le reel positif 
a < 1 fix& il existe un b = b(a) < 1 tel que 
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(ii) On a 
c Y Q(n) - - d;* x1 -” d&(U) + 0 ( R(l;g x)) f n < x 
Oil 
uniformtment pour + < y < 4. 
Le probleme de la determination des couples { xy, R} pour lesquels on a 
(ii) est assez interessant. Bien entendu, en dehors du present contexte, il 
faudrait considerer un domaine de variation plus ttendu en y. Nous n’ap- 
profondirons pas cette question ici, et, nous nous contenterons de noter 
que l’on peut choisir 
dx,(u) = ‘m ” 7c( 1 - u) u.” h( 1 - u, y) du (06Y6Yo<l), 
R(u) = exp{ c(s)(log u)(~‘*)-‘} 
ou C(E) est positive pour chaque E positif. Nous avons post 
h(s,y):=(s-l)Y~(S,JJ)=(S-l)-“~(l-~~-S)-l 
P 
(initialement dtfinie dans le demi plan Re(s) > 1 et prolongee a un domaine 
convenable simplement connexe et saris zero de la fonction zeta de 
Riemann [47]). Remarquons egalement que la condition (i) implique 
l’existence de constantes positives c, K telles que R(u)%exp(cu”}, d’ou 
s 
m 
uR(u)-a du < cc (6 >O). 
0 
Preuue du ThPorime 5. Posons 
Q(n) 
L(x, y) := 1 y 
m y(n) 
-d(n;f)*<e 1 7 4% t-1’ 
n < x n n=l n 
pour u = 1 + l/log x et y E [b, t]. L’inegalite d’Erdiis et Turan pour la dis- 
crtpance [33] et celle de Cauchy-Schwarz impliquent que l’on a, unifor- 
mement pour T E Z +, 
d(n; f)‘+ QJ)’ T2+ (log T) i ; IQGWI’ 
V=l 
318 HALL AND TENENBAUM 
Oil 
w(n;.f) := c 4vf(4), 
din 
(e(x) := exp(2irr.u)). 
La contribution du terme r(n)‘/T2 a la majoration de L(x, y) est 
1 i(o, Y14 .&(a- 1)~-““=0(l) 
9 [(2a, y2) T2 
si l’on choisit T= [log x]. Nous allons montrer qu’avec ce choix de T on a 
“Y L?(n) 
c7 
T 1 
n=l n 
“c, ; lo,(n; f)l 2 < (log x)(2 + 2p’J log log x; 
la conclusion s’ensuit en choisissant y = l/(2 + 28). Posons 
x1 yncfl) 
Z(o,v)= 1 7 Iw(~;f)12 
n=l n 
oh l’on a post 
#(r;o, y)=PJJ (1- yp-“)dr”. 
PI’ 
Pour chaque ME Z +, la somme inttrieure est (uniformement) 
<<(log M)Y + iw e(vf(ur)) up0 (1:” (1 - u) u-’ dxy(u)) du 
M 
+ v 
1‘ 
00 R((log UrY) du 
M R(log u) . 
On choisit M= [exp{ (log x)~ + c(log r)p}]. Si c = c(p) est assez grand, on 
voit que pour u > M, on a (log ur)8 < 4 log U. Avec b = b(t), le troisieme 
terme est done 
R(log u)~ - ’ du = v tR(t)b-’ dt-+ 
V 
R(log M)” - b”2’ 
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La contribution de ce terme a la somme finale est negligeable et celle du 
terme (log M)Y compatible avec la majoration annoncte. 11 reste a estimer 
le second terme, soit 
compte tenu du changement de variable defini par u = Me’, et, ou l’on a 
pose 
g(t) := 1’ e(vf(Mrew)) dw+t (log(Mre’))8 
0 
d’apres le Lemme 4.2 de [43]. En integrant par parties en t on majore l’in- 
tegrable double par 
-(“+“-i)r{fS+ (log M+} dt dx&u) 
a+[;‘2M-U{(D+ a-1))P+(logMr)“lu-‘du 
<; {(log x)” + (log Mr)“}(log My 
<; {(log x)BY + (log r)P-“}. 
La contribution de cette majoration a la somme finale ne d&passe pas la 
borne annoncte, et, cela acheve la demonstration. 
Nous concluons cette section en enoncant une forme plus forte du 
Theoreme 2 de [41]. 
TH~ORBME 6. Soit (b,} une suite croissante de nombres rtels satisfaisant 
ci 
card{j: bj < x} <R(q(x) log x) 
02 q(x) = o( 1) et R est une fonction de la classe d&rite plus haut. 
Si la suite 
~~?:={a:3j:b,,-da<b~,+,} 
poss2de une densitt logarithmique kgale ci z, alors D& = z. 
COROLLAIRE 1. Conservons les notations du thkorime prkddent. Si f est 
une fonction derivable sur 172 + telle que 
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(i) f’(x) = 0( 1) 
(ii) la suite {f(n): n = 1, 2, 3,...) est Pquiripurtie modzdo 1, 
et, si 8 est une hijection croissante de C’( Iw + ) satisfaisant ci 
(iii) 0(x) G 19’(x) x log .Y 
(iv) B(x)4R(q(x) log x) 
alors la fonction f 0 6(d) est erd. 
COROLLAIRE 2. Si g est une fonction dirivable sur IL?+ et s’il existe une 
fonction 9 satisfaisant aux hypotht?ses du Corollaire 1 telle que 
(i) lWx)/g’(x)l + I-w’(x)1 = o(W)), 
(ii) &(x)/g’(x) soit monotone ir l’infini; 
alors la fonction g(d) est erd. 
Nous nous bornerons a faire quelques remarques concernant les dtmons- 
trations, pratiquement inchangees. Apres avoir prolonge a R+ la fonction 
caracteristique de d en posant x(u) := x( [u + f] ) et dttini 
M(u) := 1 ($)-), 
!7<U 
on constate qu’il sufftt de montrer que l’on a 
I 
dk X’k”,’ -i” dM(u) = 
+/.q 
o(logx(logf)-3~4) 
uniformement pour k < x , :=x exp{ --q(x) log x}. On estime l’integrale en 
ecrivant M(u) = M,(u) + f??(u) oti M, E C’[ 1, x] est seulement astreint a la 
condition 
Les details sont comme dans [413, sauf pour le choix 
M,(u) = j;‘? u1 - ’ dX1,Jt) 
qui remplace l’approximation prtcedente d,(u). Le Corollaire 1 dtcoule du 
Theoreme et du fait que, pour tout E > 0 assez petit, les suites 
&* = {d:f([B(d)])<z+&(mod 1)) 
sont de densiti logarithmique z f E. On obtient le corollaire 2 en veritiant 
que f(x) = g 0 0-‘(x) satisfait aux hypotheses du Corollaire 1. 
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4. LE CAS DES FONCTIONS ADDITIVES ET LE THI~OR~ME DE KATAI 
Dans [32], Katai a prow6 le rtsultat suivant: 
TI&ORI%E E (Katai). Soit f une fonction arithmktique additive rkelle. 
Alors f est erd si, et seulement si, on a pour tout entier relatif non nul v 
1 IlVf(P)II’= +oo 
P P 
(1) 
On obtient ainsi, par exemple, que les fonctions dH 852(d) et dw f?o(d) 
sont erd si, et seulement si, 0 est irrationnel. L’idee essentielle de Katai, 
pour demontrer le theoreme E, consiste a considerer les moyennes de Weyl 
odn, f) := $n)-’ c e(vf(4). 
din 
D’apres le critere de Weyl, si d(n; f) --f 0 alors ov(n; f) --f 0. De plus l’ine- 
galite d’ErdGs-Turan 
d(n;f)@++ i i la,(n;f)l<$+( i I~v(n;f)12)1’2 
“=l v=l 
implique 
n~xd(n;f)4f+(x f 1 l~,(n;f)12)‘“: 
v=l n<+ 
on voit done que la validite, pour tout v non nul, de la condition 
1 b,(n;f)l*=4x) (2) 
n<.X 
est necessaire et suffkante pour que f soit erd. Lorsque f est additive, les 
fonctions nt+ lo,(n; f)l* sont multiplicatives et de module < 1. D’apres le 
theorbme de Wirsing ([49, Satz 1.2.21) on a alors: 
:Frni C bvhf)12=n(l-j) ,! b,(~‘;f)l P-j 
n<x P I 0 
oii le produit infini doit $tre interpreti: comme valant 0 lorsqu’il est diver- 
gent, c’est-a-dire lorsque l’on a 
1 - b”(Pif )I’ 
c P P 
+ l-COS(p2nVf(P))= +co, 
P 
Cette derniere condition est classiquement equivalente a (1). 
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On peut igalement donner une courte preuve du thtoreme E en utilisant 
le theoreme D, le theoreme tauberien de Karamata et le lemme suivant: 
LEMME 1. Soient f et g deux fonctions urithmPtiques additives rPel1e.s 
coiizcidant sur rensemble des nombres premiers. Alors f est erd si, et seule- 
ment si, g rest. 
En effet, admettons momentanement ce lemme qui nous permet de now 
restreindre au cas oh f est completement additive. On a dans cette circons- 
tance 
c 
k<r 
oti l’on a pose 
= k;, k$dk’ ‘v f ’ 
I 01 
kin 
En remarquant que S,(X) = S,(x) + O(c(log x)li4) pour k <xc, on 
constate que l’tquirepartition de f sur les diviseurs equivaut a la validite de 
la relation asymptotique 
S”(X) = o((log x)li4). (3) 
En appliquant alors le theoreme de Karamata aux series de Dirichlet 
x 1 +cos(27cvf(n)) 1 
c n4n(“) 7 
et 
n=l 
H.f, 1 + yyf(n)) $ 
on obtient que (3) a lieu si, et seulement si, 
lorsque 0 -+ 0 +. Or on a, 
d’oh l’on deduit facilement la conclusion souhaitee. 
Preuve du lemme 1. Supposons f Cquirepartie; il existe done une suite 
d’entiers {n,: j= 1, 2,...} de densite 1 telle que, pour tout intervalle I du tore 
R/Z, on ait en notant i la mesure de Haar sur le tore 
z(n,;S,Z):=card{d:dIn,f(d)EZ(mod 1))~n(Z)r(n,) 
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lorsque j + + co. Considerons alors un entier k arbitrairement grand mais 
fix& La densite de la sous-suite { nj(k): j = 1, 2,... } de {n,} constitute de 
tous les nj qui sont produits de facteurs premiers distincts et > k vaut 
(6/7t2) npck (1 + (l/p))-‘. Notons {m,(k): h = 1,2,...} la suite des entiers 
dont tous les facteurs premiers sont <k; la densite de la suite des entiers 
qui sont le produit d’un m,,(k) par un n,(k) vaut 
Cela implique, pour tout E de 10, l[, l’existence dun k = k(E) et dun 
hO=hO(~) tels que, la suite Y(k, h,) des entiers n qui se dtcomposent sous 
la forme n = m,(k) nj(k), ave 1 <h < h, et j> 1, soit de densitt 3 1 -E. 
Etant don& un intervalle Z du tore, on obtient, lorsque n = m,(k) nj(k) 
tend vers I’infini en restant dans Y(k, h,), 
dn; g, 4 = 1 T(nj(k); g, -g(d) + 4 = 1 T(njk); .L -g(d) + 4 
dlmh(k) dlm/dk) 
- $mh(k)) 40 T(nj(k)) = 1(Z) T(n). 
Comme E peut etre choisi arbitrairement petit, cela acheve la demonstra- 
tion. 
Remarque. En comparant les deux demonstrations du theoreme E on 
voit que les conditions (1) (2), et (3) sont tquivalentes. En fait, on peut 
montrer tlementairement le rtsultat general suivant: 
Etant don&s un nombre Gel yO, 1 < y0 < 2, et une fonction multiplicative 
complexe g ci valeurs dans le disque unite et telle que pour y E [ 1, yO[ et 
p = 2 ou 3 on ait c,E 0 g(pj)( y/p)’ # 0, les quatre proprih% suivantes sont 
Pquivalentes: 
(i) 3yG 10, y,[ tel que 
c .P”k(n) = o((log x)“); 
n < I n 
(ii) la relation (4) est satisfaite pour tout y de 10, y,,[; 
(iii) pour presque tout entier n on a lx& g(d)J = o(z(n)); 
(iv) C, (1 -Redp)Yp= +a. 
5. UNE G~N~RALISATION DU THI~OR~ME DE DELANGE-WIRSINGHALASZ 
Nous avons vu dans la section preddente comment le probleme de 
I’equirepartition sur les diviseurs dune fonction additive reelle se ram&e a 
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celui de la validite dune relation du type (4) avec y = a. Dans le cas y = I. 
le theoreme de Delange-Wirsing-Hal&z fournit un equivalent asymptoti- 
que de la moyenne de la fonction multiplicative g de module 6 1; on en 
deduit un equivalent du membre de gauche de (4) par simple sommation 
d’Abe1. Le probleme general de l’estimation de 
1 .P”‘g(n) 
Ii < 1: 
pour y reel, 0 < p < 2* a Cte aborde par Timofeev [42] dans le cas J’ > 4 et 
peut &tre completement rtsolu en utilisant un resultat de Wirsing 1[49] et la 
mtthode de Hal&z dans [ 161. Ainsi le Theoreme 7 presente ici nest pas, a 
proprement parler, un resultat original. 11 nous a toutefois semble utile den 
donner un &once precis et une demonstration complete--cc qui, a notre 
connaissance n’existait pas dans la litterature. 
THBOR~ME 7. Soit g une fonction multiplicative de module < 1 et soit J 
un nombre rt!el, 0 < y < 2. Alors 
(i) Yil existe uta non~bre Gel T tel que la she 
I - Wg(p)p-“1 
c P P 
converge, on a, pour x infini, 
(51 
c Y K,(y) X’+rr Q(fi)g(fl) = - - T(y) 1 fir (log x),“-’ L,(logx)-V +o(x(logx)“‘-‘) (6) n < c 
ati K,(y) est &gal au prod& infini convergent 
et ori L,(u) est la fonction ci croissance lente et de module 1 dkfinie par 
L,(u) :=exp i Im 1 g(p) p-(l+ir’ 
{ p < P” I 
(ii) si la shrie (5) diverge pour tout z, on a, pour x infni, 
1 yQ’R’g(n) = o(x(log x)“- I). (8) 
?I < I 
* Si l’on remplace f2 par w. cette condition devient 0 < y $ y. oi y, est arbitraire. 
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Remarque. Posons 
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K ( Y )  := 
K fY) / (~ (Y)U  + id) si le produit (7) converge 
o sinon. 
11 existe alors un reel T tel que I’on ait pour x inhni 
Comme I’integrale est o((log x)‘) si, et seulement si, z # 0, on voit que 
(4) equivaut a K;(y) = 0. On retrouve ainsi I’tquivalence des conditions (i), 
(ii), et (iv) de la derniere remarque de la section 4. 
DEMONSTRATION. Montrons le point (i). Dans un premier temps, on a 
(9) 
En effet, si l’on note respe~tivement r(p) et B(p) Ie module et l’argument du 
nombre complexe g(p) ppir, avec - 7c < B(p) ,< rc, on peut Ccrire le membre 
de gauche de (9) sous la forme 
avec sp := 11 - r(p) eiB(p)l ,< 1 - r(p) + /S( p)l. Des inegalitis 1 - r(p) ,< 1 - 
Re(g(p) p-“) et 10(p)12 d n*(l - Re(g(p) p-j”)) on deduit alors la conver- 
gence de la serie C, &s/p, d’oti, pour xi -=z x, 
en choisissant xi =x0(‘) --t -km, on obtient (9). La fonction arithmttique 
*WY Q(‘)g(n) n-” satisfait done aux hypotheses du Satz 1.1.1 de Wirsing 
dans [49], d’oti 
c n < x 
1 
-- x (log x)~- i . n G, . &flog x)~, 
T(Y) P<X 
06 G, dbigne le facteur d’indice p de (7). En utilisant l’inegalitt 
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Ilog( 1 + 11) - ~1 < 21~1’ valable pour 1~4 6 j, II E C:. on montre que, pour p 
assez grand, 
llog G,I d .I 
1 -Re(g(p)p 17)+ 16 
P (p- .Y12’ 
Cela implique la convergence du produit infini (7) et, par conskquent, la 
validitt: de la formule asymptotique 
c Y Qc”lg(n) ,-i, = 
n < i i 
K(Y) 
- L, (log x)l‘ + 0( 1) 
r(Y) i 
x(log x)JP ‘. (10) 
Le fait que L,(u) soit une fonction g croissance lente de u dkoule de (9) 
par sommation d’Abe1. Une nouvelle intkgration par parties permet ensuite 
de dttduire (6) de (10). 
Montrons le point (ii). 
Remarquons d’abord que l’on peut se restreindre au cas d’une fonction 
complktement multiplicative. Admettons, en effet, que la conclusion est 
valide pour la fonction g* d6finie par g*(2) =g*(3) = 0, g*(p) = g(p) pour 
p 3 5, et g*(p’) = g*(p)’ pour tout p et tout j 2 1; si x0 dtsigne le caractkre 
principal modulo 6 et h la fonction multiplicative dherminte par l’identitit 
x&l g(n) = c 44 g* din 0 3 , 
on vtrilie facilement que h(p) = 0 pour tout p, h(2j) = 43’) = 0 pour j > 1, 
et, Ih( < 2’ pour p > 5 et j 3 1. Ainsi il existe un q > 0 tel que la skrie 
C,“= L y”‘d’h(d) dq- ’ soit absolument convergente et l’on a: 
c Xob)YR’%b) 6 c YRtd’ I44 1 g*wyncm 
tl<l- d<X m < r/d 
.?%4 cx d ‘o(x(logx)-“-I)+ c d y”‘d’lh(4 . x log x 
d<J; d>JX 
= o(x(log X)JP ‘). 
On en dkduit (8) en utilisant l’inkgaliti: 
et la convergence de la strie &6.S yRcd’/d. 
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Supposons, done, la fonction g completement multiplicative et introdui- 
sons les notations suivantes: 
C(s, y) :=n (1 -.wS)rl, Gb, Y) :=n (1 -yg(p)p-“I-‘, 
P P 
P(T, x) := ,?$I~ c 1 - ReMA p-“I N(x) := c y”‘“‘g(n) log n. 
. p<x P ’ tI<X 
Pour tout reel positif T tixe, on a lim, _ ~ P( T, x) = + cc. La relation 
-iG’(s, y)=jom N(eU)e-~““e-‘“’ du 
montre que, pour CT > 1, la fonction TH - l/(a + ir) G’(a + iz, y) est la 
transformee de Fourier de la fonction urn e-“q L’existence de la 
majoration triviale 
IN( eu ekY 
permet done d’ecrire la formule de Plancherel 
(11) 
En ecrivant (12) pour la fonction G,(s, y) := G(s + im, y), m E Z, et en 
constatant que (11) est tgalement valable pour la fonction N, correspon- 
dante, on obtient pour 1 < CJ < 2, 
d’ou, pour T> 0, 
i;JFl’ dz<,. T-‘(a- l)-1-2”. (13) 
De plus, on a: 
alors que, dune part, 
< exp -iP(T,e 
64112213-6 
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et que. d’autre part, la formule de Plancherel appliquite i G’jG s’krit 
On obtient done finalement 
En utilisant encore (12) sous 1; forme 
il vient, en choisissant ET = 1 f (l/log x), 
i‘ 
.x INu)l 
1 u’du 
d’ou, pour chaque E > 0 fixi: 
Le r&.&at suivant dkmontrt: par Elliott dans [Sj (lemma 19.3) permet 
maintenant de conclure. 
BEAK 2. Soit h we ~o~ct~o~ ~~~thrn~tiq~ comp~~rne~t rn~~t~p~~cat~~e 
satisfaisant ci Ih(p)l d Y-C 2 pour tout p et soit A un nombre compiexe. 
Posons N*(u) :=CnCu (h(n) - A) log n. Alors on a 
N*(X) - Ax c (A(P) - 1) T 
p < * 
E du + x(log x)” log log x, 
022 fan a posP 0 := max(O, y - 1). 
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En effet, en choisissant h(n) = y”‘“‘g(n), A =O, et en utilisant (15) on 
obtient: 
IW)l <y x(log xl’ EY+E-1T-1/2+Fp1 , exp{ -fP(T,x)} 
+ (log x)O - y log log x 
> 
. 
En faisant, dans cette intgalitt, tendre successivement x et T vers l’intini 
puis E vers 0, on deduit 
iv(x) = o(x(log x)‘) 
d’oti tinalement (8) par sommation d’Abe1. 
6. LE CAS f(d) = d” 
Nous prouvons le thtoreme suivant: 
THI?OR&E 8. Soit c( un nombre reel positif non entier. Alors la fonction 
dH d* est erd. Plus pr&isCment, si y est rtel, 0 < y ,< 1, on a pour x infini 
,F, 1 n;.x fW7 Y”@j = o(x(log x)*‘-‘). 
kin 
(16) 
Compte tenu du Theoreme D le rtsultat d’equirepartition dtcoule de la 
formule asymptotique, avec y = $, par sommation d’Abe1. Nous n’avons pas 
cherche ici a expliciter la quantitt tigurant au membre de droite de (16); le 
lecteur pourra y parvenir en reduisant, dans le Lemme 3, la valeur de h 
lorsque j> 12 grlce aux rtsultats de Vinogradov [48], et, en choisissant 
convenablement, dans les calculs qui suivent, E en fonction de x. 
Le cas f(d) = d” est semblable au cas f(d) = 8d trait6 dans [4] mais plus 
simple car la discrtpance de la suite {n’} est majoree independamment de 
la nature arithmttique de oz. Le point fondamental reside dans le resultat 
suivant dQ a van der Corput [44, p. 4011. 
LEMME 3. Supposons a < b, j 2 2, et considkrons une application f de 
classe Cj sur ]a, b[. On note 
h := 2’, 0 := max If (j’(u)/. 
o<uCb 
330 HALL AND TENENBAUM 
ii<~4C4f(k)) <21@--u)iW -1) ~q”--“+(~(~-~)‘) --?;A 
+(pa-‘(h-a))yh). 
Choisissons f(u) = wffz, avec LI r 0; en appliquant le rtsultat prtkkdent aux 
intervalles Earn, 6,[ := [~-“-IX, 2 -“x[ successivement pour m = 0, l,..., 
[log x/log 21, on obtient, pour h > LX, l’estimation 
C (x; u, iu) := C e(ukn)~~,jxC(uXa-j)i!(h--?)+ (ux~)-~~h+X-2ihj.~ (17) 
k < I 
En partic~ier, on voit, en choisissant j= [a + 2 + (log u/log x)], que pour 
tout A > 0, il existe un q > 0, d&pendant de ct et de A, tel que l’on ait pour 
l<U<XA 
c (.x, t‘, a)-$~ xi - ‘. (18) 
Choisissons alors un r&e1 E dans 30, f[ et posons x0 :=x6’, x1 := x1 -‘:. Le 
membre de gauche de (16) est 
-4 ,” U(x; y, a) + E”‘X(lO8 xp- I 
avec 
U(x; y, a) := 
ro<k<.x, /mF, e(m”k”) “Q’m’ta 
2 
Or, d’apr& l’inbgalitt de Cauchy-Schwarz, 
lU(X; -V, a)12< C k-’ C ke((m”-m’“)k”)??“(“““ 
.roik<x, m,m’ 4 .x/k 
ke((m”- m’“) k”) . 
(19) 
Lorsque ff > 1, on a, d’aprks (18), en choisissant A = 2a/c, 
CC u;ma-m’x,a)<x,,ul-q 
pour (min(x,, xjm))“*<u<min(x,, x/m) et m’<m<x,; on en dkduit, 
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par sommation d’Abe1, que la somme intkrieure de (19) est 
<,,(min{x,, ~/in})~~~, d’oti 
La formule (16) dkcoule aiskment de cette majoration. Lorsque 0 < CI < 1, 
on majore la somme intkrieure de (19) en appliquant directement (17) avec 
i > l/c; il vient, en notant w = min(x,, x/m}, 
IU(x; y, c())~<~,~,~ (log x) 
( 
x2-& C w’{ (ma - m’a)“(h-2)w’a--/M’h-2) 
m<x, 
Itl<tFl 
+(m~-m’a)-21h w-‘l’h+W-21h} <0,E,jX2-5 
> 
pour tout 6 satisfaisant ti 0 < 6 < min{ 2c(/h, 2&/h, (cj- cc)/(h - 2)). Cela 
achke la dkmonstration. 
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