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THE HARTREE EQUATION FOR INFINITELY MANY
PARTICLES
I. WELL-POSEDNESS THEORY
MATHIEU LEWIN AND JULIEN SABIN
Abstract. We show local and global well-posedness results for the
Hartree equation
i∂tγ = [−∆+w ∗ ργ , γ],
where γ is a bounded self-adjoint operator on L2(Rd), ργ(x) = γ(x, x)
and w is a smooth short-range interaction potential. The initial datum
γ(0) is assumed to be a perturbation of a translation-invariant state
γf = f(−∆) which describes a quantum system with an infinite number
of particles, such as the Fermi sea at zero temperature, or the Fermi-
Dirac and Bose-Einstein gases at positive temperature. Global well-
posedness follows from the conservation of the relative (free) energy of
the state γ(t), counted relatively to the stationary state γf . We indeed
use a general notion of relative entropy, which allows to treat a wide class
of stationary states f(−∆). Our results are based on a Lieb-Thirring
inequality at positive density and on a recent Strichartz inequality for
orthonormal functions, which are both due to Frank, Lieb, Seiringer and
the first author of this article.
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1. Introduction
The time-dependent Hartree equation{
i ∂tu =
(−∆x + w ∗ |u|2)u, (t, x) ∈ R× Rd
u(0, x) = u0(x).
(1)
describes the dynamics of a Bose-Einstein condensate in Rd, in which all
the quantum particles are in the same state u(t, x) (a normalized square
integrable function,
´
Rd
|u(t, x)|2 dx = 1). The equation (1) can be derived
from many-body quantum mechanics in a mean-field limit [29, 21, 45, 15,
40, 31, 38, 1, 32]. The nonlinear term w ∗ |u|2 describes the interactions
between the particles, where w : Rd → R is the pair interaction potential
and ∗ is a notation for the convolution of two functions in Rd. Physically,
w is a short range potential and it is sometimes even taken to be a Dirac
δ, leading to the so-called Gross-Pitaevskii or cubic nonlinear Schro¨dinger
(NLS) equation.
There is a similar theory for fermions, which is called reduced Hartree-Fock
in the literature [44], or often simply Hartree (it corresponds to ignoring the
exchange term in the Hartree-Fock model). On the contrary to bosons,
fermions cannot occupy the same state and a system of N particles is then
described by a set of N orthonormal functions u1, ..., uN ∈ L2(Rd). Their
dynamics is modelled by a system of N coupled Hartree equations of the
previous form:
i ∂tu1 =
(
−∆x + w ∗
(
N∑
k=1
|uk|2
))
u1,
...
i ∂tuN =
(
−∆x + w ∗
(
N∑
k=1
|uk|2
))
uN ,
uj(0, x) = u0,j(x), j = 1, ..., N.
(2)
The function
ρ(t, x) :=
N∑
j=1
|uj(t, x)|2
is the total density of particles in the system at time t. Since all the equa-
tions (2) involve the same (so-called mean-field) operator H(t) = −∆+w ∗
ρ(t), it is clear that the system (u1(t), ..., uN (t)) remains orthonormal for
every time t. Indeed, we have uj(t) = U(t, 0)uj(0) where U(t, t
′) is the uni-
tary propagator associated with the time-dependent Hamiltonian H(t). In
particular, the number of particles
´
Rd
ρ(t) = N is conserved for all times.
Another conserved quantity along the flow is the nonlinear Hartree energy
E(u1, ..., uN ) :=
N∑
j=1
ˆ
Rd
|∇uj|2 + 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ρ(t, x)ρ(t, y) dx dy.
These two conservation laws can be used to prove global well-posedness
of (2) under suitable assumptions on w (for instance that w > 0). The
equations (2) can also be derived from many-body quantum mechanics [6,
5, 14, 20, 7], in a mean-field or semi-classical limit.
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The purpose of this paper is to study the well-posedness of the equa-
tion (2) in the case where N = ∞, that is, for a gas containing infinitely
many particles. In this situation, the total Hartree energy of the system is
also infinite. We consider both the zero and positive temperature cases. To
our knowledge, the results contained in this article are the first of this kind
for the Hartree model with infinitely many particles. A similar problem has
been considered before at zero temperature for Dirac particles in [28] and
for crystals in [11], but there the mean-field operator H(t) has a gap in its
spectrum, which dramatically simplifies the study.
In order to put the Hartree equation for infinitely many particles on a
solid ground, it is easier to use the formalism of density matrices. We first
explain this for a finiteN , before turning toN =∞. The idea is to introduce
the operator
γ(t) :=
N∑
j=1
|uj(t)〉〈uj(t)|,
which is the rank-N orthogonal projection1 onto the N -dimensional space
spanned by the functions u1(t), ..., uN (t). The operator γ(t) is our new
variable and it is called the one-particle density matrix. The equation (2)
can be equivalently re-written in terms of γ(t) as
i ∂tγ =
[−∆+ w ∗ ργ , γ] (3)
with the initial datum
γ(0) =
N∑
k=1
|uk(0)〉〈uk(0)|. (4)
Here ργ(t, x) = γ(t, x, x) is the density associated with the operator γ, which
coincides with the density of particles ρ(t, x) introduced earlier (γ(t, x, y) is
a notation for the integral kernel of γ(t)). The average particle number and
the average energy of the system can now be written in terms of γ only as
N = Tr(γ) and
E(γ) = Tr((−∆)γ)+ 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ργ(x)ργ(y) dx dy.
The formulation (3) is clearly more adapted to the study of infinite sys-
tems, in which case we only have to consider a more general initial datum
than the finite rank γ(0) in (4). In principle any non-negative operator γ(0)
can be considered, except that for fermions we should not forget the Pauli
principle which requires that 0 6 γ(0) 6 1.
Several authors have already studied the Hartree equation (3) with γ(t)
an infinite-rank operator. When γ(0) is a trace-class operator with fi-
nite kinetic energy, Tr(1 − ∆)γ(0) < ∞, Bove, Da Prato and Fano [9, 10]
and Chadam [13] have simultaneously proved the well-posedness of Equa-
tion (3) (for the more precise Hartree-Fock model which also includes an
1Here and everywhere, we use Dirac’s notation |u〉〈v| for the operator f 7→ 〈v, f〉u.
Our scalar product is always anti-linear with respect to the left argument.
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exchange term). Later, Zagatti obtained the same result by a slightly dif-
ferent method [49].
Let us emphasize that, even if γ(t) can have an infinite rank, the trace-
class condition in these works means that the total average number of par-
ticles Tr γ(t) is indeed finite for all times. In the present article, we consider
an infinite system, for which the average number of particles is infinite:
Tr γ(t) = +∞.
In the cases considered in this paper, γ(t) is not even a compact operator and
none of the methods used in the previous works [9, 10, 13, 49] is applicable.
The equation (3) has many well-known stationary states with infinitely
many particles and we discuss this now. Consider the operator
γf = f(−∆) (5)
with f : R+ → R+, which acts in the Fourier variable as a multiplication
by the function g(p) := f(|p|2). The integral kernel of γf is γf (x, y) =
(2π)−d/2gˇ(x− y) and hence the corresponding density is uniform in space:
ργf (x) = (2π)
−d/2 gˇ(0) = (2π)−d
ˆ
Rd
f(|p|2) dp, ∀x ∈ Rd.
This integral is finite when
´
Rd
|f(|p|2)| dp <∞. As a consequence, we find
that the mean-field potential is also uniform,
w ∗ ργf (x) = (2π)−d
(ˆ
Rd
f(|p|2) dp
)(ˆ
Rd
w(x) dx
)
,
and we get [−∆+ w ∗ ργf , γf ] = [−∆ , f(−∆)] = 0. We conclude that any
function f > 0 such that
´
Rd
f(|p|2) dp < ∞ provides a stationary state
γf for the Hartree equation. Four important physical examples which are
covered by our results, are the
• Fermi gas at zero temperature and chemical potential µ > 0:
f(r) = 1(0 6 r 6 µ) and γf = 1(−∆ 6 µ); (6)
• Fermi gas at positive temperature T > 0 and chemical potential µ ∈ R:
f(r) =
1
e(r−µ)/T + 1
and γf =
1
e(−∆−µ)/T + 1
; (7)
• Bose gas at positive temperature T > 0 and chemical potential µ < 0:
f(r) =
1
e(r−µ)/T − 1 and γf =
1
e(−∆−µ)/T − 1; (8)
• Boltzmann gas at positive temperature T > 0 and chemical potential µ ∈ R:
f(r) = e−(r−µ)/T and γf = e
(∆+µ)/T . (9)
Note that, in order to properly define the potential w ∗ ργf , we have used
here both that g ∈ L1(Rd) and that w ∈ L1(Rd). In this paper, we always
assume that w is a (smooth enough) short range potential and we do not
discuss possible extensions to, say, the NLS case w = aδ.
The main purpose of this article is to prove the global well-posedness of
the Hartree equation (3), for initial data γ(0) which are ‘nice’ perturbations
of a reference stationary state γf , with f as before. As usual for Hamiltonian
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PDEs, after having shown local well-posedness, we use conserved quantities
in order to control the possible growth of γ(t) in a suitable space along the
flow and prove that the solution is global. We systematically work on the
difference γ(t)− γf , which we think of as the time dependent perturbation
of the reference state γf . So we have to control γ(t)− γf in suitable norms.
The situation is much more complicated than for a finite system. For
instance, the number of particle is infinite but one can (under suitable
assumptions on γ(0)) give a meaning to the relative number of particles
δN(t) = Tr
(
γ(t) − γf
)
. We can show that δN(t) is conserved but, since
γ(t)− γf has no sign, this does not seem to yield any bound on γ(t)− γf .
The energy helps us more, when γf is one of the particular Gibbs states
in (6)–(9). In our approach, γ(0) is assumed to have a finite relative entropy
with respect to γf . We then prove that the relative free energy is conserved
and use it as a Lyapunov function, under suitable assumptions on the poten-
tial w. This is the equivalent of the usual energy methods for finite systems,
as we explain in detail in the rest of the paper. The main difference to the
usual case is that we only have one conservation law.
Let us remark that if γf ≡ 0 (vacuum case), then any unitarily invariant
norm for γ(t) is also conserved. This includes for instance Schatten norms
||γ||Sp = (Tr |γ|p)1/p (p = 2 for Hilbert-Schmidt operators). These conserva-
tion laws can be used to prove well-posedness for (3) with γf = 0 in Schatten
spaces with p > 1 (see [41]). In our case of γf 6= 0, then γ(t) − γf is not
unitarily equivalent to γ(0)− γf and there is no obvious conserved norm for
γ(t) − γf . Controlling this operator can only be made through the relative
energy, which is an additional difficulty as compared to finite systems.
The article is organized as follows. In the next section we quickly state
our main results for the above physical cases (6)–(9), even if our results
cover more general situations. In Section 3, we construct local solutions in
Schatten spaces and which have a sufficiently high regularity. Namely, we
require that (γ(t)− γf )(1−∆)s/2 ∈ Sp where Sp is the pth Schatten space.
By using the conservation of the relative Hartree energy and Lieb-Thirring
inequalities from [17, 18], we then completely solve the zero-temperature
case (6) in Section 4, in dimensions d > 2.
The rest of the paper is devoted to the positive temperature case. First,
in Section 5, we give another local well-posedness result, useful for gases at
positive temperature, and which is based on a recent Strichartz inequality in
Schatten spaces from [19]. Then, in Section 6 we define the relative entropy
of two density matrices following [33] and prove Lieb-Thirring inequalities
in the spirit of [17, 18]. We are able to deal with much more than the three
examples (7)–(9). Finally, in Section 7 we construct solutions around many
stationary states γf = f(−∆) in dimensions d = 1, 2, 3, which include (7)–
(9) among others.
2. Main results for Bose and Fermi gases
In this section, we quickly state our main results for (6)–(9), which are
the main cases of physical interest. We refer the reader to the appropriate
sections for other results.
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2.1. Fermi gas at zero temperature. We start by discussing the case of
fermions at zero temperature (6), that is, we take
γf = 1(−∆ 6 µ) := Π−µ . (10)
This state is the formal minimizer of the energy
γ 7→ Tr(−∆− µ)γ,
among all 0 6 γ 6 1, but the energy is however infinite. The corresponding
Hartree energy
γ 7→ Tr(−∆− µ)γ + 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ργ(x)ργ(y) dx dy
is also infinite. The correct way to investigate the stability of Π−µ is to
introduce the relative Hartree energy, which is the formal difference between
the energy of γ and that of Π−µ (which are both infinite). In the stationary
case, this technique goes back to [25, 27]. The relative Hartree energy is
properly defined in Section 4 and it is formally given by
E(γ,Π−µ ) := Tr(−∆− µ)(γ −Π−µ )
+
1
2
ˆ
Rd
ˆ
Rd
w(x− y)ργ−Π−µ (x)ργ−Π−µ (y) dx dy. (11)
The relative kinetic energy is the first term and it is non-negative, since Π−µ
formally minimizes γ 7→ Tr(−∆− µ)γ. It is therefore natural to impose the
condition that
0 6 Tr(−∆− µ)(γ −Π−µ ) <∞.
The trace has to be interpreted in an appropriate way, discussed at length
in [18] and in Section 4.
We emphasize that the function ργ−Π−µ has no sign a priori. Therefore
the sign of the nonlinear term appearing in the relative energy (11)ˆ
Rd
ˆ
Rd
w(x− y)ργ−Π−µ (x)ργ−Π−µ (y) dx dy = (2π)
d/2
ˆ
Rd
ŵ(k)|ρ̂γ−Π−µ (k)|
2 dk
(12)
is determined by the sign of ŵ. In the whole paper we therefore call defo-
cusing the case ŵ > 0 and focusing the case ŵ 6 0.
Our main result, proved in Section 4 below, is the following.
Theorem 1 (Global solutions at zero temperature). Let d > 2, µ > 0 and
Π−µ = 1(−∆ 6 µ). Assume that w ∈ L1(Rd) ∩ L∞(Rd) with w(x) = w(−x)
for a.e. x ∈ Rd is such that ŵ > 0 or, in dimension d = 2, that ŵ > −ε for
ε > 0 small enough.
Then, for any 0 6 γ0 6 1 with finite kinetic energy relative to Π
−
µ ,
0 6 Tr(−∆− µ)(γ0 −Π−µ ) <∞,
the Hartree equation (3) admits a unique global solution γ(t) such that 0 6
Tr(−∆− µ)(γ(t)− Π−µ ) <∞ for all times t ∈ R. Furthermore, the relative
Hartree energy is finite, non-negative and conserved:
E(γ(t),Π−µ ) = E(γ(0),Π−µ ), ∀t ∈ R.
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Our statement is rather vague with regards to the function space in which
the solution γ(t) lives. We refer the reader to Theorem 4 for a more precise
statement.
The fact that we are unable to deal with dimension d = 1 may sound
surprising, but this is due to the lack of a Lieb-Thirring inequality in this
case [18], which is itself related to the Peierls instability of one-dimensional
quantum systems [37, Sec. 4.3].
Our assumption that w ∈ L1(Rd)∩L∞(Rd) is probably far from optimal,
we have not tried to optimize it. Similarly, we have only stated the result
for the “defocusing case” ŵ > 0 corresponding to having a non-negative
potential energy in the relative Hartree energy (11). We are indeed able to
prove the local existence of solutions without this additional assumption,
but then global well-posedness is not known.
2.2. Bose and Fermi gases at positive temperature. We have a similar
result at positive temperature, which however requires different assumptions
on the interaction potential w, and covers the one-dimensional case.
This time, we take
γferT,µ =
1
e(−∆−µ)/T + 1
(13)
with µ ∈ R and T > 0 for fermions,
γbosT,µ =
1
e(−∆−µ)/T − 1 (14)
with µ < 0 and T > 0 for bosons, or
γbolT,µ = e
(∆+µ)/T (15)
with µ ∈ R and T > 0 for “boltzons”. The relative Hartree energy which
we have introduced in (11) is again formally conserved, but it is not the
appropriate functional at positive temperature because it does not control
the growth of any norm of γ − γT,µ: the term Tr(−∆ − µ)(γ − γT,µ) has
no sign a priori. It is more convenient to use the relative free energy which
contains in addition the difference of the entropies, and is defined as
F(γ, γT,µ) := H(γ, γT,µ)
+
1
2
ˆ
Rd
ˆ
Rd
w(x− y)ργ−γT,µ(x)ργ−γT,µ(y) dx dy (16)
where
H(A,B) = −Tr
(
S(A)− S(B)− S′(B)(A−B)
)
> 0 (17)
is the relative entropy, with
S(x) = T ×

−x log(x)− (1− x) log(1− x) for fermions,
−x log(x) + (1 + x) log(1 + x) for bosons,
−x log(x) + x for “boltzons”.
The relative entropy H is properly defined and studied at length in [33]
where we even considered a general concave function S, leading to many
other stationary states γf for the Hartree equation. We do not discuss this
here for shortness. For the previous gases, our main result is Theorem 9 in
Section 7, for which we state a simplified version:
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Theorem 2 (Global solutions at positive temperature). Let d ∈ {1, 2, 3},
T > 0 and γT,µ be given by (13) or (15) with µ ∈ R, or by (14) with µ < 0.
Fix M = 1 for fermions, and M > max(1, ‖γT,µ‖) in the two other cases.
Assume that w ∈ L1(Rd) ∩ L∞(Rd) and that
• ŵ > 0 and ∇w ∈ L1(R3) ∩ L∞(R3) in dimension d = 3;
• ŵ > −κ2 in dimension d = 2;
• ŵ > −√T κ1 in dimension d = 1,
where κ1 and κ2 are constants which only depend on M and µ/T .
Then, for any initial datum 0 6 γ0 6 M with finite entropy relative to
γT,µ,
0 6 H(γ0, γT,µ) <∞,
the Hartree equation (3) admits a unique global solution γ(t) such that 0 6
H(γ(t), γT,µ) <∞ for all times t ∈ R. Furthermore, the relative free energy
F(γ(t), γT,µ) is finite, non-negative and conserved.
As compared to the zero temperature case, we are able to deal with the
one-dimensional case. The constants κ1 and κ2 appearing in the statement
are related to the best constants in the Lieb-Thirring inequality, and they
behave differently depending on the statistics. They stay uniformly bounded
when µ/T varies in a compact set for fermions and boltzons, but they tend
to 0 for bosons when µ/T → 0−. In dimension d = 1 we gain an additional
factor
√
T and we can therefore replace the smallness assumption on the
negative part of ŵ, by the requirement that the temperature is large enough
and that µ/T stays bounded (away from 0 in the bosonic case).
The dimensional restriction d 6 3 comes from the difficulty to con-
struct local solutions in high dimension. Technically, this is related to a
lack of information about the high-momentum decay in Schatten spaces of
an operator with a finite relative entropy. Klein’s inequality H(γ, γT,µ) &
Tr(1−∆)(γ− γT,µ)2 is the best information that we have (see (82)). By us-
ing only this information we need d 6 3 in our local well-posedness result in
Section 5. In the zero-temperature case we have the additional information
that the operator (1 − Π−2µ)(γ − Π−µ )(1 − Π−2µ) is trace-class, which is used
to deal with d > 4.
That the (free) energy is conserved and positive can be used to prove
that the solution does not escape far from the stationary states Π−µ and
γ
fer/bos/bol
T,µ , which is usually called orbital stability. It is an interesting ques-
tion to investigate the asymptotic stability of these states, that is, the weak
limit of γ(t) when t→∞. This is studied in [34].
Notation. In the whole paper, we denote by B(H) the space of bounded op-
erators on the Hilbert space H, with corresponding operator norm ‖A‖. We
use the notation Sp(H) for the Schatten space of all the compact operators
A on H such that Tr|A|p <∞, with |A| = √A∗A, and use the norm
||A||Sp(H) := (Tr|A|p)1/p. (18)
We refer to [43] for the properties of Schatten spaces. The spaces S2(H) and
S1(H) correspond to Hilbert-Schmidt and trace-class operators. We often
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use the shorthand notation B and Sp when the Hilbert space H is clear from
the context. We also denote by
Π−µ := 1(−∆ 6 µ) and Π+µ := 1(−∆ > µ)
the spectral projectors of the Laplacian, which are multiplication operators
in Fourier space by the functions k 7→ 1(k2 6 µ) and k 7→ 1(k2 > µ). Some
other spaces and functionals used in the text are summarized in Table 1 in
the end of the article.
3. Local well-posedness in Schatten spaces with high
regularity
In this section we state and prove the local well-posedness of the Hartree
equation (3), assuming that the initial datum γ(0) is a very smooth pertur-
bation of the reference state γf = f(−∆), with f a general function. Our
main theorem uses a fixed point method on the Duhamel formulation of (3)
in Schatten spaces and it is based on estimates on the density ργ(t) which
are pointwise in time. A more involved local well-posedness result based on
Strichartz inequalities is later in Section 5.
Let us introduce the new variable
Q(t) := γ(t)− γf
which represents the variation with respect to the stationary state γf . The
equation (3) can be equivalently rewritten as
i∂tQ = [−∆+ w ∗ ρQ, γf +Q]. (19)
Here we have used the fact that w ∗ ργf is a constant function which, as an
operator, commutes with γ = γf+Q. The formulation (19) is understood in
a weak sense: if Q ∈ C0(I,B(L2(Rd))) is such that w∗ρQ ∈ L1loc(I, L∞(Rd)))
for some time interval I ∋ 0 (here we assume that w ∗ ρQ is well-defined),
then Q is a solution to (19) if and only if for all f, g ∈ H2(Rd) we have the
identity
i∂t〈f,Q(t)g〉 = 〈(−∆)f,Q(t)g〉−〈Q(t)f, (−∆)g〉+〈f, [w∗ρQ(t), γf +Q(t)]g〉
in the sense of distributions on I. As usual for nonlinear evolution equations,
this is equivalent to the Duhamel formulation
Q(t) = eit∆Q0e
−it∆ − i
ˆ t
0
ei(t−t
′)∆[w ∗ ρQ(t′), γf +Q(t′)]ei(t′−t)∆ dt′, (20)
for all t ∈ I. In this section we use a fixed point procedure to solve (20).
The main difficulty is that we have to deal with operators. Even if the
initial datum Q0 is a finite rank operator, then the rank of Q(t) is not
preserved along the flow, due to the linear response [w ∗ ρQ(t′), γf ] which
is never finite-rank. So, we have to work in a bigger space. For the usual
Hartree equation (1) one can play with regularity and construct solutions in
arbitrary Sobolev spaces (under suitable assumptions on w). Here we have
two natural parameters at our disposal: s which determines the Sobolev
regularity on the one hand, and the exponent p of the Schatten class in
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which Q(t) lives on the other hand. This leads to the following Sobolev-like
Schatten space
S
p,s =
{
Q = Q∗ ∈ B(L2(Rd)) :∣∣∣∣∣∣Q(1−∆)s/2∣∣∣∣∣∣p
Sp
= Tr
(
(1−∆)s/2Q2(1−∆)s/2)p/2 <∞} (21)
which, for s ∈ R and p > 1, is a Banach space when endowed with the
corresponding norm ||Q||Sp,s :=
∣∣∣∣Q(1−∆)s/2∣∣∣∣
Sp
. The spaces Sp,s satisfy
the inclusion relation
Sp,s ⊂ Sq,r for s > r and p 6 q. (22)
Finite rank operators with smooth eigenfunctions are dense in Sp,s for all
1 6 p <∞ and all s > 0.
Another difficulty of our equation is the proper definition of the density
ρQ of Q. Formally, ρQ(x) = Q(x, x) but this only makes sense when the
kernel Q(x, y) of Q exists and is continuous. Another, better, definition
is based on the spectral decomposition of Q =
∑
j nj|uj〉〈uj |, leading to
ρQ =
∑
j nj|uj |2. This is particularly appropriate for trace-class operators,
that is, when
∑
j |nj| = ||Q||S1 <∞, in which case ρQ ∈ L1(Rd). For higher
Schatten spaces, we have two strategies at our disposal to deal with ρQ. We
can define the density ρQ(t) in a weak sense in time, using the time integral
in the Duhamel formula (20) and Strichartz inequalities. This is discussed
later in Section 5. The other strategy which is developed in this section is
much simpler. It consists in assuming that s is large enough, which yields a
well-defined density for all times, by a variant of the Sobolev inequality for
operators.
Lemma 1 (Density ρQ for Q in S
p,s). Let d > 1, p > 1 and s > d(p− 1)/p
or s > 0 if p = 1. Then any Q ∈ Sp,s is locally trace-class. Its density ρQ
belongs to Lq(Rd) and satisfies
||ρQ||Lq(Rd) 6 C ||Q||Sp,s , ∀Q ∈ Sp,s, (23)
for all p 6 q < d/(d − s) if s 6 d and for p = q = 1 if s = 0.
If s > d, then ρQ ∈ Lp(Rd) ∩ L∞(Rd) and
||ρQ||Lp(Rd) + ||ρQ||L∞(Rd) 6 C ||Q||Sp,s , ∀Q ∈ Sp,s. (24)
The constants depend only on d, p, q and s.
Proof. The result is well-known for p = 1 and s = 0 (see, e.g., the appendix
of [22]). Furthermore, since Sp,s ⊂ Sq,s for all q > p, we only have to prove
the inequality (23) for q = p and for q =∞ if s > d.
We compute, for Q ∈ Sp,s and a localization function χ ∈ L∞c (Rd)
χQχ = χ(1−∆)−s/4(1−∆)s/4Q(1−∆)s/4(1−∆)−s/4χ.
The Kato-Seiler-Simon (KSS) inequality (see [42] and [43, Thm 4.1])
||f(x) g(−i∇)||Sr 6 (2π)−d/r ||f ||Lr(Rd) ||g||Lr(Rd) , ∀r > 2, (25)
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tells us that∣∣∣∣∣∣χ(1−∆)−s/4∣∣∣∣∣∣
S2p
′
6 (2π)−d/p
′ ||χ||L2p′(Rd)
(ˆ
Rd
dk
(1 + |k|2)sp′/2
) 1
2p′
where the integral on the right side is finite for s > d/p′ = d(p − 1)/p. By
Ho¨lder’s inequality in Schatten spaces, this proves that
||χQχ||S1 6 C ||χ||2L2p′(Rd)
∣∣∣∣∣∣(1−∆)s/4|Q|1/2∣∣∣∣∣∣2
S2p
.
On the other hand, by the Araki-Lieb-Thirring inequality for operators
(see [35, Thm 9] and [2, Thm 1]), we have∣∣∣∣∣∣(1−∆)s/4|Q|1/2∣∣∣∣∣∣2
S2p
6
∣∣∣∣∣∣(1−∆)s/2Q∣∣∣∣∣∣
Sp
= ||Q||Sp,s .
We therefore obtain that χQχ is trace-class, for any χ ∈ L∞c (Rd), hence
that Q is locally trace-class. In particular, ρQ(x) is well defined in L
1
loc(R
d).
In order to prove that ρQ ∈ Lp(Rd), we argue by duality, starting with a
finite rank operator Q and a potential V ∈ L∞c (Rd). We findˆ
Rd
ρQV = Tr(QV ) = Tr
(
(1−∆) s4Q(1−∆) s4 (1−∆)− s4V (1−∆)− s4
)
6 ||Q||Sp,s
∣∣∣∣∣∣(1−∆)− s4 |V (x)| 12 ∣∣∣∣∣∣2
S2p
′
6 C ||Q||Sp,s ||V ||Lp′(Rd) .
By density of finite rank operators, the final estimate stays true for all Q ∈
Sp,s and all V ∈ L∞c (Rd). By duality, this finally proves that ρQ ∈ Lp(Rd)
and that ||ρQ||Lp(Rd) 6 C ||Q||Sp,s .
If s > d, the exact same proof shows thatˆ
Rd
ρQV 6
∣∣∣∣∣∣(1−∆) s4Q(1−∆) s4 ∣∣∣∣∣∣ ∣∣∣∣∣∣(1−∆)− s4 |V | 12 ∣∣∣∣∣∣2
S2
6 C ||Q||Sp,s ||V ||L1
which gives the estimate on ||ρQ||L∞ . 
With Lemma 1 at hand, it makes sense to look for solutions of (20)
satisfying Q(t) ∈ Sp,s for all times, since ρQ is well defined in this case.
Theorem 3 (Well-posedness in Sp,s). Let d > 1, 1 6 p < ∞ and s >
d(p − 1)/p or s > 0 if p = 1. Assume that
w ∈W s,p′(Rd) (26)
and thatˆ
Rd
(1 + k2)
np
2 |f(k2)|p dk <∞ and w ∈W n,1(Rd) if p > 2, (27)
or that∑
z∈Zd
(ˆ
Cz
(1 + k2)n|f(k2)|2 dk
)p/2
<∞
and
∑
z∈Zd
||w||
W
n,
2p
3p−2 (Cz)
<∞ if 1 6 p < 2, (28)
where n := ⌈s⌉ is the smallest integer n > s and Cz = z + [−1/2, 1/2)d.
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Then, for any initial datum Q0 ∈ Sp,s there exists a unique maximal
solution Q(t) ∈ C0t ((−T−, T+);Sp,s) of (20) with T± > 0. Furthermore,
we have the blow-up criterion
T± <∞ =⇒ lim
t→±T±
||Q(t)||Sp,s = +∞. (29)
Finally, the unique solution Q(t) depends continuously on Q0 ∈ Sp,s, and
on w and f : if Q
(n)
0 → Q0 strongly in Sp,s, wn → w and fn → f for
the norms corresponding to (26), (27) and (28), then the unique solution
Q(n)(t) has maximal times of existence T±n such that lim infn→∞ T
±
n > T
±
and Q(n)(t)→ Q(t) in C0t ([−T− + ε, T+ − ε],Sp,s) for every ε > 0.
Our result requires some stringent conditions (26), (27) and (28) on f and
w, which are not optimal and which we have not tried to optimize. They are
satisfied if for instance f is bounded and decays fast enough, and if w is in
the Schwartz class. They are also valid in the four physical situations (6)–(9)
which we have in mind, since f has a compact support or is exponentially
decreasing. We note that when 1 6 p < 2, the conditions in (27) are stronger
than the ones similar to (28). Also, we remark that (27) and (28) together
with s > d(p − 1)/p imply that ´
Rd
|f(k2)| dk < ∞ which is needed to see
that ργf is a well-defined constant.
A natural situation, motivated by the positive temperature case (see
Klein’s inequality (82) in Section 6), is the case of Hilbert-Schmidt per-
turbations with a Sobolev regularity s = 1, that is of the space S2,1. This
situation is covered by the previous result only in dimension d = 1. By
using Strichartz estimates, we will construct solutions in S2,1 in dimension
d = 1, 2, 3 later in Section 5.
Before turning to the proof of Theorem 3, we mention an additional
property of the solutions in Sp,s. Let q > p, s > r > d(q − 1)/q, and
Q0 ∈ Sp,s ⊂ Sq,r. We assume that w, f satisfy (26), (27) and (28). Then,
the unique solution Q to (20) has a priori distinct maximal times of exis-
tence T±p,s and T
±
q,r, corresponding to the two spaces S
p,s and Sq,r. Since
Sp,s ⊂ Sq,r, they obviously satisfy T±p,s 6 T±q,r. The next result, which is
sometimes called persistence of regularity in the literature, shows that we
have T±p,s = T
±
q,r. It is a simple corollary of the proof of Theorem 3.
Corollary 1 (Persistence of regularity). Let d > 1, 1 6 p 6 q < ∞ and
s > r > d(q − 1)/q or s > r > 0 if p = q = 1. Assume that w and f
satisfy the same assumptions (26), (27) and (28) as in Theorem 3. Then,
for any T1, T2 > 0, if Q ∈ C0t ([−T1, T2],Sp,s) is a solution to (20), we have
the following estimate
‖Q(t)‖Sp,s 6 ‖Q0‖Sp,seCt
(
1+supt′∈[−T1,T2]
‖Q(t′)‖Sq,r
)
, ∀t ∈ [−T1, T2]. (30)
Hence, T±p,s = T
±
q,r for all 1 6 p 6 q <∞ and all s > r > d(q − 1)/q.
In the rest of the section we prove Theorem 3 and Corollary 1.
Proof of Theorem 3. We use a simple Banach-Picard fixed point theorem in
a ball centered at 0 in the space Sp,s. To this end, we need two estimates
which are stated in the next lemmas.
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Lemma 2. Let d > 1, 1 6 p < ∞ and s > d(p − 1)/p or s > 0 if p = 1.
Assume that f and w satisfy (27) and (28). Then we have [ρQ∗w, γf ] ∈ Sp,s
for every Q ∈ Sp,s and
||[ρQ ∗ w, γf ]||Sp,s 6 C‖Q‖Sp,s ,
with a constant C depending only on d, p, s, w and f .
Proof. Denote V = ρQ ∗ w. We first assume p > 2. By the KSS inequal-
ity (25), we have
‖V γf (1−∆)s/2‖2Sp 6 (2π)−d/p‖V ‖Lp(Rd)
(ˆ
Rd
(1 + k2)sp/2|f(k2)|p dk
)1/p
.
For the other term, let n = ⌈s⌉ be the smallest integer n > s. Then
γfV (1−∆)s/2 = γfV (1−∆)n/2(1−∆)(s−n)/2
and, therefore, ‖V γf (1 − ∆)s/2‖Sp 6 ‖V γf (1 − ∆)n/2‖Sp . Since as before
||γfV ||Sp 6 C ||V ||Lp(Rd), we only have to estimate the Sp norm of
γfV ∂
n
j =
n∑
k=0
(
n
k
)
(−1)n−k
(
γf∂
k
j
)(
∂n−kj V
)
,
for all j = 1, ..., d. This is done by following again the previous argument,
with ||V ||Wn,p(Rd) appearing on the right side. It remains to use that
||V ||Wn,p(Rd) 6 ||w||Wn,1(Rd) ||ρQ||Lp(Rd) 6 C ||w||Wn,1(Rd) ‖Q‖Sp,s
by Lemma 1. When 1 6 p < 2, the argument is the same, except that this
time we use the Birman–Solomjak inequality (see [43, Th. 4.5])
‖f(x)g(−i∇)‖Sp 6 C‖f‖ℓpL2‖g‖ℓpL2 (31)
for all f, g ∈ ℓp(L2) where, following [43], we have introduced the norm
‖f‖p
ℓpL2
:=
∑
z∈Zd
‖f‖p
L2(Cz)
. (32)
We recall that Cz = z + [−1/2, 1/2)d is the unit cube centered at z. Apply-
ing (31) we get the ℓp(L2) norm of the derivatives of V on the right. They
can be estimated by ||ρQ||Lp(Rd) using our assumption (28) on w and Young’s
inequality ‖f ∗ g‖ℓpL2 6 C‖f‖
ℓ1L
2p
3p−2
‖g‖Lp . 
Lemma 3. Let d > 1, 1 6 p < ∞ and s > d(p − 1)/p or s > 0 if p =
1. Assume that w ∈ W s,p′(Rd). Then, for any Q,Q′ ∈ Sp,s, we have
[ρQ ∗ w,Q′] ∈ Sp,s and∣∣∣∣[ρQ ∗ w,Q′]∣∣∣∣Sp,s 6 C‖Q‖Sp,s‖Q′‖Sp,s
with a constant C depending only on d, p, s and w.
Proof. Let V = ρQ ∗w. We have ‖V Q′(1−∆)s/2‖Sp 6 ‖V ‖L∞‖Q′‖Sp,s and
‖Q′V (1−∆) s2‖Sp 6 ‖Q′‖Sp,s‖(1−∆)−
s
2V (1−∆) s2 ‖ = ‖Q′‖Sp,s‖V ‖Hs→Hs .
By [23, Thm 1.4], one has
‖V ‖Hs→Hs 6 C‖V ‖W s,∞ (33)
and the result follows from Young’s inequality and Lemma 1. 
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Using Lemmas 2 and 3, we can now finish the proof of Theorem 3. Let
R > 0 and Q0 ∈ Sp,s such that ‖Q0‖Sp,s 6 R. Note that the first term
in Duhamel’s formula has a norm independent of t:
∣∣∣∣eit∆Q0e−it∆∣∣∣∣Sp,s =||Q0||Sp,s . Let now T = T (R) > 0 to be chosen later. Define the space
XT := C
0
t ([−T, T ],Sp,s). It is a Banach space endowed with the norm
‖Q‖XT := supt∈[−T,T ] ‖Q(t)‖Sp,s . For any Q ∈ XT , we denote by Φ(Q) the
function given by:
Φ(Q)(t) = eit∆Q0e
−it∆−i
ˆ t
0
ei(t−t
′)∆[w∗ρQ(t′), γf+Q(t′)]ei(t′−t)∆ dt′. (34)
From Lemmas 2 and 3, we deduce that for all Q ∈ XT , we have Φ(Q) ∈ XT
and the estimate ‖Φ(Q)‖XT 6 R + CT‖Q‖XT (1 + ‖Q‖XT ). Furthermore,
writing for Q,Q′ ∈ XT and t ∈ [−T, T ] that
Φ(Q)(t)− Φ(Q′)(t) = −i
ˆ t
0
ei(t−t
′)∆
(
[w ∗ (ρQ(t′)− ρQ′(t′)), γf +Q(t′)]
+[w ∗ ρQ′(t′), Q(t′)−Q′(t′)]
)
ei(t
′−t)∆ dt′, (35)
we infer, using the same estimates, that
‖Φ(Q)− Φ(Q′)‖XT 6 CT (1 + ‖Q‖XT + ‖Q′‖XT )‖Q−Q′‖XT .
As a consequence, if T is small enough such that 2CT (1 + 2R) 6 1 and
CT (1 + 4R) 6 1/2, we conclude that Φ is a contraction on the closed ball
B2R := {Q ∈ XT , ‖Q‖XT 6 2R}, and hence admits a unique fixed point on
B2R by the Banach–Picard theorem.
Let us turn to the proof of uniqueness, independently of the size of the
solutions (that is, whether they belong to B2R or not). Let Q,Q
′ be two
solutions to (20) in C0([−T1, T2],Sp,s), for some T1, T2 > 0. Then, using the
equation (35), we have the refined estimate for all t ∈ [−T1, T2],
‖Q(t)−Q′(t)‖Sp,s 6 C(1 + ‖Q‖XT + ‖Q′‖XT )
ˆ t
0
‖Q(t′)−Q′(t′)‖Sp,s dt′.
This proves that Q ≡ Q′ on [−T1, T2] by Gro¨nwall’s lemma.
By a standard argument, the local-in-time solution Q(t) can be extended
uniquely up to maximal times of existence T± on the left and on the right
of 0, as soon as ||Q(t)||Sp,s stays bounded. The continuity with respect to f ,
w and Q0 is also standard and the details are left to the reader. 
We end this section with the
Proof of Corollary 1. For simplicity, we assume p > 2, the argument being
similar for p < 2. From Lemma 2 and the proof of Lemma 3, we have for
all t ∈ [−T1, T2]
‖Q(t)‖Sp,s 6 ‖Q0‖Sp,s + C
ˆ t
0
(
1 + ‖ρQ(t′) ∗ w‖W s,∞
) ‖Q(t′)‖Sp,s dt′.
Since q > p, we have w ∈ W s,p′ ∩W n,1 ⊂ W s,q′, and therefore, by Young’s
inequality and Lemma 1, ‖ρQ(t′) ∗ w‖W s,∞ 6 C‖ρQ(t′)‖Lq 6 C‖Q(t′)‖Sq,r .
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We obtain
‖Q(t)‖Sp,s 6 ‖Q0‖Sp,s + C
(
1 + sup
t′′∈[−T1,T2]
‖Q(t′′)‖Sq,r
) ˆ t
0
‖Q(t′)‖Sp,s dt′,
and the estimate (30) follows from Gro¨nwall’s lemma. The equality T±p,s =
T±q,r is a consequence of the blow-up criterion (29) and of (30). 
4. Energy & global well-posedness for the Fermi sea
The purpose of this section is to prove the existence and uniqueness of
global-in-time solutions in the particular case of the Fermi gas at zero tem-
perature and chemical potential µ > 0,
γf = 1(−∆ 6 µ) := Π−µ .
Our approach is based on the results of the previous section, as well as on a
notion of relative energy with respect to Π−µ . Using a recent Lieb-Thirring
inequality from [17, 18], we prove that the energy controls Q(t) uniformly,
leading to global solutions.
Let µ > 0 and γf = Π
−
µ . The relative Hartree energy of any density matrix
0 6 γ 6 1 and the reference state Π−µ , is the formal difference between the
Hartree energy of γ and that of Π−µ , which are both infinite, leading to the
formal expression
E(γ,Π−µ ) := Tr(−∆−µ)(γ−Π−µ )+
1
2
ˆ
Rd×Rd
w(x−y)ργ−Π−µ (x)ργ−Π−µ (y) dxdy.
(36)
A density matrix 0 6 γ 6 1 is said to live in the energy space when the first
(linear) term Tr(−∆ − µ)(γ − γf ) is finite, but it is necessary to interpret
this term appropriately, following [25] and [18]. When γ −Π−µ is finite rank
and smooth, then
0 6Tr(−∆− µ)(γ −Π−µ )
= Tr| −∆− µ| 12
(
Π+µ (γ −Π−µ )Π+µ −Π−µ (γ −Π−µ )Π−µ
)
| −∆− µ| 12
= Tr| −∆− µ| 12
(
Π+µ γΠ
+
µ +Π
−
µ (1− γ)Π−µ
)
| −∆− µ| 12 . (37)
The two formulas on the right side make sense for any γ and they are taken
as a definition of the trace Tr(−∆ − µ)(γ − Π−µ ) in all cases. The set of
all the density matrices which have a finite kinetic energy relative to Π−µ is
therefore the convex set
Kµ :=
{
0 6 γ = γ∗ 6 1 : |∆+ µ| 12 (γ −Π−µ )±±|∆+ µ|
1
2 ∈ S1
}
. (38)
We have used the convenient notation
Qσ1σ2 = Πσ1µ QΠ
σ2
µ with σ1, σ2 ∈ {+,−}. (39)
Note that the constraint 0 6 γ 6 1 implies that
(γ −Π−µ )++ − (γ −Π−µ )−− > (γ −Π−µ )2
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and, hence,∣∣∣∣∣∣(γ −Π−µ )| −∆− µ| 12 ∣∣∣∣∣∣2
S2
6 Tr| −∆− µ| 12
(
(γ −Π−µ )++ − (γ −Π−µ )−−
)
| −∆− µ| 12 <∞.
It is therefore useful to introduce the following Banach space
Xµ :=
{
Q = Q∗ ∈ B(L2(Rd)) : Q|∆+ µ| 12 ∈ S2,
|∆+ µ| 12Q±±|∆+ µ| 12 ∈ S1
}
, (40)
endowed with the norm
‖Q‖Xµ := ‖Q‖+
∥∥∥Q|∆+ µ| 12∥∥∥
S2
+
∥∥∥|∆+ µ| 12Q++|∆+ µ| 12∥∥∥
S1
+
∥∥∥|∆+ µ| 12Q−−|∆+ µ| 12∥∥∥
S1
,
where Q±± is defined in (39). We then have Kµ = {0 6 γ = γ∗ 6 1 :
γ − γf ∈ Xµ}, which realizes Kµ as a convex subset of the affine space
γf +Xµ.
We emphasize that |k2 − µ| vanishes on the Fermi sphere |k| = √µ. The
fact that operators Q in Xµ satisfy Q|∆ + µ|1/2 ∈ S2 does not imply that
Q is Hilbert-Schmidt. Indeed, Q does not even have to be compact (but it
is always bounded by assumption). In particular, Xµ is not included in any
of the sets Sp,s which we have introduced in the previous section. However,
we have S1,s ⊂ Xµ for all s > 2, which will be used later.
A very important property of the relative kinetic energy is the following
Lieb–Thirring inequality, which was proved in [18, Thm 2.1]:
Tr(−∆− µ)(γ −Π−µ ) > KLT
ˆ
Rd
((
ρΠ−µ + ρQ(x)
)1+2d − (ρΠ−µ )1+2d
− 2 + d
d
(ρΠ−µ )
2
d ρQ(x)
)
dx, (41)
for all d > 2, µ > 0 and all γ ∈ Kµ with Q := γ − Π−µ . The constant
KLT only depends on the dimension d > 2. The inequality (41) is wrong in
dimension d = 1, see [18]. The inequality (41) implies that for any γ ∈ Kµ,
the density ργ−Π−µ belongs to L
2(Rd)+L1+2/d(Rd). In particular, this shows
that the nonlinear term in the relative Hartree energy (36) is well-defined
for any γ ∈ Kµ if d > 2 and w ∈ L1(Rd) ∩ L(d+2)/4(Rd), in which case we
have w ∗ ργ−Π−µ ∈ L2(Rd) ∩ L1+d/2(Rd). We will soon make the stronger
assumption that w ∈ L1(Rd) ∩ L∞(Rd) for simplicity.
We recall that the relative density ργ−Π−µ has no sign in general. However,
by (12) the second term in (36) is non-negative when ŵ > 0. Furthermore,
when d = 2 and ‖(ŵ)−‖L∞ < KLT/(2π) with (ŵ)− := max(−ŵ, 0), we have
E(γ,Π−µ ) >
(
1− 2π‖ŵ−‖L∞
KLT
)
Tr(−∆− µ)(γ −Π−µ ) > 0.
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We cannot apply the same argument when d > 3 because the right side of
(41) behaves as (ργ−Π−µ )
1+2/d when ργ−Π−µ is large, while the second term
of (36) behaves as (ργ−Π−µ )
2. Summarizing our discussion, we have the
Proposition 1 (Coercivity of the relative energy in the defocusing case).
Let γ ∈ Kµ. Then, when d > 3 and ŵ > 0 we have
E(γ,Π−µ ) > Tr(−∆− µ)(γ −Π−µ ), (42)
while when d = 2 and ‖(ŵ)−‖L∞ < KLT/(2π) we have
E(γ,Π−µ ) >
(
1− 2π‖ŵ−‖L∞
KLT
)
Tr(−∆− µ)(γ −Π−µ ). (43)
The interest of the relative free energy E(γ,Π−µ ) is that it is a conserved
quantity. In the defocusing case it controls the norm of γ − Π−µ in Xµ and
this can be used to prove global well-posedness.
Theorem 4 (Global well-posedness in energy space at zero temperature).
Assume that d > 2 and that w ∈ L1(Rd) ∩ L∞(Rd) is such that w(x) =
w(−x) for a.e. x ∈ Rd. Let Q0 = γ0 − Π−µ with γ0 ∈ Kµ. Then there
exists a unique maximal solution Q(t) = γ(t) − Π−µ ∈ C0t ((−T−, T+),B) ∩
L∞t,loc((−T−, T+),Xµ) of (20) with γ(t) ∈ Kµ for all t and T± > 0. We have
the blow-up criterion
T± <∞ =⇒ lim
t→±T±
||Q(t)||Xµ = +∞. (44)
Its relative Hartree energy is conserved:
E(γ(t),Π−µ ) = E(γ0,Π−µ ), ∀t ∈ (−T−, T+).
Furthermore, when d > 3 and ŵ > 0 or when d = 2 and ‖(ŵ)−‖L∞ <
KLT/(2π), then the solution is global: T
− = T+ = +∞.
Our proof is based on the Lieb-Thirring inequality (41) and for this reason
we do not have a result in dimension d = 1. The proof is not done directly
in the energy space Xµ. In order to avoid the difficulty associated with the
possible divergence on the Fermi sphere k2 ≃ µ, we rather work in a larger
space Yµ, and then prove that solutions which are in the energy space at
time 0 remain in it for all times. This strategy is simpler, but it requires
the non-optimal condition that w ∈ L1(Rd) ∩ L∞(Rd).
An immediate consequence of Theorem 4 is the orbital stability of the
stationary solution Π−µ in the defocusing case.
Corollary 2 (Orbital stability of Π−µ in the defocusing case). Assume
that d > 2, that w ∈ L1(Rd) ∩ L∞(Rd), and that ŵ > 0 when d > 3 or
‖(ŵ)−‖L∞ < KLT/(2π) when d = 2. We have
sup
t∈R
Tr(−∆− µ)(γ(t)−Π−µ )
6 C
(
Tr(−∆− µ)(γ0 −Π−µ ) +
(
Tr(−∆− µ)(γ0 −Π−µ )
) 2d
d+2
)
(45)
for all γ0 ∈ Kµ and where C only depends on d, µ and w.
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We recall that the relative kinetic energy Tr(−∆ − µ)(γ − Π−µ ) controls
the Hilbert-Schmidt norm of (γ − Π−µ )|∆ + µ|1/2 and the trace norm of
|∆+ µ|1/2(γ − Π−µ )±±|∆+ µ|1/2. Hence the result means that if γ0 is close
to Π−µ in these norms, then γ(t) stays close to Π
−
µ for all times. The energy
does not provide a control on the operator norm ‖γ(t)−Π−µ ‖, however.
Proof of Corollary 2. The conservation of the relative energy means that
Tr(−∆− µ)(γ(t) −Π−µ ) 6 cE(γ0,Π−µ )
6 cTr(−∆− µ)(γ0 −Π−µ ) + C ||ρQ0 ||2L2+L1+2/d .
The constant on the first line is c = 1 for d > 3 and c = KLT/(KLT −
2π‖ŵ−‖L∞) for d = 2. The rest follows from (41). 
The rest of the section is devoted to the proof of Theorem 4.
Proof of Theorem 4. Our method is the following: first we show the local
well-posedness in a suitable space, which is larger than the energy space Xµ.
Then we prove the conservation of the relative Hartree energy for the very
smooth solutions which we have constructed in Section 3. By approximating
any initial datum with finite energy by a sequence of smooth finite rank
operators and passing to the limit, we obtain solutions in the energy space,
with a conserved energy. Uniqueness is guaranteed by the first step.
Step 1. Local well-posedness in a space larger than the energy space. We
start by considering the problem in a space Yµ which contains Kµ (for d > 2).
As we want to avoid the Fermi sphere |k| = √µ at which the operator Q can
fail to be compact, we use the projector Π+2µ, and only impose a condition
on the density of the operator in the ball of radius
√
2µ. We define
Yµ :=
{
Q = Q∗ ∈ B : Π+2µQΠ−2µ ∈ S2, Π+2µQΠ+2µ ∈ S1,
ρΠ−2µQΠ
−
2µ
∈ L2(Rd)
}
. (46)
We remark that − ||Q||Π−2µ 6 Π−2µQΠ−2µ 6 ||Q||Π−2µ which shows that the
density of Π−2µQΠ
−
2µ is well defined in L
∞(Rd) and it therefore makes sense
to assume that ρΠ−2µQΠ
−
2µ
∈ L2(Rd). The space Yµ is endowed with the norm
‖Q‖Yµ := ‖Q‖+ ‖Π+2µQΠ−2µ‖S2 + ‖Π+2µQΠ+2µ‖S1 + ‖ρΠ−2µQΠ−2µ‖L2 .
The following says that Kµ−Π−µ ⊂ Yµ, that is, the set of density matrices
of finite energy is included in Yµ.
Lemma 4. Let d > 2 and µ > 0. We have
||Q||Yµ 6 C
(
||Q||Xµ + ||Q||
1/2
Xµ
)
(47)
for all Q ∈ Xµ satisfying −Π−µ 6 Q 6 Π+µ and with C = C(d, µ).
Proof. We have∣∣∣∣∣∣Π+2µQΠ−2µ∣∣∣∣∣∣
S2
6
∣∣∣∣∣∣|∆+ µ|1/2Q∣∣∣∣∣∣
S2
∣∣∣∣∣∣Π+2µ|∆+ µ|−1/2∣∣∣∣∣∣ =
∣∣∣∣|∆+ µ|1/2Q∣∣∣∣
S2√
µ
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and a similar inequality for ‖Π+2µQΠ+2µ‖S1 . On the other hand, since −Π−µ 6
Π−2µQΠ
−
2µ 6 Π
−
2µ, we have |ρΠ−2µQΠ−2µ(x)| 6 Cµ
d/2 almost everywhere. The
Lieb-Thirring inequality (85) yieldsˆ
Rd
|ρΠ−2µQΠ−2µ |
2 6 C
ˆ
Rd
min
(
|ρΠ−2µQΠ−2µ |
2, |ρΠ−2µQΠ−2µ |
1+ 2
d
)
6 CTr(−∆− µ)Q
with constants depending on d and µ, which proves the result. 
Adapting the proof of Lemma 1, it is easy to see that Yµ ⊂ S1,loc and
thus ρQ is a well-defined function for Q ∈ Yµ. We actually have ρQ ∈
(L1 + L2)(Rd) with the precise estimate∣∣∣∣∣∣ρΠ−2µQΠ−2µ∣∣∣∣∣∣L2 +
∣∣∣∣∣∣ρΠ+2µQΠ−2µ∣∣∣∣∣∣L2 +
∣∣∣∣∣∣ρΠ−2µQΠ+2µ∣∣∣∣∣∣L2 +
∣∣∣∣∣∣ρΠ+2µQΠ+2µ∣∣∣∣∣∣L1 6 C ||Q||Yµ .
(48)
It is very important for us that the map
Q ∈ Yµ 7→ 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ρQ(x)ρQ(y) dx dy
is continuous when w ∈ L1(Rd) ∩ L∞(Rd), which follows from (48).
Proposition 2 (Local well-posedness in Yµ). Let d > 1 and w ∈ L1(Rd) ∩
L∞(Rd). Let Q0 ∈ Yµ such that
ρeit∆Π−2µQ0Π
−
2µe
−it∆ ∈ C0t (R, L2x(Rd)). (49)
Then there exists a unique maximal solution Q ∈ C0((−T−, T+),Yµ) to the
Duhamel principle (20), with T± > 0. We have the blow-up criterion
T± <∞ =⇒ lim
t→±T±
||Q(t)||Yµ = +∞. (50)
The solution depends continuously on Q0 in Yµ, on ρeit∆Π−2µQ0Π−2µe−it∆ in
C0t ((−T−, T+), L2x(Rd)), and on w in L1(Rd) ∩ L∞(Rd).
The assumption (49) looks complicated but it is automatically satisfied if
Q0 is a smooth finite rank operator, or if Q0 = γ0 −Π−µ with γ0 ∈ Kµ, since
in this case
∣∣∣∣eit∆Q0e−it∆∣∣∣∣Xµ = ||Q0||Xµ for all t. This is the situation which
we will need later on.
Proof of Proposition 2. The proof of the proposition relies on a fixed point
technique, exactly like for the proof of Theorem 3 in Section 3. It follows
from the estimates:
sup
t∈R
∣∣∣∣eit∆[Π−µ , ρQ ∗ w]e−it∆∣∣∣∣Yµ 6 C ||Q||Yµ , (51)
sup
t∈R
∣∣∣∣eit∆[Q′, ρQ ∗ w]e−it∆∣∣∣∣Yµ 6 C ∣∣∣∣Q′∣∣∣∣Yµ ||Q||Yµ . (52)
All the terms in the definition of ‖·‖Yµ are invariant under the free Schro¨dinger
evolution, except for the one involving the low-momentum density.
We start by proving (51) and note as a start that∣∣∣∣[Π−µ , ρQ ∗ w]∣∣∣∣ 6 ||ρQ ∗ w||L∞ 6 C(||w||L2 + ||w||L∞) ||Q||Yµ
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by (48). Then we remark that Π+2µ[ρQ ∗ w,Π−µ ]Π+2µ = 0 since Π−µΠ+2µ = 0.
Writing for short V := ρQ ∗ w, we turn to∣∣∣∣∣∣Π+2µ[V,Π−µ ]Π−2µ∣∣∣∣∣∣
S2
=
∣∣∣∣∣∣Π+2µVΠ−µ ∣∣∣∣∣∣
S2
6
∣∣∣∣VΠ−µ ∣∣∣∣S2 = Cµd/4 ||V ||L2 ,
which can be estimated by C(||w||L1 + ||w||L2) ||Q||Yµ by (48). Finally, we
estimate the density of eit∆Π−2µ[V,Π
−
µ ]Π
−
2µe
−it∆ by duality, similarly as in
Lemma 1:ˆ
Rd
ρeit∆Π−2µV Π
−
µ e−it∆
W = Tr(eit∆Π−2µ[V,Π
−
µ ]Π
−
2µe
−it∆W )
6 2
∣∣∣∣∣∣Π−2µV ∣∣∣∣∣∣
S2
∣∣∣∣∣∣Π−2µW ∣∣∣∣∣∣
S2
6 C ||V ||L2 ||W ||L2
where C is independent of t.
Next we turn to (52) and note first that ||[V,Q′]|| 6 2 ||V ||L∞ ||Q′|| 6
C ||Q||Yµ ||Q′||Yµ . For the Hilbert-Schmidt term, we write
Π+2µV Q
′Π−2µ = Π
+
2µV Π
−
2µQ
′Π−2µ +Π
+
2µVΠ
+
2µQ
′Π−2µ,
and estimate the two terms on the right side. We have ‖V Π−2µ‖S2 =
Cµd/4‖V ‖L2 , leading to
‖Π+2µV Π−2µQ′Π−2µ‖S2 6 C‖V ‖L2‖Q′‖ 6 C‖Q‖Yµ‖Q′‖Yµ .
We also have
‖Π+2µVΠ+2µQ′Π−2µ‖S2 6 ‖V ‖L∞‖Π+2µQ′Π−2µ‖S2 6 C‖Q‖Yµ‖Q′‖Yµ ,
and hence ‖Π+2µV Q′Π−2µ‖S2 6 C‖Q‖Yµ‖Q′‖Yµ . The proof for Π+2µQ′V Π−2µ
and for Π+2µ[V,Q
′]Π+2µ is similar. Finally, ρ[e
it∆Π−2µ[V,Q
′]Π−2µe
−it∆] is esti-
mated by duality as before.
The rest of the proof of Proposition 2 goes along the same lines as that of
Theorem 3. The assumption (49) on Q0 is needed to ensure that the term
eit∆Q0e
−it∆ belongs to C0t (R,Yµ). In order to iterate the fixed point theorem
and construct a maximal solution, we need to verify that the condition (49)
is propagated along the flow. So we have to prove that ρeis∆Π−2µQ(t)Π
−
2µe
−is∆ ∈
C0s (R, L
2
x(R
d)). From Duhamel’s formula we have
ρ
[
eis∆Π−2µQ(t)Π
−
2µe
−is∆
]
= ρ
[
ei(t+s)∆Q0e
−i(t+s)∆
]
− i
ˆ t
0
ρ
[
ei(s+t−t
′)∆[w ∗ ρQ(t′), γf +Q(t′)]ei(t′−t−s)∆
]
dt′.
The first term is continuous and locally bounded under our assumption (49)
on Q0, and the second can be uniformly estimated by C
´ t
0 (||Q(t′)||Yµ +
||Q(t′)||2Yµ) dt′. The continuity follows from a density argument. 
Step 2. Conservation of relative energy for smooth operators. In Theo-
rem 3 we have constructed smooth solutions to the Hartree equation, in
the Sobolev-Schatten spaces Sp,s. We remark that S1,s ⊂ Yµ for s >
max(2, d/2), since then ρQ ∈ L2 by Lemma 1. By an argument similar to
Corollary 1, one can prove that the maximal time of existence of solutions
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in S1,s is the same as in Yµ. The purpose of this step is to prove the conser-
vation of the relative Hartree energy E(γ(t),Π−µ ) when γ0 −Π−µ ∈ S1,s with
s large enough.
Proposition 3 (Conservation of relative energy in S1,s). Let d > 1, s > 2+
max(2, d/2), and w ∈ L1 ∩L∞ satisfying all the assumptions of Theorem 3,
with furthermore w(x) = w(−x) for a.e. x ∈ Rd. Let Q0 ∈ S1,s and
consider Q ∈ C0t ((−T−, T+),S1,s) the unique maximal solution to (20) built
in Theorem 3 with γf = Π
−
µ . Then, the relative particle number and the
relative energy are conserved along the flow: we have
E(Π−µ +Q(t),Π−µ ) = E(Π−µ +Q0,Π−µ ) and TrQ(t) = TrQ0
for all t ∈ (−T−, T+).
Proof. We abbreviate E(Q) := E(Π−µ +Q,Π−µ ) for shortness:
E(Q(t)) = Tr| −∆− µ|1/2(Q(t)++ −Q(t)−−)| −∆− µ|1/2
+
1
2
¨
ρQ(t)(x)ρQ(t)(y)w(x − y) dx dy.
When Q ∈ S1,s and s > max(2, d/2), then VQ = w ∗ ρQ ∈ (L2 ∩ L∞)(Rd)
and we infer that¨
ρQ(t)(x)ρQ(t)(y)w(x− y) dxdy = Tr(VQQ).
From Duhamel’s formula we see that ∂tQ ∈ S1,s−2 and we can differen-
tiate the function t 7→ E(Q(t)). The first term in E(Q(t)) is differentiable
when ∂tQ ∈ S1,2 which requires s > 4. Similarly, the second term is dif-
ferentiable when s > 2 + d/2. Using that w(x) = w(−x), we have for all
t ∈ (−T−, T+)
∂tE(Q(t)) = Tr| −∆− µ|1/2(Q˙++ − Q˙−−)| −∆− µ|1/2 +Tr(VQQ˙),
with
Q˙++ − Q˙−− = (−i) ([−∆, Q++ −Q−−] + [VQ, Q]++ − [VQ, Q]−−) .
Since Q++, Q−− ∈ S1,4, we have
Tr|−∆−µ| 12 [−∆, Q++]|−∆−µ| 12 = 0 = Tr|−∆−µ| 12 [−∆, Q−−]|−∆−µ| 12 .
We now remark that (−∆−µ)[VQ, Q] ∈ S1. Indeed, VQ ∈ L∞ and Q ∈ S1,2,
hence (−∆ − µ)QVQ ∈ S1. For the other term, we commute the Laplacian
as follows
(−∆)VQQ =
(
(−∆VQ) + 2∇VQ · ∇
)
Q+ VQ(−∆)Q
and we use that ∆VQ,∇VQ ∈ L∞, since w ∈ W 2,1 ∩W 2,∞ by assumption.
As a consequence, (−∆− µ)[VQ, Q] ∈ S1 and we have
Tr| −∆− µ|1/2([VQ, Q]++ − [VQ, Q]−−)| −∆− µ|1/2 = Tr(−∆− µ)[VQ, Q].
Since we also have VQQ ∈ S1, then Tr[VQ, Q] = 0 and
Tr(−∆− µ)[VQ, Q] = Tr(−∆)[VQ, Q] = TrVQ[Q,−∆].
Summarizing, we thus have proved that
∂tTr| −∆− µ|1/2(Q++ −Q−−)| −∆− µ|1/2 = Tr[−∆, VQ]Q.
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Now let us compute the time derivative of the second term in the energy:
∂t
1
2
Tr(VQQ) = Tr(VQQ˙) = (−i)TrVQ ([−∆+ VQ, γf +Q]) .
By the proof of Lemma 2, we know that VQγf ∈ S1,s, and therefore the op-
erators V 2Qγf and VQγfVQ are both in S
1 since VQ ∈ L∞. We deduce that
TrVQ[VQ, γf ] = 0. We have also seen that VQQ ∈ S1, hence V 2QQ,VQQVQ ∈
S1 and hence TrVQ[VQ, Q] = 0. We finally have ∂tTr(VQQ) = 2TrVQ[−∆, Q],
implying that
∂tE(Q(t)) = TrVQ[Q,−∆] + TrVQ[−∆, Q] = 0,
and the energy is conserved. The proof for TrQ(t) is similar. 
Step 3. A solution starting in Kµ stays in Kµ. Here we prove that any
solution in Yµ such that Q0 = γ0 − Π−µ with γ0 ∈ Kµ stays in the energy
space for all times, and that the relative Hartree energy is conserved. Since
states in Kµ do not necessarily have a finite particle number relative to Π−µ ,
we a priori lose this conservation law.
Proposition 4 (Conservation of the relative energy). Assume that d > 2
and that w ∈ L1∩L∞ with w(x) = w(−x) for a.e. x ∈ Rd. Let Q0 = γ0−Π−µ
with γ0 ∈ Kµ. Then the unique maximal solution Q(t) = γ(t) − Π−µ ∈
C0t ((−T−, T+),Yµ) satisfies that γ(t) ∈ Kµ for all t ∈ R and the relative
energy is conserved:
E(γ(t),Π−µ ) = E(γ0,Π−µ ), ∀t ∈ (−T−, T+).
Proof. We start by assuming that w satisfies all the assumptions of Theo-
rem 3, with p = 1 and some s > 2+max(2, d/2). We will remove this condi-
tion at the end of the proof. Let γ0 = Q0+Π
−
µ be any density matrix in Kµ,
and denote by Q(t) the associated maximal solution in C0((−T−, T+),Yµ).
The following is an improvement of [18, Lemma 3.2] and it says that one
can approximate Q0 by a sequence of smooth finite-rank operators, with the
low-momentum density converging strongly in L2.
Lemma 5. Let γ = Q+Π−µ ∈ Kµ with d > 2. Then there exists a sequence
−Π−µ 6 Q(n) 6 Π+µ of finite rank operators, compactly supported in the
Fourier domain, such that
• For all ϕ ∈ L2(Rd), Q(n)ϕ→ Qϕ in L2(Rd));
• limn→∞ ‖(Q(n) −Q)| −∆− µ|1/2‖S2 = 0;
• limn→∞ ‖| −∆− µ|1/2(Q(n) −Q)±±| −∆− µ|1/2‖S1 = 0;
• ρQ(n) → ρQ in L1loc(Rd);
• ρΠ−2µQ(n)Π−2µ → ρΠ−2µQΠ−2µ strongly in L
2(Rd).
We finish the proof of Proposition 3 before turning to that of Lemma 5.
We take a sequence Q
(n)
0 as in Lemma 5 and remark that Q
(n)
0 → Q0 in Yµ.
Furthermore, by the proof of Lemma 5, we also have ρ[eit∆Π−2µQ
(n)
0 Π
−
2µe
−it∆]→
ρ[eit∆Π−2µQ0Π
−
2µe
−it∆] strongly in L2(Rd) and uniformly in t on any com-
pact set of R. By Proposition 2, this proves that the maximal times of
existence of the associated solution Q(n)(t) satisfy lim infn→∞ T
±
n > T
± and
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that Q(n)(t) → Q(t) in C0t ([−T− + ε, T+ − ε],Yµ) for any ε > 0. By (48),
this implies in particular that ρQ(n)(t) → ρQ(t) strongly in C0t ([−T−+ε, T+−
ε], L1 + L2) and, since w ∈ L1 ∩ L∞, that
lim
n→∞
ˆ
Rd
ˆ
Rd
w(x− y)ρQ(n)(t)(x)ρQ(n)(t)(y) dx dy
=
ˆ
Rd
ˆ
Rd
w(x− y)ρQ(t)(x)ρQ(t)(y) dx dy
uniformly in t on [−T− + ε, T+ − ε]. By Proposition 3, the relative Hartree
energy of Q(n)(t) is conserved and, therefore,
lim
n→∞
Tr(−∆− µ)Q(n)(t)
= Tr(−∆− µ)Q0 + 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ρQ0(x)ρQ0(y) dx dy
− 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ρQ(t)(x)ρQ(t)(y) dx dy (53)
where the right side is uniformly bounded for t ∈ [−T− + ε, T+ − ε]. Here
we have used that limn→∞Tr(−∆−µ)Q(n)0 = Tr(−∆−µ)Q0, by Lemma 5.
From (48) and the assumptions on w, for n large enough the potential
w ∗ ρQ(n)(t) is in L1([−T− + ε, T+ − ε], L∞x ). By [48], this implies that there
exists a unitary operator U (n)(t, t′) on L2(Rd) associated with the time-
dependent Hamiltonian −∆+ w ∗ ρQ(n)(t). Then Q(n)(t) = U (n)(t, 0)(Π−µ +
Q
(n)
0 )U
(n)(0, t) − Π−µ . In particular, since 0 6 Π−µ + Q(n)0 6 1, then 0 6
Π−µ +Q
(n)(t) 6 1 for all t ∈ (−T− + ε, T+ − ε). By the same argument, we
have 0 6 γ(t) = Π−µ + Q(t) 6 1 as well, for all t ∈ (−T−, T+). In order to
show that γ(t) ∈ Kµ, it suffices to prove that Tr(−∆ − µ)Q(t) is finite for
all t.
We recall that the relative kinetic energy is defined by Tr(−∆ − µ)Q :=
Tr|∆+µ|1/2(Q++−Q−−)|∆+µ|1/2 and it is weakly lower semi-continuous
since Q++,−Q−− > 0. From (53) we deduce that
Tr(−∆− µ)Q(t) 6 Tr(−∆− µ)Q0 + 1
2
¨
w(x− y)ρQ0(x)ρQ0(y) dx dy
− 1
2
¨
w(x− y)ρQ(t)(x)ρQ(t)(y) dx dy
which proves that γ(t) ∈ Kµ for all t, and that E(γ(t),Π−µ ) 6 E(γ0,Π−µ ),
for all t ∈ (−T−, T+). In order to derive the other inequality, it suffices
to exchange the role of t and 0. We start the dynamics at t with initial
condition γ(t) ∈ Kµ and, by uniqueness, the so-obtained solution coincides
with the other dynamics started at 0. The previous argument provides the
reverse inequality E(γ0,Π−µ ) 6 E(γ(t),Π−µ ).
Our proof was based on the fact that w is very smooth, but now that we
have shown the conservation of the energy for all solutions in Kµ, we can
remove this condition by using the continuity of the solutions in Yµ with
respect to w. On the other hand, the blow up criterion (50) follows from
the one in Yµ by (47). We skip the details. 
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It remains to provide the
Proof of Lemma 5. Like in [18, Lemma 3.2], we let Q(n) := PnQPn with
Pn := 1(1/n 6 | −∆−µ| 6 n), which localizes away from the Fermi surface
and from infinity. The operator Q(n) is not yet of finite rank, but it is
Hilbert-Schmidt and very smooth, and it can itself be approximated by a
finite rank operator by [26, Thm 6]. The convergence properties of Q(n) are
all proved in [18, Lemma 3.2], except for the last one, for which we compute
Π−2µQ
(n)Π−2µ −Π−2µQΠ−2µ =Π−2µPnQPnΠ−2µ −Π−2µQΠ−2µ
=−Π−2µP⊥n QP⊥n Π−2µ −Π−2µP⊥n QPnΠ−2µ
−Π−2µPnQP⊥n Π−2µ (54)
with n > 2µ. The density of Π−2µP
⊥
n QP
⊥
n Π
−
2µ is in L
∞ due to the projection
Π−2µ and, by the Lieb-Thirring inequality (41), we haveˆ
Rd
ρ2
Π−2µP
⊥
n QP
⊥
n Π
−
2µ
6 C
ˆ
Rd
min(ρ2
Π−2µP
⊥
n QP
⊥
n Π
−
2µ
, ρ
1+2/d
Π−2µP
⊥
n QP
⊥
n Π
−
2µ
)
6 CTr| −∆− µ|Π−2µP⊥n QP⊥n Π−2µ → 0.
We still need to control the density of the two other terms in (54) and we
only explain how to deal with the first one. We write
Π−2µP
⊥
n QPnΠ
−
2µ =P
⊥
n Q
−−Pn +Π
−
2µP
⊥
n Q
++PnΠ
−
2µ
+Π−µP
⊥
n QPnΠ
−
2µΠ
+
µ +Π
+
µΠ
−
2µP
⊥
n QPnΠ
−
µ
Following the proof in [18, p 456–457], we find that the density of the last
two terms can be estimated in L2 by a constant times∣∣∣∣∣∣QP⊥n |∆+ µ|1/2∣∣∣∣∣∣1/2
S2
∣∣∣∣∣∣QPn|∆+ µ|1/2∣∣∣∣∣∣1/2
S2
which tends to 0 when n → ∞. We therefore only have to deal with the
first two terms. Using that Q−− 6 0, we write
1
4ε
P⊥n Q
−−P⊥n + εPnQ
−−Pn 6 P
⊥
n Q
−−Pn 6 − 1
4ε
P⊥n Q
−−P⊥n − εPnQ−−Pn
and deduce |ρP⊥n Q−−Pn | 6 (4ε)−1|ρP⊥n Q−−P⊥n |+ ε|ρPnQ−−Pn |. From (41) and
the fact that the density of all the operators appearing in the previous
estimates are uniformly bounded, we conclude thatˆ
Rd
|ρP⊥n Q−−Pn |2 6 −
1
4ε
Tr|∆+ µ|P⊥n Q−−P⊥n − εTr|∆+ µ|Q−−.
The argument is the same for the term involving Q++ and we get the result
by letting first n→∞ and then ε→ 0. 
Step 4. Global well-posedness in the defocusing case. Now we assume that
d > 3 and ŵ > 0 or that d = 2 and ‖(ŵ)−‖L∞ < KLT/(2π). Then we deduce
from (42) and (43) that
Tr(−∆− µ)Q(t) 6

E(γ0,Π−µ ) for d > 3,
E(γ0,Π−µ )
1− 2π‖ŵ−‖L∞KLT
for d = 2,
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and all t ∈ (−T−, T+). This shows that Q(t) is uniformly bounded in Xµ
and therefore in Yµ, by (47). This implies global well-posedness, by the
blow-up criterion (50) in Yµ. 
5. Local well-posedness with Strichartz estimates
In Section 3, we have constructed solutions to the Hartree equation (3)
in Sp,s with s > d(p − 1)/p. We then used similar techniques in Section 4
to deal with the special case of a Fermi gas at zero temperature, γf = Π
−
µ .
Our goal is to solve the positive temperature cases (7)–(9) as well. Because
of Klein’s inequality (see (82) in Section 6), it is natural to look for solutions
in the space S2,1 of operators Q such that Q(1 − ∆)1/2 ∈ S2. This space
is covered by Theorem 3 only in dimension d = 1. We treat here the cases
d = 1, 2, 3 by a different method.
So far we have only employed estimates relating Q(t) and ρQ(t) which
are uniform with respect to the time variable. That is, we have not used
the regularization properties of the time-dependent Schro¨dinger propagator,
which are usually expressed by means of Strichartz inequalities. The usual
inequality of this kind [46, 30, 12, 47] is of little use in our context and,
instead, our results are based on a more precise Strichartz inequality in
Schatten spaces, which has recently been proved in [19].
In this section we take again a general reference state γf = f(−∆). We
do not assume anymore that γf = Π
−
µ . We want to lower the exponent s
measuring the regularity of Q. For shortness, we only consider two cases in
this section: S2 in dimension d = 1, 2 and S2,1 in dimension d = 1, 2, 3. Our
method allows to decrease the regularity exponent s in higher dimensions,
but without reaching s = 1. Also, we can deal with other Schatten exponents
p, but we do not mention this here.
Theorem 5 (Well-posedness inS2 in d = 1, 2). Let d ∈ {1, 2}, w ∈ L1(Rd)∩
L∞(Rd) and f ∈ L∞(R+,R) such that ´
Rd
|f(k2)| dk <∞. Assume that
Q0 ∈ S2 and w ∗ ρeit∆Q0e−it∆ ∈ L
8/d
t,loc(R, L
2
x ∩ L∞x ). (55)
Then there exists a unique maximal solution Q(t) ∈ C0((−T−, T+),S2)
to (20) with T± > 0, such that w ∗ ρQ(t) ∈ L8/dt,loc((−T−, T+), L2x ∩ L∞x ). We
have the blow up criterion
T± <∞ =⇒ lim
t→±T±
ˆ ±t
0
∣∣∣∣w ∗ ρQ(t)∣∣∣∣8/dL2x∩L∞x dt = +∞. (56)
Furthermore, this solution is continuous with respect to Q0, w and f : if
Q
(n)
0 → Q0, wn → w and fn → f for the norms appearing above, then
the corresponding unique solution Qn(t) has a time of existence such that
lim inf T±n > T
±, and we have for every ε > 0
lim
n→∞
∣∣∣∣w ∗ ρQ(t) − wn ∗ ρQn(t)∣∣∣∣L8/d((−T−+ε,T+−ε),L2x∩L∞x )
= lim
n→∞
||Qn(t)−Q(t)||L∞((−T−+ε,T+−ε),S2) = 0.
Theorem 6 (Well-posedness in S2,1 in d = 1, 2, 3). Let d ∈ {1, 2, 3},
w,∇w ∈ L1(Rd) ∩ L∞(Rd) and f ∈ L∞(R+,R) such that ´
Rd
(|f(k2)| +
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k2|f(k2)|2) dk <∞. Assume that
Q0 ∈ S2,1 and w ∗ ρeit∆Q0e−it∆ ∈ L
8/d
t,loc(R,H
1
x ∩W 1,∞x ). (57)
Then there exists a unique maximal solution Q(t) ∈ C0((−T−, T+),S2,1)
to (20) with T± > 0, such that w ∗ ρQ(t) ∈ L8/dt,loc((−T−, T+),H1x ∩W 1,∞x ).
We have the blow up criterion
T± <∞ =⇒ lim
t→±T±
ˆ ±t
0
∣∣∣∣w ∗ ρQ(t)∣∣∣∣8/dH1x∩W 1,∞x dt = +∞. (58)
Furthermore, this solution is continuous with respect to Q0, w and f , in
the same fashion as in the previous theorem.
As in Proposition 2, we need the complicated assumptions (55) and (57)
on the density of the initial datum Q0. This is necessary since an operator
Q0 ∈ S2 (or ∈ S2,1 for d = 3) has no well-defined density in general. The
assumption on the density is satisfied if for instance Q0 ∈ S8/7, by the
Strichartz inequality of [19] which precisely states that∣∣∣∣ρeit∆Qe−it∆∣∣∣∣LptLqx 6 C ||Q||S 2qq+1 , for 1 6 q 6 1 + 2d and 2p + dq = d. (59)
Later, (57) will be satisfied for another reason, namely because γ0 = γf+Q0
will have a finite entropy relative to γf .
The strategy to prove Theorems 5 and 6 is different from our previous
proofs of local well-posedness. We use a fixed-point argument on the poten-
tial VQ = w ∗ ρQ. To do so, we notice that, if Q ∈ C0t ([−T, T ],S1loc) is such
that VQ ∈ L1t ((−T, T ), L∞x ), it is equivalent that Q solves (20) and that
Q(t) = eit∆WVQ(t, 0)(γf +Q0)WVQ(t, 0)∗e−it∆ − γf , ∀t ∈ [−T, T ], (60)
where the wave operator WV (t, 0) is defined for any V ∈ L1t ((−T, T ), L∞x )
via the Dyson series
WV (t, 0) = 1 +
∑
n>1
W(n)V (t, 0), (61)
with, for all t, t0 ∈ [−T, T ],
W(n)V (t, t0) := (−i)n
ˆ t
t0
dtn
ˆ tn
t0
dtn−1 · · ·
ˆ t2
t0
dt1×
× ei(t0−tn)∆V (tn)ei(tn−tn−1)∆ · · · ei(t2−t1)∆V (t1)ei(t1−t0)∆. (62)
We recall that this series is absolutely convergent in B(L2(Rd)) for any fixed
t, t0, since
‖W(n)V (t, t0)‖ 6
1
n!
‖V ‖nL1t ([−T,T ],L∞x (Rd))
for any n > 1. As a consequence, the potential VQ solves the equation
VQ(t) = w ∗
(
ρ
[
eit∆WVQ(t, 0)(γf +Q0)WVQ(t, 0)∗e−it∆
]− ργf ) , (63)
in the space L1t ((−T, T ), L∞x ). We find a local solution to (63) in the smaller
space L
8/d
t ((−T, T ), L2x ∩ L∞x ), for T > 0 small enough, by a fixed point
argument. The solution will then be extended to a maximal time of existence
by verifying that the conditions (55) and (57) are propagated along the flow.
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The rest of this section is devoted to the proof of the two theorems. As
usual, we first detail useful estimates before turning to the actual proof. The
main ingredient is an estimate from [19] on the wave operators W(n)V (t, t0).
For n = 1, the estimate dual to (59) is∥∥∥W(1)V (t, t0)∥∥∥
S2q
6 C‖V ‖LptLqx , (64)
and, for n > 2, it reads∥∥∥W(n)V (t, t0)∥∥∥
S
2⌈ qn ⌉
6
Cn
(n!)
1
p
−ε
‖V ‖nLptLqx . (65)
Here t, t0 ∈ R, d > 1, 1 + d/2 6 q < ∞, 2/p + d/q = 2 and 0 < ε < 1/p.
The constant C depends on d, p, q, ε but not on t, t0 ∈ R.
In addition to this result, we need some estimates adapted to the space
S2,1 (that is, involving derivatives) for the second order term W(2)V (t, t0).
These estimates are only valid for d = 1, 2, 3, and this is where the dimen-
sional restriction in Theorem 6 comes from.
Lemma 6 (Second order term W(2)). Let d ∈ {1, 2, 3}. For any U, V ∈
L
8/(8−d)
t (R, L
2
x ∩ L4x), and for any t, t0 ∈ R, we define the operator
W(2)(U,V )(t, t0) := −
ˆ t
t0
dt2
ˆ t2
t0
dt1e
−it2∆U(t2)e
i(t2−t1)∆V (t1)e
it1∆.
Then, we have the estimate∥∥∥(1−∆)− 14W(2)(U,V )(t, t0)(1−∆)− 14∥∥∥
S2
6 C‖U‖
L
8
8−d
t (L
2
x∩L
4
x)
‖V ‖
L
8
8−d
t (L
2
x∩L
4
x)
.
(66)
Furthermore, for any U, V ∈ L
5
5−d
t (R, L
5/2
x ) ∩ L
10
10−d
t (R, L
5/2
x ), we have∥∥∥W(2)(U,V )(t, t0)(1−∆)− 12∥∥∥
S2
6 C‖U‖1/2
L
5
5−d
t (L
5/2
x )
‖V ‖1/2
L
5
5−d
t (L
5/2
x )
‖U‖1/2
L
10
10−d
t (L
5/2
x )
‖V ‖1/2
L
10
10−d
t (L
5/2
x )
. (67)
The constant C > 0 only depends on the dimension d.
Proof of Lemma 6. We start by proving (66). Let U, V ∈ L
8
8−d
t (R, (L
2
x ∩
L4x)(R
d)). The method is the same as the proof of [19, Thm 2]: noticing
that e−it∆V (x)eit∆ = V (x+ 2tp) with p := −i∇, we deduce that
∥∥∥(1−∆)− 14W(2)(U,V )(t, t0)(1−∆)− 14∥∥∥2
S2
= Tr
ˆ t
t0
dt2
ˆ t2
t0
dt1
ˆ t
t0
dt4
ˆ t4
t0
dt3
(1−∆)− 14U(t2, x+ 2t2p)V (t1, x+ 2t1p)(1−∆)−
1
2×
× V (t3, x+ 2t3p)U(t4, x+ 2t4p)(1−∆)−
1
4 ,
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which can be estimated by
ˆ
R4
dt1dt2dt3dt4‖(1−∆)−
1
4 |U | 12 (t2, x+ 2t2p)‖S8×
×‖|U | 12 (t2, x+2t2p)|V |
1
2 (t1, x+2t1p)‖S4‖|V |
1
2 (t1, x+2t1p)(1−∆)−
1
4 ‖S8×
×‖(1−∆)− 14 |V | 12 (t3, x+2t3p)‖S8‖|V |
1
2 (t3, x+2t3p)|U |
1
2 (t4, x+2t4p)‖S4×
× ‖|U | 12 (t4, x+ 2t4p)(1−∆)−
1
4‖S8 .
Using that k 7→ (1 + k2)−1/4 ∈ L8(Rd) for d = 1, 2, 3 and the estimate
‖f(αx+ βp)g(γx+ δp)‖Sr 6 (2π)−d/r
‖f‖Lr(Rd)‖g‖Lr(Rd)
|αδ − βγ| dr
(68)
valid for all r > 2 by [19, Lemma 1], we deduce that∥∥∥(1−∆)− 14W(2)(U,V )(t, t0)(1−∆)− 14∥∥∥2
S2
6 C
ˆ
R4
dt1dt2dt3dt4×
× ‖U(t1)‖L2x∩L4x‖U(t2)‖L2x∩L4x‖V (t3)‖L2x∩L4x‖V (t4)‖L2x∩L4x
|t1 − t2| d4 |t3 − t4| d4
.
The inequality (66) follows from the multilinear Hardy-Littlewood-Sobolev
(HLS) inequality [19, Thm 4]. To prove (67), we use the same method:∥∥∥W(2)(U,V )(t, t0)(1−∆)− 12∥∥∥2
S2
6
ˆ
R4
dt1dt2dt3dt4‖(1 −∆)−
1
2 |V | 12 (t3, x+ 2t3p)‖S5×
× ‖|V | 12 (t3, x+ 2t3p)|U |
1
2 (t4, x+ 2t4p)‖S5×
× ‖|U | 12 (t4, x+ 2t4p)|U |
1
2 (t2, x+ 2t2p)‖S5×
×‖|U | 12 (t2, x+2t2p)|V |
1
2 (t1, x+2t1p)‖S5‖|V |
1
2 (t1, x+2t1p)(1−∆)−1/2‖S5 .
Then, again by (68), we have∥∥∥W(2)(U,V )(t, t0)(1−∆)− 12∥∥∥2
S2
6
ˆ
R4
dt1dt2dt3dt4
‖U(t1)‖L5/2x ‖U(t2)‖L5/2x ‖V (t3)‖L5/2x ‖V (t4)‖L5/2x
|t1 − t2| d5 |t2 − t4| d5 |t3 − t4| d5
,
which leads to (67) by the multilinear HLS inequality. 
Lemma 7. Let d > 1. We have
‖W(n)V (t, t0)g(−i∇)‖S2 6 (2π)d/2
‖V ‖n−1
L1tL
∞
x
(n− 1)! ‖V ‖L1tL2x‖g‖L2 , ∀t, t0 ∈ R
for any V ∈ L1t (R, L2x ∩ L∞x ), g ∈ L2(Rd), and all n > 1.
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Proof. We write
‖W(n)V (t, t0)g(−i∇)‖S2
6
ˆ t
t0
dtn
ˆ tn
t0
dtn−1 · · ·
ˆ t2
t0
dt1‖V (tn)‖L∞x · · · ‖V (t2)‖L∞x ‖V (t1, x)g(−i∇)‖S2
6 (2π)
d
2 ‖V ‖L1tL2x‖g‖L2
ˆ t
t0
dtn
ˆ tn
t0
dtn−1 · · ·
ˆ t3
t0
dt2‖V (tn)‖L∞x · · · ‖V (t2)‖L∞x
6 (2π)
d
2
‖V ‖n−1
L1tL
∞
x
(n− 1)! ‖V ‖L1tL2x‖g‖L2 . 
By using the previous estimates, we are now able to get local solutions to
the potential equation (63).
Proposition 5 (Solving the potential equation (63)). Let d ∈ {1, 2, 3},
w ∈ L1(Rd) ∩ L∞(Rd) and f ∈ L∞(R+,R) such that ´
Rd
|f(k2)| dk < ∞.
Assume that
Q0 ∈ S2 and w ∗ ρeit∆Q0e−it∆ ∈ L
8/d
t,loc(R, L
2
x ∩ L∞x ) (69)
with the additional condition that Q0 ∈ S2,1 if d = 3. Then there exists
a time T > 0 and a solution V ∈ L8/dt ((−T, T ), L2x ∩ L∞x ) of (63). The
corresponding density satisfies
ρ
[
eit∆WV (t, 0)(γf +Q0)WV (t, 0)∗e−it∆
]− ργf − ρ [eit∆Q0e−it∆]
∈ L8/dt ((−T, T ), L1x + L2x). (70)
Furthermore, if
||Q0||S2 /S2,1 +
∣∣∣∣w ∗ ρeit∆Q0e−it∆∣∣∣∣L8/dt ((−1,1),L2x∩L∞x ) + ||w||L1∩L∞
+ ||f ||L∞ +
ˆ
Rd
|f(k2)| dk 6 R,
then the time T > 0 can be chosen to depend only on R.
Proof of Proposition 5. Let Q0 be as in the statement, 0 < T 6 1 to be cho-
sen later and R > ||Q0||S2 /S2,1 +
∣∣∣∣w ∗ ρeit∆Q0e−it∆∣∣∣∣L8/dt ((−1,1),L2x∩L∞x ) where
the norm for Q0 is that of S
2 when d = 1, 2 and S2,1 when d = 3. For any
V ∈ L8/dt ((−T, T ), L2x ∩ L∞x ), define
Φ(V )(t) = w ∗ (ρ [eit∆WV (t, 0)(γf +Q0)WV (t, 0)∗e−it∆]− ργf ) ,
for all t ∈ (−T, T ). We now provide the necessary estimates to apply a
fixed-point argument to Φ. First, we perform the decomposition
eit∆WV (t, 0)(γf +Q0)WV (t, 0)∗e−it∆ = γf + eit∆Q0e−it∆
+ eit∆(W(1)V (t, 0)Q0 +Q0W(1)V (t, 0)∗)e−it∆
+
∑
n>1
eit∆(W(n)V (t, 0)γf + γfW(n)V (t, 0)∗)e−it∆ +AV (t). (71)
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Let us now show that AV ∈ C0t ([−T, T ],S1), which will imply that ρAV ∈
C0t ([−T, T ], L1). From the definition of AV , we have
AV (t) =
∑
n>2
eit∆(W(n)V (t, 0)Q0 +Q0W(n)V (t, 0)∗)e−it∆
+ eit∆W(1)V (t, 0)Q0W(1)V (t, 0)∗e−it∆
+
∑
max(n,m)>2
eit∆W(n)V (t, 0)Q0W(m)V (t, 0)∗e−it∆
+
∑
n,m>1
eit∆W(n)V (t, 0)γfW(m)V (t, 0)∗e−it∆.
We estimate the last term using Lemma 7:
∑
n,m>1
‖eit∆W(n)V (t, 0)γfW(m)V (t, 0)∗e−it∆‖S1 6
(∑
n>1
‖W(n)V (t, 0)|γf |1/2‖S2
)2
6 C
(∑
n>1
‖V ‖n
L1t (L
2
x∩L
∞
x )
(n− 1)!
)2
.
Notice that we used here that T 6 1 to have ‖V ‖L1t 6 ‖V ‖L8/dt . The terms
in AV (t) involving Q0 are treated differently according to the dimension and
we first deal with d = 1, 2. Let 0 < ε = ε(d) < 1 − d/4. Then, by (65), we
have for all n > 1 and for d = 1,
‖W(n)V (t)‖S2⌈2/n⌉ 6
Cn
(n!)
3
4
−ε
‖V ‖n
L
4
3
t L
2
x
6
Cn
(n!)1−
d
4
−ε
‖V ‖n
L
8/d
t (L
2
x∩L
∞
x )
,
while for d = 2 we have
‖W(n)V (t)‖S2⌈2/n⌉ 6
Cn
(n!)
1
2
−ε
‖V ‖nL2t,x 6
Cn
(n!)1−
d
4
−ε
‖V ‖n
L
8/d
t (L
2
x∩L
∞
x )
.
Therefore, using that
‖eit∆W(1)V (t, 0)Q0W(1)V (t, 0)∗e−it∆‖S1 6 C‖W(1)V (t, 0)‖2S4‖Q0‖S2 ,
∑
n>2
‖eit∆(W(n)V (t, 0)Q0 +Q0W(n)V (t, 0)∗)e−it∆‖S1
6 2‖Q0‖S2
∑
n>2
‖W(n)V (t, 0)‖S2 ,
and ∑
max(n,m)>2
‖eit∆W(n)V (t, 0)Q0W(m)V (t, 0)∗e−it∆‖S1
6 C‖Q0‖S2
∑
n>2
‖W(n)V (t, 0)‖S2
∑
m>1
‖W(m)V (t, 0)‖,
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we deduce the estimate uniform in t ∈ [−T, T ]:
‖AV (t)‖S1 6 2‖Q0‖S2
(∑
n>0
Cn
(n!)1−
d
4
−ε
‖V ‖n
L
8/d
t (L
2
x∩L
∞
x )
)2
+ C
(∑
n>1
1
(n− 1)!‖V ‖
n
L
8/d
t (L
2
x∩L
∞
x )
)2
. (72)
If d = 3, we have ‖W(1)V (t)‖S5 6 C‖V ‖L5/2t,x by (64) and
∀n > 2, ‖W(n)V (t)‖S2⌈5/(2n)⌉ 6
Cn
(n!)
2
5
−ε
‖V ‖n
L
5/2
t,x
6
Cn
(n!)
2
5
−ε
‖V ‖n
L
8/3
t (L
2
x∩L
∞
x )
,
by (65). In particular, W(n)V (t, 0) ∈ S2 only for n > 3, while W(2)V (t, 0) ∈
S4. Hence, the operators W(n)V (t, 0)Q0 is trace-class when n > 3 and
W(n)V (t, 0)Q0W(m)(t, 0)∗ is trace-class when max(n,m) > 3, by Ho¨lder’s in-
equality. Furthermore, using the KSS inequality (25), we infer that
‖W(1)V (t)(1−∆)−1/2‖S10/3 6 C
ˆ t
0
‖V (s)‖
L
10/3
x
ds 6 C‖V ‖
L
8
3
t (L
2
x∩L
∞
x )
for all t ∈ [−T, T ]. Hence, the operator
W(1)V (t)Q0W(1)V (t)∗ =W(1)V (t)(1 −∆)−1/2(1 −∆)1/2Q0W(1)V (t)∗
belongs to S1 since 1 = 3/10 + 1/2 + 1/5. Finally, by (67), we have
W(2)V (t)Q0 ∈ S1 for all t ∈ [−T, T ] with
‖W(2)V (t)Q0‖S1 6 C‖V ‖L5/2t,x ‖V ‖L10/7t L5/2x ‖Q0‖S2,1
6 C‖V ‖2
L
8/3
t (H
1
x∩W
1,∞
x )
‖Q0‖S2,1 .
As a consequence, we find that AV (t) ∈ S1 also for d = 3, with the same
estimate (72), because (n!)−2/5 6 (n!)−1/4 = (n!)−1+d/4, except that ||Q0||S2
is replaced by ||Q0||S2,1 . From the fact that AV (t) ∈ S1 with an estimate
uniform in t ∈ [−T, T ], we deduce that
‖w ∗ ρAV (t)‖L8/dt (L2x∩L∞x ) 6 C‖w‖L1∩L2‖ρAV (t)‖L8/dt L1x
6 CT d/8‖ρAV (t)‖L∞t L1x 6 CT d/8‖AV (t)‖L∞t S1 .
In order to estimate ‖Φ(V )‖
L
8/d
t (L
2
x∩L
∞
x )
, it only remains to bound∥∥∥w ∗ ρ [eit∆(W(1)V (t, 0)Q0 +Q0W(1)V (t, 0)∗)e−it∆]∥∥∥
L
8/d
t (L
2
x∩L
∞
x )
and ∑
n>1
∥∥∥w ∗ ρ [eit∆(W(n)V (t, 0)γf + γfW(n)V (t, 0)∗)e−it∆]∥∥∥
L
8/d
t (L
2
x∩L
∞
x )
.
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We treat these terms by duality. Let U ∈ L2x. Then by Lemma 7 and our
assumption on f , the operator W(n)(t, 0)γfU(x) is trace-class with
‖W(n)(t, 0)γfU(x)‖S1 6 ‖W(n)(t, 0)|γf |1/2‖S2‖|γf |1/2U(x)‖S2
6
C
(n− 1)!‖V ‖
n
L
8/d
t (L
2
x∩L
∞
x )
‖U‖L2 .
As a consequence, we have∑
n>1
∥∥∥ρ [eit∆(W(n)V (t, 0)γf + γfW(n)V (t, 0)∗)e−it∆]∥∥∥
L∞t L
2
x
6 C
∑
n>1
1
(n− 1)!‖V ‖
n
L
8/d
t (L
2
x∩L
∞
x )
,
and hence by Young’s inequality∑
n>1
∥∥∥w ∗ ρ [eit∆(W(n)V (t, 0)γf + γfW(n)V (t, 0)∗)e−it∆]∥∥∥
L
8/d
t (L
2
x∩L
∞
x )
6 CT d/8‖w‖L1∩L2
∑
n>1
1
(n− 1)!‖V ‖
n
L
8/d
t (L
2
x∩L
∞
x )
.
Note that
ˆ T
−T
dt
ˆ
Rd
dx ρ
[
eit∆W(1)V (t)Q0e−it∆
]
(x)U(t, x)
= iTr
[(
W(2)(U,V )(T, 0) +W
(2)
(U,V )(−T, 0)
)
Q0
]
.
In dimensions d = 1, 2, we obtain∣∣∣∣ˆ T
−T
dt
ˆ
Rd
dx ρ
[
eit∆W(1)V (t)Q0e−it∆
]
(x)U(t, x)
∣∣∣∣
6 C ||Q0||S2
∣∣∣∣∣∣W(2)(U,V )(T, 0)∣∣∣∣∣∣
S2
6 C ||Q0||S2 ||U ||
L
8
8−d
t (L
4
x)
||V ||
L
8
8−d
t (L
4
x)
by (65), and this proves that∣∣∣∣∣∣ρ [eit∆W(1)V (t)Q0e−it∆]∣∣∣∣∣∣
L
8/d
t (L
4/3
x )
6 C ||Q0||S2 ||V ||
L
8
8−d
t (L
4
x)
6 CT 1−
d
4 ||Q0||S2 ‖V ‖
L
8
d
t (L
4
x)
.
In dimension d = 3, we have to use that Q0 ∈ S2,1 through Lemma 6 and
we obtain by the exact same method∣∣∣∣∣∣ρ [eit∆W(1)V (t)Q0e−it∆]∣∣∣∣∣∣
L
8/d
t (L
2
x+L
4/3
x )
6 C ||Q0||S2,1 ||V ||
L
8
8−d
t (L
2
x∩L
4
x)
6 CT 1−
d
4 ||Q0||S2,1 ‖V ‖
L
8
d
t (L
2
x∩L
4
x)
.
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In all cases, we get∥∥∥w ∗ ρ [eit∆(W(1)V (t)Q0 +Q0W(1)V (t)∗)e−it∆]∥∥∥
L
8
d
t (L
2
x∩L
∞
x )
6 CT 1−
d
4 ||w||L1∩L∞ ‖V ‖
L
8
d
t (L
2
x∩L
∞
x )
.
Gathering all our bounds, we obtain the final estimate
‖Φ(V )‖
L
8
d
t (L
2
x∩L
∞
x )
6 R+ CT 1−
d
4 ‖V ‖
L
8
d
t (L
2
x∩L
∞
x )
+CT d/8
∑
n>1
1
(n− 1)!‖V ‖
n
L
8/d
t (L
2
x∩L
∞
x )
+CT d/8‖Q0‖S2 /S2,1
(∑
n>0
Cn
(n!)1−
d
4
−ε
‖V ‖n
L
8/d
t (L
2
x∩L
∞
x )
)2
+CT d/8
(∑
n>1
1
(n− 1)!‖V ‖
n
L
8/d
t (L
2
x∩L
∞
x )
)2
.
This implies that for T = T (R) > 0 small enough, Φ stabilizes the ball
{‖V ‖
L
8/d
t (L
2
x∩L
∞
x )
6 2R}. Using very similar estimates, we can also show that
Φ is a contraction on this ball, decreasing T if necessary. We do not detail
these estimates here for brevity. This ends the proof of Proposition 5. 
By using the local existence result of Proposition 5, we are now able to
prove the main theorems of this section. We start with the
Proof of Theorem 5. From Proposition 5 we can construct a potential V ∈
L
8/d
t (L
2
x ∩ L∞x ) solving (63) for some small enough time T > 0. We have to
show that the condition (55) is propagated and the result will then follow
from an iteration argument. So we define the operator
Q(t) := eit∆WV (t, 0)(γf +Q0)WV (t, 0)∗e−it∆ − γf ,
and prove that Q ∈ L∞t ((−T, T ),S2). The continuity then follows from the
fact that Q satisfies (20). Indeed, since WV (t, 0) is unitary, we have∣∣∣∣eit∆WV (t, 0)Q0WV (t, 0)∗e−it∆∣∣∣∣S2 6 ||Q0||S2 .
On the other hand,
eit∆WV (t, 0)γfWV (t, 0)∗e−it∆ − γf
= eit∆
(
(WV (t, 0) − 1)γfWV (t, 0)∗ + γf (WV (t, 0)∗ − 1)
)
e−it∆
which is Hilbert-Schmidt (uniformly for t in compact sets), by Lemma 7 and
the assumptions on f . We then have to show that w ∗ ρ[eis∆Q(t∗)e−is∆] ∈
L
8/d
s,loc(R, L
2
x ∩ L∞x ) for any t∗ ∈ (−T, T ). To do so, we recall (71):
Q(t∗) = eit
∗∆Q0e
−it∗∆ + eit
∗∆(W(1)V (t∗, 0)Q0 +Q0W(1)V (t∗, 0)∗)e−it
∗∆
+
∑
n>1
eit
∗∆(W(n)V (t∗, 0)γf + γfW(n)V (t∗, 0)∗)e−it
∗∆ +AV (t
∗).
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Here AV (t
∗) ∈ S1 and therefore eis∆AV (t∗)e−is∆ ∈ L∞s (R,S1) and w ∗
ρ[eis∆AV (t
∗)e−is∆] ∈ L∞s (R, L2x ∩ L∞x ). By our assumption (55) on Q0, we
have w ∗ ρ[ei(s+t∗)∆Q0e−i(s+t∗)∆] ∈ L8/ds,loc(R, L2x ∩ L∞x ). The other terms
in the decomposition of Q(t∗) are treated by duality as in the proof of
Proposition 5. At this point we have constructed a maximal solution.
Let us now prove uniqueness. If Q,Q′ ∈ C0t ([−T−, T+],S2) are two
solutions to (20) such that VQ and VQ′ belong to L
8/d
t ((−T−, T+), L2x∩L∞x ),
thenQ = Q′ will obviously follow from VQ = VQ′ . We cannot use a Gro¨nwall-
type argument due to the fact that we lack pointwise estimates in t on
Φ(VQ)(t)− Φ(VQ′)(t). Instead, we use a continuity argument: let t∗ be the
largest time 6 T for which VQ(t) = VQ′(t) for all 0 6 t 6 t
∗. From the fixed
point argument of Proposition 5, we know that t∗ > 0. Indeed, let
R > ||Q0||S2 /S2,1 +
∣∣∣∣w ∗ ρeit∆Q0e−it∆∣∣∣∣L8/dt ((−1,1),L2x∩L∞x )
+ ||VQ||L8/dt ((−1,1),L2x∩L∞x ) +
∣∣∣∣VQ′∣∣∣∣L8/dt ((−1,1),L2x∩L∞x ) .
We have proved that there exists t′ = t′(R) > 0 small enough such that
(63) has a unique solution on the ball {‖V ‖
L
8/d
t (L
2
x∩L
∞
x ))
6 2R}, Since both
VQ and VQ′ belong to this ball, we have VQ ≡ VQ′ a.e. on [−t′, t′], and
therefore t∗ > 0. We now argue by contradiction: assume that t∗ < T .
Since VQ ≡ VQ′ a.e. on (−t∗, t∗), Q ≡ Q′ on [−t∗, t∗] and in particular
Q(t∗) = Q′(t∗), Q(−t∗) = Q′(−t∗) (we use here the continuity of t 7→ Q(t)
in S2). Also, the density ρeis∆Q(t∗)e−is∆ belongs to L
8/d
s,loc(R, L
2
x ∩L∞x ), as we
have already proved. Hence we can apply Proposition 5 again at t∗, leading
to a contradiction. The argument is the same for negative times.
The argument for the continuity with respect to Q0, f and w is simi-
lar. Let (Q
(n)
0 , fn, wn) → (Q0, f, w), and Vn the associated solutions. First
assume that Vn and V are defined on [0, T ] for all n and some T > 0,
and that (Vn) is uniformly bounded in L
8/d
t ([0, T ], L
2
x ∩ L∞x ). Let us show
that Vn → V . From the fixed point technique in Proposition 5, we de-
duce that ||Vn − V ||L8/dt ([0,T ′],L2x∩L∞x ) → 0 for T
′ > 0 small enough. Note
that t 7→ ||Vn − V ||L8/dt ([0,t],L2x∩L∞x ) is increasing, hence has a subsequence
which converges everywhere, to a non-decreasing function. Let now t∗ be
the first time such that the limit fails to be 0 and assume that t∗ < T . We
choose ε > 0 small enough such that the time of existence for the prob-
lem in the ball of radius 2 ||(Q(t∗ − ε), f, w)|| is > 2ε. Since for n large
enough, (Qn(t
∗ − ε), fn, wn) falls into this ball, we get again a contradic-
tion. Hence, Vn → V in L8/dt ([0, T ], L2x ∩ L∞x ), from which we deduce that
Qn → Q in C0t ([0, T ],S2) and that w ∗ ρeit∆Qn(s)e−it∆ → w ∗ ρeit∆Q(s)e−it∆ in
L
8/d
t,loc(R, L
2
x ∩ L∞x ) for all s ∈ [0, T ]. Now let 0 < T < T+, and let
R
2
= sup
s∈[0,T ]
||Q(s)||S2 + ||V ||L8/dt ([0,T ],L2x∩L∞x ) + ||w||L1x∩L∞x + ||f ||L∞
+
ˆ
Rd
|f(k2)| dk + sup
s∈[0,T ]
∣∣∣∣∣∣w ∗ ρeit∆Q(s)e−it∆∣∣∣∣∣∣
L
8/d
t ([0,T ],L
2
x∩L
∞
x )
,
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which is finite by the estimates provided before. By Proposition 5, for
n large enough, Vn and V are defined up to time 0 < T (R) 6 T and
uniformly bounded on [0, T (R)]. By the previous argument, this implies
that Vn → V , Qn → Q, and w ∗ ρeit∆Qn(s)e−it∆ → w ∗ ρeit∆Q(s)e−it∆ on
[0, T (R)]. In particular, for n large enough
‖Qn(T (R))‖S2 + ‖w ∗ ρeit∆Qn(T (R))e−it∆‖L8/dt ([0,T (R)],L2x∩L∞x ) 6 R
and we can again extend the solutions up to [0, 2T (R)]. Repeating this
procedure a finite number of times, we can cover the whole [0, T ]. This ends
the proof of Theorem 5. 
We finally turn to the
Proof of Theorem 6. The proof is the same as for Theorem 5, with some
minor differences. First we remark that, by (70), the solution V (t) con-
structed in Proposition 5 is automatically in L8/d((−T, T ),H1x∩W 1,∞x ) when
∇w ∈ L1 ∩ L∞ and when ρeit∆Q0e−it∆ ∈ L
8/d
t,loc(H
1
x ∩W 1,∞x ). So, in order to
mimic the proof of Theorem 5, we only have to show that Q ∈ C0t (S2,1).
First, by (33), we have ‖(1−∆)1/2V (1−∆)−1/2‖ 6 C‖V ‖W 1,∞ , hence
‖(1−∆)1/2WV (t, 0)(1 −∆)−1/2‖ 6 C
∑
n>0
‖V ‖n
L1tW
1,∞
x
n!
,
which is finite when V ∈ L8/dt,loc(W 1,∞x ). This implies that
‖eit∆WV (t)Q0WV (t)∗e−it∆‖S2,1 6 C
(∑
n>0
‖V ‖n
L1tW
1,∞
x
n!
)
‖Q0‖S2,1 .
Using that ‖γfV (1 −∆)1/2‖S2 6 C‖V ‖H1x as we have proved in Lemma 2,
we infer that, for n > 1,
‖γfW(n)V (0, t)(1 −∆)1/2‖S2 6 C
1
(n− 1)!‖V ‖
n−1
L1tW
1,∞
x
‖γfV (1−∆)1/2‖L1tS2
6 C
1
(n− 1)!‖V ‖
n−1
L1tW
1,∞
x
‖V ‖L1tH1x .
Hence, we have eit∆WV (t)γfWV (t)∗e−it∆ − γf ∈ L∞t ((−T, T ),S2,1), which
finishes the proof of Theorem 6. 
6. Inequalities on the relative entropy
The purpose of this section is to provide the necessary tools to prove
global well-posedness for a large class of functions f ’s, including the gases
at positive temperature (7)–(9). We use a general concept of relative entropy
H(γ, γf ) of two one-particle density matrices γ and γf which has been re-
cently introduced in [33]. The purpose of this section is to prove some useful
lower bounds on this relative entropy. We particularly discuss Lieb-Thirring
inequalities in the spirit of [17, 18], which are important to get bounds on
the density ργ , as we have already seen in the zero temperature case.
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6.1. Generalized relative entropy. Before turning to the general defi-
nition of the relative entropy, let us recall the usual case of the von Neu-
mann entropy. To simplify our exposition, we start by working in a finite-
dimensional space K. The entropy of the system takes the form
S(γ) = TrK
(
S(γ)
)
where
S(x) =

−x log(x)− (1− x) log(1− x), x ∈ [0, 1], (fermions),
−x log(x) + (1 + x) log(1 + x), x ∈ [0,M ], (bosons),
−x log(x) + x, x ∈ [0,M ], (boltzons).
(73)
We always work with bounded operators and M > 0 could in principle be
any positive number. Later we will restrict ourselves toM = 1 for simplicity.
The function S is concave in these cases, hence so is S (see, e.g., [36, Chap.
3]). It is important to remember that γ is the one-particle density matrix
of the system, and not the state itself. Both for fermions and bosons, there
is a unique quasi-free state associated with γ, which is an operator D > 0
acting on the Fock space dΓ(K), such that TrdΓ(K)(D) = 1 and which has γ
as one-particle density matrix [4]. Then, the usual von Neumann entropy
of D coincides with the above formulas: −TrdΓ(K)
(
D log(D)
)
= S(γ) =
TrK
(
S(γ)
)
. The situation is similar for boltzons.
Consider now any self-adjoint operator h on K. The corresponding density
matrices are obtained by minimizing the free energy, which is by definition
the difference between the energy and the entropy:
γf = argmin
06γ=γ∗6M
{
TrK
(
hγ − S(γ))}.
The optimal state is
γf =

1
eh + 1
for fermions,
1
eh − 1 for bosons,
e−h for boltzons.
In the bosonic case, it is necessary to have h > log(1 + 1/M). Normally we
should multiply S by the temperature T , in which case we get h/T instead
of h in the previous formulas, but we can always think of including T in the
definition of h.
Now that we have found the minimizer of the free energy, it is useful to
look at the difference between the free energy of any state γ and that of the
minimizer γf . This difference is precisely the relative entropy
H(γ, γf ) := TrK
(
h(γ − γf )− S(γ) + S(γf )
)
. (74)
That the relative entropy H(γ, γf ) is non-negative is an obvious consequence
of the fact that γf minimizes the free energy. The relevance of H(γ, γf )
comes from the fact that it can make sense for infinite systems, even if the
three terms in (74) do not make sense separately.
Here we have prescribed the Hamiltonian h and we got the Gibbs state
γf . But we can turn the matter around and find h from γf . Indeed, writing
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that the derivative of the free energy vanishes at the point γf , we find that
h = S′(γf ). Therefore, we can re-write the relative entropy as
H(γ, γf ) := −TrK
(
S(γ)− S(γf )− S′(γf )(γ − γf )
)
. (75)
In this formula, S is given by (73). In [33], the relative entropy (75) was
studied for S a general concave function, and several properties were proved.
First by Klein’s lemma (see [36, Prop. 3.16] and [33, Lem. 1]), it is known
that H(γ, γf ) > 0 for any 0 6 γ, γf 6 1, on a finite-dimensional space K.
The main contribution of [33] was to prove that H is monotone, that is
H(PAP,PBP ) 6 H(A,B)
for every orthogonal projection, if and only if −S′ is operator-monotone.
Monotonicity is a natural concept which allows to define the relative entropy
in infinite dimension as is always done in statistical mechanics, that is, by
a thermodynamic limit. In mathematical terms, the proper definition in
infinite dimension is
H(γ, γf ) := lim
k→∞
H(PkγPk, PkγfPk) (76)
where Pk is any increasing sequence of finite-rank orthogonal projections
such that Pk → 1 strongly. The limit always exist in R+ ∪ {+∞} since the
right side is monotone, and it can be shown to be independent of the chosen
sequence (Pk), see [33, Thm. 2].
In this paper we always assume that
S : [0, 1]→ R+ is continuous on [0, 1] (77)
and that
−S′ is operator monotone on (0, 1) and not constant. (78)
Recall that an operator monotone function on an interval (a, b) is always
C∞ (see [8, Chap. V]). Here we work on the interval [0, 1] for simplicity
but, by a simple change of variable, the results are all exactly the same
on an interval [0,M ] with M < ∞. Of course, in the three usual physical
cases (73), the assumptions (77) and (78) are fulfilled (only for µ < − log(2)
in the bosonic case). Other examples of functions S satisfying (77) and (78)
are provided in [3] and include
S(x) =

−(t+ x) log(t+ x), t > 0
log(t+ x), t > 0,
xm, 0 < m 6 1,
−xm, 1 6 m 6 2.
Remark 1. Any function S satisfying (77) and (78) can be written as
S(x) = a′x+ c′ + b
ˆ ∞
0
(
log(t+ x)− log(t+ 1/2) − 2x− 1
2t+ 1
)
dν1(t)
+ b
ˆ ∞
0
(
log(t+ 1− x)− log(t+ 1/2) + 2x− 1
2t+ 1
)
dν2(t) (79)
with ν1 and ν2 two positive Borel measures satisfying 2
´∞
0 (2t+ 1)
−2(dν1 +
dν2)(t) = 1 (see [33]). The constraint that S admits limits at 0 and 1 means
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that − ´ 10 log(t)(dν1 + dν2)(t) <∞ and it implies ν1({0}) = ν2({1}) = 0, as
well as
lim
x→0+
xS′(x) = lim
x→1−
(1− x)S′(x) = 0. (80)
The usual Fermi-Dirac distribution is obtained by taking dν1 = dν2 = dt/2,
a′ = 0 = c′, b = 2.
6.2. Klein inequality. From now on we work again in the Hilbert space
H = L2(Rd) and we consider a reference state of the form γf = f(−∆)
coming from an entropy S as before, which requires f = (S′)−1 (the inverse
function of x ∈ (0, 1) 7→ S′(x)). In order to have 0 6 γf 6 1, we need that
S′((0, 1)) ⊃ (0,∞). Because we assume that −S′ is operator monotone, S′
is decreasing and therefore we need to have
lim
x→0+
S′(x) = +∞ and lim
x→1−
S′(x) 6 0. (81)
We think of including the chemical potential µ in the function f . Of course,
replacing f(−∆) by f(−∆ − µ) amounts to replacing S(x) by S(x) + µx.
We see that, by choosing µ sufficiently negative, we can always ensure that
S′(1) 6 0. In the case of the Bose-Einstein entropy, any µ 6 − log(2) will
do, if we work on [0, 1] with a temperature T = 1. In the Fermi-Dirac case,
we have S′(x)→ −∞ when x→ 1 and one can take any µ ∈ R.
The first important information that we have when H(γ, γf ) <∞, is that
γ − γf ∈ S2,1. This is stated in the following result, inspired of [24, Thm 1]
and [16, Lemma 1].
Lemma 8 (Klein inequality). We assume that d > 1 and that S satis-
fies (77), (78), (81). Let γf = f(−∆) with f = (S′)−1. Then there exists a
constant C > 0 (depending only on S) such that
H(γ, γf ) > CTr (1−∆)(γ − γf )2, (82)
for all 0 6 γ 6 1.
Proof. It was proved in [33, Thm. 3] that H(A,B) > C Tr (1+ |S′(B)|)(A−
B)2 for all A,B. Since −∆ = S′(γf ), the result follows. 
The result can be used to approximate A by a finite-rank perturbation of
B in a suitable sense, see [33, Cor. 1].
6.3. Lieb-Thirring inequality. We have seen in the previous section that
H(γ, γf ) controls the S2,1 norm. Except in dimension d = 1, this does not
tell us anything about the density ργ−γf . Here we discuss Lieb-Thirring
inequalities in the spirit of [17, 18], which give an information of this type.
First, in order that γf has a finite density ργf , we needˆ
Rd
f(|p|2) dp = |S
d−1|
2
ˆ f(0)
0
λ|S′′(λ)|S′(λ)d2−1 dλ <∞.
By using Lo¨wner’s formula (79), this is the same asˆ 1
0
S′(λ)
d
2
+ dλ <∞. (83)
The integrability condition (83) is satisfied for the Fermi-Dirac and Bose-
Einstein distributions, since S′ diverges logarithmically at 0 in those cases.
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It is simple to verify that (83) is satisfied for S(x) = xm with 0 < m < 1 in
dimension d 6 2 and 1− 2/d < m < 1 in dimension d > 3.
By using Klein’s inequality (82), it is easy to verify that, in dimension
d = 1, the relative density ργ − ργf is in Lq(R) for all 2 6 q < ∞. The
following is very similar to Lemma 1.
Lemma 9 (Density in 1D). We assume that d = 1 and that S satis-
fies (77), (78), (81) and (83). Let γf = f(−∆) with f = (S′)−1. Then
we have
H(γ, γf ) >

KLT,S
ˆ
R
|ργ − ργf |q for 2 6 q < 3
KLT,S
(ˆ
R
|ργ − ργf |q
) 2
q−1
−ε
for 3 6 q <∞ and ε > 0.
(84)
for all 0 6 γ 6 1, with constants KLT,S which only depend on S, q and ε.
Proof of Lemma 9. By [33, Cor. 1], it suffices to prove the result for Q :=
γ − γf a smooth finite rank operator. We write
ˆ
R
ρQV = Tr(QV ) = Tr
(
(1−∆) 12qQ(1−∆) 12q 1
(1−∆) 12q
V
1
(1−∆) 12q
)
with 2 6 q < 3. Similarly as in Lemma 1, we have by the Araki-Lieb-
Thirring inequality ‖(1 − ∆)1/(2q)|Q|1/q‖S2q 6 ‖(1 − ∆)1/2Q‖1/qS2 . On the
other hand, since ||Q|| 6 1 we have ∣∣∣∣|Q|1−2/q∣∣∣∣ 6 1 as well, for q > 2. We
then obtain, from the KSS inequality (25),
ˆ
R
ρQV 6 (2π)
1/q−1
(
Tr(1−∆)Q2)1/q ||V ||Lq′ (R)
(ˆ
R
dp
(1 + p2)
1
q−1
)1/q′
.
The integral on the right is finite for q < 3. This ends the proof of the first
inequality, by duality and by (82). When q > 3, we write, instead,
ˆ
R
ρQV = Tr
(
(1−∆) 14q′+εQ(1−∆) 14q′+ε 1
(1−∆) 14q′+ε
V
1
(1−∆) 14q′+ε
)
and get, similarly as before,
||ρQ||Lq(R) 6 C
∣∣∣∣∣∣(1−∆) 14q′+εQ(1−∆) 14q′+ε∣∣∣∣∣∣
Sq
6 C
∣∣∣∣∣∣(1−∆) 14q′+εQ(1−∆) 14q′+ε∣∣∣∣∣∣
S
2q′
1+4εq′
6 C
(
Tr(1−∆)Q2) 1+4εq′2q′ .
We have used here that 2q′ 6 q for q > 3. 
In higher dimensions the previous argument does not work any more,
since (1 + |p|2)−1 is not integrable. However, we can derive a similar bound
by using the Lieb-Thirring inequality of [17, 18].
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Theorem 7 (Lieb-Thirring inequality). We assume that d > 2 and that S
satisfies (77), (78), (81) and (83). Then, with γf = f(−∆) and f = (S′)−1,
we have the Lieb-Thirring inequality
H(γ, γf ) > KLT,S
ˆ
Rd
((
ργf + ργ−γf (x)
)1+2d − (ργf )1+2d
− 2 + d
d
(ργf )
2
d ργ−γf (x)
)
dx (85)
for all 0 6 γ 6 1 and with a constant KLT,S depending only on S and d. In
particular, ργ−γf ∈ L2(Rd) + L1+2/d(Rd) when H(γ, γf ) <∞.
The inequality dual to (85) (that is, expressed in terms of a potential
V (x)) has been derived in [18, Thm. 5.4]. Instead of getting (85) from this
result, we prove (85) directly using the zero temperature inequality (6). A
similar approach is used in [18].
Since ργ − ργf belongs to L2(Rd) + L1+2/d(Rd) when H(γ, γf ) < ∞ and
ργf is a constant by (83), we deduce that ργ ∈ L1loc(Rd), hence that γ is
locally trace-class.
Proof. By [33, Cor. 1], it suffices to prove the theorem for γ a smooth finite
rank perturbation of γf = f(−∆), and we make this assumption throughout
the proof. Let us start by deriving a useful integral representation formula
for H(A,B), when A and B are finite matrices. Inserting
S(x) = S(0) +
ˆ 1
0
S′(λ)1(x > λ) dλ,
in the definition of H(A,B), we obtain
H(A,B) =
ˆ 1
0
Tr
(
S′(B)− S′(λ))(1(A > λ)− 1(B > λ)) dλ.
We remark that 1(B > λ) = 1(S′(B) 6 S′(λ)), since S′ is a decreasing
function. So we obtain
Tr
(
S′(B)− S′(λ))(1(A > λ)− 1(B > λ))
= −Tr∣∣S′(B)− S′(λ)∣∣1(B > λ)(1(A > λ)− 1(B > λ))1(B > λ)
+ Tr
∣∣S′(B)− S′(λ)∣∣1(B 6 λ)(1(A > λ)− 1(B > λ))1(B 6 λ).
A simple calculation shows that(
1(A > λ)− 1(B > λ))2 = −1(B > λ)(1(A > λ)− 1(B > λ))1(B > λ)
+ 1(B 6 λ)
(
1(A > λ)− 1(B > λ))1(B 6 λ)
and therefore we arrive at
H(A,B) =
ˆ 1
0
Tr
∣∣S′(B)− S′(λ)∣∣(1(A > λ)− 1(B > λ))2 dλ.
The formula is still true in infinite dimension, but proving it requires some
work. In our particular case we only need the lower bound
H(γ, γf ) >
ˆ 1
0
Tr
∣∣S′(γf )− S′(λ)∣∣(1(γ > λ)− 1(γf > λ))2 dλ. (86)
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To prove (86), we take an increasing sequence of finite-dimensional projec-
tions Pk, with Pk → 1 strongly in H1(Rd). We can use the formula in
finite dimension and that H(PkγPk, PkγfPk) ր H(γ, γf ) when k → ∞,
by the definition of H in (76). The right term is slightly more compli-
cated to deal with. First, |S′(PkγfPk)− S′(λ)|1/2 → |S′(γf )− S′(λ)|1/2 and
1(PkγfPk > λ)→ 1(γf > λ) strongly in H1(Rd). By [39, Thm VIII.24], this
follows from the fact that, since S′ is strictly decreasing on (0, 1), λ can never
be an eigenvalue of γf . Similarly, we have that 1(PkγPk > λ) → 1(γ > λ)
strongly if λ is not an eigenvalue of γ, and in this case we get
lim inf
k→∞
Tr
∣∣S′(PkγfPk)− S′(λ)∣∣(1(PkγPk > λ)− 1(PkγfPk > λ))2
> Tr
∣∣S′(γf )− S′(λ)∣∣(1(γ > λ)− 1(γf > λ))2 (87)
by Fatou’s lemma for operators. The strong convergence of 1(PkγPk > λ)
can however fail if λ happens to be an eigenvalue of γ. Fortunately, the set
of eigenvalues is at most countable and it is therefore of Lebesgue measure
zero. Applying Fatou’s theorem for the integral over λ, this ends the proof
of the lower bound (86).
Let us estimate the terms in the integral for every λ. In dimension d > 2,
we use the Lieb-Thirring inequality (41) and obtain
H(γ, γf ) > K(d)
ˆ
Rd
dx
ˆ f(0)
0
S′(λ)1+
d
2F
 ρλ(x)
S′(λ)
d
2
 dλ
+K(d)
ˆ
Rd
dx
ˆ 1
f(0)
ρλ(x)
1+
2
d dλ (88)
with ρλ := ρ1(γ>λ)−ρ1(−∆6S′(λ)) and F (t) := (cd+t)1+2/d+ −c1+2/dd − 2+dd c
2/d
d t
and where cd = ρ1(−∆61). The function F (t) is controlled from above and
below by G(t) := min(t2, |t|1+2/d), for t > −cd. The estimates are a bit
simpler with G and we shall use it in the rest of the proof. So we can bound
from below the first integral in (88) by a constant times
ˆ f(0)
0
S′(λ)1+
d
2
ρλ(x)2
S′(λ)d
1(ρλ(x) 6 S
′(λ)
d
2 ) +
ρλ(x)
1+
2
d
S′(λ)1+
d
2
1(ρλ(x) > S
′(λ)
d
2 )
dλ.
By the Cauchy-Schwarz inequality, we have
ˆ f(0)
0
1
(
ρλ(x) 6 S
′(λ)
d
2
)
S′(λ)1−
d
2 ρλ(x)
2 dλ
>
(ˆ f(0)
0
ρλ(x)1(ρλ(x) 6 S
′(λ)
d
2 )dλ
)2
ˆ f(0)
0
S′(λ)
d
2−1dλ
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where the denominator is finite by our assumption (83) and since d > 2. On
the other hand, by Jensen’s inequality we have
ˆ f(0)
0
1
(
ρλ(x) > S
′(λ)
d
2
)
ρλ(x)
1+
2
d dλ
> f(0)−
2
d
(ˆ f(0)
0
ρλ(x)1(ρλ(x) > S
′(λ)
d
2 ) dλ
)1+2d
.
The integral with f(0) 6 λ 6 1 is similar. Let us now denote
ρ1(x) =
ˆ 1
f(0)
ρλ(x) dλ, ρ2(x) :=
ˆ f(0)
0
ρλ(x)1(ρλ(x) 6 S
′(λ)
d
2 ) dλ,
and
ρ3(x) :=
ˆ f(0)
0
ρλ(x)1(ρλ(x) > S
′(λ)
d
2 ) dλ,
which are such that ρ1(x) + ρ2(x) + ρ3(x) =
´ 1
0 ρλ(x) dλ = ργ(x) − ργf (x).
Then we have proved that
H(γ, γf ) > c
ˆ
Rd
(
ρ1(x)
1+
2
d + ρ2(x)
2 + ρ3(x)
1+
2
d
)
dx.
Note that, by convexity of F ,
ρ1(x)
1+
2
d + ρ2(x)
2 + ρ3(x)
1+
2
d > G(ρ1(x)) +G(ρ2(x)) +G(ρ3(x))
> c
(
F (ρ1(x)) + F (ρ2(x)) + F (ρ3(x))
)
> 3c F
(
ρ1(x) + ρ2(x) + ρ3(x)
3
)
= 3c F
(
ργ−γf (x)
3
)
.
The last term can be estimated by a constant times the one appearing on
the left of (85) and this concludes the proof of Theorem 7. 
6.4. High momentum estimate and consequences. In this section we
prove a uniform estimate on the high-momentum density of a matrix γ such
that H(γ, γf ) <∞.
Theorem 8 (High momentum estimate). We assume that d > 2 and that
S satisfies (77), (78), (81) and (83). We denote as before γf = f(−∆)
with f = (S′)−1. Let 1 6 r 6 1 + 2/d and 0 6 θ 6 1 be such that r−1 =
(1− θ)d/(d+ 2) + θ. Then
∣∣∣∣∣∣ρΠ+AQΠ+A∣∣∣∣∣∣Lr+L2 6 CH(γf +Q, γf )
1
r
Aθ
+CH(γf +Q, γf )1/2
(ˆ f(A/2)
0
|S′(λ)| d2−1 dλ
)1/2
, (89)
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and∣∣∣∣∣∣ρΠ+AQΠ−A ∣∣∣∣∣∣Lr+L2+∣∣∣∣∣∣ρΠ−AQΠ+A∣∣∣∣∣∣Lr+L2 6 CH(γf +Q, γf )
1
r +H(γf +Q, γf )
1
2
A
θ
2
+CH(γf +Q, γf )1/2
(ˆ f(A/2)
0
|S′(λ)| d2−1 dλ
)1/2
, (90)
for all A > C and a constant C depending only on S and r.
When r < 1 + 2/d, the terms on the right side are small for large A,
since S satisfies the integrability condition (83) and since f(A/2)→ 0 when
A→∞. Our bound is not small for r = 1 + 2/d, however.
An estimate similar to (89) and (90) can easily be derived in dimension
d = 1 by arguing as in Lemma 9:∣∣∣∣Π+AQΠ+A∣∣∣∣L2(R)+ ∣∣∣∣Π+AQΠ−A∣∣∣∣L2(R)+ ∣∣∣∣Π−AQΠ+A∣∣∣∣L2(R) 6 C√AH(γf +Q, γf )1/2.
(91)
Before turning to the proof of Theorem 8, we mention a corollary. It con-
cerns the approximation of operators with finite relative entropy by means
of operators in S2,s for a large s. It is similar to [33, Cor. 1] but includes
in addition an information about the density ρ.
Corollary 3 (Approximation by operators in S2,s). Let d > 1. We assume
that S satisfies (77), (78), (81) and (83). We denote as before γf = f(−∆)
with f = (S′)−1. Let 0 6 γ 6 1 be such that H(γ, γf ) < ∞, and let
Q = γ − γf and Π−A = 1(−∆ 6 A). Then we have
• lim
A→∞
∣∣∣∣Π−AQΠ−A −Q∣∣∣∣S2,1 = 0;
• lim
A→∞
H(γf +Π−AQΠ−A, γf ) = H(γ, γf );
• lim
A→∞
∣∣∣∣∣∣ρΠ−AQΠ−A − ρQ∣∣∣∣∣∣Lr+L2 = 0 for all 1 6 r < 1 + 2/d.
The last limit is uniform in γ, for H(γ, γf ) 6 C and r 6 1 + 2/d− 1/C.
Proof of Corollary 3. For the first two items see [33, Cor. 1], only the limit
of the density is new. We write Q−Π−AQΠ−A = Π+AQΠ+A+Π−AQΠ+A+Π+AQΠ−A.
These terms are estimated in Lr + L2 in Theorem 8, with a bound uniform
for H(γ, γf ) 6 C and r 6 1 + 2/d − 1/C. 
It remains to write the
Proof of Theorem 8. We write the proof for Q a smooth finite rank operator
and we use (86) as in the proof of Theorem 7. We have as before
Q =
ˆ 1
0
(
1(γ > λ)− 1(−∆ 6 S′(λ))) dλ,
and introduce for simplicity µ := S′(λ), Pµ := 1(γ > λ) and Qµ := Pµ −
Π−µ , in such a way that Π
+
AQΠ
+
A =
´ 1
0 Π
+
AQµΠ
+
A dλ. We use the notation
Q++µ := Π
+
µQµΠ
+
µ , Q
+−
µ := Π
+
µQµΠ
−
µ and so on. We estimate the density of
Π+AQµΠ
+
A for every fixed µ, before integrating with respect to λ = (S
′)−1(µ).
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We first deal with the case µ 6 A/2. Then Π−µΠ
+
A = 0 and, using that
(p2 − µ)1(p2 > A) > A/2 for µ 6 A/2, we getˆ
Rd
ρΠ+AQµΠ
+
A
=
ˆ
Rd
ρΠ+AQ
++
µ Π
+
A
6
2
A
Tr(−∆− µ)Q++µ 6
2
A
Tr|∆+ µ|Q2µ.
On the other hand, by the usual Lieb-Thirring inequality, we haveˆ
Rd
ρ
1+2/d
Π+AQµΠ
+
A
6 CTr(−∆)Π+AQ++µ 6 2CTr|∆+ µ|Q2µ.
By Ho¨lder’s inequality we deduce that∣∣∣∣∣∣ρΠ+AQµΠ+A∣∣∣∣∣∣Lr 6 CAθ (Tr|∆+ µ|Q2µ) 1r ,
with r−1 = (1− θ)d/(d+ 2) + θ.
Assume now that µ > A/2. Then we are not going to use A, but we
perform a similar decomposition using 2µ. We write
Π+AQµΠ
+
A = Π
+
2µQµ,AΠ
+
2µ +Π
+
2µQµ,AΠ
−
2µ +Π
−
2µQµ,AΠ
+
2µ +Π
−
2µQµ,AΠ
−
2µ
and Qµ,A := Π
+
AQµΠ
+
A. The previous argument gives∣∣∣∣∣∣ρΠ+2µQµ,AΠ+2µ∣∣∣∣∣∣Lr 6 C
(
Tr|∆+ µ|Q2µ
) 1
r
µθ
6 C
(
Tr|∆+ µ|Q2µ
) 1
r
Aθ
. (92)
On the other hand, we have ‖ρΠ−2µQµ,AΠ−2µ‖L∞ 6 Cµ
d/2 and, by the Lieb-
Thirring inequality (41),ˆ
Rd
min
(
|ρΠ−2µQµ,AΠ−2µ |
1+2/d , µ1−
d
2 |ρΠ−2µQµ,AΠ−2µ |
2
)
6 CTr|∆+ µ|Q2µ.
From these two bounds we deduce that∣∣∣∣∣∣ρΠ−2µQµ,AΠ−2µ∣∣∣∣∣∣L2 6 Cµ d4− 12 (Tr|∆+ µ|Q2µ)1/2. (93)
Finally, the density of Π+2µQµ,AΠ
−
2µ can be estimated in L
2 by duality:
Tr
(
Π+2µQµ,AΠ
−
2µV
)
6 ‖Π+2µQ‖S2‖Π−2µV ‖S2
6 Cµ
d
4
− 1
2
(
Tr|∆+ µ|Q2µ
) 1
2 ||V ||L2 . (94)
So for µ > A/2 we obtain∣∣∣∣∣∣ρΠ+AQµΠ+A∣∣∣∣∣∣Lr+L2 6 Cµ d4− 12 (Tr|∆+ µ|Q2µ)1/2 + C
(
Tr|∆+ µ|Q2µ
) 1
r
Aθ
.
Now we integrate with respect to λ and appeal to (86). We use the
concavity of x 7→ x1/r and the Cauchy-Schwarz inequality for the integral
over λ involving µ
d
4
− 1
2 . We obtain∣∣∣∣∣∣ρΠ+AQΠ+A∣∣∣∣∣∣Lr+L2 6 CH(γf +Q, γf )
1
r
Aθ
+ CH(γf +Q, γf )1/2
(ˆ 1
0
|S′(λ)| d2−11(S′(λ) > A/2) dλ
)1/2
,
which is the desired result.
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We estimate the cross terms Π±AQµΠ
∓
A by using similar arguments. We
start with µ 6 A/2 and therefore look at Π+AQµΠ
−
A = Π
+
AQ
++
µ Π
−
A+Π
+
AQ
+−
µ .
The second term is estimated by duality like in (94), leading to∣∣∣∣∣∣ρΠ+AQ+−µ ∣∣∣∣∣∣L2 6 Cµ
d
4√
A
(
Tr|∆+ µ|Q2µ
)1/2
.
For the first term, we remark that for every V > 0∣∣Tr(Π+AQ++µ Π−AV )∣∣ 6 ∣∣∣∣∣∣∣∣√VΠ+A√Q++µ ∣∣∣∣∣∣∣∣
S2
∣∣∣∣∣∣∣∣√Q++µ Π−A√V ∣∣∣∣∣∣∣∣
S2
6 A
θ
2Tr
(
Π+AQ
++
µ Π
+
AV
)
+
1
4A
θ
2
Tr
(
Π−AQ
++
µ Π
−
AV
)
,
which implies the pointwise inequality
|ρΠ+AQ++µ Π−A | 6 A
θ
2 ρΠ+AQ
++
µ Π
+
A
+
1
4A
θ
2
ρΠ−AQ
++
µ Π
−
A
.
We have shown before that ‖ρΠ+AQ++µ Π+A‖Lr 6 CA
−θ(Tr|∆ + µ|Q2µ)1/r and,
by the Lieb-Thirring inequality (41), we have∣∣∣∣∣∣ρΠ−AQ++µ Π−A ∣∣∣∣∣∣L1+2/d+L2 6 C ((Tr|∆+ µ|Q2µ) dd+2 + µ d4− 12 (Tr|∆+ µ|Q2µ) 12) .
So we get, for µ 6 A/2,∣∣∣∣∣∣ρΠ+AQµΠ−A ∣∣∣∣∣∣Lr+L2 6 CA θ2
((
Tr|∆+ µ|Q2µ
) 1
r + (1 + µ
d
4
− 1
2 )
(
Tr|∆+ µ|Q2µ
) 1
2
)
.
Finally, we deal with the case µ > A/2 in a similar fashion. We write
Π+AQµΠ
−
A = Π
+
2µQµΠ
−
A +Π
+
AΠ
−
2µQ
++
µ Π
−
A +Π
+
AQ
−−
µ Π
−
A
+Π+AQ
−+
µ Π
−
A +Π
+
AΠ
−
2µQ
+−
µ Π
−
A. (95)
The density of Π+2µQµΠ
−
A is estimated exactly as in (94). The density of
Π+AΠ
−
2µQ
++
µ Π
−
A is bounded as before by using
2|ρΠ+AΠ−2µQ++µ Π−A | 6 ρΠ−AQ++µ Π−A + ρΠ+AΠ−2µQ++µ Π+AΠ−2µ .
The two densities on the right can be estimated in L∞ by Cµd/2 and in
L1+2/d + L2 by the Lieb-Thirring inequality. Like in (93), this leads to∣∣∣∣∣∣ρΠ+AΠ−2µQ++µ Π−A ∣∣∣∣∣∣L2 6 Cµ d4− 12 (Tr|∆+ µ|Q2µ)1/2.
The argument is the same for the term involving Q−− in (95). Finally, the
two terms involving Q+− and Q−+ in (95) are bounded by using directly [18,
Eq. (3.11)–(3.12)], leading to∣∣∣∣∣∣ρΠ+AQ−+µ Π−A ∣∣∣∣∣∣L2 + ∣∣∣∣∣∣ρΠ+AΠ−2µQ+−µ Π−A ∣∣∣∣∣∣L2 6 Cµ d4− 12 (Tr|∆+ µ|Q2µ)1/2.
The final bound is∣∣∣∣∣∣ρΠ+AQµΠ−A ∣∣∣∣∣∣L2 6 Cµ d4− 12 (Tr|∆+ µ|Q2µ)1/2 (96)
for µ > A/2 and (90) follows after integrating with respect to λ. 
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7. Free energy & global well-posedness for generalized Gibbs
states
We have proved the existence of local-in-time solutions to the nonlinear
Hartree equation
iγ˙ = [−∆+ w ∗ ργ , γ],
in various situations in Section 3, and of global-in-time solutions when γ is
a local perturbation of the Fermi sea γf = 1(−∆ 6 µ) in Section 4. The
purpose of this section is to derive a similar result for more general reference
states γf , including (7)–(9).
Consider a reference state γf = f(−∆) with f = (S′)−1 and S satisfy-
ing (77), (78), (81) and (83). The following relative free energy, analogous
to the relative energy of Section 4, is formally conserved and will be used as
a Lyapunov function to get global solutions:
Ff (γ, γf ) := H(γ, γf ) + 1
2
ˆ
Rd
ˆ
Rd
w(x− y)ργ−γf (x)ργ−γf (y) dx dy. (97)
This functional is defined on the free energy space
Kf :=
{
0 6 γ = γ∗ 6 1 : H(γ, γf ) <∞
}
. (98)
From Klein’s inequality (82), we know that any γ ∈ Kf satisfies (1 −
∆)1/2(γ − γf ) ∈ S2 and from Lemma 9 and the Lieb-Thirring inequality
in Theorem 7, we know that ργ−ργf ∈ L2(Rd)+L1+min(1,2/d)(Rd). We infer
that the last term is well-defined, provided that w decays fast enough. The
condition is w ∈ L1(Rd) for d = 1, 2, and w ∈ L1(Rd) ∩ L(d+2)/4(Rd) for
d > 3. We have the equivalent of Proposition 1 for the relative free energy:
Proposition 6 (Coercivity of the relative free energy in the defocusing
case). Let γ ∈ Kf . Then, when d > 3 and ŵ > 0 we have
Ff (γ, γf ) > H(γ, γf ), (99)
while when d = 1, 2 and ‖ŵ−‖L∞ < KLT,S/(2π)d/2 we have
Ff (γ, γf ) >
(
1− (2π)
d/2‖ŵ−‖L∞
KLT,S
)
H(γ, γf ), (100)
where KLT,S is the Lieb-Thirring constant of Lemma 9 and Theorem 7.
We use this result to globalize the local-in-time solutions to the Hartree
equation with finite relative free energy built in Theorem 3.
Theorem 9 (Global well-posedness at positive temperature for d = 1, 2, 3).
Assume that d = 1, 2, 3 and that w ∈ L1(Rd) ∩ L∞(Rd) if d = 1, 2 with
furthermore |∇w| ∈ L1(Rd) ∩ L∞(Rd) if d = 3. Assume also that w(x) =
w(−x) for a.e. x ∈ Rd. Let γf = f(−∆) with f = (S′)−1 and S satisfying
(77), (78), (81) and (83). Let Q0 = γ0 − γf with γ0 ∈ Kf . Then there
exists a unique maximal solution Q(t) = γ(t) − γf ∈ C0t ((−T−, T+),S2)
if d = 1, 2, and Q(t) ∈ C0t ((−T−, T+),S2,1) if d = 3, of (20) with initial
datum Q0, such that γ(t) ∈ Kf for almost all t ∈ (−T−, T+) and T± > 0.
We have the blow-up criterion
T± <∞ =⇒ lim
t→±T±
H(γ(t), γf ) = +∞. (101)
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The relative free energy is constant for almost every t ∈ (−T−, T+). Fur-
thermore, when d = 3 and ŵ > 0 or when d = 1, 2 and ‖(ŵ)−‖L∞ <
KLT,S/(2π)
d/2, then the solution is global, T− = T+ = +∞.
This result holds for a fixed function S and for 0 6 γ0, γf 6 1. By scaling
and multiplication by a constant we can deal with the general situation and,
in particular, get Theorem 2 stated in the introduction. For instance, in
order to deal with density matrices satisfying 6 M , it suffices to multiply
the time-dependent equation by 1/M and to consider the operators γf/M
and γ0/M . This changes w intoMw and the entropy S intoM
−1S(Mx). In
dimensions d = 1, 2 the condition on ŵ then involvesM through the constant
KLT,S. Similarly, in the physical examples (7)–(9), the entropy S includes
the temperature T and the chemical potential µ. By a scaling argument, we
can always reduce the problem to T = 1 with chemical potential µ/T and
then KLT,S only depends on µ/T . Indeed, if γf = f(−∆/T ), then defining
the unitary operator (UT f) := T
d/4f(
√
Tx), we see that the time-dependent
equation satisfied by γ˜(t) := U∗TγUT (t/T ) is{
i ∂tγ˜ =
[−∆+ wT ∗ ργ˜ , γ˜],
γ˜(0) = f(−∆)+ U∗TQ(0)UT ,
(102)
with wT (x) = T
−1w(x/
√
T ) and, hence, ŵT (k) = T
d/2−1ŵ(
√
Tk). In the
Boltzmann and Fermi-Dirac cases, it is easy to verify that the Lieb-Thirring
constant KLT,S stays positive when µ varies in an interval around 0. This is
not true in the Bose-Einstein case since the operator norm of γbos1,µ/T diverges
when µ/T → 0−, in which case we have to divide the equation by a large
constant, as explained before. Thus the constants κ1 and κ2 appearing in
Theorem 2 stay bounded away from 0 when µ/T stays in a compact set for
fermions and boltzons, but it converges to 0 when µ/T → 0− for bosons.
The rest of the section is devoted to the proof of Theorem 9. As in Section
4, we begin by showing conservation of energy for ‘regular’ solutions, namely
those belonging to the space S1,4.
Proposition 7 (Conservation of the relative free energy for regular solu-
tions). Let d > 1 and w ∈ (ℓ1(L2) ∩ L∞)(Rd) such that ∂αw ∈ (ℓ1(L2) ∩
L∞)(Rd) for all multi-indices |α| 6 4. Assume also w(x) = w(−x) for a.e.
x ∈ Rd. Let γf = f(−∆) with f = (S′)−1 and S satisfying (77), (78), (81)
and (83) with furthermore (1 + | · |4)g(·) ∈ ℓ1(L2)(Rd) where g = f(| · |2).
Let Q0 ∈ S1,4 be such that γf +Q0 ∈ Kf . Let Q ∈ C0t ((−T−, T+),S1,4) be
the maximal solution to the Hartree equation with initial condition Q0 built
in Theorem 3. Then, for all t ∈ (−T−, T+), γf +Q(t) ∈ Kf and the relative
free energy is conserved: Ff (γf +Q(t), γf ) = Ff (γf +Q0, γf ).
Remark 2. The assumption that k 7→ (1+k4)f(k2) ∈ ℓ1L2 is satisfied if, for
instance, (1+k2)2+δ/2f(k2) ∈ L2(Rd) for some δ > d/2, by [43, Chap. 4]. A
sufficient condition for this to hold is
´ 1
0 λ(1 + S
′(λ)+)
δ+4S′(λ)
d/2
+ dλ < ∞
which, by (83), is itself implied by the boundedness of λ 7→ λ 1δ+4S′(λ) as
λ → 0. In Lemma 10, we will show that any S satisfying (77), (78), (81)
and (83) can be approximated by a monotone sequence (Sn) satisfying this.
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Proof of Proposition 7. Let Q(t) be the solution to the Hartree equation
with initial datum Q0. We prove that for all t ∈ (−T−, T+)
H(γf +Q(t), γf ) = H(γf +Q0, γf ) + Tr(−∆)(Q(t)−Q0) (103)
where we recall that (−∆)(Q(t) − Q0) ∈ S1. The proof that the relative
free energy is conserved then follows by the same method as for Theorem
3, using that Q(t) belongs to C0tS
1,4 ∩C1tS1,2 for all times. The rest of the
argument is therefore devoted to the proof (103).
Since ρQ(t) belongs to L
∞
t,loc((−T−, T+), L1x(Rd)), then V (t) = w ∗ ρQ(t)
belongs to Lp
′
t,loc((−T−, T+), Lq
′
x (Rd)) for any 2/p′ + d/q′ = 2. By [19], we
deduce that for all t ∈ (−T−, T+), γf+Q(t) = UV (t)(γf+Q0)UV (t)∗, where
UV (t) − 1 ∈ C0(Sd+2), with UV (t) a strongly continuous family of unitary
operators on L2(Rd) with UV (0) = 1. In particular, 0 6 γf+Q(t) 6 1 for all
t. From the proof of Theorem 3, we also know that (UV (t)− 1)γf (1−∆) ∈
C0(S1) and that [∇, UV (t) − 1] ∈ C0(Sd+2). Indeed, computing the last
commutator we get a sum of terms in which one of the potentials V is
replaced by ∇V , and the estimate is the same as for UV (t) − 1 using our
assumptions on w. In the following we denote K(t) := UV (t)− 1.
We only prove (103) for short times, the proof in the general case follows
by iterating the argument below. For t ≪ 1 we have the additional infor-
mation that ||K(t)||Sd+2 < 1 and this implies that we can write UV (t) =
exp(iB(t)) where t 7→ B(t) ∈ C0(Sd+2), with B(t) = B(t)∗. The operator
B(t) satisfies the same properties as K(t), namely B(t)γf (1−∆) ∈ C0(S1)
and [∇, B(t)] ∈ C0(Sd+2). We now proceed in two steps. First we re-
place B(t) by an operator Bn of finite rank and prove (103) with Qn :=
eiBn(γf +Q0)e
−iBn − γf in place of Q(t). Then we let n→∞.
The approximation sequence Bn = B
∗
n is chosen such as to have
lim
n→∞
||Bn −B(t)||Sd+2 = limn→∞ ||(Bn −B(t))γf (1−∆)||S1
= lim
n→∞
||[∇, Bn −B(t))]||Sd+2 = 0.
One simple way to construct such a sequence Bn, is to first truncate the large
momenta by looking at B′A := Π
−
AB(t)Π
−
A. Since γf , ∇ and ∆ commute with
Π−A it is clear that B
′
A converges to B(t) in the above norms as A → ∞.
Furthermore, we have B′A ∈ S1 for the same reason as for B(t)γf ∈ S1.
Then ∆B′A ∈ S1 since ∆ is bounded on the range of Π−A. Now we can
approximate B′A in S
1(Π−AL
2) by a finite-rank operator and all the other
properties follow immediately. We will use in the proof that Kn := e
iBn − 1
is also a finite rank operator with range in Π−AL
2 and that it converges to
K = eiB − 1 for the same norms as for B.
We turn to the proof of (103) with Qn in place of Q(t). Let Pk be an in-
creasing sequence of finite-rank orthogonal projectors whose range contains
the range of Bn, such that Pk → 1 strongly. We choose Pk such as to have
Pk(1 −∆)Pk 6 C(1−∆) for all k (the constant can depend on Bn). Since
Bn lives over the space Π
−
AL
2, it suffices to take projections adapted to the
decomposition of the momentum space into shells, NA 6 −∆ 6 (N + 1)A,
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N > 0. By definition of the relative entropy, we have
H(γf +Qn, γf )−H(γf +Q0, γf ) =
lim
k→∞
TrPkH
[
S(Pk(γf+Q0)Pk)−S(Pk(γf+Qn)Pk)+S′(PkγfPk)Pk(Qn−Q0)Pk
]
.
By construction of Pk, we have Pke
iBn = eiBnPk and hence
TrPkH [S(Pk(γf +Qn)Pk)] = TrPkH
[
eiBnS(Pk(γf +Q0)Pk)e
−iBn
]
= TrPkH [S(Pk(γf +Q0)Pk)] .
Therefore we obtain
H(γf +Qn, γf )−H(γf +Q0, γf ) = lim
k→∞
TrH
[
PkS
′(PkγfPk)Pk(Qn −Q0)
]
.
(104)
Using the integral representation (79) for S′ and the inequality (Pk(t +
γf )Pk)
−1 6 Pk(t + γf )
−1Pk for all t > 0 (which follows from the Schur
complement formula), we get
−C(1−∆) 6 −CPk(1−∆)Pk 6 S′(PkγfPk) 6 CPk(1−∆)Pk 6 C(1−∆).
Again from the representation (79) for S′, we can then show by Lebesgue’s
dominated convergence theorem that PkS
′(PkγfPk)Pk → S′(γf ) = −∆
strongly as quadratic forms on H1(Rd). The operator
Qn −Q0 = KnQ0 +Q0Kn +KnQ0Kn +Knγf + γfKn +KnγfKn
has a finite rank and its eigenfunctions are in H1, due to our assumption
that Q0 ∈ S1,4. We can therefore pass to the limit k →∞ in (104) and get
H(eiBn(γf +Q0)e−iBn , γf ) = H(γf +Q0, γf ) + Tr(−∆)(Qn −Q0).
In a second step we take the limit n→∞. If we can show that
lim
n→∞
Tr(−∆)(Qn −Q(t)) = 0, (105)
then we find, using the lower semi-continuity of H, that
H(γf +Q(t), γf ) 6 H(γf +Q0, γf ) + Tr(−∆)
(
Q(t)−Q0
)
.
Exchanging the roles of t and 0 gives the other inequality and this concludes
the proof of (103) for short times. So it remains to show (105). We can
write (abbreviating Q = Q(t))
Qn−Q = (Kn −K)Q0+Q0(Kn −K)+ (Kn −K)Q0Kn +KQ0(Kn −K)
+ (Kn −K)γf + γf (Kn −K) + (Kn −K)γfKn +Kγf (Kn −K).
That Tr(−∆)(Kn − K)Q0 = Tr(Kn − K)Q0(−∆) → 0 is obvious, since
Q0(−∆) ∈ S1 and Kn → K in Sd+2. Let us look at
Tr(−∆)KQ0(Kn −K) =
d∑
j=1
Tr pjKQ0(Kn −K)pj
=
d∑
j=1
Tr KpjQ0pj(Kn −K) + Tr [pj ,K]Q0[Kn −K, pj ]
+ Tr [pj,K]Q0pj(Kn −K) + Tr KpjQ0[Kn −K, pj ].
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This converges to 0, since ||[pj,Kn −K]||Sd+2 → 0, ||Kn −K||Sd+2 → 0,
Q0pj ∈ S1 and pjQ0pj ∈ S1. The last assertion follows from the property
that |p||Q0|1/2 ∈ S2, by the Araki-Lieb-Thirring inequality and the fact that
Q0 ∈ S1,4. The argument is similar for all the other terms, and this finishes
our proof of Proposition 7. 
Global well-posedness in the energy space Kf follows by approximating
the initial datum γ0 ∈ Kf , the interaction potential w and the reference state
γf by a sequence (γ0,n, wn, γf,n) satisfying the assumptions of Proposition
7. The following lemma deals with the construction of (γ0,n) and (γf,n).
Lemma 10. Let d > 1. We assume that S satisfies (77), (78), (81)
and (83). We denote as before γf = f(−∆) = (S′)−1(−∆). Let γ ∈ Kf
and Q := γ − γf . Then, there exist two sequences (Sn) and (γn) such that
• Sn satisfies (77), (78), (81) and (83) with additionally k 7→ (1 +
k4)fn(k
2) ∈ ℓ1L2(Rd), where fn := (S′n)−1;
• γn ∈ Kfn and Qn := γn − γfn ∈ S1,4;
• lim
n→∞
ˆ
Rd
|fn(k2)− f(k2)| dk = lim
n→∞
ˆ
Rd
k2|fn(k2)− f(k2)|2 dk = 0;
• lim
n→∞
Hn(γn, γfn) = H(γ, γf );
• lim
n→∞
||Qn −Q||S2,1= limn→∞
∣∣∣∣ρeit∆Qne−it∆ − ρeit∆Qe−it∆∣∣∣∣L∞t (L1+L2) = 0.
Here Hn and H are the relative entropies of Sn and S, respectively.
Proof of Lemma 10. We begin by constructing the sequence (Sn). A change
of variables leads to the estimateˆ
Rd
|fn(k2)− f(k2)| dk 6 C
ˆ f(0)
0
|λ− (S′n)−1(S′(λ))|S′(λ)
d
2
−1|S′′(λ)| dλ.
Let ν1 and ν2 be the Lo¨wner measures associated with S, as in (79). We
define Sn by the same formula (79) as S, except that we replace a
′ by
a′n 6 a
′ and the measure dν1 by dν1,n(t) :=
(
t1−α¯106t61/n + 1t>1/n
)
dν1(t),
where 0 6 α¯ 6 1 is defined in the following fashion. First we look at
α∗ = sup
{
0 6 α 6 1,
ˆ 1
0
dν1(t)
tα
< +∞
}
,
which is finite since
´ 1
0 dν1(t) < +∞. We distinguish two cases. If α∗ >
(d + 6)/(d + 8), then we set α¯ = 1, that is, ν1,n = ν1 and we claim that
we already have k 7→ (1 + k4)f(k2) ∈ ℓ1L2. Indeed, by definition of α∗,
there exists α > (d + 6)/(d + 8) such that
´ 1
0 t
−αdν1(t) < ∞. Defining
δ = 11−α − 4, the condition α > (d+ 6)/(d + 8) implies that δ > d/2. Using
that S′(λ) ∼ C + ´ 10 (t+ λ)−1 dν1(t) we see that λ 7→ λ 1δ+4S′(λ) is bounded
when λ → 0. By Remark 2 we deduce that k 7→ (1 + k4)f(k2) ∈ ℓ1L2, and
there is nothing to do.
Now, let us assume that α∗ 6 (d+6)/(d+8). This implies that α∗+2/(d+
8) 6 1, and we pick any number α¯ such that 0 6 α∗ < α¯ < α∗+2/(d+8) 6 1.
The sequence a′n 6 a
′ is chosen in the following fashion: we choose any
sequence a′n → a′ satisfying the property that a′−a′n > 4b
´ 1/n
0 dν1(t). Since
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for all n, ν1,n 6 ν1 as positive Borel measures, Sn satisfies conditions (77)
and (78). By the monotone convergence theorem, we have for all x > 0,ˆ ∞
0
dν1,n(t)
(t+ x)(1 + 2t)
→
ˆ ∞
0
dν1(t)
(t+ x)(1 + 2t)
and hence S′n(x) → S′(x) as n → ∞. Furthermore, using only a′n 6 a′
and ν1,n 6 ν1, we infer that S
′
n(x) 6 S
′(x) for all 0 6 x 6 1/2. When
1/2 6 x 6 1, we have
S′(x)− S′n(x) = (a′ − a′n)x− b(2x− 1)
ˆ 1/n
0
(1− t1−α¯)dν1(t)
(t+ x)(2t + 1)
>
a′ − a′n
2
− 2b
ˆ 1/n
0
dν1(t) > 0.
Hence, S′n(x) 6 S
′(x) for all 0 6 x 6 1, and since S′n and S
′ are decreas-
ing, we deduce that (S′n)
−1(λ) 6 (S′)−1(λ) for all λ. By the monotone
convergence theorem, we deduce that
lim
n→∞
ˆ f(0)
0
|λ− (S′n)−1(S′(λ))|S′(λ)
d
2
−1|S′′(λ)| dλ = 0.
From the fact that S′n 6 S
′, we also deduce that Sn satisfies condition (83)
and condition (81) for all n. Because α¯ < α∗ + 2/(d + 8), there exists
d/2 < δ < 1/(α¯ − α∗)− 4, and
ˆ 1
0
dν1,n(t)
t1−
1
δ+4
=
ˆ 1/n
0
dν1(t)
tα¯−
1
δ+4
+
ˆ 1
1/n
dν1(t)
t1−
1
δ+4
< +∞
since α¯− 1/(δ + 4) < α∗. As before this implies that (1 + k4)fn(k2) ∈ ℓ1L2.
Finally, we have the inequalityˆ
Rd
k2|fn(k2)− f(k2)|2 dk
6
(∣∣∣∣k2f(k2)∣∣∣∣
L∞k
+ sup
n
∣∣∣∣k2fn(k2)∣∣∣∣L∞k
)ˆ
Rd
|fn(k2)− f(k2)| dk.
Now
∣∣∣∣k2f(k2)∣∣∣∣
L∞k
= ||xS′(x)+||L∞x < ∞ by (80), and it is also clear that
supn ||xS′n(x)+||L∞x < +∞ since S′n 6 S′. We now construct the sequence
(γn). Corollary 3 and Theorem 8 show that we can find a sequence (Q˜n) ⊂
S2,s for all s > 0, with furthermore Qn = Π
−
An
QnΠ
−
An
for all n, for some
sequence An → +∞, and such that H(γf + Q˜n, γf ) → H(γ, γf ), Q˜n → Q
in S2,1, and ρeit∆Q˜ne−it∆ → ρeit∆Qe−it∆ in L∞(R, L1 + L2). By [33, Cor. 1],
we can assume that each Q˜n has finite-rank and hence belongs to S
1,4 since
it is compactly supported in Fourier space. By the formula defining S′n, we
see that S − Sn also satisfies (77) and (78). Hence
H(γf + Q˜n, γf )−Hn(γf + Q˜n, γf ) = Hs−Sn(γf + Q˜n, γf ) > 0.
Defining Xn = (γfn/γf )
1/2 which satisfies 0 6 Xn 6 1 since (Sn)
−1 6
(S′)−1, we have by monotony of the relative entropy (see [33, Thm. 1])
Hn(γf+Q˜n, γf ) > Hn(Xn(γf+Q˜n)Xn,XnγfXn) = Hn(γfn+XnQ˜nXn, γfn).
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We thus set Qn := XnQ˜nXn and γn := γfn + Qn. By the previous in-
equality, we have lim supn→∞Hn(γn, γf,n) 6 H(γ, γf ). Using the weak
lower semi-continuity of the relative entropy in finite dimension gives the
reverse inequality with a liminf, and hence Hn(γn, γf,n) → H(γ, γf ). Since
Xn is a multiplication in Fourier space and since Xn → 1 strongly in
L2(Rd), we also deduce that Qn → Q in S2,1. Finally, Lemma 1 gives
that ρ[eit∆Qne
−it∆]− ρ[eit∆Q˜ne−it∆]→ 0 in L∞(R, L1 + L2). 
Proof of Theorem 9. Let (γ0, w, γf ) be as in the statement of the theorem.
Let (γ0,n, γf,n) be given by Lemma 10. Let also (wn) ⊂ (ℓ1L2 ∩ L∞)(Rd)
be such that ∂αwn ∈ (ℓ1L2 ∩ L∞)(Rd) for all multi-indices |α| 6 4 and
all n, with furthermore wn(x) = wn(−x) for a.e. x ∈ Rd, wn → w in
(L1 ∩ L∞)(Rd) if d = 1, 2, and additionally ∇wn → ∇w in (L1 ∩ L∞)(Rd)d
when d = 3. Let Qn ∈ C0((−T−n , T+n ),S1,4) be the unique solution to
(20) associated to the triplet (γ0,n, wn, γf,n) given by Proposition 7. Let
also Q ∈ C0((−T−, T+),S2) if d = 1, 2 and Q ∈ C0((−T−, T+),S2,1) if
d = 3 the solution to (20) built in Theorem 5 and Theorem 6. By these
theorems, for all ε > 0 and for all n large enough, T±n > T
± − ε and we
have VQn → VQ in L8/dt ([−T− + ε, T+ − ε], L2x ∩ L∞x ), Qn(t) → Q(t) in
C0([−T− + ε, T+ − ε],S2). Using the weak lower semi continuity of the
relative entropy in finite dimension, we infer that for all t
H(γf +Q(t), γf ) 6 lim inf
n→∞
Hn(γf,n +Qn(t), γf,n).
The estimate∣∣∣∣¨ w(x− y)ρQn(t)(x)ρQn(t)(y) dxdy −¨ w(x− y)ρQ(t)(x)ρQ(t)(y) dxdy∣∣∣∣
6 ||ρQ + ρQn ||L1+L2
∣∣∣∣VQn(t) − VQ(t)∣∣∣∣L2∩L∞ ,
together with Ho¨lder’s inequality give¨
w(x− y)ρQn(t)(x)ρQn(t)(y) dxdy →
¨
w(x− y)ρQ(t)(x)ρQ(t)(y) dxdy
in L
4/d
t ([−T−+ε, T+−ε]), and thus almost everywhere up to a subsequence.
Taking the limit n → ∞ in the relative free energy of Qn, we find that
Ff (γf +Q(t), γf ) 6 Ff (γ0, γf ) almost everywhere. Putting the initial time
at any t for which there is convergence gives the reverse inequality. The
blow-up criterion (101) follows from the Lieb-Thirring inequality and the
blow-up criterion of Theorem 5 and Theorem 6. Assuming the defocusing
conditions on ŵ, using Proposition 6 and the Lieb-Thirring inequality, we
deduce that the solution Q is global: T± = +∞. This concludes the proof
of our main theorem. 
Remark 3. The defocusing condition also implies that the energy is constant
everywhere (and not only almost everywhere): for all t ∈ R and for all n, we
have Hn(γf,n + Qn(t), γf,n) 6 cnFfn(γfn + Qn(t), γfn), with (cn) bounded.
Thanks to Theorem 8 and since Qn(t) → Q(t) in S2, this implies that
ρQn(t) → ρQ(t) in L1 + L2 for all t (and not only on a full measure set).
Hence, Ff (γf +Q(t), γf ) 6 Ff (γ0, γf ) for all t and we have conservation of
the energy by exchanging t and 0.
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γf (reference state) Eq. (5) S
p (Schatten space) Eq. (18)
ρQ (density) Sec. 3 S
p,s (Schatten-Sobolev) Eq. (21)
Π±µ (Fermi sea) Eq. (10) ℓ
p(Lq) Eq. (32)
E(A,B) (relative energy) Eq. (11), (36) Kµ (energy space) Eq. (38)
F(A,B) (relative free energy) Eq. (16) Xµ Eq. (40)
H(A,B) (relative entropy) Eq. (17), (75) Yµ Eq. (46)
Ff (A,B) (gen. rel. free energy) Eq. (97) Kf (free energy space) Eq. (98)
WV (s, t) (wave operator) Eq. (61) W
(n)
V (s, t) (nth wave op.) Eq. (62)
Table 1. List of notation.
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