Computation caching is a novel strategy to improve the performance of computation offloading in wireless networks endowed with edge cloud or fog computing capabilities. It consists in preemptively storing in caches located at the edge of the network the results of computations that users offload to the edge cloud. The goal is to avoid redundant and repetitive processing of the same tasks, thus streamlining the offloading process and improving the exploitation of both the users' and the network's resources. In this paper, a novel computation caching policy is defined, investigated, and benchmarked against stateof-the-art solutions. The proposed new policy is built on three characterizing parameters of offloadable computational tasks: popularity, input size, and output size. This work proves the crucial importance of including these parameters altogether in the design of efficient policies. Our proposed policy has low computational complexity and is numerically shown to achieve optimality for several performance indicators and to yield significantly better results compared to the other analyzed policies. This is shown in both a singleand a multi-cell scenario, where a serving small cell has access to its neighboring cells' caches via backhaul. In this paper, the benefits of computation caching are highlighted and estimated through extensive numerical simulations in terms of reduction of uplink traffic, communication and computation costs, offloading delay, and computational resource outage.
I. INTRODUCTION
The future of mobile communications will be characterized by ubiquitous connection availability, very dense networks, ultra-low latency, energy efficiency, and an extremely fast and copious exchange of data and information. A game-changing idea for the 5G revolution consists in empowering network mobile terminals with data elaboration and storage capabilities, thus bringing cloud support the closest possible to users. This paradigm is called Multi-access Edge Computing (MEC) [22] , [23] , [39] , also known as mobile edge cloud or computing. A rich research current focuses on the allocation and clever exploitation of MEC resources, often divided into three categories: communication, computing, and caching [37] , [39] , sometimes referred to as C3, 3C, or C 3 , and extensible to C 4 with the addition of control [26] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Cunhua Pan . indicated as a key feature for future 6G delay-critical applications [6] . Numerous results show the importance of developing techniques for a joint management and allocation of these resources, capturing in one single optimization framework all the characterizing aspects of MEC [2] , [3] , [30] , [31] , [35] .
In MEC networks, Serving Small Cells (SSCs) are endowed with radio access technology, computing units, and local cache memories. SSCs can be entrusted by a User Equipment (UE) with computational assignments to run on its behalf through a procedure called task or computation offloading [2] , [3] , [35] , [38] . This revolutionizes the classical interaction between UEs and network access points, allowing UEs to both save energy and meet the tight latency constraints that will characterize many 5G services and use cases.
Moreover, the role of caching in 5G networks [1] , [4] , [14] , [39] is critically important to satisfy the always growing demand for downloadable multimedia content and to face the consequent increase of data traffic through the network. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ In the context of task offloading, a new form of caching was recently introduced, after noticing the pointlessness of repeating many times the same computation for the same reiterated offloading request. This paradigm is called computation (or task) caching [7] , [8] , [27] , [29] . It suggests to exploit small cells' caches to store the results of offloadable computations, so that the latter can be simply retrieved each time they are requested, instead of being recomputed [10] , [11] , [13] , [23] , [26] . Computation caching applies to MEC a concept already proposed in other fields of computer science and mathematics [9] , [33] , [34] , [40] . Its goal is to decimate redundant and repetitive processing, making results available before users' offloading requests arrive. In this, computation caching shares the rationale of (and can be combined with) proactive computing [12] and data prefetching [17] , [18] , as evoked in [11] .
Caching computation results entails several advantages, e.g., drastically reducing the computation time and saving energy for both UEs and SSCs, preventing uplink bottlenecks [28] , freeing network resources, decreasing SSCs' workload, diminishing the number of virtual machine instantiations and migrations (for instance, in mobility scenarios as in [32] ). The consequent resource gains may be reinvested to optimize the network's or the UEs' performance and increase users' satisfaction.
Applications of computation caching are conceivable in several contexts. Promising scenarios combine images or videos with heavy computational tasks: video rendering based on users' action and movement prediction for mobile gaming, as envisioned in [12] , [20] ; scene rendering in virtual or augmented reality environments, as mentioned in [11] ; object detection and recognition for vehicle navigation [13] , processing for object recognition in videos, 360-degree image or video reconstruction from agglomeration of partial data. These applications have one thing in common: they entail resource demanding computational processing and the output data (or an ample part of it) is useful to many different users. For example, all the players of an online interactive game need the same elements of the game's environment to be processed in the same way; all the avatars in a virtual reality world need the same rendering of the same objects; all the autonomous cars in a given region of the space need some common processing of the same data carried out by a local server or a small cell. In specific but not rare cases, these applications may simultaneously i) be handled by (clusters of) small cells at the edge of the network; ii) require frequent new processing and updating, which may not be entirely feasible ''on-the-fly''; iii) be characterized by a considerable volume of cacheable results, among which a decision on what to cache needs to be taken; iv) include (sub)tasks which are independent from users' very specific data and are indeed executed in a repetitive manner. In such cases, the exploitation of computation caching at the edge cloud is envisaged and beneficial.
In this paper, we focus on the interaction among UEs, their SSC, and other collaborating small cells. The latter make available the content of their caches to the SSC, in addition to serve their own UEs. Our goal is to investigate and quantify the benefits of computation caching, depending on different caching policies. We will formally define, evaluate, and compare three different low-complexity computation caching policies, including one newly proposed by us. We show that the latter performs optimally in several senses, significantly extending some initial results presented in [8] and clearly outperforming other state-of-the-art solutions. The proposed policies are enablers for proactive computation caching, intended as the strategy of adapting over time the content of small cell's cache memories, based on continuous learning of task popularity and other statistics.
To design efficient and effective computation caching policies, the importance of taking into account the popularity of offloadable tasks is motivated by the same arguments applicable in the context of classical content caching [14] . In addition, in this paper, we insist on the necessity to consider two more variables: the size of offloadable computations' inputs and the size of their results (or outputs). Depending on the application scenario, inputs and results may have significantly varying sizes. This implies that, during the computation offloading procedure, the quantity of cacheable data to download from the SSC (the results) can be substantially different from the quantity of data to upload from the UE to the SSC (the inputs). This marks a sharp difference with classical content caching, in which there are no such inputs to elaborate. Our most important novelty, introduced in [8] and further developed and investigated here, is the definition of a policy induced by a caching metric simultaneously based on offloadable tasks' popularity, size of input, and size of output. In particular, the combination of all the three variables into a single metric differentiates our work from that of other authors [10] , [11] , [13] , [26] . Including the size of tasks' inputs in a computation caching metric is justified because, whenever an already cached task's result does not need to be computed, the associated communication costs (for uploading the input) and computational costs (for processing the input) are zeroed; hence, the gains yielded by computation caching (in terms of decreased latencies, energy saving, reduction of the SSC's computational workload, etc.) grow as an increasing function of the sizes of the inputs of offlodable computations themselves. Furthermore and not less importantly, caches concretely store the results of offloadable tasks, therefore the decision on which results to store in a finite (and possibly not capaciuos) small cell's cache also needs to be based on this variable. This paper is structured as follows: in Section II, we present the system model, fix some notation, and describe the computation offloading procedure in a scenario with several small cells endowed with cache memories dedicated to computation caching. In Section III, we formalize a quantification of the costs associated with the offloading procedure, depending on the content of the caches of the involved small cells. Section IV contains the definition of the three caching metrics and induced policies that we investigate in this paper. Moreover, in Lemma 1, we mathematically characterize the optimal caching policy in a scenario with one small cell, when the costs of uploading and elaborating a task's input are proportional to its size and all results of tasks have the same standard size. Section V is dedicated to the numerical comparison of the proposed caching metrics. Therein, we focus on the interaction between one small cell and its users. We numerically evaluate several figures of merit to prove the goodness of the computation caching paradigm and, in some cases, to show the optimality of our novel caching metric. In Section VI, we propose a federation technique that provides a SSC with access to its neighboring small cells' cache memories (connected via backhaul) to retrieve task results that are not cached locally. We also propose a cooperative computing scheme in which neighboring small cells assist the SSC in the computation of non-cached task results. Some final remarks conclude the paper in Section VII.
II. SYSTEM MODEL
Our system model, sketched in Fig. 1 , includes UEs and small cells. The latter are nodes of the edge cloud through which UEs access the network and MEC services. We consider a set S = {s 1 , . . . , s N } of N small cells and we assume that each small cell serves a set of UEs and treats their computation offloading requests in a MEC framework [3] , [22] , [23] , [35] , [39] . This means that UEs can ask their SSC to run computational tasks on their behalf. In such a case, the tasks' inputs are uploaded by the UE to the SSC, which executes the computational tasks, obtains the tasks' results, and sends them back to the UEs.
In our model, the communication rates between a UE and its SSC are denoted R UL in uplink and R DL in downlink and are measured in bit/s. Each small cell has a computational capacity of f CPU cycles per second and is endowed with a cache memory entirely dedicated to computation caching, whose size is m bits. We also suppose that small cells can communicate with each other via backhaul; the cell-to-cell communication rate is denoted R BH bit/s. We call offloadable tasks the computational tasks that UEs can offload to their SSC. We consider a set of offloadable tasks C = {c 1 , . . . , c K }, called the catalogue of computations, with |C| = K . We suppose that the results of tasks in C are cacheable, i.e., they can be cached in small cells' memories to be retrieved in a second time, whenever needed. A task c k ∈ C is modeled as a triplet c k = (W k , e k , W k ), where W k is the task's input data (a sequence of bits) to be processed, e k is the number of CPU cycles per bit needed to elaborate the data, and W k is the computation's result (another sequence of bits). We denote |W k | and |W k | the sizes in bits of W k and W k .
Computation offloading is based on the assumption that, for a UE, transmitting the task's input to the SSC and downloading the task's result can cost less than locally and autonomously elaborating the result. This cost can be measured in time or energy, for instance, and an offloading request is typically sent whenever a UE estimates that its SSC can be helpful in increasing the UE's computation performance. Moreover, a computation offloading request may not be accepted by the SSC, depending on the availability of its resources, its workload, its capability to meet possible performance constraints imposed by the UE.
In this paper, we focus on the possibility to improve computation offloading (speed it up, make it less energydemanding or cheaper, etc.) through computation caching. This paradigm consists in making available at small cells' caches the results of offloadable tasks, ready for downloading, thus bypassing the execution of the task itself, which is run once and for all in advance. In practice, we propose that, after the reception of an offloading request of a task c k ∈ C and before starting the computation, the SSC looks for W k in its cache or in the caches of the small cells with which it shares a backhaul connection. If W k is found (and if the retrieval costs are less than the computation costs), the SSC does not need to run the execution of c k and directly sends W k to the UE that requested it. Now, let C n represent the (content of the) cache of s n ∈ S. To identify C n and, more generally, the union of caches of different small cells, we give the following definitions:
Definition 1 (Cache Indicator): C n is characterized by a cache indicator vector σ n = (σ n 1 , . . . , σ n K ) ∈ {0, 1} K , such that σ n k = 1 if and only if the result of c k ∈ C is stored in the cache memory of s n , i.e., W k ∈ C n .
Definition 2 (Cumulative Cache Indicator): For a subset of small cells T ⊆ S, we define the cumulative cache indicator
Cache indicators fully identify the content of caches. Since the cache size is limited to m bits, in general not all vectors in {0, 1} K correspond to a feasible configuration of a cache C n .
Definition 3 (Feasible Cache Indicators): We define the set of feasible cache indicators as follows:
Let s n be the SSC of some UEs and let the small cells of F ⊆ S be its neighbors, i.e., they are connected to s n via backhaul, as in Fig. 1 . Including computation caching, computation offloading occurs as follows: 1: A UE sends to the SSC s n a request that specifies the task to run and a latency constraint within which the result needs to be downloaded. Such an offloading request is denoted r = (k, t), meaning that the UE asks for the execution of c k ∈ C and to receive W k within t seconds. 2: if W k ∈ C n , then 3: the request is accepted, W k is directly sent back to the UE, and the procedure is concluded. 4: else 5: if retrieving W k from a neighboring cell's cache costs more than computing it at the SSC, then 6: if s n has enough available resources to compute W k and meet the latency constraint, then 7: the offloading request is accepted. 8: else 9: it is denied. 10: end if 11: else 12: s n sends a request for W k to all s n ∈ F. 13: if W k ∈ C n , ∃s n ∈ F, then 14: s n downloads W k from a neighbor, forwards it to the UE, and the procedure is concluded. 15: else 16: if s n has enough available resources to compute W k and meet the latency constraint, then 17: the offloading request is accepted. 18: else 19: it is denied. 20: end if 21: end if 22: end if 23 : end if 24: if the request is accepted but W k was not found in any caches (line 7 or 17), then 25: s n asks to the UE to upload W k , then computes W k , and finally sends it back to the UE. 26 
: end if
This procedure can be extended to include cooperative computing by letting the SSC offload the computation of non-cached task results to its neighbors [29] . We will propose a strategy to do so in Section VI-A.
III. COST OF COMPUTATION OFFLOADING
The total cost of computation offloading is made of several independent contributions, among which we identify two main components, induced by line 25 of the offloading procedure detailed above: i) the cost of uploading W k from the UE to the SSC; ii) the cost of running the computation at the SSC.
Depending on the application, the word ''cost'' may indicate energy consumptions, time delays, or any other metric that quantifies an expense or the quality of a service. Nonetheless, in all scenarios, there are evident benefits in keeping available at small cells' cache memories the results of offloadable tasks, before they are requested by the UE: indeed, whenever W k ∈ C n or W k ∈ C n for some s n ∈ F, the task c k does not need to be executed, W k does not need to be uploaded, and W k can be straightforwardly sent to the UE. The most important consequence is that the two cost components i) and ii) are zeroed.
Now, let us formally express the cost of computation offloading. At first, let us consider a scenario with only one small cell (s n ) and its served UEs, without neighboring small cells (F = ∅). Notice that, in this case, line 5 and lines 11 to 22 are not really executed during the computation offloading procedure of Section II. Then, the total cost of offloading c k ∈ C (assuming that the offloading request is accepted by the SSC) can be essentially represented as:
where req (c k ) is the cost of sending r = (k, t), the offloading request for the remote execution of c k (which does not include the transmission of the input W k ); σ n k is the k-th entry of the SSC's cache indicator; UL (c k ) is the cost of uploading W k ; comp (c k ) is the cost of computing W k (assuming, for simplicity, that the CPU state does not vary in time and the computation cost only depends on the task's parameters); DL (c k ) is the cost of sending the result W k back to the UE; and γ (c) models any other fixed cost that does not directly depend on c k , e.g., any constant processing cost at SSC's level or the cost of maintaining active the SSC's hardware, including the cache memory. The cost of reading a task's result from the cache is considered negligible. Now, let F = ∅. The SSC s n can retrieve task results via backhaul from its neighbors in F. Supposing that W k ∈ C n for some s n ∈ F, let us call BH (c k ) the cost of transmitting W k from s n to s n . Let us also set
and
Then, (2) can be generalized to
where BH req (c k ) represents the cost of forwarding the request for W k from the SSC to its neighbors and
IV. POLICIES FOR COMPUTATION CACHING
The previous considerations lead to the main question of this work: given the finite sizes of caches, how to choose which results of tasks to store at each small cell, with the goal of minimizing the overall costs? In other words, how to find the optimal feasible cache indicators? To answer, let us consider R offloading requests r 1 , . . . , r R , received by an SSC during a serving period, sent by its served UEs. By definition, every request uniquely corresponds to a task: for every i = 1, . . . , R, we have r i = (k, t), for some k ∈ {1, . . . , K } identifying a task in C and some latency constraint t > 0. Thus, setting tot (c r i ) = tot (c k ), we define the cost over the whole serving period as
This cumulative cost depends on the content of each small cell's cache C n (identified by the cache indicators), as it is clear from (5) and (6) . For our analysis, let us start by optimizing the cache indicators for a system with only one small cell. Such an assumption accurately represents also a scenario in which each small cell fills its cache independently from the others, without knowledge of the content of the other cells' caches, exclusively based on the R requests received from the UEs it is serving; in a second time, after a cache filling phase, small cells may decide to federate with each other to increase the effectiveness of computation caching. We will present in Section VI an algorithm for small cell federation. For now, let us focus on the interaction between a single small cell s n and its served UEs. The computation offloading cost over the whole serving period (7) reduces to
with tot (c r i ) = tot (c k ) as in (2) . Our goal is to find the feasible cache indicator that minimizes (8):
For r i = (k, t), let σ r i = σ k and (c r i ) = (c k ). Then, since the addends in (2) that do not depend on σ n k do not influence the minimization above, we have:
Ideally, if σ opt is known, the SSC guarantees an optimal cost minimization by storing the W k for which (σ opt ) k = 1, i.e., imposing σ n = σ opt . Since the number of cache indicators grows exponentially with K = |C|, it is in general not algorithmically possible to exhaustively determine σ opt . A scope of this paper is to propose and evaluate low-complexity strategies to find feasible cache indicators with close-to-optimal associated performance. A natural approach is to hierarchically classify tasks and to fill the cache with the results of the tasks that maximize the chosen priority metric. More formally:
Definition 4 (Caching Metric and Policy): A caching metric λ : C → R + assigns to each task a ''caching priority''. The caching policy associated with metric λ is the application of the following algorithm that caches tasks' results in descending order of priority, until C n is full:
← (0, 0, . . . , 0) and s ← 0. 3: for k = 1, . . . , K do 4: if s + |W φ(k) | ≤ m, then 5: set σ n φ(k) ← 1 and s ← s + |W φ(k) |.
6:
end if 7: end for 8: Fill C n according to σ n . We denote σ (λ) the indicator yielded by the previous algorithm.
Notice that the complexity of this algorithm is O(K log K ): the complexity of computing λ(c k ) for every k is O(K ) and the complexity of sorting them is O(K log K ).
Clearly, a caching policy for the SSC is based on a well-designed metric if (σ (λ)) is close to (σ opt ). A spontaneous observation, common to the context of content caching [14] , [15] , [21] , [24] , [36] , is that a good caching policy needs to depend on the popularity of a task, intended as the frequency with which the task is requested with respect to the other tasks. Indeed, to reduce costs, we want to avoid to repeatedly and redundantly process frequently requested tasks. Thus, with every small cell s n ∈ S we associate a popularity vector p n ∈]0, 1] K . Each p n k represents the popularity of task c k as measured, learned, known, or estimated by s n . In practice, p n k represents the probability that the computation offloading of c k is requested to the n-th small cell by the UEs that it is serving. In general, p n and p n are different for n = n , because the users associated with different small cells do not necessarily request the execution of the same tasks with the same probability. In our setting (and, in general, whenever the offloading requests are pairwise independent and if their total number R is big enough), we can write:
We are ready to define three different caching metrics, which will induce three different caching policies, and which we will evaluate in the next sections.
Definition 5: Simply based on task popularity, we define:
λ 1 is essentially the computation caching metric used in [10] , [11] , [26] and corresponds to the policy of maximizing the cache hit ratio. We stress the point that, in the context of computation offloading, more effective metrics can be designed. For instance, a better choice comes from the observation that caching the result of a very popular task with low input uploading and computation cost (c k ) can be less advantageous than caching the result of a less popular task with a much higher cost. The latter directly depends on the size of the task's input W k , denoted |W k |. Therefore, we are led to the following:
Definition 6: Based on popularity and input data size, let
In some specific cases, but not always, the caching policy induced by λ 2 is optimal:
Lemma 1: Let us suppose that, for every k ∈ {1, . . . , K },
for some constants a, b > 0. Let us also suppose that the results of tasks have all constant output size, i.e., |W k | = w for every k ∈ {1, . . . , K }. Then, σ (λ 2 ) = σ opt . Proof: Let us call ρ k := |{i : r i = (k, t), ∃ t > 0}|. Hence, by (9) and (10), we have
Thanks to (11) and (3), we obtain
When |W k | = w, the cache can store at most m/w computation results, independently from k. So,
Consequently, the summation in (12) is maximized when σ k = 1 for the m/w tasks with the highest p n k |W k | = λ 2 (c k ). This is equivalent to filling the cache according to the caching policy induced by λ 2 , i.e., σ (λ 2 ) = σ opt . In this context, λ 2 corresponds to the metric used in [29] , where it was already highlighted the need for a policy that takes into account both task popularity and input data size. Now, the hypothesis that all |W k | have standard constant size is not realistic for all applications. The novel metric that we propose is based on the observation that caching results of tasks whose size is small allows to store more of them. Hence, it may be more convenient to cache a high number of small-size results, even if their popularity and input size do not maximize λ 2 .
Definition 7 (Novel Caching Metric): To increase the caching priority of tasks with small |W k |, we define:
Notice that in a scenario with one small cell, the research for σ opt among all feasible cache indicators turns out to be an instance of the ''knapsack problem'' and λ 3 is a known greedy heuristic for its solution [16] . We will show in Section V and VI that λ 3 is the most gainful metric of the three from several points of view, both in the single-and the multi-cell scenarios.
Notice also that the caching policies that we are considering do not take into account the latency constraints of computation tasks, because we assume that these are not constant for a given task. Indeed, the same cacheable task may be offloaded with different latency constraints by different UEs or by the same UE at different time intervals, depending on the instantaneous resource availability, workload, and performance requirements.
V. NUMERICAL RESULTS WITH ONE SMALL CELL
In this section, we numerically evaluate the metrics defined in Section IV in a scenario with one small cell s n (the SSC). In our simulations, |W k | and |W k | are chosen independently at random for every k as follows: let y, Y ∈ N satisfy y ≤ Y and let x, X ∈ R be two real numbers in [1, 10] (with x ≤ X if y = Y ). When we say that |W k | belongs to [xey : X eY [, we mean that x ·10 y ≤ |W k | < X ·10 Y and |W k | = u·10 v , with u and v randomly fixed as follows: first, v is chosen uniformly in {y, y + 1, . . . , Y }; then, u is chosen uniformly either in [x, 10[ (if v = y) or in [1, 10[ 
The same rule is used for |W k |, independently from |W k |. With this strategy, there is no privileged order of magnitude among the values taken by |W k | and |W k |, even when the maximum possible value is much bigger than the minimum. In the figures whose abscissae represent the SSC's cache size, 0% means that m = 0 bits and 100% that m = K k=1 |W k | bits. In all simulations, given a fixed cache size, the investigated figures of merit are numerically estimated after filling the SSC's cache according to one of the policies defined in Section IV, i.e., imposing σ n = σ (λ j ) for j = 1, 2, 3 (recall that σ (λ) denotes the cache indicator induced by λ, as in Definition 4). Moreover, whenever possible, the performance of the three policies is compared to that of the optimal cache indicator σ opt , obtained by solving (9) via the intlinprog function of MathWorks's MATLAB [25] . It is indispensable to notice that this function, which exploits branch and bound techniques to solve mixed-integer linear programming problems, has an exponential complexity in K in worst-case scenarios, highly exceeding O(K log K ), the complexity of the caching algorithms of Definition 4. The most important result of this section is to numerically show, whenever the comparison is possible, that our novel policy based on λ 3 achieves optimal performance with much lower complexity with respect to the caching strategy based on the explicit calculation of σ opt . The other metrics of the state of the art, λ 1 and λ 2 , have the advantage of low complexity too, but perform worse.
Unless stated otherwise, all the figures are obtained with the simulation parameters specified in Table 1 . In particular, the uplink and downlink communication rates between the UEs and the SSC are indipendent instances of uniform random variables at every request or time interval. The baseline term of comparison of our work is a MEC network where computation offloading is performed without computation caching (i.e., cache size of 0%). The literature on computation offloading is ample and it also includes techniques to manage interference (e.g. [38] and references therein). Our analysis and simulation results are proposed ''on top of'' the computation offloading framework and suppose that state-ofthe-art solutions are implicitly employed against interference. The variations of the quality of communications channels, modeled by the random physical data rates R UL and R DL , allow us to abstract from the explicit definition of the radio channel model and interference. The addition of computation caching to the offloading scheme does not require an increase of radio communications with respect to the baseline computation offloading scenario. Therefore, in particular, it does not entail a worsening of the interference effects. For these reasons, an analysis of the inter-user or inter-cell interference is not proposed here.
As in analogous contexts [4] , [5] , [10] , [11] , we suppose that the popularity of offloading requests obeys Zipf's law:
for constant α and A = K k=1 k −α −1 . Notice that, without loss of generality, tasks can be assumed to be sorted in the catalogue by descending popularity: the most popular task is c 1 , the second-most popular is c 2 , and so on. Fig. 2 shows, as a function of the cache size, the percentage of task input data that do not need to be uploaded nor processed, because the corresponding results are already cached in C n and available for downloading. This quantity is called reduction of uplink input traffic but also straightforwardly entails a reduction of computational workload for the SSC. It is a very meaningful measure of the reduction of costs induced by computation caching, because it is directly associated with the cost denoted (c k ) in (3), which is zeroed for the tasks whose W k is cached. In particular, whenever UL (c k ) and UL (c k ) are linear in |W k |, the reduction of uplink input traffic is equal to the reduction of (c k ). Mathematically, Fig. 2 represents the following quantity, for
where σ n r i and |W r i | are respectively equal to σ n k and |W k | for a request r i for the offloading of task c k . Measuring (14) is an effective approach to evaluate the goodness of the caching policies: the higher (14), the higher the corresponding saving in energy, time, or any other cost metric, both for the UE and for the SSC. Fig. 2 suggests two main considerations: first, as already anticipated, that the performance associated with metric λ 3 is essentially superimposed to the optimal; second, that λ 1 and λ 2 are clearly outperformed, especially for cache sizes between 0% and 40%. These are the sizes which interest us the most, because an effective caching strategy needs to achieve a good performance with a cache as small as possible. Remarkably, for a cache only as big as 2% of the total size and with a corresponding computational complexity way lower than that required to obtain σ opt , our metric λ 3 allows to reduce the uplink input traffic (and the associated communication and computation costs) by more than 80%, whereas λ 1 and λ 2 respectively achieve around 20% and 30%.
Notice that quantitatively the better effectiveness of λ 3 with respect to the other two metrics depends, among other things, on the parameter α that characterizes Zipf's distribution of the offloading requests. Fig. 3 and Fig. 4 depict the gain in reduction of uplink input traffic between λ 3 and respectively λ 1 and λ 2 , as a function of α and for different fixed cache sizes. This gain can be written as
with j = 1 for Fig. 3 and j = 2 for Fig. 4 . The gain of λ 3 over the two other metrics is more pronounced for small α. Fig. 5 compares the caching metrics in terms of cache hit ratio. By definition, this is the number of times that the results of the offloading requests are found in the cache, divided by the total number of requests:
for σ n = σ (λ 1 ), σ (λ 2 ), σ (λ 3 ), σ opt . Notice that in the context of computation caching, the cache hit ratio is not the most relevant figure of merit to evaluate the performance of the system. Indeed, maximizing the cache hit ratio is equivalent to applying the caching policy based on λ 1 , which is not optimal in a computation offloading scenario, as mentioned after Definition 5 and as confirmed by Lemma 1 and the numerical simulations of this section. The reason is that the offloading costs do not exclusively depend on task popularity, but also (and crucially) on the amount of data to transmit and process. Having said this, the analysis of the cache hit ratio depicted in Fig. 5 leads to two observations: first, weighting the task popularity by the task's input size to define λ 2 causes a loss in the cache hit ratio performance; this is obvious, because λ 1 is by design a metric aimed at maximizing the cache hit ratio. Second, more importantly, this loss is completely recovered and even outdone by λ 3 , which promotes for being cached the tasks with small-size results. This endorses the intuition on which λ 3 is built: storing more results, even if they do not correspond to the most popular and costly tasks in absolute, contributes to yield considerable gains.
To draw Fig. 6 , we consider the whole offloading operation, made of four main serial steps: offloading request, input data uploading, task computation, result downloading. If the results of the computation are found in the SSC's cache, data uploading and task computation are skipped and the results directly sent to the UE. In this case, we assume that a new offloading request is sent instantaneously after the results of the previous one are downloaded. We also assume that the latency constraint is satisfied for every offloading request; this is equivalent to supposing that the communication rates and the SSC's computational capacity are high enough and do not influence the comparison of the caching metrics. The time needed to treat an offloading request whose result is cached is clearly less than the time needed in absence of caching. Therefore, Fig. 6 shows the number of computation offloading requests treated per minute, as a function of the cache size, divided by the number of treated requests in absence of caching. Measuring this gain involves the computation of the offloading time for every request. In the notation of (2), where in this case tot (c k ) indicates the total offloading time for c k = (W k , e k , W k ), we have req (c k ) = 128 bits/R UL (where we suppose that a request r i = (k, t) has a standard size |r i | of 16 bytes), UL (c k ) = |W k |/R UL , comp (c k ) = e k |W k |/f , and DL (c k ) = |W k |/R DL . We also add to the previous terms a latency of 0.1 ms, corresponding to γ (c k ). Fig. 6 reasserts the optimality of λ 3 , which allows gains of a factor 9 for cache sizes of less than 20%, whereas the gains yielded by the other metrics do not go beyond a factor 4. Practically, these gains translate into reduced uplink transmissions and SSC's computational workload, facilitating the prevention of uplink bottlenecks.
From Fig. 7 to Fig. 12 , given a cache size and after filling the SSC's cache, we consider T successive time intervals, each of duration seconds. During each time interval τ , for τ = 1, . . . , T , the SSC receives and treats a random number of offloading requests R τ , modeled as a Poisson random variable with mean µ (i.i.d. over the T intervals). For each τ , the R τ requests correspond to computational tasks chosen at random, independently for every request, respecting Zipf's distribution of tasks' popularity.
The average computational delay depicted in Fig. 7 represents the time needed to compute the results of the R τ offloading requests received at time interval τ , averaged over the total number of time intervals T . Here, we are considering the purely computational delay: if D r is the computational delay corresponding to the execution of task c k solicited via request r, we have
for σ n = σ (λ 1 ), σ (λ 2 ), σ (λ 3 ), σ opt . Hence, Fig. 7 depicts
Notice that (15) equals 0 when a task's result is cached (σ n k = 1), causing the computational delay to tend to 0 when the cache size increases. λ 3 proves to be optimal also in this case. It yields a gain of a factor almost 10 for a cache size fixed to 5%, with respect to the system in absence of computation caching (cache size of 0%). Now, let us call D τ the computational delay needed by the SSC to compute all the R τ computation offloading results requested at time interval τ , i.e., D τ = R τ i=1 D r i . For our simulation purposes, we consider that a computational resource outage occurs if D τ > , i.e., if the computation of the tasks' results requested at time interval τ is not complete within the end of the interval itself. Measuring this outage provides a first evaluation of the capacity of the system to withstand the simulated workload. Indeed, computational resource outages correspond to delays in the treatment of task offloading requests, eventually leading to buffer overflows in real-life systems and high denial rates for incoming offloading requests. Hence, a system with a high computational resource outage probability is poorly dimensioned. For = 1 s, Fig. 8 shows the measured computational resource outage probability as a function of the cache size. Fig. 9 , instead, shows the computational resource outage probability for a cache size fixed to 5%, as a function of the average number of offloading requests per time interval µ. Furthermore, Fig. 10 depicts the computational resource outage probability as a function of the SSC's computational capacity. The three figures highlight once again that λ 3 is significantly better suited with respect to λ 1 and λ 2 : for the same cache size, average number of requests per time interval, or SSC's computational capacity, λ 3 induces lower outage probabilities, thus guaranteeing an overall better quality of service. Fig. 10 also shows that, for a targeted computational outage probability, systems relying on computation caching with metric λ 3 require less computational capacity with respect to λ 2 and λ 1 .
In this context, we call required computational capacity the computational capacity (in processed input bits per second) that the SSC needs to incur a computational resource outage at time interval τ with probability not higher than 10 −3 . Fig. 11 compares the required computational capacities in scenarios with and without computation caching and depending on the different caching metrics, as a function of µ and for a fixed cache size of 5%. The comparison is made in terms of a gain factor: if the gain of λ j versus λ i is x, it means that a SSC using the caching policy induced by λ j has a required computational capacity x times smaller than that of a SSC that bases its caching decisions on λ i . One can notice how these gains increase with µ. In Fig. 12 , we provide an estimation of the benefits that a UE perceives in terms of consumed energy per task input bit to be either offloaded or locally elaborated, when computation caching is performed at the SSC. More precisely, we consider that, at the beginning of each time interval τ , a UE sends to the SSC R τ computation offloading requests. Based on its computational capacity, on the knowledge of the instantaneous communication rates, and on the parameters that characterize each task c k = (W k , e k , W k ), the SSC accepts only the first offloading requests that can be treated without leading to a computational resource outage: if D r is the computational delay (15) corresponding to the execution of the task associated with request r, then
Thus, at each time interval τ , the first requests are treated by the SSC and the last R τ − by the UE itself, which needs to locally compute the associated results. In such a simulation, we fixed = µ K k=1 p n k |W k |e k /f UE , the average computational delay per time interval without caching, where f UE is the computational capacity of the UE, e k /f UE = 10 −6 s/bit. The energetic cost for the UE at each time interval τ can be written as follows:
where P comp = 5 W is the power that the UE consumes for computing, whereas P UL and P DL are the powers it consumes for uplink and downlink communication at rates R UL and R DL . More precisely, P UL and P DL are computed according to the empirical model presented in [19] . They are both the sum of three elements: a signal processing component (P TxBB and P RxBB , respectively), a radio component (P TxRF and P RxRF , respectively), and a circuitry consumption component (P TxON and P RxON , respectively). Hence, the power consumption for uplink communication equals
where P TxON = 29.9 mW, P TxBB = 0.62 mW, and P TxRF (measured in mW) depends on the UE's transmission power P Tx (expressed in dBm) as follows:
Tx − 118P Tx + 1195 11.4 < P Tx By Friis equation and Shannon capacity formula, the UE's transmission power is computed as
where B = 20 MHz is the bandwidth of the signal, σ 2 = N 0 B is the power of the Gaussian noise with spectral density N 0 = −174 dBm, d = 200 m is the distance between the UE and the SSC, l = 10 cm is the wavelength of the signal, and G Tx = 2 dB and G Rx = 10 dB are the antenna gains at the UE and at the SSC respectively.
The power consumption at the UE for downlink communications, instead, is computed as where P Rx is the power received at the UE:
with B = 10 MHz. Fig. 12 depicts, for the different caching metrics, the UE's energetic costs per offloaded or computed task input bit, averaged over the T time intervals:
Notice how for a cache size of 5%, the caching policy based on λ 3 allows an energy reduction of a factor almost 3 with respect to the system in absence of caching (cache size of 0%), at least twice better than the gains yielded by the other policies.
VI. A TECHNIQUE FOR SMALL CELL FEDERATION
In this section, we investigate a scenario where several federated small cells cooperate with the SSC. We will provide an answer to the following questions: how does the possibility to share cached results via backhaul connections improve the computation offloading performance? Moreover, given all the small cells of the system, how can the SSC choose which ones to federate with? We will start by addressing the latter question, then we will provide some numerical simulations to answer the former. Finally, in the second part of the section, we will investigate a scenario where neighboring small cells can help the SSC in computing non-cached task results.
First and foremost, we would like to define a criterion that the SSC can apply to select a subset of its neighboring cells with which to collaborate during the offloading procedure. The reason to restrict the set of collaborators to a ''small enough'' set of small cells can be motivated by several factors, e.g., the necessity to limit the overhead communications for cluster management to avoid backhaul congestion. The federation technique that we are about to describe is ''ad hoc'' for each small cell, in the sense that each s n can apply it to create its own cluster of cooperating neighbors and all clusters will be generally different. Such technique can be either applied by each small cell on its own or managed by an overarching orchestrator that handles the cluster configuration. The only requirement is that all the cache indicators σ n are known. Practically, we can assume that caches are first filled independently, each small cell according to the need of its served UEs, as in Section V. Then, cache indicators are shared among all the small cells of the system or with the overarching orchestrator and clusters of small cells are created. This procedure can be repeated whenever an update is needed, but we consider here that the parameters that influence the caching decisions are stable over ''long enough'' coherence times.
In general, the federation with a neighbor s n is beneficial to the SSC s n if two conditions are met: if the cache C n of s n contains results which are not available in C n ; and if the cost of retrieving those results via backhaul is less than the cost spent by s n to compute them, i.e., δ k = 0 in (4).
Definition 8 (Federation Reward Per Task): Inspired by the second condition, we define the reward perceived by s n when it can retrieve from a neighboring cell a result W k ∈ C n as:
, where δ k , (c k ) and BH (c k ) are defined as in (4) .
This reward represents, for every c k , the cost reduction (weighted by the task's popularity) induced by the possibility of retrieving W k from a neighbor.
Definition 9 (Absolute Preference): We define the preference of the SSC s n for a neighbor s n as
π n n is a preference metric that s n can use to measure the utility of federating with another small cell. This preference quantifies the total reward obtained by the SSC when it has access to C n . Only task results which belong to C n but not to C n contribute to the total reward, as ensured by the product σ n k (1 − σ n k ). More generally: Definition 10 (Conditioned Preference): If F ⊆ S is a set of small cells federated with the SSC and T = {s n } ∪ F, then the preference that the SSC has for adding s n ∈ T to the federated cluster, conditioned to the already existing cluster, is
where σ T is the cumulative cache indicator of T (1). This allows us to develop the following clustering algorithm to build T : 
4:
Set T ← T ∪ {sn} and F ← F ∪ {sn}. 5: until a desired stopping criterion is reached. Stopping criteria can be, for instance, the maximum size of a small cell cluster or a targeted cumulative cache size. Once F is established, the computation offloading procedure occurs as described at the end of Section II.
From Fig. 13 to Fig. 16 , we show the numerically evaluated performance of computation offloading with small cell federation and computation caching carried out via the policies defined in Section IV. Like in Section V, the main simulation parameters are those of Table 1 . The backhaul data rate R BH between the SSC s n and each one of its federated neighbors in F is considered equal to 10 Gbit/s. The popularity of offloading requests obeys Zipf's law. For s n , we fix p n k = Ak −α , as in (13) . Instead, for all the other small cells, let φ n : {1, . . . , K } → {1, . . . , K } be a random permutation of K elements (i.e., of the K tasks); then, to represent the different popularity patterns of the different groups of UEs served by different small cells, we suppose that p n k = p n φ n (k) . In practice, the set of popularity values taken by tasks is the same, but with shuffled order. The figures of merit depicted from Fig. 13 to Fig. 16 are the uplink traffic reduction, the gain in the number of treated offloading requests per minute, the probability of computational resource outage, and the average computational delay, all defined as in Section V with respect to the computation offloading requests received by the SSC, for a fixed cache size of 5% for every small cell. All caches are filled at the beginning of the simulation, following one of the three caching policies of Section IV. Recall that C n = C n for n = n , due to the different popularity patterns ''perceived'' by different small cells. For Fig. 14, γ (c k ) = 0.1 ms and |r i | = 16 bytes, as for Fig. 6 . The figures are plotted this time as a function of the number of neighbors with which the SSC federates, using the clustering algorithm presented above. In particular, 0 federated neighbors means that the SSC operates on its own.
In addition, Fig. 13, 14, and 16 show an upper (UB) or lower bound (LB) to the optimal performance. These bounds can be traced because they depend on the knowledge of the optimal cache indicator in the single-small-cell case for the corresponding performance metrics. More precisely, these bounds are achieved when the whole network operates to maximally improve the SSC's performance and the SSC's neighbors fill their caches as if they were an ''extension'' of the SSC's cache, neglecting their users' interests and popularity of requests. Namely, the bounds are obtained with non-overlapping caches (orthogonal cache indicators) and, given a cluster of |T | federated small cells including the SSC, by letting coincide the cumulative cache indicator (1) with the optimal cache indicator of the single-small-cell case with a cache size |T | times bigger than the cache size of one small cell. Notice that, albeit formally achievable by the SSC's performance, these bounds capture an ''unbalanced'' network behavior, where the SSC is favored to the detriment of the other cells.
The numerical simulations show, first of all, that λ 3 induces better results than λ 2 and λ 1 also in this multi-cell scenario for all the studied figures of merit. More importantly, in our setup, the system yields a better performance when the SSC is alone (i.e., with 0 federated neighbors) and bases its caching decisions on λ 3 , rather than in presence of up to 19 neighbors but using λ 1 or λ 2 . This means that λ 3 is a strong caching metric, which in our simulated scenario boosts the performance of computation caching independently from the presence of neighboring cells that assist the SSC. We conclude that small cell clustering becomes progressively more and more effective when |W k | changes from spanning through several orders of magnitude to tending to a constant. Indeed, in this case, the performance related to λ 3 gradually tends to that of λ 2 , for which the effect of cache federation is instead not negligible.
A. COOPERATIVE COMPUTING OF TASK RESULTS
Our work draws attention to the importance of choosing the right policy for computation caching. One of the main messages of the paper is that a good policy can, by itself, drastically improve the computation caching performance. To be able to focus on a ''pure'' comparison of policies and quantify their performance differences, we need to decouple the effects of the choice of the policy from other performance improving factors. For this reason, in the first part of this section we allowed neighboring small cell to share among themselves the content of their caches, but not their computational power. In this subsection, we make a step further and investigate the computation offloading performance induced by computation caching policies in a scenario where the SSC can share its computational workload with its neighbors.
Let us suppose that the SSC s n receives R τ offloading requests at every time instant τ ∈ {1, . . . , T }, with E[R τ ] = µ = 20. As before, the SSC is federated with its neighbors F and each small cell's cache is filled according to the strategy presented before. At every time interval τ , in addition to sharing its cache's content, each neighbor makes available part of its computational resources to the SSC. Thus, the computation of the requested task results that are cached neither by the SSC nor by its neighbors, can be carried out by any small cell in T , not only by s n . In Fig. 17 , we evaluate how collaborative computing improves the gain in the number of treated requests per minute (the same figure of merit of Fig. 6 and 14) . The improvement comes from the fact that the offloading requests can be treated in parallel by more than one small cell at the same time. In our numerical simulation, we suppose that each neighbor of s n makes available a computational power between 10 −7 and 10 −8 s/bit, chosen uniformly at random at each time interval τ . The R τ offloading requests are assigned one by one to the small cell in T that minimizes the overall offloading time, including backhaul communications when the task request is treated by one of the neighbors of the SSC; the assignment is performed in order of arrival and taking into account for request r i the delays induced by previous assignments r 1 , r 2 , . . . , r i−1 . More precisely, let us call s(r) the small cell of T appointed with treating offloading request r. The choice of s(r) for every r is made according to the following algorithm, conceived to balance the overall workload and leverage parallel computation of results: 1: for all s ∈ T = {s n } ∪ F do 2: Set s ← 0. 3: end for 4: for i = 1, 2, . . . , R τ do 5: if σ n r i = 1 then 6: Set s(r i ) ← s n .
7:
else 8: Set θ(s n ) ← s n + (c r i ).
9:
for all s n ∈ F do 10 :
11:
end for 12: Findŝ := arg min s∈T θ(s).
13:
Set s(r i ) ←ŝ and s(r i ) ← θ(ŝ).
14:
end if 15: end for The costs that appear in the previous algorithm are those defined in (5) , with the addition of UL BH (c r i ) = |W r i |/R BH and s . The former represents the time required to send the task input via backhaul from the SSC s n to a neighbor; s , instead, represents the cost associated with small cell s that depends on the cache indicators and the task assignment strategy. It is computed inside the algorithm and takes into account all the task request assigned to a small cell s. Finally, the θ(s) are auxiliary parameters used for intermediate calculations.
With this procedure, the total offloading time of the R τ requests received at time τ by the SSC and handled through cooperative computing by the whole ad hoc cluster, is
is the part of the overall cost that does not depend neither on cooperative computing nor on computation caching.
In Fig. 17 , for each computation caching metric, the gain in the number of treated requests per minutes is compared between the case when cooperative computing is performed and when it is not. The former is indicated with the acronym ''c.c.'' in the figure's legend; the latter coincides with the results plotted in Fig. 14. Clearly, collaborative computing improves the overall network performance. Once again, the best performance is yielded by λ 3 , whereas the most tangible improvement is obtained when the small cells fill their cache according to σ (λ 2 ). Intuitively, this behavior is justified because, by design, λ 2 promotes caching less task results with respect to λ 3 (for a given cache size); this leaves more room for a performance improvement through cooperative computing to the system based on λ 2 . With respect to λ 1 , instead, λ 2 promotes caching of more computationally costly task outputs, leaving out computational tasks which are usually faster to run. This implies that in general more requests are treated through cooperative computing by a system exploiting λ 2 rather than λ 1 .
VII. CONCLUSION AND FUTURE WORK
In this paper, we studied computation caching, which combines caching with the problem of dealing with the costs of producing the data to cache. Tying these two aspects together into the framework of computation caching is the key to exploit caching in a novel way for the new use cases of the 5G revolution. We focused on the study, evaluation, and benchmarking of policies for proactive computation caching. We proved the crucial importance of including the size of offloadable tasks' results in the design of well-performing caching policies. In particular, we measured the effectiveness of our proposed caching metric via several performance indicators, both in a single-and a multi-cell scenario. In addition, we showed that our novel metric yields very good results in the single-cell scenario, in some cases achieving optimality and outdoing the other main metrics adopted in the literature. This result is achieved at low computational complexity.
The benefits of computation caching are shown in terms of reduction of uplink traffic from UEs to SSCs, reduction of communication and computation costs for both the UEs and the SSCs, increased number of computation offloading requests treatable for a fixed SSC's capacity, diminished offloading latencies and computational resource outages. Interestingly, our numerical simulations in the multi-cell scenario suggest that the choice of the appropriate caching policy can improve the performance of computation caching even more tellingly than small-cell federation and cooperation. This means that, in some implementation cases, optimizing the computation caching policy may be more effective than complexifying the network topology and the interaction among small cells. For the other cases, in our future work we will investigate the design of jointly optimal caching policies for small cells that do not fill their caches independently, taking into account all the cache indicators altogether. Iterative strategies to gradually reach a globally optimal configuration of the caches can be envisaged.
Finally, our results show that computation caching helps to reduce the amount of (uplink) radio communications and, when the caching policy is chosen accurately, of backhaul communications, because less inter-cell exchange of data is required. Therefore, computation caching turns out to be an overall interference reducing factor. We reserve to future work a more detailed analysis and quantification of these beneficial effects.
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