This paper develops the unsteady continuous adjoint method for aeroacoustic problems governed by time-dependent turbulent flows. To predict flow-induced sound radiation from a body in free-stream, an incompressible Improved Delayed Detached Eddy Simulation is firstly performed. The generated noise is then propagated with the Kirchhoff Integral method, which uses the pressure distribution on the body surface to compute the sound pressure at selected receivers.
propagated with the Kirchhoff Integral method, which uses the pressure distribution on the body surface to compute the sound pressure at selected receivers.
The continuous adjoint method for the aforementioned process is developed and presented for the first time. In the adjoint process, the differentiated Kirchhoff
Integral is used to compute the boundary condition of the adjoint velocity on the body surface and, then, the unsteady adjoint equations are solved backwards in time. It should be noted that the time window where the simulation is performed and the time window over which the objective function is evaluated do not coincide. This is reflected on the adjoint boundary condition along the body and the time integration of the sensitivity derivatives. Furthermore, to ensure the consistency of the continuous adjoint-based gradients, grid sensitivities are taken into account. By incorporating the grid displacement equations during the mathematical development of the adjoint method, the surface integral of the residual of the flow PDEs, which is commonly omitted, is replaced with a
Introduction
The adjoint method has been established in engineering optimization workflows related to fluid mechanics, as it offers an efficient way to compute the gradient of objective functions, for use in gradient-based optimization. Both continuous [1, 2] and discrete [3, 4] adjoint formulations are in use in a wide range of applications for internal and external industrial flows [5, 6, 7, 8] . In the majority of these problems, the flows are governed or assumed to be governed by steady state equations. The main reason for this is that the unsteady adjoint method for real-world applications is extremely demanding in computational cost and storage requirements. With the advancements in computer technology, it has become possible to overcome these limitations and adjoint optimization for unsteady flows has started being used. This is imperative in scientific areas such as aeroacoustics where all problems are inherently unsteady.
Nevertheless, recent works are still limited to mid-size test cases of low complexity flow problems [9, 10, 11] This paper focuses on the formulation of the unsteady continuous adjoint method for real-world aeroacoustic problems governed by turbulent flows. The process presented here predicts the flow-induced sound field that is being radiated from an object in a free-stream. For low Mach number turbulent flows, it is safe to assume that the hydrodynamic pressure on the surface of the sound radiating object dominates its acoustic counterpart [12] . Consequently, a flow solution provided by a high-fidelity unsteady incompressible flow solver is sufficient to resolve the physics of noise creation. The generated noise can be transmitted to the near-and far-field, either by solving additional equations, such as the Linearized Euler Equations, or with acoustic analogies, by computing volume or surface integrals which are analytical solutions of the Lighthill equation [13] . In this work, the Kirchhoff Integral method [14] , which offers simplicity in implementation and accuracy for non-rotating configurations [15] , is utilized. In order to obtain the sound pressure at a receiver, the pressure and its time and space derivatives, weighted by directivity coefficients, are integrated over a control surface surrounding the noise sources, namely the body in free-stream. The Ffowcs Williams-Hawkings (FW-H) equation [16] could be also used, however, for control surfaces on rigid bodies, this formulation leads essentially to the same sound sources on the body.
Once a process to compute the noise transmitted to the receiver from a body becomes available, the shape of the latter can be optimized through gradientbased optimization. The optimization target is to reduce the noise perceived by the receiver and the required gradient of the objective function with respect to (w.r.t.) the shape controlling parameters is computed with the adjoint method.
The continuous adjoint formulation where the unsteady adjoint Navier-Stokes equations and the adjoint Kirchhoff Integral are derived, is presented in this paper. Following each shape modification within the optimization loop, grid displacement partial differential equations (PDEs) propagate the boundary displacement to the interior nodes, an action that should be taken into account during the continuous adjoint formulation. To do so, this paper extends the development presented in [17] for unsteady aeroacoustic problems. Adjoint grid displacement PDEs are derived and an additional term arises in the sensitivity derivatives expression. It is demonstrated that, in aeroacoustic gradient-based optimization, this formulation ensures the accuracy of the computed gradients with negligible computational burden.
The paper is structured as follows. Section 2 describes the governing equa-tions for the flow-induced noise creation and propagation. An objective function suitable for aeroacoustics based on the time integral of squared acoustic pressure fluctuation computed at the receivers, is defined. The continuous adjoint formulation for the aeroacoustic problem is then described. Section 3 offers practical details about the implementation of the method, which is programmed in OpenFOAM c . In section 4, the proposed method is verified against finite differences, in the case of a turbulent flow around an isolated 3D cylinder. The accuracy of the proposed sensitivity derivatives expression is proven and the importance of taking grid sensitivities into consideration is convincingly demonstrated. In section 5, the method is applied to optimize the shape of the side mirror of a generic vehicle (SAE body) for the aforementioned objective function. Firstly, a sensitivity map analysis is conducted to investigate the influence the sensitivity derivative integration time window has on its computation but, also, to prove the importance of including the adjoint grid dispacement equations. Finally, an optimization of the side mirror is performed, targeting at minimizing the radiated flow-induced sound at the vehicle's side window, which is associated to the cabin noise level [18] .
The continuous adjoint method for aeroacoustic problems
This section presents the development of the continuous adjoint method, tailored for shape optimization problems in aeroacoustics. Firstly, the physical mechanisms of flow-induced noise creation and radiation are described and, then, the objective function, the corresponding adjoint field equations, boundary conditions and sensitivity derivatives expression are derived. Among the original contributions of this work are the differentiation of the acoustic analogy and the inclusion of the adjoint to the grid displacement model and the investigation of its effect on the accuracy of the computed gradients.
Prediction of flow-induced noise at a receiver
In the presented method, the prediction of flow-induced noise at the reveiver's location from bodies in free stream is separated in two steps. The first step nu-merically solves the flow around the body to compute the hydrodynamic pressure on its surface. In the second step, the acoustic propagation is carried out by means of the Kirchhoff Integral surface method.
The 3D unsteady Navier-Stokes equations, including a turbulence model, govern the incompressible fluid flow
where v i are the velocity components, p the static pressure divided by the den-
the stress tensor and ν and ν t are the bulk and turbulent viscosities, respectively. Throughout this paper, repeated indices in a term imply that the Einstein summation rule is applied. Upon convergence of the unsteady flow equations, the Kirchhoff Integral method is applied. This uses the pressure and its time and spatial derivative distribution on the selected Kirchhoff surface which, in this work, coincides with the body surface S W , to compute the radiated acoustic field
at the receiver x rec . Here, a 0 is the ambient speed of sound,n the unit normal vector to S W pointing towards the fluid, r = x rec − x the vector connecting the source and the receiver and R its magnitude whereasr = r R . The r.h.s. of eq. 3 is expressed at the retarted time τ = t − R a0 , which is the time instant that a sound wave leaves the source to reach the receiver at t.
The terms on the r.h.s. of eq. 3 have a clear physical meaning; the first is known as thickness noise whereas the second and third as loading noise and are associated with the forces acting on it. In the flow problem, a zero Neumann condition is imposed on the pressure along S W , so that the first term vanishes and the Kirchhoff integral reduces to
Hereafter, p ac (t, x rec ) will be denoted by p ac .
The noise perceived by the receiver is related to the fluctuation of the acoustic pressure p ac computed by eq. 4 . Consequently, a suitable objective function for shape optimization targeting minimal noise can be defined as the timeaveraged squared acoustic pressure fluctuation
where the overbar denotes time-averaging over the time window T of . In case a set of receivers is studied, the objective function is simply the sum of the r.h.s. integrals of eq. 5 over all receivers. For the sake of readability and without loss of generality, the mathematical development that follows considers only one receiver, even if the applications of section 5 include larger sets of receivers.
Grid displacement model
During the optimization process, the design variables b n , n = 1, ..., N are updated and the body geometry is modified accordingly. The interior nodes of the computational grid must be displaced as well. The influence of the grid displacement must be taken into account for the gradient computation to be consistent in a numerical sense with the primal procedure. Any equation that
propagates the boundary displacement into the interior grid nodes can be used and, in this work, the Laplacian equations are chosen,
where m i are the Cartesian displacements of the grid nodes. Along S w , m i are known from the current optimization step, while m i = 0 on the remaining boundaries, S \ S w , which are not affected by the optimization.
Continuous adjoint formulation
Starting point of the continous adjoint formulation is the definition of the augmented objective function L as the sum of J and the time and space integrals of the product of the primal residuals and the adjoint variable fields. The augmented objective function, thus, yields
where T s is the time window over which the primal equations, eqs. 1 and 2, are solved, u i , q, m 
Each of the r.h.s. terms of eq. 8 is developed further as follows.
The total variation of any quantity Φ, associated with position x and retarted time τ , w.r.t. b n , is given by
where the subscripts on the right of each vertical bar are considered constant during differentiation. Terms T 1 and T 2 express the derivative of Φ at a fixed retarted time τ , as if any body shape change does not affect τ , despite changes in distances. T 1 denotes the derivative of Φ by ignoring the effect of b n on x i , whereas T 2 accounts for space changes at the same node (grid displacements, in the discrete sense) following changes in b n , for a fixed field of Φ. Term Whenever Φ is not expressed at the retarted time, T 3 vanishes.
The differentiation of eq. 5 w.r.t. b n yields
The derivative of the acoustic pressure, eq. 4 , is then expanded as
As the integrand of eq. 11 is expressed at the retarded time τ , the derivative of g ret,i is developed according to eq. 9 as
where p and its derivatives are expressed at τ .
By replacing eqs. 12 and 13 into 11, the derivative of the acoustic pressure radiated to a receiver from a source surface S w w.r.t. the design variables b n is given by
On the r.h.s. of eq. 14 , the time-varying flow quantities p, ∂p/∂t, ∂ 2 p/∂t 2 as well as their partial derivatives w.r.t. the design variables are expressed at the retarted time τ which depends on the distance between the receiver and the corresponding sender.
Using the Leibniz theorem for differentiating volume integrals with variable boundaries, the second term on the r.h.s. of eq. 8 yields
The first term on the r.h.s. of eq. 15 can be expanded further by using the Green-Gauss theorem along with eq. 9 . This paper does not contribute further to the development of the aforementioned term which is based on the technique presented in [6] , so is omitted.
Emphasis is laid on the surface integral on the r.h.s. of eq. 15 . This term is usually omitted, under the questionable assumption that the Navier-Stokes equations are satisfied along the boundary. In aerodynamic shape optimization problems, [17] showed that this omission may have a great impact on the accuracy of the gradient. Furthermore, computing the Navier-Stokes equations' residuals along the boundaries may not be an error-free process, since the computation of second-order spatial derivatives on the boundaries of unstructured grids is prone to inaccuracies. For this reason, this term is developed further, [17] , and transforms into a volume integral of grid sensitivities
which should be considered in order to derive the adjoint equations and sensitivity derivatives.
The last term on the r.h.s. of eq. 8 is also expanded as follows, [17] ,
The derived expressions of all terms, eqs. 11 , 14, 15, 16 and 17, can now be replaced into eq. 8 . Zeroing the coefficients of ∂v i /∂b n , ∂p/∂b n and δx i /δb n in the derived field integrals, gives rise to the unsteady adjoint Navier-Stokes
where
is the adjoint stress tensor. Eqs. 18 and 19 must be solved along with the adjoint grid displacement equations
where m a k is the adjoint to the grid displacements. The unsteady adjoint equations, 19 and 18, are solved backwards in time. This is imposed by the derived initial condition, during the development of the differentiation of the temporal derivative of the Navier-Stokes equations.
Thanks to the permutation
where t end = t start + T s . The first term on the r.h.s. contributes to the field adjoint equations. A zero adjoint velocity condition is imposed at the end time of the primal computation to eliminate ∂v i /∂b n t end appearing in the second term, resulting to the initial condition of the adjoint solution at the end. The third term is zero, since the flow velocity at t = t start is independent of the design variables and the fourth one contributes as a source term to the adjoint grid displacement equations.
Similarly, by eliminating the coefficients of partial derivatives of the primal variables w.r.t. b n in the surface integrals along the far-field and wall boundaries, the adjoint boundary conditions are derived. The boundary conditions m a i = 0 is imposed along S, [17] .
In addition to the development in [17] , the primal and adjoint fields are time- To derive the boundary condition of the u i on the wall, the following integral, arising in the development of the first term on the r.h.s. of eq. 15 , must be eliminated
The third integral on the r.h.s. of eq. 14 is replaced in eq. 22 and by setting the multiplier of ∂p/∂b n to zero, the wall adjoint velocity at time t yields
The adjoint velocity has a constant direction that is normal to the surface and its instantaneous value at t depends on the acoustic pressure, computed at advance time τ adv = t + r c . During the primal solution, the acoustic pressure and its temporal derivative at any receiver at time t are computed based on the contributions of the time instants at retarted time τ . Conversely, the acoustic pressure and its time derivative contributing to the adjoint boundary condition at a time instant t are expressed at the "adjoint retarted" time, which is in fact an advanced time τ adv , given that the adjoint simulation runs backwards this time. Details about the algorithmic implementation can be found in section 3.
Furthermore, since eq. 23 involves the differentiation of the objective function, it is valid only for the time window T of and has no contribution, i.e. u i = 0, at any other time instant of T s .
After the derivation of the adjoint field equations and boundary conditions, the remaining terms of the mathematical development of eq. 8 yield the expression for the sensitivity derivatives along the wall boundary S W
The first two surface integrals indicate geometry changes which affect directly the flow and, consequently, the pressure distribution and noise creation on the body. The third surface integral expresses the influence the change of the computational mesh has on the objective function; its significance in ensuring the accuracy of the sensitivities is demonstated in the following section. Finally, the last three integrals are associated with the directivity of the sound field and how this is affected by geometry changes. It is important to point out the difference in the integration time windows of the sensitivity derivative terms; the first two are integrated over the simulation window T s whereas the last three over the objective function window T of .
Implementation and practicalities
The primal and adjoint flow simulations are performed in the OpenFOAM Integral requires around twice as many computations as the primal one and thus has almost double computational cost.
Verification of the computed sensitivity derivatives
In this section, the proposed method presented is verified against finite differences (FD) in a case concerning the unsteady turbulent flow around an isolated 3D cylinder. The Reynolds number based on the cylinder diameter D is Re D = 500; in this case, the wake exhibits fully turbulent behavior for a cylinder spanwise length greater than π diameters [24] . In this work, a spanwise length of 4 diameters was used for the cylinder and an O-Type grid consisting of 1.5 million cells was generated, with a far-field distance of 15D. An initial run was performed for a total of 100s, in order to skip the transition phase. The computed flow fields at the end, fig. 1 were stored and used as initial conditions for the investigation that follows.
To modify the cylinder surface, the volumetric B-Splines morphing method, developed by NTUA [25] , was utilized. A set of 8 control points was selected, their x and y coordinates being the design variables b n as shown in fig. 3 . The derivatives of eq. 5 w.r.t. b n were computed with central differences, where a step size equal to 10 −6 D was chosen, after conducting a study on independence of the step size. For each perturbation, the cylinder geometry was modified by the morpher and, afterwards, these displacements were propagated into the interior of the grid by solving eqs. 6 .
The flow was then simulated for T s = 10s and the objective function J, as in eq. 5 , was computed for a time integral T of = 10s = T s at the receivers placed at a distance of 15D on the z-plane crossing the middle of the cylinder, fig. 2 .
The adjoint method developed in this work was used to obtain the sensitivities of J w.r.t. b n . In fig. 3 , the gradient values computed with FD are plotted against the ones computed with the adjoint method. To emphasize the importance of the sensitivity derivatives formulation presented in this paper, a second expression for the adjoint derivatives, commonly used in aerodynamic shape optimization, is presented for comparison. The latter, referred to as Surface Integral (SI) formulation in [17] , makes the assumption that the surface integral over S W , as shown in eq. 15 , is zero. As it will be shown below, by neglecting this term, a significant error is introduced and the computed derivatives become inaccurate. Recall that the formulation presented in this paper, proposed as the Enhanced Surface Integral adjoint formulation (E-SI) in [17] 
Application on the side mirror of the SAE body
In this case, the proposed adjoint-based optimization is applied to minimize the flow-induced sound radiation from the side mirror of a generic vehicle, the SAE body ( fig. 4) , to the vehicle's side window. Cabin noise is related to the acoustic load on the window, [26] , so its minimization is a first step towards the were distributed uniformly on the side window on a structured grid of 1 cm, not coinciding with the CFD surface grid nodes, leading to a total number of 10000.
The A-pillar vortex and the mirror wake at a flow velocity of 40 m/s are shown in fig. 5(a) . It is the interaction of these two typical vehicle flow structures that leads to strong pressure fluctuation on the mirror and, consequently, noise generation and radiation to all directions and to the vehicle side window, fig. 5(b) .
Sensitivity map analysis
In what follows, flow-induced noise from the mirror is assessed with a flow computation for a total of 1.3s; the first 1s is used to skip the initial transient phase and during the last 0.3s, where the unsteady flow is considered to have reached a statistically stationary state, the acoustic pressure on the receivers and the objective function is computed. In order to compute consistent gradients, the adjoint flow must be simulated for the same primal time window of 1.3s.
However, since only the last 0.3s affect directly the computation of the objective function, the question whether solving the adjoint equations over this shorter time window is equivalent, is intuitively raised. In the mathematical sense, this leads essentially to a different optimization problem, which focuses on the flow solution only on the last 0.3s, neglecting this way the initial transient phase.
The study that follows sheds light on whether such an approach leads to a correct outcome of the optimization procedure and can be used instead of the full adjoint simulation of 1.3s.
The two approaches examined are:
• Approach A computes the primal flow for a total of T s = 1.3s and integrates the objective function for the last T of = 0.3s of the simulation.
The adjoint equations are then solved for the interval of T s = 1.3s and the adjoint velocity boundary condition along the side mirror takes the eq. 23
only on the first T of = 0.3s of the adjoint simulation and, afterwards, this is set to zero until the end of the simulation. The integral of eq. 20 and the first three terms of eq. 24 are integrated over T s , while the last three terms of eq. 24 are integrated only over the first T of = 0.3s of the adjoint solution (backwards in time), the time interval over which the objective function was evaluated during the primal simulation (forwards in time).
• Approach B, on the other hand, starts from the already converged unsteady flow field at t = 1s, computes the primal flow and evaluates the objective function for the remaining time, thus T s = T of = 0.3s. The adjoint solution and all terms of eq. 24 are integrated as well over the time integral T s = 0.3s. This is consistent with the adjoint velocity boundary condition, eq. 23 , as long as the initial field of each primal simulation during the optimization is kept the same and, thus, independent of the design variables, so that δv i /δb n tstart = 0.
The wall clock time for a single flow solution distributed at 960 CPUs was 90000s and 50000s for approaches A and B respectively, whereas for the Kirchhoff Integral computation, including its adjoint, 6000s. 60 checkpoints were used, requiring the equivalent of two primal flow recomputations per optimization cycle. Thus, the total computational cost for the sensitivity derivative computation was around 6 and 3 days, for approaches A and B respectively, without accounting for the additional overhead for mesh displacement and data management.
The computed sensitivity derivatives are presented on the side mirror of the SAE body, by means of the so-called sensitivity maps. They stand for the derivatives of the objective function w.r.t. the normal surface displacement, practically eq. 24 with δxi δbn = n i , and give an insight into the local geometry changes that may contribute to performance improvement. In fig. 6 , areas that must be pulled outwards in order to reduce J, eq. 5 , take blue colors whereas areas that must be pushed inwards are marked in red.
The two aeroacoustic sensitivity maps computed with approaches A and B are shown in fig. 6 (a) and fig. 6 (b) respectively. For both approaches, two main sensitive areas appear, the mirror neck and the casing of the mirror glass. In fig. 7 , two cross sections over these two areas are presented. High sensitivities can be seen on the downwind edges of both the upper and lower side of the neck.
As seen in fig. 7(b) , flow separation occurs in this area, which creates pressure fluctuations that in turn generate and radiate noise. Similarly, on the edges around the casing of the mirror glass, the flow is disturbed by the geometry curvature or specific design features, such as the small step on the underside of the mirror, fig. 7(c) . Although the sensitivities of both approaches focus on the same areas, differences arise on the way the mirror surface should be displaced. In addition, the significance of the proposed methodology that includes the grid displacement in its formulation can also be clearly visualized in fig. 6(c) .
Similarly to section 4 and fig. 3 , the sensitivity map computed based on the formulation without the surface integral − S W ∂m a i ∂xj n j n i dS in the sensitivity derivatives expression is presented. According to this map, an additional area on the top part of the mirror neck must be pushed inwards. These sensitivities guide in fact the optimization to the opposite direction, as the one that actually improved the objective function, as shown in the one-step displacement of fig. 9(a) . at minimizing the radiated sound to the vehicle side window. Red areas must be pushed inwards whereas blue areas must be pulled outwards in order to minimize the objective function.
Optimizing the side mirror of the SAE body
The side mirror of the SAE body, is optimized here, using approach A, as presented in subsection 5.1. Three optimization cycles were performed and the averaged squared acoustic pressure fluctuation computed at the side window, as defined in eq. 5 , was reduced by 35%. The maximum displacement was around 2.6mm, and the total geometry displacement, projected on the normal direction is presented in fig. 10 . Here, red areas were morphed inwards, while blue areas were morphed outwards. In fig. 11 , the objective function J at each receiver placed on the side window is presented, as computed for the starting and optimized mirror geometry. The radiated sound has decreased in magnitude which is associated to the influence that the geometry change had to the flow and, thus, to sound generation. Moreover, by looking at the iso-lines of the squared acoustic pressure on the window, it is seen that the directivity of the generated sound field of the optimized mirror shape has moved upwind, affecting in this way less the area of the window. 
Conclusions
The formulation of the continuous adjoint method for flow-induced sound radiation with the Kirchhoff Integral is presented in this paper for the first time in the literature. To predict the near-and far-field sound radiation from a body in free-stream, an incompressible IDDES simulation is performed, to resolve the noise creation phenomena, followed by the sound pressure propagation with the Kirchhoff Integral method, which uses the hydrodynamic pressure and its time derivative computed on the Kirchhoff surface, coinciding with the body's boundary. To the authors knowledge, the unsteady continuous adjoint method has never been verified for unsteady turbulent flows or applied in problems of real-world complexity. In this paper, the efficiency and accuracy of the proposed methodology is demonstrated not only for a mid-size academic test case but also for a large-scale problem, the generic SAE body. In a 3D turbulent flow around a cylinder, a good agreement between the adjoint gradients computed by the proposed methodology and the FD gradients was achieved. It was shown that, in aeroacoustic shape optimization problems, it is important to incorporate grid displacement equations in the adjoint formulation, in order to account for grid sensitivities. Otherwise, the sensitivity derivative computation is prone to inacurracies. 
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