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Abstract
This paper proposes a robust Poisson multi-Bernoulli mixture (R-PMBM) filter immune to the unknown detection probablity. In a
majority of multi-object scenarios, the prior knowledge of detection probability is usually uncertain, which is often estimated offline
from the training data. In such cases, online filtering is always unfeasible or unrealistic, otherwise, significate parameter mismatch
will result in biased estimates (e.g., state and cardinality of objects). As a consequence, the ability of adaptively estimating the
detection probability for a sensor is essential in practice. Based on the analysis, we detail how the detection probability can be
estimated accompanied with the state estimates. Besides, the closed-form solutions to the proposed method are derived by means
of approximating the intensity of Poisson random finite set (RFS) to a Beta-Gaussian mixture (B-GM) form and density of Bernoulli
RFS to a single Beta-Gaussian form. Simulation results demonstrate the effectiveness and robustness of the proposed method.
Keywords: Detection probability, Poisson multi-Bernoulli mixture, Beta-Gaussian mixture.
1. Introduction
Multi-object tracking (MOT) has been an increasingly hot
topic both in military and civilian areas in the last few years.
The aim of MOT is to jointly estimate the state and cardinal-
ity of objects synchronously from the monitored scenario. So
far, MOT has been widely adopted in many fields, such as en-
viromental monitoring, battlefield surveillance and distributed
sensor network [1–6].
However, a common difficulty for MOT is the association
problem between objects and observations. Amongst currently
studied algorithms, Joint Probabilistic Data Association (JPDA)
[1], Multiple Hypotheses Tracking (MHT) [2], and Random Fi-
nite Set (RFS) [7, 8] are the main solutions to MOT. In partic-
ular, RFS approaches receive a high degree of attention due to
the effective solutions to the association problem. Under the
FInite Set STatistics (FISST) framework, some filters based
on the RFS theory are developed mainly comprised by two
types: unlabeled and labeled filters. The former (unlabeled
RFS-based filters) mainly consists of Probability Hypothesis
Density (PHD) [8], Cardinality-PHD (CPHD) [9] and multi-
Bernoulli (MB) [10, 11], as well as the recently developed Pois-
son MB mixture (PMBM) [12–14] filters, while the latter (la-
beled RFS-based filters) includes labeledMB (LMB) [15], gen-
eralized LMB (GLMB) [16, 17], labeled MBM (LMBM)[18],
and marginalized δ-GLMB (Mδ-GLMB) [19] filters. Moreover,
all of the mentioned filters can be effectively implemented by
resorting to either Gaussian mixture (GM) [20–23] or sequen-
tial Monte Carlo (SMC) [24–26] technologies. Comparing to
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the SMC method, the GM method can provide a closed-form
solution.
Comparing to the other unlabeled RFS-based filters (PHD,
CPHD, and MB), a unique and important characteristic of the
PMBM filter [13, 14] is the conjugacy property, which means
that the posterior distribution has the same functional form as
the prior. It is also proofed that the labeled RFS-based GLMB
[16] and LMBM [18] filters are conjugated. The reason why
conjugacy property is important is that it allows the posterior
to be written in terms of some single-object predictions and up-
dates, which provides a convenient computation method com-
pared with the direct caculation of multi-object predictions and
updates. Further, the PMBM filter also shows advantages in
low-detection scenarios [13, 14, 27, 28]. As a consequence, the
PMBM filter has received a lot of attention since it was pro-
posed. and has been increasingly adopted in many applications
[29–32].
It is worth noting that when processing the real world data
there is a significant source of certainly, detection model, in
addition to the dynamic model, i.e., the detection probability
in radar tracking is always related to the detection distance,
weather and so on, making it difficult to model accurately. In
general, the detection model is usually assumed to be known by
the offline estimate from the training data in most algorithms.
In such cases, online filtering process for the filters mentioned
above is not feasible, otherwise, significant mismatch in detec-
tion model will cause erroneous estimates of both state and car-
dinality of objects. In order to make the filters more adapt-
able to the environment, Mahler et al. have proposed a robust
CPHD (R-CPHD) filter by online estimating the unknown de-
tection probability [33, 34] in which object state is augmented
with a parameter of detection model and the augmented state
model is propagated and estimated along with the R-CPHD re-
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cursion. The proposed R-CPHD filter in [34] has been applied
to track cell microscopy data with unknown background param-
eters [35]. Afterwards, the similar idea has also been success-
fully applied to the MB filter [36] and the labeled RFS-based
filter [37]. Both of them show the effectiveness of the proposed
strategy in [34]. Recently, another method by exploiting the
Inverse Gamma Gaussian mixture (IGGM) distribution to im-
plement the PHD/CPHD filters is also proposed in [38], and
a GLMB-based method for multistatic Doppler radar with un-
known detection probability is studied in [39]. To the best of
our knowledge, the research on the PMBM filter with unknown
detection probability hasn’t been realized yet.
Considering the attractive characteristics of the PMBM fil-
ter such as conjugacy property and low detection tolerance, we
explore a robust PMBM (R-PMBM) recursion subject to an un-
known detection probability jointly estimating the state of ob-
ject and detection probability. The main contributions of the
paper are described as follows:
1. In Section 3, we propose an effective R-PMBM recursion
immune to the unknown detection model for. Firstly, the
state of object is coupled with a variable representing the
detection probability so that the standard PMBM filter-
ing process is evolved into a R-PMBM filter which can
jointly estimate the state of objects and detecion proba-
bility. Next, the expressions of the proposed R-PMBM
filter recursion are given.
2. In Section 4, we present a computationally feasible im-
plementation of the proposed R-PMBM filter by resorting
to a Beta function to depict the detection probability. Ex-
cept for the state of objects, the detection model is also
needed to consider during the proposed robust PMBM fil-
tering process. To model the detection probability, Beta
distribution is selected, where detection probabilty can
be easily extracted by seeking the expectation of the Beta
distribution. Moreover, the Gaussian distribution is still
used to model the kinematic state, which is the same as
the standard PMBM filter. As a consequence, the closed-
form Beta-Gaussian mixture is constructed as a menas of
implementation.
3. In Section 5, four simulation experiments are given to
verify the effectiveness and robustness of the proposed
method. In order to better verify the low detection tol-
erance of the proposed method, two cases with different
detection probabilities are considered. Further, for each
case, two groups of simulation experiments between R-
CPHD and R-PMBM filters are provided to compare the
covariance of observation noise and clutter rate respec-
tively.
The outline of the rest of the paper is as follows. Section 2
introduces the background knowledge, and Section 3 describes
the PMBM filter with unknown detection probability, and its
corresponding detailed implementation is provided in Section
4. Simulation results are provided in Section 5, and conclusions
are drawn in Section 6.
2. Background
2.1. Notations
In this paper, lower case letters (e.g., x and z) denote state
and observation of single-object while upper case letters (e.g.,
X and Z) denote state and observation of multi-object, respec-
tively. Suppose there are N objects and M observations at time
k, and then the multi-object state and multi-object observation
are modelled as RFSs given by
Xk =
{
xk,1, · · · , xk,N
}
⊂ X, (1)
Zk =
{
zk,1, · · · , zk,M
}
⊂ Z, (2)
where X and Z denote the state space and observation space
respectively. Each single-object state xk,i = [xik,p, x
i
k,v
]⊤ com-
prises the position xi
k,p
and velocity xi
k,v
, where ‘⊤′ denotes the
transpose.
For a set X and a function f (x),
[ f (·)]X =
∏
x∈X
f (x). (3)
The cardinality of a set X is denoted |X|. ⊎ is denoted as the
disjoint set uinon. Given Xu ⊎ Xd = X, Xu and Xd satisfy Xu ∪
Xd = X and Xu ∩ Xd = ∅.
2.2. Multi-object Bayes Filter
Givenmulti-object transition function fk|k−1(·|·) and themulti-
object state fk−1(X|Z1:k−1) atC time k − 1, where Z1:k−1 is an ar-
ray of finite sets of observations received up to time k − 1 and
denoted as Z1:k−1 = (Z1, · · · , Zk−1), the multi-object prediction
to time k can be given according to the Chapman-Kolmogorov
equation
fk|k−1(Xk|Z1:k−1) =
∫
fk|k−1(Xk|ξ) fk−1(ξ|Z1:k−1)δξ. (4)
When a new set of observations Zk is received at time k,
which is modeled as amulti-object observation likelihood gk(Zk|Xk),
the multi-object update at time k is given based on multi-object
Bayes rule
fk(Xk|Z1:k) =
gk(Zk |Xk) fk|k−1(Xk |Z1:k−1)∫
gk(Zk|ξ) fk|k−1(ξ|Z1:k−1)δξ
, (5)
where the involved integral is the set integral [4] which is de-
fined by
∫
f (X)δX =
∞∑
n=0
1
n!
∫
Xn
f ({x1, · · · , xn})dx1 · · · dxn.
Further, for the convenience of representation, we leave out
the condition on the observation set Z1:k and abbreviate fk(Xk|Z1:k)
as fk(X).
2.3. PMBM RFS
Before the PMBM density is introduced, two neccessary
definitions are present to help understand the PMBM RFS.
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Definition 1. Undetected objects are those objects that exist at
the current time but have never been detected and denoted by
Xu
k
.
Definition 2. A new observation may be a new object for the
first detection and can also correspond to another previously
detected object or clutter. Considering that it may exist or not,
we refer to it as a potentially detected object denoted by Xd
k
.
Conditioned on the observation set Z1:k, the multi-object
state RFS Xk is modeled as the union of independent RFS Xuk
(undetected objects) and Xd
k
(potentially detected objects), re-
spectively. Hence, the posterior density of the PMBM RFS can
be denoted by the FISST convolution as
fk (X) =
∑
Y⊆X
f
p
k
(Y) fmbmk (X − Y). (6)
f
p
k
(·) is a Poisson density given by
f
p
k
(X) = eλ
n∏
i=1
λ fk(xi)
= e−
∫
µk(x)dx[µk(·)]X , (7)
where µk(x) = λ fk(x) is the intensity function and λ the Poisson
rate as well as fk(x) a probability density function (pdf) of a
single object. Moreover, fmbm
k
(·) is a MBM density given by
fmbmk (X) ∝
∑
j∈I
∑
X1⊎···⊎Xn=X
n∏
i=1
ω j,i f j,i(Xi), (8)
where ‘ ∝′ denotes the proportional symbol. It can be seen that
the MBM RFS is the normalized and weighted sum of multi-
object densities of MBs, which is parameterized by{
w j,i,
{
r j,i, f j,i(x)
}
i∈I j
}
j∈I
, where I is the index set of theMBs (also
called global hypothesis set). Particularly, the MBM RFS de-
generates into the MB RFS
fmbk (X) ∝
∑
X1⊎···⊎Xn=X
n∏
i=1
ω j,i f j,i(Xi) (9)
when there is only one global hypothesis with |I| = 1.
2.4. PMBM Recursion
Here, a review of the recursive processes (prediction and
update) of the PMBM filter is given.
2.4.1. Prediction Process
Poisson density f p
k−1(·) and the MBM density f
mbm
k−1 (·) are
predicted separately.
(a) Suppose the intensity function of Poisson density at time
k − 1 is µk−1(x), and then the predicted intensity at time k is
µk|k−1(x) = γk(x) +
∫
fk|k−1(x|ξ)pS ,k(ξ)µk−1(ξ)dξ (10)
where γk(x) is the intensity of birth model at time k and
fk|k−1(x|ξ) and pS ,k(·) denote the state transition function of
single object and survival probability, respectively.
(b) Given the i-th object in the j-th global hypothesis at time k−
1 withω j,i
k−1, r
j,i
k−1, p
j,i
k−1(x), and then the prediction process of
MBM components is given by
ω
j,i
k|k−1 = ω
j,i
k−1, (11)
r
j,i
k|k−1 = r
j,i
k−1
∫
p
j,i
k−1(ξ)pS ,k(ξ)dξ, (12)
p
j,i
k|k−1(x) ∝
∫
fk|k−1(x|ξ)pS ,k(ξ)p
j,i
k−1(ξ)dξ, (13)
where ω j,i
k|k−1, r
j,i
k|k−1, p
j,i
k|k−1(x) denote the predicted hypothe-
sis weight, existence probability, and pdf of the i-th Bernoulli
component in the j-th global hypothesis, respectively.
2.4.2. Update Process
The update process mainly consists of the following four
parts:
• update for undetected objects;
• update for potential objects detected for the first time;
• misdetection for previous potentially detected objects;
• update for previous potentially detected objects using re-
ceived observation set.
The specific expressions are given in (a)-(d), respectively.
(a) Update for undetected objects:
µk(x) = (1 − pD,k(x))µk|k−1(x), (14)
where pD,k(·) is the detection probability.
(b) Update for potential objects detected for the first time:
r
p
k
(z) = ek(z)/ρ
p
k
(z), (15)
p
p
k
(x|z) = pD,k(x)gk(z|x)µk|k−1(x)/ek(z), (16)
and
ρ
p
k
(z) = ek(z) + c(z), (17)
ek(z) =
∫
gk(z|ξ)pD,k(ξ)µk|k−1(ξ)dξ (18)
where ρp
k
(z) in (17) is the hypothesis weight of the potential
object related to the observation z.
(c) Misdetection for previous potentially detected objects:
ω
j,i
k
(∅) = ω j,i
k|k−1(1 − pD,k(x)r
j,i
k|k−1), (19)
r
j,i
k
(∅) = r j,i
k|k−1(1 − pD,k(x))/(1 − pD,k(x)r
j,i
k|k−1), (20)
p
j,i
k
(∅) = p j,i
k|k−1(x). (21)
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(d) Update for previous potentially detected objects using re-
ceived observation set:
ω
j,i
k
(z) = ω j,i
k|k−1r
j,i
k|k−1
∫
pD,k(ξ)gk(z|ξ)p
j,i
k|k−1(ξ)dξ, (22)
r
j,i
k
(z) = 1, (23)
p
j,i
k
(x, z) ∝ pD,k(x)gk(z|x)p
j,i
k|k−1(x). (24)
It can be seen that the update process is also separate where
the undetected objects are just preserved by multiplying the
weight with a misdetection probability shown in (14) and the
potential detected targets are updated consisting of three parts
(parts (b)-(d)).
After updating single-object density, another factor to be
considered is to generate global hypothesis set. Essentially, the
global hypothesis should undergo all possible data association
based on all single-object hypotheses. To settle the computa-
tion bottleneck,Murty’s algorithm [40] is selected as an achiev-
able skill in which a cost matrix is constructed by the calculated
weight in (16), (20) and (24) (see (47) in Section III-B for the
construction method). The detailed implementation steps can
be referred to [14].
3. The proposed R-PMBM Filter
In this section, the joint estimates of state of objects and de-
tection probability are provided. Firstly, the basic construction
method is introduced by augmenting a variable denoting the
unknown detection probability to each state of object. Here-
after, the proposed R-PMBM recursion for the augmented state
model is derived. Moreover, a comparison of filtering frame-
work between the standard filter and the proposed filter is de-
scribed in Fig. 1.
Prior 
state
State 
prediction
State 
update
Prior 
state
State 
prediction
State 
update
Detection 
model 
prediction
Detection 
model 
update
| 1k k - |k k
Standard Filter
Filter with estimate of 
detection model
| 1k k - |k k
Figure 1: The comparison between the standard filter and proposed filter with
estimate of detection model.
3.1. Augmented State Model
Following the approach in [34], a variable a ∈ [0, 1] rep-
resenting the detection probability is augmented to the state of
object x,
xˆ = (x, a). (25)
The integral of the augmented state xˆ is adjusted into a double
integral,
∫
f (xˆ)dxˆ =
∫ ∫ 1
0
f (x, a)dadx. (26)
Meanwhile, the state transition and observation models are
the same as the conventional case, except that we focus on the
augmented state model, which are given by
fk|k−1(xˆ|ζˆ) = fk|k−1(x, a|ζ, α)
= fk|k−1(x|ζ) fk|k−1(a|α), (27)
gk(z|xˆ) = gk(z|x, a) = gk(z|x), (28)
pS ,k(xˆ) = pS ,k(x, a) = pS ,k(x), (29)
pD,k(xˆ) = pD,k(x, a) = a. (30)
Furthermore, the birth model with the augmented model is de-
noted as an intensity function λb
k
(x, a).
3.2. Recursion
The derivation of the R-PMBM filter recursion for the aug-
mented state model featuring the unknown detection probabil-
ity is straightforward by substituting the sugmented state model
into the standard PMBM filter recursion. Next, the direct con-
sequences of derivion are given by Propositions 1 and 2.
Proposition 1. If at time k − 1, the intensity of Poisson RFS
µk−1(xˆ) and MB RFS with {ω
j,i
k−1, r
j,i
k−1, p
j,i
k−1(xˆ)} are given, which
denote the undetected objects and potential objects respectively,
then the predicted intensity of Poisson process and density of
MBM process can be given by
(a) Poisson Process:
µk|k−1(x, a) = γk(x, a)
+
∫ ∫ 1
0
fk|k−1(x|ζ) fk|k−1(a|α)pS ,k(ζ)µk−1(ζ, α)dαdζ. (31)
(b) MBM Process:
ω
j,i
k|k−1 = ω
j,i
k−1, (32)
r
j,i
k|k−1 = r
j,i
k−1
∫ ∫ 1
0
pS ,k(ζ)p
j,i
k−1(ζ, α)dαdζ, (33)
p
j,i
k|k−1(x, a) ∝
∫ ∫ 1
0
pS ,k(ζ) fk|k−1(x|ζ) fk|k−1(a|α)p
j,i
k−1(ζ, α)dαdζ.
(34)
Proposition 2. If at time k, the predicted R-PMBM filter with
parameters {µk|k−1(xˆ), ω
j,i
k|k−1, r
j,i
k|k−1, p
j,i
k|k−1(xˆ)} is given, then for a
given observation set Zk, the updated intensity of Poisson pro-
cess and density of MBM process can be given from four as-
pects.
(a) Update for undetected objects:
µk|k(x, a) = (1 − a) µk|k−1(x, a). (35)
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(b) Update for potential objects for the first time:
r
p
k
(z) = ek(z)/ρ
p
k
(z), (36)
p
p
k
(x, a|z) = agk(z|x)µk|k−1(x, a)/ek(z), (37)
where
ρ
p
k
(z) = ek(z) + c(z), (38)
ek(z) =
∫ ∫ 1
0
αgk(z|ζ)µk|k−1(ζ, α)dαdζ. (39)
(c) Misdetection for potentially detected objects:
ω
j,i
k
(∅) = ω j,i
k|k−1 × (1 − r
j,i
k|k−1 + ς
j,i), (40)
r
j,i
k
(∅) =
r
j,i
k|k−1
∫ ∫ 1
0
p
j,i
k|k−1(ζ, α)(1 − α)dαdζ
1 − r j,i
k|k−1 + ς
j,i
, (41)
p
j,i
k
(∅, a) =
p
j,i
k|k−1(x, a)(1 − a)∫ ∫ 1
0
p
j,i
k|k−1(ζ, α)(1 − α)dαdζ
, (42)
ς j,i = r
j,i
k|k−1
∫ ∫ 1
0
p
j,i
k|k−1(ζ, α)(1 − α)dαdζ. (43)
(d) Update for previous potentially detected objects using re-
ceived observation set:
ω
j,i
k
(z) =ω j,i
k|k−1r
j,i
k|k−1
×
∫ ∫ 1
0
αgk(z|ζ)p
j,i
k|k−1(ζ, α)dαdζ, (44)
r
j,i
k
(z) =1, (45)
p
j,i
k
(x, a|z) =
agk(z|x)p
j,i
k|k−1(x, a)∫ ∫ 1
0
αgk(z|ζ)p
j,i
k|k−1(ζ, α)dαdζ
. (46)
The global hypotheses are returned by selecting some new
single-object hypotheses for the next recursion. In order to
avoid all possible data hypotheses for each previous global hy-
pothesis, we still adopt the construction strategy based upon the
Murty’s algorithm [40]. Assume there are no old tracks in the
global hypothesis j and M observations {z1, · · · , zM}, which in-
dicates that there are M potential detected objects. Then the
cost matrix at time k can be formed as follows.
C j = −ln
[
̥p ̥o
]
M×(M+no )
(47)
with
̥p =

ν
1,1
j
ν
1,2
j
· · · ν
1,no
j
...
...
. . .
...
ν
M,1
j
ν
M,2
j
· · · ν
M,no
j

M×no
̥o =

ν
1,1
p · · · 0
...
. . .
...
0 · · · νM,Mp

M×M
where νm,mp (m ∈ {1, · · · ,M}) denotes the weight of the m-th
potential detected object given by (38) and νm,n
j
is the weight
corresponding to the m-th observation updated by the n-th old
track in the j-th global hypothesis, which is denoted as
ν
m,n
j
= ω
j,i
k|k−1ρ
j,i
k
(z)/ρ j,i
k
(∅) (48)
with ρ j,i
k
(z) given by
ρ
j,i
k
(z) = r j,i
k|k−1
∫ ∫
αgk(z|ζ)p
j,i
k|k−1(ζ, α)dαdζ, (49)
and ρ j,i
k
(∅) given by (40).
It is worth noting the weights of global hypotheses need to
be normalized once the construction process about global hy-
pothesis set is finished. A summative description of the pro-
posed algorithm steps is provided in Algorithm 1. Further, the
global hypothesis with the largest weight is selected during the
state estimate.
Remark 1. The proposed method has a similar but sightlying
higher complexity compared to the standard PMBM recursion.
This is because the filter framework is unchanged but an addi-
tional variable/funcction needs to be propagated corresponding
to many more components to be maintained.
Algorithm 1: Description of the proposed R-PMBM fil-
ter.
1 INPUT: µk−1(xˆ), {ω
j,i
k−1, r
j,i
k−1, p
j,i
k−1(xˆ)}, γk(xˆ).
2 -Perform Prediction:
3 –Poisson Process: µk−1(xˆ)→ µk|k−1(xˆ) ⊲(31)
4 –MB Process:
5 {ω
j,i
k−1, r
j,i
k−1, p
j,i
k−1(xˆ)} → {ω
j,i
k|k−1, r
j,i
k|k−1, p
j,i
k|k−1(xˆ)}
6 ⊲(32)-(34)
7 -Perform Update:
8 –Update for undetected objects: µk|k−1(xˆ) → µk(xˆ) ⊲(35)
9 –Update for potential objects detected for the first time:
{r
p
k
(z), pp
k
(xˆ|z), ρp
k
(z)} ⊲(36)-(39)
10 –Misdetection for previous potentially detected objects:
{ω
j,i
k
(∅), r j,i
k
(∅), p j,i
k
(∅, a)} ⊲(40)-(43)
11 –Update for previous potentially detected objects:
{ω
j,i
k
(z), r j,i
k
(z), p j,i
k
(xˆ, z)} ⊲(44)-(45)
12 -Construct Global hypotheses:
13 –Form cost matrix: C j ⊲(47)-(49)
14 -Run Murty’s algorithm;
15 -Normalize the weight of global hypotheses set.
16 OUPUT: µk(xˆ), {ω
j,i
k
, r
j,i
k
, p
j,i
k
(xˆ)}.
4. Beta-Gaussian Mixture Implementation
In this section, a closed-form implementation for the pro-
posed R-PMBM recursion immune to the unknown detection
probability is derived based on the Beta-Gaussian mixture. The
Gaussian distribution is used to model the state of object same
as the standard PMBM filter while the Beta function is used to
model the detection probability. Before the implementation is
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given, the definition and some properties about the Beta distri-
bution are first provided as follows.
Definition 3. For 0 ≤ a ≤ 1, the shape parameters s > 1, t > 1,
are a power function of variable a and of its reflection (1 − a)
as follows.
β (a; s, t) =
as−1(1 − a)t−1∫ 1
0
αs−1(1 − α)t−1dα
=
as−1(1 − a)t−1
B (s, t)
(50)
with mean µβ =
s
s+t
and covariance σ2
β
= st
(s+t)2(s+t+1)
. β(a; s, t)
and B (s, t) are named Beta distribution and Beta function re-
spectively.
For the Beta distribution β (a; s, t), some of its properties are
summarized which will be used in the following deriviation.
(1 − a)β(a; s, t) =
B(s, t + 1)
B(s, t)
β(a; s, t + 1), (51)
aβ(a; s, t) =
B(s + 1, t)
B(s, t)
β(a; s + 1, t), (52)
s
s + t
=
B(s + 1, t)
B(s, t)
, (53)
t
s + t
=
B(s, t + 1)
B(s, t)
. (54)
Moreover, the prediction of the Beta distribution satisfies
β (a+; s+, t+) =
∫
β (a; s, t) f+(a+|a)da (55)
with
s+ =
µβ,+(1 − µβ,+)
σ2
β,+
 µβ,+,
t+ =
µβ,+(1 − µβ,+)
σ2
β,+
 (1 − µβ,+),
σ2β,+ = kβσ
2
β, kβ ≥ 1.
For the considered standard linear Gaussian model, some
assumptions are given as follows.
• Each object follows a linear Gaussian dynamical model,
i.e,
fk|k−1(x|ζ) = N(x; Fk−1ζ,Qk−1), (56)
gk(z|x) = N(z;Hkx,Rk), (57)
where Fk−1 and Qk−1 denote the state transition matrix
and process noise covariance, and Hk and Rk are the ob-
servation matrix and observation noise covariance, re-
spectively.
• The survival probability for each object is state indepen-
dent, i.e,
pS ,k(x) = pS ,k. (58)
• The intensity of newborn model is a Beta-Gaussian mix-
ture form
γk(x, a) =
J
γ
k∑
i=1
ηir,kβ(a; s
i
r,k, t
i
r,k)N(x;m
i
r,k, P
i
r,k), (59)
where Jγ
k
, ηi
r,k
, si
r,k
, ti
r,k
, mi
r,k
, Pi
r,k
, i = 1, · · · , Jγ
k
are given
model parameters.
Then, the analytic solution to the R-PMBM filter with un-
known detection probability can be represented in Propositions
3 and 4.
Proposition 3. If at time k − 1, the intensity of Poisson process
µk−1(xˆ) is a Beta-Gaussian mixture form
µk−1(x, a) =
Ju
k−1∑
i=1
η
i,u
k−1β(a; s
i,u
k−1, t
i,u
k−1)N(x;m
i,u
k−1, P
i,u
k−1), (60)
and the denisty of i-th Bernoulli component in the j-th hypoth-
esis is a single Beta-Gaussian form
p
j,i
k−1(x, a) = β(a; s
j,i
k−1, t
j,i
k−1)N(x;m
j,i
k−1, P
j,i
k−1), (61)
then, the predicted intensity of Poisson process and density of
MBM process are given by
(a) Poisson Process:
µk|k−1(x, a) = γk(x, a)
+
Ju
k−1∑
i=1
η
i,u
k|k−1β(a; s
i,u
k|k−1, t
i,u
k|k−1)N(x;m
i,u
k|k−1, P
i,u
k|k−1) (62)
where
s
i,u
k|k−1 =

µ
i,u
β,k|k−1(1 − µ
i,u
β,k|k−1)
[σi,u
β,k|k−1]
2
− 1
 µi,uβ,k|k−1,
ti,u
k|k−1 =

µ
i,u
β,k|k−1(1 − µ
i,u
β,k|k−1)
[σi,u
β,k|k−1]
2
− 1
 (1 − µi,uβ,k|k−1),
η
i,u
k|k−1 =pS ,kη
i,u
k−1,
mi,u
k|k−1 =Fk−1m
i,u
k−1,
P
i,u
k|k−1 =Qk−1 + Fk−1P
i,u
k−1F
⊤
k−1,
µ
i,u
β,k|k−1 =µ
i,u
β,k−1 =
s
i,u
k−1
s
i,u
k−1 + t
i,u
k−1
,
[σi,u
β,k|k−1]
2 =kβ[σ
i,u
β,k−1]
2,
=
si,u
k−1t
i,u
k−1
(si,u
k−1 + t
i,u
k−1)
2
(si,u
k−1 + t
i,u
k−1 + 1)
.
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(b) MBM Process:
ω
j,i
k|k−1 = ω
j,i
k−1, (63)
r
j,i
k|k−1 = pS ,kr
j,i
k−1, (64)
p
j,i
k|k−1(x, a) = β(a; s
j,i
k|k−1, t
j,i
k|k−1)N(x;m
j,i
k|k−1, P
j,i
k|k−1), (65)
where
s
j,i
k|k−1 =

µ
j,i
β,k|k−1(1 − µ
j,i
β,k|k−1)
[σ j,i
β,k|k−1]
2
− 1
 µ j,iβ,k|k−1,
t
j,i
k|k−1 =

µ
j,i
β,k|k−1(1 − µ
j,i
β,k|k−1)
[σ j,i
β,k|k−1]
2
− 1
 (1 − µ j,iβ,k|k−1),
m
j,i
k|k−1 =Fk−1m
j,i
k−1,
P
j,i
k|k−1 =Qk−1 + Fk−1P
j,i
k−1F
⊤
k−1,
µ
j,i
β,k|k−1 =µ
j,i
β,k−1 =
s
j,i
k−1
s
j,i
k−1 + t
j,i
k−1
,
[σ j,i
β,k|k−1]
2 =kβ[σ
j,i
β,k−1]
2
=
s
j,i
k−1t
j,i
k−1
(s j,i
k−1 + t
j,i
k−1)
2
(s j,i
k−1 + t
j,i
k−1 + 1)
.
Remark 2. The proof is straightforward by substituting the
Beta-Gaussian mixture form into the prediction equations in
Proposition 1. The resultant expressions are also the Beta-
Gaussian mixture form where the intensity of Poisson density
is a Beta-Gaussian mixture form and the density of Bernoulli
component is a single Beta-Gaussian form. The prediction of
Gaussian distribution is the same as prediction in the standard
GM-PMBM filter while that of Beta distribution is based on the
property (55) of the Beta distribution.
Proposition 4. If at time k, the predicted intensity of Poisson
density µk|k−1(x, a) is given by the following Beta-Gaussianmix-
ture form
µk|k−1(x, a) =
Ju
k|k−1∑
i=1
η
i,u
k|k−1β(a; s
i,u
k|k−1, t
i,u
k|k−1)N(x;m
i,u
k|k−1, P
i,u
k|k−1),
(66)
where Ju
k|k−1 = J
u
k−1 + |γk|, and the predicted density of i-th
Bernoulli component in the j-th hypothesis is given by a Beta-
Gaussian form
p
j,i
k|k−1(x, a) = β(a; s
j,i
k|k−1, t
j,i
k|k−1)N(x;m
j,i
k|k−1, P
j,i
k|k−1), (67)
then, given an observation set Zk, the update of Poisson process
and MBM process is given from four following parts.
(a) Update for undetected objects:
µk(x, a) =
Ju
k|k−1∑
i=1
η
i,u
k,1β(a; s
i,u
k,1, t
i,u
k,1)N(x;m
i,u
k,1, P
i,u
k,1), (68)
where
η
i,u
k,1 = η
i,u
k|k−1
B(si,u
k|k−1,t
i,u
k|k−1+1)
B(si,u
k|k−1,t
i,u
k|k−1)
,
s
i,u
k,1 = s
i,u
k|k−1,
t
i,u
k,1 = t
i,u
k|k−1 + 1,
mi,u
k,1 = m
i,u
k|k−1,
P
i,u
k,1 = P
i,u
k|k−1.
(b) Update for potential objects for the first time:
r
p
k
(z) =ek(z)/ρ
p
k
(z), (69)
p
p
k
(x, a|z) =
1
ek(z)
Ju
k|k−1∑
i=1
η
i,u
k|k−1
B(si,u
k|k−1+1,t
i,u
k|k−1)
B(si,u
k|k−1,t
i
k|k−1)
× β(a; si,u
k,2, t
i,u
k,2)qk,2(z)N(x;m
i,u
k,2, P
i,u
k,2), (70)
where
ρ
p
k
(z) = ek(z) + c(z), (71)
ek(z) =
Ju
k|k−1∑
i=1
η
i,u
k|k−1
s
i,u
k|k−1
s
i,u
k|k−1+t
i,u
k|k−1
qk,2(z),
qk,2(z) = N(z;Hkm
i,u
k|k−1,HkP
i,u
k|k−1H
⊤
k + Rk),
mi,u
k,2 = m
i,u
k|k−1 + K(z − Hkm
i,u
k|k−1),
P
i,u
k,2 = (I − KHk)P
i,u
k|k−1,
K = P
i,u
k|k−1H
⊤
k (HkP
i,u
k|k−1H
⊤
k + Rk)
−1,
si,u
k,2 = s
i,u
k|k−1 + 1,
t
i,u
k,2 = t
i,u
k|k−1.
(c) Misdetection for potentially detected objects:
ω
j,i
k
(∅) = ω j,i
k|k−1(1 − r
j,i
k|k−1 + r
j,i
k|k−1
t
j,i
k|k−1
s
j,i
k|k−1+t
j,i
k|k−1
), (72)
r
j,i
k
(∅) =
r
j,i
k|k−1
t
j,i
k|k−1
s
j,i
k|k−1+t
j,i
k|k−1
1 − r j,i
k|k−1 + r
j,i
k|k−1
t
j,i
k|k−1
s
j,i
k|k−1+t
j,i
k|k−1
, (73)
p
j,i
k
(∅, a) = β(a; s j,i
k,3, t
j,i
k,3)N(x;m
j,i
k,3, P
j,i
k,3), (74)
where
s
j,i
k,3 = s
j,i
k|k−1,
t
j,i
k,3 = t
j,i
k|k−1 + 1,
m
j,i
k,3 = m
j,i
k|k−1,
P
j,i
k,3 = P
j,i
k|k−1.
(d) Update for previous potentially detected objects using re-
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ceived observation set:
ω
j,i
k
(z) = ω j,i
k|k−1r
j,i
k|k−1
s
j,i
k|k−1
s
j,i
k|k−1+t
j,i
k|k−1
qk,4(z), (75)
r
j,i
k
(z) = 1, (76)
p
j,i
k
(x, a|z) = β(a; s j,i
k,4, t
j,i
k,4)N(x;m
j,i
k,4, P
j,i
k,4), (77)
where
qk,4(z) = N(z;Hkm
j,i
k|k−1,HkP
j,i
k|k−1H
⊤
k + Rk),
m
j,i
k,4 = m
j,i
k|k−1 + K(z − Hkm
j,i
k|k−1),
P
j,i
k,4 = (I − KHk)P
j,i
k|k−1,
K = P
j,i
k|k−1H
⊤
k (HkP
j,i
k|k−1H
⊤
k + Rk)
−1,
s
j,i
k,4 = s
j,i
k|k−1 + 1,
t
j,i
k,4 = t
j,i
k|k−1.
Remark 3. Some properties of the Beta distribution are used
during the derivation of update process, e.g., (51) is used in
both parts (a) and (c), and (52) is used in both parts (b) and
(d), in addition, (53) and (54) are used in parts (c) and (d)
respectively.
In terms of the update for potential objects for the first time,
to make the form of the Bernoulli component consistent, we ap-
proximate the Beta-Gaussian mixture to a single Beta-Gaussian
form by performing moment matching as follows.
p
p
k
(x, a|z) = β(a; s j,i
k,2, t
j,i
k,2)N(x;m
j,i
k,2, P
j,i
k,2). (78)
Hereafter, the global hypotheses are constructed based on the
obtained single-object hypotheses. As a consequence, the single-
object densities from the i-th target of the j-th global hypothesis
at time k are given by
p
j,i
k
(x, a) = β(a, s j,i
k
, t
j,i
k
)N(x;m j,i
k
, P
j,i
k
). (79)
Further, after each update is finished, component merging
is performed by using the Hellinger distance for the Poisson
process, meanwhile, component pruning is performed by a pre-
determined threshold for both Poisson process andMB process.
The detailed approximation technology can be found in [34].
In the process of state estimates, the global hypothesis of
the MBM process with the highest weight is seletced
j˜ = argmax
j
∏
i
ω
j,i
k
. (80)
Then, those Bernoulli components whose weights are above a
pre-set threshold Γ,
i˜ = {i : r j˜,i
k
> Γ} (81)
are selected as the estimated state of objects, and the estimate
for the number of objects is N˜k =
∑
i˜ r
j˜,i˜
k
.
Moreover, the estimate of detection probability can be ex-
tracted from the mean of Beta distributions of the selected Bernoulli
components,
a˜ =
1
|N˜k |
∑
i˜
s
j˜,i˜
k
s
j˜,i˜
k
+ t
j˜,i˜
k
. (82)
5. Performance assessment
In this section, we test the proposed R-PMBM filter and
compare it with the R-CPHD filter [34] in terms of the Optimal
SubPattern Assignment (OSPA) error [41] with c = 100m and
p = 1.
Consider a two-dimensional scenario space 4500m×4500m
in which twelve objects move at the nearly constant velocity
(NCV) model in the surveillance area. Each object state con-
sists of 2-dimensional position and velocity, i.e., x = [px, py, vx, vy]⊤
and each observation polluted by noise is a vector of planar po-
sition z = [zx, zy]⊤. Moreover, the parameters of the model (in-
cluding the dynamic model and observation model) are given
by
Fk =
[
I2 ∆I2
02 I2
]
,Qk = σ
2
v
[
∆4
4 I2
∆3
2 I2
∆3
2 I2 ∆
2I2
]
,
Hk =
[
I2 02
]
,Rk = σ
2
εI2,
where In and 0n denote the n × n identity and zero matrices
respectively. σv = 5ms−2 and σε = 10m are the standard de-
viations of process noise and observation noise. The sampling
rate is ∆ = 1s. The probability of survival for each object is
pS ,k = 0.97. Besides, the monitored time of the surveillance
area is T = 80s.
The threshold of Poisson component pruning is TP = 10−5
and that of Bernoulli component pruning is TB = 10−5. The
parameter setting of the R-CPHD filter is the same as those in
[34]. Moreover, the threshold when extracting object state is set
to Γ = 0.55.
The birth model is a Beta-Gaussian mixtures formwith eleven
Beta-Gaussian components
γk(x, a) =
11∑
i=1
ηbβ(a; sb, tb)N(x;m
i
γ,k, Pb). (83)
All Beta-Gassuain components share the same probability of
existence of ηb = 0.03 and same parameters of Beta distribu-
tion of sb = tb = 1, but have the different Gaussian densi-
ties. All the Gaussian components have the same covariance
matrix of Pb = diag([60, 60, 60, 60]⊤)2 but different means,
m
(1)
γ,k
= [1000, 2300, 0, 0]⊤, m(2)
γ,k
= [3000, 1200, 0, 0]⊤,
m
(3)
γ,k
= [2000, 2000, 0, 0]⊤, m(4)
γ,k
= [2000, 3500, 0, 0]⊤,
m
(5)
γ,k
= [800, 3000, 0, 0]⊤, m(6)
γ,k
= [2500, 1500, 0, 0]⊤,
m
(7)
γ,k
= [3800, 2000, 0, 0]⊤, m(8)
γ,k
= [3800, 3400, 0, 0]⊤,
m
(9)
γ,k
= [4000, 2500, 0, 0]⊤, m(10)
γ,k
= [3900, 1500, 0, 0]⊤,
m
(11)
γ,k
= [1200, 1200, 0, 0]⊤.
Furthermore, clutter is modeled as a Poisson RFS with clut-
ter rate λc = 10, which means there are 10 points per scan.
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Object-originated observations are generated according to a con-
stant detection probability pD, which is unknown in all simula-
tion experiments. The observation region and trajectories are
presented in Fig. 2.
0 1000 2000 3000 4000
X/m
0
1000
2000
3000
4000
Y/
m
Figure 2: The observed region containing eleven objects, where “ × ” denotes
the start point of the trajectory.
Next, two cases with different detection probabilities, pD =
0.95 and pD = 0.65 respectively, are studied and compared
from both OSPA errors and cardinality estimate as well as es-
timate of detection probability. Besides, the comparisons of
different observation noise are also provided. All of the results
are averaged over 200 independent Monte Carlo (MC) runs.
5.1. Case 1
In this scenario, the actual but unknown detection probabil-
ity is set to pD = 0.95. Fig. 4 shows the superposition of the
generated observations during the whole monitored period. The
comparisons of OSPA errors and cardinality estimate between
the R-CPHD and R-PMBM filters are shown in Fig. 3. From
Fig. 3 (a), the performance of the R-PMBM filter is much better
than that of the R-CPHD filter even though the errors are a lit-
tle relatively large at time 20s and 40s. A possible explanation
here is that the R-PMBM filter has a relatively slow response to
new objects appear, and so, on average, incurs a higher penalty
Table 1: The comparison of OSPA errors between R-CPHD and R-PMBM fil-
ters with λc = 10 and different σε for case 1.
σε (pD = 0.95) 5 10 15 20 25
R-CPHD 22.02 24.76 27.81 31.62 34.36
R-PMBM 8.18 12.79 15.84 17.64 21.25
in this respect. But the R-PMBM filter has lower OSPA errors
when the number of objects is steady. Moreover, the compar-
ison of cardinality estimate is shown in Fig. 3 (b), where the
overall cardinality estimate of the R-PMBM filter is much bet-
ter than that of the R-CPHD filter. Furthermore, from Fig. 3 (c),
it can be seen that the estimate of pD for the R-PMBM filter is
more precise than the R-CPHD filter and approaches to the true
value. In addition, we can also find that the estimate of pD for
the R-PMBM filter suddenly drops when the targets disappear
at time 60s and then it will converge to the true value again.
Moreover, changing the covariance of observation noise, we
compare the OSPA errors given in Table 1. It shows that the
OSPA errors increase as the covariance of observation noise
increases for both filters, which is consistent with expectations.
It is worth noting that the performance of the R-PMBM filter
is always better than that of the R-CPHD filter under the same
parameters.
In addition, the comparison of different clutter rates is also
considered, and the results show given in Table 2. Results show
that both OSPA errors of two filters increase as λc increases,
meanwhile, the performance of the R-PMBM filter is always
better than that of the R-CPHD filter for the same clutte rate.
Table 2: The comparisons of OSPA errors between R-CPHD and R-PMBM
filters with σε = 10m and different λc for case 1.
λc (pD = 0.95) 5 10 15 20 25
R-CPHD 30.89 33.23 33.54 34.41 34.77
R-PMBM 7.66 9.85 10.07 10.18 10.61
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Figure 3: The comparisons between the R-CPHD and R-PMBM filters with pD = 0.95: (a) OSPA errors; (b) cardinality estimate; (c) detection probability.
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Figure 4: The superposition of the generated observations (black dots) and es-
timates of objects (red dots) in one MC for case 1.
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Figure 5: The superposition of the generated observations (black dots) and es-
timates of objects (red dots) in one MC for case 2.
5.2. Case 2
Different from case 1, the lower detection probability with
pD = 0.65 is considered. Fig. 5 shows the superposition of the
observations during the whole monitored period. The compar-
isons of OSPA errors and cardinality are shown in Fig. 6 (a)
and (b). Results show that both OSPA errors and cardinality
estimate of the R-PMBM filter are much better than that of the
R-CPHD filter, and meanwhile, the gap between two filters is
greater compared with case 1. This is because the R-CPHD fil-
ter is less able to withstand low detection probability. Besides,
the comparison od estimate of pD is given in Fig. 6 (c), which
shows the R-PMBM filter is capable of accurately estimating
the pD whereas the R-CPHD filter almost completely breaks
down. The comparisons of averaged OSPA errors under differ-
ent σε and λc are also provided in Tables 3 and 4, respectively.
6. Conclusions
In this paper, we mainly research the multi-object track-
ing (MOT) in unknown detection probability with the Poisson
Table 3: The comparisons of OSPA errors between R-CPHD and R-PMBM
filters with λc = 10 and different σε for case 2
σε(pD = 0.65) 5 10 15 20 25
R-CPHD 57.09 59.20 60.55 62.49 64.35
R-PMBM 15.35 19.91 22.82 26.09 31.34
Table 4: The comparisons of OSPA errors between R-CPHD and R-PMBM
filters with σε = 10m and different λc for case 2
λc(pD = 0.65) 5 10 15 20 25
R-CPHD 58.75 59.20 59.72 59.86 60.37
R-PMBM 16.21 19.91 22.18 26.78 30.24
multi-Bernoulli mixture (PMBM) filter. Firstly, a construction
strategy by augmenting the state of object with a parameter of
detection probability is presented. Then, the recursive expres-
sions are provided including prediction and update processes.
Moreover, the detailed implementation by resorting to the Beta-
Gaussian mixture technology, where the Beta distribution is
used to represent the detection model resulting in Poisson in-
tensity and Bernoulli density functions to be characterized by
Beta-Gaussian mixtures and a single Beta-Gaussian form re-
spectively, is provided. Two cases with different detection prob-
abilities are provided to verify the effectiveness of the proposed
R-PMBM filter, and also the robustness (covariance of observa-
tion noise and clutter rate) has been verified by means of simu-
lation experiments. For the future work, the verification of real
data for the proposed method may be a worthwhile topic.
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