Abstract. -It is well known that moment equations for a multivariate linear system with multiplicative red noise are not closed: equations for low-order moments involve higher-order moments. Further, the probability density for this system is complicated enough that analytic expressions for the moments are difficult to obtain by direct integration. We introduce a closure approximation so that the vector mean of such systems may be estimated with high accuracy. The approximation is accurate for red noises with a wide range of timescales, and approaches the correct limits for both very small and very large correlation times. We include an application relevant to climate modeling and comment on the implications for numerical-model investigations of global warming.
Introduction. -The problem of attributing causes to climate drifts in numerical climate models is a particularly important one. Whether or not climate change predicted by these models is truly due to anthropogenic sources or whether it is due to errors in the numerical treatment that are common to most prediction models of this sort (General Circulation Models, or GCMs) has been the subject of much controversy. All GCMs depart from fidelity to the true climate in that they often misrepresent the mean of many climate quantities (temperature, pressure, etc.), and also their variance around their long-term mean values, in comparison with observations. Deterministic parameterizations of processes unresolved in GCMs may be tuned to approximate the observed mean climate, but the continuing misrepresentation of climate variability raises the possibility that noise-induced climate drifts caused by insufficiently resolved physical processes are being attributed to causes other than the true one. Clearly, there are pitfalls in tuning one process to compensate for the deficiencies or absence of another. The complexity of a state-of-the-art climate GCM renders detailed investigations of noise-induced drifts impractical in that setting, and so we investigate them in simpler numerical models that are nevertheless complex enough to be meteorologically relevant.
Sardeshmukh, Penland, and Newman [1] have shown in the context of a simple linearized model of the global atmosphere that a stochastic component in the zonally rotating background wind field increases the net damping of planetary-scale vorticity (Rossby) waves. They also showed that stochastic fluctuations in the linear damping coefficient, in contrast, effectively reduce the net damping of such Rossby waves. Their study was performed assuming that relevant timescales allowed application of the Central Limit Theorem (CLT) [2] , thus assuming that limiting white-noise behavior obtained. Analytical expressions could then be invoked, obviating the necessity of numerically integrating a high-dimensional (N ≈ 2000) stochastic differential equation. Unfortunately, while the Fourier spectra of background wind and other climate variables are often well-described by those of simple Ornstein-Uhlenbeck processes [3] (often referred to as "red noise") and the CLT is, therefore, particularly easy to implement, the decay times τ c of the fluctuating variables are of approximately the same magnitude as the (deterministic) timescales τ d of interest and the CLT does not apply. As stated in [1] , the CLT results are qualitatively correct, but quantitative accuracy is important in applications such as global warming research.
In principle, it is possible to integrate numerically a red-noise system in a climate model. However, the complexity of even the simplest meteorologically relevant systems and the small timesteps required by stochastic integration [4] often make numerical experiments impractical. More important, given the delicacy of stochastic integration, it is desirable to have some analytical results available in order to test the numerical code. In this paper, we introduce a simple analytical expression for the vector mean of a linear multivariate system with multiplicative, stationary red noise (MRN) and show this approximation to be valid over several orders of magnitude of variation in the ratio τ c /τ d . The univariate case is well known, even in more general dynamical settings [5] , but the fundamental difference between behavior in univariate and multivariate dynamical systems [6] [7] [8] [9] [10] and the associated mathematical difficulties require separate treatment. The purpose of this article is not only the application of a closure approximation to the multivariate case, but also the introduction of two limits which, to our knowledge, have not been used previously in the literature to obtain closure approximations.
The linear mean response to MRN. -Consider an N -dimensional system x(t) having linear deterministic dynamics subject to a constant vector force F and univariate multiplicative red noise η(t).
and
where ξ dt = α dW , W is a Wiener process, α is such that the fluctuation-dissipation relation α 2 = 2r c η 2 obtains, angle brackets denote expectation values over the stationary probability density, r c = 1/τ c , and L and A are N × N matrices. Although the system x(t) by itself is not Markovian, the extended system {x, η} is indeed so, with a probability density p(x, η) described by the following Fokker-Planck equation [10] :
In eq. (3), we have retained the symbol α for ease of interpretation. The stationary probability density p s (x, η) obeys eq. (3) with the left side set to zero. Equations for moments of p s (x, η) are obtained by multiplying eq. (3) by the appropriate quantities, setting the left side to zero, and then integrating the right side by parts. Substituting for α 2 and recalling that η = 0, we find the following coupled equations:
It is clear that the moment equations (4) are not closed. We now introduce a closure approximation based on the slow-noise limit, explained below. Let eqs. (1) and (2) obtain, but let η have very large decay time. In this case, η is essentially constant over the lifetime of x, and so, from eq. (1),
where I is the identity matrix and p s (η) is the stationary Gaussian probability of η. Note that no approximation has been made in going from eq. (5a) to eq. (5b). Consistent with our assumption that decay times of x are much smaller than decay times of η, we approximate eq. (5) to second order in (
where β = η 4 / η 2 2 = 3. Finally, we find in this slow-noise limit of large τ c
with
We now turn our attention back to eq. (4). It is now found that the slow-noise limit approximation is preserved under the closure approximation
Substituting this expression into eq. (4c), the approximate expression for x becomes
It is interesting to examine eq. (9) in the fast-noise limit, that is, when τ c is very small. In this case, the asymptotic form of x becomes
Equation (10) As a simple illustration, we consider three numerical experiments. Each involves a 2 × 2 system described by eqs. (1) and (2). The system is numerically integrated until a statistical steady state is reached for various decay times τ c , holding η 2 equal to unity. In all experiments, we choose
so that τ d = 1. In the first two experiments, ω = 0 and 5, respectively, and
In the third experiment, ω = 5 and
The magnitude of x estimated from the numerical integrations, normalized to that in the fast-noise limit, is shown in fig. 1 for all three experiments. Also shown is the approximation to x as given in eq. (9) . The agreement is excellent in all cases.
The fluctuating vorticity equation. -The single-layer model of the Earth's atmospheric circulation linearized around a zonal steady state is, in spherical coordinates,
Here, ∇ denotes the horizontal gradient operation on the sphere, ς is the local vertical component of absolute vorticity, ν the nondivergent horizontal velocity with zonal component u, and r denotes the frictional damping rate. This is the defining wave equation for meteorological "Rossby waves". The quantity S D represents a Rossby wave source associated with tropical rainfall [11] . Null subscripts indicate zonal means and primes denote deviations from zonal means. Equation (14) is written in terms of streamfunction Ψ (defined by ∇ 2 Ψ = ς − 2Ω sin θ, where θ is the latitude and Ω is the Earth's angular velocity), and projected onto the spherical harmonics. With the retention of 42 polar modes (n = 1, . . . , 42) and their corresponding azimuthal modes (n ≥ m ≥ −n), eq. (14) reduces to a system of 946 two-dimensional equations in spectral space for the real and imaginary parts of the streamfunction coefficients Ψ m n . Since the equations for any pair of indices (n, m) are decoupled from those corresponding to other index pairs, we drop the subscripts n and superscripts m in what follows.
As in ref.
[1], we consider two experiments. In the first, the zonally averaged component u 0 has a stochastic contribution η: u 0 = (u 00 + η)Ωa e cos θ, where u 00 is deterministic, a e is the radius of the Earth, and where θ and Ω are defined above. Relevant quantities are estimated from observations of Dec-Jan-Feb winds provided by the National Centers for Environmental Prediction; details of the data preparation are given in ref. [1] . Equation (14) is rewritten as follows: d dt
where subscripts refer to real and imaginary parts, respectively. The scale-dependent quantities in eq. (15) are
The red noise η obeys eq. (2) with a τ c of 8 days and a standard deviation η 0 corresponding to η 0 Ωa e of 7.5 m/s. The mean zonal velocity u 00 Ωa e is specified to be 15 m/s, and the deterministic damping coefficient is r = r 0 = (4 days) −1 . The deterministic (i.e., η = 0) steady state of eq. (15) is less damped on average than the ensemble-mean state of this randomly perturbed system ( fig. 2a, b) . The random fluctuations in the zonal wind introduce random phases into each spectral component of the vorticity response, resulting in a net scale-dependent damping when an ensemble average is taken. Although the additional damping is qualitatively similar to the white-noise approximation used by [1] , the MRN-induced drift is not as severe.
In the second experiment, the zonal velocity is held fixed at 15 m/s and the stochastic component η is instead added to the damping: r = r 0 + η. The decay time τ c of this red noise is 4 days and the standard deviation of η is also (4 days) −1 . The system is still described by eqs. (15), (16), but with the matrix A modified to be −I; that is, the noise-induced drift is not scale-dependent in this experiment. In this case, the net effect of the MRN is a reduction in the damping ( fig. 2c ) since the effect of negative η (reduced damping) lasts longer on average than that of positive η. Again, the noise-induced drift by MRN is not as severe as that implied by the white-noise approximation. Discussion. -The annoyances of unresolved physical processes and spurious climate drifts in GCMs have traditionally been ameliorated using deterministic parameterizations. We have discussed the possibility that the problems of insufficient resolution and spurious climate drift might be related, and speculated that at least some portion of the deterministic parameterizations may be misplacing the cause of climate drift. Previous work has shown that noise-induced drifts in climate probably do occur, but that many of these drifts cannot be accurately described with a white-noise approximation. Of course, quantitative accuracy is crucial to studies such as those related to global warming, and it is not sufficient merely to state what is wrong.
We have introduced an approximation based on two limits that, to our knowledge, have not been used previously in the literature in the derivation of closure approximations and that may make multiplicative red-noise approximations feasible in global climate models. The first limit, the "fast-noise limit", is equivalent to the "no-noise limit" [12] , which is often identified and then discarded. The difference between this limit and the "white-noise limit" usually taken in the stochastic literature is that the amplitude of the driving noise remains fixed (rather than increases) as the decorrelation time vanishes. The second limit, the "slownoise limit", consists in considering red noise with decorrelation times much longer than the deterministic timescales of the system. The resulting approximation to the drift in the mean response of a multivariate linear system to multiplicative red noise is exceedingly simple (after one thinks of performing these limits) and is not only much faster to compute (by several orders of magnitude) than integrating the system numerically, but is also valid over a wide range of timescales. These are both attractive properties for implementation in GCMs. Although we have introduced this approximation in the context of a relatively simple system, we expect it to be readily generalized to the more sophisticated parameterizations required by climate models. Of course, our expression (9) for the mean drift is generally applicable to any physical system of the form (1) and (2), not just to problems in climate modeling.
As a sort of postscript, it is interesting to speculate on the connection between this study and those of Govindan et al. [13] and Bunde et al. [14] . Those authors have applied statistics introduced by Kolscieny-Bunde et al. [15] to model temperature output from a variety of GCMs, claiming on the basis of a comparison with observations that those GCMs underestimate persistence. It is easy to show that multivariate, linear, stochastically forced dynamical systems can reproduce the observed statistics used in those studies. It is also true that although GCMs describe many dynamical degrees of freedom, they probably do not adequately represent the smallest spatial and temporal dynamical scales of the real atmosphere. As we have seen, multiplicative noise can increase the average persistence of a linear system, and this property can be carried over to many nonlinear systems as well. In any case, it would indeed be ironic if persistence in GCMs were strongly underestimated as a result of insufficient variability at the smallest scales. * * * The authors are pleased to acknowledge support by the Office of Naval Research.
