Abstract. We present an efficient algorithm for the evaluation of the Caputo fractional derivative C 0 D α t f (t) of order α ∈ (0, 1), which can be expressed as a convolution of f ′ (t) with the kernel t −α . The algorithm is based on an efficient sum-of-exponentials approximation for the kernel t −1−α on the interval [∆t, T ] with a uniform absolute error ε, where the number of exponentials Nexp needed is of the order O log T ) work. The complexity of both algorithms is nearly optimal since Nexp is of the order O(log N T ) for T ≫ 1 or O(log 2 N T ) for T ≈ 1 for fixed accuracy ε. We also present a detailed stability and error analysis of the new scheme for solving linear fractional diffusion equations. The performance of the new algorithm is illustrated via several numerical examples. Finally, the algorithm can be parallelized in a straightforward manner.
In this paper, we are concerned with the evaluation of the Caputo fractional derivative, which is defined by the formula (1.1)
One of the popular schemes of discretizing the Caputo fractional derivative is the so-called L1 approximation [17, 18, 19, 32, 34, 38, 39, 52] , which is simply based on the piecewise linear interpolation of u on each subinterval. For 0 < α < 1, the order of accuracy of the L1 approximation is 2 − α. There are also high-order discretization scheme by using piecewise high-order polynomial interpolation of u [9, 20, 35, 46] . These methods require the storage of all previous function values u(0), u(∆t), · · · , u(n∆t) and O(n) flops at the nth step. Thus it requires on average O(N T ) storage and the total computational cost is O(N 2 T ) with N T the total number of time steps, which forms a bottleneck for long time simulations, especially when one tries to solve a fractional partial differential equation.
Here we present an efficient scheme for the evaluation of the Caputo fractional derivative C 0 D α t u(t) for 0 < α < 1. We first split the convolution integral in (1.1) into two parts -a local part containing the integral from t − ∆t to t, and a history part containing the integral from 0 to t − ∆t. The local part is approximated using the standard L1 approximation. For the history part, integration by part leads to a convolution integral of u with the kernel t −1−α . We show that t −1−α (0 < α < 1) admits an efficient sum-of-exponentials approximation on the interval [∆t, T ] with a uniform absolute error ε and the number of exponentials needed is of the order N exp = O log 1 ε log log 1 ε + log T ∆t + log 1 ∆t log log 1 ε + log 1 ∆t
That is, for fixed precision ε, we have N exp = O(log N T ) for T ≫ 1 or N exp = O(log 2 N T ) for T ≈ 1 assuming that N T = T ∆t . The approximation can be used to accelerate the evaluation of the convolution via the standard recurrence relation. The resulting algorithm has nearly optimal complexity -O(N T N exp ) work and O(N exp ) storage.
We would like to remark here that sum-of-exponentials approximations have been applied to speed up the evaluation of the convolution integrals in many applications. In fact, they have been used to accelerate the evaluation of the heat potentials in [22, 23, 29] , and the evaluation of the exact nonreflecting boundary conditions for the wave, Schrödinger, and heat equations in [1, 2, 25, 26, 27, 56] . There are also many other efforts to accelerate the evaluation of fractional derivatives; see, for example, [33, 42, 49, 53, 54 ] and references therein.
We then apply the fast evaluation scheme of the Caputo fractional derivative to study the fractional diffusion equations (both linear and nonlinear). We demonstrate that it is straightforward to incorporate the fast evaluation scheme of the Caputo fractional derivative into the existing standard finite difference schemes for solving the fractional diffusion equations. The resulting algorithm for solving the fractional PDEs is both efficient and stable. The computational cost of the new algorithm is O(N S N T N exp ) as compared with O(N S N 2 T ) for direct methods and the storage requirement is only O(N S N exp ) as compared with O(N S N T ) for direct methods, since one needs to store the solution in the whole computational spatial domain at all times. Furthermore, we have carried out a rigorous and detailed analysis to prove that our scheme is unconditionally stable with respect to arbitrary step sizes. With these two properties, our scheme provides an efficient and reliable tool for long time large scale simulation of fractional PDEs.
The paper is organized as follows. In Section 2, we describe the fast algorithm for the evaluation of the Caputo fractional derivative and provide rigorous error analysis of our discretization scheme. In Section 3, we apply our fast algorithm to solve the linear fractional diffusion PDEs and present the stability and error analysis for the overall scheme. In Section 4, we study the nonlinear fractional diffusion PDEs and demonstrate that our fast algorithm has the same order of convergence as the direct method in this case. Finally, we conclude our paper with a brief discussion on the extension and generalization of our scheme.
2. Fast Evaluation of the Caputo Fractional Derivative. In this section, we consider the fast evaluation of the Caputo fractional derivative for 0 < α < 1. Suppose that we would like to evaluate the Caputo fractional derivative on the interval [0, T ] over a set of grid points Ω t := {t n , n = 0, 1, · · · , N T }, with t 0 = 0, t NT = T , and ∆t n = t n − t n−1 . We will simply denote u(t n ) by u n . We first split the convolution integral in (1.1) into a sum of local part and history part, that is,
where the last equality defines the local part and the history part, respectively. For the local part, we apply the standard L1 approximation, which approximates u(s) on [t n−1 , t n ] by a linear polynomial (with u n−1 and u n as the interpolation nodes) or u ′ (s) by a constant u(tn)−u(tn−1) ∆tn
. We have
For the history part, we apply the integration by part to eliminate u ′ (s) and have
2.1. Efficient Sum-of-exponentials Approximation for the Power Function. We now show that the convolution kernel t −1−α (0 < α < 1) can be approximated via a sum-of-exponentials approximation efficiently on the interval [∆t, T ] with the absolute error ε. That is, there exist positive real numbers s i and w i (i = 1, · · · , N exp ) such that for 0 < α < 1, 4) where N exp is given by (1.2). Our proof is constructive and the error bound is explicit. We start from the following integral representation of the power function. Lemma 2.1. For any β > 0,
Proof. This follows from a change of variable x = ts and the integral definition of the Γ function [48] .
(2.5) can be viewed as a representation of t −β using an infinitely many (continuous) exponentials. In order to obtain an efficient sum-of-exponentials approximation, we first truncated the integral to a finite interval, then subdivide the finite interval into a set of dyadic intervals and discretize the integral on each dyadic interval with proper quadratures.
We now assume 1 < β < 2, which is the case we are concerned with in this paper.
Remark 1. The truncation error can be made arbitrarily small for fixed δ by choosing sufficiently large p. Usually we have δ < 1 and if one would like to bound the truncation error by ε < 1/e, then δp > 1 or p > 1/δ, and
εδ /δ is sufficient to bound the truncation error by ε. We now proceed to discuss the discretization error for the integral on the interval [0, p]. Similar to [26] , we will analyze the discretization error on each dyadic interval using the Gauss-Legendre quadrature.
and let s 1 , · · · , s n and w 1 , · · · , w n be the nodes and weights for n-point Gauss-Legendre quadrature on the interval. Then for β ∈ (1, 2) and n > 1, 
10) where D s denotes the derivative with respect to s. Applying Stirling's approximation [48] √
we obtain
(2.12)
and thus
We also have
Combining (2.13), (2.14) with the Leibniz rule, we obtain
Combining (2.10), (2.12), (2.15) and b − a = a, we have We now consider the end interval [0, a]. Lemma 2.4. Let s 1 , · · · , s n and w 1 , · · · , w n (n ≥ 2) be the nodes and weights for n-point Gauss-Jacobi quadrature with the weight function s β−1 on the interval. Then for 0 < t < T , β ∈ (1, 2) and n > 1,
Proof. The standard estimate for n-point Gauss-Jacobi quadrature [48] yields
(2.19) For n > 1, we have Γ(n + β) < Γ(n + 2) = (n + 1)!, Γ(2n + β) > Γ(2n + 1) = (2n)!, 2n + β > 2n + 1. Thus,
We are now in a position to combine the last three lemmas to give an efficient sum-of-exponentials approximation for t −β on [δ, T ] for β ∈ (1, 2). The proof is straightforward.
Theorem 2.5. Let 0 < δ ≤ t ≤ T (δ ≤ 1 and T ≥ 1), let ε > 0 be the desired precision, let n o = O(log , let s j,1 , . . . , s j,ns and w j,1 , . . . , w j,ns be the nodes and weights for n s -point Gauss-Legendre quadrature on small intervals
ε , and let s j,1 , . . . , s j,n l and w j,1 , . . . , w j,nsl be the nodes and weights for n l -point Gauss-Legendre quadrature on large intervals
Remark 2. The important fact which emerges from this theorem is that the total number of exponentials needed to approximate t −β for 0 < ∆t ≤ t ≤ T with an absolute error ε is given by the formula (1.2).
Remark 3. Efficient sum-of-exponentials approximation for the power function t −β (β > 0) has been studied in detail both anaytically and algorithmically in a sequence of papers [5, 6, 7] . In [7] , it has been shown that for any β > 0 the power function t −β admits an efficient sum-of-exponentials approximation on the interval [δ, 1] with a relative error ε, and the number of terms needed is p = O log
The proof in [7] is constructive and relies on the truncated trapezoidal rule to discretize an integral from −∞ to ∞. Along the lines of [7] , it is straightforward to show that the number of exponentials needed will be O log In [37] , it has been shown that for any 0 < β < 1 the power function t −β admits an efficient sum-of-exponentials approximation on the interval [δ, ∞] with an absolute error ε, and the number of terms needed is O log 1 ε + log 1 δ 2 . The proof in [37] is also constructive, although it relies on the adaptive Gaussian quadrature and utilizes asymptotic error formula for the Gauss quadrature.
The important difference between our result (1.2) and the above theoretical results is that there is only O log
ε term appears in both [7] and [37] .
Remark 4. The resulting number of exponentials following the construction in Theorem 2.5 is unnecessarily large. One may apply modified Prony's method in [6] to reduce the number of exponentials for nodes on the interval (0, 1), while standard model reduction method in [55] can be applied to reduce the number of exponentials for nodes on the interval [1, p]. Table 2 .1 lists the actual number of exponentials needed to approximate t −1−α with various precisions ε and N T = T /∆t after applying the reduction algorithms in Remark 4. We observe that the number of exponentials needed is very modest even for high accuracy approximations. Indeed, one needs less than 80 terms in order to march one million steps with 9-digit accuracy. 2.2. Fast Evaluation of the History Part. We replace the convolution kernel t −1−α by its sum-of-exponentials approxiamtion in (2.4) to approximate the history part defined in (2.3) as follows:
To evaluate U hist,i (t n ) for n = 1, 2, · · · , N T , we observe the following simple recurrence relation:
At each time step, we only need O(1) work to compute U hist,i (t n ) since U hist,i (t n−1 ) is known at that point. Thus, the total work is reduced from O(N 2 T ) to O(N T N exp ), and the total memory requirement is reduced from O(N T ) to O(N exp ).
One may compute the integral on the right hand side of (2.23) by interpolating u via a linear function and then evaluating the resulting approximation analytically. We have
(2.24)
We note that the weights in front of u n−1 and u n−2 in (2.24) are subject to significant cancellation error when s i ∆t is small. In that case, we can compute the weights by a Taylor expansion of exponentials with a small number of terms.
Remark 5. Another popular fast method for computing the convolution with exponential functions is to solve the equivalent initial value problem for an ordinary differential equation. We would like to point out that in our case this may force one to choose a very small time step ∆t for the overall scheme. This is because s i (i = 1, 2, · · · , N exp ) usually varies in orders of different magnitudes and the resulting ODE system will be very stiff. Thus we prefer to evaluate the convolution via the simple recurrence relation (2.23).
Error Analysis.
It is straightforward to verify that our scheme of evaluating the Caputo fractional derivative is equivalent to the following formula
where
Noting that U hist,i (t 1 ) = 0 when n = 1, we have
Recall that the L1-approximation (based on the linear interpolation of the density function) of the Caputo derivative [40, 47] ) is defined by the
where a
The following lemma, which can be found in [52] , established an error bound for the L1-approximation (2.27).
Lemma 2.6 (see [52] ). Suppose that f (t) ∈ C 2 [0, t n ] and let
28)
where 0 < α < 1. Then
The following lemma provides an error bound for our approximation, denoted by
30)
Proof. Obviously the only difference between our approximation
n is that the convolution kernel admits an absolute error bounded by ε in its sum-of-exponentials approximation (2.4), namely,
(2.32)
where Π 1,l u(t) = u(t l−1 )
∆t . And the triangle inequality leads to
Combining Lemma 2.6 and (2.34), we obtain Lemma 2.7.
We also have the following useful inequality. The proof is given in Appendix A. Lemma 2.8. For any mesh functions g = {g k |0 ≤ k ≤ N } defined on Ω t , the following inequality holds:
Application I: Linear Fractional Diffusion Equation.
Consider the following pure initial value problem of the linear fractional diffusion equation
where the initial data u 0 and the source term f (x, t) are assumed to be compactly supported in the interval Ω i := {x|x l < x < x r }. To solve this problem using a finite difference scheme, one needs to truncate the computational domain to a finite interval and impose some boundary conditions at the end points, see [3, 4, 8, 13, 24, 17, 18, 21] . The exact nonreflecting boundary conditions for the above problem have been derived in [17] via standard Laplace transform method and it is shown in [17] that the above problem is equivalent to the following initial-boundary value problem
3.1. Construction of the New Finite Difference Scheme. We now incorporate our fast evaluation scheme of the Caputo fractional derivative into the existing finite difference scheme to construct a fast and stable FD scheme for solving the aforementioned IVP of the fractional diffusion equation. We first introduce some standard notations. For two given positive integers N T and N S , let {t n } NT n=0 be a equidistant partition of [0, T ] with t n = n∆t and ∆t = T /N T , and let {x j } NS j=0 be a partition of (x l , x r ) with x i = x l +ih and h = (x r −x l )/N S . Denote u n i = u(x i , t n ), f n i = f (x i , t n ), and
The finite difference scheme in [17] for the problem (3.4)-(3.7) can be written in the following form
Replacing the standard L1-approximation C 0 D for the Caputo derivative by our fast evaluation scheme F C 0 D, we obtain a fast FD scheme of the following form
14)
3.2. Stability and Error Analysis of the New Scheme. Let S h = {u|u = (u 0 , u 1 , · · · , u Ns )}. We first recall an elementary property of the mesh function u ∈ S h .
Lemma 3.2 ([17]).
For any mesh function u defined on S h , the following inequality holds
where L is the length of the computational domain and here L = x r − x l . We now show the following prior estimate holds for the solution of the new FD scheme.
Theorem 3.3 (Prior Estimate). Suppose {u
k i |0 ≤ i ≤ N S , 0 ≤ k ≤ N T }
is the solution of the finite difference scheme (3.14)-(3.17). Then for any
Proof. Multiplying hu k i on both sides of (3.14), and summing up for i from 1 to N S − 1, we have k NS on both sides of (3.15) and (3.16), respectively, then adding the results with the above identity, we obtain
Multiplying
Observing the summation by parts, we have
Substituting (3.21) into (3.20), and multiplying ∆t on both sides of the resulting identity, and summing up for k from 1 to n, it follows from Lemma 2.8 that
Applying the Cauchy-Schwarz inequality, we obtain
The substitution of (3.23) into (3.22) produces
Taking θ > 0 such that
, and following from Lemma 3.2, we have
Combining (3.24) with (3.25), we obtain the inequality (3.18). The priori estimate leads to the stability of the new FD scheme. Theorem 3.4 (Stability). The scheme (3.14)-(3.17) is unconditionally stable for any given compactly supported initial data and source term.
We now present an error analysis of the new scheme (3.14)-(3.17). Theorem 3.5 (Error Analysis). Suppose u(x, t) ∈ C 4,2 solutions of the problem (3.4)-(3.7) and the difference scheme (3.14)-(3.17), respectively. Let e
where c
with c 1 is a positive constant (see (3.31)-(3.33)), and µ, ν are defined in (3.19) .
Proof. We observe that the error e k i satisfies the following FD scheme:
where the truncation terms T k at the interior and boundary points are given by the formulas
Using Lemma 3.1 and Taylor expansion, it is easy to show that the truncation terms T k satisfy the following error bounds
with c 1 some positive constant. Thus, for h ≤ 1 and ∆t ≤ 1, we have
A direct application of Theorem 3.3 to the system (3.27)-(3.30) produces
Substituting (3.34) into (3.35), simplifying the resulting expressions, and taking the square root for both sides, we obtain (3.26). Table 3 .1 The errors and convergence orders in time with fixed spatial size h = π/20000 for the fast scheme (3.14)-(3.17) and the direct scheme (3.10)-(3.13). Table 3 .2 The errors, convergence orders in space, and CPU time in seconds with fixed temporal step size ∆t = 1/30000 for the fast scheme (3.14)-(3.17) and the direct scheme (3.10)-(3.13). 
Numerical Results.
To test the convergence rates of the new scheme, we take the computational domain Ω i = [0, π], and set It is known that the IVP (3.1)-(3.3) has the exact solution given by the formula
To illustrate the performance of the numerical scheme, we define the maximum norm of the error and the convergence rates with respect to temporal and spatial sizes, respectively by the formulas
where the error e k is measured against the exact solution (3.36). First, we check the convergence rate of the new scheme in time. We fix the spatial mesh size h = . Obviously, h is chosen so small that the error due to spatial discretization is negligible. The precision for the sum-of-exponentials approximation for the convolution kernel is set to ε = 10 −7 . Table 3 .1 shows the numerical results for two different fractional values: α = 0.2 and α = 0.5. Next, we fix the temporal mesh size ∆t = 1 30000 so that the error due to temporal discretization is neglible. We then change the spatial step size h from π 10 to π 160 to check the convergence order of the new scheme in space. Table  3 .2 shows the numerical results for α = 0.2 and α = 0.5. Table 3 .1 shows that the convergence order in time is O(∆t 2−α ) for both the direct scheme (3.10)-(3.11) and our fast scheme (3.14)-(3.15). While Table 3 .2 shows that the convergence order in space is O(h 2 ) for both the direct scheme and our fast scheme. To demonstrate the complexity of the two schemes, we plot in Fig 3. 1 the CPU time of the two schemes in seconds. We observe that while the direct scheme scales like O(N 2 T ), the CPU time increases almost linearly with the total number of time steps N T for the fast scheme. There is a significant speed-up in fast scheme as compared with the direct scheme even for N T of modest size.
Application II: Nonlinear Fractional Diffusion Equation.
Consider now the initial value problem of the nonlinear fractional diffusion equation of the form
This problem has rich applications. When f (u) = −u(1 − u), (4.1) is the Fisher equation, which is used to model the spatial and temporal propagation of a virile gene in an infinite medium [14] , the chemical kinetics [41] , flame propagation [16] , and many other scientific problems [43] . When f (u) = −0.1u(1 − u)(u − 0.001), (4.1) is the time-fractional Huxley equation, which is used to describe the transmission of nerve impulses [15, 45] with many applications in biology and the population genetics in circuit theory [51] . When the initial data u 0 (x) is compactly supported on Ω i = [x l , x r ], the following finite difference scheme with artificial boundary conditions imposed on two end points has been proposed in [36] to solve the problem (4.1)
, it has been shown in [36] that the scheme (4.2) the convergence rate of
With the L1-approximation C 0 D α t replaced by our fast evaluation scheme
, we obtain a fast scheme for solving (4.1), which is as follows:
4.1. Numerical Examples. We will give two examples -the Fisher equation and the Huxley equation to illustrate the performance of our scheme. For both examples, in order to investigate the convergence orders of our scheme, the reference solution is computed over a large interval Ω r = [−12, 12] with very small mesh sizes h = 2 −10 , and ∆t = 2 −14 . We then set Ω i = [−6, 6] and the precision for the sumof-exponentials approximation of the convolution kernel to ε = 10 −9 . The temporal step size is fixed at ∆t = 2 −14 when testing the order of convergence in space; and the spatial step size is fixed at h = 2 −10 when testing the order of convergence in time. Example 1. We consider the time fractional Fisher equation Example 2. We consider the fractional Huxley equation
with the double Gaussian initial value u(x, 0) = exp(−10(x − 0.5) 2 ) + exp(−10(x + 0.5)
2 ). Tables 4.3 and 4.4 present the numerical results for α = 0.2, 0.5, which show that our fast scheme (4.5)-(4.7) has the same convergence order O(h 2 + ∆t) in L ∞ norm as the direct scheme (4.2)-(4.4), but takes much less computational time.
To demonstrate the complexity of the two schemes, we plot in Fig. 4 .1 the CPU time in seconds for both schemes. We observe that our fast scheme has almost linear complexity in N T and is much faster than the direct scheme. ε in [7, 37] . The resulting algorithm has nearly optimal complexity in both CPU time and storage. We then applied our fast evaluation scheme of the Caputo derivative to solve the fractional diffusion equations. We first demonstrated that it is straightforward to incorporate our fast algorithm into the existing finite difference schemes for solving the fractional diffusion equations. We then proved a prior estimate about the solution of our new FD scheme which leads to the stability of the new scheme. We also presented a rigorous error bound for the new scheme. Finally, the numerical results on linear and nonlinear fraction diffusion equations show that our new scheme has the same order of convergence as the existing standard FD schemes, but with nearly optimal complexity in CPU time and storage.
Our work can be extended along several directions. First, it is straightforward to design high order schemes for the evaluation of fractional derivatives. Second, one may develop fast high-order algorithms for solving fractional PDEs which contains fractional derivatives in both time and space when the current scheme is combined with other existing schemes [10, 11, 12, 28] . Third, efficient and stable artificial boundary conditions can be designed using similar techniques in [27] for solving fractional PDEs in high dimensions. These issues are currently under investigation and the results will be reported on a later date.
Appendix A. The Proof of Lemma 2.8. Proof. Applying the definition (2.25) of the fast evaluation scheme and the Cauchy-Schwarz inequality, we have
Summing the above inequality from k = 1 to n, we obtain
where the coefficients C k (k = 0, 1, · · · , n) are given by the formula 
