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Abstract. This work describes a proposal of autonomous unmanned
aerial vehicles (AUAVs) for home assistance of dependent people. AUAVs
will monitor and recognize human activities during flight to improve their
quality of life. However, before bringing such AUAV assistance to real
homes, several challenges must be faced to make them viable and practi-
cal. Some challenges are technical and some others are related to human
factors. In particular, several technical aspects are described for AUAV
assistance: (1) flight control, based on our active disturbance rejection
control algorithm, (2) flight planning (navigation in obstacle environ-
ments), and, (3) processing signals, acquired both from flight-control and
monitoring sensors. From the assisted person’s viewpoint, our research
focuses on three cues: (1) the user’s perception about AUAV assistance,
(2) the influence on human acceptance of AUAV appearance and be-
havior at home, and (3) the human-robot interaction between assistant
AUAV and assisted person. Finally, virtual reality environments are pro-
posed to carry out preliminary tests and user acceptance evaluations.
Keywords: autonomous unmanned aerial vehicles, home assistance, de-
pendent people
1 Introduction
The use of unmanned aerial vehicles (UAVs) has notably increased in the last
years. Moreover, computer vision in UAVs plays a role beyond serving as mere
recording and displaying of flight environments. By means of computer vision
algorithms, it is possible to extract useful information both of the aircraft’s
state and of its environment. This article proposes a framework for assisting
dependent people at home through vision-based autonomous unmanned aerial
vehicles (AUAVs) which do not require the presence of an operator and navigate
indoor without contravening current laws for flying outdoors. Thus, the overall
objective is to enhance dependent people’s quality of life (QoL). QoL is the
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appreciation of well-being in daily human lives, including emotional, social and
physical aspects. QoL of dependent people is usually reduced as a consequence
of their functional incapacity for carrying normal daily activities. In addition,
dependents often prefer to live in their own homes against other options, but it is
difficult to provide the necessary security and home care without monitoring [1,
2]. In this sense, the combination of information and communication technologies
with mobile robotics provides intelligent and proactive actions to most problems
that dependent people suffer at home. Thus, they facilitate the care of dependent
people so that they improve their QoL in the comfort of their proper homes.
It is our conviction that aerial vehicles can complement other technologies
in assisting dependents at home. Indeed, AUAVs act alone or in combination
with other technologies like surveillance cameras and biometric bracelets. They
also reach out where other solutions do not (for example, blind zones) through
accompanying the person, positioning itself to observe his/her activities, evaluat-
ing his/her emotional state, and acting in accordance to each situation. For this
sake, the main challenges for AUAVs to assist dependents within a family envi-
ronment are described throughout this article. Explicitly, a double engineering
solution to put in practice the above mentioned objective is described.
In first place, we have detected important technical challenges in terms of
flight control, flight planning in environments with obstacles and signal pro-
cessing. The solution for robust flight at home is active control by disturbance
rejection, our proper algorithm recently introduced [3]. Signal processing is re-
quired for sensors that control the flight itself (e.g. inertial measurement unit
sensors) and also those that observe the habitat. Obviously, the observed envi-
ronment includes the dependent so that an on-board camera will capture the
person’s activities and facial expressions.
Secondly, human factors must consider the individual not just as an obsta-
cle, but respecting his/her personal space when calculating the flight paths. In
addition, the potential prejudices and doubts that a person has towards a flying
robot, probably considered as an intruder or threat, have to be saved. Lastly, the
most appropriate human-robot interaction between assisted and assistant must
be defined to build a relationship of trust.
Finally, such proposal has to be evaluated. In this initial stage, the focus
is put towards the acceptance of AUAVs as assistants, deepening in the user’s
response in immersive virtual reality environments to AUAV appearance and
behavior, as well as the interaction between human and robot.
2 Technical Challenges
The development of AUAVs to serve as assistants for dependents at their own
homes requires the design of a solution for autonomous and safe flight of the
aircraft. The flight environment, that is the dependent person’s home, is initially
a place containing static obstacles from the viewpoint of navigation. However,
the dependent person also moves around the environment as a dynamic obstacle
that must be followed by the AUAV. In this context, the use of multi-rotor
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AUAVs has been considered appropriate due to their excellent maneuverability,
agility, and versatility.
In addition, it is mandatory to reduce the AUAV’s size in order not to inter-
fere with people’s daily routines in limited home space. However, such reduction
makes difficult its control. Mainly, the sensitivity of an AUAV is highly affected
both by exogenous (wind gusts) and endogenous (large non-linearities, uncer-
tainties, dynamic couplings, etc.) disturbances that seriously affect its flight ca-
pacity and stability [4]. Several works have been developed to reduce the effects
of wind gusts on the AUAV [13], but most of them are based on the assumption
of persistent gusts of wind with a fixed speed, a fact that almost never occurs
in reality. There are also enormous limitations on the available space, payload,
and capacity of an AUAV’s power supply system, leading to the use of small
processors with low power consumption and limited memory [5].
On the other hand, the integration of AUAVs within the dependent person’s
home must be based on the principle that safety is not compromised during flight,
exhibiting a level of safety equivalent to that of manned flight missions [7, 8]. All
this makes it necessary to design robust control algorithms that can be imple-
mented in real small-size AUAVs [9]. Unfortunately, conventional control meth-
ods (proportional integral derivative (PID) and linear quadratic (LQR)) present
serious performance problems when the size of AUAVs is reduced [10]. There-
fore several methods have been developed to improve the control performance in
multi-rotor AUAVs. These are non-linear type controllers based on mathematical
models obtained through using complicated non-linear models and identification
methods [11]. Many of them present highly complex problems, which complicates
their use in real AUAVs with low consumption processors and limited memory.
Another disadvantage is that the multi-rotor AUAV’s dynamic model is an ap-
proximation to the real system, showing therefore problems due to parametric
uncertainties and noise in sensors’ measures.
In addition, robust algorithms of an adaptive nature have been developed
in recent years to address the problem of parametric uncertainties in AUAVs.
Unfortunately, they present problems when the multi-rotor AUAV navigates in
outdoor environments (including indoors with open windows), as these control
systems are affected by external wind disturbances [12]. In this sense, the devel-
opment of controllers for multi-rotor AUAVs performing aggressive maneuvers
under disturbances due to variable speed wind is now a completely open field.
In addition, the measurements from sensors have a high noise component,
especially when the sensors are low cost [6]. In fact, signals can cause the control
system to become unstable when used in feedback or compensation loops. The
search for methods to eliminate noise from signals through hardware and/or
software is a field of current research in many application domains. In this way,
a prevailing research field is to obtain signal filters that hardly present delays,
have high robustness with respect to noise, do not need to presuppose statistical
properties of noise, and can be implemented in low-cost hardware systems on-
line and in real-time. Thus, a first major challenge for the development of our
proposal is the design of innovative robust flight control and signal processing
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Fig. 1. TRMS system used in flight control simulations
systems to be implemented on small processors with reduced energy consumption
and limited memory.
We propose to improve the efficiency and robustness of the AUAV against
significant uncertainties in its modeling and external disturbances to solve this
first challenge. This has been done through the development of new algorithms
based on the concept of active disturbance rejection control (ADRC) [3] and its
experimentation with the Twin Rotor MIMO System (TRMS) (see Fig. 1).
ADRC handles the effects of disturbances (endogenous and exogenous) as an
aggregate, global, purely time-dependent function without a particular structure.
This concept allows the designer to avoid the use of an observer based on the
non-linear structure of the (often non-existent) system and proposes a non-linear
injection module of the inputs through their gain factors, instead of a merely
linear observer. The arbitrarily close estimate of the aggregate disturbance allows
its approximate cancellation through the appropriate control action. With this
new concept it is intended to attain: (a) an improvement in the efficiency of the
AUAV behavior, (b) a higher tolerance to large disturbances in the AUAV, (c)
an easier adjustment and operation, and, (d) a drastic reduction of the AUAV
probability to go into loss when performing home monitoring tasks.
3 Human Factor Challenges
Automated monitoring and identification of humans is a valuable tool in many
areas such as rehabilitation, clinical psychology and gerontology for taking care
in the family environment [14]. The availability of new static and mobile sensor
types, and the consequent fusion of multi-sensory data in monitoring tasks offers
novel solutions to model environments and diagnose situations based on the
analysis of sensory data sequences [15].
Monitoring people physical activities and behaviors from computer vision is
now well-established in our team [16]. For recognizing the emotional state of the
human, a non-intrusive process is automatic detection of emotions based on the
study of facial expressions [17]. The Facial Action Coding System encodes all
possible facial expressions according to action units (AUs) that occur individu-
ally or in combination [18]. The exploitation of these context-aware emotional
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devices allows to deliver a highly personalized and dedicated collection of services
designed to support users and improve their personal care.
Thus, the AUAV performs a capture of images of the dependent person’s
face. This requires the detection and focus on the principal parts of the face
(eyes, nose, mouth, etc.). All this requires the positioning of the AUAV in front
of the person’s face from time to time. The captured information is sent to a
base station responsible for the recognition of the dependent’s emotions. In this
way, the system evaluates the person’s emotional state, together with his/her
behavior, to determine the assistance needed for each situation.
Let us highlight that the ability of an UAV to fly autonomously is essen-
tial to carry out the proposed monitoring tasks. This ability is mandatory when
considering that homes are closed environments composed of static and dynamic
obstacles of different sizes and types, which endangers the safety of the moni-
tored people. In the scientific literature, there are two approaches to autonomous
navigation. (a) In deliberative motion planning the trajectories are obtained as-
suming a global knowledge of the environment, that is, a static environment
[19]. In general, a deliberate trajectory planner is useful when the environment
is known a priori, but may require too much computational effort when the envi-
ronment is dynamic. (b) Reactive motion planning considers obstacle detection
by means of a local sensory system (laser, optical flow sensors, stereo cameras
or a single camera) and the consequent control of the trajectory to avoid the de-
tected obstacles [20]. In this case, the information is incomplete and uncertain,
and suffers from the additional problem of the difficult specification of direct
movement plans.
In this sense, we propose to improve the navigation of the AUAV in envi-
ronments with static and dynamic obstacles by developing a trajectory planner
that takes into account the AUAV’s dynamic and energetic constraints, and that
contemplates the appearance of unexpected obstacles through computer vision
and its corresponding integration in the AUAV control algorithm. In this re-
spect, a navigation system composed of different stages is proposed. In the first
stage it is assumed that the physical navigation environment is known (map
of the home). Several methodologies for obtaining trajectories will be studied
by means of optimization algorithms that result in AUAV trajectories free of
obstacles. During the second stage new algorithms will be developed to provide
the AUAV with the ability to adapt to dynamic environments by integrating the
information coming from the sensory system to monitor the dependent person
at home.
An interesting example on trajectory planning has been presented for au-
tonomously monitoring wind turbine blades by means of a quadrotor following a
hyperbolic path around the blade [21]. UAVs for monitoring large and inaccessi-
ble structures have been also used by health, safety and environment inspectors
in complex constructions such as power stations [22]. Recently, a novel frame-
work has been developed to increment the ability of autonomous navigation,
especially in cluttered environments [23]. Hence, robust and fast motion close
to obstacles has been achieved, which demonstrates that a deeper integration
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Fig. 2. VR environment to simulate AUAV assistance
of motion planning and perception improves robustness and computational effi-
ciency. Future flight safety improvements will allow to extent the use of AUAVs
in complex environments such as cities.
4 Virtual Reality Validation Process
The research work in AUAV assistance requires the validation of the technology
and the acceptance of the dependent people. The obtained conclusions will allow
to improve further developments. The validation should be carried out at homes
of people willing to participate. Nevertheless, in this initial stage of development,
it has been considered more appropriate to use simulations. This option saves
costs, is more versatile and, most important, is much safer.
For this, we rely on virtual reality (VR) to perform evaluations, focused both
on the flying robot assistant and on the assisted person. Thus, virtual worlds
will be generated to process the sensor signals and evaluate the progress in
flight control and planning. Virtual environments will recreate the dependent
and his/her home (a closed environment with obstacles). The behavior of the
AUAV will be simulated in different scenarios (see Fig. 2) using MATLAB and
Unity 3D.
Regarding a user validation of the proposal, the focus should be towards
the acceptance of AUAVs as assistants, deepening in the users’ responses to
AUAV appearance and behavior, and human-robot interaction. Through the
inclusion of immersive VR headsets and semi-immersive VR technologies, it is
possible for real people to experience first hand sharing their space with AUAVs
assistants. Even more, VR allow to observe the reaction of people to the flight of
different virtual AUAVs around them and to investigate on several human-robot
interaction techniques.
5 Conclusions
Personal dependency is defined as a functional incapacity for the development
of daily-life activities, which requires assistance for their realization. However,
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dependent people usually prefer to live at their own homes, which implies care
strategies in the family environment. This paper has proposed a solution for
the development of indoor AUAV-based systems that allow home assistance of
dependents with the aim of improving their quality of life.
Concretely, the use of AUAVs based on computer vision is proposed for the
support and help of dependents. This proposal aims to develop UAVs capable of
flying autonomously in a home to perform the task of monitoring and assisting
dependents. However, this development process entails multiple challenges, both
technical and human, that have to be addressed before making possible the use of
AUAVs as assistants at home (e.g. a safety radius must be considered during the
whole monitoring process to avoid collisions between UAV and person). In this
article, we have introduced the bases for the development of solutions to advance
in the line of research proposed. We have considered the aspects of AUAV control
and navigation, as well as human monitoring. Lastly, virtual reality has been
proposed as a key element in the validation of the robotic assistance system.
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