Modern engineering design optimization often uses computer simulations to evaluate candidate designs. For some of these designs the simulation can fail for an unknown reason, which in turn may hamper the optimization process. To handle such scenarios more effectively, this study proposes the integration of classifiers, borrowed from the domain of machine learning, into the optimization process. Several implementations of the proposed approach are described. An extensive set of numerical experiments shows that the proposed approach improves search effectiveness.
Introduction
Computer simulations are being extensively used in engineering and science as a partial substitute for laboratory experiments. This allows us to investigate scenarios which may be complicated to evaluate by real-world experiments, and reduces the costs associated with product development. Such computer simulations, which must be properly validated with laboratory experiments, transform the design process into an optimization problem which is characterized by the following aspects (Tenne and Goh, 2010 ):
• The simulation maps candidate designs (vectors) into output values, and so it acts as the problem's objective function. The output value of the simulation may be a result of intricate numerical calculations, or the simulation code itself may be either a legacy or a commercial code whose inner mechanics are inaccessible to the user. In either case, this renders the simulation as a black-box function, i.e., a function for which an analytic expression in unavailable. Therefore, optimization algorithms which rely on analytic functions and gradient expressions cannot be used.
• Each run of the simulation requires considerable computer resources, and therefore, it is a computationally expensive process, and in turn this severely restricts the number of candidate designs (simulation runs) which can be evaluated.
• Both the underlying physics of the problem being solved and the numerical simulation process itself, often result in an objective function which has complicated features such as multiple local optima, and this further complicates the optimization process.
Such optimization problems are commonly referred to in the literature as expensive black-box optimization problems, and a wide range of algorithms has been proposed in an attempt to effectively handle them (Tenne and Goh, 2010; Regis and Shoemaker, 2013; Muller and Shoemaker, 2014) . On top of the above challenges, such problems often present an additional difficulty which is related to the evaluation process: for some candidate designs the simulation will fail, and no objective value will be provided. In this study, such designs are termed simulator-infeasible (SI), while those for which the simulation succeeds are termed simulator-feasible (SF). The existence of SI designs has two main implications on the optimization process:
• Since they do not have a corresponding objective value, the objective function becomes discontinuous, and this introduces an additional optimization
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• Although such designs can consume a large portion of the allowed computational budget, they do not provide any objective values to the optimization algorithm. This in turn can lead to search stagnation and a poor final result.
In this study there are two underlying assumptions regarding simulation failures:
• They are deterministic and are not caused by some random malfunction of the simulation code. Therefore, evaluations of an SF design will consistently succeed, while those of an SI design will consistently fail.
• The reason for simulation failures is unknown prior to the optimization search, and hence such SI designs cannot be excluded a priori from the search space.
Numerous studies, such as those by Büche et al. (2005) , Jin et al. (2002) , and Poloni et al. (2000) , have reported encountering SI designs in simulation-driven problems, which indicates that the issue is both common and requires an effective strategy to address it. In these settings, this paper describes the integration of classifiers, borrowed from the domain of machine-learning, into the optimization search as a means of more effectively handling SI vectors. Specifically, the role of the classifier is to predict, prior to any evaluation, if a candidate design will lead to a simulation failure or not. Based on this prediction, the search is then biased towards designs for which the simulation is expected to succeed, thereby reducing the number of failed evaluations and focusing the search on successful designs, which in turn can yield a better final result. The effectiveness of the approach is demonstrated through several implementations and their application to simulation-driven problems.
The remainder of this paper is organized as follows. Section 2 provides the pertinent background information, Section 3 describes a baseline implementation of a classifier-assisted optimization algorithm, while Sections 4 and 5 describe implementations which select an optimal type of classifier dynamically during the search or employ an ensemble of multiple classifiers, respectively. Lastly, Section 6 concludes the paper.
Background

2.1.
Optimization problem. Basically, simulation-driven optimization problems often arise in engineering and science, and Fig. 1 shows their typical layout. In such problems the simulation acts as the black-box function, and the optimization algorithm explores the design search space and generates new candidate designs for evaluation. In this setup, candidate designs are represented as vectors of design variables and are sent as inputs to the simulation. A common strategy to circumvent the issues mentioned in Section 1 (no analytic expression, high evaluation cost, and challenging function features) is to use a metamodel, also termed in the literature a response surface or a surrogate model, which is a mathematical approximation of the true expensive function that provides predicted objective values at a much lower computational cost.
Common metamodel variants include artificial neural networks, Kriging, polynomials, and radial basis functions (RBFs) (Wortmann et al., 2015; Forrester and Keane, 2008; Queipo et al., 2005; Regis, 2014; Viana et al., 2013; Tenne, 2013) . Metamodel-assisted frameworks typically operate by first training a metamodel and then seeking its optimum. The process could also include the sampling of additional points to update the metamodel. The search for an optimum is often performed by combining a global search algorithm such as an evolutionary algorithm (EA), particle swarm optimizer (PSO), and alike, followed by a deterministic local search performed by algorithms such as sequential quadratic programming (SQP) or steepest-descent, where gradient information is obtained from the metamodel (Smoczek, 2013; Smołka et al., 2015) . Algorithm 1 gives the pseudocode of the baseline algorithm. Algorithm 1. Baseline metamodel-assisted optimization. sample an initial set of vectors; while stopping criterion not met do train a metamodel with the vectors evaluated so far; search for an optimum of the metamodel; evaluate the solution found with the true expensive function; possibly sample additional vectors, to update the metamodel; return the best solution found; Recent studies have explored more involved frameworks which include using multiple metamodels concurrently in an ensemble setup (see, e.g., Viana et al., 2013; Tenne, 2015; Muller and Shoemaker, 2014) , selecting an optimal metamodel type dynamically during the search (Gorissen et al., 2008; Tenne, 2015) , or 107 using more involved optimization procedures (Wortmann et al., 2015; Regis, 2014) .
2.2.
Simulation failures. SI vectors have been reported in numerous studies, with references such as "failure of the simulation code" (Poloni et al., 2000) or "attempts to evaluate the objective function failed" (Booker et al., 1999) , while additional examples include the works by Büche et al. (2005) , Conn et al. (1998), and Okabe (2007) . Accordingly, several approaches have been explored to handle such SI vectors. Rasheed et al. (1997) used a classifier to screen vectors before evaluating them with the simulation. Those predicted to be SI were assigned a 'death penalty' to eliminate them from consideration. It is emphasized that in their study the authors did not consider the use of metamodels. Emmerich et al. (2002) also used a penalty approach, but incorporated the penalized vectors into the metamodel to bias the search towards SF solutions. In contrast, Büche et al. (2005) ignored the SI vectors altogether when training the metamodel, and used only the SF ones. Such approaches exhibit several shortcoming in the context of expensive optimization problems:
• Incorporating penalized vectors into the metamodel training process can severely degrade its prediction accuracy.
• Ignoring SI vectors altogether does not leverage on the potentially beneficial information they present, which could be used to improve the search effectiveness.
As an example, Fig. 2 shows the effect of incorporating penalized SI vectors into the metamodel. The left panel presents a metamodel which was trained by using 30 SF vectors, while the right one the resultant metamodel when 20 SI penalized vectors were incorporated, where the penalized value was the worst objective value of the SF vectors. It is evident that the resultant metamodel is a poor approximation of the true objective function, which would in turn hamper the optimization search. Such shortcomings have motivated the development of alternative strategies for handling SI vectors. For example, Tenne and Armfield (2008) proposed a dual metamodel approach, in which one metamodel was used for the objective function and another provided an interpolated penalty which was proportional to the distance from the SI vectors. Other studies used classifiers for constrained nonlinear programming, though unrelated to SI vectors (Handoko et al., 2010) . Further exploring the use of classifiers, Tenne et al. (2011) obtained preliminary results with a classifier-assisted algorithm for handling SI vectors.
Implementation 1
This section describes a baseline implementation in which a single classifier is incorporated into the search. et al., 1979) . This method is used to ensure that the sample is space-filling, which improves the accuracy of the resultant metamodel. Briefly, for a sample of l vectors, the range of each variable is split into l equal intervals, and one point is sampled at random in each interval. Next, a sample point is selected at random and without replacement for each variable, and these samples are combined to produce a vector. This procedure is repeated l times to generate the complete sample, which is then evaluated with the expensive simulation, and the vectors are stored in memory.
Workflow. The proposed implementation begins by generating an initial sample of vectors based on a Latin hypercube (LH) design of experiments (McKay
The main optimization loop then begins, in which a metamodel is trained by using the SF vectors which have been evaluated so far, and then a classifier is trained based on all the vectors which have been evaluated, i.e., both the SF and SI ones, to account for both the vector classes. In this implementation, a k nearest neighbours (kNN) classifier and a Kriging metamodel were employed, whose details are given in Appendices A and B. Since a metamodel is trained based on a small sample of vectors, it will be inherently inaccurate, and so it is necessary to safeguard the search to ensure that it converges towards an optimum of the true objective function. To accomplish this, a trust-region (TR) approach is used, in which a trial step is performed and updates are done based on the trial outcome (Conn et al., 2000) . Specifically, the best vector found so far is designated as the TR centre (x b ), and the algorithm seeks the optimum of the metamodel in the TR, which is ball centred at x b . The search is performed by a real-coded EA (Chipperfield et al., 1994) and followed by an SQP solver. Since objective values are obtained from the metamodel, the EA uses a large population and many generations, as shown in Table 1 
where m(x) is the metamodel prediction and p is a penalized objective value taken to be the worst function value from the initial LH sample. Accordingly, the EA and SQP receive the metamodel prediction if the classifier predicts a vector is SF, but they receive the penalized objective value otherwise. In this setup, the classifier perseveres the knowledge about the SI vectors encountered, but they do not affect the resultant metamodel, which avoids the issues discussed in Section 2.2. The resultant vector which was obtained in the TR step (x ) is now evaluated with the true expensive function, and the following updates are performed (assuming a minimization problem):
The trial step was successful since the predicted optimum is indeed better than the current best solution (x b ) . This implies that the metamodel is accurate at least in the TR, and hence its radius is doubled.
• If f (x ) ≥ f (x b ) and there are sufficient SF vectors inside the TR: The search was unsuccessful since the solution found is not better than the current best vector. This implies that the metamodel is inaccurate in the TR. However, since there are sufficient SF vectors in the TR, this inaccuracy is attributed to the TR being too large, and hence the TR radius is halved.
• If f (x ) ≥ f (x b ) and there are insufficient SF vectors inside the TR: As above, but the metamodel inaccuracy is attributed to the small number of vectors in the TR. Therefore, the algorithm samples new vectors in the TR, as explained below.
Compared with the classical TR framework, the framework described contracts the TR only when there are sufficient vectors in the TR. This is done to safeguard against premature convergence, which could result if the TR was to be contracted too rapidly (Conn et al., 2000) . Another change from the classical TR approach is the addition of a new vector (x n ) to improve the metamodel accuracy in the TR. To achieve this, the new vector should be far from the existing vectors in the TR. To accomplish this efficiently, a Latin hypercube design (LHD) sample is generated in the TR, and the sample vector which has the largest distant to existing TR vectors is evaluated with the true objective function.
To complete this discussion, Algorithm 2 gives a pseudocode of the baseline implementation.
Algorithm 2. Implementation 1. generate an initial sample and evaluate with the objective function; repeat train a metamodel with the SF vectors evaluated so far; train a classifier with all the vectors evaluated so far; perform a trust-region trial step and updates; until maximum number of analyses reached ;
3.2.
Performance analysis. To evaluate its effectiveness, Implementation 1 was applied to a simulation-driven problem of airfoil shape optimization in which the goal is to obtain an airfoil shape that maximizes the ratio of the lift to the drag (the aerodynamic friction) at some prescribed flight conditions. The two aerodynamic forces are represented by the lift and drag coefficients, c l and c d , respectively. Accordingly, the mathematical formulation of the problem is
where x is the vector of design variables and x L x U are the lower and upper bounds, as defined in Table 2 . Additional relevant physical quantities involved are the aircraft altitude, speed, and angle of attack (AOA), which is the angle between the airfoil velocity vector and the chord line. Candidate airfoils were represented with the parametric sections (PARSEC) parameterization (Sobieszczanski-Sobieski and Haftka, 1997), which defines 11 design variables representing geometrical features. To ensure a closed airfoil shape, the condition dz T E = 0 was enforced, while bounds on the other variables were set based on the work , and are given in Table 2 . To complete the description, Fig. 3 shows the formulation of the airfoil problem.
The lift and drag coefficients of candidate airfoils were obtained by using XFoil, a computational fluid dynamics simulation tool for analysis of subsonic isolated airfoils (Drela and Youngren, 2001) . Each airfoil evaluation required up to 30 seconds on a desktop computer. Three AOA settings were examined (2 • , 5
• , 10
• and 15 • ) to evaluate the effectiveness of the framework in different problem settings. In particular, higher AOA values result in more frequent simulation failures, since the corresponding flow field being modeled is more turbulent and is therefore more difficult to be simulated numerically. Two variants of Implementation 1 were employed:
• I1-SVM: a variant which employed a support vector machine (SVM) classifier with Gaussian kernels,
• I1-KNN: a variant which employed a kNN classifier (k = 3) .
For completeness, details of these classifiers are given in Appendix B. Also included in the tests were two penalty-based variants (termed reference algorithms) which use the same optimization steps as in Implementation 1, except that they did not use a classifier, but instead assigned to the SI vectors a penalized objective value and incorporated them into the metamodel. The two reference algorithms used were:
• R-1: the penalized objective value was taken to be the worst objective value in the initial sample,
• R-10: the penalized objective value was taken to be 10 times the worst objective value in the initial sample.
This test setup was employed since it highlights the effect of the proposed classifier-assisted approach. In all tests a limit of 200 function evaluations (simulation runs) was enforced, and for a valid statistical analysis, tests were repeated 30 times with each combination of the algorithm and the AOA. Table 3 shows the resultant test statistics with the best mean and median emphasized at each AOA setting. It follows that the I1-SVM algorithm typically outperformed the other variants, as evident from the best mean median statistics it obtained for AOA = 5
• , 15
• , and the best mean which it obtained for AOA = 2
• . Statistical significance analysis (at the α = 0.05 level) shows that the performance gains of the I1-SVM variant were not statistically significant at AOA = 2
• . For AOA = 5 • gains were significant over the R-10 variant, and for AOA=10
• , they were significant over the R-1 and R-10 variants. At AOA = 15
• , gains were borderline significant over the R-1, and significant over the R-10 variant. Overall, these results show that incorporating a classifier improved the effectiveness of the optimization search in the presence of SI vectors.
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Classifier
Mean -2.873e+02 -9.995e+01 -9.637e+01 -2.550e+02 SD 5.418e+02 3.149e+01 2.660e+01 8.370e+02 2 Median -9.815e+01 -9.876e+01 -9.768e+01 -1.126e+02 Min(best) -2.395e+03 -1.835e+02 -1.670e+02 -4.604e+03 Max(worst) -3.192e+01 -1.084e+01 -3.425e+01 -3.070e+01 Mean -1.634e+03 -1.498e+03 -2.820e+02 -3.104e+02 SD 7.492e+03 4.461e+03 3.973e+02 5.424e+02 5 Median -8.841e+01 -1.022e+02 -9.320e+01 -8.405e+01 Min(best) -3.999e+04 -2.488e+04 -1.515e+03 -2.210e+03 Max(worst) -3.615e+01 -1.879e+01 -3.635e+01 -1.518e+01 Mean -2.435e+01 -2.231e+01 -1.697e+01 -2.103e+01 SD 1.999e+01 1.202e+01 9.226e+00 1.102e+01 10 Median -2.031e+01 -2.103e+01 -1.478e+01 -1.636e+01 Min(best) -1.216e+02 -7.533e+01 -4.130e+01 -4.233e+01 Max(worst) -1.237e+01 -8.926e+00 -6.545e+00 -4.784e+00 Mean -6.079e+00 -5.172e+00 -5.690e+00 -6.043e+00 SD 2.042e+00 1.502e+00 2.111e+00 3.200e+00 15 Median -5.322e+00 -5.321e+00 -5.009e+00 -4.598e+00 Min(best) -9.923e+00 -8.834e+00 -1.119e+01 -1.701e+01 Max(worst) -3.441e+00 -2.720e+00 -3.272e+00 -3.183e+00 I1-SVM: Implementation 1 with an SVM classifier. I1-KNN: Implementation 1 with a kNN classifier.
Implementation 2
The effectiveness of the framework described in the previous section depends on the type of classifier being used, but the optimal classifier type is problem dependent and is typically unknown prior to the optimization search.
This implies that the search effectiveness could be further improved by identifying the optimal classifier type for the problem being solved. In theory, this could be accomplished by performing several trial optimization runs, but in practice this approach is unsuitable due to the high computational cost of function evaluations. In these settings, this section describes a second implementation which introduces a classifier selection stage to autonomously select an optimal classifier type out of a family of candidates.
Workflow.
The second implementation follows the main steps of Implementation 1 from Section 3, with the addition of the classifier selection step. To achieve this in a mathematically valid way, the cross-validation (CV) procedure from the domain of model selection is employed. Specifically, the vectors which have been evaluated with the expensive simulation (and thus have been saved in memory) are split into a training set and a testing set in a 80-20 ratio. A candidate classifier is trained by using the training set and tested on the testing set. The prediction error is calculated as
whereĉ is the prediction of the trained classifier, x i , i = 1, . . . , l , are the CV testing vectors, and F (x i ) is the true and known class of the latter vectors. The class labels used were F (x i ) = 1 for an SF vector, and F (x i ) = −1 for an SI one, as the ±1 labels are commonly used in the literature (Wu et al., 2008) . Three well-established classifiers were used in the tests: kNN, linear discriminant analysis (LDA), and the SVM, and for completeness their details are given in Appendix B. After identifying the best performing classifier variant, a new classifier, which corresponds to the selected variant, is trained by using all the vectors stored in memory, and it is then used during the TR trial step. In this setup, an optimal classifier variant is re-selected at each iteration, and so the classifier being used is frequently updated during the search. To complete the description, Algorithm 3 gives the pseudocode of Implementation 2.
Performance analysis.
The effectiveness of the second implementation was evaluated with the airfoil problem from Section 3.2, but here the parameterization of Hicks and Henne (1978) was used, in which a new airfoil shape is generated by combining a baseline airfoil Machine-learning in optimization of expensive black-box functions 111 Algorithm 3. Implementation 2. generate an initial sample and evaluate with the objective function; repeat train a metamodel with the SF vectors evaluated so far; select a classifier based on cross-validation; train a classifier of the selected type by using all the vectors evaluated so far; perform a trust-region trial step and updates; until maximum number of analyses reached ; shape with several shape functions, defined as
where h is user-prescribed (Wu et al., 2003) . The lower and upper curves of the new airfoil are then given by
where y b is the baseline upper/lower curve, which was taken as the NACA0012 symmetric airfoil, and α i ∈ [−0.01, 0.01] are the coefficients (design variables) to be found. To complete this description, Fig. 4 gives the problem formulation. It is emphasized that in the figure the basis functions are shown for illustration only, and so the number of basis functions shown is different from that used in the tests.
In the numerical tests, h = 10 functions were used for the upper and lower airfoil curves, respectively, which resulted in a total of 20 design variables (coefficients) per airfoil. Accordingly, the formulation of the optimization problem was
where α is the vector of design variables from Eqn. (5). As before, candidate airfoils were evaluated with the XFoil analysis code. For a comprehensive evaluation, the proposed algorithm was benchmarked against the following two representative metamodel-assisted algorithms:
• Metamodel assisted EA with periodic sampling (EA-PS): The algorithm leverages on the concepts by Ratle (1999) and de Jong (2006) , where the accuracy of the metamodel is safeguarded by periodically evaluating a small subset of the EA population with the true objective function, and then incorporating them into the metamodel to improve its accuracy. The algorithm begins by generating an initial sample of vectors and evaluating them with the true expensive function. The main optimization loop then begins, in which the algorithm trains a metamodel by using the vectors evaluated so far and then employing a real-coded EA to search for the optimum of the metamodel. After the search is completed, the algorithm evaluates the ten best candidate solutions in the population with the true expensive function. The entire process is then repeated, until the maximum number of expensive function evaluations is reached. Following the above references, the algorithm used the Kriging metamodel, which is described in Appendix A.
•
Expected-improvement with a metamodel-assisted CMA-ES (EI-CMA-ES):
The algorithm builds on the approach of Büche et al. (2005) , in which a covariance matrix adaptation evolutionary strategy (CMA-ES) optimizer (Hansen and Ostermeier, 2001 ) is combined with a Kriging metamodel, and where metamodel updates are performed based on the expected improvement framework of Jones et al. (1998) . The algorithm begins by generating an initial sample of vectors and evaluating them with the true function. Its main loop then stars, where at each generation it trains a local Kriging metamodel based both on the recently evaluated vectors and those stored in memory which are nearest to the best solution. A CMA-ES algorithm is then used to search for an optimum of the metamodel in the region enclosing the vectors which were employed to train the metamodel. In the spirit of the expected Y. Tenne improvement framework (Jones et al., 1998) , the objective function used waŝ
where m(x) is the Kriging metamodel prediction, ρ is a prescribed coefficient, and ζ(x) is the estimated Kriging prediction error, which is zero at the sampled points since there the true objective value is known. The search is repeated for ρ = 0, 1, 2, and 4 to obtain four solutions corresponding to different search profiles, i.e., ranging from a local search (ρ = 0) to a more explorative one (ρ = 4). All non-duplicate solutions found are evaluated with the true expensive function and stored in memory. In case no new solutions are evaluated, for example, because they already match solutions stored in memory, the algorithm generates a new solution by perturbing the current best one. Following Büche et al. (2005) , the algorithm used a training set of 100 vectors comprising the 50 most recently evaluated ones and the 50 nearest neighbours, and the CMA-ES used the values suggested by Hansen and Ostermeier (2001) .
The tests also included a variant of Implementation 2 but with a fixed classifier type, namely, only kNN, to study the contribution of the classifier selection step. This variant is designated as I2-KK (Implementation 2 with a Kriging-kNN combination) in the following test results. Tests were performed in three AOA settings (20
• , 30
• , and 40 • ), and with an optimization budget of 200 evaluations of the true expensive function, i.e., simulation runs. The size of the initial sample was 20. To support a valid statistical analysis, 30 trials were repeated for each algorithm and test case combination. Table 4 gives the test statistics for the three AOA scenarios, as well as the significance-level (α) at which Implementation 2 was better than each of the other algorithms, i.e., EA-PS, EI-CMA-ES, and KK, where an empty entry indicates that no statistically significant difference was observed up to the 0.05 level. Statistical significance was measured by using the Mann-Whitney nonparametric test (Sheskin, 2007) . Also, in each AOA setting, the best mean and median results, are emphasized. From the test results the following trends are observed:
• AOA = 20
• : Implementation 2 achieved the best mean, and its performance had a statistically significant advantage over the KK and EA-PS variants at the α = 0.01 level.
• AOA = 30
• : Implementation 2 achieved the second best mean and median scores, following the KK variant. Its performance had a statistically significant advantage over the EI-CMA-ES algorithm at the 0.01 level.
• AOA = 40
• : Implementation 2 achieved the best mean scores, and its performance had a statistically significant advantage over the EI-CMA-ES algorithm at the 0.01 level.
Overall, test results show that Implementation 2 typically performed better than the reference algorithms, which proves that selecting the classifier type during the search further improved its effectiveness.
Implementation 3
A further possibility to enhance the classifier-assisted approach is to leverage on the concept of ensembles, namely, employing multiple metamodels and classifiers concurrently, to improve the prediction accuracy. This section describes a third implementation which is based on this concept.
Workflow.
The proposed third implementation leverages on the preceding discussion in Sections 3 and 4, but adds an ensemble training step to generate the metamodel and classifier ensembles. The specific mechanics of this training step are as follows:
(1) For each prescribed metamodel variant, a corresponding metamodel is trained by using the SF vectors which have been evaluated so far, which results in a set of metamodels m i (x) , i = 1, . . . , n m , where n m is the number of ensemble metamodels.
(2) The accuracy of each metamodel variant is estimated by using the CV procedure, such that the SF vectors which have been evaluated and stored in memory are split into a training set and a testing set. For each candidate variant, a corresponding metamodel is trained by using the training set, and its prediction accuracy is measured on the testing set through the mean prediction error defined as
wherem(x) is the metamodel trained with the training set, and x i , f (x) , i = 1, . . . , l , are the testing vectors and their corresponding objective values, respectively.
Before proceeding, it should be noted that other accuracy estimation methods exist, such as the leaveone-out CV (LOOCV) (Golberg et al., 1996) , and the related generalized cross-validation (Arlot, 2010; Molinaro et al., 2005) . However, the baseline CV was used here since it is both computationally efficient and can be applied to any metamodel. 
20
• Mean -1.035e+01 -8.091e+00 -6.889e+00 -1.023e+01 SD 1.326e+00 1.697e+00 6.526e-01 2.025e+00 Median -1.049e+01 -7.283e+00 -6.843e+00 -1.107e+01 Min(best) -1.302e+01 -1.138e+01 -8.837e+00 -1.192e+01 Max(worst) -7.143e+00 -5.880e+00 -5.794e+00 -5.442e+00 α 1.000e-02 1.000e-02
30
• Mean -3.155e+00 -3.192e+00 -3.146e+00 -2.910e+00 SD 4.694e-02 3.105e-02 3.345e-02 4.761e-02 Median -3.140e+00 -3.183e+00 -3.140e+00 -2.916e+00 Min(best) -3.270e+00 -3.298e+00 -3.223e+00 -3.005e+00 Max(worst) -3.091e+00 -3.145e+00 -3.092e+00 -2.813e+00 α 1.000e-02
40
• Mean -2.793e+00 -2.784e+00 -2.784e+00 -2.552e+00 SD 3.380e-02 2.230e-02 4.732e-02 4.249e-02 Median -2.785e+00 -2.782e+00 -2.786e+00 -2.557e+00 Min(best) -2.875e+00 -2.827e+00 -2.869e+00 -2.637e+00 Max(worst) -2.726e+00 -2.742e+00 -2.717e+00 -2.455e+00 α 1.000e-02 I2: Proposed Implementation 2 algorithm with classifier selection. KK: Implementation 2 with only a Kriging metamodel and a kNN classifier.
(3) Each metamodel is assigned a dedicated ensemble weight, u i , which is calculated as
where MPE i , MPE j are the mean prediction errors of the i-th and j-th metamodels, respectively, as defined in Eqn. (8), and n m is the number of metamodels in the ensemble. In the numerical tests, the ensemble was comprised of the Kriging and radial basis function (RBF) metamodels, which for completeness are described in Appendix A.
(4) The predictions of the individual metamodels are aggregated to obtain the overall ensemble prediction
where m i (x) and u i are the prediction and weight of the i-th metamodel, respectively, as in the preceding steps.
In an analogous step, the algorithm then generates an ensemble of classifiers by using both the SF and SI vectors evaluated so far, to account for the two classes:
(1) For each prescribed classifier type, a classifier is trained by using all the vectors which have been evaluated so far, which results in a set of classifiers c i (x) , i = 1, . . . , n c , where n c is the number of ensemble classifiers.
(2) The accuracy of each classifier is estimated by using the CV procedure described earlier, which uses a training and a testing set, to obtain its mean classification error defined as
whereĉ(x) is the prediction of the classifier trained by using the training set, and x i , F (x i ) , i = 1, . . . , l , are the CV testing vectors and their class labels, respectively. For the latter, F (x i ) = 1 was used for an SF vector and F (x i ) = −1 for SI one.
(3) Each classifier is assigned a dedicated ensemble weight, v i , which is calculated as
where MCE i , MCE j are the classification errors of the i-th and j-th classifiers, respectively, as defined in Eqn. (11). In the numerical tests the classifier ensemble was comprised of a kNN, an LDA, and an SVM classifier, which for completeness are described in Appendix B.
Lastly, the individual classifiers predictions are aggregated to yield the overall classifier ensemble prediction
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To complete this description, Algorithm 4 gives the pseudocode of the proposed algorithm.
Algorithm 4. Implementation 3. generate an initial sample and evaluate with the objective function repeat train a metamodel ensemble by using the SF vectors evaluated so far; train a classifier ensemble by using all the vectors evaluated so far; perform a trust-region trial step based on the ensemble outputs, and perform updates; until maximum number of analyses reached ;
5.2.
Performance analysis. Performance analysis used the problem from Section 4, but flight conditions were different and, accordingly, the optimal values attained.
For evaluation, Implementation 3 was benchmarked against the EA-PS and CMA-ES reference algorithms described in Section 4, along with two variants of Implementation 3: (i) I3-KK, which used a Kriging metamodel and a kNN classifier, and (ii) I3-RS, which employed an RBF metamodel and an SVM classifier. The latter two variants used the same steps as in Implementation 3 except that they employed a single type of metamodel and classifier. They were added to the numerical tests to gauge the contribution of using the ensemble approach. In all tests, the optimization budget was 200 expensive evaluations, that is, calls to the numerical simulation. To support a valid statistical analysis, 30 runs were repeated with each algorithm in each test case. Table 5 gives the test statistics for the three AOA scenarios, as well as the significance-level (α) at which Implementation 3 was better than each of the other algorithms, i.e., EA-PS, EI-CMA-ES, KK, and RS, where an empty entry indicates no statistically significant difference up to the 0.05 level. Statistical significance was measured by using the Mann-Whitney nonparametric test (Sheskin, 2007) .
It follows that Implementation 3 performed well, as evident from its corresponding mean and median statistics, which typically outperformed those of the other algorithms. It obtained an intermediate standard deviation (SD) score, which indicates that there was some variability in its performance, but it was comparable to that of the other algorithms. Lastly, its performance had a statistically significant advantage in 6 out of 12 comparisons (four algorithms in three AOA settings), which further indicates it performed well. Overall, the test results show that using an ensemble setup further improved search effectiveness when compared to employing a single metamodel and classifier.
Conclusion
Expensive-black optimization problems which rely on computer simulations are nowadays common in engineering and science. Such problems will often contain candidate designs which cause the simulation to fail, but where the reason for failure is unknown. This, in turn, may degrade search effectiveness, and lead to a poor final result. To address this issue, this study described three implementations which incorporate classifiers into the optimization search. The role of the classifiers is to predict if a candidate design would result in a simulation-failure, and then the search is biased towards designs for which the simulation evaluation is expected to succeed. A baseline implementation of this concept employs a single type of classifier, while two more involved implementations either select the classifier type during the search, or generate an ensemble of metamodels and classifiers. Performance analysis based on a simulation-driven problem of airfoil shape optimization, which is representative of real-world engineering problems, showed that incorporating classifiers improved search effectiveness, and yielded promising results when compared with several existing algorithms from the literature. 3.672e-01 3.700e-01 3.687e-01 4.333e-01 5.052e-01 Min(best) 3.518e-01 3.577e-01 3.579e-01 3.674e-01 3.584e-01 Max(worst) 3.780e-01 3.924e-01 5.395e-01 5.686e-01 9.638e-01 α 5.000e-02 1.000e-02 1.000e-02
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Mean 8.357e-01 8.113e-01 8.298e-01 9.842e-01 7.768e-01 SD 7.070e-02 6.413e-02 5.166e-02 1.237e-01 6.908e-02 Median 8.230e-01 8.035e-01 8.293e-01 1.026e+00 7.650e-01 Min(best) 7.617e-01 6.617e-01 7.397e-01 7.113e-01 6.831e-01 Max(worst) 1.012e+00 9.466e-01 9.011e-01 1.099e+00 1.005e+00 α 1.000e-02
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