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Abstract
We study continuity properties for a family {sp}p1 of increasing Banach algebras under the
twisted convolution, which also satisfies that a ∈ sp , if and only if the Weyl operator aw(x,D) is
a Schatten–von Neumann operator of order p on L2. We discuss inclusion relations between the
sp-spaces, Besov spaces and Sobolev spaces. We prove also a Young type result on sp for dilated
convolution. As an application we prove that f (a) ∈ s1, when a ∈ s1 and f is an entire odd function.
We finally apply the results on Toeplitz operators and prove that we may extend the definition for
such operators.  2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
AMS classification: Primary 43Axx; 47-XX; 35S05; 46-XX, Secondary 42B35; 42C99; 16W80
0. Introduction
The aim of the paper is to study various boundedness and positivity properties for a
family of increasing Banach algebras under the twisted convolution, which are related
to some general Banach spaces of operators on L2 which occurs in operator theory.
The results may also be applied immediately in the Weyl calculus of pseudo-differential
operators, with minimal regularity assumptions on their Weyl symbols. In fact, the ideas
and problems for handling these questions were originally raised in some discussions of
positivity and continuity problems in Weyl calculus. (See for example [16].) We emphasize
however that one does not need to know anything about pseudo-differential calculus to
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appreciate the main results in the paper, since the theory is formulated in the framework of
the algebra of twisted convolution. From this point of view it might also be easier to apply
the techniques in other situations, and it indicates the global character of the questions.
Now we return to a more detailed explanation of the Banach spaces which we shall
consider. Let V be a vector space of dimension n < ∞, V ′ its dual space and let
W = T ∗V = V ⊕V ′. Then we consider the operator A from S ′(W) to S ′(V ⊕V ), defined
by the formula
(Aa)(x, y)= (2π)−n/2
∫
a
(
(y − x)/2, ξ)e−i〈x+y,ξ 〉 dξ, (0.1)
when a ∈ S ′(W). (We use the same notation for function and distribution spaces as
in [7].) In the case when a is not an integrable function, (Aa)(x, y) is interpreted
as F−12 a((y − x)/2,−(x + y)), where F2 is the partial Fourier transform Ff (ξ) =
(2π)−n/2
∫
e−i〈x,ξ 〉f (x)dx with respect to the second variable. See also Section 18.5 in [7].
For the reader who is familiar with the Weyl calculus, one observes the similarities between
Aa and the Weyl quantization aw(x,D) of a, defined by
aw(x,D)f (x)= (2π)−n
∫∫
a((x + y)/2, ξ)f (y)ei〈x−y,ξ 〉 dy dξ, (0.2)
when f ∈ S(V ), which implies that aw(x,D)= (2π)−n/2(Aa)(−x, y). In particular one
has that the usual continuity questions for operators on L2(V ) are the same for Aa
and aw(x,D). Here and in what follows we identify operators with their corresponding
Schwartz kernels.
The type of boundedness which we are going to study concerns general L2 continuity
for operators in (0.1), when Aa is considered as an operator, acting on functions on V .
When discussing compactness we shall make a somewhat detailed study, and consider the
increasing family sp(W), 1  p ∞, of Banach spaces of distributions a ∈ S ′(W) such
thatAa belongs to Ip , the set of Schatten–von Neumann operators to the orderp onL2(V ).
(See also [16] and [18].) At the same time we get the opportunities to study continuity and
compactness properties in the Weyl calculus.
In general there are no simple characterization of the sp-spaces in terms of the usual
function and distribution spaces. One is therefore forced to find simple conditions on the
symbols in order to guarantee that they belong to sp . Some of these questions are treated in
Section 2 where we make comparisons between the sp-spaces, Besov spaces and Sobolev
spaces. In particular we prove that if f (p)= 2n|1− 2/p|, then
H
p
µf (p)(W)⊂ sp(W)⊂Hp−µf (p′)(W) (0.3)
for anyµ> 1. HereHps denotes the Sobolev space of distributions with s derivatives in Lp ,
and p′ is the conjugate exponent for p, i.e. p′ satisfies 1/p+ 1/p′ = 1.
The proofs are based on a Young type inequality, proved in Section 2.2 in [16]
and in Subsection 1.2 in [18], which states that sp ∗ sq ⊂ Lr and sp ∗ Lq ⊂ sr , when
p,q, r ∈ [1,∞] are chosen such that
p−1 + q−1 = 1+ r−1, 1 p,q, r ∞. (0.4)
Here ∗ denotes the usual convolution.
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It follows from a recent paper of A. Boulkhemair in [3], that the left inclusion in (0.3)
with f as above is not optimal in the case p =∞. By using his result we may obtain a
sharper version of the inclusion above, and prove that (0.3) holds for any p ∈ [1,∞] and
any µ> 1, when f is given by f (p)= 2n|1− 2/p| for 1 p  2, and f (p)= n|1− 2/p|
in case 2  p  ∞. At the same time we prove that the right inclusion in (0.3) for
2  p ∞ fails when µf (p′) < 2n|1 − 2/p|, and similar for the left inclusion in case
1 p  2.
In Section 3 we discuss a Young inequality for the dilated convolution as ∗ bt , where
as(X) = a(sX) and bt (X) = b(tX). If s, t = 0 and c/s2 + d/t2 = 1, for some choice of
c, d ∈ {±1}, then we prove that
as ∗ bt ∈ sr (W) when a ∈ sp(W) and b ∈ sq (W),
where p, q and r are as above. One also has that if aw(x,D) and bw(x,D) are positive
semi-definite operators, then (as ∗ bt )w(x,D) is positive semi-definite. Since the sp-
spaces are invariant under symplectic Fourier transformation, we also obtain a result where
convolution is replaced by multiplication:
asbt ∈ sr (W) when a ∈ sp(W), and b ∈ sq(W),
where we now require that cs2 + dt2 = 1. One also has that A(asbt ) is positive semi-
definite operator when this is the case for Aa and Ab. As an application we discuss
compositions between holomorphic functions and elements in s1, and prove that f (a) ∈ s1,
when a ∈ s1 and f is an odd entire function.
In Section 4 we apply the results in Sections 2 and 3 in order to prove some general
continuity and positivity properties concerning Weyl operators and Toeplitz operators. We
recall the definition of the latter type of operator.
Let f ∈ L2(V ) such that ‖f ‖L2 = 1 be fixed and let a ∈ L∞(W). Then the Toeplitz
operator g → Tp(a)g on L2(V ) is defined by the formula(
Tp(a)g,h
)= (a(−2·)Wg,f ,Wh,f ), g,h ∈L2(V ), (0.5)
where Wg,f is the Radar ambiguity function given by
Wg,f (x, ξ)= (2π)n/2
∫
ei〈y,ξ 〉g(y/2− x)f (y/2+ x)dy.
(See [9].) Since ‖Wg,f ‖L2 = ‖g‖L2 , it follows easily that Tp(a) is well-defined and
continuous on L2(V ).
We prove that Tp(a) = (a ∗ u)w(x,D), for some u ∈ s1(W) such that uw(x,D) is a
positive semi-definite operator of rank one. By using the dilated Young type result above it
follows that the definition of Tp(a) may be uniquely extended to any a ∈ S ′(W) such that
a(
√
2·) ∈ s∞(W).
We note finally that not every questions concerning positivity in the calculus are
included here, and these questions will be treated separately on a forthcoming paper.
(Cf. [17].)
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1. Notations and preliminaries
In this section we study some basic properties of the sp-spaces, in a similar way as
in Subsection 1.1 in [18]. At the same time we make a review of the analysis in phase
space. We start by discussing the Fourier transform on a symplectic vector space. Then
we study some properties of the twisted convolution on L2(W). This is a noncommutative
multiplication with close relations to the Weyl product.
We start by recalling some basic facts on integration over vector spaces. Let V be an
n-dimensional vector space over R and denote by Ωα(V ) the one-dimensional complex
vector space of mappings µ :∧nV → C such that µ(tω) = |t|αµ(ω) when t ∈ R \ 0 and
ω ∈ ∧n(V ). Here α may be an arbitrary real number, and it is clear that we may identify
Ω0 with C. If f ∈ C0(V ,Ωα(V )), e1, . . . , en is a basis for V and ω = e1 ∧ · · · ∧ en,
then
∫
f dx ≡ ∫
R
f (x1e1 + · · ·+ xnen,ω)dx1 · · ·dxn considered as a function of ω it is an
element in Ωα−1(V ).
The dual of C∞0 (V ,Ω1−α(V )) is denoted by D′(V ,Ωα(V )). This is the set of the
distribution densities with values in Ωα(V ). It will be convenient for us to set D′ =
D′(V )=D′(V ,Ω1/2(V )), and similarly for the other subspaces ofD′(V ). ThenC∞0 (V )⊂S(V )⊂ S ′(V )⊂D′(V ) as usual.
If V ′ is the dual of V then Ωα(V ) =Ω−α(V ′). It is therefore natural to consider the
Fourier transform F from the introduction as a mapping from functions with values in
Ωα(V ) to functions with values in Ω1−α(V ′).
Assume now that (W,σ) is a symplectic vector space over the real numbers of
dimension 2n, where σ denotes the symplectic form. Then σn defines a volume form
on W and the functions in Lp(W) may therefore be viewed as scalar valued functions,
and similarly for other functions and distribution spaces. In particular, if f ∈ L1(W) then∫
W f (X)dX is well defined as a complex number. In symplectic coordinates (x, ξ) =
(x1, . . . , xn, ξ1, . . . , ξn) such that σ((x, ξ), (y, η))= 〈y, ξ〉−〈x,η〉 one has
∫
W
f (X)dX=∫∫
Rn×Rn f (x, ξ)dx dξ .
For functions on W , we use the (twisted) Fourier transform, which is defined by the
formula
Fσ a(X)= aˆ(X)≡ π−n
∫
a(Y )e2iσ(X,Y ) dY, a ∈ S(W). (1.1)
By a simple application of Fourier’s inversion formula it follows that F2σ is the iden-
tity on S(W), and then Fσ extends in a usual way to a continuous operator on S ′(W),
which is unitary on L2. In particular, Fσ is a bounded self-adjoint operator on L2 with
specFσ = {1,−1}.
From the definition of Fσ it follows if a1, a2 ∈ S , that
Fσ (a1a2)= π−nFσ a1 ∗Fσ a2, (1.2)Fσ (a1 ∗ a2)= πnFσ a1Fσ a2,
where ∗ denotes the usual convolution.
Remark 1.1. We shall also consider partial symplectic Fourier transforms later on. If
W0 ⊂W is a linear symplectic subspace of W , then W considered as a symplectic vector
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space is the direct sum W =W0 ⊕W⊥0 , where W⊥0 is the orthogonal complement of W0
with respect to the symplectic form σ . The partial symplectic Fourier transform Fσ,W0 is
then obtained by replacing the integral in (1.1) by
Fσ,W0a(X)= π−n0
∫
W0
a(Y0,X1)e
2iσ(X0,Y0) dY0,
when X = (X0,X1) ∈W0 ⊕W⊥0 . Here 2n0 = dimW0.
Next we shall discuss the operator A in (0.1) and the twisted convolution. From the
discussion which followed (0.1) one has that the map a →Aa is a homeomorphism from
S ′(T ∗V ) to S ′(V ⊕ V ), which restricts to homeomorphism from S(T ∗V ) to S(V ⊕ V ),
and to a unitary map on L2.
The twisted convolution is defined as follows.
Definition 1.2. Assume that a, b ∈ L1(W). Then the twisted convolution product ∗σ is
defined by
(a ∗σ b)(X)≡ (2/π)n/2
∫
a(X− Y )b(Y )e2iσ(X,Y ) dY. (1.3)
The simple character of the twisted convolution and the similarities between Aa and
aw(x,D), give motivations for using the quantization Aa in the Weyl calculus. In fact, by
Fourier’s inversion formula one has that
A(a ∗σ b)= (Aa) ◦ (Ab), (1.4)
when a, b ∈ S(W). The corresponding homomorphism for Weyl quantization is given by
(a#b)w(x,D)= aw(x,D)bw(x,D), where the Weyl product # is in many situations more
technical comparing to the twisted convolution.
In the following lemma we list some important properties for the operator A and the
twisted convolution. We omit the proof, since the result follows easily from the definitions.
Lemma 1.3. Let A be the operator in (0.1) and let U = Aa where a ∈ S ′(T ∗V ). Then the
following is true:
(i) Uˇ =Aaˇ, where aˇ(X)= a(−X), for every X ∈ T ∗V ;
(ii) JFU =AFσ a = (2π)n/2aw(x,D), where JFU(x,y)=U(−x, y);
(iii) for any X = (x, ξ) ∈ T ∗V one has (A−1(f ⊗ g))(· −X) = A−1(fX ⊗ g−X), where
fX(y)= f (y + x)e−i〈y,ξ 〉. More generally we have
A
(
a(· −X))(y, z)= (Aa)(y + x, z− x)e−i〈y+z,ξ 〉;
(iv) the Hilbert space adjoint of Aa equals Aa˜, where a˜(X)= a(−X);
(v) one has that (A−1U)(x, ξ)= (2π)−n/2 ∫ U(y/2− x, y/2+ x)ei〈y,ξ 〉 dy .
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It is obvious that Young’s inequality holds for the twisted convolution, which in
particular proves that ∗σ extends to a continuous multiplication from Lp × L1 to Lp ,
when p ∈ [1,∞]. More generally we have the following.
Proposition 1.4. Let p ∈ [1,∞], and assume that 1  q  min(p,p′), where p′ is the
conjugate exponent of p, i.e. 1/p + 1/p′ = 1. Then the twisted convolution ∗σ may be
uniquely continued to continuous mappings from Lp(W) × Lq(W) or Lq(W) × Lp(W)
to Lp(W). One has the estimate
max
(‖a ∗σ b‖Lp,‖b ∗σ a‖Lp) (2/π)n(1/q−1/2)‖a‖Lp‖b‖Lq , (1.5)
when a ∈ Lp(W) and b ∈ Lq(W). In particular (Lp(W),∗σ ) is a Banach algebra when
1 p  2.
Remark 1.5. A proof of Proposition 1.4, when p = q = 2, is given by Proposition 1.3.3
in [4]. In this case one has that (L2(W),∗σ ) is a Hilbert–Schmidt algebra in the sense of
Definition 1.2.7 in [16].
Proof. We may assume that W = T ∗V . Then the mapping A in (1.3) is unitary from
L2(W) to L2(V ⊕ V ). Moreover, A(a ∗σ b) = Aa ◦ Ab when a, b ∈ L2(W), since
this is true in a dense set in view of (1.4). Hence the result follows for p = 2, since
‖U1 ◦U2‖L2  ‖U1‖L2‖U2‖L2 , when U1,U2 ∈L2(V ⊕V ). In view of (1.3) it is clear that
the assertion holds also when p = 1. The result follows now for 1  p = q  2 by using
multi-linear interpolation (cf. Theorem 4.4.1 and Theorem 5.1.1 in [1]). Since the result is
obvious when q = 1, we obtain the result when 1  q  p  2 by another interpolation
argument.
From Lemma 1.3(iii), the result follows now in the case p ∈ [2,∞] by duality, and the
proof is complete. ✷
Proposition 1.6. Let # be the standard product for Weyl symbols. Assume that a, b ∈ S ′(W)
and that one of them belongs to S . Then the following is true:
(i) Aaˆ = (2π)n/2aw(x,D) and (aw(x,D)f,g)= (2π)−n/2(Aa, gˇ⊗ f¯ ) when f,g ∈ S;
(ii) Fσ (a ∗σ b) = (Fσ a) ∗σ b = aˇ ∗σ (Fσ b) and Fσ (a#b) = (2π)n/2(Fσ a) ∗σ (Fσ b).
A similar result is true for the partial symplectic Fourier transform.
Proof. We may assume that a, b ∈ S(W). The assertion (i) follows immediately from
Lemma 1.3(ii) and the definitions. From the same lemma we obtain
A
(Fσ (a ∗σ b)) = JF ◦A(a ∗σ b)= (JF ◦ (Aa)) ◦ (Ab)=A((Fσ a) ∗σ b).
This gives the first equality in (ii), and the other equalities follow by similar arguments and
the definitions. ✷
Since orthonormal projections of rank one on L2(V ) will play a fundamental role in our
considerations, we shall give a special name for them.
Definition 1.7. We say that u ∈L2(W) is simple, if u= u˜ ∗σ u and ‖u‖L2 = 1.
J. Toft / Bull. Sci. math. 126 (2002) 115–142 121
The following result is an immediate consequence of the discussions above.
Proposition 1.8. Assume that u ∈ S ′(W). Then the following conditions are equivalent.
(1) u is simple.
(2) Au= (2π)n/2(Fσ u)w(x,D) is an orthonormal projection of rank one.
(3) u=A−1(f ⊗ f¯ ), for some unit vector f ∈L2(V ).
We shall next discuss some facts about Schatten–von Neumann classes in the Weyl
calculus. Let p ∈ [1,∞]. We recall that an operator T on L2(V ) is a Schatten–von
Neumann operator of order p when
‖T ‖Ip ≡ sup
∥∥((Tfj , gj ))∞j=1∥∥lp
is finite. Here the supremum is taken over all (fj )∞1 , (gj )∞1 ∈ON(V ), where ON(V ) is the
family of orthonormal sets in L2(V ). The set of all such T is denoted by Ip . One has that
Ip is a Banach space, and that Ip1 ⊂ Ip2 when p1  p2. (See [14].)
The set of all a ∈ S ′(W) such that Aa ∈ Ip (or equivalently aw(x,D) ∈ Ip) is denoted
by sp(W), and we set ‖a‖sp = ‖Aa‖Ip . It follows from Lemma 1.3(ii) and Proposition 1.6
that ‖aw(x,D)‖Ip = (2π)−n/2‖a‖sp . It is easily seen that the sp(W) are Banach spaces
continuously embedded in S ′(W). When p = 2 we have s2(W)= L2(W) with equality in
norm. We notice also that S(W) is dense in sp(W) when 1  p <∞. We have therefore
the following inclusion relation:
S(W)⊂ sp1(W)⊂ sp2(W)⊂ s0∞(W)⊂ s∞(W)⊂ S ′(W), p1  p2 <∞.
Here s0∞(W) is the set of all a ∈ S ′(W) such that Aa is compact on L2.
Let B(W) be the family of the sequences (A−1(fj ⊗ gj ))∞j=1, where (fj )∞1 , (gj )∞1 ∈
ON(V ), and set B0(W) = {(uj )∞1 ∈ B(W); uj ∈ S(W), ∀ j }. It follows from (1.4) and
Lemma 1.3 that (uj ) ∈ B(W), if and only if for every j = k we have ‖uj‖L2 = 1, uj ∗σ u˜j
is simple, and uj ∗σ u˜k = 0. In particular, B(W) and B0(W) are independent of the choice
of symplectic coordinates. Since A is unitary on L2, it follows from the definition of Ip
that
‖a‖sp = sup
(uj )∈B(W)
∥∥(a,uj )∥∥lp = sup
(uj )∈B0(W)
∥∥(a,uj )∥∥lp . (1.6)
Hence the space sp(W) are invariant under canonical transformations.
Since an operator T on a Hilbert space is a trace class operator if and only if T = RS,
for some Hilbert–Schmidt operators R and S, it is clear that every a ∈ s1(W) may be
written as a = v ∗σ w, where v,w ∈ s2(W) = L2(W). From (1.3) it follows then easily
that s1(W) ⊂ CB(W), where CB(W) is the set of continuous functions on W vanishing
at infinity. The trace functional for a is defined by tra ≡ trAa. This is independent of the
representation of W as T ∗V , since
tra = (π/2)n/2a(0), a ∈ s1(W). (1.7)
In fact, writing a = v ∗σ w˜ as above, then a(0)= (2/π)n/2(v,w), and
tra = tr(Av ◦ (Aw)∗)= (Av,Aw)HS = (Av,Aw)L2 = (v,w),
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by (1.4), and (1.7) follows. Here (·, ·)HS denotes the scalar product, defined on the Hilbert
space consisting of the Hilbert–Schmidt operators on L2(V ).
We have now the following.
Proposition 1.9. Assume that p1,p2, r ∈ [1,∞] satisfy 1/p1 + 1/p2 = 1/r . Then ∗σ (and
#) extend to continuous multiplications from sp1(W)× sp2(W) to sr (W). We have
‖a1 ∗σ a2‖sr = (2π)n/2‖a1#a2‖sr  ‖a1‖sp1‖a2‖sp2 . (1.8)
On the other hand, we may to every a ∈ sr (W) find aj ∈ spj (W), j = 1,2, such that
a = a1 ∗σ a2 and equality is obtained in (1.8).
Moreover, if p ∈ [1,∞] and 1/p + 1/p′ = 1, then the trace functional tr(·) gives rise
to a duality between sp and sp′ , and we have | tr(a ∗σ b)| ‖a‖sp‖b‖sp′ , when a ∈ sp(W)
and b ∈ sp′(W). On the other hand, if 1  p <∞, and L is a continuous linear form on
sp(W) or s
0∞(W), then we may find b ∈ sp′(W) such that L(u)= tr(a ∗σ b), and we have
‖L‖ = ‖b‖sp′ .
Proof. If U1 = Aa1 and U2 = Aa2, we set a1 ∗σ a2 = A−1(U1 ◦ U2), which gives the
desired extensions for the multiplications. It follows from Proposition 1.10(ii) below
that these multiplications are independent of the representation of W as T ∗V . Since the
mapping A is an isometric homeomorphism from sp(W) to Ip , the proposition follows
from well-known results in operator theory (see [14]). ✷
It is often convenient to use the duality between s1 and s∞, when giving conditions on
a ∈ S ′ to be in s∞. An example of this may be found in [20], where the notion of admissible
partition is introduced.
A consequence of Proposition 1.9 is that the space s∞(W) contains the space C′B(W),
the dual for CB(W) consisting of all bounded measures on W . More precisely, if a ∈
C′B(W) and b ∈ s1(W), then
‖a‖s∞  (2/π)n/2‖a‖C ′B , ‖b‖L∞  (2/π)n/2‖b‖s1 . (1.9)
In fact, if we write b = b1 ∗σ b2, where b1, b2 ∈ L2(W), then ‖b‖L∞  (2/π)n/2‖b1‖L2
‖b2‖L2 , and choosing b1 and b2 such that the right-hand side is minimal, the second
inequality of (1.9) follows. The other statements follow now by a simple argument of
approximation and duality.
By similar methods as in the previous proposition one obtains the following. (See
also [14].)
Proposition 1.10. Assume that a ∈ S ′(W). Then the following is true:
(i) if a ∈ s0∞(W), then one may write a =
∑∞
1 λjϕj , where (ϕj ) ∈ B(W) and λj ∈
R+ ∪ {0}. For every such representation of a it is true that the sequence λj converges to 0
as j →∞ and ‖a‖sp = ‖(λj )‖lp when 1 p ∞.
Moreover, if Aa is a positive semi-definite operator and λj = 0, then uj is simple;
(ii) we have that S(W) (and C∞0 (W)) is dense in sp(W) and s0∞(W), for every
1  p <∞. It is dense in s∞(W) in the weak∗-topology. If a ∈ S , then a =∑∞1 λjϕj ,
where (λj ) ∈ l1 and (ϕj ) ∈ B0(W).
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The following result follows immediately from Theorem 18.5.9 in [7], Lemma 1.3 and
the proof of Proposition 1.6.
Proposition 1.11. The (partial) symplectic Fourier transform and composition by any
affine canonical transformation on W are unitary mappings on sp(W), for every 1 p 
∞, and on s0∞(W). If a, b ∈ s∞(W), then (i)–(ii) in Proposition 1.6 are true.
Corollary 1.12. Let p ∈ [1,∞]. The convolution a ∗ u is defined and belongs to sp(W)
when a ∈ sp(W) and u ∈ C′B(W). One has that the norm of the map a → a ∗ u on sp(W)
is less than or equal to ‖u‖C ′B .
We finish this section by giving some remarks on positivity in the twisted convolution
algebra, and its connection to positive operators on L2. The following result follows from
the definitions and Lemma 1.3.
Proposition 1.13. Assume that a ∈ S ′(W). Then the following conditions are equivalent:
(1) (a ∗σ ϕ,ϕ) 0 for every ϕ ∈ C∞0 (W);
(2) ((Aa)f,f ) 0 for every f ∈ S(V );
(3) (Fσ a)w(x,D) 0.
From Proposition 1.13 it follows that positivity in the algebra of twisted convolution are
closely related to positivity in the Weyl calculus.
Definition 1.14. We say that a ∈ s∞(W) is positive semi-definite if (a ∗σ ϕ,ϕ)  0 for
every ϕ ∈ C∞0 (W). If in addition a ∈ s1(W), then we say that a is σ -positive, the set of
σ -positive function is denoted by C+(W).
2. Convolutions between sp and Lp-spaces. Inclusion relations between the
sp-spaces, Sobolev spaces and Besov spaces
In this section we present a Young type result for convolutions between the sp and
Lp-spaces. We will then use this in order to obtain some conditions on the indices s and q
for the Sobolev space Hps (W) and the Besov space Bp,qs (W) to contain or to be contained
in sp(W). As an application we prove that FσLp ∩ E ′ = sp ∩ E ′.
We start to consider the following Young type result (cf. [16] or [18]).
Theorem 2.1. Assume that p,q, r ∈ [1,∞] satisfy (0.4). Then the convolution on
S(W) extends uniquely to continuous bilinear mappings sp(W) × sq(W)→ Lr(W) and
Lp(W)× sq (W)→ sr (W). One has the estimates
‖a ∗ b‖Lr  (2π)n/r‖a‖sp‖b‖sq , (2.1)
(‖a ∗ b‖sr  (2π)n/p
′‖a‖Lp‖b‖sq ),
when a ∈ sp(W) (a ∈ Lp(W)) and b ∈ sq (W).
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Before the proof we note, in view of [14], that the general interpolation results which
hold for the Lp-spaces, are true also for the Ip-spaces, and since the latter spaces are
homeomorphic with the sp-spaces, we may use the usual interpolation arguments also for
the sp-spaces.
Proof. We may assume that W = T ∗Rn, and start to prove the first inequality in (2.1)
when p = q = r = 1. By Proposition 1.10, we may assume that Aa(x, y)= f1(x)f2(y)
and Ab(x, y)= g1(x)g2(y), where A is the operator in (0.1), and fj , gj ∈ L2(Rn) are unit
vectors.
We introduce the functions
u1 =A−1(g1 ⊗ f2), u2 =A−1(f1 ⊗ g2).
Then u1, u2 are unit vectors in L2(T ∗Rn). We claim that
(a ∗ b)(X)= (π/2)nu1(X/2)u2(X/2). (2.2)
In fact, writing X = (x, ξ) and recalling Lemma 1.3, we find that
(a ∗ b)(X) = (b, a˜(· −X))= (Ab,A(a˜(· −X)))
=
∫∫
ei〈y+z,ξ 〉f2(y + x)f1(z− x)g1(y)g2(z)dy dz
= (2π)nφˆx(−ξ)ψˆx(−ξ),
when φx(y) = f2(y + x)g1(y) and ψx(z) = f1(z)g2(z + x). Here we have used
that A(a(· − X))(y, z) = (Aa)(y + x, z − x)ei〈y+z,ξ 〉, which follows by some simple
calculations. Now (0.1) and a simple computation shows that
φˆx(−ξ) = 2−ne−i〈x,ξ 〉/2u1(X/2),
ψˆx(−ξ) = 2−nei〈x,ξ 〉/2u2(X/2).
This proves (2.2).
Since u1 and u2 are unit vectors in L2 it follows from (2.2) that ‖a ∗ b‖L1 
(2π)n, which proves the assertion. By duality one obtains also that ‖a ∗ b‖s∞ 
(2π)n‖a‖L∞‖b‖s1 , when a ∈L∞(W) and b ∈ s1(W).
It is clear also that ‖a ∗ b‖s1  ‖a‖L1‖b‖s1 , and ‖a ∗ b‖s∞  ‖a‖L1‖b‖s∞ , in view
of Corollary 1.12. Since translations are unitary mappings on s1(W) and s∞(W), it
follows that a ∗ b is well-defined also when a ∈ s∞(W) and b ∈ s1(W), and that
‖a ∗ b‖L∞  ‖a‖s∞‖b‖s1 . The result follows now in general from these estimates by
similar interpolation arguments which are used when Young’s inequality is proved by
interpolation. (See Chapter IX in [11].) ✷
A proof of Theorem 2.1 without any use of interpolation arguments may be found in
Section 2.2 in [16].
Remark 2.2. We remark here that s1(W) is not contained in L1(W). (Otherwise
Theorem 2.1 would be true in the case p = q = r = 1 for more elementary reasons.) In
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fact, let f be the characteristic function of the interval [−1,1] and define a ∈ s1(T ∗R) by
Aa = f ⊗ f . Then a simple computation shows that
a(x, ξ)= (2π)−1/2ξ−1f (x) sin(2(1− |x|)ξ) /∈L1(T ∗R).
We shall now discuss comparisons between the spaces sp(W), the Sobolev space
H
p
s (W) and the Besov space Bp,qs (W). We recall the definition of the latter spaces.
The space Hps (W), s ∈ R, 1  p  ∞, consists of all a ∈ S ′(W) such that (1 +
|D|2)s/2a ∈ Lp(W), and we set ‖a‖Hps ≡ ‖(1+|D|2)s/2a‖Lp . Here ϕ(D) is multiplication
by ϕ on the symplectic Fourier transform side, when ϕ is a function on W , and |X| is the
length of X ∈W with respect to some Euclidean metric there.
Let ψ ∈ C∞0 (W \ 0) be some function such that ψ0 = 1 −
∑∞
k=1ψk ∈ C∞0 (W), where
ψk(X) = ψ(2−kX) when k > 0. Then a ∈ S ′(W) belongs to Bp,qs (W), where s ∈ R,
1  p,q ∞, if and only if the sequence (2ks‖ψk(D)a‖Lp)∞k=1 belongs to lq , and we
let
‖a‖Bp,qs ≡
∥∥(2ks‖ψk(D)a‖Lp )∞k=1∥∥lq .
The Besov and Sobolev spaces satisfy
B
p,q1
s ⊂ Bp,q2s , Bp,qs2 ⊂ Bp,qs1 , B2,2s =H 2s ,
B
p,1
s ⊂Hps ⊂ Bp,∞s , Bp,∞s2 ⊂Hps ⊂ Bp,1s1 ,
(2.3)
when 1  q1  q2 ∞, 1  p ∞, and s1 < s < s2. We shall use also the fact that
B
p′,q ′
−s (W) is the dual of B
p,q
s (W) when 1/p + 1/p′ = 1, 1/q + 1/q ′ = 1, 1  p,q <∞
and s ∈R. (We refer to [1] for necessary facts about these spaces.) We have the following
lemma.
Lemma 2.3. Assume that Q(X) =∑n1 λj (x2j + ξ2j ), X = (x, ξ) ∈ T ∗Rn, is a positive
definite quadratic form and set
ηp(Q)=
(
n∏
1
λj
)−1/2( n∏
1
(λj + 1/λj )
)1/p−1/2
.
Then
C−1n ηp(Q)
∥∥e−Q∥∥
sp
 Cnηp(Q),
where Cn depends on n only.
Proof. Let µ= (µ1, . . . ,µn) be an element in Rn+ and set aµ(X)= (
∏n
1 µj)
1/2e−
∑
µjX
2
j
.
Denote by 1/µ the vector with components 1/µj . Then Fσ aµ = a1/µ, and more generally,
if Fσ,j is the partial Fourier transform in the Xj variables, then Fσ,j aµ = aν where
νj = 1/µj and νk = µk when k = j . Since sp(W) is invariant under partial Fourier
transformation and (
∏n
1(λj + 1/λj ))1/p−1/2 is not changed if some λj is replaced by λ−1j ,
it is clear that we may assume that λj  1 for every j .
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By (1.2) we have
a1/µ ∗ a1/ν = πnFσ (aµaν)= πn
(
n∏
1
µjνj
)1/2 n∏
1
(µj + νj )−1/2Fσ (aµ+ν).
Here we choose νj = 1/2, and µj = λ′j = λj − 1/2 or µj = λj . This gives us
a1/λ = C1(λ)a1/λ′ ∗ a1/ν, a1/λ′′ = C2(λ)a1/λ ∗ a1/ν,
where λ′′j = λj + 1/2, and the constants C1(λ) and C2(λ) are equal to the corresponding
values of
π−n
(
n∏
1
µjνj
)−1/2 n∏
1
(µj + νj )1/2.
Since λj  1, for every j , it follows that there is a bound from above independent of λ for
the constants C1(λ) and C2(λ). We also notice that the norm in Lp of a1/µ is of the same
size (uniformly in p) as the corresponding norm of a1/λ when µ = λ′ or µ = λ′′. These
observations together with Theorem 2.1 give us therefore the inequalities
C−1n ‖a1/λ‖Lp  ‖a1/λ‖sp  Cn‖a1/λ‖Lp ,
where Cn depends on n only. The result follows now if one computes the Lp norm of a1/λ
and recalls that ‖a1/λ‖sp = ‖aλ‖sp . ✷
Remark 2.4. We note that exact computations of ‖e−Q‖s1 and ‖e−Q‖s∞ are computed
in [19]. In that paper one present also an alternative proof of the inclusion (0.3) concerning
the sp-spaces and Sobolev spaces, with f as in Theorem 2.6 below.
Theorem 2.5. Assume that p ∈ [1,∞] and let Q be as in Lemma 2.3. Then the operator
e−Q(D) is continuous from sp(W) to Lp(W) and from Lp(W) to sp(W) when 1 p∞.
If cp(Q)= (Cnη1(Q))|1−2/p|, then one has the estimates∥∥e−Q(D)∥∥
sp→Lp  cp(Q),
∥∥e−Q(D)∥∥
Lp→sp  cp′(Q). (2.4)
It might seems to be superfluous to use cp′(Q) instead of cp(Q) in (2.4), since
one has that cp′(Q) = cp(Q) in Theorem 2.5. However, we present an improvement in
Theorem 2.5′, where (2.4) holds for some smaller choice of cp(Q), and here cp′(Q) =
cp(Q), as p = 2.
Proof. Let (uj )∞1 ∈ B(W) (see Proposition 1.10) be kept fixed for a while, and let lc be the
set of all sequences (tj ) with tj = 0 for j large. Since e−Q(D) is convolution by a function
in S and s1 ∗ s1 ⊂ L1 ∩L∞ we have a linear mapping
Λ : lc ' (tj ) → e−Q(D)
∑
tj uj ∈L1(W) ∩L∞(W).
Since ‖∑ tj uj‖sp = ‖(tj )‖lp by Proposition 1.10, it follows when p = 1 that Λ extends
to a continuous linear mapping from l1 to L1(W), and we have
‖Λ‖l1→L1  C0n
∥∥Fσ (e−Q)∥∥s1 = C0n∥∥e−Q∥∥s1  Cnη1(Q).
J. Toft / Bull. Sci. math. 126 (2002) 115–142 127
Here we have used Theorem 2.1 and Lemma 2.3 together with the fact that e−Q(D) is
convolution by π−nFσ e−Q. When p =∞ we obtain instead the estimate∥∥Λ(tj )∥∥L∞  Cnη1(Q)∥∥(tj )∥∥l∞ .
When p = 2 then Λ is continuous from l2 to L2 with norm 1. It follows by interpolation
(see Theorem IX.21, in [11]) that∥∥Λ(tj )∥∥Lp  (Cnη1(Q))|1−2/p|∥∥(tj )∥∥lp , (tj ) ∈ lc. (2.5)
Combining (2.5) and Proposition 1.10 we obtain the estimate∥∥e−Q(D)a∥∥
Lp

(
Cnη1(Q)
)|1−2/p|‖a‖sp , a ∈ sp(W),
when 1  p <∞. This estimate is also valid when p =∞ in view of Theorem 2.1 and
Lemma 2.3.
Next we consider e−Q(D) on Lp . Let a ∈ Lp and b ∈ S . Then∣∣〈e−Q(D)a, b〉∣∣  ‖a‖Lp∥∥e−Q(D)b∥∥Lp′  (Cnη1(Q))|1−2/p′|‖a‖Lp‖b‖sp′ .
When p′ <∞ then since |1 − 2/p| = |1 − 2/p′| we conclude that e−Q(D) is continuous
from Lp(W) to sp(W) with norm  (Cnη1(Q))|1−2/p|. The fact that e−Q(D) is contin-
uous from L1(W) to s1(W) with norm  Cnη1(Q) follows from Lemma 2.3 and Theo-
rem 2.1. ✷
As a consequence of a resent result of A. Boulkhemair in [3], Theorem 2.5 may be
improved in the following way.
Theorem 2.5′. Assume that p ∈ [1,∞]. Then for some constant Cn, one has that (2.4) is
true for any Q as in Lemma 2.3, when cp(Q) is given by cp(Q) = (Cnη1(Q))|1−2/p|/2
when 1 p  2 and cp(Q)= (Cnη1(Q))|1−2/p| when 2 p ∞.
Proof. We may assume that W = T ∗Rn. We start by consider the case p =∞. It follows
from Corollary 2.5(v) in [3] and its proof that B∞,1n (W) is continuously embedded in
s∞(W). This means that for some constant C > 0, one has for any b ∈ B∞,1n that
‖b‖s∞  C‖b‖B∞,1n = C
∞∑
k=0
2kn
∥∥ψk(D)b∥∥L∞, (2.6)
where {ψk} is as before. We let b = e−Q(D)a, where a ∈ L∞(W) and we have to discuss
the term ‖ψk(D)e−Q(D)a‖L∞ on the right-hand side of (2.6). We claim that
∥∥ψk(D)e−Q(D)a∥∥L∞  C
(
n∏
j=1
(
22kλj + 1
)−1)‖a‖L∞, k  1, (2.7)
for some constant C.
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Admitting this for a while it follows from (2.6) that for some constant C we have
∥∥e−Q(D)a∥∥
s∞  C
(∥∥ψ0(D)e−Q(D)a∥∥L∞ +
∞∑
k=1
2kn
(
n∏
j=1
(22kλj + 1)−1
)
‖a‖L∞
)
.
Since ψ0e−Q ∈ C∞0 , it follows easily that the first term on the right-hand side has a bound
of the form Cη1(Q)1/2‖a‖L∞ for some constant C. The last sum may be estimated by
C′η1(Q)1/2‖a‖L∞ for some C′, since
∞∑
k=1
2kn
n∏
j=1
(22kλj + 1)−1 
n∏
j=1
( ∞∑
k=1
(
2k
(
22kλj + 1
)−1))
 C(λ1 · · ·λn)−1/2  Cη1(Q)1/2.
Summing up it follows that ‖e−Q(D)a‖s∞  (Cnη(Q))1/2‖a‖L∞ for some constant Cn,
which gives the second inequality in (2.4) when p =∞.
The result follows now in general from this estimate, and Theorem 2.5 and its proof.
It remains therefore for us to prove (2.7). Let φk(X)= e−|X|2/22k − e−|X|2/22k−2 , where
k  1, and set ϕk =ψk/φk ∈C∞0 (W \ 0). For any a ∈L∞ we have
ψk(D)e
−Q(D)a = ϕk(D)φk(D)e−Q(D)a = π−2nϕˆk ∗
(Fσ (φke−Q)) ∗ a.
By Young’s inequality and the fact that {ϕˆk}k1 is a bounded set in L1 we get∥∥ψk(D)e−Q(D)a∥∥L∞  C∥∥Fσ (φke−Q)∥∥L1‖a‖L∞, (2.8)
for some constantC. We note thatFσ (φke−Q) is a difference between two Gauss functions.
In particular we may compute its L1-norm exactly, and it follows by some straight-forward
computations that for some constant C independent of k then
∥∥Fσ (φke−Q)∥∥L1  C
n∏
j=1
(
22kλj + 1
)−1
.
Combining this inequality with (2.8) we obtain (2.7), and the proof follows. ✷
Theorem 2.6. Let f (p) = 2n|1 − 2/p| when 1  p  2 and f (p) = n|1 − 2/p| when
2 p ∞. Then for any a ∈ S ′(W) we have for some constant C <∞ that
C−1‖a‖
B
p,max(p,p′)
−f (p′)
 ‖a‖sp  C‖a‖Bp,min(p,p′)f (p) , (2.9)
i.e. we have the following inclusions
B
p,min(p,p′)
f (p) (W)⊂ sp(W)⊂ Bp,max(p,p
′)
−f (p′) (W). (2.10)
In particular one has that (0.3) is true for any µ> 1.
Proof. In view of (2.3) it is enough to prove (2.9). We may assume that W = T ∗Rn and
set Q(X)= |X|2. Let a ∈ s1(W) and consider the sequence ‖ψk(D)a‖L1 , where k  0 and
the ψk are as above. We write ψk(D)= φk(D)e−Q(2−kD), where φk(X)=ψk(X)eQ(2−kX).
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Then there is a bound independent of k for the norm of φk(D) on Lp when 1  p ∞,
and it follows from Theorem 2.5′ therefore that
sup
k
2−kn
∥∥ψk(D)a∥∥L1 = sup
k
2−kn
∥∥φk(D)e−Q(2−kD)a∥∥L1
 C sup
k
2−kn
∥∥e−Q(2−kD)a∥∥
L1  C
′‖a‖s1 .
If a ∈ s∞(W) we find by similar arguments that
sup
k
2−2kn
∥∥ψk(D)a∥∥L∞  C‖a‖s∞ .
Combining these estimates with Proposition 1.10, the fact that s2 = B2,20 and standard
interpolation results in Besov spaces (see Theorem 6.4.5 in [1]) we may conclude now
that sp(W) is continuously embedded in Bp,max(p,p
′)
−f (p′) (W). From Theorem 2.5
′ we get also
the inclusions B1,12n (W)⊂ s1(W) and B∞,1n (W)⊂ s∞(W), and when 1 <p <∞, then the
first inclusion in the statement of the theorem follows from the second one combined with
duality arguments. This completes the proof. ✷
Remark 2.7. If we use Theorem 2.5 instead of Theorem 2.5′ in the proof of Theorem 2.6,
then we obtain the weaker inclusion Bp,min(p,p
′)
2n|1−2/p| ⊂ sp ⊂ Bp,max(p,p
′)
−2n|1−2/p| (cf. Theorem 2.2.7
in [16]). Moreover, it was proved already in [16] that for every µ> 1, then Hpµ2n|1−2/p| ⊂
sp when 1 p  2 and Hpµ3n|1−2/p| ⊂ sp when p > 2.
Remark 2.8. Let X = (x, ξ) be some fixed symplectic coordinates for W . Then the proof
of Theorem 2.6 works with no difference also for inclusion relations between sp(W), and
the modified Besov spaces Bp,qs1,...,s2n(W) equipped with corresponding modified Besov
norm, discussed in [2] and [3]. It follows that if cp = |1 − 2/p| when 1  p  2 and
cp = |1− 2/p|/2 when 2 p ∞, then
B
p,min(p,p′)
cp,...,cp (W)⊂ sp(W)⊂ Bp,max(p,p
′)
−cp′ ,...,−cp′ (W),
and that a similar estimate as (2.9) is valid after that the Besov norms have been replaced
by corresponding modified Besov norms.
Remark 2.9. By using Theorem 2.6 or Remark 2.8, and the invariant properties for sp(W)
in Proposition 1.11, one may obtain even sharper inclusion relations.
Remark 2.10. We note that from Theorem 2.6 implies that the inclusions
B
p,q
s ⊂ sp and sp′ ⊂ Bp
′,q ′
−s (2.11)
are true for 1 p  2, q = p, and s = f (p)= 2n|1− 2/p|. However, if instead s < f (p),
then (2.11) fails when s < f (p), for any choice of q .
In fact, by (2.3), duality and some applications of closed graph theorem it follows that
for any fixed ε > 0, it suffices to find a set at ∈ S(W), where 0 < t  1, which stays
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bounded in Hpf (p)−ε such that ‖at‖sp →∞ as t → 0. Set at (X) = t−n/p
′−ε/2e−|X|2/t .
Then ‖at‖sp →∞ as t→ 0, by Lemma 2.3.
On the other hand, let N  f (p) + n + 1 and set b = (1 − ∆)Na1. Then a simple
computation gives
‖at‖Hps = π−n‖Fσ (Kt) ∗ b‖Lp, where Kt(X)=
(
t + |X|2)s/2(1+ |X|2)−N,
where s = f (p) − ε. By applying some well-known facts concerning singular integral
operators (see Section 1.5 and Subsection 1.6.2 in [15]) one obtains ‖at‖Hpf (p)−ε 
Cp‖b‖Lp <∞ for some constant Cp independent of t , when 1 <p  2.
In the case p = 1, we observe that f (1)= 2n, and it follows easily that {Fσ (Kt )}0<t1
is a bounded set in L1, provided N is chosen large enough. This implies that ‖Fσ (Kt ) ∗
b‖L1  C‖b‖L1 <∞ for some C independent of t , and the desired bound for ‖at‖H 12n−ε
holds.
We have therefore proved that the inclusions in (2.11) with respect to the parameter s
are sharp for s = f (p)= 2n|1− 2/p| and 1 p  2.
From the optimization result of Boulkhemair (cf. the proof of Theorem 2.5′), it follows
that (2.11) is sharp also for s = f (∞)= n, when p =∞ and q = 1. Hence an improvement
for Theorem 2.6 with respect to the parameter s might exist only for 2 <p <∞ in (2.11).
If such improvement exists or not seems to be an open question for the author.
Remark 2.11. In [2] one presents similar results concerning the standard quantization in
pseudo-differential calculus.
Theorem 2.6 gives us a complete characterization of sp(W) ∩ E ′(W).
Corollary 2.12. Assume that p ∈ [1,∞]. Then E ′(W)∩ sp(W)= E ′(W)∩FσLp(W), and
there is a constant Cn,p such that
C−1n,pr−f (p
′)‖aˆ‖Lp  ‖a‖sp  Cn,prf (p)‖aˆ‖Lp, (2.12)
when r  1, f (p) is given by Theorem 2.6 and a ∈ E ′(W) is supported in a ball of radius r .
Proof. We have to prove (2.12) when a is supported in a ball of radius r > 1. Since sp(W)
and FσLp(W) are invariant under translations we may assume that aˆ = ψk(D)aˆ, with
ψk(X) = ψ(2−kX) as in the definition of the Besov spaces and with 2k−1  r  2k+1.
Then for every s ∈R and p,q ∈ [1,∞] there is a constant C > 0 such that
C−1rs‖aˆ‖Lp  ‖aˆ‖Bp,qs  Crs‖aˆ‖Lp .
A combination of this with Theorem 2.6 yields (2.12), since ‖a‖sp = ‖aˆ‖sp . ✷
3. Dilated convolutions and positivity
In the preceding section we presented Young type inequalities for convolutions in which
the product or at least one of the factors were Lp functions. In Theorem 3.3 below we give
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a Young type inequality in certain dilations of the Schatten–von Neumann classes. As a
preparation for this we introduce some notation and prove some technical lemmas.
We use the notation aρ(X)= a(ρX) when a ∈ S ′(W) and 0 = ρ ∈R. In the following
we let λρ be the hyperbolic rotation on Rn ×Rn, given by the formula
λρ(x, y)= (xρ, yρ),
where
xρ =
(
ρ + ρ−1)x/2+ (ρ−1 − ρ)y/2,
yρ =
(
ρ−1 − ρ)x/2+ (ρ + ρ−1)y/2.
We observe that λs ◦ λt = λst when s, t = 0. When W = T ∗Rn and A is the mapping
in (0.1) it follows from Lemma 1.3(v) and a simple computation that
(Aaρ)(x, y)= |ρ|−n(Aa)
(
λρ(x, y)
)
, a ∈ S ′(T ∗Rn). (3.1)
Lemma 3.1. Assume that a, b ∈ S(T ∗Rn), let A be the mapping (0.1), and set x ′s =
(x + y)/(2s). If 0 = s, t then(
A(as ∗ bt )
)
(x, y)= (2π)n/2|st|−n (3.2)
×
∫
(Aa)(x ′s − sz, x ′s + sz)(Ab)(xt + tz, yt − tz)dz.
Proof. Let Z = (z, ζ ) ∈ T ∗Rn and set w = bρ . By observing that a ∗ bρ =
∫
a(Z)wZ dZ,
where wZ =w(· −Z), and that∫
a(z, ζ )e−i〈x+y,ζ 〉 dζ = (2π)n/2(Aa)((x + y)/2− z, (x + y)/2+ z)
by (0.1), we obtain by using (3.1) and Lemma 1.3 again that
|ρ|n(A(a ∗ bρ))(x, y)
= |ρ|n
∫
a(Z)(AwZ)(x, y)dZ
=
∫∫
a(Z)e−i〈x+y,ζ 〉(Ab)
(
λρ(x + z, y − z)
)
dzdζ
= (2π)n/2
∫
(Aa)
(
(x + y)/2− z, (x + y)/2+ z)(Ab)(λρ(x + z, y − z))dz.
Now we have that (as ∗ bt )(X) = |s|−2n(a ∗ bt/s)(sX). If we insert this into the last
integral when ρ = t/s and observe that λt/s(xs, ys)= (xt , yt ), λt/s(z,−z)= (t/s)(z,−z)
and (xs + ys)= (x + y)/s we obtain, using (3.1),(
A(as ∗ bt )
)
(x, y)
= |s|−2n{A((a ∗ bt/s)s)}(x, y)
= |s|−3n{A(a ∗ bt/s)}(λs(x, y))
= (2π)n/2∣∣s2t∣∣−n ∫ (Aa)(x ′s − z, x ′s + z)(Ab)(xt + tz/s, yt − tz/s)dz.
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The lemma follows now if one takes z/s as a new variable of integration. ✷
In the following lemma we examine the integral in (3.2) in more detail under the extra
assumption that ±s−2 ± t−2 = 1 for some combination of + and −.
Lemma 3.2. Assume that s, t ∈R satisfies (−1)j s−2 + (−1)kt−2 = 1, for some choice of
j, k ∈ {0,1}. Set for any U ∈ S(Rn⊕Rn), U0,z(x, y)=U1,z(y, x)=U(x−z, y+z). Then
we have
A(as ∗ bt )= (2π)n/2|st|−n
∫
(Aa)j,z/s(s·)(Ab)k,−z/t (t ·)dz. (3.3)
Proof. We assume first that j = 1 and k = 0. By replacing z by z+ (x − y)/(2s2) in (3.2)
and using that t−2 − s−2 = 1, we obtain the following transformations of the variables in
the integrand
(x + y)/2s − sz → y/s − sz, (x + y)/2s + sz → x/s + sz,
xt + tz → x/t + tz, yt − tz → y/t − tz.
From Lemma 3.1 it follows that A(as ∗ bt )(x, y) equals
(2π)n/2|st|−n
∫
(Aa)(y/s − sz, x/s + sz)(Ab)(x/t + tz, y/t − tz)dz,
which gives (3.3) in this case. The other statements follow by similar arguments, where we
in (3.2) replace z by z+ (y − x)/(2s2) instead. The proof is complete. ✷
Theorem 3.3. Assume that p, q and r satisfies (0.4), and let s and t be real numbers with
±s−2 ± t−2 = 1 for some choice of ± at each place. (3.4)
Then the mapping (a, b) → as ∗ bt on S(W), where as(X) = a(sX) and bt (Y ) = b(tY ),
extends uniquely to a continuous mapping from sp × sq to sr , if one requires that as ∗ bt is
the ordinary convolution when a or b are in S . One has the estimate
‖as ∗ bt‖sr  Cn‖a‖sp‖b‖sq , (3.5)
where C = (2π)1/2|s|−2/p|t|−2/q .
Proof. We may assume that W = T ∗Rn, and start to prove the theorem in the case
p = q = r = 1. By Proposition 1.10 it follows that we may assume that u and v are rank
one elements, satisfying ‖u‖s1 = ‖v‖s1 = 1. If A is the mapping in (0.1), then it follows
that Au= f1 ⊗ f2 and Av = g1 ⊗ g2, for some unit vectors f1, f2, g1, g2 ∈L2. Set
F(x, z) = f2(x/s − sz)g1(x/t + tz),
G(y, z) = f1(y/s + sz)g2(y/t − tz).
It follows from (3.3) that
A(us ∗ vt )(x, y)= (2π)n/2|st|−n
∫
F(x, z)G(y, z)dz.
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This implies that
‖us ∗ vt‖s1  (2π)n/2|st|−n
∫
‖F(·, z)‖L2‖G(·, z)‖L2 dz
 (2π)n/2|st|−n‖F‖L2‖G‖L2  (2π)n/2|st|−2n.
This proves the result in the case p = q = r = 1.
Next we prove the theorem when at least one of p or q are infinite. The condition on
p, q and r implies that p = r =∞ and q = 1, or q = r =∞ and p = 1. It is enough to
consider the first of these cases.
Assume that a ∈ s∞ and that b, c ∈ S . Then
〈as ∗ bt , c〉 = |s|−4n〈a, bˇt/s ∗ c1/s〉.
We observe that condition (3.4) is invariant under the transformation (t, s) → (t/s,1/s).
By the first part of the proof we have therefore the estimate
|s|−4n‖bˇt/s ∗ c1/s‖s1  (2π)n/2|t|−2n‖b‖s1‖c‖s1 .
Hence ‖as ∗ bt‖s∞  (2π)n/2|t|−2n‖a‖s∞‖b‖s1 , and it follows that the mapping s∞ × S '
(a, b) → as ∗ bt ∈ s∞ extends uniquely to a continuous bilinear mapping from s∞ × s1 to
s∞, and that (3.5) is fulfilled.
In order to prove the result for general p,q, r ∈ [1,∞], satisfying (0.4), we recall that
the usual interpolation results which hold for Lp-spaces, are valid also when theLp-spaces
are replaced by the sp-spaces. (See Subsection 1.2 in [18].) Hence the result follows in
general from the estimates above, by similar interpolation arguments which are used when
Young’s inequality is proved by interpolation. (See Chapter IX in [11].) ✷
Remark 3.4. A proof without any use of interpolation is presented in Section 2.3 in [16].
There is a natural generalization of Theorem 3.3 to the case of more than two factors in
the convolution. We recall that the corresponding Young condition (0.4) for the exponents
when we have convolutions with N functions is
p1
−1 + · · · + pN−1 =N − 1+ r−1, 1 p1, . . . , pN , r ∞. (0.4′)
Theorem 3.3′ 1. Assume that p1, . . . , pN and r satisfy (0.4′), and let tj , 1  j  N , be
real numbers with
±t−21 ± · · · ± t−2N = 1 for some choice of ± at each place. (3.4′)
Then the mapping (a1, . . . , aN) → (a1)t1 ∗ · · · ∗ (aN)tN on S(W), where (aj )tj (X) =
aj (tjX), extends uniquely to a continuous mapping from sp1 × · · · × spN to sr , if one
requires that (a1)t1 ∗ · · · ∗ (aN)tN is the ordinary convolution when aj ∈ S for all j . One
has the estimate∥∥(a1)t1 ∗ · · · ∗ (aN)tN∥∥sr  Cn‖a1‖sp1 · · · ‖aN‖spN , (3.5′)
where C = (2π)(N−1)/2|t1|−2/p1 · · · |tN |−2/pN .
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Proof. We may assume that N > 2 and that the theorem is already proved for lower
values on N . We first assume also that pj < ∞, for every j . The condition on tj is
that c1t−21 + · · · + cN t−2N = 1, where cj ∈ {±1}. For symmetry reasons we may assume
that c1t−21 + · · · + cN−1t−2N−1 = ρ−2, where ρ > 0. Set t ′j = tj /ρ, for j = 1, . . . ,N . Then
c1(t ′1)
−2 + · · · + cN−1(t ′N−1)−2 = 1, and it follows that
∥∥(a1)t ′1 ∗ · · · ∗ (aN−1)t ′N−1∥∥sr1  (2π)n(N−2)/2
N−1∏
j=1
|t ′j |−2n/pj ‖a‖spj .
Here r1 satisfies 1/p1 + · · ·+ 1/pN−1 =N − 2+ 1/r1, which implies that 1/r1 + 1/pN =
1+ 1/r , and r1  1 since pN  r . Since
(a1)t1 ∗ · · · ∗ (aN)tN = ρn(4−2N)
(
(a1)t ′1 ∗ · · · ∗ (aN−1)t ′N−1
)
ρ
∗ (aN)tN
and ρ−2 + cNt−2N = 1, it follows that
‖(a1)t1 · · · (aN)tN ‖sr  (2π)n(N−1)/2Cn1 ‖a1‖sp1 ∗ · · · ∗ ‖aN‖spN ,
where
C1 = ρ(4−2N−2/r1)|tN |−2/pN
N−1∏
j=1
|t ′j |−2/pj =
N∏
j=1
|tj |−2/pj .
This proves the assertion when the pj are finite.
The extension of Theorem 3.3 to the multi-linear case where one permits some pj to
be infinite follows by the same arguments as in the proof of Theorem 3.3. We omit the
details. ✷
Corollary 3.5. Assume that p1, . . . , pN and r satisfy (0.4′), and let tj , 1 j N , be real
numbers = 0 with
±t21 ± · · · ± t2N = 1 for some choice of ± at each place. (3.6)
Then the mapping (a1, . . . , aN) → (a1)t1 · · · (aN)tN on S(W), where (aj )tj (X)= aj (tjX),
1  j  N , extends uniquely to a continuous mapping from sp1 × · · · × spN to sr , if
one requires that (a1)t1 · · · (aN)tN is the ordinary multiplication of a distribution by test
functions when aj ∈ S for all j with pj <∞. One has the estimate∥∥(a1)t1 · · · (aN)tN∥∥sr  Cn‖a1‖sp1 · · · ‖aN‖spN , (3.7)
where C = (2/π)(N−1)/2|t1|−2/p′1 · · · |tN |−2/p′N .
Moreover, the product is positive semi-definite in the sense of Definition 1.14, if this is
true for each factor.
Proof. The first part of the corollary follows from (1.2) and Theorem 3.3′ since the Fourier
transform is unitary on sp(W), and Fσ (as)= |s|−2n(aˆ)1/s .
When verifying the positivity statement we may argue by induction as in the proof
of Theorem 3.3′. This together with Proposition 1.10 and some simple arguments of
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approximation shows that it suffices for us to prove that asbt is positive semi-definite when
±s2 ± t2 = 1, st = 0, and a, b ∈ S(W) are simple in the sense of Definition 1.7. (See
also (3) of Proposition 1.8.)
We write
asbt = π−nFσ (Fσ as ∗Fσ bt )= π−n|st|−2nFσ
(
(Fσ )1/s ∗ (Fσ b)1/t
)
.
If we set for any U ∈ S(V ⊕ V ), U0,z(x, y) = U1,z(−y,−x)= U(x + z, y + z), then it
follows from Lemma 1.3 and Lemma 3.2 that
A(asbt )(x, y)= (2/π)n/2|st|−n
∫
(Aa)j,z/s(sx, sy)(Ab)k,−z/t(tx, ty)dz,
for some choice of j, k ∈ {0,1}. Since a and b are simple we find that the integrand is of the
form φz(x)⊗ φz(y) in all these cases. This proves that A(asbt) is a positive semi-definite
operator. ✷
Remark 3.6. Assume that the hypothesis in Theorem 3.3′ is fulfilled and that in
addition awj (x,D) is positive semi-definite for every j = 1, . . . ,N . Then ((a1)t1 ∗ · · · ∗
(aN)tN )
w(x,D) is positive semi-definite by (1.2), Proposition 1.13 and Corollary 3.5.
Remark 3.7. We observe from the proofs of Theorem 3.3′ and Corollary 3.5 that the maps
s∞ × s1 × · · · × s1 ' (a1, a2, . . . , aN) → (a1)t1 ∗ · · · ∗ (aN)tN ∈ s∞,
when t1, . . . , tN satisfy (3.4)′, and
s∞ × s1 × · · · × s1 ' (a1, a2, . . . , aN) → (a1)t1 · · · (aN)tN ∈ s∞,
when t1, . . . , tN satisfy (3.6), are sequently continuous if one replaces the topology of s∞
by the weak∗ topology.
Remark 3.8. From Theorem 3.3′, Corollary 3.5 and their proofs, we get the following: Let
X = (x, ξ) be some symplectic coordinates which we shall keep fixed, and assume that
p1, . . . , pN , r ∈ [1,∞] satisfy (0.4′). Let tj = (tj,1, . . . , tj,n), where 1  j N , be some
elements in Rn such that
±t1,kα ± · · · ± tN,kα = 1, for some choice of ± at each place. (3.4′′)
If (3.4′′) holds for α = −2 and every 1  k  n, then the mapping (a1, . . . , aN) →
(a1)t1 ∗ · · · ∗ (aN)tN on S(W), where
(aj )tj (X)= aj (tj,1x1, . . . , tj,nxn, tj,1ξ1, . . . , tj,nξn),
extends uniquely to a continuous mapping from sp1 × · · · × spN to sr . One has that (3.5′)
is true when Cn = (2π)n(N−1)/2∏Nj=1∏nk=1 |tj,k|−2/pj .
If instead (3.4)′′ holds for α = 2 and every 1 k  n, then the mapping (a1, . . . , aN) →
(a1)t1 · · · (aN)tN on S(W) extends uniquely to a continuous map from sp1 ×· · ·× spN to sr .
One has that the estimate (3.7) is valid for Cn = (2/π)n(N−1)/2∏Nj=1∏nk=1 |tj,k|−2/p′j .
Moreover, the product is positive definite in the sense of Definition 1.14 if this is true for
each factor.
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Remark 3.9. Any product of an odd number of elements in s1(W) is again in s1(W). In
fact, s1(W) is invariant under multiplication by functions in FL1, and s1(W) · s1(W) ⊂
FL1 by Theorem 2.1 since s1(W) is invariant under Fourier transformation. This is also a
consequence of Corollary 3.5 if we choose tj = 1 for every j . In both cases we obtain the
estimate
‖uvw‖s1  (2/π)n‖u‖s1‖v‖s1‖w‖s1 .
By repeating these arguments it follows that aα11 · · ·aαNN ∈ s1(W) and ‖aα11 · · ·aαNN ‖s1 
(2/π)n(|α|−1)/2
∏‖aj‖αjs1 , when a1, . . . , aN ∈ s1(W) and |α| is odd. Hence Corollary 3.10
below is a simple consequence of Corollary 3.5.
Corollary 3.10. Let f :D → C be an odd analytic function, where D is the polydisc
{z ∈ CN ; |zj | < Rj , for some Rj > 0, j = 1, . . . ,N . Assume that f has the expansion
f (z) =∑α cαzα , and set g(z) =∑α |cα|zα . Then for any sequence a1, . . . , aN ∈ s1(W)
such that ‖aj‖s1 < (2/π)n/2Rj , when j = 1, . . . ,N , we have that f (a)= f (a1, . . . , aN)
is well-defined and belongs to s1(W). One has the estimate
‖f (a)‖s1  g
(
(2/π)n/2‖a1‖s1 , . . . , (2/π)n/2‖aN‖s1
)
.
If in addition a1, . . . , aN ∈ C+(W) (cf. Definition 1.14), then g(a) ∈ C+(W).
An open question for the author is whether Theorem 3.3′ and Corollary 3.5 are true
for other dilations, which in turn could then lead to improvements of Corollary 3.10.
According to these questions we note that s1, and therefore s∞ by duality, are not stable
under dilations (see Proposition 2.1.12 in [16]). A proof of this fact will be presented in
the paper concerning positivity questions in the topic (cf. Section 0).
Remark 3.11. In [20] one presents also a Young type inequality for a family of increasing
Banach spaces Spw(W), which satisfies Spw ⊂ sp and S00,0(W)⊂ S∞w (W)⊂ C(W).
From Corollary 3.5 we can also obtain results about support properties of functions
in C+(W).
Corollary 3.12. Assume that Ω is some open neighbourhood of the origin in W . Then one
can find a ∈ C+(W) ∩C∞0 (Ω) such that a  0 and a(0)= 1.
Proof. We let φ ∈C∞0 (W) \ 0 and set ψ = φ ∗σ φ˜. Then ψ ∈ C∞0 (W)∩ (C+(W) \ 0). By
taking φ even we achieve that ψ is even, and since ψ = ψ˜ it follows that ψ is real-valued.
But then an application of Corollary 3.5 shows that the function a(X) = ψ2(X/√2)
belongs to C+(W). It is nonnegative and smooth, and its support is contained in Ω , if
one chooses φ with a sufficiently small support. ✷
Remark 3.13. It follows from Proposition 2.3.8 in [16] that u= 0 if u ∈ C+ and Fσ u has
compact support.
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4. Some applications to the Weyl calculus
We shall now apply some results in the previous sections to the Weyl calculus. The
section starts by discussing the connection between the twisted convolution and the Weyl
calculus. We consider also Toeplitz operators on L2 and we compute the Weyl symbols of
these operators. It follows that the results in previous sections may be applied also to the
Toeplitz operators. In particular we prove that the definition of the Toeplitz operators may
be extended to some other symbol classes than the usual ones.
We start by reformulate some questions about positivity and continuity of pseudo-
differential operators in terms of the twisted convolution.
Definition 4.1. Assume that u is simple. (See Definition 1.7.) Then L2u(W) is the closed
left ideal given by L2u(W)= {v ∗σ u; v ∈ L2(W)}.
We observe that L2u(W)⊂ s1(W). If A is the mapping in (0.1) then u ∈L2(W) is simple
if and only if Au= f ⊗ f¯ , where f ∈ L2(V ) is a unit vector, and for such choice of f ,
then (1.4) and Proposition 1.8 proves that AL2u(W)= L2(V )⊗ f¯ .
Definition 4.2. Let u ∈ L2(W) be simple, a ∈ s∞(W) and b ∈ L∞(W). Then Opu(a) and
the Toeplitz operator Tpu(b) on L2u(W) are given by the formulas
Opu(a)v = (2π)−n/2aˆ ∗σ v, Tpu(b)v =
(
b(−2·)v) ∗σ u.
We observe that Opu(a) is a bounded operators on the Hilbert space L2u(W). The reason
why we have inserted the factor −2 in the argument of the function b will be obvious when
we compare Tpu(b) with Opu(b) later on.
Proposition 4.3. Let u ∈ L2(W), be simple. Then there is a unitary operator T :L2(V )→
L2u(W) such that for any a ∈ s∞(W) we have aw(x,D)= T ∗ Opu(a)T .
Proof. LetA be the transformation in (0.1). IfAu= f ⊗ f¯ , then A(L2u(W))= L2(V )⊗ f¯ ,
which we identify with L2(V ). The restriction T to L2(V ) ⊗ f¯ of A−1 is unitary from
L2(V )⊗ f¯ to L2u(W). If v ∈L2u(W) it follows then from Lemma 1.3(ii) that
T ∗ Opu(a)v = (2π)−n/2A(aˆ ∗σ v)= (2π)−n/2Aaˆ ◦Av = aw(x,D)T ∗v.
Next we shall consider the Toeplitz operator Tpu(a). We let Pu be the orthogonal
projection onto L2u(W). Since u= u˜= u ∗σ u and v → v ∗σ u is a self-adjoint operator on
L2(W) with range contained in L2u(W), which restricts to the identity on L2u(W), it follows
that
Puv = v ∗σ u.
In particular one has that Tpu(a)= Pu(b(−2·)v), in view of Definition 4.2.
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Since (Pu(bv),w) = (bv,w), when v,w ∈ L2u(W) and b ∈ L∞(W), the following
result is an immediate consequence of the definitions and the proof of Proposition 4.3.
Proposition 4.4. If a ∈L∞(W) then (Tpu(a))∗ = Tpu(a),∥∥Tpu(a)∥∥ ‖a‖L∞,
where the left-hand side denotes the operator norm, and Tpu(a) is positive semi-definite
if a  0. Moreover, if Au = f ⊗ f¯ , Tp(a) is given by (0.5), and T is the operator in
Proposition 4.3, then Tp(a)= T ∗ Tpu(a)T .
Before stating the next result we recall from Theorem 2.1 that a ∗ v is defined when
a ∈ L∞(W) and v ∈ s1(W), and then a∗v ∈ s∞(W). In particular it follows that Opu(a∗v)
makes sense.
Proposition 4.5. Assume that a ∈ L∞(W) and that u is simple, and set uF = (2π)n/2uˆ.
Then
Tpu(a)= Opu(a ∗ uF ). (4.1)
The proof is based on the following result.
Proposition 4.6. Assume that a,u, v ∈ s1(W) and that u is simple, and let a2(X)= a(2X)
as before. Then(
a ∗ (v ∗σ u)
) ∗σ u= (2π)n(a2uˇ) ∗σ (v ∗σ u). (4.2)
Proof. A simple argument of approximation, which makes use of Theorem 2.1 to control
the norm in L1 of a ∗ (v ∗σ u), allows us to assume that a, u and v are in S . We may
assume that W = T ∗Rn, and we let A be the mapping in (0.1). Let us set φ = (2π)na2uˇ
and consider Aψ as an operator on L2(Rn) when ψ ∈L2(T ∗Rn), and let the action of Aψ
on h ∈ L2(Rn) is denoted (Aψ) · h. Then Eq. (4.2) means that(
A(a ∗ (v ∗σ u))
) · f = (Aφ) · g, (4.3)
if Au= f ⊗ f¯ and g = (Av) · f .
It follows from (3.2) that the left-hand side of (4.3) is the function
x → (2π)n/2
∫∫
(Aa)((x + y)/2− z, (x + y)/2+ z)
× g(x + z)(Au)(y, y − z)dy dz.
If we take (x + z, x + y) as new variables of integration this expression is transformed to
(2π)n/2
∫∫
(Aa)(x − y + z/2, y − x + z/2)(Au)(z− x, z− y)g(y)dy dz.
The right-hand side of (4.3) equals ∫ (Aφ)(x, y)g(y)dy . Thus we have to show that if
x ′ = y − x , then
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(Aφ)(x, y) = (2π)n/2
∫
(Aa)(−x ′ + z/2, x ′ + z/2)(Au)(z− x, z− y)dz.
By (1.2) and Lemma 1.3(ii), we may write
Aφ(x, y)= (2π)nA(a2uˇ)(x, y)= 2−nA
(
aˆ1/2 ∗Fσ (uˇ)
)
(−x, y),
and the assertion now follows from (3.2) and another application of Lemma 1.3(ii). The
proof is complete. ✷
Proof Proposition 4.5. We have to prove that(
a(−2·)(v ∗σ u)
) ∗σ u= (2π)−n/2bˆ ∗σ (v ∗σ u), (4.4)
when b= a∗uF and v ∈ S(W). Since the convolution is continuous fromL∞(W)×s1(W)
to s∞(W) we may assume also that u ∈ S(W). Then by approximating a by a sequence
in S(W) which is bounded in L∞(W) and tends to a almost everywhere we see that it
is no restriction to assume also that a ∈ S(W). We now apply (1.2), Proposition 1.6 and
Proposition 4.6 which show that the Fourier transform of the left-hand side of (4.4) equals
(4π)−n
(
(aˆ)−1/2 ∗ (vˆ ∗σ u)
) ∗σ u= 2−n((Fσ aˇ)uˇ) ∗σ (vˆ ∗σ u),
while the Fourier transform of the right-hand side equals (2π)−n/2(Fσ bˇ)∗σ (vˆ ∗σ u). Thus
we have to show that 2−naˆu = (2π)−n/2bˆ. But this equation follows from the fact that
Fσ b= πn(Fσ a)(FσuF )= πn(2π)−n/2aˆu, so the proof is complete. ✷
Remark 4.7. We defined Tpu(a) under the condition that a ∈L∞(W) and then we proved
that (4.1) holds. Since the right-hand side of that formula makes sense when a ∗ uF ∈
s∞(W), it follows from Theorem 3.3 that Tpu(a) is defined when a(
√
2·) ∈ s∞(W). It fol-
lows from similar arguments also that if u is simple and u(ρ·) ∈ s1(W) for every ρ = 0,
then Tpu(a) is defined for every a ∈ S ′(W) such that a(ρ·) ∈ s∞(W) for some ρ = 0.
Example. Assume that 0 a ∈ L∞(T ∗Rn), and set b = a ∗ uF , for some u ∈ C+(T ∗V ).
Then bw(x,D)  0 by Proposition 4.3, Proposition 4.4 and Proposition 4.5. If we let
u= A−1(f ⊗ f¯ ), where A is the map in (0.1), and f (x)= π−n/4e−|x|2/2, then u(x, ξ)=
(2/π)n/2e−(|x|2+|ξ |2). By using that b = a ∗ uF = e∆a we have that awt (x,D)  0, if
at = et∆a and t = 1. Replacing a by es∆a, where s  0, then es∆a  0 and we may
conclude that awt (x,D) 0 when t  1.
Next we make some remarks on positivity of the operators Opu(a) and Tpu(a). We
recall from Proposition 4.3 that Opu(a) is unitarily equivalent to aw(x,D) when a ∈
s∞(W) and u is simple. It follows from Proposition 1.13 that this operator is positive
semi-definite if and only if aˆ is positive semi-definite in the sense of Definition 1.14.
It is well known from the theory of pseudo-differential operators that positivity of
aw(x,D) is a translation invariant condition on a. This is also obvious from the following
result.
Proposition 4.8. Let a ∈ s∞(W). Then aw(x,D) is a positive semi-definite operator if and
only if a ∗ vˆ  0 for every v ∈C+(W).
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Proof. It follows from Theorem 2.1 that a ∗ vˆ ∈ L∞. We have to prove that aw(x,D) 0
if and only if 〈a ∗ vˆ, φ〉  0 when 0  φ ∈ C∞0 . The condition that aw(x,D) is a
positive semi-definite operator, or equivalently, that aˆ is positive semi-definite, means that
〈aˆ, v〉 = 〈a,Fσ vˇ〉 0 for every v ∈ C+(W). However, since FσC+(W) is invariant under
translations by Lemma 1.3(ii) and (iii) and Proposition 1.10, this condition is equivalent
to the condition that 〈a ∗ vˆ, φ〉 = 〈a, (Fσ vˇ) ∗ φ〉  0 for every v ∈ C+(W) and every
0 φ ∈C∞0 (W). ✷
It follows from the following corollary that if aw(x,D) 0, then there is a large class
of nonnegative functions φ ∈ L1(W) such that a ∗ φ  0.
Corollary 4.9. Assume that u,v,w ∈ C+(W) and set φ = uˆ ∗ vˆ(
√
2·) ∗ wˆ(√2·). Then φ is
a bounded, integrable and nonnegative function, and a ∗ φ  0 for every a ∈ s∞(W) such
that aw(x,D) 0.
Proof. If v1 ∈ C+(W) then (Fσ v1)w(x,D) 0 by (0.1) and Lemma 1.3. It follows from
Proposition 4.8 therefore that (Fσ v1)∗ wˆ  0. We know from Corollary 3.5 that u(
√
2·)v ∈
C+(W). Replacing v1 by v or by u(
√
2·)v we have therefore proved that vˆ ∗ wˆ 0 and that
φ  0. Assume now that aw(x,D) 0. Since a ∗ uˆ 0 by Proposition 4.8 it follows that
a ∗φ  0. The proof is then completed by an application of Theorem 2.1 and Theorem 3.3,
which show that vˆ(
√
2·) ∗ wˆ(√2·) ∈ s1(W) and φ ∈L1(W). ✷
For rank one elements we have also the following positivity result.
Proposition 4.10. Assume that u ∈ s∞(W) is an element of rank one, and let a(X) =
|u(X/√2)|2. Then aw(x,D) 0.
Proof. Let c=Fσ u. Then c is of rank one, and it follows that aˆ = (4/π)nc(
√
2·)∗ c˜(√2·).
By Proposition 1.13 the result follows if we prove that aˆ is positive semi-definite in the
sense of Definition 1.14. If Ac= f ⊗ g, then Ac˜= g⊗ f¯ . Hence Lemma 3.2 with a = c,
b= c˜ and s = t =√2 gives
A
(
c(
√
2·) ∗ c˜(√2·))(x, y)= (π/2)n/2 ∫ φz(x)φz(y)dz, (4.5)
where φz(x)= f (
√
2x − z)g(√2x + z). The result follows now since the right hand side
of (4.5) is a positive semi-definite operator. The proof is complete. ✷
For Toeplitz operators we have the following characterization of positivity:
Proposition 4.11. Assume that a ∈ L∞(W) and that u ∈ (L2(W),∗σ ) is simple. Then
Tpu(a) is positive semi-definite if and only if a ∗ |v(·/2)|2  0 for every v ∈ L2u(W).
Proof. The condition on a that Tpu(a) = Opu(a ∗ uF ) is positive semi-definite means
that
∫
a(−2Y )|v(Y )|2 dY  0 for every v ∈ L2u. It follows from Proposition 4.8 that
the condition that a ∗ uF is positive semi-definite is invariant under translations acting
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on a. Hence Tpu(a) 0 if and only if
∫
a(X − 2Y )|v(Y )|2 dY  0 for every v ∈ L2u and
every X ∈W . ✷
Proposition 4.12. Assume that a ∈ s∞(W) and that aw(x,D) 0. Then Tpu(b) 0 when
b(X)= a(X/√2).
Proof. That Tpu(b) is positive semi-definite means that aˆ(
√
2·)u is positive semi-definite.
This follows from (0.1) and Lemma 1.3, Proposition 4.4 and Proposition 4.5. The result is
therefore a consequence of Corollary 3.5. ✷
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