Compensating for fluorescence overlap in multiparameter flow cytometry datasets, of which one parameter is linear distributed and at least one parameter is logarithmic distributed, leads usually to extreme high compensation values. We investigated this phenomenon with an adapted flow cytometry model, of which the two parameters can easily be converted from linear to logarithmic and vice versa. With the adapted model, spectral compensation was performed both for linearlogarithmic and linear-linear parameter distribution. The results of the flow cytometry model were validated with a real world example which was also compensated twice. The results of the two experiments show that the compensation values equal to the theoretically expected value when both parameters are linear distributed. However, the compensation value exceeds 100% when one of the two parameters is logarithmic distributed. In addition, we found that spectral compensation of differently distributed parameters leads to deformation of the compensated events. With the adapted flow cytometry model presented in this paper it is shown how to correctly compensate flow cytometry acquisitions with different distributed parameters.
Introduction
In flow cytometry, specific binding sites on the cell surface, nucleus or DNA strands are labelled with a set of fluorochromes (one for each type of binding site). In a flow cytometer, these cells are radiated with a laser (excitation) and each type of fluorochrome emits light with a specific wavelength distribution, the primary fluores-cence signals. In addition, two non-fluorescence primary signals are acquired. These two are caused by right angle (side scatter) and forward scattered laser light on the individual cells. The light intensity of each primary signal is acquired with a separate photo multiplier tube (PMT). An exception is the forward scatter signal, which is acquired with a photo diode. The acquired intensity of each primary signal is referred to as a parameter. The combination of acquired parameters, for each cell, is called an event. Sometimes a PMT acquires, next to it's primary signal, a part of the wave length distribution of one or more other fluorochromes, the secondary signal(s). This overlap of fluorescence signals, is referred to as spectral cross-over. Spectral compensation is the method to subtract the secondary cross-over signal(s) from the total acquired fluorescence intensity signal, which leaves the primary signal [1] - [8] .
In the PMT's of a flow cytometer, the intensity of fluorescence and scattered light signals is transformed to linear distributed integers, the parameter values. The maximal possible value of the parameters determines the resolution (C) of the PMT's. C is always a power of 2, for example 256, 1024 or 4096. For analysis of a flow cytometry acquisition, the parameter values are stored in a data matrix, the list-mode file. In a list mode file the rows represent the individual events, and the columns represent the parameter values. After passing a PMT, linear acquired fluorescence signals can be transformed to a log scale, which is often referred to as logarithmic acquisition. This transformation can be done mathematically, with a look-up table or electronically with a logarithmic amplifier that is connected to the PMT. Logarithmically transformed events are also stored as integers in a list-mode file in a range from 1 to C. However, logarithmically transformed integers in a list-mode file, represent log decades, instead of linear distributed integers [9] . Before spectral compensation, logarithmically transformed events are commonly rescaled into a 4 decade log scale, usually in a range from 1 to 10,000. This rescaling does not change the distribution of the events, it changes the parameter values of the logarithmically transformed events.
When genotype and phenotype characteristics of a cell type have been acquired simultaneously in a flow cytometry acquisition, the DNA content is always expressed in the linear domain, usually in a range from 1 to 1024. The phenotype parameters are always logarithmically transformed and rescaled (logarithmic domain). In the case of spectral overlap between linear and logarithmic distributed parameters, logarithmic transformed and rescaled events need to be compensated for spectral cross-over from linear acquired events, and vice versa. However, compensation theory is originally designed for acquisitions in which all parameters are in the linear domain [1] , and is commonly applied for acquisitions in which all parameters are logarithmically transformed and rescaled. There is no published knowledge about the effects of applying compensation theory on linearlogarithmic distributed acquisitions. In this paper spectral compensation is compared between two parameter acquisitions in the linear domain and the same two acquisitions in which one parameter is logarithmically transformed and rescaled. One pair of acquisitions is modelled with a modified model of a flow cytometry acquisition, initially presented by Roederer [5] . One pair of acquisitions consists of a real world example.
Methods

The Flow Cytometry Model
The purpose of the model presented in this paragraph is to simulate a two parameter flow cytometry acquisition under controlled conditions. The fluorochrome intensity of the parameter that crosses-over is evenly distributed from the first to the last bin and therefore the amount of cross-over is also evenly distributed. The other parameter does not cross-over and contains both fluorochrome negative and positive events. This makes it possible to study the effect of compensation on both high and low intensity events. Further more, there are four different threshold lines included in the model. The lines are made up of C two dimensional points that can be regarded as 2 parameter events and can therefore be compensated along with the other events in de model. The purpose of these four lines is to study the effect of spectral compensation on threshold settings. The flow cytometry simulation model presented by Roederer was modified to acquire fluorescence and spectral cross-over in the linear domain. The main advantage of linear acquisition is that the individual parameters of the simulated events can easily be converted to a log scale and vice versa. The main reason to do so, is to compensate in different domains and recalculate the results to a standard domain for comparison of the results.
The model simulates a two color flow cytometry experiment using experimental fluorochrome EF-1 and -2. The primary detector (FL1) acquires only the fluorescence of EF-1. The secondary cross-over detector (FL2) acquires the fluorescence of EF-2 and spectral overlap from EF-1. The presented model does not apply intra channel randomization to the events. The specifications of the model are:
1) Events detected in the primary detector (FL1) are integers (int) evenly distributed in the linear domain with a range from 1 to C. With C the resolution of the simulated photo multiplier tube. In total 40,000 events where modeled. Ru is defined as a vector containing 40,000 random numbers from a uniform distribution between 0 and 1.
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2) Half of the 40,000 events are negative for EF-2, and show only auto fluorescence (Af) in FL2 which is normally distributed in the linear domain, centered at bin number 10 with a standard deviation of 5 bins. Rn is defined as a vector containing 20,000 random numbers from a normal distribution with a mean of 0 and a standard deviation of 1. 
3) The other half of the 40,000 events is positive for EF-2 (Po), and are normally distributed in the linear domain in FL2, centered at bin number 250 with a standard deviation of 15 bins. Rn is defined as a vector containing 20,000 random numbers from a normal distribution with a mean of 0 and a standard deviation of 1. 
4) The total fluorescence intensity acquired in FL2 for the negative events, is the summation of AF, the crossover fluorescence intensity from EF-1 (s × FL1, with "s" the model compensation value), an error term relating to the relative photon count statistics (where the relative photon count is P), and an error term relating to the measurement error E. Both error terms are explained in Section 2.3. 
5) The total fluorescence intensity acquired in FL2 for the positive events is the summation of Po, the cross-over fluorescence intensity from EF-1 (s × FL1, with "s" the model compensation value), and both previous described error terms. 
Until here the model is based on Roederer's approach. From this point we have added a compensation trace line, threshold lines, logarithmic transformation and rescaling of the simulated events and threshold lines.
6) The compensation trace line (CTL) is defined as the best fit of a linear equation, through the two parameters of the 20,000 EF-2 negative events [10] . In the linear equation, "a" equals the compensation value and "b" equals the offset.
:
Compensation of the FL2 signal is performed by subtraction of the compensation value times the primary fluorescence in FL1 from the total fluorescence acquired in
8) Four threshold lines are defined, parallel to the CTL, with offsets (b) of 20, 35, 200 and 300. 9) For logarithmic transformation of the acquired parameters, a formula is used that is described for the widely used compensation and analysis software Winlist [9] . This transformation is defined as:
With FL log the logarithmic transformed events, FL lin the linear values generated by the model, C log the number of bins in the logarithmic domain and C the resolution of the photo multiplier tube.
10) The rescaling of the logarithmic transformed events to a 4 decade log scale with a range from 1 to 10,000, is done with the equation:
With FL resc the logarithmic transformed and rescaled values and "D" the number of log decades, FL log the logarithmic transformed events, FL lin the linear values generated by the model, C log the number of bins in the logarithmic domain.
Two Color Acquisition
For validation of the model, a single cell suspension (200 µl) was generated from an axillary lymph node containing metastatic tumor cells, from a breast cancer patient. The preparation of the single cell suspension is described in [13] - [15] . For the validation experiment the single cell suspension was split in two; one served as negative control and was incubated with 2 µl of a non-relevant mouse monoclonal antibody isotype IgG1 (X 0931, DAKO; diluted 1/20); the second one served as test sample and was incubated with 10 µl of a cytokeratin monoclonal antibody isotype IgG1 (clone MNF116; M 0821, DAKO; diluted 1/20, DAKO). After overnight incubation the two single cell suspensions were washed twice with phosphate buffered saline (PBS, pH 7.4), and incubated with a polyclonal goat anti-mouse FITC (F0479, DAKO, diluted 1/20) for 1.5 hours, followed by another two washing steps. After these last washing steps, 2 ml PI (1 µg/ml, Sigma) was added for DNA labeling. For further details see [13] .
The samples were acquired on a BD FACS Calibur (BD Biosciences, San Jose, CA) flow cytometer with a single 488 nm argon laser. The fluorescence was measured using the standard PMT's and optical filters (530/30 nm BP filter for FITC and 670 nm LP filter for PI). For FITC emission the pulse height was recorded (FL1h), for PI emission, in addition to the pulse height (FL3h), also the pulse width (FL3w) and the area (FL3a), were recorded. For each sample 100,000 events were acquired, triggered on FL3. The DNA content was recorded in linear mode with a resolution of 1024 units. The FITC expression was recorded in logarithmic mode with 4 log decades in a range of 10 0 to 10 4 , also using a resolution of 1024 units. No hardware compensation was performed during flow cytometric acquisition.
Compensation of the FITC intensity for spectral overlap of PI was done automatically with the data driven compensation (DDC) algorithm [10] . This algorithm determines all the events, in both the negative control and the test, which have exactly the same combination of PI and FITC intensities. These events are called the common counts (CC). These CC should be zero after compensation because they appear in both the NC and the test and the NC should not contain positive events. Events that should be zero after compensation are ideal to fit the optimal compensation trace line.
As stated before, the values of the events representing the FITC intensity in the list mode files, are stored as logarithmic transformed integers. Before compensation in the lin-log domain these integers were rescaled to a 4 decade log scale, using Equation (9) . These rescaled values served, together with their PI intensities, as input for the DDC algorithm. Before compensation in the lin-lin domain the logarithmic transformed integers in the list mode files were transformed back to the linear domain with Equation (8) . Now these linear integers served together with their PI intensities as input for the DDC algorithm. After compensation, Equations (8) and (9) were used to logarithmically transform and rescale events that were compensated in the linear domain.
Model Initialization
The presented model can be executed with different settings for the two error terms E and P. Both error terms cause an intensity dependant broadening of the generated events. This intensity dependant broadening is caused by an increasing standard deviation of the fluorescence in the FL2 detector, that is correlated with the fluorescence intensity in the FL1 detector. Increasing the error term E leads to a linear increase of the intensity dependant broadening, decreasing the error term P leads to an exponential increase.
The error term E models measurement error and log scale binning [5] . In the linear domain there is no log scale binning error. Therefore we could not use the recommended value E = 0.24 for 1024 resolution. Exhaustive experimenting with the model showed that an error term E = 0.036 results in an intensity dependant broadening of the generated events, comparable with routine acquisitions on our flow cytometer.
The error term P models the counting statistics. The counting statistics must be at least as great as the counting error [1] . The counting error is the square root of the number of photo electrons that are released from the first PMT dynode as a response to light emission, typically in the range 1 -10 5 [1] . An error term P = 5 models dim fluorescent events, while P = 10 models bright events.
Two modelled flow cytometry experiments with different settings for the two error terms are shown in Figure 1 . The black dots represent positive (upper diagonal) and negative (lower diagonal) events, that are generated with P = 10 and E = 0.24. The grey dots represent events that are generated with P = 5 and E = 0.036. The intensity dependant broadening, shown as a funnel shape, makes the negative black events overlap with the positive events above a FL1 intensity of 550, which is undesirable and not conform reality. The grey dots show no overlap between negative and positive events, although the separation becomes less evident with increasing fluorescence intensity in the FL1 detector, conform reality.
Results
Experiment 1
The purpose of the following experiment is to investigate the difference between compensated events of a linear acquired flow cytometry acquisition and the compensated events of an acquisition in which one parameter is logarithmically transformed and rescaled. The results of the experiment consist of four dot plots (Figure 2) . The first plot (top left) is a dot plot of the uncompensated modelled events. This dot plot shows two diagonal rows consisting of 2 times 20,000 generated grey events in the linear domain. Both diagonals show intensity dependant broadening. The upper diagonal (FL2 positive events) is bounded by two parallel black threshold lines. The lower diagonal (FL2 negative events) is bounded by one black threshold line as upper bound. The fourth thre- Figure 1 . An overlay of two dot plots of two parameter, modelled flow cytometry experiments. One experiment with error term P = 10 (counting statistics) and error term E = 0.24 (measurement error and log scale binning error) (black dots) and one experiment with error term P = 5 and E = 0.036 (grey dots), see Equation (4), Equation (5) and Section 2.3. The FL1 parameter values are evenly distributed from 1 to 1024 in the linear domain (FL1 lin , abscissa). The FL2 parameter values are separated in two Gaussian distributions in the linear domain (FL2 lin , ordinate). This separation is caused by positive and negative FL2 parameter values. The slope of the distributions is caused by a correlation between the FL1 lin and the FL2 lin parameter, introduced by spectral cross-over (model compensation value "s" = 0.2). The plots show different values for the error terms P and E. Both error terms determine the magnitude of the broadening of the FL2 distribution, which is correlated with increasing FL1 intensity [5] . The magnitude of the broadening decreases with decreasing values for the error terms. The third plot (bottom left) is the same as the first plot except for the parameter values from the FL2 detector which were logarithmically transformed and rescaled. Compensation was then performed in the logarithmic domain, using the recalculated compensation value (model compensation value, s = 0.2000 and recalculated compensation value, a = 1.14).
The fourth plot (bottom right) represents classical compensation in the lin-log domain. The upper diagonal, containing the positive grey events, shows an intensity dependant broadening and an intensity dependant bias. The intensity dependant bias is seen in the slope of the two threshold lines that bound the upper diagonal. The events on the lower grey diagonal are scattered, and the two threshold lines are deformed. Both the deformation of the two threshold lines and scattering of the grey events is the most explicit between values 200 and 400 of the FL1 intensity, which corresponds to the S-phase area of a DNA histogram. The mean percentage events that became less than zero after compensation, based on 10 experiments, is 33.28% with a standard deviation of 0.13. The height of the compensated compensation trace line is near zero and can therefore not be seen in this logarithmic display where the ordinate starts at 1 (10 0 ).
Compensation Trace lines
The results in Figure 2 show a discrepancy between the dot plot compensated in the linear domain and the one compensated in the semi-logarithmic domain. The reason for this discrepancy is the use two different compensation trace lines for compensation. The first compensation trace line is fitted through the negative distribution of the modelled events in the linear domain (Figure 2 , top left, dashed line). The second compensation line is fitted through the negative distributed events in the semi-logarithmic domain (Figure 2 , lower left, white dot dashed line). As explained before these negative events are ideal to fit the optimal compensation trace line. Although in both cases a first order equation is used for fitting Equation (6), the values and distribution of the FL2 parameter (ordinate) differ. Therefore the fitted compensation trace lines have different slopes. This is shown in Figure 3 , with the dashed and the dot dashed lines. The dashed line is fitted through the negative population of the events in the linear domain. The dot dashed line is fitted through the negative population of events in the semi-logarithmic domain. The slope, and therefore also the compensation value, increases from 0.2 in the linear domain to 1.14 in the semi-logarithmic domain. The latter compensation value exceeds 100%. Instead of logarithmically transforming and rescaling the FL2 parameter values of the events used to fit a compensation trace line, the FL2 values of the compensation trace line can also be logarithmically transformed and rescaled. When these FL2 values from the compensation line, fitted in the linear domain, are logarithmic transformed and rescaled, the compensation line becomes curved. This is shown in Figure 3 , with the straight line. This straight line curves around the dot dashed line, which is traditionally used to compensate events in the semi-logarithmic domain [2] . Where the dot dashed line is above the straight line, overcompensation of the data in the semi-logarithmic domain occurs. Where the straight line is above the dot dashed line, under compensation in the semi-logarithmic domain occurs. This explains the distribution of the compensated events in Figure 2 , bottom right. 
Experiment 2
The purpose of the next experiment is to validate the results of experiment 1, with a real world example. This real world example consists of a set of two parameter acquisitions. One of these served as isotype negative control and the other as test sample. Both acquisitions were compensated twice; once in the lin-log domain, displayed in Figure 4(1A) & Figure 4(1B) and once in the lin-lin domain displayed in Figure 4(2A), Figure 4(2B),  Figure 4(3A) & Figure 4(3B) . The difference between the Figure 4(2) & Figure 4(3) is that the FL2-lin parameter is logarithmically transformed and rescaled to the logarithmic domain, after compensation.
In all dot plots in Figure 4 , two main distributions can be separated at FL1-PI intensities of 200 (2C peak) and 400 (4C peak). In the linear domain (Figure 4(2A 
(3B).
A more dense S-phase region in the negative control makes it more suitable to set accurate thresholds for comparison with the test sample.
Discussion
The goal of this paper is to compare the results of spectral compensation of two linear distributed parameters, with the situation in which the parameter that has to be compensated is logarithmically transformed and rescaled. The main reason to do so was that we found compensation values in two and three colour acquisitions that were theoretically not possible, when one of the parameters was linear distributed. We adapted an existing flow cytometrie model to understand the extreme high compensation values. With this flow cytometry model two main differences were found between compensation in the lin-lin and the lin-log domain. 1) The compensation value in the linear domain equals the theoretically expected value (i.e. model compensation value). The compensation value in the lin-log domain exceeds 100%. A compensation value exceeding 100% is theoretically impossible because it means that a fluorochrome causes a higher secondary cross-over signal than it's primary signal. This should indicate that the selection of the optical filters before the PMT's is incorrect. However, it is shown that the compensation value only exceeds 100% after logarithmically transformation and rescaling of one parameter. The reason for this is that logarithmic transformation and rescaling leads to a factor 10 increase of parameter values compared to linear parameter values. The compensation value is defined as the slope of the optimal compensation trace line between two parameters. Increasing the values of one of the two parameters leads therefore to an increase of the slope of the compensation trace line. 2) Traditional compensation in the lin-log domain leads to deformation of the compensated events, compared to compensation in the lin-lin domain. While the optimal compensation trace line in the lin-lin domain is linear (y = a × x + b) we've shown that the optimal compensation trace line in the lin-log domain is curved. This curve is introduced by the non-linear logarithmic transformation of one parameter. Thus, when a traditional linear compensation trace line is used to compensate in the lin-log domain, it will lead to deformation of the distribution of compensated of events. This deformation makes that compensated events accumulate on the linear axes, especially in the S-phase region of a DNA acquisition. The second experiment, with the real world example, confirmed all the results that were obtained in the experiments with the model i.e. an increase in compensation value and an increase in the number of events that accumulate on the axes after logarithmic transformation and rescaling of one parameter.
Despite all the advantages of flow cytometry, spectral compensation is time consuming and very difficult to do manually, because there is only a subjective criterion for correct compensation. This criterion is a horizontal or vertical distribution of negative events after compensation [10] . When compensated events are deformed by the compensation process, this criterion for evaluation of a correct manual compensation does not hold anymore. This makes lin-log acquisitions impossible to compensate manually, using a linear compensation trace line. Hardware based compensation in our flow cytometer is done on linear distributed integers, before logarithmic amplification. Although hardware compensation is processed in the lin-lin domain, the disadvantage is that it can lead to over or under compensation because the correct median fluorochrome intensity can not be calculated, as is explained in [1] . Automated software based spectral compensation is fast, simple and in view of the difficulties mentioned above, tempting to accept in routine. However, automated compensation is executed in a black box, because all known suppliers of compensation software use their own algorithms. We have shown in our experiments that current available compensation algorithms do not work correctly in the lin-log domain. The resulting deformation of compensated events can not be seen in the compensation results, because the compensated events accumulate on the axis. With the formulae in this paper, automated compensation algorithms can be adapted to correctly compensate events in the lin-log domain using a curved compensation trace line. Our experiments also demonstrate that there is no need for logarithmic transformation and rescaling of linear data. The compensation results of using a linear compensation trace line in the lin-lin domain are exactly the same as using a curved compensation trace line in the lin-log domain. While the latter has the huge disadvantage that on one axis no negative events can be displayed. Just like we proved that a linear compensation trace line in the lin-log domain yields deformation of compensated events, it is also possible to prove that a linear compensation trace line in the log-log domain yields deformation of compensated events in the first and fourth log decade.
Once the idea is accepted that a linear compensation trace line can be calculated and applied in the linear domain, automated compensation can be done reliably, fast and reproducible on linear datasets after acquisition. The proposed compensation approach can also be applied to uncompensated historical data and re-compensation might result in new insight on the use of data from the S-phase region in DNA flow cytometry.
