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a b s t r a c t
We consider an ecological model for biodegradation of toxic substances in aquatic and
atmospheric biotic systems. The model, which is described by a nonlinear system of four
ordinary differential equations, is known to be experimentally validated. We compute the
equilibrium points of the model and study their asymptotic stability. Basic properties of
the solutions like uniform boundedness and uniform persistence are established. Global
asymptotic results are also developed. Numerical simulation results are presented to
demonstrate the theoretical studies.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Theprocesses in continuous bioreactors are usually describedby systemsof nonlinear ordinary differential equations. The
nonlinearity is determined by the microbial growth with specific growth rates usually described by a Monod-type kinetics.
The processes are more complicated when possible inhibition due to higher substrate concentrations occurs [1,2].
In this paper, we consider a continuous flowbioreactormodel describing 1, 2-dichloroethane biodegradation byKlebsiella
oxytoca va 8391 immobilized on granulated activated carbon [3]. The model differs from known and well studied bioreactor
models (cf. e.g. [4,1,5,2] and the references therein), because the process is additionally complicated by introducing a second
phase, where immobilized microbial cells are present. These cells, attached to carrier particles can grow and detach from
the solid surface to leak into the bulk liquid. After detachment, they can live and grow in the liquid phase, thus contributing
to the overall process of substrate biotransformation, as biodegradation or product formation. The balance between the
rates of these processes of microbial growth, the cell detachment and the inhibition due to high substrate concentration is
quite delicate and it may cause instability in the overall continuous process. The loss of stability leads to slow down with
insufficient substrate conversion and wash-out the cells from the reactor. The other extremity is the insufficient feed at low
dilution rates and cell starvation.
The model considered here is developed and validated in [3] by authors’ own experiments. The aim of this work is
to present rigorous mathematical stability analysis of the model in accordance with the experimental data. The paper is
organized as follows. Section 2 introduces the continuous flow bioreactor model. In Section 3, we compute the equilibrium
points of the model. The local asymptotic stability of the equilibrium points is studied in Section 4. Basic properties of the
solutions like uniform boundedness and persistence, global stability of the so called washout steady state as well as of
the practically important internal equilibrium point are established in Section 5. Section 6 presents simulation results as
illustration of the theoretical studies.
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Table 1
Definition of the model variables and parameters.
Parameter definitions Values
x1 Concentration of free cells (kg m−3) –
xim Concentration immobilized cells (kg m−3) –
s Substrate (DCA) concentration (kg m−3) –
p Product (chloride) concentration (kg m−3) –
D Dilution rate (h−1) 5.9
kim Cell leakage factor (m h−1) 0.01
sin Inlet substrate concentration s2 (mmol/l) 0.05
k Parameter in the Langmuir isotherm 0.612
ks Saturation constant (kg m−3) 0.26
ki Substrate inhibition constant (kg m−3) 0.984
kLa Volumetric mass transfer coefficient for DCA for adsorption (h−1) 0.51
m1 Maximum specific growth rate for free cells (h−1) 0.972
m2 Surface concentration limit of DCA in the Langmuir isotherm (g kg−1) 0.63
mim Maximum specific growth rate for immobilized cells (h−1) 0.18
β1 Biodegradation rate constant due to free cells (h−1) 0.001
βim Biodegradation rate constant due to immobilized cells (h−1) 0.0015
γ Yield coefficient for free biomass production ((kg of cells)/(kg of substrate)) 77.6
2. Model description
The continuous flow bioreactor model describing 1, 2-dichloroethane (DCA) biodegradation by Klebsiella oxytoca va 8391
immobilized on granulated activated carbon is presented by the following equations [3]
x˙1 = (µ1(s)− D)x1 + kimxim
x˙im = (µim(s)− kim) xim
s˙ = −

1
γ
µ1(s)+ β1

x1 −

1
γ
µim(s)+ βim

xim + D(sin − s)− kLa(1− µ2(s))s (1)
p˙ =

1
γ
µ1(s)+ β1

x1 +

1
γ
µim(s)+ βim

xim − Dp,
where the dot over the phase variables x1, xim, s, pmeans ddt and
µ1(s) = m1sks + s+ s2/ki is the specific growth rate function for free cells,
µim(s) = mimsks + s+ s2/ki is the specific growth rate function for immobilized cells,
µ2(s) = m2sk+ s models the DCA adsorption capacity.
The definition of the phase variables x1, xim, s and p as well as of the model parameters is given in Table 1. The last
column of the table contains experimentally validated numerical values for the coefficients, taken from [3]; we shall use
them mainly in the computer simulations. Most of the investigations here are carried out symbolically, without concrete
parameter values.
The growth rate functions µ1(s) and µim(s) achieve their maximum at the point sm = √kski. The function µ2(s) is
bounded and µ2(s) < m2 is valid for all s ≥ 0.
In accordance with the numerical coefficient values in Table 1, we assume that the following inequalities hold true
kLa < 1, m2 < 1, mim < m1. (2)
The last inequality in (2) implies that µim(s) < µ1(s) for all s > 0.
3. Equilibrium points of the model
The equilibrium points of (1) are solutions of the form (x1, xim, s, p) of the nonlinear system
(µ1(s)− D)x1 + kimxim = 0 (3)
(µim(s)− kim) xim = 0 (4)
−

1
γ
µ1(s)+ β1

x1 −

1
γ
µim(s)+ βim

xim + D(sin − s)− kLa(1− µ2(s))s = 0 (5)
1
γ
µ1(s)+ β1

x1 +

1
γ
µim(s)+ βim

xim − Dp = 0. (6)
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We are looking for equilibrium points with nonnegative components due to physical evidence.
It follows from (3)–(6) that a solution within xim = 0 leads to x1 = 0 and p = 0; the s-component satisfies the equation,
obtained from (5)
D(sin − s)− kLa(1− µ2(s))s = 0. (7)
Eq. (7) represents the case of no microbial process in the system and the substrate concentration decrease is caused by
adsorption only. After substituting µ2(s) by the corresponding expression, we obtain from (7) and (2) that s satisfies a
quadratic equation with two real roots, one positive and one negative; let ζ0 be the positive root, i.e.
ζ0 =
− D(k− sin)+ kLa · k+∆q
2 (D+ kLa(1−m2))
with
∆q =

D(k− sin)+ kLa · k
2 + 4 (D+ kLa(1−m2)) · Dksin > 0.
Denote by E0 the equilibrium point
E0 = (0, 0, ζ0, 0) .
Obviously E0 always exists; E0 is called wash-out equilibrium point. It is straightforward to see that ζ0 < sin is satisfied.
Remark 3.1. In what follows we shall use the function
φ(s) = D(sin − s)− kLa(1− µ2(s))s.
Taking into account the expression of µ2(s) and the inequality m2 < 1 (see (2)), it is straightforward to check, that the
derivative ddsφ(s) = φ′(s) is negative for all s ≥ 0:
φ′(s) = −D− kLa (1−m2)s
2 + 2k(1−m2)s+ k2
(k+ s)2 < 0.
Moreover, φ(s) ≥ 0 if s ∈ [0, ζ0], and φ(s) < 0 if s > ζ0 are valid. 
Now we shall consider the case of free microbial culture without immobilized ones on the carrier. This means that we
are looking for solutions of (3)–(6) such that x1 > 0 and xim = 0, i.e. for an equilibrium point of the form (x1, 0, s, p). Then
(3) implies that the solution component s should satisfy the equation
µ1(s) = D,
which is a well known condition for a chemostat. This equation may have at most two roots, ξ1 and ξ2, assuming that
D ≤ max
s>0
µ1(s) = µ1(sm).
Further we obtain from (5)
−

1
γ
µ1(ξi)+ β1

x1 + φ(ξi) = 0,
which roots (with respect to x1) are
ηi = φ(ξi)1
γ
D+ β1
, i = 1, 2.
We have
ηi > 0⇐⇒ φ(ξi) > 0, i = 1, 2.
Finally, (6) implies for p the solutions
ρi = 1D

1
γ
D+ β1

ηi = φ(ξi)D , i = 1, 2.
We summarize the above results in the following proposition:
Proposition 3.1. The equilibrium points Ei = (ηi, 0, ξi, ρi) (with xim = 0) exist if and only if D ≤ maxs>0 µ1(s) = µ1 (sm)
and φ(ξi) > 0, i = 1, 2, are fulfilled. 
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Fig. 1. The equilibrium points of the model.
Obviously, when D = maxs>0 µ1(s) = µ1(sm) then E1 ≡ E2 holds. If φ(ξi) = 0 for i = 1 or i = 2, then Ei ≡ E0 for the
same index i = 1 or i = 2.
Next, we shall consider the case of both free and immobilized cells operating in the bioreactor. This means that we are
looking for an equilibrium point with positive components F = (x1, xim, s, p) > 0. From (4) we obtain that s satisfies the
equation
µim(s) = kim, (8)
i.e. the rate of cell detachment is completely compensated by growth of the immobilized cells. At higher kim sooner or later
all cells will leak into the liquid with no compensation bymicrobial growth. A solution of (8) exists if kim ≤ maxs>0 µim(s) =
µim(sm) is fulfilled. There are at most two solutions of (8), let us denote them by ζ1 and ζ2. From (3) and (5) we obtain that
the components x1 and xim are solutions of the linear systems
(µ1(ζi)− D) x1 + kimxim = 0
1
γ
µ1(ζi)+ β1

x1 +

1
γ
kim + βim

xim = φ(ζi), i = 1, 2.
It is easy to see that the solutions x1 and xim have respectively the form
χ
(i)
1 =
kimφ(ζi)
βim(D− µ1(ζi))+ kim

1
γ
D+ β1
 ,
χ
(i)
im =
D− µ1(ζi)
kim
χ
(i)
1 , i = 1, 2.
Obviously, χ (i)1 and χ
(i)
im exist and are positive, if D > µ1(ζi) and φ(ζi) > 0, i = 1, 2, are satisfied. Finally, the steady state
components for p are
p(i) = χ
(i)
1
D

1
γ
µ1(ζi)+ β1

+

1
γ
µim(ζi)+ βim

D− µ1(ζi)
kim

, i = 1, 2.
Fig. 1 visualizes the graphs of the functions µ1(s) and µim(s), as well as the graph of φ(s); Ei and Fi, i = 1, 2, denote the
s-components of the equilibrium points, ζ0 corresponds to the steady state E0.
Summarizing the above results, we obtain
Proposition 3.2. The equilibrium points Fi =

χ
(i)
1 , χ
(i)
im , ζi, p
(i)

exist if and only if the following relations are simultaneously
satisfied:
kim ≤ max
s>0
µim(s) = µim

sm

, D > µ1(ζi), φ(ζi) > 0, i = 1, 2. 
The condition kim ≤ maxs>0 µim(s) = µim (sm) describes the case of compensated immobilized cell leakage by growth
within the particles.
In particular, when kim = maxs>0 µim(s) = µim(sm) then F1 ≡ F2 is fulfilled. If φ(ζi) = 0 for i = 1 or i = 2, then Fi ≡ E0
for the same index i = 1 or i = 2. Moreover, when D = µ1(ζi), then Fi ≡ Ei, i = 1, 2.
M. Borisov et al. / Computers and Mathematics with Applications 64 (2012) 361–373 365
4. Local stability of the steady states
Let us denote for simplicity the right-hand side functions of (1) by
f1 = (µ1(s)− D)x1 + kimxim
f2 = (µim(s)− kim)xim
f3 = −

1
γ
µ1(s)+ β1

x1 −

1
γ
µim(s)+ βim

xim + φ(s)
f4 =

1
γ
µ1(s)+ β1

x1 +

1
γ
µim(s)+ βim

xim − Dp.
The Jacobian J of the system (1) is
J = J(x1, xim, s, p) =

∂ f1
∂x1
∂ f1
∂xim
∂ f1
∂s
0
∂ f2
∂x1
∂ f2
∂xim
∂ f2
∂s
0
∂ f3
∂x1
∂ f3
∂xim
∂ f3
∂s
0
∂ f4
∂x1
∂ f4
∂xim
∂ f4
∂s
−D

.
Let E ∈ {E0, E1, E2, F1, F2} be any one of the equilibrium points, found in the previous section. Denote by J(E) =

Jij
4
i,j=1
the Jacobian evaluated at E. The eigenvalues of J(E) are the roots of the following characteristic equation (I denotes the
(4× 4)-unit matrix)
0 = |J(E)− λI| = (−D− λ) · (−λ3 + aλ2 − bλ+ c),
where the coefficients a, b and c depend on the equilibrium point E and are presented by
a = a(E) = J11 + J22 + J33
b = b(E) = det

J11 J12
J21 J22

+ det

J22 J23
J32 J33

+ det

J11 J13
J31 J33

c = c(E) = det
J11 J12 J13
J21 J22 J23
J31 J32 J33

.
Obviously, λ4 = −D < 0 is an eigenvalue of every equilibrium point E ∈ {E0, E1, E2, F1, F2}. This means that there are
no repelling steady states in the model (1). The other three eigenvalues are the roots of the cubic polynomial
g(λ) = −λ3 + aλ2 − bλ+ c.
Therefore, the stability of the steady states depends on the eigenvalues of the sub-matrix J3 = Jij3i,j=1 of J , which is
J3 = J3(x1, xim, s) =

µ1(s)− D kim µ′1(s)x1
0 µim(s)− kim µ′im(s)xim
− 1
γ
µ1(s)− β1 − 1
γ
µim(s)− βim − 1
γ
µ′1(s)x1 −
1
γ
µ′im(s)xim + φ′(s)
 .
In all components of J3 (and in what follows), the symbol ′ means dds .
Local stability of the equilibrium point E0. It is straightforward to see that the equilibrium point E0 = (0, 0, ζ0, 0) possesses
the following eigenvalues (despite λ4 = −D)
λ1 = µ1(ζ0)− D, λ2 = µim(ζ0)− kim, λ3 = φ′(ζ0).
Proposition 4.1. The equilibrium point E0 is locally asymptotically stable if µ1(ζ0) < D and µim(ζ0) < kim are simultaneously
satisfied; otherwise E0 is a saddle equilibrium point. 
The two cases in Proposition 4.1 correspond to the complete wash-out of the free culture and the particles of microbial
cells; therefore a trivial solution x1 = xim = 0 is obtained. The conditions of Proposition 4.1 are visualized on Fig. 2.
Local stability of the equilibrium points Ei, i = 1, 2. As mentioned before, it is enough to investigate the local stability of
the restrictions Eri = (ηi, 0, ξi) of the steady states Ei, i = 1, 2. According to the Routh–Hurwitz criterion [6], the necessary
and sufficient condition for g(λ) to possess three roots with negative real part is a < 0, c < 0 and ab < c .
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Fig. 2. Local stability of E0 = (0, 0, ζ0, 0).
We have for Eri , i = 1, 2, the following expressions for the coefficients of the characteristic polynomial g(λ)
a = a(Eri ) = a(ξi) = µim(ξi)− kim −
1
γ
µ′1(ξi)+ φ′(ξi)
b = b(Eri ) = b(ξi) = (µim(ξi)− kim)

− 1
γ
µ′1(ξi)+ φ′(ξi)

+ µ′1(ξi)φ(ξi)
c = c(Eri ) = c(ξi) = µ′1(ξi)φ(ξi)(µim(ξi)− kim)
and further
a(ξi)b(ξi)− c(ξi) =

− 1
γ
µ′1(ξi)+ φ′(ξi)

×

(µim(ξi)− kim)2 +

− 1
γ
µ′1(ξi)+ φ′(ξi)

(µim(ξi)− kim)+ µ′1(ξi)φ(ξi)

.
Assume that ξ1 ≠ ξ2; then ξ1 < sm < ξ2 hold true and therefore the inequalities µ′1(ξ2) < 0 < µ′1(ξ1) are satisfied.
Denote for convenience yi = y(ξi) = µim(ξi)− kim, i = 1, 2, and further
Φ(yi) = y2i − B(ξi)yi + C(ξi),
where
B(ξi) = 1
γ
µ′1(ξi)− φ′(ξi), C(ξi) = µ′1(ξi)φ(ξi);
then the following presentation holds
a(ξi)b(ξi)− c(ξi) = −B(ξi) · Φ(yi).
It is straightforward to see that
B(ξ1) > 0, C(ξ1) > 0;
C(ξ2) < 0, B(ξ2) may be positive, negative or equal to zero.
Consider Φ(yi) as a quadratic polynomial with respect to yi; we are interested in the sign of this polynomial for real
values of yi. Denote by∆Φ(yi) = B(ξi)2 − 4C(ξi) the discriminant ofΦ(yi) = 0.
(i) Let first yi < 0, i.e. µim(ξi) < kim, i = 1, 2, is fulfilled.
In this case we have c(ξ2) = C(ξ2) · y2 > 0, which means that E2 is a saddle equilibrium point.
Further, if ∆Φ(y1) ≥ 0 then there exist two positive roots y(1)1 , y(2)1 ; in this case Φ(y1) > 0 for y1 < 0. Therefore
a(ξ1) · b(ξ1)− c(ξ1) < 0 holds true; obviously, a(ξ1) < 0, c(ξ1) < 0 are also valid, thus E1 is a locally asymptotically stable
equilibrium point. If∆Φ(y1) < 0 thenΦ(y1) > 0 for all y1, and E1 is again a locally asymptotically stable equilibrium point.
The situation is visualized on Fig. 3 (left).
(ii) Let now yi > 0, i.e. µim(ξi) > kim, i = 1, 2, is satisfied.
In this case c(ξ1) > 0 holds, therefore E1 is a saddle equilibrium point.
To investigate the local stability of E2 we consider two cases, B(ξ2) < 0 and B(ξ2) > 0. If B(ξ2) < 0 is fulfilled, then
a(ξ2) = y2 − B(ξ2) > 0 thus E2 is a saddle equilibrium point. Let B(ξ2) > 0 be valid; then we have
a(ξ2) = y2 − B(ξ2) < 0 if y2 < B(ξ2); c(ξ2) = C(ξ2) · y2 < 0.
In this case ∆Φ(y2) ≥ 0 holds true, thus there exist two real roots y(1)2 and y(2)2 , such that y(1)2 < 0 < y(2)2 , where
y(2)2 = 12

B(ξ2)+

B(ξ2)2 − 4C(ξ2)

; since Φ(y2) > 0 is equivalent with y2 > y
(2)
2 , this means that E2 will be locally
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Fig. 3. The locally asymptotically stable equilibrium E1 and the saddle point E2 (left); the saddle equilibrium points E1 and E2 (right).
asymptotically stable if y(2)2 < y2 < B(ξ2). But y
(2)
2 > B(ξ2) is always fulfilled, so it follows that E2 is a saddle equilibrium
point. Fig. 3 (right) visualizes the case, when E1 and E2 are saddle equilibrium points.
We summarize the above results in the following proposition:
Proposition 4.2. Let the assumptions of Proposition 3.1 be satisfied. If µim(ξi) < kim, i = 1, 2, then E1 is locally asymptotically
stable and E2 is a saddle equilibrium point. If µim(ξi) > kim, i = 1, 2, then E1 and E2 are saddle equilibrium points. 
Remark 4.1. If B(ξ2) = 0, i.e. if the equality 1γ µ′1(ξ2) = φ′(ξ2) is fulfilled, then we have a(ξ2)b(ξ2) − c(ξ2) = 0 and also
b(ξ2) < 0. In this case we cannot claim anything about the stability of E2. 
Local stability of the equilibrium points Fi, i = 1, 2. As before, we shall investigate the local asymptotic stability of the
restrictions F ri = (χ (i)1 , χ (i)im , ζi) of the steady states Fi, i = 1, 2.
The coefficients of the characteristic polynomial g(λ) for F ri , i = 1, 2, have the form
a = a(F ri ) = −(D− µ1(ζi))

1+ 1
γ kim
µ′im(ζi)χ
(i)
1

− 1
γ
µ′1(ζi)χ
(i)
1 + φ′(ζi)
b = b(F ri ) = (D− µ1(ζi))2
1
γ kim
µ′im(ζi)χ
(i)
1 + (D− µ1(ζi))

1
γ
+ βim
kim

µ′im(ζi)χ
(i)
1 +
1
γ
µ′1(ζi)χ
(i)
1 − φ′(ζi)

+

1
γ
µ1(ζi)+ β1

µ′1(ζi)χ
(i)
1
c = c(F ri ) = −µ′im(ζi)χ (i)1 · (D− µ1(ζi))

kim + γ βim
γ kim
(D− µ1(ζi))+ 1
γ
µ1(ζi)+ β1

.
Assume that ζ1 ≠ ζ2; then ζ1 < sm < ζ2 and therefore µ′im(ζ2) < 0 < µ′im(ζ1) as well as µ′1(ζ2) < 0 < µ′1(ζ1) are
fulfilled.
It follows from Proposition 3.2 that c(F r2) > 0 holds and hence F2 is a saddle equilibrium point.
For F r1 we have a(F
r
1) < 0 and c(F
r
1) < 0. Denoting h = D−µ1(ζ1) > 0 (see Proposition 3.2), straightforward calculations
deliver
a(F r1) · b(F r1)− c(F r1) = −(C3h3 + C2h2 + C1h+ C0), (9)
where
C3 =

1+ 1
γ kim
µ′im(ζ1)χ
(1)
1

1
γ kim
µ′im(ζ1)χ
(1)
1
C2 =

1
γ
µ′1(ζ1)χ
(1)
1 − φ′(ζ1)

1+ 2
γ kim
µ′im(ζ1)χ
(1)
1

+ kim + γ βim
(γ kim)2

µ′im(ζ1)χ
(1)
1
2
C1 =

1
γ
µ1(ζ1)+ β1

µ′1(ζ1)− µ′im(ζ1)

χ
(1)
1 +
1
γ kim
µ′1(ζ1)µ
′
im(ζ1)(χ
(1)
1 )
2

+

1
γ
µ′1(ζ1)χ
(1)
1 − φ′(ζ1)

1
γ
+ βim
kim

µ′im(ζ1)χ
(1)
1 +
1
γ
µ′1(ζ1)χ
(1)
1 − φ′(ζ1)

C0 =

1
γ
µ′1(ζ1)χ
(1)
1 − φ′(ζ1)

µ′1(ζ1)χ
(1)
1

1
γ
µ1(ζ1)+ β1

.
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Fig. 4. The locally asymptotically stable equilibrium F1 and the saddle point F2 .
Taking into account the fact that µ′1(s) > µ
′
im(s) > 0 for all 0 ≤ s < sm we see that Ci > 0, i = 0, 1, 2, 3. From (9) we
thus obtain that the equilibrium point F1 is locally asymptotically stable, see Fig. 4.
Proposition 4.3. Let the assumptions of Proposition 3.2 hold. Then F1 is locally asymptotically stable and F2 is a saddle
equilibrium point. 
5. Global stability analysis
Since the phase variables x1, xim, s and p are concentrations, only nonnegative initial conditions aremeaningful. Therefore
we are interested in the asymptotic behavior of solutions that remain nonnegative for all time t ≥ 0.
Proposition 5.1. Let the following inequalities be satisfied:
(A1) βim > β1, 1γ >
βim
kLa
,
(A2) D > 1− kLa(1−m2).
Then the set
Ω = (x1, xim, s, p) : x1 ≥ 0, xim ≥ 0, s ≥ 0, p ≥ 0, Dsin ≥ s+ β1x1 + βimxim
is positively invariant for the model (1); moreover, all solutions are uniformly bounded for all t ≥ 0 and thus exist for all
t ∈ [0,+∞).
Proof. The boundary ofΩ satisfies the following properties:
If xim(τ ) = 0 for some τ ≥ 0 then x˙im(τ ) = 0; the uniqueness of the solution implies xim(t) = 0 for all t ≥ τ . Therefore
it is enough to consider only positive initial conditions xim(0) > 0.
If x1(τ ) = 0 then x˙1(τ ) = kimxim(τ ) > 0.
If s(τ ) = 0 for some τ ≥ 0 then s˙(τ ) = Dsin − β1x1(τ )− βimxim(τ ) ≥ 0.
Define z(t) = s(t)+ β1x1(t)+ βimxim(t) and let z(τ ) = Dsin for some τ ≥ 0. Straightforward computations deliver
z˙(t) = −z(t)+ Dsin −

1
γ
− β1

µ1(s)x1 −

1
γ
− βim

µim(s)xim − β1Dx1 − (βim − β1)kimxim − ϕ(s),
where ϕ(s) = s (D+ kLa(1− µ2(s)− 1)). Under the assumptions of the proposition we have ϕ(0) = 0, ϕ(s) > 0 for s > 0;
since kLa < 1 (see (2)) we also have 1γ > βim > β1; thus for all s ≥ 0 the inequality z˙(t) < −z(t) + Dsin is fulfilled; in
particular, z˙(τ ) < −z(τ )+ Dsin = 0.
Finally, if p(τ ) = 0 for some τ ≥ 0, then p˙(τ ) ≥ 0.
Therefore the vector field is directed insideΩ along the boundary ofΩ , except the line {x1 = xim = p = 0, s > 0}, which
is invariant for (1).
Since s(t), x1(t) and xim(t) are nonnegative for all t ≥ 0, it follows that lim supt→∞ z(t) ≤ Dsin, i.e. s(t), x1(t) and xim(t)
are uniformly bounded for all t ≥ 0.
Further we have s˙+ p˙ ≤ D(sin− s−p); denoting z1 = s+pwe obtain z˙1 ≤ D(sin−z1), which implies lim supt→∞ z1(t) ≤
sin; the latter inequality means that p(t) is also uniformly bounded for all t ≥ 0. 
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Remark 5.1. In the proof of Proposition 5.1 we needed only the inequality 1
γ
> βim. The assumption 1γ >
βim
kLa
was imposed
for physical reasons taking into account the fact that γ is a dimensionless constant and βim is a rate constant, see Table 1. 
Remark 5.2. The first three equations in (1) do not depend on the phase variable p. Thus, if we ‘‘compute’’ the solutions
x1(t), xim(t) and s(t) and replace them in the fourth equation, we obtain a linear nonautonomous equation for p of the form
p˙ = −D p+ ψ(t), which can be integrated directly. Therefore, we can omit the last equation in (1). 
In the following we shall consider the reduced system
x˙1 = (µ1(s)− D)x1 + kimxim
x˙im = (µim(s)− kim) xim (10)
s˙ = −

1
γ
µ1(s)+ β1

x1 −

1
γ
µim(s)+ βim

xim + φ(s).
Nextweprove that if thewash-out equilibriumpoint E0 is the unique steady state for (1), then it is globally asymptotically
stable.
Theorem 5.2. Let the assumptions (A1) and (A2) be satisfied. If D > µ1(sm) and kim > µim(sm) are additionally fulfilled, then
Er0 = (0, 0, ζ0) is a globally asymptotically stable equilibrium point for the system (10) inΩ .
Proof. First we prove that limt→∞ xim(t) exists and is equal to 0. If xim(t) does not tend to a limit, then 0 ≤
lim inft→∞ xim(t) < lim supt→∞ xim(t) = α. Using the Fluctuation Lemma [7] there exists a sequence tm → +∞ such
that x˙im(tm) = 0 for allm and limm→∞ xim(tm) = lim supt→∞ xim(t) = α. It follows from the second equation of (10) that
lim
m→∞ [xim(tm) (µim(s(tm))− kim)] = limm→∞ x˙im(tm) = 0
and therefore limm→∞ (µim(s(tm))− kim) = 0, which is a contradiction sinceµim(s) < kim for all s ≥ 0 holds true. We show
that xim(t) tends to 0 as t →∞. If not, then limt→∞ xim(t) is positive. Since x˙im(t) is uniformly continuous, from Barbălat’s
Lemma [8] we obtain limt→∞ x˙im(t) = 0 and hence limt→∞ [xim(t) (µim(s(t))− kim)] = limt→∞ x˙im(t) = 0. This leads
again to a contradiction with µim(s) < kim for all s ≥ 0.
Using the theory of the asymptotically autonomous dynamical systems [9], we can consider the flow (10) on the invariant
set xim = 0; on this set the system (10) takes the form
x˙1 = (µ1(s)− D)x1
s˙ = −

1
γ
µ1(s)+ β1

x1 + φ(s). (11)
For system (11) we can prove in a similar way as above that limt→∞ x1(t) = 0. Then the reduction of (11) on its invariant
set x1 = 0 is
s˙ = φ(s). (12)
Since E0 is a locally asymptotically stable equilibrium point, it follows that limt→∞ s(t) = ζ0. This means that Er0 is a global
attractor for (10). 
The global asymptotic stability of E0 means that both organisms wash out of the system and the environment is not
detoxified. This is the worst possible case. For the practical applications, the most important equilibrium point is F1 (with
strongly positive components, i.e. the internal equilibrium). The existence of F1 means that both organisms remain in the
system. If F1 is globally asymptotically stable, the extent of detoxification is the value of the product (chloride) concentration
p(1), the fourth component of F1 (see Section 3).
Denote y(t) = x1(t)xim(t) ; then from the first two equations of (10) we obtain
y˙ = (µ1(s)− µim(s)− D+ kim)y+ kim. (13)
Proposition 5.3. Let the assumptions (A1) and (A2) be fulfilled. Assume additionally that D > µ1(sm) + kim is also fulfilled.
Then for all t ≥ 0 the following inequalities are satisfied:
kim
D
≤ lim inf
t→∞ y(t) ≤ lim supt→∞ y(t) ≤
kim
D− µ1(sm)− kim .
Proof. Using the fact that µ1(s) ≥ µim(s) for all s ≥ 0, as well as the assumption of the proposition, we obtain from (13)
−Dy+ kim ≤ y˙ ≤ (µ1(sm)− D+ kim)y+ kim,
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and therefore the inequalities
lim inf
t→∞ y(t) ≥
kim
D
,
lim sup
t→∞
y(t) ≤ kim
D− µ1(sm)− kim
are simultaneously satisfied for all t ≥ 0. 
Global stability of the internal equilibrium F1. In what follows we shall assume that the following inequalities are fulfilled:
(A3) sin < sm, kim < µim(ζ0).
Proposition 5.4. Let the assumptions (A1)–(A3) be satisfied. Then s(t) < ζ0 for all sufficiently large t > 0.
Proof. The proof is very similar to that one of Lemma 2.9 in [4]. We shall give it for completeness. Suppose s(t) > ζ0 for
all t > 0. Then by continuity of µim(s) there exists ζ1 ∈ (ζ0, sm), such that µim(s) > kim for s ∈ [ζ0, ζ1], and there exists
time T1 such that ζ0 < s(t) < ζ1 for all t > T1. Define µ˜im = mins∈[ζ0,ζ1] µim(s); then µ˜im > kim is valid. Since xim(t) > 0
for all t > 0, it follows that x˙imxim > µ˜im − kim > 0, which leads to xim(t) → +∞, a contradiction with the boundedness of
xim(t). 
Remark 5.3. Since ζ0 < sin holds (see Remark 3.1), it follows from assumption (A3) that the functions µ1(s) and µim(s) are
monotone increasing for s ∈ [0, ζ0]. 
Remark 5.4. According to (A3), Proposition 5.3 remains valid if the inequalityD > µ1(sm)+kim is replaced by the following
one
(A4) D > µ1(sin)+ kim.
It follows from (A3), (A4) and Proposition 3.2 that there exist only two equilibrium points of (10) in Ω , namely Er0 and
F r1 ; thereby F
r
1 is locally asymptotically stable, and E
r
0 is a saddle equilibrium.
Next we shall show that system (10) is uniformly persistent. The system is called persistent, if for every solution
x(t) = (x1(t), xim(t)) > 0, there exists a constant η > 0 such that lim inft→∞ x(t) ≥ η; the system is called uniformly
persistent if η > 0 can be chosen uniformly for all positive solutions [10,5]. To prove persistence of (10) it is most direct to
use again the theory of the asymptotically autonomous dynamical systems [9,11].
Proposition 5.5. Let the assumptions (A1)–(A4) be satisfied. Then the system (10) is uniformly persistent.
Proof. It follows from Proposition 5.3 that either x1(t) and xim(t) tend to zero as t → +∞ or both are persistent. Suppose
that xim(t)→ 0 as t tends to∞; then x1(t)will also tend to 0 as t →∞. As in the proof of Theorem 5.2, see (12), we obtain
that s(t)must tend to ζ0; this will mean that Er0 is asymptotically stable for (10), but it is not. The contradiction proves the
proposition. 
We shall show now that F r1 = (χ (1)1 , χ (1)im , ζ1) is globally asymptotically stable for (10). Denote for simplicity
x∗1 = χ (1)1 , x∗im = χ (1)im , s∗1 = ζ1.
Using the substitution y(t) = x1(t)xim(t) , the Eqs. (10) take the form
y˙ = (µ1(s)− D− µim(s)+ kim) y+ kim
x˙im = (µim(s)− kim) xim (14)
s˙ = −

1
γ
µ1(s)+ β1

y xim −

1
γ
µim(s)+ βim

xim + φ(s).
Denote for convenience
F∗1 =

y∗, x∗im, s
∗ , where y∗ = x∗1
x∗im
= kim
D− µ1(s∗) .
Theorem 5.6. Let the assumptions (A1)–(A4) be satisfied. Then the equilibrium point F∗1 is globally asymptotically stable in the
set
Ω∗ = (y, xim, s) : y > 0, xim > 0, s ≥ 0, Dsin ≥ s+ (β1y+ βim)xim .
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Proof. It follows from Proposition 5.4, that without loss of generality we can consider s ∈ (0, ζ0).
Define the function
V (y, xim, s) =
 y
y∗
ξ − y∗
ξ
dξ +
 xim
x∗im
ξ − x∗im
ξ
dξ +
 s
s∗
(µim(ξ)− kim)x∗im
φ(ξ)
dξ .
Obviously, V (y, xim, s) ≥ 0 in Ω∗. The derivative V˙ = dVdt (y(t), xim(t), s(t)) with respect to the trajectories of (14) is given
by
V˙ = y− y
∗
y
y˙+ xim − x
∗
im
xim
(µim(s)− kim) xim
− (µim(s)− kim)x
∗
im
φ(s)

1
γ
µ1(s)+ β1

yxim +

1
γ
µim(s)+ βim

xim − φ(s)

= y− y
∗
y
((µ1(s)− D− µim(s)+ kim) y+ kim)
+

1− x
∗
im
φ(s)

1
γ
µ1(s)+ β1

y+

1
γ
µim(s)+ βim

(µim(s)− kim)xim
= y− y
∗
y
[(µ1(s)− D− µim(s)+ kim) y+ kim] (15)
+
1− φ(s∗)
φ(s)

1
γ
µ1(s)+ β1

y+

1
γ
µim(s)+ βim


1
γ
µ1(s∗)+ β1

y∗ +

1
γ
kim + βim

 (µim(s)− kim)xim. (16)
Consider the first term (15) and denote it by Ψ1:
Ψ1 = y− y
∗
y
((µ1(s)− D− µim(s)+ kim) y+ kim) .
Let first s < s∗. Using the fact that kim = µim(s∗) and µ′1(s) > µ′im(s) for all s ∈ [0, ζ0] (see Remark 5.3) we obtain
µ1(s)− µ1(s∗)− (µim(s)− µim(s∗)) =
 s
s∗

µ′1(θ)− µ′im(θ)

dθ < 0.
Thus,
µ1(s)− D− µim(s)+ kim < µ1(s∗)− D
and therefore
y˙ = (µ1(s)− D− µim(s)+ kim) y+ kim < (µ1(s∗)− D)y+ kim;
the latter inequality implies y ≤ kimD−µ1(s∗) = y∗ for sufficiently large t > 0. Thus the relation s < s∗ leads to y ≤ y∗. It
can be shown in a similar way that s > s∗ implies y ≥ y∗ for sufficiently large t > 0. This means that for sufficiently large
t > 0, s < s∗ leads to y˙ = (µ1(s)−D−µim(s)+kim)y+kim ≥ 0, and s > s∗ implies y˙ = (µ1(s)−D−µim(s)+kim)y+kim ≤ 0.
Therefore, Ψ1 is always nonpositive, with Ψ1 = 0 if and only if s = s∗ and y = y∗.
Consider now the second term (16) and denote it by Ψ2:
Ψ2 =
1− φ(s∗)
φ(s)

1
γ
µ1(s)+ β1

y+

1
γ
µim(s)+ βim


1
γ
µ1(s∗)+ β1

y∗ +

1
γ
kim + βim

 (µim(s)− kim)xim.
Let first s < s∗ be valid; then y ≤ y∗ holds. Since φ(s) is monotone decreasing (see Remark 3.1), and µ1(s) <
µ1(s∗), µim(s) < kim = µim(s∗) are valid, it follows that
1− φ(s
∗)
φ(s)

1
γ
µ1(s)+ β1

y+

1
γ
µim(s)+ βim


1
γ
µ1(s∗)+ β1

y∗ +

1
γ
kim + βim
 > 0,
and therefore Ψ2 ≤ 0 is fulfilled. Similarly, if s > s∗ then µim(s) > kim holds, and due to y ≥ y∗, we obtain
1− φ(s
∗)
φ(s)

1
γ
µ1(s)+ β1

y+

1
γ
µim(s)+ βim


1
γ
µ1(s∗)+ β1

y∗ +

1
γ
kim + βim
 < 0,
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Fig. 5. The equilibrium points using the numerical values in Table 1.
Fig. 6. Phase curves x1(t) (left) and xim(t) (right); the horizontal dashed lines pass through the x1-component and xim-component of F1 .
which in this case means that againΨ2 ≤ 0. Moreover,Ψ2 = 0 if and only if s = s∗, y = y∗ (xim ≥ η > 0 by Proposition 5.5).
By Lasalle’s invariance principle [12], every solution of (14) initiating in Ω∗ approaches the largest invariant set W ∗ of
{(y, xim, s) : V˙ = 0}. Since F∗1 is locally asymptotically stable, it follows thatW ∗ = {F∗1 }. This completes the proof. 
Practically the assumptions in Theorem5.6mean that (i) the substrate concentrations remain less than the inlet substrate
concentration sin; (ii) the inlet substrate concentration sin must be lower than the one corresponding to the maximum
specific growth rate, i.e. sin should be below the point sm where substrate inhibition starts to be significant.
6. Computer simulation
Let us consider the numerical coefficient values in Table 1. For these values, all the assumptions (A1)–(A4) are satisfied,
and therefore Theorem 5.6 is valid.
The growth rate functions µ1, µim, as well as D, kim and sin are visualized on Fig. 5, left plot; the right plot magnifies a
part of the picture near to s = 0; there, the solid circle corresponds to the globally asymptotically stable equilibrium F1, ζ0
is the s-component of the saddle steady state E0.
The next Figs. 6 and 7present computer experimentswith different initial points x1(0) ≥ 0, xim(0) > 0, s(0) ≥ 0, p(0) ≥
0, satisfying Dsin ≥ s(0)+ β1x1(0)+ βimxim(0). The horizontal dashed lines pass through the corresponding components of
the equilibrium point F1, and the solid circles on the vertical axis denote the corresponding component of the initial points.
7. Conclusion
In this paper we study a dynamic model of a continuous flow bioreactor, describing biodegradation of xenobiotics
by microbial cells attached to particles of granulated active carbon. The model is taken from [3] and is known to be
experimentally validated. Letting the three operating factors sin,D and kim as parameters, we first find the equilibriumpoints
of themodel and investigate their local asymptotic stability.We also prove that thewash-out equilibriumpoint E0 is globally
asymptotically stable, if it is the unique steady state of themodel. Basic properties of the solutions like uniform boundedness
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Fig. 7. Phase curves s(t) (left) and p(t) (right); the horizontal dashed lines pass through the s-component and p-component of F1 .
and uniform persistence are also established. We also show that the practically important interior equilibrium point F1 is
globally asymptotically stable. Numerical simulations confirm the theoretical investigations as well as the experimental
results in [3].
The present mathematical analysis of the model (1) could be useful to outline the parameter domain for stable operation
of a certain microbial process in a continuous mode.
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