We present analytic approximations for the field, temperature, and orientation dependences of the interface velocity in a two-dimensional kinetic Ising model in a nonzero field. The model, which has nonconserved order parameter, is useful for ferromagnets, ferroelectrics, and other systems undergoing order-disorder phase transformations driven by a bulk free-energy difference. The Solid-on-Solid (SOS) approximation for the microscopic surface structure is used to estimate mean spin-class populations, from which the mean interface velocity can be obtained for any specific single-spin-flip dynamic. This linearresponse approximation remains accurate for higher temperatures than the single-step and polynuclear growth models, while it reduces to these in the appropriate low-temperature limits. The equilibrium SOS approximation is generalized by phenomenological symmetry arguments to obtain field-dependent class populations for moving interfaces, and thereby a nonlinear-response approximation for the velocity. The analytic results are compared with Monte Carlo simulations. Excellent agreement is found in a wide range of field, temperature, and interface orientation.
Introduction
The appearance of the world around us through sight and touch is largely determined by interfaces between phases with different optical and mechanical properties, and the materials properties of multiphase media are strongly influenced by the geometry of interfaces that separate their constituent materials [1, 2] . Since, in general, the morphology of an interface is determined by the growth process by which it was formed, the large-scale structures of growing interfaces have inspired an enormous amount of work in the last few decades [3] .
In comparison to the vigorous interest in large-scale structure, much less attention has been paid to interfacial structure on a microscopic scale. This is somewhat surprising since the microscopic structure limits the interfacial propagation velocity under an external driving force, such as the applied field for a magnetic or dielectric domain wall or the supersaturation or supercooling for a crystal surface. It is also important for properties such as chemical reactivity and catalytic activity.
In this paper we consider how the microscopic interface structure determines the growth velocity of a simple model surface in a system with nonconserved order parameter: the interface between domains of positive and negative magnetization in a square-lattice kinetic Ising ferromagnet with nearest-neighbor 
Here s x,y = ±1, x,y runs over all lattice sites, and H is the applied field. The lattice constant is taken as our unit of length. An interface is introduced by fixing s x,y = +1 and −1 for large negative and positive y, respectively. For concreteness we assume that H ≥ 0, such that the interface moves in the positive y direction under an applied field. The implementation of these boundary conditions in our MC simulations is discussed in Sec. 5. Approach to equilibrium is ensured by a single-spin-flip (nonconservative) dynamic which satisfies detailed balance, such as the Metropolis or Glauber algorithms [15] . Any such algorithm is defined by a transition rate, W (s x,y → −s x,y ) = W (β∆E), where β is the inverse of the temperature T (we use units in which Boltzmann's constant is unity), and ∆E is the energy change that would occur if the proposed spin flip were accepted. Since there are only a finite number of different values of ∆E, the spins can be divided into classes [5, 10] , labeled by the spin value s and the number of broken bonds between the spin and its nearest neighbors in the x-and y-direction, j and k, respectively. The classes, denoted jks with j, k ∈ {0, 1, 2}, are listed in Table 1 together with the corresponding energies, E(jks), and energy changes, ∆E(jks). For the anisotropic model defined by Eq. (1) there are 18 classes [11] . In the isotropic case, J x = J y , this reduces to 10 classes distinguished by s and the total number of broken bonds, j+k [10] .
For concreteness and comparison with numerical simulations we here choose the Glauber dynamic, defined by the transition probability
The Glauber dynamic is mathematically convenient in that the transition probability is a continuously differentiable function of ∆E. It has also been shown to correspond to a quantum-mechanical S=1/2 system Table 1 : The spin classes in the anisotropic square-lattice Ising model. The first column gives the class labels, jks. The second column gives the total field and interaction energy for a spin in each class, E(jks), relative to the energy of the states with all spins parallel and H = 0, E0 = −2(Jx + Jy). The third column gives the change in the total system energy that would result from reversing a spin in a particular class from s to −s, ∆E(jks). In both E(jks) − E0 and ∆E(jks), the upper sign corresponds to s = −1, and the lower sign corresponds to s = +1. The first three classes (marked * ) have nonzero populations in the SOS approximation, and flipping a spin in any of them preserves the SOS interface configuration. The next two classes (marked †) also have nonzero populations in the SOS approximation, but flipping a spin in any of them may produce an overhang or a bubble. The two classes marked ‡ have zero populations in the SOS approximation, but flipping a spin in any of them may lead to a configuration compatible with the SOS constraint. Class 22s represents a single spin which is antiparallel to all its neighbors; flipping such a spin yields a bulk spin in class 00−s. Although only the classes marked * and † have nonzero populations in the SOS approximation, the transition probabilities of all classes except 00s are given by Eq.
(2). The bulk spins, 00s, have zero transition probabilities in the dynamic used here.
weakly coupled to a large thermal fermion bath [16] . However, the spin-class populations can be used to estimate propagation velocities with any single-spin-flip dynamic that satisfies detailed balance. Time is measured in units of MC steps per spin (MCSS).
To prevent nucleation of droplets of the stable phase in front of the moving interface [4] we modify the Glauber dynamic by setting the transition rate for any spin which is parallel to all its neighbors (i.e., class 00s) equal to zero [6, 17, 18] . This suppresses thermal fluctuations in both the bulk phases, while the local interface structure is reasonably preserved. For moderate fields the interface velocity with this modified Glauber dynamic is only slightly less than that obtained with the full Glauber dynamic [17, 18] . In the strong-field regime, where the size of a critical droplet of the equilibrium phase is reduced to on the order of the lattice constant, the kinetic Ising interface loses its integrity. A conservative analytic approximation for this crossover field (often called "the mean-field spinodal" [19, 20] ) is (for isotropic interactions) [21] H MFSP (T ) ≈ σ(T )/m eq (T ) < 2J, where σ(T ) and m eq (T ) are the equilibrium surface tension in the xdirection and the equilibrium magnetization, respectively. In the strong-field regime the SOS approximation and the dynamic used here should be considered as a nonequilibrium cluster growth model in its own right. For |H| < H MFSP (T ) they constitute a good approximation for the kinetic Ising model with the full Glauber dynamic [17, 18] .
The SOS Approximation
The separation of spins into classes forms the basis of several rejection-free MC algorithms [10, 11, 12, 22, 23] . In such algorithms the class populations, n(jks), are continually monitored throughout the simulation. Given this information and the transition probabilities of the particular dynamic used, one can then calculate the time increments between MC updates. Here we instead obtain analytic approximations for the mean class populations for a driven interface moving at a constant velocity, based on the Burton-Cabrera-Frank SOS model of the equilibrium interface [13] . These populations are then used together with the Glauber transition probabilities to obtain the mean interface velocity. The SOS approximation describes the interface as a single-valued function y(x). For the square lattice considered here, the interface is a series of integer-valued steps of height δ(x) parallel to the y-axis, as shown in Fig. 1 . Formally, the zero-field equilibrium interface is described as a random walk in the y-direction, with the x-coordinate playing the role of a discrete "time." The heights of the individual steps are assumed to be statistically independent and identically distributed. The probability density function (pdf) is given by the interaction energy corresponding to the |δ(x)| broken J x -bonds between spins in the columns centered at (x − 1/2) and (x + 1/2) as
Here γ(φ) is a Lagrange multiplier which maintains the mean step height at an x-independent value, δ(x) = tan φ, where φ is the overall angle between the interface and the x-axis. The partition function is
where we have introduced the shorthand X = e −2βJx . Using Z x as a moment generating function for δ(x) it is straightforward to obtain the explicit expression
where R = 1 − X 2 2 tan 2 φ + 4X 2 1/2
. Combining Eqs. (4) and (5) one obtains Z x explicitly as a function of φ:
For φ = 0 this simplifies to Z x (0) = (1 + X)/(1 − X). The SOS approximation ignores overhangs and bubbles. It is therefore rather remarkable that the surface tension in this approximation, calculated as
, yields the exact result for φ = 0 [24] and an excellent approximation for |φ| ≤ π/4 [25] . For larger |φ| it is more reasonable to use an SOS approximation with steps parallel to the x-axis. While Eq. (6) is equivalent to Eq. (72) of Ref. [13] , the implicit form given by Eqs. (4) and (5) is more convenient for our purpose of obtaining mean class populations, n(jks) . The spin classes compatible with this approximation are illustrated in Fig. 1 . The mean populations are all obtained from the joint pdf for δ(x) and δ(x+1). Since the individual step heights are statistically independent, this is the product
ensures that n(jk−) = n(jk+) for all j and k. (On the right-hand sides of Eqs. (7) -(10) below, we have chosen s = −1 with the interface oriented as shown in Fig. 1 
for concreteness.)
The SOS picture implies that there is exactly one broken J y bond per unit length in the x-direction, so that n(01s) + n(11s) + n(21s) = 1. The calculations of the individual populations are straightforward but somewhat tedious, especially for nonzero φ. We therefore just give the starting point for each class in terms of p x [δ(x)] and the cumulative probabilities
The final results are listed in Table 2 , both for general φ and for φ = 0.
Flipping a spin in either of these classes (marked * in Table 2 ) preserves the SOS configuration.
To obtain the mean populations for classes of spins that are connected to the interface only through one (10s) or two (20s) broken J x bonds is more tedious. We found it most convenient first to calculate the joint pdf for n = n(10s) + n(20s) and n(20s):
The resulting expressions for n(10s) and n(20s) are marked † in Table 2 . Flipping a spin in one of these classes results in the breaking of two J y -bonds, and thus in the creation of an overhang or a bubble. The classes, 02s, 12s, and 22s, are not populated in the SOS approximation, while 00s represents bulk sites which have zero transition rates with this dynamic. Each column of the interface advances by one lattice constant in the y-direction whenever a spin flips from −1 to +1, regardless of its y-coordinate. Conversely, the interface recedes by one lattice constant whenever a spin flips from +1 to −1. The energy changes corresponding to a flip are given in the third column in Table 1 . Since the class populations on both sides of the interface are equal in this approximation, the contribution from sites in the classes jk− and jk+ to the mean velocity in the y-direction is the difference Table 2 : The mean populations for the spin classes included in the SOS approximation, together with their contributions to the interface velocity under the Glauber dynamic. The first column gives the class labels, jks. The second column gives the mean class populations for general tilt angle φ, with cosh γ(φ) from Eq. (5) . The third column gives the class populations for φ = 0. Using X = e −2βJx in these expressions one obtains the linear-response result in which the class populations are evaluated for H = 0. With X = e −2βJx cosh(βH) one gets the nonlinear-response approximation which includes an estimate of the modifications of the class populations in the moving interface, due to the applied field. The fourth column contains the contributions to the mean interface velocity in the y-direction from spins in classes jk− and jk+, using the Glauber dynamic. These are the only quantities that depend on the specific dynamic, and they could easily be replaced with results for, e.g., Metropolis.
Class, jks n(jks) , general φ n(jks) ,
between the transition probabilities for spin flips leading to advance and recession:
The results corresponding to the Glauber transition probabilities from Eq. (2) are given in the last column in Table 2 . (It is of course trivial to generalize to n(jk−) = n(jk+) , but this will not be needed here.)
The mean propagation velocity perpendicular to the interface becomes v ⊥ (T, H, φ) = | cos φ| j,k n(jks) v y (jk) .
Restricting the sum to only jk ∈ {01, 11, 21} yields an approximation which excludes SOS-violating transitions.
While the general result for the velocity is rather cumbersome if written out in detail, the special case of φ = 0 leads to a relatively compact formula:
Here the first line corresponds to transitions that preserve the SOS structure of the interface, while the second line corresponds to transitions that create overhangs or bubbles. Comparison with simulation data indicate that excluding the SOS-violating transitions leads to significant underestimation of the propagation velocity, even for quite moderate fields. This is shown in Fig. 2 . Equation (13) with J x = J y was presented without detailed derivation in Ref. [18] . In that work the average interface velocity in a kinetic Ising model undergoing a field-driven phase transformation was estimated directly from the time evolution of the magnetization after a sudden field reversal. This estimate was found to be consistent with Eq. (13) .
As T → 0, the only nonvanishing term in Eq. (12) is the one proportional to n(11s) , which is simply the density of kinks on the surface. Combining the appropriate entries in Table 2 with Eq. (5) and letting X → 0, we get the angle-dependent interface velocity for very low T :
The first line of this equation corresponds to the single-step model [4, 5, 26, 27] . In Ref. [5] the same result was obtained from a Green-Kubo-like linear-response formula for the interface mobility. The second line corresponds to the polynuclear growth (PNG) model [4, 28, 29] . Only the factors tanh(βH) depend on the specific dynamics. At higher temperatures than those for which Eq. (14) holds, the other classes contribute to the interface velocity as well, and our approximation goes beyond the well-known single-step and PNG approximations.
Nonlinear-Response SOS Approximation
The velocity estimates obtained in Sec. 3 were derived from the equilibrium interface fluctuations at H = 0 and thus constitute a linear-response approximation. This is satisfactory for sufficiently weak fields. For stronger fields, however, the structure of the moving interface is modified, leading to additional field dependences in the velocity. As will be shown in Sec. 5, this effect can be significant. In this section we therefore develop an approximate step-height pdf for a moving SOS interface in a nonzero field. The stationary step-height pdf for an SOS interface in a nonzero field is [13] 
The term containing H adds an x-dependence to the Lagrange multiplier which determines the mean step height. The corresponding x-dependence in the partition function is obtained by replacing γ(φ) by [γ(φ) − 2βHx] in Eq. (4), where tan φ now is the expectation value of the step height at x = 0. The geometric structure resulting from Eq. (15) is a macroscopically curved interface which bulges in the direction of the metastable phase region [30] . If the average curvature is changed from this x-dependent form, the interface will move. Here we use this idea to propose an approximate step-height pdf for a flat interface moving under the influence of an applied field. From the equilibrium theory we retain the symmetry under the transformation (x, γ, δ) → (−x, −γ, −δ) and the requirement that [13] Z
Creating a step δ(x) > 0 by moving in the positive x-direction involves flipping spins in the column centered at (x + 1/2) from antiparallel to parallel with the field. Creating the same step by moving in the negative x-direction involves flipping the same number of spins in the column at (x − 1/2) from parallel to antiparallel with the field. The same argument (with opposite signs) apply for δ < 0. These considerations lead us to attempt to adjust the macroscopic curvature by changing the x-dependence of the exponent in Eq. (15) while keeping the value of the exponent unchanged at x = +1/2 for interface generation in the positive x-direction and at x = −1/2 for interface generation in the negative x-direction. The overall symmetry is most simply restored by averaging over the positive-going and negative-going processes. To this effect we propose the replacement
The x-dependent average curvature is adjusted with the parameter α such that α = 1 yields the curved stationary interface, and α = 0 yields a macroscopically flat nonequilibrium interface. Using this replacement with Eqs. (15) and (16), we get the proposed nonequilibrium step-height pdf
It is easy to see that this pdf satisfies the required symmetries. With Eq. (18) and the techniques of Sec. 3 one can in principle calculate class populations for any α. Since p x [δ(x)] now generally depends on x, the expressions would be quite cumbersome, and the nonzero overall curvature breaks the symmetry between jk− and jk+. However, for α = 0 the proposed step-height pdf is independent of x and the interface is flat, just as it is in equilibrium for H = 0. Comparing Eq. (18) with Eq. (3) we observe that the approximate step-height pdf for the macroscopically flat nonequilibrium interface is identical to the zero-field equilibrium pdf with X = e −2βJx replaced by X = e −2βJx cosh(βH). Thus, all the linear-response results for the class populations, which were derived in Sec. 3 and are listed in Table 2 , can be converted to this nonlinear-response SOS approximation simply by re-interpreting X in this way. The net effect is to increase the mean step height, |δ| . In fact, the approximation introduces a spurious divergence in |δ| , and thus in n(10s) and n(20s) , at the temperature-dependent field where cosh(βH) = exp(2βJ x ). However, this field is greater than 2J x (with equality for T = 0) -safely outside the regime where the model with zero transition rates in the bulk is a realistic approximation to the full kinetic Ising model.
In the next section we show that this nonlinear-response approximation gives good agreement with MC simulations of driven, flat interfaces for |H| ≤ 2J x .
Comparison with Monte Carlo Simulations
We have compared the analytical estimates of propagation velocities and class populations developed above with MC simulations of the same model for J x = J y = J.
To minimize the finite-size effects (see below), large simulation lattices are needed to accommodate a sufficient length of the interface and provide enough room for it to move unimpeded. To achieve long simulation runs it is necessary to employ a co-moving simulation box to prevent the interface from hitting the system boundary in the y-direction. We therefore used an "active-zone" algorithm which relies on the fact that spins with no broken bonds have zero transition probability. The algorithm uses a lattice of size L x in the x-direction, and it keeps a list of all spins which have at least one broken bond and thus can flip in the next simulation step. Once a spin loses its last broken bond, it is removed from the "active list." A new spin is added to the list as soon as it acquires a broken bond due to a transition of one of its neighbors. The memory required for the list is proportional to the length of the interface, L x /| cos φ|. No lattice boundaries are needed in the y-direction, and consequently arbitrarily long simulation runs can be performed. Except for these modifications, the algorithm is a straightforward implementation of the n-fold way.
The mean tilt angle φ was fixed by helical boundary conditions in the x-direction. The production runs were performed with L x = 1000 and fixed φ between 0 and π/4. Since kinetic Ising interfaces belong to the KPZ universality class [4, 7] , the macroscopic interface width, [y(x, t) − y(x, t) ] 2 1/2 , is expected to saturate at a value proportional to L 1/2 x after a time t ∝ L 3/2
x . In order to ensure stationarity we ran the simulation for 10 000 MCSS before taking any measurements. Exploratory runs with smaller L x and shorter "warm-up" times showed that the values used in the production runs were sufficient to ensure a macroscopically stationary interface. Class populations and interface velocities were averaged over 200 000 MCSS. The macroscopic stationarity of the interface should abundantly ensure the stationarity of these quantities, which are properties of the local interface structure.
The overall quality of the four different approximations developed above: linear-response (Sec. 3) and nonlinear-response (Sec. 4), both either excluding or including the SOS-violating transitions from classes 10s and 20s, were explored in a wide range of H and T . In Fig. 2 the four approximations are compared with MC data for interfaces parallel to the x-axis at T = 0.2T c [Fig. 2(a) ] and T = 0.6T c [Fig. 2(b) ], where T c is the exact critical temperature. The crossover field H MFSP (T ) is marked by a vertical dashed line in both (a) and (b). The nonlinear-response approximation including SOS-violating transitions ("nonlinear inclusive" or NLI) is everywhere better than the others and is particularly good for |H| < H MFSP (T ). It is the only one which will be used in the rest of this paper.
The temperature dependence between T = 0 and T c of the velocities of interfaces parallel to the x-axis are shown in Fig. 3 for several values of H/J between 0.2 and 2.1. The overall agreement between the NLI approximation and the simulations is excellent over the whole range. Nowhere is the discrepancy greater than about 10% -mostly much smaller. The anisotropy of the interface velocities is shown in Fig. 4 for several values of H/J between 0.1 and 2.0. The agreement between the NLI approximation and the simulations is very good, except for the strongest fields. At T = 0.2T c [ Fig. 4(a) ], both the analytic and simulation results increase with increasing φ. As predicted by Eq. (14), under weak fields they cross over from the form of the PNG model for tan φ ≪ X, to almost exact agreement with the single-step model for tan φ ≫ X. Growth shapes generated from these velocities would be almost square, with their sides parallel to the x and y axes [4] . For strong fields, however, the analytic approximation predicts velocities that are slightly larger in the symmetry directions than for inclined interfaces, as is the case for the Eden model [31] . This reverse anisotropy is not seen in the MC data, which become almost perfectly isotropic and would lead to circular growth shapes. With the Glauber dynamic it appears that stronger fields and lower temperatures are needed to observe reverse anisotropy in the MC data [4] . However, the discrepancies between the simulations and the analytical approximation are modest in the regime explored here, even near φ = π/4 for strong fields. For small φ the agreement remains good for all fields shown. At T = 0.6T c [ Fig. 4(b) ], the simulated velocities are practically isotropic for all fields. The analytic NLI approximation agrees, except near H = 2J, where it shows Eden-like reverse anisotropy.
While our main emphasis is on estimates of the interface velocity, the most detailed information about the strengths and weaknesses of our analytical approximation is found in the individual class populations. Fig. 5(c) . The crossover field H MFSP (T ) is shown in all three panels as a vertical dashed line. The agreement between the theoretical estimates and the MC data is good out to about this field. The gradual breakdown of the SOS approximation is clearly reflected in the increase of n(01s) , relative to the monotonically decreasing analytical approximation [ Fig. 5(a) ], and in the nonzero populations of the classes that are not populated in the SOS approximation [ Fig. 5(b) ]. Another conspicuous feature is the gradual disappearance with increasing field of the symmetry between the populations of spins with s = +1 (stable) and s = −1 (unstable). This is no great surprise, since KPZ surfaces are not required to have up-down symmetry. It is perhaps more surprising that the asymmetry does not show up more strongly at the level of the class populations. The populations of s = +1 are enhanced for the classes with one and two broken bonds, while the populations of s = −1 are enhanced for the classes with three and four broken bonds. The latter effect is mainly due to bubbles of the unstable phase, which form a wake behind the moving interface. The picture is essentially the same at T = 0.2T c : both the asymmetry and the disagreement between theory and simulation become noticeable only near H MFSP (T ), which at that temperature is close to H/J = 2.
Discussion
In this paper we introduced and explored analytic approximations for the propagation velocity of a fielddriven interface in a two-dimensional kinetic Ising model. The model is applicable to a number of systems undergoing order-disorder phase transformations, including magnetic and ferroelectric systems and crystal growth under conditions which are not limited by diffusion.
The approximations were are based on a linear-response approach, in which the equilibrium fluctuations of the interface (as embodied in average spin-class populations) were estimated from the Burton-Cabrera-Frank SOS model. The approximation was extended by phenomenological symmetry arguments to obtain fielddependent class populations for a moving flat interface and a corresponding nonlinear-response approximation for the interface velocity. This extension considerably improved the agreement with MC simulations for stronger fields. However, it predicts a divergence of the intrinsic interface width at a finite, temperaturedependent field, which is absent in the simulations. This is not very surprising, since the structure of the simulated interfaces deviates from the SOS picture at weaker fields on the order of the crossover field, H MFSP (T ), beyond which the size of a critical droplet of the equilibrium phase becomes smaller than the lattice constant.
Our simulation results are consistent with those of Ref. [4] . However, since that study used the Metropolis dynamic [see their Eq. (3)], the velocities cannot be compared directly. For asymptotically low T , the velocity is completely determined by the kink density, n(11s) . This is the regime in which the single-step and PNG models are expected to hold. Indeed, they emerge in the proper limits from our analytic approximation, as shown in Eq. (14) . For larger H ≤ 2J and T ≤ T c , other spin classes also contribute significantly to the interface velocity. In this parameter range we obtain agreement to well within 10% between theory and simulation almost everywhere. This includes the disappearance of the velocity anisotropy with increasing T and H.
In summary, the approximations presented here give results for the class populations and propagation velocities of Ising interfaces driven by nonzero fields, which are exact in the asymptotic limits of low T and H, and which agree with MC simulations to within 10% almost everywhere, even for H near 2J and T near T c . It is not clear whether the wide regime of applicability is an accident limited to two dimensions, related to the ability of the SOS approximation to produce the exact surface tension for interfaces parallel to the lattice directions. It would therefore be interesting, and possibly useful, to extend the approach to three dimensions.
