Voronoi and Delaunay tessellations are applied to pattern recognition of atomic environments and to investigation of the nonlocal order in molecular-dynamics ͑MD͒-simulated materials. The method is applicable also to materials generated using other computer techniques such as Monte Carlo. The pattern recognition is based on an analysis of the shapes of the Voronoi polyhedron ͑VP͒. A procedure for contraction of short edges and small faces of the polyhedron is presented. It involves contraction to vertices of all edges shorter than a certain fraction x of the average edge length, with concomitant contraction of the associated faces. Thus, effects of fluctuations are eliminated, providing ''true'' values of the geometric coordination numbers f , both local and averaged over the material. Nonlocal order analysis involves geometric relations between Delaunay simplexes. The methods proposed are used to analyze the structure of MD-simulated solid lead ͓J.
I. INTRODUCTION
Contemporary computers allow the performance of molecular dynamics ͑MD͒ simulations for systems composed of hundreds of thousands of particles, which makes possible simulations of multicomponent and multiphase materials in a realistic way. The same statement applies to the materials generated on a computer by the Monte Carlo ͑or yet some other͒ procedure. Analysis of structures of perspicuous computer-simulated materials is helpful in the understanding of structure-property relationships in complex real materials, such as those including polymer liquid crystals, 1 or in polymer-based ͑for instance, fiber-reinforced͒ composites. Therefore, improving our structure analysis capabilities would be useful for all classes of materials.
One approach is based on the use of the radial distribution function g (R) , where R is the distance between particles ͑here atoms, molecules, polymer chain segments, or ions͒, as defined, for instance, in Ref. 2 . For nonisotropic systems one also uses the angular distribution function, with both functions averaged over the whole sample volume. An analytical formula for g(R) was developed already in 1976 ͑Ref. 3͒ and has been shown to provide accurate results for materials so disparate as argon, 4 He, neon, and sodium, including also sodium generated by Monte Carlo ͑MC͒ simulation ͑both MC and MD methods are described, for instance, in Refs. 1 and 2͒. Given g(R) one can calculate the structural coordination number z for the kth coordination sphere around a given particle P i :
Here is the number density equal to the number of particles per unit volume. The kth peak of g(R) is located between two minima of the function R min (k) and R min (kϩ1). The index i pertains to the particle P i and is dropped when we are dealing with z k values for the material as a whole, such as those obtained by Fourier transforming experimental diffractometric data. The structural coordination number ͓maximum z 1 ϭ12 for the hexagonal-closed-packed ͑hcp͒ and facecentered-cubic ͑fcc͒ lattices͔ is usually lower than the average geometric coordination number f for a given material discussed below. z 1 values are often sufficient for the characterization of regular lattices, even those containing fairly high concentrations of defects. For noncrystalline materials the knowledge of g(R) diagrams plus a series of z k values with kу1 can be used. Typically for liquids and glasses one obtains fractional z k values. 4 There are, however, at least two alternative approaches. One is the SO͑3͒ invariants analysis [5] [6] [7] [8] for characterization of local structures ͑local-order or bond-order parameters͒. Comparison between sets of SO͑3͒ invariants allows for distinguishing between predefined reference patterns. The sets of invariants suitable for the identification of the fcc, hcp, and icosahedral structures are well known, 6 but the extension of the method to other geometries is rather difficult; due to a limited number of invariants the conclusions about the local structure are not necessarily unambiguous.
The third approach-taken in the present paper-is based on the tessellation investigated in detail for sets of points by Voronoi 9, 10 and subsequently applied to physical systems. 2, [11] [12] [13] [14] [15] [16] [17] One uses the Voronoi polyhedron ͑VP͒ and Delaunay simplex ͑DS͒. A VP is defined as the minimal polyhedron whose planar faces bisect at right angles the lines joining a particle ͑these are again, atom, molecule, chain segment, or ion͒ to its neighbors; a pedantic definition in terms of sets is given by one of us in Ref. 15 . The number of faces f i for the ith particle is its geometric coordination number. Like the structural coordination numbers z i , f i values also can be averaged to provide f for the whole material. Values of f ϭ20 or even more are known to be possible. 18 The VP diagram, also called the VP network ͑a set of VP's constructed for all atoms in the sample͒ splits in a unique manner the total sample volume into the zones owned by each particle. DS's are geometrically dual to VP's; that is, a vertex of a VP is the central site of the corresponding DS, and each particle ͑center of a VP͒ is a vertex of the corresponding DS. One can assign each vertex of the former lattice to the elementary units of the latter. The faces of DS's intersect the edges of VP's, and the faces of VP's intersect the edges of DS's. VP and DS networks contain a formidable amount of information about the structure of the sample.
The difference between VP and DS descriptions is in the access to the information. The shape of a VP reflects the arrangement of all the neighbors of the given atom. DS's represent the structure of clusters composed of four adjacent atoms. In the amorphous structures, DS's are disordered tetrahedrons, whereas VP's are more complex polyhedrons. The VP technique was applied to the analysis of the structure of the close-packed [15] [16] [17] [19] [20] [21] [22] [23] [24] and continuous network materials [25] [26] [27] in a relatively simple way; some statistics of the geometric properties of the polyhedrons were provided. We propose below a more systematic and direct approach to the usage of the stochastic geometry methods in the structure analysis.
The paper is organized as follows. In Sec. II we describe a procedure of the pattern recognition of atomic environments. The procedure analyzes the shapes of the Voronoi polyhedra one by one; thus it can be applied to the detection of differently structured zones in multiphase materials. In Sec. III we present a method of the nonlocal arrangement analysis based on investigation of mutual geometric relations between the elements of the Delaunay network. An application of these methods to the analysis of the MD-simulated glassy and partially crystallized lead is described Sec. IV, similar to the analysis for germanium dioxide reported in Sec. V. Section VI includes some conclusions.
II. NEIGHBOR-ARRANGEMENT RECOGNITION
The method of a local-particle arrangement spectroscopy is based on the analysis of VP shapes. VP's are constructed and analyzed recursively for all atoms in the samples, so that the individual neighborhoods are treated independently. The algorithm consists of two stages. At first, in order to eliminate the effects of small deviations from the equilibrium atom positions ͑due to the thermal motions͒, we remove from the VP network small faces and short edges. In the second stage we compare the polyhedra so constructed to certain predefined polyhedra; the number and the shapes of the latter can be arbitrary.
To demonstrate the procedure used, let us consider the influence of perturbations of atomic positions in an arbitrary crystalline lattice on their VP networks. A characteristic feature of certain crystalline ͑fcc, hcp, etc.͒ VP networks is the existence of degenerate vertices and edges. Degenerate neighbors corresponding to such vertices or edges have been defined in Ref. 15 . A degenerate vertex is common to more than four edges, while a degenerate edge is common to more than three faces. As discussed also in Ref. 15 , there also exist indirect neighbors: there is a common face, but the midpoint of the line connecting the atoms does not belong to that face. If the midpoint belongs to the common face, we have the simplest case of direct neighbors. 15 Here direct and indirect neighbors do not have to be distinguished; thus they are both called geometric neighbors. If the degeneracy is present, it is obvious that an arbitrary small displacement of atoms in the crystalline structure removes it. The degenerate neighbors will become the geometric ones or will cease to be the neighbors altogether. In the former case, in the place of a degenerate VP vertex a small face or a short edge will appear; degenerate edges will become small elongated faces. Thus, by eliminating short edges and small faces from the VP network by contracting them to vertices or edges, we remove the effects of the fluctuations. The same objective could be achieved by suitable displacements of the atoms. However, since we have no information about the individual fluctuations of the atoms in the sample, such a procedure cannot be realized in practice. In a structure in which the degenerate vertices are absent ͓body-centered-cubic ͑bcc͒ lattice is an example͔, small perturbations of the position do not change the topology of the network. Thus, the analysis of such structures can be performed going directly to the second stage of the procedure.
A. Small-face and short-edge elimination
To assure reproducibility, we need to describe in detail the procedures of elimination of small faces and short edges. The former is realized by exclusion of the geometric neighbors associated with them, followed by a repeated construction of a new VP. Figure 1 presents a distribution of face areas in a distorted hcp lattice; fcc lattice leads to similar results. Positions of points in the ideal structure are shifted by a certain distance ͑perturbation displacement͒ in a random direction. The displacements are scaled to the nearestneighbor distance. It is seen that the faces of polyhedra can be grouped together into two sets that contain only small and only large faces. We assume that small faces are of the perturbative origin. Therefore, we need to contract all faces having an area smaller than, say, 0.2 on the average.
To contract short edges we have to use a more complicated method; there are at least two reasons for that. First, the edges can be removed only one by one, not all at the same time; this is in contradistinction to the face elimination. Second, edge lengths are very sensitive to the particle dis-placements. Figure 2 presents a distribution of edge lengths for a distorted hcp lattice after the face elimination. It is seen that the edges are also divided into two subsets and the short ones are of perturbative origin. The figure shows that one has to eliminate all edges shorter than about 0.5 of the average length. Because of such a high value of the rejection coefficient a special algorithm has to be applied in order to distinguish relatively long perturbative edges from the regular edges ͑inherent to the ideal network͒ of similar length so as not to eliminate too many edges. The algorithm for the shortedge contraction can be summarized as follows: ͑1͒ choose a VP, contract all edges shorter than a certain fraction x of the average edge length; ͑2͒ find the shortest edge; ͑3͒ if the edge is shorter then a fraction y (yϾx) of the average edge, then check the shape of the polyhedron; if the shape belongs to the set of predefined patterns, then take the next polyhedron and go to step ͑1͒; otherwise contract the edge under consideration, and go to step ͑2͒; ͑4͒ if the edge is longer then a fraction y of the average edge, then take the next polyhedron and go to step ͑1͒.
Detailed tests of the algorithm efficiency allowed the establishment of the optimal values of the parameters x and y as 0.4 and 0.6, respectively. Taking xϽ0.4 results in switching of the shape recognition procedure sooner; if the shape of a given polyhedron is undefined, there are no consequences except for slowing down the computations. Taking yϾ0.6 for an undefined shape causes subsequent contractions, leading eventually to a polyhedron with only a few edges and a small number of faces. Once x and y are fixed at the optimal values, the elimination of small faces can be omitted in principle. These faces contain also some short edges, and the edge contraction removes them automatically. However, the initial elimination of the small faces makes the computational time considerably shorter.
B. Polyhedron shape identification
The shape of an arbitrary polyhedron can be described by three sets of integers:
Eϭ͑e 4 ,e 5 ,e 6 ,...͒. ͑2c͒ f i is the number of the i-edged faces in a polyhedron; v i is the number of the vertices of a polyhedron from which exactly i edges originate. In the case of a nondegenerate VP, only v 3 do not vanish, hence iϪ3 determines the degeneration degree. Finally, e i is the number of edges for which i equals jϩkϩ4, where j and k are the degrees of degeneration of both vertices associated to the edge. Two polyhedrons are said to have the same topological structure if they have the same F, V, and E sets. Table I presents examples of F, V, and E sets for some polyhedrons.
We have tested the method on some perturbed crystalline lattices. As previously, the lattice points were shifted by a certain distance in a random direction. All the polyhedrons in the structures tested were correctly recognized for the displacement range lower then 0.13 of the nearest-neighbor distance. Figure 3 presents the results of the pattern recognition applied to fluctuated hcp structures. No hcp polyhedra have been detected in the structures perturbed within a displacement greater than 0.25.
III. A METHOD FOR NONLOCAL ORDER DESCRIPTION
As mentioned in the Introduction, the Delaunay network is geometrically dual to the Voronoi network. Each VP vertex can be assigned to a certain DS. Since in degenerate structures several kinds of VP vertices appear, the Delaunay however, in contradistinction to the usual Delaunay simplexes only one DDC is assigned to one degenerate vertex. Important for applications is the fact that the appearance of DDC's is a manifestation of crystallization. In particular, the existence of six-atom DDC's suggests that fcc or hcp regions are present in the analyzed sample. A subsequent, somewhat closer examination of the geometric relations between the DDC's reveals unequivocally the exact type of the crystalline structure. Now, using the notions introduced above, we present an efficient method for the medium-and long-range order analysis in multiphase materials. The structure recognition method is based on investigation of DS shapes, and geometric relations between DS's in structurally distinct phases. We consider the structures containing degenerate Voronoi networks. Our discussion focuses only on two examples frequently occurring in MD-simulated monatomic materials, fcc and hcp phases. Analysis of other degenerate structures can be performed in a similar way. Moreover, the investigation of any nondegenerate structure ͑such as bcc or random close packed͒ is merely a particular, and more simple case, because the DDC detection is not necessary. The method consists of two steps: elimination of lattice distortion and mutual geometric relation analysis.
A. Lattice distortion elimination
As in Sec. II, one assumes that the actual atom configuration in the system under analysis is a slightly perturbed unknown, but well-defined lattice. If the lattice is degenerate, small perturbations change the shapes of DS's, and the DDC's can be decomposed into the usual DS's. The procedure of perturbation elimination is based on the contraction of short VP network edges. The distance between the VP vertices is said to be small, if it is shorter than 0.4 of the average edge length ͑see again Fig. 2͒ . This contraction is equivalent to the amalgamation of the simplexes associated to vertices that are the ends of the contracted edge. If the vertices are the ends of one edge, the corresponding simplexes have a common face ͑or alternatively three common atoms͒. Thus, amalgamating two four-atom Delaunay polyhedra we construct one five-atom DDC, amalgamating fouratom and five-atom DDC's we obtain one six-atom ͑octahe-dral͒ DDC, etc. To reveal the influence of the perturbation on the DS's, we use the tetrahedricity parameter T defined first by Medvedev and Naberukhin 20 and used subsequently for various purposes. 22, 23 In particular, a basic difference between the liquid and amorphous solid states has been defined in terms of this parameter. 23 We have
where l i is the length of the ith Delaunay simplex edge; l is the average edge length of the simplex. As an example, we show the dependence of the T parameter on the perturbation in the hcp lattice in Fig. 4 . An analogous plot for the fcc lattice is identical. It turns out that all DS's for T smaller than 0.5 originate from regular tetrahedra.
B. Geometric relations between Delaunay polyhedrons
At this stage we analyze geometric relations between DS's and between DDC's inherent to certain reference patterns, and those detected in the MD-simulated sample under consideration. In the case of fcc and hcp lattices we have, respectively, regular tetrahedral DS's and octahedral DDC's. In the former, the vertices of the VP network assigned to DS's are never the ends of an edge. A similar situation is found in the case of DDC's. Thus, each edge ends with vertices belonging to different types of the Delaunay clusters ͑DS's and DDC's are both Delaunay clusters͒. The regular tetrahedral DS is connected by two atoms ͑an edge͒ to another DS, and a similar statement applies to DDC's. Thus, tetrahedral simplexes and octahedral DDC's compose infinite three-dimensional clusters. In the hcp structure, the tetrahedral simplexes share a common face, producing twoelement clusters. The double clusters naturally have one common edge. The octahedral DDC's are connected by the faces and compose infinite linear clusters, parallel to the axes of double tetrahedral clusters.
Let us introduce a notation that will be helpful in the description of geometric relations in the sets of DS's and DDC's. When two simplexes share three atoms, we say that they remain in a ''3-relation''; if they share at least two atoms, there is a ''2-relation.'' Finally, if the Delaunay polyhedra share at least one atom, we say that they are in a ''1-relation.'' The 3-relation implies the 1-and the 2-relations, and the 2-relation implies the 1-relation, but not the 3-relation.
Given this terminology, we see that we can construct 3-type, 2-type, and 1-type clusters of DS's or DDC's. A DS ͑DDC͒ belongs to an i-type cluster if it is i related to any element of this cluster. So a 1-type cluster contains 2-and 3-type clusters, etc. Mutual geometric relations between DS's ͑or DDC's͒ in any sample under analysis can be described in a very concise form. In the case of the fcc structure, tetrahedral simplexes and octahedra are isolated in respect to the 3-relation, whereas in respect to the 2-and 1-relations they compose infinite clusters, containing all atoms of the sample. In the hcp phase, tetrahedral simplexes are arranged in double 3-type clusters, and infinite 2-and 1-type clusters, whereas octahedra form an infinite linear 3-type cluster. The comparison of the shapes and sizes of the 3-, 2-and 1-type clusters in the sample with the clusters determined for the predefined reference structures allows one to draw some conclusions concerning the nonlocal arrangement. For example, if in any region of the sample one finds about two times more tetrahedral simplexes than octahedral DDC's, and they are rather isolated as far as 3-relations are concerned, we infer that the region has the fcc structure. If there is a large 3-type cluster of tetrahedral simplexes in the sample, we are dealing with a random-close-packed ͑rcp͒ glass. Table II presents the influence of perturbations of the ideal hcp structures on properties of 3-, 2-, and 1-type clusters. It is seen that for fluctuations greater than 8%, the clusters of tetrahedral DS's and octahedral DDC's become different from the ones expected in an unperturbed structure.
A similar analysis can be performed for other kinds of phases. For example, the bcc phase has only DS's of T equal to 0.203; thus they compose one infinite three-dimensional cluster in terms of the 3-relation. Detection of bcc simplexes consists in the rejection of simplexes that have very low as well as very high values of the tetrahedricity parameter defined by Eq. ͑3͒.
IV. ANALYSIS OF MD-SIMULATED SOLID Ph
As an example, we apply our method to the analysis of the local arrangement and the nonlocal ordering in two samples of MD-simulated lead. 28, 29 The simulations have been performed in the microcanonical ensemble using an experimental pair-interaction potential of Dzugutov, Larsson, and Ebbsjo 30 obtained by a careful fitting of the MD results to the static structure factor S(k) at 623 K ͑23 K above the melting temperature͒. The interaction potential u(r) contains hard-core and soft-core repulsion terms, and also an oscillatory long-range Friedel component:
The following values of the parameters were used: a 1 ϭ102.5 meV, b 1 ϭ0.3284 nm, c 1 ϭ0.572 nm, a 2 ϭ90 meV, b 2 ϭ0.483 nm, c 2 ϭ0.5, a 3 ϭ0.4183 meV nm 3 , and K F ϭ15.417 nm
Ϫ1
. The samples were prepared initially as wellequilibrated hot liquids of various densities ͑or alternatively under various pressures͒, and quenched at constant volume, and at various cooling rates down to 1 K. The results reported below pertain to samples with high density equal to 150ϫ10 2 kg/m 3 . We recall that the experimental value of the density of Pb at the melting point is 106.9ϫ10 2 kg/m 3 . The samples were either quenched to 1 K directly from 5000 K ͑fast cooling͒, or else passed through equilibrium states at 2500 K, 1250 K, 600 K, 300 K, and 150 K ͑slow cooling͒. Each sample contained 500 Pb atoms.
The distribution of the tetrahedricity of the DS's is shown in Fig. 5 . It is seen that the slowly cooled sample contains only regular tetrahedral (TϷ0) and octahedral (TϾ1) simplexes, which suggests the existence of fcc or hcp zones. The cutoff value for tetrahedral simplexes is equal to 0.5. Parameters of the 3-, 2-, and 1-type clusters are presented in Table  III . The large number of the tetrahedral simplexes that are isolated or appear in double clusters confirms the existence of fcc and hcp phases. The tetrahedra isolated in terms of the 3-relation are characteristic for the fcc structure, whereas the double clusters for the hcp configuration. Figure 6 presents the arrangement of the regular tetrahedral DS's and six-atom DDC's in the simulation box. A laminar arrangement of DS's and DDC's is evident. The fcc and hcp neighborhoods that have been found are shown in Fig. 7 ͑the parameters x, y of the edge contraction were equal to 0.4 and 0.6, respectively, and all the faces with areas smaller than 0.2 of the average value have been contracted͒. 154 atoms of fcc-like first neighborhood, and 199 atoms of hcp-like neighborhood were detected. The laminar arrangement of the fcc and hcp phases is clearly seen. We infer that the bcc or other environments, if present, would be detected as well.
The quickly cooled sample has a quite different structure. The tetrahedricities of the DS's change in a wide range ͑from 0 to more than 1.5, Fig. 3͒ , but small peaks at about Tϭ0 and 1.3 are still present. The large number of tetrahedral simplexes ͑Table III͒ and a large size of the 3-type clusters suggest that the sample has a glassy structure ͑rcp͒. Figure 8 shows the arrangement of the tetrahedral simplexes. No atoms with the fcc or hcp local arrangement have been detected, and only two atoms have a full icosahedral neighborhood.
V. APPLICATION OF THE CONTRACTION TECHNIQUE TO OPEN STRUCTURES
The example of lead, while quite instructive, does not tell us how the new procedure would work for open structures. Therefore, we have applied the contraction method also to the analysis of germanium dioxide, namely, to local neighborhoods of Ge atoms in a MD-simulated GeO 2 sample. Our simulation box contained 500 Ge atoms and 1000 O atoms interacting via the Born-Mayer pair potential, with the parameters defined by Nanba et al. 31 The simulation was performed in the constant pressure ensemble with a random initial configuration. The sample was thermalized for 4ϫ10 4 simulation femtosecond time steps at 300 K.
We have constructed the Voronoi polyhedra for Ge atoms as the central ones. As seen in Table IV , Ge-atom polyhedra share faces mainly with oxygen polyhedra, but there is a significant number of polyhedra with faces ͑always very small͒ associated to Ge. Distribution of the face areas presented in Fig. 9͑a͒ shows that noncontracted polyhedra consist of a nearly equal number of big and much smaller faces ͑average number of faces per polyhedron equals 8.1͒. We can see two well-separated peaks. This suggests that mainly trigonal pyramids with oxygen atoms in vertices constitute the local Ge neighborhoods; the smaller faces originate from further neighbors. In the case of distribution of edge lengths presented in Fig. 10͑a͒ , due to quadratic dependence of face areas on edge lengths, these peaks are not so well separated but still remain visible. In order to show how the contraction procedure deals with an open structure of GeO 2 , we performed several contractions for 0.0рxр0.6, and yϭ0. 6 . In Tables V and VI one can see that the number of faces of polyhedra and their shapes are almost x independent in the interval ‫.2.0ۋ0.0‬ There we have mainly two kinds of local neighborhoods: trigonal pyramids and trigonal bipyramids. As x increases beyond 0.2, the number of the latter decreases while the number of the former increases. A similar behavior appears in the case of square pyramids and square bipyramids; their overall number is much smaller, however. Such a dependence follows from the fact that Voronoi polyhedra of atoms with neighborhood types such as the trigonal bipyramid and the square bipyramid contain one small triangular face; with increased x this face disappears during contraction. Distributions of face areas and edge lengths are presented in Figs. 9 and 10. It is seen that the peak of small edges is visible well up to xϭ0.3. For faces this peak does not disappear.
We find that the results of our contraction procedure may depend on x for open structures. This is so because a low geometric coordination number f implies a relative simplicity of the Voronoi polyhedra topology. During the contraction process a polyhedron is modified, and after each edge contraction we obtain a new shape. If the length of a contracted edge is larger than x, and the polyhedron shape belongs to a predefined set, the procedure terminates not necessarily arriving at the optimal shape. With a certain practice, parameters x and y are chosen so as to assure the maximum efficiency of the method. This relies on experience and does not sound precise, but there are at least two procedures that can be used. First, one can perform several contractions for various values of x, thus generating more information about the structures. Second, one can assume, for instance, x ϭ0.1 for open and xϭ0.4 for closed structures and then compare results for different systems for fixed x. For all structures yϭ0.6 can be taken.
The information so obtained can be combined with the knowledge of the radial distribution function g(R) discussed briefly in Sec. I. For open structures the structural coordination number z calculated from Eq. ͑1͒ can then be compared with the geometric coordination number f for a fixed x, or with several f (x) values obtained from a series of contractions. In contradistinction to open structures, for closepacked structures there is no dependence of the contraction results on x.
VI. CONCLUDING REMARKS
Space tesselations have been studied by the Ukrainian mathematician Voronoi approximately a century ago; 9, 10 with time, his work finds more and more uses. [32] [33] [34] We have demonstrated the applications of the Voronoi and Delaunay tessellations to the analysis of local and nonlocal arrangements in MD-simulated materials. The Voronoi polyhedra allow definition of the neighborhoods of atoms in disordered samples in a simple way, and the classification of the neighbors, including direct and degenerate ones. The contraction of faces and edges of the polyhedra has a clear geometric significance: it simply changes the category of a neighbor. Therefore, the procedure of the local-order recognition can be interpreted as a virtual rearrangement of geometric neighbors present in the initial disordered structure. As shown in Sec. II, the procedure is efficient for lattices disordered with the perturbation displacement up to 13% of the nearestneighbor distance. For fluctuations lower then 15% no polyhedra other than the original ones have been detected for the Pb system; this proves that for closed structures the method leads to unambiguous results. For perturbations greater than 25% no polyhedra were recognized in the Pb material. Thus, the method has a relatively low efficiency for simulated materials with wide minima of the potentials. The results for solid Pb show that in closed systems our procedure can be successfully applied to the detection of any phase present within the MD simulation box. The Delaunay simplexes can be applied to investigate the nonlocal order. In particular, the analysis of the properties of the 3-, 2-, and 1-type clusters defined in this work allows the description of the nonlocal ordering, and also enables direct comparisons of structures of different amorphous samples. In contradistinction to the VP approach, the cluster method works also for extremely small ͑embryolike͒ crystalline zones in which the atoms do not have a well-defined crystalline neighborhood.
