Improving recommender performance is beneficial. However, sparsity and scalability of data is a problem faced by recent recommender systems. Customer interests and available products are changing constantly. Social interactions among users are highly influential on the effectiveness of the recommendation. Following these intuitions, this paper proposed a recommendation method incorporating with social and temporal information with probabilistic matrix factorization, which is called PMFST (Probabilistic Matrix Factorization with Social and Temporal information), to solve the problem of data sparsity and achieve real and dynamic recommender performance. The experiment on two real data sets shows that the proposed method outperforms the state-of-the-art methods in terms of minimal error and recommender performance.
Introduction
In recommender systems, sparsity and scalability are two common difficulties. Much work addresses the challenge of cold start problem by using social relationship. People usually turn to their friendship/neighbors for help to obtain our needed information in real life. Massa et al. [1] [2] proposed a CF frame based on trust and a trust degree algorithm-MoleTrust. In fact, people's choices are influenced by not only social relationship but also time factor. The popularity of products on Internet may change with time, as well as people's interests. Time information is crucial, especially when comments and ratings are related to products within a specific period to model recommendation. Koren et al. [3] study Netflix's dynamic properties and succeed in enhancing predicting ratings with time information.
However, few attempts have taken full advantages of social relationship and time information in recommender systems. In this paper, a probabilistic graph model is proposed to combine social relationship and time to achieve precise and comprehensive recommendation. The probabilistic graph model shows superior performance of inference. It achieves better performance than the state-of-the-art models. In recommender systems, large data sets are hard to handle due to limited resources. To illustrate the problem, Fig.1 describes our approach by exploiting part data of Epinions. We recommend items for users from rating (or other feedback) data concerning items that can be classified into different categories. It is our basic idea to transform recommending items into recommending categories firstly. Then we consider recommending item for every user according to the category that belongs to, which can effectively avoid computing large data sets.
In this paper, we try to conduct a systematic research of improving recommendation performance with following contributions. We depend on tensor factorization model incorporating social and time information (PMFST) to realize real-time and dynamic recommendation, which overcomes the cold start and sparsity problem. We take some methods to recommend items according to the corresponding category, which realize particular and personal recommendation. We conduct our experiments on two different data sets: Epinions and Ciao. Experimental results indicate different data sets applied with the PMFST model, which can achieve good performance. 
Problem Definition

Problem Formulation
In this section, we present a formal definition of the problem. At first, we give several definitions concerning the problem.
A rating network can be represented as ( , , )
, where the vertex set |U| = n users in a rating network, the vertex set In order to consider the social influence, we further define the influence of friend k u on i u as following:
In which, α and 1 − α represent the i u and k u 's weight parameters from real and social influence respectively.
( ) k In u means the in-degree of k u and ( ) i Out u is the out-degree of i u .
The category rating tensor: t ij r is the rating of item j belongs to c ( {1,..., } c cm ∈ ), so we consider the ratings of all items belong to category c and define the rating of category t ic r as follows:
∈ is called category rating tensor.
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Probabilistic Matrix Factorization with Social and Time Information (PMFST)
The idea of our approach is to draw real rating with probabilistic matrix factorization. And it incorporates with social and time information. Therefore, the problem transforms 2-dimension matrix factorization into 3-dimension matrix factorization called tensor factorization. Assuming
∈ respectively denote the latent user feature, item features (category features), time features in rating tensor and factor feature in social tensor, where R represents ratings of users on items and calculating ratings of users on categories as well. In fact,
= reflects the set of social relationship. This paper consider time factor T as one of factors in matrix factorization. Therefore, i U , j V , l T , k Z respectively indicates user-specific, item-specific (category-specific), time-specific and factor-specific. Fig.2 shows the graphical representation of our approach (PMFST). 
Combining the social and rating tensor, the posterior distribution over all features is written as 2   2  2  2  2  2  2  2  2  2  2  0  0  0  0   2  2  2  2  2  0  0   (U,V,Z,T,T | , , , , , , , )  (U,V,T,T | , , , , , ) (U,Z,T,T | , , , , , )
The log of the posterior distribution is equivalent to minimizing the sum-of-squared-errors objective function with quadratic regularization terms, and simplifying as , 2 , 2 
Recommendation
Firstly, we make recommendation for users with our proposed method -PMFST. In order to recommend personally and improve the performance of recommendation, we directly select the items among same category and apply PMFST model during this phrase. It can effectively calculate the ratings of items among the same category instead of items in whole data set. It not only reduces the calculating but also solves time and space expansion.
Experiment
In this section, in order to evaluate the effectiveness and efficiency of our approach, we conduct two different data sets on experiment. Experimental Settings Data Sets. In our paper, experiments are performed on two data sets: Epinions and Ciao both consist of rating and trust information. The data sets contain information about users, items, categories, time and social relationships. We divide the collected data into different time slices. Table 1 is the statistical summary of the data sets.
Baseline Algorithms. We compare our approach with the following five methods. [3] proposed TimeSVD++ method to improve the performance, which assumes that time information can be a latent feature. But it lacks some real social relationship (such as trust information). Performance Metrics. Our model includes two evaluation methods, Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE).
We use MAE and RMSE to measure the prediction of our proposed approach (PMFST) in comparison with other methods. MAE and RMSE are given as
where ij r denotes the rating which user i gave to item j, * ij r denotes the rating which user i gave to item j as predicted by our approach, and denotes the number of the testing ratings.
Result Analysis
The model based on probabilistic matrix factorization has several parameters. The parameter settings of this paper are U l = V l = Z l = T l = 0.001, C l = 0.5 referenced to the empirically settings. As the data scale of Ciao is smaller than Epinions, and Ciao of clustering by category is smaller as well. Therefore, it is suitable to testify our model perform well in comparatively small data sets. Table 2 lists the MAE and RMSE of the different approaches on the Ciao-class, Ciao, Epinions and Epinions-class with the following observations.
Our method PMFST consistently performs better performance comparing to the baseline methods. No matter what Ciao-class or Epinions-class obtained with aggregation, the model PMFST outperforms almost 10% in MAE and RMSE measures comparing to PMF, SoRec, SVD, SVD++, TimeSVD++. TimeSVD++ performs better than SVD++ and SVD, SVD++ also performs better than Sorec and PMF. Therefore, the experiment concerning different approaches on the Ciao-class, Ciao, Epinions-class and Epinions data sets demonstrates trust relationship or time information, combining these two have a great influence on predicting ratings.
Conclusion
In this paper, we propose a novel method for personalized recommendation. To leverage tensor factorization and rich social relationships along with time information, we extend the basic matrix factorization and put forward a novel probabilistic model incorporating social relationship and time information. And we make use of the idea of classification to recommend categories and items instead of items directly. Finally, the model achieves better performance comparing to other models.
