A convex body K in R n has around it a unique circumscribed ellipsoid CE(K) with minimum volume, and within it a unique inscribed ellipsoid IE(K) with maximum volume. The modern theory of these ellipsoids is pioneered by Fritz John in his seminal 1948 paper. This paper has two, related goals. First, we investigate the symmetry properties of a convex body by studying its (affine) automorphism group Aut(K), and relate this group to the automorphism groups of its ellipsoids. We show that if Aut(K) is large enough, then the complexity of determining the ellipsoids CE(K) and IE(K) is greatly reduced, and in some cases, the ellipsoids can be determined explicitly. We then use this technique to compute the extremal ellipsoids associated with some classes of convex bodies that have important applications in convex optimization, namely when the convex body K is the part of a given ellipsoid between two parallel hyperplanes, and when K is a truncated second-order cone or an ellipsoidal cylinder.
Introduction
A convex body in R n is a compact convex set with nonempty interior. Let K be a convex body in R n . Among the ellipsoids circumscribing K, there exists a unique one with minimum volume and similarly, among the ellipsoids inscribed in K, there exists a unique one of maximum volume. These are called the minimal circumscribed ellipsoid and maximal inscribed ellipsoid of K, and we denote them by CE(K) and IE(K), respectively. To our knowledge, Behrend [6] is the first person to investigate these problems, and proves the existence and uniqueness of the two ellipsoids in the plane, that is when n = 2. In any dimension, the existence of either ellipsoid is easy to prove using compactness. The ellipsoid CE(K) is often referred to as Löwner ellipsoid since Löwner has used its uniqueness in his lectures, see [10] . The uniqueness of CE(K) also follows from the famous paper of John [18] although he does not state it explicitly. Subsequently, Danzer, Laugwitz, and Lenz [11] , and Zaguskin [39] prove the uniqueness of both ellipsoids. The inscribed ellipsoid problem IE(K) is often called John ellipsoid, and sometimes Löwner-John ellipsoid, especially in Banach space geometry literature. (This terminology may seem inappropriate, since John does not consider the problem IE(K) in [18] . However, in Banach space geometry literature, one is mainly interested in symmetric convex bodies, that is K = −K, and for this class of convex bodies the inscribed and circumscribed ellipsoids are related by polarity, so that results about one ellipsoid may be translated into a similar statement about the other.)
The two extremal problems CE(K) and IE(K) are important in several fields including optimization, Banach space geometry, and statistics. They also have applications in differential geometry [23] , Lie group theory [11] , and symplectic geometry, among others. The ellipsoid algorithm of Khachiyan [19] for linear programming sparked general interest of optimizers in the circumscribed ellipsoid problem. At the kth step of this algorithm, one has an ellipsoid E (k) and is interested in finding E (k+1) = CE(K) where K is the intersection of E (k) with a half plane whose bounding hyperplane passes through the center of E (k) . The ellipsoid E (k+1) can be computed explicitly, and the ratio of the volumes vol(E (k+1) )/ vol(E (k) ) determines the rate of convergence of the algorithm and gives its polynomial-time complexity. From this perspective, ellipsoids covering the intersection of an ellipsoid with two halfspaces whose bounding hyperplanes are parallel have been studied as well, because the resulting ellipsoid algorithms are likely to have faster convergence. See the survey paper [7] and the book [13] a wealth of information on the of the ellipsoid method and its applications in optimization. The papers of König and Pallaschke [22] and Todd [36] compute the circumscribing ellipsoid explicitly. Inscribed ellipsoid problems also arise in optimization. For example, the inscribed ellipsoid method of Tarasov, Khachiyan, and Erlikh [34] is a polynomial-time algorithm for solving general convex optimization problems. In this method, one needs to compute numerically an approximation to the inscribed ellipsoid of a polytope which is described by a set of linear inequalities. A related paper of Khachiyan and Todd [20] gives a polynomial bound on the complexity of approximating the maximal inscribed ellipsoid for a polytope.
It has been discovered that the circumscribed ellipsoid problem is (dually) related to the optimal design problem in statistics. Consequently, there has been wide interest in the problem CE(K) and related problems in this community, see for example Wynn [37] and Sibson's discussion following this paper, Fedorov [12] , Titterington [35] , Gruber [14] , Ahipaşaoglu [1] , among others. The recent paper [17] by the second author gives a careful treatment of the duality theory of extremal ellipsoids and their connection to optimal design, using convex duality theory in a functional analysis setting.
To meet the demand from different fields such as optimization, computer science, engineering, and statistics, there have been many algorithms proposed to numerically compute the two extremal ellipsoids CE(K) and IE(K). Recently, there has been a surge of research activity in this subject. We do not discuss algorithms in this paper, but the interested reader can find more information on this topic and the relevant references in the papers [40] , [33] , [2] , [38] , and [1] . This paper has the following, related goals. First, we investigate the symmetry properties of a convex body in K ⊂ R n by studying Aut(K), the group of affine transformations leaving K invariant. We then use the connection between of the automorphism group of K and the automorphism groups of the extremal ellipsoids CE(K) and IE(K) to reduce of computational complexity of determining the two ellipsoids. Finally, we completely determine the ellipsoids for some classes of convex bodies, namely when the convex body K is the part of a given ellipsoid between two parallel hyperplanes, and when K is a truncated second-order cone or an ellipsoidal cylinder.
In §2, we introduce semi-infinite programming formulations of the problems CE(K) and IE(K), and then recall their fundamental properties using the resulting optimality conditions. We devote §3 to the symmetry properties of convex bodies and the related symmetry properties of the corresponding ellipsoids CE(K) and IE(K). One way to formalize the symmetry properties of a convex body K is to consider its (affine) automorphism group Aut(K). It will be seen that the uniqueness of the two ellipsoids imply that the ellipsoids inherit the symmetry properties of the underlying convex body K. That is, Aut(K) is contained in the automorphism group of the two extremal ellipsoids. One consequence of this is that if K is "symmetric" enough, then either it is possible to analytically compute the extremal ellipsoids exactly, or else it is possible to reduce the complexity of their numerical computation.
The contents of the rest of the paper are as follows. Starting with §4, we exploit automorphism groups to analytically compute the extremal ellipsoids for two classes of convex bodies. The first class consists of convex bodies which are the intersections of a given ellipsoid with two halfspaces whose bounding hyperplanes are parallel, and have been mentioned above. We call such convex bodies slabs. The second class consists of convex bodies obtained by slicing an ellipsoid with two parallel hyperplanes and taking the convex hull of the slices. We note that a convex body in this class is either a truncated second-order cone or an ellipsoidal cylinder, depending on the location of the bounding hyperplanes with respect to the center of the ellipsoid.
In §4, we compute the automorphism group of a slab K and use it to determine the form of the center and matrix of its ellipsoid CE(K). Although the automorphism group Aut(K) is not large enough to compute the ellipsoid CE(K) exactly, it is large enough to reduce its determination to computing just three parameters (instead of n(n + 3)/2 in the general case), one to determine its center and two to determine its matrix.
In §5, we formulate the CE(K) problem for a slab as a semi-infinite optimization problem, and obtain its solution by computing the three parameters of CE(K) directly from the Fritz John optimality conditions for the semi-infinite program. As we mentioned already, König and Pallaschke [22] and Todd [36] solve this exact problem. König and Pallaschke's approach is similar to ours: they use the uniqueness and invariance properties of the ellipsoid CE(K). However, their solution is not complete since they only consider the cases when the slab does not contain the center of the given ellipsoid. Todd gives a complete proof covering all cases. His proof is based on guessing the optimal ellipsoid and then prov-ing its minimality by using some bounds on the volume of a covering ellipsoid. In §5, we also formulate the ellipsoid problem CE(K) as a nonlinear programming problem, and give a second, independent, solution for it.
For interesting applications of the ellipsoid CE(K) of a slab, see the papers [25] and [4] .
In §6, we formulate the IE(K) problem for a slab as a semi-infinite optimization problem, and obtain its solution directly from the resulting Fritz John optimality conditions. We also formulate the same problem as a nonlinear programming problem, but do not provide its solution in order to keep the length of the paper within reasonable bounds.
Finally, in §7, we formulate the CE(K) problem for a convex body from the second class of convex bodies mentioned above as a semi-infinite programming problem, and obtain its solution directly from Fritz John optimality conditions. The form of the optimal ellipsoid CE(K) turns out to be very similar to the form of the corresponding ellipsoid for a slab. We do not solve the inscribed ellipsoid problem for the second class of convex bodies for space considerations.
We remark that the ideas and techniques used in this paper for determining the extremal ellipsoids for specific classes of convex bodies can be generalized to other classes of convex bodies as long as these bodies have large enough automorphism groups. It is reasonable to expect that automorphism groups can also be used advantageously in numerical determination of extremal ellipsoids.
Our notation is fairly standard. We denote the set of symmetric n × n matrices by SR n×n . In R n , we use the bracket notation for inner products, thus u, v = u T v. In the vector space R n×n of n × n matrices (and hence in SR n×n ), we use the trace inner product
If both inner products are used within the same equation, then the meaning of each inner product should be clear from the context. We define and use additional inner products in this paper, especially in §3. The sets ∂X and conv(X) denote the boundary and the convex hull of a set X in R n , respectively, and ext(K) is the set of extreme points of a convex set K in R n .
Characterizations of the extremal ellipsoids
We recall that the circumscribed ellipsoid problem is the problem of finding a minimum volume ellipsoid circumscribing a convex body K in R n . This is the main problem treated in Fritz John [18] . In this paper, John shows that such an ellipsoid exists and is unique. John introduces semi-infinite programming and develops his optimality conditions to prove the following deep result about the ellipsoid CE(K): the ellipsoid with the same center as CE(K) but shrunk by a factor n is contained in K, and if K is symmetric (K = −K), then CE(K) needs to be shrunk by a smaller factor, which is √ n, to be contained in K. This fact is very important in the geometric theory of Banach spaces. In that theory, a symmetric convex body K is the unit ball of a Banach space, and if K is an ellipsoid, then the Banach space is a Hilbert space. Consequently, the shrinkage factor indicates how close (in the Banach-Mazur distance) the Banach space is to being a Hilbert space; see [27] , Chapter 3. In this context, it is not important to compute the exact ellipsoid CE(K). However, in some convex programming algorithms, including the ellipsoid method and its variants, the exact or nearly exact ellipsoid CE(K) needs to be computed. If K is sufficiently simple, CE(K) can be computed analytically. In more general cases, numerical algorithms have been developed to approximately compute CE(K).
An ellipsoid E in R n is an affine image of the unit ball B n := {u ∈ R n : ||u|| ≤ 1}, that is,
where A ∈ R m×n is any m × n matrix. Here c is the center of E and the volume of E is given by vol(E) = det(A) vol(B n ). We are interested in the case where E is a solid body (E has a non-empty interior), hence we assume that A is a non-singular n × n matrix. Let A have the singular value decomposition A = V 1 ΣV 2 where V 1 , V 2 are orthogonal n × n matrices and Σ is a diagonal matrix with positive elements. Then we have the polar decomposition of A, that is, A = SO where
n×n is positive definite and O = V 1 V 2 is an orthogonal matrix. Consequently, E = c + SO(B n ) = c + S(B n ), that is, the matrix A in the definition of the ellipsoid E in (2.1) can be taken to be symmetric and positive definite, an assumption we make from here on. By making the change of variables
can also be written in the form
Note that we have
where ω n = vol(B n ).
Consequently, we can set up the circumscribed ellipsoid problem as a semi-infinite program 4) in which the decision variables are X ∈ SR n×n and c ∈ R n .
The following fundamental theorem of Fritz John [18] is a basic tool in semi-infinite programming. It is proved, for example, in [16] , Chapter 12.
where f (x) is a continuously differentiable function defined on an open set X ⊆ R n , and g(x, y) and ∇ x g(x, y) are continuous functions defined on X × Y where Y is a compact set in some topological space. If x is a local minimizer of (2.5), then there exist at most n active constraints {g(x, y i )} k 1 (g(x, y i ) = 0) and a non-trivial, non-negative multiplier vector 0 = (λ 0 , λ 1 , . . . , λ k ) ≥ 0 such that
The following theorem characterizes the circumscribed ellipsoid CE(K). It can be proved by applying Theorem 2.1 to the semi-infinite program (2.4), see [16] , section 12.3. Theorem 2.2. If K is convex body in R n , then there exists a unique ellipsoid CE(K) of minimum volume circumscribing K. Moreover, an ellipsoid E(X, c) is the ellipsoid CE(K) if and only if there exists a multiplier vector λ = (λ 1 , . . . , λ k ) > 0, 0 ≤ k ≤ n(n + 3)/2, and points
The first equation above gives
T , and taking traces of both sides yields n = tr(I n ) = tr(
We call the points
). This immediately implies Corollary 2.3. Let K be a convex body in R n . The contact points of CE(K) are not contained in any closed halfspace whose bounding hyperplane passes through the center of CE(K).
Remark 2.4. The contact points have applications in several fields, in optimal designs, and in estimating the size of almost orthogonal submatrices of orthogonal matrices [31] , for example. Gruber [14] shows that "most" convex bodies K have the maximum number n(n + 3)/2 of contact points. See [31] for a simpler proof. Similar results also hold for the maximum volume inscribed ellipsoids, see [14] . However, Rudelson [31] shows that for every ε > 0 and every convex body K, there exists a nearby convex body L whose distance (Banach-Mazur distance) to K is less than 1 + ε and which at most k ≤ C(ε) · n log 3 n contact points. This has obvious implications for numerical algorithms that try to compute approximate covering ellipsoids.
Remark 2.5. Let S = ext(K), the set of extreme points of K. We have K = conv(S), the convex hull of S, by a Theorem of Minkowski, see Rockafellar [30] , Corollary 18.5.1. Note that S and K have the same extremal covering ellipsoid, and applying Theorem 2.2 to S instead of K shows that we can choose
An independent proof of the above fact runs as follows: let x ∈ ∂K ∩ ∂E be a contact point. Noting ∂E = ext(E), we have x ∈ ext(E). If x / ∈ ext(K), then there exist y, z ∈ K, y = z, such that x lies in the interior of the line segment [y, z]. However, x ∈ [y, z] ⊆ E, contradicting the fact that x ∈ ext(E).
The concept of the support function will be needed in the formulation of the inscribed ellipsoid problem. If C is a convex body in R n , then the Minkowski support function of C is defined by
The function s C is clearly defined on R n and is a convex function because it is a maximum of linear functions indexed by u. If C and D are two convex bodies, it follows from Corollary 13.1.1 in [30] that C ⊆ D if and only if s C ≤ s D .
We compute
where we have defined
We can formulate the inscribed ellipsoid problem as a semi-infinite program
However, this is hard to work with, due to the inconvenient form of the constraints, E(X, c) ⊆ K. We replace this inclusion by the functional constraints
where we again restrict d to the unit sphere since support functions are homogeneous (of degree 1), in order to get a compact indexing set.
Defining Y = X −1 , we can therefore rewrite our semi-infinite program in the form
in which the decision variables are (Y, c) ∈ S n × R n and we have infinitely many constraints indexed by the unit vector ||d|| = 1.
Since s K is a convex function on R n , it is continuous. Therefore, there exists a positive
This proves that the set of feasible (Y, c) for problem (2.9) is compact, and implies that there exists a maximum volume ellipsoid inscribed in K.
The theorem below characterizes the inscribed ellipsoid IE(K). It can be proved by applying Theorem 2.1 to the semi-infinite program (2.9), see [16] , section 12.4. Theorem 2.6. If K is a convex body in R n , then there exists a unique ellipsoid IE(K) of maximum volume inscribed in K. If an ellipsoid E(X, c) contained in K is the ellipsoid IE(K) if and only if there exists a multiplier vector λ = (λ 1 , . . . , λ k ) > 0, 0 ≤ k ≤ n(n+3)/2, and contact points {u i } k 1 such that
We note that the optimality conditions (2.10) are exactly the same as the corresponding optimality conditions (2.6) in the circumscribed ellipsoid case, except for the feasibility conditions E(X, c) ⊆ K.
As in the circumscribed ellipsoid case, we have Corollary 2.7. Let K be a convex body in R n . The contact points of IE(K) are not contained in any closed halfspace whose bounding hyperplane passes through the center of IE(K).
Remark 2.8. The minimum volume covering ellipsoid problem may be set as a semi-infinite program in a different way, by replacing the set inclusion K ⊆ E(X, c) by the equivalent functional constraints
where we restrict d to the unit sphere since support functions are homogeneous (of degree 1), in order to get a compact indexing set. The resulting semi-infinite program is solved in the same way as (2.4), and mirrors the solution to the maximum volume inscribed ellipsoid problem given above.
Automorphism group of a convex body
Let K be a convex body in R n . The uniqueness of the two extremal ellipsoids CE(K) and IE(K) have important consequences regarding the invariance properties of the two ellipsoids. We will see in this section that the symmetry properties of the convex body K is inherited by the two ellipsoids. If K is symmetric enough, then it becomes possible to give explicit formulae for the ellipsoids CE(K) and IE(K). We will demonstrate this for some special convex bodies in the remaining sections of this paper.
Apart from its intrinsic importance, the invariance properties of the ellipsoids CE(K) and IE(K) have important applications to Lie groups [11] , [26] , to differential geometry [23] , and to the computation of the extremal ellipsoids for some special polytopes and convex bodies [8] , [5] , among others.
We start with a definition. Definition 3.1. The (affine) automorphism group Aut(K) of a convex body K in R n is the set of affine transformations T (x) = a + Ax leaving K invariant, that is,
It is shown in [14] that the automorphism group of most convex bodies consists of the identity transformation alone. This is to be expected, since the symmetry properties of a given convex body can easily be destroyed by slightly perturbing the body. Nevertheless, the study of the symmetry properties of convex bodies is important for many reasons.
The ellipsoids are the most symmetric convex bodies. Therefore, we first investigate their automorphism groups and then relate them to the automorphism groups of arbitrary convex bodies. We denote by O(R n , A) the set of linear maps orthogonal under this inner product,
where g * is the conjugate matrix of g with respect to the inner product ·, · A , that is gu, v A = u, g * v A for all u, v in R n . The second equality above follows as gu, gv A = u, g * gv A and this equals u, v A if and only if g * g = I. The third equality follows since
) is the set of orthogonal matrices in the usual inner product on R n .
Lemma 3.3. If X is a symmetric, positive definite n × n matrix, then
In particular, Aut(B n ) is the set of n × n orthogonal matrices. We also have
where T c is the translation map T c x = c + x. Moreover, Aut(E(X, c)) fixes c, the center of E(X, c), that is, θ(c) = c for every θ in Aut(E(X, c)).
Proof. We first determine Aut(B n ). Let T be in Aut(B n ), where T (x) = a + Ax. Since T maps the boundary of B n onto itself, we have q(x) := ||a + Ax|| 2 = A T Ax, x + 2 A T a, x + ||a|| 2 = 1 for all ||x|| = 1. Then q(x) − q(−x) = 4 A T a, x = 0 for all ||x|| = 1, which implies that A T a = 0 and since A is invertible, a = 0. Consequently, q(x) = A T Ax, x = 1 for all ||x|| = 1, which gives A T A = I n , that is, A is an orthogonal matrix.
Next, we determine Aut(E(X, 0)). We have the commutative diagram
where θ ∈ Aut(E(X, c)), U ∈ Aut(B n ) = O n , and θ 0 ∈ Aut(E(X, 0)). From the diagram,
This gives θ T 0 Xθ 0 = X and proves that Aut(E(X, 0)) = O(R n , X).
. This gives θ(c) = c, meaning that Aut(E(X, c)) fixes the center of E.
It immediately follows from Lemma 3.3 that Aut(K) fixes the center of any invariant ellipsoid E of K.
The following Theorem in Danzer et al. [11] is a central result regarding the symmetry properties of the extremal ellipsoids.
Theorem 3.5. Let K be a convex body in R n . The extremal ellipsoids CE(K) and IE(K) are invariant ellipsoids of K. Thus, Aut(K) ⊆ Aut(CE(K)), Aut(K) ⊆ Aut(IE(K)), and Aut(K) fixes the centers of CE(K) and IE(K).
Proof. Since the arguments are similar, we only prove the statements about CE(K). Let g ∈ Aut(K). Since K ⊆ CE(K) and K = gK ⊆ g(CE(K)), the ellipsoids CE(K) and g(CE(K)) both cover K, and since vol(CE(K)) = vol(g(CE(K))), they are both minimum volume circumscribed ellipsoids of K. It follows from Theorem 2.2 that g(CE(K)) = CE(K). 
Automorphism group of a slab
In this paper, one of the problems we are interested in is the determination of the extremal ellipsoids of the convex body K which is the part of a given ellipsoid E(X 0 , c 0 ) between two parallel hyperplanes,
where p is a non-zero vector in R n , and where a and b are such that K is nonempty. Recall that we call such a convex body K a slab.
In this section, we determine Aut(K) and the form of the ellipsoids CE(K) and IE(K).
If we substitute u = X Defining p = q/||q||, α = a/||q|| and β = b/||q||, the linear inequalities a ≤ p, x − c 0 ≤ b reduce to α ≤ p, u ≤ β. Altogether, these substitutions give
Let Q be an orthogonal matrix such that Qe 1 = p, where e 1 = (1, 0, . . . , 0) T in R n . Defining v = Q −1 u, we finally have
Since an affine transformation leaves ratios of volumes unchanged, we assume from here on, without loss of generality, that our initial convex body K, which we denote by B αβ , has the form
where −1 ≤ α < β ≤ 1.
Remark 4.1. To simplify our proofs, we assume in this paper that β 2 ≥ α 2 . We can always achieve this by working with the convex body −B αβ instead of B αβ , if necessary.
We use the symmetry properties of B αβ to determine the possible forms of its extremal ellipsoids. This idea seems to be first suggested in [22] for determining CE(B αβ ).
Lemma 4.2. If α = −1 and β = 1, then the automorphism group of the slab B αβ = B n consists of the n × n orthogonal matrices. In the remaining cases, the automorphism group Aut(B αβ ) consists of linear transformations T (u) = Au where A is a matrix of the form
with a 11 = 1 if α = −β and a 11 = ±1 if α = −β.
Proof. It is proved in Lemma 3.3 that Aut(B n ) = O n , so we consider the remaining cases.
Let T (u) = a + Au be an automorphism of B αβ . We write A = a 11 c T bĀ and a = (a 1 ,ā),
where a 11 and a 1 are scalars and the rest of the variables have the appropriate dimensions. Since T is an invertible affine map, T (ext(B αβ )) = ext(B αβ ), where ext(B αβ ) is the set of extreme points of B αβ given by
) is in ext(B αβ ) with ||ū|| = 1, then
We have ||w|| = 1, that is, 
and that (1 − u 1 )
for all u 1 ∈ (α, β). Therefore, there exists a constant k such that
The equation (4.3) implies the first two equations in (4.4), while the equation above gives rest of the equations below,
We have, therefore,
Since | det A| = 1 and A T A is positive semidefinite, we have k = 1. This proves that A is an orthogonal matrix. Furthermore, the last equation in (4.5) gives a = (a 1 ,ā) = 0. Let x be in B αβ . As ||Ax|| = ||x|| ≤ 1 and e 1 , x = Ae 1 , Ax , we have
If α = −β, then we must have Ae 1 = e 1 , and if α = −β, then B αβ = −B αβ and we have Conversely, it is easy to verify that any matrix A in the form above is in Aut(K).
Determination of the circumscribed ellipsoid of a slab
In this section, we give explicit formulae for the minimum volume circumscribed ellipsoid of the slab B αβ in (4.1) using the Fritz John optimality conditions (2.6) and Lemma 5.1 below. In this section, K will always denote the convex body B αβ .
Lemma 5.1. The extremal ellipsoids CE(B αβ ) and IE(B αβ ) have the form E(X, c) where c = τ e 1 and X = diag(a, b, ..., b) for some a > 0, b > 0 and τ in R. Moreover, if α = −β, then c = 0.
Proof. Since the proofs are the same, we consider only the covering ellipsoid CE(B αβ ) = E(X, c). It follows from Lemma 3.3 that any U = 1 0 0Ū withŪ ∈ O n−1 lies in Aut(K).
Write c = (c 1 ,c). It follows from Theorem 3.5 that U c = c, and this implies thatŪc =c for allŪ in O n−1 . ChoosingŪ = −I n−1 , we obtainc = 0. Moreover, if α = −β, then U = −I n lies in Aut(K). Again, it follows from Theorem 3.5 that U c = c, and this yields c = 0.
Next, Theorem 3.5 implies that U = 1 0 0Ū ∈ Aut(K) above lies in Aut(E(X, c)), and
equation is equivalent to the pair of equations
The first equation above implies v = 0. In the second equation, we can chooseŪ so that the left hand side matrix is diagonal, proving thatX itself must be a diagonal matrix. If U is an orthogonal matrix such that U e i = e j , then the second equation in (5.1) gives
The following theorem is one of the main results in this paper. As mentioned in the introduction, the first complete published proof of this result appears in [36] . An earlier paper [32] states without proof some of the formulas for the optimal ellipsoids. These ellipsoids are relevant for several versions of the ellipsoid method, see [7] and [13] . The proof below seems to be the first published derivation of these particular optimal ellipsoids using optimization techniques. Perhaps more importantly, the same methodology can be used effectively in many other contexts, as we demonstrate in sections 6 and 7. (ii) If α + β = 0 and αβ > −1/n, then
4)
where
Proof. Lemma 5.1 implies that X = diag(a, b, ..., b) and c = τ e 1 . Writing
, the Fritz John (necessary and sufficient) optimality conditions (2.6) may be written in the form
The last line expresses the feasibility condition K ⊆ E(X, c): any point x = (y, z) satisfying α ≤ y ≤ β and ||x|| = 1 lies in K, hence in E(X, c), so that it satisfies the conditions y 2 + ||z|| 2 = 1 and a(y − τ ) 2 + b||z|| 2 ≤ 1.
The conditions (5.5)-(5.8) thus characterize the ellipsoid CE(K) for K = B αβ in (4.1). Since the ellipsoid CE(K) is unique, its parameters (τ, a, b) are unique and can be recovered from the above conditions. These are done in the technical lemmas below. 
where the first equation follows from Lemma 5.4, the last equation from (5.5) and (5.6).
Altogether, we have the equations A straightforward but tedious calculation shows that the discriminant is ∆ = n
We claim that the feasible root is the one with negative discriminant. If τ is the root with positive discriminant, then
This gives τ ≥ β, proving the claim, as we must have α < τ < β. Therefore,
where the equations for a and b follow from the first and second equations in (5.9).
Finally, τ = (1 − b/a)(α + β)/2 from (5.9) and Lemma 5.4 gives a > b, implying τ > 0. From the formula above for τ , we get 0 < (n(α + β) 2 + 2(1 + nαβ)) 2 − ∆ = 4(n + 1)(α + β) 2 (1 + nαβ).
This gives 1 + nαβ > 0. The lemma is proved.
Remark 5.6. Some of the results contained in Theorem 5.2 may seem very counterintuitive. For example, consider the slab B αβ when −α = β = 1/ √ n. Although the width of this slab is 2/ √ n, very small for large n, the optimal covering ellipsoid is the unit ball. This seemingly improbable behavior may be explained by the concentration of measure phenomenon: most of the volume of a high dimensional ball is concentrated in a thin strip around the "equator", see for example [3] . There is a sizable literature on concentration of measure; the interested reader may consult the reference [24] for more information on this important topic.
Determination of the circumscribed ellipsoid by nonlinear programming
In this section, we give a proof of Theorem 5.2 which is completely independent of the previous one based on semi-infinite programming. The proof uses the uniqueness of the covering ellipsoid, Lemma 5.1 on the form of the optimal ellipsoid, and Corollary 2.3. We thus need proofs of the first and the last results that do not depend on the results of §2 and Theorem 5.2. We note that an elementary and direct proof of the uniqueness of the optimal covering ellipsoid can be found, for example, in Danzer et al. [11] , and we supply an independent, direct proof of Corollary 2.3, in the spirit of the proof in Grunbaum [15] for the maximum volume inscribed ellipsoid. This last result is not strictly necessary, but it simplifies our proofs, and it may be of independent interest.
Corollary 5.7. Let K be a convex body in R n . The contact points of CE(K) are not contained in any closed halfspace whose bounding hyperplane passes through the center of CE(K).
Proof. We assume without loss of generality that the ellipsoid is the unit ball B n . Clearly, it suffices to show that the open halfspace B + := {x : x n > 0} contains a point of E ∩ ∂K. We prove this by contradiction.
Consider the family of ellipsoids
2 ≤ 1} such that the points {e i } n−1 1
and −e n = (0, 0, . . . , 0, −1) lie on the boundary of E λ . We
We claim that K ⊆ E λ for small enough λ > 0. On the one hand, if ||x|| = 1 and
On the other hand, since B + contains no contact points, there exists > 0 such ||x|| < 1 − for all x ∈ K ∩ B + . It follows by continuity that K ∩ B + ⊂ E λ for small enough λ > 0. These prove the claim.
Theorem 5.8. The minimum volume covering ellipsoid problem for the slab B αβ can be formulated as the nonlinear programming problem min − ln a − (n − 1)ln b,
whose solution is the same as the one given in Theorem 5.2.
Proof. It follows from Lemma 5.1 that the optimal ellipsoid E(X, c) has the form X = diag(a, b, . . . , b) and c = τ e 1 . Thus, the feasibility condition B αβ ⊆ E(X, c) translates into the condition that the quadratic function
is non-positive on the interval I = [α, β]. Furthermore, Corollary 5.7 implies that there exist at least two contact points, which translates into the condition that the quadratic function g(u) takes the value zero at two distinct points in the interval I. A moment's reflection shows that g(u) must take the value zero at the endpoints α and β. Consequently, the function g is a non-negative multiple of the function (u − α)(u − β), that is
giving a − b = µ ≥ 0, (α + β)µ − 2aτ = 0, and aτ 2 + b − 1 − αβµ = 0. If we eliminate µ from these constraints, we arrive at the optimization problem (5.11). We have for it the Fritz John optimality conditions (for ordinary nonlinear programming)
for some (λ 0 , λ 1 , λ 2 , λ 3 ) = 0, λ 0 ≥ 0, λ 3 ≥ 0, and satisfying λ 3 (a − b) = 0.
Adding the first two equations above and substituting λ 1 = −2λ 2 τ from the third equation gives
If λ 0 = 0, we would have λ 2 (1 − τ 2 ) = 0, and since τ = ±1, λ 2 = 0, and eventually λ 1 = 0 = λ 3 , a contradiction. Thus, we may assume that λ 0 = 1.
Then the above equation gives
We solve for the decision variables (a, b, τ ) discussing separately the cases a = b and a = b in the above optimality conditions. If a = b, then the first constraint in (5.11) gives τ = 0 and the second constraint gives b = 1. It remains to prove that αβ ≤ −1/n. The equation (5.13) gives λ 2 = n, and λ 1 = −2λ 2 τ = 0. Substituting these in the first equation in (5.12) yields 0 ≤ λ 3 = −nαβ − 1, that is, αβ ≤ −1/n.
We now consider the case a = b but α + β = 0. The first constraint in problem (5.11) gives τ = 0 and the third one gives λ 3 = 0. Consequently, the first two conditions in (5.12) can be written as λ 2 β 2 a = 1 and λ 2 (1−β 2 )b = n−1, respectively, and the second constraint in (5.11) gives β 2 a + (1 − β 2 )b = 1. These imply λ 2 = n, and a = 1/nβ 2 , b = n−1 n(1−β 2 ) . Lastly, the condition a > b gives αβ > −1/n.
Finally, we treat the case a > b and α + β = 0. Again we have λ 3 = 0 and
Here the first equality is obtained by dividing the first equation in (5.12) by the second one and substituting λ 1 = −2λ 2 τ , and the second equality follows from the first constraint in problem (5.11). Consequently, τ satisfies the quadratic equality 14) which is the same equation as (5.10) in the proof of Lemma 5.5. Following similar arguments, we find that
where ∆ is the discriminant of the quadratic equation (5.14) . Solving the first and the second constraints in (5.11) for a, say by Cramer's rule, we find
.
It follows from (5.14) that the denominator on the right hand side of the expression above equals
This gives
, and b = α + β − 2τ α + β a.
Finally, the inequality αβ > −1/n follows from the same argument at the end of the proof of Lemma 5.5.
Determination of the inscribed ellipsoid of a slab
In this section, we give explicit formulae for the maximum volume inscribed ellipsoid of the slab B αβ in (4.1) using a semi-infinite programming approach. Without any loss of generality, we again assume throughout this section that β 2 ≥ α 2 .
It is convenient to set up this problem as the semi-infinite program min {− ln det(A) : Ay + c ∈ B αβ , ∀ y : ||y|| = 1} , in which we represent the inscribed ellipsoid as E = c + A(B n ) where A is a symmetric, positive definite matrix with vol(E) = ω n det A. Lemma 5.1 implies that the optimal ellipsoid has the form A = diag(a, b, . . . , b) and c = τ e 1 for some a > 0, b > 0, and τ in R. Writing y = (u, z) in R × R n−1 , we can replace the above semi-infinite program with a simpler one We make some useful observations before writing down the optimality conditions for Problem 6.1. Theorem 2.1 implies that the optimality conditions will involve at most three active constraints with corresponding multipliers positive. Clearly, the first constraint above can be active only for u = −1 and the second one for u = 1.
Next, if α > −1, we claim that the third constraint is active for at most one index value u. Otherwise, the quadratic function
is non-positive on the interval [−1, 1] and equals zero for two distinct values of u. If the function g(u) is actually a linear function (a=b), then it is identically zero; otherwise, it is easy to see that g(u) must be equal to zero at the endpoints −1 and 1. In all cases, we have
This gives a − τ = 1 = a + τ , since the other possibilities give a = 0 or a = −1. But then a = 1, τ = 0, and 1 = a − τ ≤ −α, where the inequality expresses the feasibility of the first inequality in Problem 6.1. We obtain α = −1 and β = 1, a contradiction. The claim is proved.
The following theorem is another major result of this paper.
Theorem 6.1. The maximal inscribed ellipsoid IE(B αβ ) has the form E = c + A(B n ) where c = τ e 1 , α < τ < β, A = diag(a, b, . . . , b) with a > 0, b > 0, satisfying the following conditions:
Proof. If α = −1, then β = 1 and the optimal ellipsoid is the unit ball B n , which agrees with (i) of the theorem. We assume in the rest of the proof that α > −1.
We saw above that each of the constraints in 6.1 can be active for at most one value of u in [−1, 1], and the first and second constraints for u = −1 and u = 1, respectively. Then Theorem 2.1 gives the optimality conditions
where the non-negative multipliers (λ 0 , λ 1 , λ 2 , δ/2) = 0 correspond to the objective function, and the first, second, and third (active) constraints in 6.1, respectively.
Our first claim is that λ 0 > 0. Otherwise, the second equation in (6.5) gives δ = 0 or u = ±1. If δ = 0, then the first equation gives the contradiction λ 1 = λ 2 = 0. If u = −1, then we have ±1 = a − τ ≤ −α < 1, implying a − τ = −1 or τ = a + 1 > 1, another contradiction. If u = 1, we have ±1 = a + τ . If a + τ = 1, then the first equation in (6.5) gives λ 1 + λ 2 + δ = 0, that is, λ 1 = λ 2 = δ = 0, a contradiction. If a + τ = −1, then τ = −a − 1 < −1, yet another contradiction. The claim is proved. We set λ 0 = 1.
The second equation in (6.5) gives δ > 0, and that g(u) = 0 for some u in (−1, 1) and negative elsewhere on [−1, 1]. Note this means that u is the global maximum as well as the unique root of g on R, leading to the conditions 6) where the last equation expresses the fact that the discriminant of g equals zero. We also have
Our second claim is that
If not, then −a + τ > α, λ 1 = 0, and the third equation in (6.5) gives λ 2 = −δ(au + τ ). Substituting this into the first equation in (6.5) leads to δ(au + τ )(u − 1) = a −1 , and consequently to au + τ < 0. But then λ 2 > 0 and a + τ = β, which together with −a + τ > α gives τ > (α + β)/2 ≥ 0, that is, τ > 0. Moreover, the second equation in (6.6) gives u > 0, and this leads to the contradiction that −λ 2 = δ(au + τ ) > 0. The claim is proved.
Next, we have
where the first equality is obtained by adding the first and third equations in (6.5), the second equality follows by substituting the value of δ from the second equation in (6.5) and the value of au + τ from (6.7), and the last equality follows by substituting the value τ /(b 2 − a 2 ) = u/a from the first equation in (6.6). Therefore,
Consequently, u ≤ 1/n and u = 1/n if and only if λ 2 = 0. Furthermore, we have u ≥ 0: if u < 0, then τ < 0 by virtue of the first equation in (6.6), so that au + τ < 0. But then the third equation in (6.5) gives λ 2 > λ 1 ≥ 0, implying a + τ = β. This and (6.8) give τ = (α + β) ≥ 0, a contradiction. Therefore,
We can now prove part (i) of the theorem. We first show that
If α = −β, then Lemma 5.1 implies that τ = 0, which in turn implies u = 0. Conversely, if u = 0, then τ = 0 and λ 2 > 0, and we have −a + τ = α and a + τ = β, leading to 0 = τ = (β + α)/2. Consequently, (6.8) gives a = −α = β and the second equation in (6.6) gives b = 1.
We now consider the remaining cases 0 < u ≤ 1/n. We note that
where the first equality follows from (6.7) and last two equalities from (6.6), leading to a quadratic equation for u,
Define ε ≥ 0 such that a + τ = β − ε =: β ε . The equation a + τ = β ε together with equation −a + τ = α from (6.8) give
Substituting these in (6.10) gives another quadratic equality for u,
It is easy to verify, using (6.9), that
(6.13)
Here the second equivalence on the first line follows because the quadratic equation for u in (6.12) has negative value at u = 1/n. Since the leading term of the quadratic function is positive, its two roots r 1 < r 2 are positive, their product is 1, 0 < r 1 < 1/n, and r 2 > n.
We now make our third and important claim that
Since a + τ ≤ β, we consider separately the cases a + τ = β and a + τ < β. In the first case, ε = 0 and (6.13) gives (n + 1)(
2 ), depending on whether λ 2 > 0 or λ 2 = 0, respectively. In either situation, we have (n + 1)(
In the second case, we have λ 2 = 0, ε > 0, and (6.13) gives (n + 1)(β
The claim is proved.
The computation of the decision variables (a, b, τ ) in the cases (ii) and (iii) now becomes a routine matter. If 4n(1 − α 2 ) < (n + 1) 2 (β 2 − α 2 ), then (6.14) implies a + τ < β, and we have λ 2 = 0, u = 1/n. Substituting the value a = τ − α from (6.8) into (6.10) gives the quadratic equation for τ , (n + 1) 2 τ 2 − (n + 1) 2 ατ − n(1 − α 2 ) = 0.
Since τ > 0, the feasible root is given by τ = (α + α 2 + 4n(1 − α 2 )/(n + 1) 2 )/2.
Then (6.8) gives a = τ − α and (6.6) gives 1/n = u = (aτ )/(b 2 − a 2 ), that is, b 2 = a 2 + naτ .
If 4n(1 − α 2 ) ≥ (n + 1) 2 (β 2 − α 2 ), then (6.14) and (6.12) give
It is easy to verify that the condition u < 1 is equivalent to 1 − β 2 ± √ 1 − α 2 < 0, which is impossible if we choose the plus sign. Thus the feasible root is the one with the negative sign. Finally, the first equation in (6.6) gives b 2 = a 2 +(aτ )/u, or more explicitly the formula for b 2 in (6.4).
We end this section by reducing the semi-infinite program (6.1) to an ordinary nonlinear programming problem. However, we do not attempt to solve the resulting program in order to save space. As we already noted, the linear constraints, the first two inequalities in problem (6.1), simply reduce to the constraints a − τ ≤ −α and a + τ ≤ β. In order to reduce the quadratic inequality system to a set of ordinary inequalities, we use a theorem of Lukács characterizing the class of non-negative polynomials on a given interval. A simple inductive proof of Lukács's Theorem can be found in [9] . For a quadratic polynomial q(u) on the interval I = [a, b], this theorem states that q is non-negative on I if and only if there exist scalars α, β, and γ ≥ 0 such that q(u) = (αu + β) 2 + γ(u − a)(b − u). (6.15) Since the proof is short and simple in this case, we give it, following [9] . Note that the polynomial p(u) If r is in (a, b), then choosing u = r gives γ ≥ 0. If r = a or r = b, then choosing u near r gives γ ≥ 0. This completes the proof.
We remark that the result we just proved also follows from the one dimensional case of the S-procedure, see [29] or [28] .
Applying this result to our quadratic function −q(u) = −(au + τ ) 7 Determination of the circumscribed ellipsoid of a truncated second-order cone or a cylinder
In this section, one of the problems we are interested in is finding the minimum volume ellipsoid covering the truncated second-order cone
where B is an invertible matrix in R (n−1)×(n−1) and 0 ≤ a < b are constants. By an affine change ofx, we may assume that c = 0 and B = I n−1 . We claim that by further affine change of variables, we can reduce the convex body K to have the form
where S α := {x ∈ B n : x 1 = α}, S β := {x ∈ B n : x 1 = β}, and −1 ≤ α < β ≤ 1. Consider the ball B in R n with center (a + b)e 1 and radius √ a 2 + b 2 . The slice P a := {(a,x) ∈ R n : ||x|| ≤ a} ⊂ K lies in B, since ||(a,x) − (a + b, 0)|| 2 = b 2 + ||x|| 2 ≤ a 2 + b 2 , and similarly P b ⊂ B. A further translation and then scaling transforms B into B n . This proves the claim. Conversely, if −α = β, Q αβ can be viewed as a truncated second-order cone.
The other problem we are interested in is finding the minimum volume ellipsoid covering a cylinder. If −α = β, then Q αβ is clearly a cylinder. Conversely, any cylinder can be transformed into such a Q αβ by an affine transformation. Consequently, the CE(Q αβ ) problem formulates both problems at the same time. 
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