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Abstract
In the paper we study sequences of random functions which are defined by some
interpolation procedures for a given random function. We investigate the problem
in what sense and under which conditions the sequences converge to the prescribed
random function. Sufficient conditions for convergence of moment characteristics, of
finite dimensional distributions and for weak convergence of distributions in spaces
of continuous functions are given. The treatment of such questions is stimulated by
an investigation of Monte Carlo simulation procedures for certain classes of random
functions.
In an appendix basic facts concerning weak convergence of probability measures
in metric spaces are summarized.
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1 Introduction
Assume we are given a real valued random function (X(t), t ∈ T) on some probability
space (Ω,A,P) with certain finite dimensional distributions or e.g. first and second order
characteristics,
mX(t) := E{X(t)},
RXX(s, t) := E{[X(s)−mX(s)][X(t)−mX(t)]},
here E{·} denotes the expectation operator on (Ω,A,P), Ω is a sample space, A a σ-
algebra on Ω and P a probability measure on (Ω,A). Further let (Xn(t), t ∈ T), n ∈ N, be
a sequence of random functions (in general defined on probability spaces (Ωn,An,Pn)),
such that for suitable finite subsets Tn ⊂ T we have
Law(X(t), t ∈ Tn) = Law(Xn(t), t ∈ Tn)
or e.g. only mX(t) = mXn(t), RXX(s, t) = RXnXn(s, t), s, t ∈ Tn,
where Law(·) denotes the distribution of the corresponding random variables, vectors or
functions, respectively.
One question we are interested in is in what sense and under which conditions the random
functions (Xn(t), t ∈ T), n ∈ N, converge to (X(t), t ∈ T) for n → ∞ or in what sense
and under which conditions the corresponding characteristics converge.
For example realizations of the random functions (Xn(t), t ∈ T) may result from Monte
Carlo simulations of a given random function (X(t), t ∈ T) on a computer. In this
case we want to know which properties of the random function (X(t), t ∈ T) can be
asymptotically replicated in this simulation study. This is also of interest in view of the
fact that the simulated realizations are often used as input data for a further numerical
analysis.
We can distinguish two different situations which can be described as follows:
1. The random functions (Xn(t), t ∈ T), n ∈ N, are defined on the same probabili-
ty space and they are stochastically dependent. This case arises e.g. if values of
(Xn1(t), t ∈ T) are used in the definition of (Xn2(t), t ∈ T) for n2 > n1. Here we
can investigate stochastic, almost sure, etc. convergence of the random functions.
2. The random functions (X(t), t ∈ T), (Xn1(t), t ∈ T), (Xn2(t), t ∈ T), n1 6= n2 ∈ N,
are defined on different probability spaces or stochastically independent, then only
weak convergence of their distributions or convergence of certain characteristics
can be considered.
In this note we deal mainly with convergence of moment characteristics and weak con-
vergence of distributions related to the random functions, because in investigations of
simulation procedures such questions arise.
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In the next section convergence of moment characteristics is considered, then questions of
weak convergence of finite dimensional distributions and of distributions in an appropria-
te space of continuous functions are investigated. Afterwards an additional random time
shift of the nodes is taken into consideration. This procedure can be used to transform
a periodically distributed random process into a stationary process (see e.g. [5]).
For keeping the paper self-explanatory in the appendix a remainder of basic definitions
and propositions concerning weak convergence of probability measures on metric spaces
is given. Proofs of these facts can be found e.g. in [1, 2].
We will formulate theorems for real valued random functions and sometimes for random
functions with values in more abstract spaces, i.e. when each value X(t) is a random
element in the measurable space (X ,B(X )) where (X , ρ) is a separable complete metric
space with metric function ρ, or (X , ‖ · ‖) is a separable Banach space with norm ‖ · ‖
and B(X ) denotes the corresponding σ-algebra of Borel sets on X .
For sets T and Tn, n ∈ N, we will use
Assumption 1.1 (T, dist) is a metric space with metric function dist and there are
given finite subsets Tn = {tnk, k = 1, . . . , Kn} ⊂ T which are asymptotically dense in T,
i.e.
δn := sup{dist(t,Tn), t ∈ T} → 0 (n→∞),
with the usual definition dist(t,Tn) := inf{dist(t, s), s ∈ Tn} for t ∈ T.
We remember the following definition
Definition 1.2
Let (T, dist) be a metric space, Γ a nonempty index set, (Yγ, ργ), γ ∈ Γ, a family of
metric spaces and (Yγ(t), t ∈ T), γ ∈ Γ, a family of abstract functions on T with values
in Yγ, i.e. Yγ(t) ∈ Yγ ∀ t ∈ T, γ ∈ Γ. The family (Yγ(t), t ∈ T), γ ∈ Γ, is called
1. equicontinuous in the point t0 ∈ T, if ∀ ε > 0 ∃ δ > 0 such that for all t ∈ T with
dist(t, t0) < δ and all γ ∈ Γ it holds ργ(Yγ(t), Yγ(t0)) < ε;
2. locally equicontinuous (on T), if it is equicontinuous in all points t0 ∈ T;
3. equicontinuous (on T), if ∀ ε > 0 ∃ δ > 0 such that ∀ s, t ∈ T with dist(s, t) < δ
and all γ ∈ Γ it holds ργ(Yγ(s), Yγ(t)) < ε.
2 Convergence of Moment Functions
First we consider real valued random functions which are continuous in the p-th mean,
p ≥ 1. For random variables with finite p-th moment we denote the corresponding norm
as usual with ‖X‖p := (E{|X|
p})
1
p . (Almost sure equal random variables are as usual
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identified.) Equicontinuity in the p-th mean is then defined with respect to the metric
induced by this norm. The next theorem states the convergence of the above norms and
so the convergence of corresponding moments.
Theorem 2.1
Let T,Tn satisfy Assumption 1.1. Further let (X(t), t ∈ T) be a random function,
continuous in the p-th mean on T and (Xn(t), t ∈ T), n ∈ N, a sequence of p-th mean
continuous random functions with
lim
n→∞
sup
{∣∣‖X(t)‖p − ‖Xn(t)‖p∣∣, t ∈ Tn} = 0.
(This condition is especially fulfilled if it holds Law(X(t), t ∈ Tn) = Law(Xn(t), t ∈ Tn).)
(i) If the family (Xn(t), t ∈ T), n ∈ N, is p-th mean equicontinuous in the point t0 ∈ T
then one has
lim
n→∞
‖Xn(t0)‖p = ‖X(t0)‖p.
(ii) It follows that if the family (Xn(t), t ∈ T), n ∈ N, is locally equicontinuous it is
valid
lim
n→∞
‖Xn(t)‖p = ‖X(t)‖p, ∀ t ∈ T, (2.1)
moreover,
(iii) the latter convergence is uniform with respect to t ∈ T if (X(t), t ∈ T) is uniformly
continuous and the family (Xn(t), t ∈ T), n ∈ N, is equicontinuous on T.
Proof.
Let (tn, n ∈ N) be a sequence with tn ∈ Tn, tn → t0 for n→∞, then it holds∣∣‖Xn(t0)‖p − ‖X(t0)‖p∣∣ ≤ ∣∣‖Xn(t0)‖p − ‖Xn(tn)‖p + ‖Xn(tn)‖p − ‖X(tn)‖p
+ ‖X(tn)‖p − ‖X(t0)‖p
∣∣
≤
∣∣‖Xn(t0)‖p − ‖Xn(tn)‖p∣∣+ ∣∣‖Xn(tn)‖p − ‖X(tn)‖p∣∣
+
∣∣‖X(tn)‖p − ‖X(t0)‖p∣∣.
All these terms tend to 0, the first because of the p-th mean equicontinuity in t0 of
the sequence (Xn(t), t ∈ T), n ∈ N, the last term as a consequence of the p-th mean
continuity of (X(t), t ∈ T) and the middle term by the assumption of the theorem.
Remark 2.2 If T is a compact metric space, (X(t), t ∈ T) is p-th mean continuous and
the sequence (Xn(t), t ∈ T), n ∈ N, is locally equicontinuous in the p-th mean then the
convergence in (2.1) is uniform due to the uniform p-th mean continuity of (X(t), t ∈ T)
and the p-th mean equicontinuity of (Xn(t), t ∈ T), n ∈ N. (Continuous functions on
compact sets are uniformly continuous, etc.)
Furthermore in assertion (i) of Theorem 2.1 it suffices to require that (X(t), t ∈ T) is
p-th mean continuous in t0 only.
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Analogous assertions are valid for mixed moments.
Theorem 2.3
Let T,Tn satisfy Assumption 1.1. If the random function (X(t), t ∈ T) is mean-square
continuous in t0 (or on T, resp.) and (Xn(t), t ∈ T), n ∈ N, is a sequence of mean-square
equicontinuous random functions in t0 (or locally on T, resp.) with
lim
n→∞
sup{|RXnXn(s, t)−RXX(s, t)|, s, t ∈ Tn} = 0,
then for s = t = t0 (or all s, t ∈ T, resp.) it holds
lim
n→∞
RXnXn(s, t) = RXX(s, t).
If (X(t), t ∈ T) is uniformly mean-square continuous and the sequence (Xn(t), t ∈ T),
n ∈ N, is mean-square equicontinuous on T then also the convergence of correlation
functions is uniformly on T× T.
Proof.
Because we consider only correlation functions we may assume that all random functions
are centered, i.e. mX(t) = mXn(t) = 0, ∀t ∈ T. For s, t ∈ T we choose sequences
sn, tn ∈ Tn with sn → s, tn → t for n→∞. Then it follows
RXX(s, t) = E{X(s)X(t)}
= E{[X(s)−X(sn)]X(t)}+ E{X(sn)[X(t)−X(tn)]}+ E{X(sn)X(tn)}.
The first and second term tend to 0 due to the mean-square continuity of (X(t), t ∈ T).
For the third term we conclude from the mean-square equicontinuity of the sequence
(Xn(t), t ∈ T), n ∈ N, the relation lim
n→∞
|RXnXn(sn, tn)−RXnXn(s, t)| = 0. The assumption
of the theorem lim
n→∞
|RXnXn(sn, tn) − RXX(sn, tn)| = 0, together with the mean-square
continuity of (X(t), t ∈ T) shows that lim
n→∞
RXnXn(s, t) = RXX(s, t).
In the following special case a simple condition which ensures the mean-square equicon-
tinuity of the sequence (Xn(t), t ∈ T), n ∈ N, can be given.
Theorem 2.4
Let be T := [0, 1], Tn := {tnk = (k − 1)hn, k = 1, . . . , Kn =
1
hn
+ 1 ∈ N} with hn → 0 for
n→∞. Assume that there exists a constant c > 0, independent of n and k, such that
‖Xn(t)−Xn(s)‖2 ≤ c‖Xn(tnk)−Xn(tnk+1)‖2
if tnk ≤ t, s ≤ tnk+1. If (X(t), t ∈ T) is centered and mean-square continuous and
the sequence (Xn(t), t ∈ T), n ∈ N, of centered and mean-square continuous random
processes satisfies
lim
n→∞
sup{|RXnXn(s, t)−RXX(s, t)|, s, t ∈ Tn} = 0, (2.2)
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then the sequence (Xn(t), t ∈ T), n ∈ N, is mean-square equicontinuous on T, hence it
holds
lim
n→∞
sup{|RXnXn(s, t)−RXX(s, t)|, s, t ∈ T} = 0.
Proof.
From the mean-square continuity of (X(t), t ∈ T) and (2.2) we conclude
∀ε > 0 ∃ δ > 0 : ‖Xn(tnk)−Xn(tnl)‖2 < ε
if |tnk − tnl| < δ and n > n0(ε). We find for all t, s ∈ T with |t − s| < δ a number
n > n0(ε) and nodes tnkn , tnln ∈ Tn, such that
hn ≤ δ, |t− tnkn| < δ, |tnkn − tnln| < δ, |tnln − s| < δ.
It follows
‖Xn(t)−Xn(s)‖2 ≤ ‖Xn(t)−Xn(tnkn)‖2+‖Xn(tnkn)−Xn(tnln)‖2+‖Xn(tnln)−Xn(s)‖2.
The second term does not exceed ε and the first and third do not exceed cε, hence
‖Xn(t)−Xn(s)‖2 < (2c + 1)ε, i.e. (Xn(t), t ∈ T), n ∈ N, is mean-square equicontinuous
on T and Theorem 2.3 can be applied.
Example 2.5 Let T,Tn, n ∈ N, be as in the theorem above and for n ∈ N and tnk ≤
s ≤ tnk+1, k ∈ {1, . . . , Kn}, define
Xn(s) = Xn(tnk) +
s− tnk
hn
(Xn(tnk+1)−Xn(tnk)) ,
i.e., the valuesXn(tnk) are linearly interpolated. Then the above theorem holds with c = 1
and if the random process (X(t), t ∈ T) is centered, mean-square continuous and satisfies
Law(X(t), t ∈ Tn) = Law(Xn(t), t ∈ Tn) (and hence also RXX(s, t) = RXnXn(s, t) for
s, t ∈ Tn) it follows that lim
n→∞
RXnXn(s, t) = RXX(s, t) for all s, t ∈ T, and the latter
convergence is uniform on T× T.
Remark 2.6 Analogous propositions can easily be shown for random functions with
values in finite dimensional vector spaces or general Banach spaces with suitable chosen
moment characteristics and convergence concepts.
3 Convergence of Finite Dimensional Distributions
Let now (X , ρ) be a complete separable metric space and assume that (X(t), t ∈ T),
(Xn(t), t ∈ T), n ∈ N, are (X ,B(X ))-valued stochastically continuous random functions.
In general they can be defined on different probability spaces. Definition 1.2 can now
be applied to the stochastic convergence, see also Section A.6, we will call it stochastic
equicontinuity. In many cases the assumption of stochastic continuity of random functions
is a very natural one and entails also continuity with respect to distributions.
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Proposition 3.1
Let (Xn(t), t ∈ T), n ∈ N, be a stochastically equicontinuous sequence of random func-
tions, then the finite dimensional distributions are equicontinuous in the sense of the
distance of probability measures, i.e. for fixed l ∈ N and all ε > 0 there exists a δ > 0
such that for all n ∈ N and all si, ti ∈ T with dist(ti, si) < δ, i = 1, . . . , l, it follows
d˜
(
P (Xn(t1),...,Xn(tl)), P (Xn(s1),...,Xn(sl))
)
< ε,
where P (Xn(t1),...,Xn(tl)) is the distribution of the random element (Xn(t1), . . . , Xn(tl)) and
d˜ is the distance of probability measures on (X l,B(X l)).
Proof.
This follows immediately from Proposition A.14 in the appendix.
Analogous assertions hold for local versions of stochastic equicontinuity.
Theorem 3.2
Let (X(t), t ∈ T) be a (X ,B(X ))-valued stochastically continuous random function and
(Xn(t), t ∈ T), n ∈ N, a stochastically locally equicontinuous sequence of random func-
tions with
Law(X(t), t ∈ Tn) = Law(Xn(t), t ∈ Tn),
where Assumption 1.1 is satisfied. Then the finite dimensional distributions of (Xn(t), t ∈
T) converge weakly to the corresponding finite dimensional distributions of (X(t), t ∈ T),
that means for l ∈ N, s1, . . . , sl ∈ T it holds for n→∞
P (Xn(s1),...,Xn(sl)) = Law(Xn(s1), . . . , Xn(sl))
w
→
Law(X(s1), . . . , X(sl)) = P
(X(s1),...,X(sl)).
Proof.
Fix s1, . . . , sl ∈ T and choose sequences (tnjn1)n∈N , . . . , (tnjnl)n∈N with
tnjni ∈ Tn, n ∈ N, and tnjni → si for n→∞ (i = 1, . . . , l).
Then it follows
d˜(P (Xn(s1),...,Xn(sl)), P (X(s1),...,X(sl))) ≤ d˜(P (Xn(s1),...,Xn(sl)), P (Xn(tnjn1 ),...,Xn(tnjnl )))
+ d˜(P (Xn(tnjn1 ),...,Xn(tnjnl )), P (X(tnjn1 ),...,X(tnjnl )))
+ d˜(P (X(tnjn1 ),...,X(tnjnl )), P (X(s1),...,X(sl))).
The first term tends to zero because of the previous proposition, the second term vanishes
because of the assumption of the theorem and the third term tends to zero because of
the stochastic continuity of the limit random function.
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Remark 3.3 From the proof it can be seen that it also suffices to assume that
d˜(P (Xn(tnj1 ),...,Xn(tnjl )), P (X(tnj1 ),...,X(tnjl )))→ 0 for n→∞
uniformly with respect to (tnj1 , . . . , tnjl) ∈ T
l
n = Tn × . . . × Tn, that is the finite di-
mensional distributions of the approximating random functions and the limit function,
respectively, approach uniformly in the nodes.
Example 3.4 A simple example of a sequence of stochastically continuous interpolated
random functions, for which the finite dimensional distributions do not converge can be
given as follows. Let be T = [0, 1] and Tn =
{
tnk =
k
2n
, k = 0, . . . , 2n
}
and consider the
real valued random processes X(t) ≡ 0 and
Xn(tnk) = Xn
(
k
2n
)
= 0, k = 0, . . . , 2n, Xn
(
2k + 1
2n+1
)
= an, k = 0, . . . , 2
n − 1,
(the values an are defined below) and linearly interpolated between this values, hence
Xn(t) = 2
n+1an
(
t−
2k
2n+1
)
if
2k
2n+1
≤ t ≤
2k + 1
2n+1
,
Xn(t) = 2
n+1an
(
2k + 2
2n+1
− t
)
if
2k + 1
2n+1
≤ t ≤
2k + 2
2n+1
.
Let us fix an irrational number t∗ ∈ (0, 1), then for each n ∈ N there exists an unique
number kn ∈ {0, . . . , 2
n − 1} such that
2kn
2n+1
< t∗ <
2kn + 1
2n+1
or
2kn + 1
2n+1
< t∗ <
2kn + 2
2n+1
,
respectively. For each n ∈ N let us choose an > 0 in such a way, that
2n+1an
(
t∗ −
2kn
2n+1
)
≥ 1, resp. 2n+1an
(
2kn + 2
2n+1
− t∗
)
≥ 1.
Hence for this fixed number t∗ we have always Xn(t
∗) ≥ 1 and so
Law(Xn(t
∗))
w
6→Law(X(t∗)) for n→∞.
The random processes (Xn(t), t ∈ T) possess continuous trajectories, so they are stocha-
stically (and uniformly stochastically) continuous on T and by construction it holds for
all n ∈ N
Law(X(t), t ∈ Tn) = Law(Xn(t), t ∈ Tn).
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4 Weak Convergence in the Space of Continuous Func-
tions
Let now (T, dist) be a compact metric space and denote with C(T) the set of all re-
al valued continuous functions on T (hence all functions are bounded and we have
C(T) = Cb(T), here Cb(T) denotes the set of all real bounded continuous functions
on T). Further let (An, n ∈ N) be a sequence of linear continuous interpolatory operators
on C(T) connected with subsets Tn ⊂ T for which Assumption 1.1 holds. The term linear
interpolatory operator means that for each n ∈ N the operator An is a linear operator,
An : C(T)→ C(T), and it holds
(Anx)(t) = x(t), ∀ t ∈ Tn, ∀x ∈ C(T).
We define the domain of convergence of a sequence of operators
Conv(An) := {x ∈ C(T) : Anx→ x for n→∞ in C(T)}.
Let (X(t), t ∈ T) be a real valued random function with continuous trajectories. Then we
can consider X as a random element in the complete separable metric space (endowed
with sup-norm and Borel σ−algebra) (C(T),B(C(T))).
Using the sequence of operators (An, n ∈ N) then a sequence of random elements defined
by X˜n = AnX,n ∈ N, can be considered. All these random elements are defined on the
same basic probability space as the random element X.
Let (Xn(t), t ∈ T), n ∈ N, be real valued random functions with continuous trajectories.
They can be treated as random elements Xn in (C(T),B(C(T))). We assume that they
satisfy the relations
Law(Xn) = Law(X˜n), n ∈ N, (4.1)
but the random functions (Xn(t), t ∈ T), n ∈ N, and hence the random elements Xn may
be defined on different probability spaces. We denote the corresponding distributions of
X, resp. Xn, n ∈ N, on (C(T),B(C(T))) with P
X , resp. PXn . From (4.1) we then have
PXn = P
fXn .
Theorem 4.1
From PX(Conv(An)) = 1 it follows
PXn
w
→PX for n→∞.
Especially this condition is fulfilled if
Anx→ x for n→∞ ∀x ∈ C(T).
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Proof.
The assertion follows directly from Proposition A.11 in the appendix.
In order to check that a random process has continuous trajectories one can use e.g. the
following well-known Kolmogorov criterion (see e.g. [2]).
Theorem 4.2
Let (X(t), t ∈ [a, b] ⊂ R) be a real valued random process satisfying
∃δ > 0 ∀s, t ∈ [a, b], |t− s| ≤ δ : E{|X(s)−X(t)|α} ≤ c|t− s|1+β
with α > 0, β > 0, c > 0. Then there exists a version of the process with continuous
trajectories.
For a real valued centered stationary Gaussian process with correlation function
RXX(s, t) = max{(1− |s− t|), 0}
one has for example for |t− s| ≤ 1
E{|X(s)−X(t)|2} = E{X2(s)}+ E{X2(t)} − 2E{X(s)X(t)}
= 1 + 1− 2(1− |s− t|) = 2|s− t|,
hence E{|X(s)−X(t)|4} = 3 · (2|s− t|)2 = 12|s− t|2
and the Kolmogorov criterion can be applied.
Example 4.3 Let be T := [0, 1], Tn := {tnk = (k − 1)hn, k = 1, . . . , Kn =
1
hn
+ 1 ∈
N}, hn → 0 for n→∞ and define for n ∈ N, tnk ≤ s ≤ tnk+1, k ∈ {1, . . . , Kn},
Xn(s) = Xn(tnk) +
s− tnk
hn
(Xn(tnk+1)−Xn(tnk)) ,
i.e. the values Xn(tnk) are linearly interpolated. If now (X(t), t ∈ T) is a real valued
random function with continuous trajectories and
Law(Xn(t), t ∈ Tn) = Law(X(t), t ∈ Tn),
then from Theorem 4.1 the weak convergence of the random elements in the space of
continuous functions can be concluded, i.e. PXn
w
→PX for n→∞.
5 Consideration of Random Time Shifts
We will now deal with a real valued wide sense stationary centered process (X(t), t ∈ R),
i.e. E{X(t)} = 0, ∀ t ∈ R. The correlation function
RXX(s, t) = E{X(s)X(t)} = RXX(t− s)
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is assumed to be uniformly continuous. In practical applications often it may be assumed
that the process is Gaussian (then the random process is also strictly stationary) and
has continuous paths.
Let be Tn = hnZ with a sequence (hn, n ∈ N) of positive real numbers, tending monoto-
nically to zero.
For the approximating processes (Xn(t), t ∈ R), n ∈ N, we will assume E{Xn(t)} = 0 for
all t ∈ R, RXnXn(s, t) = RXX(s, t) for all s, t ∈ Tn and if khn ≤ s ≤ (k+1)hn with some
k ∈ Z it holds
Xn(s) = Xn(khn) +
s− khn
hn
(Xn((k + 1)hn)−Xn(khn)) ,
i.e. the values are linearly interpolated. Then the random processes (Xn(t), t ∈ R), n ∈ N,
are hn-periodically distributed (and in general not stationary) if (X(t), t ∈ Tn) is strictly
stationary, they are Gaussian if (X(t), t ∈ Tn) is Gaussian and they possess continuous
paths.
From the explanations above it follows that in this case for n→∞
RXnXn(s, t)→ RXX(s, t), ∀s, t ∈ R,
(Xn(t1), . . . , Xn(tl))
d
→(X(t1), . . . , X(tl)), ∀ l ∈ N, ∀ t1, . . . , tl ∈ R,
and Xˇn
d
→ Xˇ
if (X(t), t ∈ R) has continuous paths and Xˇn and Xˇ are the corresponding random
elements in the space of continuous functions on a fixed finite time interval [a, b].
Now let for each n ∈ N the random variable τn be uniformly distributed on the interval
(0, hn) and independent of the process (Xn(t), t ∈ R). Defining the new process
Yn(t) := Xn(t+ τn)
it is known, that (Yn(t), t ∈ R) is wide sense stationary if (X(t), t ∈ R) is wide sense
stationary and (Yn(t), t ∈ R) is strictly stationary if (X(t), t ∈ R) is strictly stationary
(see e.g. [3, 4, 5]). Furthermore it holds E{Yn(t)} = 0 for all t ∈ R and
RYnYn(s, t) = RYnYn(t− s) =
1
hn
∫ hn
0
RXnXn(s+ u, t+ u) du.
We will now show that
lim
n→∞
|RYnYn(s, t)−RXX(s, t)| = 0
uniformly with respect to s, t ∈ Tn.
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We choose for given ε > 0 a number n0 such that for all n ≥ n0
sup{|RXX(s)−RXX(t)|, |s− t| ≤ hn} < ε.
Then it follows for all u ∈ (0, hn) and k, l ∈ Z
RXnXn(khn + u, lhn + u) = E{Xn(khn + u)Xn(lhn + u)}
=E
{[
Xn(khn)+
u
hn
(Xn((k + 1)hn)−Xn(khn))
][
Xn(lhn)+
u
hn
(Xn((l + 1)hn)−Xn(lhn))
]}
= E{Xn(khn)Xn(lhn)}
+
u
hn
(
E{[Xn((k + 1)hn)−Xn(khn)]Xn(lhn)}+ E{Xn(khn)[Xn((l + 1)hn)−Xn(lhn)]}
)
+
u2
h2n
E{[Xn((k + 1)hn)−Xn(khn)][Xn((l + 1)hn)−Xn(lhn)]}
= E{X(khn)X(lhn)}
+
u
hn
(
E{[X((k + 1)hn)−X(khn)]X(lhn)}+ E{X(khn)[X((l + 1)hn)−X(lhn)]}
)
+
u2
h2n
E{[X((k + 1)hn)−X(khn)][X((l + 1)hn)−X(lhn)]}.
Inserting this expression in the integral term for RYnYn(s, t) we get
RYnYn((l − k)hn) = RXX((l − k)hn)
+
1
2
[RXX((l − k − 1)hn)−RXX((l − k)hn) +RXX((l − k + 1)hn)−RXX((l − k)hn)]
+
1
3
[RXX((l − k)hn)−RXX((l − k − 1)hn)−RXX((l − k + 1)hn) +RXX((l − k)hn)] ,
hence
|RYnYn((l − k)hn)−RXX((l − k)hn)| ≤
5
3
ε.
From Theorem 2.3 then it follows directly
Theorem 5.1
In the given situation we have
lim
n→∞
RYnYn(s, t) = RXX(s, t), ∀ s, t ∈ R,
this convergence is uniform on compact sets of the real line.
All paths of (Yn(t), t ∈ R) are shifted paths of (Xn(t), t ∈ R) by random shifts τn with
0 ≤ τn < hn → 0 (n→∞). Uniform continuity on finite intervals gives then the following
result.
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Theorem 5.2
Under the assumption of the previous theorem it holds
(Yn(t1), . . . , Yn(tl))
d
→ (X(t1), . . . , X(tl)), ∀ l ∈ N, ∀ t1, . . . , tl ∈ R, for n→∞,
and Yˇn
d
→ Xˇ for n→∞, where Yˇn, resp. Xˇ, denote the random elements corresponding to
the random processes (Yn(t), t ∈ [a, b]), resp. (X(t), t ∈ [a, b]), in the space of continuous
functions on a fixed finite time interval [a, b].
A Weak Convergence of Probability Measures
In this appendix some facts concerning weak convergence of probability measures on
metric spaces and related questions are shortly reviewed. Proofs and further facts can
be found e.g. in [1, 2].
A.1 Definition of Weak Convergence
Let (X , ρ) be a metric space (not necessarily separable or complete), B(X ) the σ-algebra
of Borel sets in X (i.e. the σ-algebra generated by all open subsets), and P, Pn, n ∈ N,
probability measures on (X ,B(X )). They can be given without any connection to random
elements or as distributions of random elements (which in general can be defined on
different probability spaces)
Xn : (Ωn,An,Pn)→ (X ,B(X )), n ∈ N,
X : (Ω,A,P)→ (X ,B(X )).
(A random element is a measurable mapping, so e.g. in case of X = R a random element
is simply a random variable.)
Let us denote
Cb(X ) = {f : X → R : f is bounded and continuous on X},
Cub(X ) = {f : X → R : f is bounded and uniformly continuous on X}.
Definition A.1
The sequence of probability measures (Pn, n ∈ N) converges weakly to P (written as
Pn
w
→P ) for n→∞, if ∀ f ∈ Cb(X ) it holds∫
X
f(x)Pn(dx)→
∫
X
f(x)P (dx) for n→∞.
The sequence of random elements (Xn, n ∈ N) converges in distribution to X (written
as Xn
d
→X) for n→∞, if ∀ f ∈ Cb(X ) it holds
En{f(Xn)} → E{f(X)} for n→∞.
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Here En and E denote the expectations on (Ωn,An,Pn) and (Ω,A,P), respectively.
A sequence of random elements (Xn, n ∈ N) converges in distribution to X, iff their
distributions converge weakly, i.e. PXn
w
→PX (n→∞).
It holds
Proposition A.2
The sequence (Pn, n ∈ N) of probability measures on (X ,B(X )) converges weakly to P
for n→∞, iff for each infinite subsequence (Pnk , k ∈ N) one can find a subsubsequence
which converges weakly to P .
The sequence (Xn, n ∈ N) of (X ,B(X ))-valued random elements converges in distribution
to X for n→∞, iff for each infinite subsequence (Xnk , k ∈ N) a subsubsequence can be
extracted which converges in distribution to X.
A.2 Equivalent Conditions
In the following theorem equivalent conditions for the weak convergence of probability
measures (on the left hand side of the table) and the convergence in distribution of
random elements (on the right hand side of the table) are given.
Theorem A.3
For n→∞ the following conditions are equivalent
(i) Pn
w
→P Xn
d
→X
(ii) ∀f ∈ Cub(X )∫
X
f(x)Pn(dx)→
∫
X
f(x)P (dx) En{f(Xn)} → E{f(X)}
(iii) ∀B closed in X
lim Pn(B) ≤ P (B) lim Pn(Xn ∈ B) ≤ P(X ∈ B)
(iv) ∀B open in X
lim Pn(B) ≥ P (B) lim Pn(Xn ∈ B) ≥ P(X ∈ B)
(v) ∀B ∈ B(X ) with P (∂B) = 0 resp. P(X ∈ ∂B) = 0
limPn(B) = P (B) limPn(Xn ∈ B) = P(X ∈ B)
(vi) ∀f : X → R bounded, Borel-measurable with
P (∆f ) = 0 P(X ∈ ∆f ) = 0∫
X
f(x)Pn(dx)→
∫
X
f(x)P (dx) En{f(Xn)} → E{f(X)}
Here ∂B denotes the boundary of the set B and ∆f := {x ∈ X : f is discontinuous in x}.
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In case of X = R (and analogously for X = Rd) there is a one-to-one correspondence
between probability measures and distribution functions on X and also characteristic
functions. Denoting
Fn(x) = Pn((−∞, x]) = Pn(Xn ≤ x), x ∈ R,
ϕn(u) =
∫
R
eiuxdFn(x) =
∫
R
eiuxPn(dx) = En{e
iuXn}, u ∈ R,
and analogously F (x), ϕ(u) for P,X one can formulate
Theorem A.4
In case of X = R the following statements are equivalent.
(i) Pn
w
→P as n→∞,
(ii) Fn(x) → F (x) as n → ∞ for all x ∈ X , in which the limit distribution function
F (·) is continuous,
(iii) ϕn(u)→ ϕ(u) as n→∞ for all u ∈ X .
An analogous assertion holds in the case X = Rd, d ∈ N.
A.3 The Theorem of Prokhorov
Proofs of weak convergence of a sequence of probability measures are often based on the
Theorem A.6 below of Prokhorov.
First we introduce two concepts. Let (X , ρ) be a metric space, Γ 6= ∅ an index set and
(Pγ, γ ∈ Γ) a family of probability measures on (X ,B(X )).
Definition A.5
(i) The family (Pγ , γ ∈ Γ) is called relatively compact (with respect to the weak
convergence), if for each infinite sequence of measures from the family a weakly
converging subsequence can be extracted. (The limiting probability measures need
not belong to the family.)
(ii) The family (Pγ, γ ∈ Γ) is called tight, if ∀ ε > 0 there exists a compact set Kε,
such that
Pγ(Kε) ≥ 1− ε ∀ γ ∈ Γ, i.e. inf
γ∈Γ
Pγ(Kε) ≥ 1− ε.
Theorem A.6
(i) If the family (Pγ , γ ∈ Γ) is tight, then (Pγ , γ ∈ Γ) is also relatively compact.
(ii) For a separabel and complete metric space (X , ρ) also the inverse statement is true,
i.e. if (Pγ, γ ∈ Γ) is relatively compact, then the family (Pγ , γ ∈ Γ) is tight.
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A.4 Convergence of Characteristics
In relation to approximation procedures for random functions often the convergence of
moments is desired. Because of the unboundedness of the functions x 7→ |x|p, x ∈ R, p >
0, such properties do not follow from the weak convergence of corresponding (finite
dimensional) distributions. Nevertheless under stronger assumptions such a convergence
can be shown.
Theorem A.7
Assume Pn
w
→P as n → ∞ and let f be a real valued continuous function on X , which
is uniformly integrable with respect to (Pn, n ∈ N), n ∈ N, i.e.∫
{x:|f(x)|>c}
f(x)Pn(dx)→ 0 as c→∞
uniformly with respect to n ∈ N. Then it follows∫
X
f(x)Pn(dx)→
∫
X
f(x)P (dx) as n→∞.
A.5 Convergence in Distribution and Other Types of Conver-
gence
In order to avoid difficulties due to the possible non-measurability of the metric function
ρ : X × X → R we will now restrict ourselves to separable metric spaces.
Definition A.8
Let (X , ρ) be a separable metric space. The sequence of (X ,B(X ))-valued random ele-
ments (Xn, n ∈ N) defined on one probability space (Ω,A,P) converges to the random
element X (defined on the same probability space) for n→∞
• almost surely or almost certainly (Xn
a.s.
→X) if P(ρ(Xn, X)→ 0 as n→∞) = 1,
• stochastically or in probability (Xn
P
→X) if ∀ε > 0 lim
n→∞
P(ρ(Xn, X) > ε) = 0,
• in the p-th mean (p > 0) (Xn
Lp
→X) if lim
n→∞
E{ρp(Xn, X)} = 0.
Satz A.9
The following relations are valid
Xn
a.s.
→X or Xn
Lp
→X ⇒ Xn
P
→X as n→∞,
Xn
P
→X ⇒ Xn
d
→X as n→∞,
Xn
d
→X,X = x0 ∈ X a.s.⇒ Xn
P
→X as n→∞.
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The following theorem of Skorokhod shows that the convergence in distribution can
be realized with suitably chosen random elements by almost sure convergence.
Theorem A.10
Let (X , ρ) be a complete separable metric space and assume that P , Pn, n ∈ N, are pro-
bability measures on (X ,B(X )) with Pn
w
→P for n→∞. Then there exists a probability
space (Ω,A,P) and (X ,B(X ))-valued random elements X,Xn on it, such that P , resp.
Pn, are the distributions of X, resp. Xn, and it holds Xn
a.s.
→X for n→∞.
From the above stated relations between the convergence types one easily derives
Proposition A.11
Let (X , ρ) be a separable metric space and P, Pn, n ∈ N, probability measures on
(X ,B(X )). Further let X, Xn, n ∈ N, be (X ,B(X ))-valued random elements on a proba-
bility space (Ω,A,P), such that P , resp. Pn, coincide with the distributions of X, resp.
Xn, and let Xn
P
→X for n→∞. Then one also has Pn
w
→P for n→∞.
A.6 Metrics for Weak and Stochastic Convergence
The following theorem states that the space of all probability measures on a separable
metric space can be metrized.
Theorem A.12
Let (X , ρ) be a separable metric space and let P be the set containing all probability
measures on (X ,B(X )). Then there exists a metric function d : P × P → [0,∞), such
that
Pn
w
→P as n→∞ ⇔ d(Pn, P )→ 0 as n→∞.
• In case of X = R one can use the so-called Lévy-metric (Fi(x) := Pi ((−∞, x]) , x ∈
R, i = 1, 2)
d(P1, P2) = d(F1, F2)
= inf{ε > 0 : F1(x− ε)− ε ≤ F2(x) ≤ F1(x+ ε) + ε ∀ x ∈ R}
= inf{ε > 0 : F1(x) ≤ F2(x+ ε) + ε, F2(x) ≤ F1(x+ ε) + ε ∀ x ∈ R}.
• In the general case the so-called Prokhorov-Lévy-metric can be chosen
d(P1, P2) = inf{ε > 0 : P1(B) ≤ P2(B
ε) + ε, P2(B) ≤ P1(B
ε) + ε ∀B ∈ B(X )}
with Bε = {x ∈ X : ρ(x,B) < ε}.
Proof.
We consider only the case X = R. At first, we will show that d is a metric generating
the weak convergence. All limits are taken for n→∞. The properties
d(F1, F2) ≥ 0, d(F1, F2) = 0⇔ F1(x) ≡ F2(x), d(F1, F2) = d(F2, F1)
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follow directly from the definition of d and the properties of distribution functions. It
remains to show the triangle inequality d(F1, F3) ≤ d(F1, F2)+ d(F2, F3). To this end we
choose ε1 > d(F1, F2), ε2 > d(F2, F3) such that for all x ∈ R
F1(x− ε1)− ε1 ≤ F2(x) ≤ F1(x+ ε1) + ε1
F2(x− ε2)− ε2 ≤ F3(x) ≤ F2(x+ ε2) + ε2,
hence F1(x− ε1 − ε2)− ε1 − ε2 ≤ F3(x) ≤ F1(x+ ε1 + ε2) + ε1 + ε2,
i.e., d(F1, F3) ≤ ε1 + ε2, and taking the infimum over all values ε1 > d(F1, F2), ε2 >
d(F2, F3) we get d(F1, F3) ≤ d(F1, F2) + d(F2, F3).
Consider now a sequence of probability measures (Pn, n ∈ N) and P ∈ P with corre-
sponding distribution functions (Fn, n ∈ N) and F . Assuming d(Pn, P ) = d(Fn, F ) → 0
we find for any continuity point x of F a sequence (εn > 0, n ∈ N), limn→∞ εn = 0, with
F (x− εn)− εn ≤ Fn(x) ≤ F (x+ εn) + εn.
From F (x− εn)− εn → F (x) and F (x+ εn)+ εn → F (x) it follows Fn(x)→ F (x), hence
Pn
w
→P .
In order to prove the opposite direction we choose a finite number of continuity points
of F x0 < x1 < . . . < xk with F (x0) <
ε
2
, 1 − F (xk) <
ε
2
, |xi − xi−1| < ε, i = 1, . . . , k.
Now choose N(ε) ∈ N such that for all n ≥ N(ε) and all i = 0, 1, . . . , k we have
|Fn(xi)− F (xi)| <
ε
2
. Then it follows for all x ∈ R and all n ≥ N(ε)
F (x− ε)− ε ≤ Fn(x) ≤ F (x+ ε) + ε.
This can be seen considering first values x with xi ≤ x ≤ xi+1, for which convergence in
the nodes, properties of the nodes and monotonicity of distribution functions gives
Fn(x) ≥ Fn(xi) ≥ F (xi)−
ε
2
≥ F (x− ε)−
ε
2
,
Fn(x) ≤ Fn(xi+1) ≤ F (xi+1) +
ε
2
≤ F (x+ ε) +
ε
2
.
For x < x0 we find
Fn(x) ≥ 0 ≥ F (x0)−
ε
2
≥ F (x− ε)−
ε
2
Fn(x) ≤ Fn(x0) ≤ F (x0) +
ε
2
< ε ≤ F (x+ ε) + ε
and analogously for x > xk, hence d(Fn, F )→ 0 as n→∞.
Investigating the convergence of finite dimensional distributions of approximating ran-
dom functions also the metrizability of stochastic convergence is used.
Theorem A.13
Let (X , ρ) be a separable metric space.
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(i) On the space of equivalence classes of (X ,B(X ))-valued random elements on a
probability space (Ω,A,P) there exists a metric which generates the stochastic
convergence, namely for
dp(X,Y ) := inf{ε > 0 : P(ρ(X,Y ) ≥ ε) ≤ ε}
it holds Xn
P
→X as n → ∞ iff dp(Xn, X) → 0 as n → ∞, here X,Y,Xn, n ∈ N,
denote (X ,B(X ))-valued random elements.
(ii) If PX , resp. P Y , denote the distributions of X, resp. Y , then it holds
d(PX , P Y ) ≤ dp(X,Y ),
here d(PX , P Y ) denotes the distance of the distributions PX and P Y from the
previous theorem.
Proof.
Ad (i): First we prove that dp is a metric.
The properties
dp(X,Y ) ≥ 0, dp(X,Y ) = 0⇔ X = Y a.s. and dp(X,Y ) = dp(Y,X)
are obvious. In order to prove the triangle inequality we choose values ε1 > dp(X,Y ), ε2 >
dp(Y, Z), then from the relation ρ(X,Z) ≤ ρ(X,Y ) + ρ(Y, Z) it follows that
P(ρ(X,Z) ≥ ε1 + ε2) ≤ P({ρ(X,Y ) ≥ ε1} ∪ {ρ(Y, Z) ≥ ε2}) ≤ ε1 + ε2,
hence also dp(X,Z) ≤ dp(X,Y ) + dp(Y, Z) which follows by taking the infimum over all
possible values ε1 > dp(X,Y ), ε2 > dp(Y, Z).
From Xn
P
→X for n→∞ we have
∀ ε > 0 ∃ n0(ε) ∈ N : ∀ n ≥ n0(ε) : P(ρ(Xn, X) ≥ ε) < ε,
this means dp(Xn, X) ≤ ε.
Assuming dp(Xn, X) → 0 for n → ∞, for any ε0 > 0 we can choose a monotonically to
0 converging sequence (εk, k ∈ N) with εk ≤ ε0, such that
∃ nk(εk) ∈ N : ∀ n ≥ nk P(ρ(Xn, X) ≥ εk) ≤ εk,
moreover it follows P(ρ(Xn, X) ≥ ε0) ≤ εk, hence also Xn
P
→X as n→∞.
Ad (ii): From P(ρ(X,Y ) ≥ ε) ≤ ε it follows for arbitrary B ∈ B(X )
P(X ∈ B) = P({X ∈ B} ∩ {ρ(X,Y ) < ε}) +P({X ∈ B} ∩ {ρ(X,Y ) ≥ ε})
≤ P({X ∈ B} ∩ {Y ∈ Bε}) +P(ρ(X,Y ) ≥ ε) ≤ P(Y ∈ Bε) + ε,
hence PX(B) ≤ P Y (Bε) + ε, the same relation with interchanged random elements X
and Y yields d(PX , P Y ) ≤ dp(X,Y ).
For tupels of random elements the assertion (ii) of the previous theorem can be genera-
lized in the following way.
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Proposition A.14
Let (Xi, ρXi), i = 1, . . . , n ∈ N, be separable metric spaces and Xi and Yi random
elements in (Xi,B(Xi)). Further let ρ˜ denote the metric in the product space X1×. . .×Xn
defined by ρ˜((x1, . . . , xn), (y1, . . . , yn)) = ρX1(x1, y1) + . . . + ρXn(xn, yn) and d˜, resp. d˜p,
the corresponding metrics of weak, resp. stochastic, convergence in the product space
(X1 × . . .×Xn,B(X1)⊗ . . .⊗ B(Xn)). Then it holds
d˜(P (X1,...,Xn), P (Y1,...,Yn)) ≤
n∑
i=1
dp(Xi, Yi) .
Proof.
Let us first consider the case n = 2, X2 = Y2 = Z. Then it holds
d˜p((X1, Z), (Y1, Z)) = inf{ε > 0 : P(ρ˜((X1, Z), (Y1, Z)) ≥ ε) ≤ ε}
= inf{ε > 0 : P(ρX1(X1, Y1) ≥ ε) ≤ ε},
hence
d˜(P (X1,Z), P (Y1,Z)) ≤ d˜p((X1, Z), (Y1, Z)) = dp(X1, Y1).
From the triangle inequality
d˜(P (X1,X2), P (Y1,Y2)) ≤ d˜(P (X1,X2), P (Y1,X2)) + d˜(P (Y1,X2), P (Y1,Y2))
the assertion follows for n = 2 and analogously for arbitrary n ∈ N.
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