Disturbance decoupled observers for systems with unknown inputs by Trinh, H. et al.
Deakin Research Online 
 
This is the published version:  
 
Trinh, H., Trung, Dinh Tran and Fernando, T. 2008, Disturbance 
decoupled observers for systems with unknown inputs, IEEE transactions 
on automatic control, vol. 53, no. 10, pp. 2397-2402. 
 
Available from Deakin Research Online: 
 
http://hdl.handle.net/10536/DRO/DU:30017834 
 
 
©2008 IEEE. Personal use of this material is permitted. However, 
permission to reprint/republish this material for advertising or 
promotional purposes or for creating new collective works for 
resale or redistribution to servers or lists, or to reuse any 
copyrighted component of this work in other works must be 
obtained from the IEEE. 
 
 
Copyright : 2008, IEEE 
IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 53, NO. 10, NOVEMBER 2008 2397
Disturbance Decoupled Observers for
Systems With Unknown Inputs
H. Trinh, Trung Dinh Tran, and T. Fernando
Abstract—This note deals with the design of reduced-order disturbance
decoupled scalar functional observers for linear systems with unknown in-
puts. Based on a parametric approach, existence conditions are derived and
a design procedure for finding reduced-order scalar functional observers
is given. The derived existence conditions are relaxed and the procedure
can find first-order disturbance decoupled scalar functional observers for
some cases where the number of unknown inputs is more than the number
of outputs. Also, the observer matching condition, which is the necessary
requirement for the design of state observers for linear systems with un-
known inputs, is not required. Numerical examples are given to illustrate
the attractiveness of the proposed design method.
Index Terms—Disturbance decoupled observers, linear functional
observers, Sylvester matrix equation, unknown inputs.
I. INTRODUCTION
In modeling, different types of system uncertainties such as nonlin-
earities, parameter changes, actuator faults, interconnecting terms in
large-scale systems, and unknown external excitation can be conve-
niently represented as unknown inputs which are also termed distur-
bances [1], [2]. Designing disturbance decoupled observers [1]–[9] for
linear systems subject to unknown inputs has been an active research
area as it has found applications in fault diagnosis [1], [3], [4] and in
decentralized observer/controller design for interconnected large-scale
systems [5], [6]. Indeed, one of the known successful robust fault diag-
nosis approaches ([1], [3], [4]) is the use of the disturbance decoupling
principle, in which the residual is designed to be insensitive to unknown
disturbances, whilst sensitive to faults. This can be done using unknown
input observers. In this note, we consider the following linear systems
with unknown inputs
       (1a)
 	  (1b)

   (1c)
where      ,    ,     and     are the
state vector, the known input vector, the unknown disturbance vector
and the measurement vector, respectively. The vector 
 is a scalar
function to be estimated. Matrices      ,     ,	     ,
       and      are given and that the matrix pair 	
is observable, 		   and 	  . The term 
in (1a) has been used [1]–[9] to describe additive disturbance as well
as a number of different types of modelling uncertainties. Also, the
disturbance term may appear in the output equation . In such case,
the system can still be reduced to the one given by (1a)–(1b) as long as
the number of disturbances is less than the number of available outputs.
The disturbance term in the output equation can be nulled simply using
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a transformation of the output signal . Let 
 be the estimate of

, where

   (2a)
     (2b)
Then the problem of designing a reduced-order disturbance decoupled
observer (2a)-(2b) such that 
 converges asymptotically to 
 is
related to solving the following matrix equations:
  	 (3a)
   (3b)
  	 (3c)
where      ,     ,     ,      and     
is a stable matrix with a lowest possible order .
This note provides a method for solving (3a)-(3c). Based on a para-
metric solution to the generalized Sylvester equation [10], we establish
new existence conditions and a design procedure for solving the con-
strained Sylvester (3a)-(3c) with a low-order . The derived existence
conditions are more relaxed than those existence conditions required
for the estimation of all state variables [1], [2], [6], [9]. In particular,
the so-called observer matching condition , 		  	,
is not required and will be replaced by a less conservative condition.
The design procedure can also find first-order disturbance decoupled
scalar functional observers for some cases where the number of un-
known inputs is more than the number of outputs, i.e.,   .
II. PRELIMINARIES
Let us first simplify (3a)-(3c). Let   	 	      ,
	  	    ,        ,    
   ,   
  
    
  
and     
 

, where 	 is the Moore-Penrose inverse of 	 ,        ,
  
   
,    
 
,   
  
,     
 
,    
  
,    
  
,   
   
,   
  and
  
  
. Then it is easy to show that (3a)-(3c) are equivalent
to the equations
     (4a)
          (4b)
and
         (5a)
       (5b)
   (5c)
From the above, it is clear that we only need to solve (5a)-(5c). To
avoid any trivial solution (i.e.,   ,    ), we assume that
  . Matrix  is assumed to have distinct eigenvalues so that 
 , where      is any arbitrary invertible matrix,  
             for    and    for all
        .
Since the pair 	 is observable, it follows that the pair
   is also observable. If   is of full row rank, following
[10] matrices   and  in (5a) can be expressed in the parametric
forms
    !   !  !     ! 
 (6)
 " !  "! "!    "! 
 (7)
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where                 are free parameters satisfying        
if      ,  and  are a pair of coprime polynomial matrices
satisfying the coprime factorization
 	  
 
	

    
 
 (8)
If	  is not a full row rank matrix, then by appropriate partitioning,
we can always find a matrix  and a full row rank matrix 	  so that
	  can be expressed as	   
	 
	 
. Partitioning accordingly,
(5a) becomes
    	      
	 
	 
 
     	    	    	   

By letting     , the above equation is reduced to   	  
	    . In light of this, subsequently we may assume without
loss of generality that 	  has full row rank. We need the following
lemma before presenting our main results. Lemma 1 presents a general
result on rank of a product of two matrices.
Lemma 1: Let  be an orthogonal basis for the null space of  ,
i.e.,    . Then
	
    	
   	

 (9)
Proof: Let     , then 

is a full column rank matrix
and we have
	



     	
  
 (10)
Now, the left-hand side of (10) can be determined as
	



     	

 
    
 	
   	

 (11)
From (10) and (11), (9) is obtained. This completes the proof of Lemma
1.
Remark 1: Lemma 1 provides the general result on the rank of the
product of two matrices. From (9), it is easy to show that 	
   
	
  if and only if 	
     	
   	
.
Thus, when is a full column rank matrix, then    and the (9) is
reduced to 	
    	
  which is a well-known fact. Also,
when  is a full row rank matrix, then 	
     	
 
and the (9) is reduced to 	
    	
 which is also a well-
known fact.
III. MAIN RESULTS
Let and  be as defined in (6) and (7), respectively, be a solution
to (5a). Substituting (7) into (5c) gives
           
      
 (12)
Since is any invertible matrix we can let         . There-
fore the above equation is equivalent to
           

  (13)
where                    . Using the parametric
forms of  and  , (5b) can be expressed as


           
               
which implies
                 (14)
where           and    
 
 
 
   
      . The following theorem presents necessary and sufficient
conditions for the solvability of (13) and (14) for a general -order
observer.
Theorem 1: Let
             

and
              

be a solution to (5a). Equations (13) and (14) have a solution if and
only if the following two conditions hold:
	
    	


 

  

   (15)
and
	
 

    	
 

   (16)
where  is an orthogonal basis for the null space of ,
  
      
       
       
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
       
 

,   


 
 
,      	         

,
         
 
,   



.
.
.


 
 
 and


   
 
   

 
  
 

.
Proof:
Sufficiency: Equation (14) can be expressed as
    
 (17)
Combining (17) and (13) gives
     (18)
where    
  
 
 
. There exists a solution to (18) if and
only if
	
   	
  
 (19)
Now, given that condition (15) of Theorem 1 holds, the matrix
   can be expressed as
       
 (20)
Substituting (20) into the right-hand side of (19) gives
	
   	
    
 (21)
Using Lemma 1, it is easy to show that condition (16) of Theorem 1 is
equivalent to condition (21). This proves the sufficiency of Theorem 1.
Necessity: To prove the necessity, we show that (13) and (14)
imply conditions (15) and (16). Now, pre-multiplying both sides of (13)
by   gives


   

        

    

  

  
 (22)
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From (14), let us substitute               
      , into (22) to get
                  
 
  	
 
  
 (23)
Equation (23) has a solution if and only if
	
           
 	
          
 
     
 
  	
 
   
 (24)
Since         is a full row rank matrix, the left-hand
side of (24) is equal to 	
    . The right-hand side of (24) can be
determined as
	
     
 
  	
 
  
       
      
 	
     
 
  	
 
  
which yields condition (15) of Theorem 1. Finally, note that if (15)
holds, then condition (16) is followed. This completes the necessity
proof of Theorem 1.
In the following, let us examine the existence conditions of Theorem
1. We start with the case where    (i.e., first-order observers).
1) First-order Observers: When   ,      
 


,  
    
 
 
  
   and   	
 
  
     
     	
 
 
	   
 . Since is a known matrix, is easily
obtained as
 


(25)
where   	  is an orthogonal basis for the null space
of    , i.e.,      . Note that matrix  has a dimension of
  	
    . If   is a full column rank matrix then  
and thus   .
Accordingly, condition (16) of Theorem 1 is now reduced to the fol-
lowing condition:
	

  
  
 	

      
 
 
     	
 
 
   	
 
 

 (26)
Remark 2: Conditions (15) and (26) provide the existence condi-
tions of first-order disturbance decoupled scalar functional observers
for linear systems with unknown inputs. Note that condition (15) is less
conservative than the following well-known observer matching condi-
tion (which is the necessary requirement for the estimation of all state
variables [1], [2], [6], [9])
	
     	
  
 (27)
Observe that the left-hand side of (27) is equal to 	
   and the
right-hand side of (27) is equal to . Thus condition (27) is the same as
	
    . Since     , the condition 	
    
implies the following two necessary conditions: i)   , i.e., the
number of outputs has to be equal or greater than the number of un-
known inputs and ii)  is a full column rank matrix. Clearly condition
(15) of Theorem 1 is less conservative than (27) since 	
     
	
     
 
  	
 
   does not imply the above conditions i) and ii).
Condition (15) can still be satisfied even when both conditions i) and
ii) are not met.
Remark 3: The left-hand side of condition (26) can be determined
as
	

  
  
 	
   	
       	
  
 
   

Therefore, condition (26) is the same as
	
     (28)
where   
      
 
 
     	
 
 
   	
 
 
  .
Remark 4: From the above development, it is clear that the main task
of an observer design procedure is first to test condition (15). As this
condition only involves some known matrices, it can be easily tested.
Once condition (15) is satisfied, the next step is to search for some
   (              , where  are the eigenvalues
of matrix   ) such that condition (28) is satisfied. Note that   is
well defined with  and  obtained from the coprime factoriza-
tion (8), ,  ,    and 	  are known matrices. If there exists some
   such that (28) holds, then all the observer’s parameters can be
obtained. In the following, we provide a search procedure for finding a
stable pole   , whenever it exists, to satisfy (28).
Define     , where  is a   
sub-matrix of   for             (here 	 
   ). Let
                 
 (29)
If   	, then there exists some    such that condition (28) is
satisfied and therefore a first-order disturbance decoupled scalar func-
tional observer can be derived. Note that in some cases, (28) holds for
any given   . Such cases imply that the estimate   converges
to   with any prescribed stability rate. For other cases (i.e., fixed
stable poles),   converges asymptotically to  . If there does not
exist any    such that (28) is satisfied, then this implies that there
does not exist a solution to (13) and (14) for the case   . Thus, we
need to proceed to the case   . In the following, we present some
interesting findings regarding cases where   .
2) Second-order Observers: When   , condition (16) of The-
orem 1 is reduced to
	
  

    	
  

     (30)
where   
 
  
   ,   
 
 

   
,   
 
 
    	  and
  

	
 
 
  . (Note that     is an orthogonal
basis for the null space of ).
With   and   as defined from above, the left-hand side of (30)
can now be expressed as
	
  

    	

 
  
    



 (31)
Let us now examine condition (30) under the following two inter-
esting cases: (i) Case 1:   ; and (ii) Case 2:   .
3) Case 1: When   , then       is a
column matrix. Note also that 	
      . Accordingly,
the right-hand side of (31) can be determined as
	

 
  
    


 	
  
   
 (32)
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The right-hand side of (30) can also be determined as
     
 
    
    
        
 
 
 
    (33)
From (32) and (33), condition (30) is thus reduced to
    
 
 
 
     which is exactly the same as
condition (28) for first-order observers, i.e., 	  	. This is an
interesting finding as this implies that for 
   , if there does not exist
a solution to (13) and (14) for 	  	, then there won’t be a solution
for 	  
 and 	  
.
4) Case 2: When 
  , then       is a
row matrix. First, let us assume that there exists some    such
that     has full row rank, i.e.,       . Note that
  
     for every    if and only if the following
condition holds:
   
        (34)
The proof can be easily constructed from Lemma 1 and therefore is
omitted here.
Since       ,      and      

, matrix     can be partitioned according to
 
 
 
 
        (35)
where         is an invertible matrix and   
   

. Also, let
     

 (36)
Now, the right-hand side of (31) can be determined as
 
 
   
    
 

 
    
    
 

 
   
   
   
   
    
 
   (37)
where      .
Similarly, the right-hand side of (30) can be determined as
    
 
          
 
  
 
   (38)
From (37) and (38), condition (30) is reduced to
   
 
       
 
  
 
   (39)
Remark 5: When 
  , the design of a second-order observer
amounts to finding some    such that        and
some     to satisfy condition (39). If there exist two stable poles 
and   then all the observer’s parameters can be easily obtained. Note
that finding an    is easy since it always exists when condition
(34) holds. The search for an     can be performed by following
a similar procedure as detailed in Remark 4. Condition (39) will be
automatically satisfied when       is a full row rank matrix.
Note also that condition (39) is less conservative than condition (26)
since (39) has additional   
 columns (i.e., matrix ) than (26).
In the following, we show that matrix  has full column rank, i.e.,
     
. Now,   can be expressed as
     

   (40)
Using Lemma 1, the right-hand side of (40) can be determined as
 

     
      (41)
where   

is an orthogonal basis for the null space of .
From (41),        can be determined as
   
          
       
 
  
 (42)
Let us now substitute (42) into the right-hand side of (41) to get
     
 (43)
Remark 6: For 
   and 	  
, a procedure for finding a 	th-order
scalar functional observer can be carried out similarly to the second-
order observer case. First, we find distinct stable poles   , so that
  
     for all   	 
     	  	. Then, we find an
   so that
  
 
      
 
  
 
   (44)
where   . Observe that the higher the order, the
more likely condition (44) holds since more columns have been added.
Again, condition (44) is automatically satisfied when     
has full row rank. Note that our search procedure will always terminate
because  is a full column rank matrix (a proof for 	  
 has been
given in Remark 5, a proof for 	  
 can be similarly constructed. Due
to space limit, its proof is omitted here).
Remark 7: Based on the above development, our design procedure
thus starts with 	  	 then finds its way up until the existence condition
(16) is satisfied. This ensures that a low-order observer is obtained. All
calculations are performed off-line and mostly involve well-known ma-
trix functions (such as rank, null, Moore–Penrose inverse) and matrix
partitioning. Since the matrix pair      is observable, computing
the coprime factorization (8) can be readily carried out by adopting a
numerically reliable algorithm (for example, [10]). Equation (29) in-
volves solving for a finite number of determinant expressions. Overall,
all calculations that lead to the determination of a reduced-order distur-
bance decoupled observer can be readily implemented and performed
by using a software package such as MATLAB or Mathematica.
Remark 8: For multiple functions, we have     ,
where 	      ,    and that    .
Here, without loss of generality, we assume that   has full row rank.
On examining (12), we can see that it is necessary for each column
vector of     to satisfy conditions (15) and (16) of Theorem 1. There-
fore we can, one at a time, use the design procedure of this note to
design a reduced-order scalar functional observer and then repeat the
procedure for all remaining functions. While this way is simple and
can be adopted for multiple functions, it may not always produce a
low-order observer for multiple functions because all the scalar func-
tional observers are decoupled from each other. To take advantage of
the interaction between the individual scalar functional observers, we
can proceed as follows.
Since   has full row rank, without loss of generality, we write
             , where each    and
 forms a linearly independent set. Firstly, for , we use
the design procedure presented in this note to design a reduced-order
disturbance decoupled observer to estimate the first scalar function
. For this, we obtain 	,    and     
such that      . Secondly, whenever 	  	, we use matrix


  to check the consistency of equation      

  . If it is
consistent, then matrix     is easily obtained. This implies
that to estimate both functions  and  , the required observer
order is simply 	. Otherwise, we proceed to design a reduced-order
disturbance decoupled observer for the second scalar function,  .
In such case, the order of the observer is 	 	 . The whole process
can then be repeated until the last function, , is done.
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IV. NUMERICAL EXAMPLES
1) Example 1: Let us consider a fifth-order system with two outputs,
three unknown inputs where matrices  ,  ,  and  are given as
   
     
     
     
      
       	

  
    
    
  
  
  
	   
    
  
and    
      .
For this example, note that there are more unknown inputs than the
outputs (i.e.,   ). Note also that the observer matching condition
does not hold since     . Since matrix  is al-
ready in the desired form, we have 	   
  and all the sub-matrices
, ,  ,  ,  ,  ,  and  can be easily obtained.
Let us now use the results presented in the previous sections to de-
sign a first-order disturbance scalar functional observer. First, condi-
tion (15) of Theorem 1 is tested. Here, we have       and

   
 
 
 
     and therefore (15) is satisfied. The next
step is to search for some    such that condition (28) holds. We
have    , matrices   ,  and  are obtained as
    
      
  
  
 	 
     
     
and     
 
, where         .
Now, condition (28) holds, i.e.,    , for every  
. Thus a first-order observer exists with any prescribed pole
  . For illustrative purposes, let us choose     . Accordingly,
(18) is solved for  . This gives       
 
. If     is
chosen for instance, then     ,    ,        

    and         
    . Therefore, (3a)-
(3c) are now completely solved, where     ,    ,   

      ,    
   	  and    
    .
Extensive simulations have been carried out for a wide range of un-
known disturbance inputs, . In all cases, we found that the estimate
 converged asymptotically to . Due to space limit, simulation
results are not shown here. This example thus serves to illustrate the
attractiveness of the design method of this note. Note that for this ex-
ample, the observability index,  , of the pair   is    . Ac-
cording to existing well-known functional observers’ theory, a scalar
functional observer of order        can be designed. Here, we
are able to find a first-order disturbance decoupled scalar functional
observer for the system and with added unknown inputs. Furthermore,
the system under consideration does not satisfy the normal observer
matching condition and that there is more unknown inputs than the
available outputs.
2) Example 2: This example is given to illustrate the design pro-
cedure for finding a second-order observer and also to illustrate Re-
mark 8 for dealing with multiple functions. Let matrices   and 
be as given in the Example 1. Let       	 
     
and
    
       . Observe that    
and thus the observer matching condition does not hold.
For , we start with the first-order observer, i.e.,    . First,
condition (15) is tested and found to be satisfied. However, there does
not exist an    such that condition (28) holds. Since   ,
we proceed to the case where    . For this, we obtained ma-
trices    and   . According to the design procedure as outlined in
Remark 5, we first find an    such that 
!       ".
This is easy to find since condition (34) holds, i.e.,  !  
 
         	    ,   .
Let us choose, say,      and substituting      to
obtain !, where !  


. Accordingly, from (35)–(37),
we can obtained matrices #, #, $ and %. Next, we find an
   such that condition (39) holds. Here, note that the matrix
on the left-hand side of (39), i.e., 
!   % , is a square ma-
trix. By choosing , say as     , condition (39) is satisfied.
Accordingly, (18) is solved for  . This gives    

, where
  
 

and   
 

. If    
 is chosen for instance,
then     
  
   
  
  	
and


    
  
   
  
     
.
For , we follow the design procedure as explained in Remark 8.
Here, since     (i.e.,   ), we use matrix  to check the con-
sistency of equation &     . By substituting &    
    
and  as above, we found that the equation is consistent and this
yields    
 '  . Thus, to estimate two functions, we only need
to use a second-order observer. Equation (3a)-(3c) are now completely
solved, where
      
 
' 
  
     
  	      
  
   
   
and      
  	
.
V. CONCLUSION
Given any scalar function of the state vector,    (, of a
linear system with unknown inputs, this note has designed a method
of finding a reduced-order scalar functional observer. Based on a para-
metric approach, new existence conditions and a systematic design pro-
cedure for finding reduced-order scalar functional observers have been
given. As far as the design of scalar functional observers is concerned,
the observer matching condition is not required. For some cases, we
can find first-order scalar functional observers even when the number
of unknown inputs is more than the number of outputs. Finally, two nu-
merical examples have been given to illustrate the implementation and
the effectiveness of our solution method.
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