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Introduction
The construction and use of 3-D models of military and industrial sites will allow revolutionary advances in the speed, confidence, and range of analytical techniques with which an Image Analyst (IA) develops and reports intelligence information. This SRI research project, in support of the Research and Development for Image Understanding Systems (RADIUS) Program, seeks to increase the speed and accuracy with which site models can be constructed from current imagery by developing a new family of image understanding (IU) techniques, and by developing a novel way for an IA to employ them. This research has proceeded on two fronts, simultaneously:
• Extending the generality and power of Model-Based Optimization (MBO) algorithms
• Developing a context-based approach to image analyst control of IU algorithms.
First we present our overall research goals and then discuss the progress toward advancing the state-of-the-art in these two areas.
Research Goals
Model-Supported Exploitation (MSE) is the analysis of imagery (by human or computer) with the aid of 2-D and 3-D models of the scene [10, 13, 17] . There are two major scientific problems that must be solved for MSE to be a viable concept for use in an operational intelligence setting. A successful MSE system must have:
• An interface that enables the image analyst (IA) to easily specify what he wants the machine to do • A set of algorithms that enables the machine to perform the tasks posed by the IA.
While the majority of research in IU has been concerned with fully automated algorithms for interpreting images, the Perception Group at SRI has made the design and implementation of semiautomated systems a major goal.
• The MBO technology has ben extrended to provide the capability of extracting many different object classes under a wide variety of imaging and scene conditions. Integrated into the RADIUS Common Development Environment (RCDE), this technology constitutes an operational suite of tools tailored to the needs of the site model builder.
• The development of a software architecture that automatically chooses IU algorithms and their parameters given modeling tasks posed by an image analyst. The centerpiece of the approach is a framework that reasons about the context of the given task to make these choices intelligently.
3 Model-Based Optimization (MBO)
MBO is a paradigm in which an objective function is used to express both geometric and photometric constraints on features of interest. A model of a feature (such as a road, building, or coastline) is extracted from an image by adjusting the model until a minimum value of the objective function is obtained. The optimization procedure yields a description that simultaneously satisfies (or nearly satisfies) all constraints, and, as a result, is likely to be a good model of the feature.
Implementation of an MBO algorithm requires the specification of four components.
Objective function: A mathematic function that expresses the preferred geometric and photometric properties to be exhibited by the feature.
Representation:
The geometric primitives used to represent the feature, which thereby limits the class of features that can be modeled.
Optimization: The procedure to be employed for finding a configuration of the feature that locally minimizes the objective function.
Initial conditions:
The configuration of the feature to be used as the starting point by the optimization procedure.
This research addresses all four of these areas in seeking to find instantiations of the MBO paradigm that provide effective means for extracting features of interest to the RADIUS Program.
In the last twelve months the MBO package has been extensively reorganized and extended accommodate more complex types of objects. Earlier, we could only deal with polygonal curves that could be modeled as a sequential list of vertices. However, many objects that are of importance to a photoanalyst and are supported by RCDE, such as road networks or 3-D extruded objects, do not fit this model. Their topology is that of a network, and, to describe them completely, one must supply not only the list of their vertices, but also a list of "edges" that defines the connectivity of those vertices. In addition, with some of these complex objects one can define "faces," that is, circular lists of vertices that must be constrained to remain planar.
Therefore new breeds of snake were introduced-we refer to these deformable models as "generalized snakes" [12]-and can now accommodate the full taxonomy of snakes described in Table 1 . The columns represent different types of snakes and the rows indicate different kinds of constraints that can be brought to bear. The table entries are examples of objects that can be modeled using these combinations. These generalized snakes are described in detail in Appendix A.
The effectiveness of the package was evaluated by instrumenting the code to record the amount of user intervention. We have found that using this package to model highresolution roads leads to a fivefold reduction in effort as measured by the number of mouse clicks or mouse travel-time. These results are documented in Appendix B. Furthermore, a constrained-optimization scheme was developed that allows us to impose hard constraints on snakes. For example, we can ensure that two snakes are at a given distance from each other or that the altitude along the model of a river decreases monotonically [5] . 4 Context-Based Architecture Thirty years of research in IU have produced an enormous number of computer vision algorithms, many of which have demonstrated reliable performance at solving particular tasks in restricted domains. However, the development of computer vision systems that are reliable in more general circumstances has proved elusive [ll] . It is in response to this situation that a framework is offered within which computer vision algorithms of specialized competence can be used and integrated with other such algorithms to produce a reliable vision system that operates effectively in a broader context than any of its individual component algorithms can. Recently, other authors have also stressed the use of context to aid image interpretation [l, 2, 3].
The site model construction and editing systems being developed within the RA-DIUS program comprise a large number of computer vision algorithms, each tailored to accomplish a particular task under a particular set of circumstances. The goals of these algorithms may overlap or even duplicate each other's goals, but the assumptions that they make and the data with which they operate will often differ. Automatically choosing suitable algorithms and parameter settings in order to solve particular IU tasks is important to minimize the understanding of IU technology that is required of a user who endeavors to use the algorithms. Within the RADIUS Program this concern is paramount because of the need to put advanced IU technology in the hands of casual users, specifically the image analysts.
The strategy for integrating such a collection of computer vision algorithms is based on prior work in context-based vision at SRI [l8, 17, 19] . We represent explicitly the assumptions made by each algorithm, and use the context of the present task to select the most appropriate algorithms for solving that task. By doing so. we seek to avoid the source of many failures of computer vision techniques-the employment of an algorithm outside the bounds of its intended domain of competence. A prototype of a contextbased architecture (CBA) has been implemented within RCDE which offers a design methodology with broad applicability. For example, CBA is an attractive framework for organizing a site model construction system using many algorithms that extract different features under different circumstances.
A prototype system has been implemented in the RCDE, known as the Hierarchical Update and Build (HUB) System. Logic programming was chosen to implement the context-based architecture because it provides a natural declarative language for expressing the constraints; unification provides a powerful mechanism for matching the contextual constraints (as encoded in the rules) to the current context; and the logical backchaining of a rule-based system provides the ability to search the rule base for algorithms that are applicable. Appendix C, provides a draft specification for integration of algorithms into the HUB that we will expand on and refine during the next phase of the project.
It is clear that the performance of an IU system employing the context-based architecture could also be attained by integrating the same computer vision algorithms via more traditional methods. However, the explicit representation of contextual constraints affords a number of additional benefits that would be lost to a purely functional integration. These benefits include:
Task specification: The context-based architecture allows the user to specify the task to be accomplished, leaving the selection of specific algorithms to be decided by the system. For example, the user can state that he would like the system to construct a 3-D model of a building, and the system would decide which of several building extraction algorithms would be most appropriate given the currently available imagery and auxiliary data. The user can make effective use of the IU system while possessing little knowledge of the capabilities and limitations of the individual computer vision algorithms.
Choosing parameters: The context rules are used to establish algorithm parameter settings, in the same way that they delimit the range of applicability. While computer vision algorithms can often compute their parameter settings from data at run time, the context rules provide a uniform means for all algorithms to specify how their parameters are to be determined.
Incremental integration:
When building large systems in an evolutionary fashion, it can be difficult to add new capabilities without jeopardizing the integrity of existing capabilities. The modular decomposition of the context rules allows the developer to integrate a new algorithm by adding a packet of rules governing its use, without modifying existing code.
Choosing imagery: It is sometimes important to identify the imagery that is most likely to allow an algorithm to yield a desired result, rather than to choose an algorithm to run on a preselected image. The context rules already encode the information necessary to make this determination-they can be used to answer this question by fixing the algorithm and allowing the image to be a variable in the query. In fact, the context-rule base can be used to answer both questions simultaneously, finding the best combination of algorithms and images to satisfy a given task.
Conclusion
The RADIUS Program can benefit greatly from the use of more highly automated means for constructing and updating 3-D site models.
Research on model-based optimization has led to the development of a number of tools that increase the degree of automation and precision that is possible. These have been implemented in the RCDE and are being incorporated in the RADIUS Testbed. Further use of these tools within the Testbed will undoubtedly lead to new ideas and additional improvements in the site-model construction process.
Work on the context-based vision paradigm has led to the development of an architecture for integrating independently developed IU algorithms within a single system. The architecture provides the additional benefit of allowing the photoanalyst to specify a desired result, rather than a specific procedure to be followed, in carrying out a site model construction task.
Together, these developments, which were beyond the state-of-the-art at the outset of this project three years ago, have dramatically increased the feasibility of constructing and maintaining 3-D site models for use within the RADIUS Testbed.
Introduction
Model-Based Optimization (MBO) is a paradigm in which an objective function is used to express both geometric and photometric constraints on features of interest. A parametric model of a feature (such as a road, a building, or coastline) is extracted from one or more images by adjusting the model's state variables until a minimum value of the objective function is obtained. The optimization procedure yields a description that simultaneously satisfies (or nearly satisfies) all constraints, and, as a result, is likely to be a good model of the feature.
The deformable models we use here are extensions of traditional snakes [20, 12, 6] . They are polygonal curves or facetized surfaces to which is associated an objective function that combines an "image term" that measures the fit to the image data and a regularization term that enforces geometric constraints.
We model linear features as polygonal curves that may either be described as sequential list of vertices, or, for more complex objects, such as a road network or a 3-D extruded object, we must describe the network topology. In the latter case, to describe the object completely, one must supply not only the list of their vertices but also a list of "edges" that defines the connectivity of those vertices. In addition, with some of these complex objects, one can define "faces," that is, circular lists of vertices that must be constrained to remain planar.
Our ultimate goal is to accommodate the full taxonomy of snakes described in Table 2 . The columns represent different type of snakes and the rows represent different kinds of constraints that can be brought to bear. The table entries are examples of objects that can be modeled using these combinations. The algorithms described below are implemented within the RADIUS Common Development Environment (RCDE) [14] .
Polygonal Snakes
A simple polygonal snake, C, can be modeled as a sequential list of vertices, that is, in two dimensions, a list of 2-D vertices S2 of the form and, in three dimensions, a list of 3-D vertices £3 of the form S3 = {{xi yi Zi), i = l,...,n} .
(2)
In the two dimensional case, the "image energy" of these curves-the term we try to minimize when the optimization is performed, is taken to be £^ = -\k /'Vx(f( s ))|rf s , \L\ Jo (3) where / represents the image gray levels, s is the arc length of C, f (s) is a vector function mapping the arc length s to points {x,y) in the image, and \C\ is the length of C. In practice, £/(C) is computed by integrating the gradient values ]VI(f(s))| in precomputed gradient images along the line segments that connect the polygonal vertices. 1 We
where L^-= J(XJ -X;) 2 + (t/j -yi) 2 is the length of the individual line segments, and S{(xi,yi),(xj,yj)) is
the sum of the gradient values along one segment. It is computed by sampling the segment at regular intervals.
In the 3-D case, £/(C) is computed by projecting the curve into a number of images, computing the image energy of each projection and summing these energies. Formally, x The gradient images are computed by gaussian smoothing the original image and taking the x and y derivatives to be finite differences of neighboring pixels. given a set of N images and corresponding camera models, we write
where k denotes the image number, P h (x, y, z) the pair of coordinates of the projection of point (x, y, z) into image k and L k Lj the length of the projection into image k of the segment i,j.
Smooth Snakes and Ribbons
These snakes are used to model smoothly curving features, such as roads or ridge-lines.
2-D curves. Following Kass el al.
[12], we choose the vertices of such curves to be roughly equidistant and add to the image energy £/ a regularization term £D of the form 2 and define the "total energy" £ T as
The first term of £Q approximates the curve's tension and the second term approximates the sum of the square of the curvatures, assuming that the vertices are roughly equidistant. In addition, when starting with regularly spaced vertices, this second term tends to maintain that regularity. To perform the optimization we could use the steepest or conjugate gradient, however it would be slow for curves with large numbers of vertices. Instead, it has proven much more effective to embed the curve in a viscous medium and solve the equation of the dynamics d£ dS
where £ is the energy of Equation 7, a the viscosity of the medium, and S the state vector that defines the current position of the curve. Since the deformation energy £ D in Equation 6 is quadratic, its derivative with respect to S is linear, therefore, Equation 8 can be rewritten as
and Ks is a sparse matrix. Note that the derivatives of ED with respect to x and y are decoupled so that we can rewrite Equation 9 as a set of two differential equations in the two spatial coordinates
where K is a pentadiagonal matrix, and X and Y are the vectors of the x and y vertex coordinates. Because K is pentadiagonal, the solution to this set of equations can be computed efficiently in 0(n) time using LU decomposition and backsubstitution. Note that the LU decomposition need be recomputed only when a changes.
In practice a is computed in the following manner. We start with an initial step size A p , expressed in pixels, and use the following formula to compute the viscosity: a y/2n d£ dS (10) where n is the number of vertices. This ensures that the initial displacement of each vertex is on the average of magnitude A p . Because of the non linear term, we must verify that the energy has decreased from one iteration to the next. If, instead, the energy has increased, the curve is reset to its previous position, the step size is decreased, and the viscosity recomputed accordingly. This is repeated until the step size becomes less than some threshold value. In most cases, because of the presence of the linear term that propagates constraints along the whole curve in one iteration, it takes only a small number of iterations to optimize the initial curve.
3-D Curves. To extend the smooth snakes to three dimensions, we add one term in z to the deformation energy of Equation 6 and ED becomes
Since the derivatives of Eu with respect to x. y, and z are still decoupled, we can rewrite Equation 9 as a set of three differential equations in the three spatial coordinates:
where X,Y, and Z are the vectors of the x,y, and z vertex coordinates.
The only major difference with the 2-D case is the use of the images' camera models. In practice, £i(C) is computed by summing gradient values along the line segments linking the vertices' projections. These projections, and their derivatives, are computed from the state vector S using the camera models. Similarly, to compute the viscosity, we use the camera models to translate the average initial step A p , a number of pixels, into a step A w expressed in world units and use the latter in Equation 10.
Ribbons 2-D snakes can also be extended to describe ribbon-like objects such as roads in aerial images. A ribbon snake is implemented as a polygonal curve forming the center of the road. Associated with each vertex i of this curve is a width Wi that defines the two curves that are the candidate road boundaries. The state vector S becomes the vector S = {(xi yi Wi)}, i = l,...,n} and the average edge strength the sum of the edge strengths along the two boundary curves. Since the width of roads tends to vary gradually, we add an additional energy term of the form
where W is the vector of the vertices' widths and L a tridiagonal matrix. The total energy can then be written as
where A# and X\v wheigh the contributions of the two geometric terms. At each iteration the system must solve the three differential equations:
2-D ribbons can be turned into 3-D ones in exactly the same way 2-D snakes are turned into 3-D ones. The state vector S becomes the vector S = {(XJ yi Z\ itfj)}, i -1,..., n} and at each iteration the system must solve four differential equations, one for each coordinate.
Network Snakes
The 2-D and 3-D "network snakes" are a direct extension of the polygonal snakes of Section 2.
Figure 1: Snake Topology, (a) A simple polygonal curve is described by a sequential list of vertices V{-i>i<5 here, (b) A network is decribed by a list of vertices V{-u x <8 here , and a list of edges-((1 2) (2 3) (3 4) (4 5) (2 6) (3 7) (7 8)) here.
In the 2-D, the extension is straightforward. A network snake is now defined by a list of n vertices S e as before and list of edges A = {(i,j) where 1 < i < n and 1 < j < n}. Figure 1 depicts such a network snake. £i(C) is computed as
where S and L are the functions defined in Equation 4. It is optimized using either steepest gradient descent or conjugate gradient. In Figure 2 , we show an example of such a network. When constraints, such as planarity or rectilinearity, are imposed on the network, constrained optimization can also be used [9] .
In the 3-D case, one must take into account the fact that not all the network's edges are visible in all views. As a result, one must also provide a list of visible edges for Only the visible faces, that is those whose surface normal is oriented towards the viewer, are drawn. Note that this heuristic does not account for non-convexity. As a result the faces in the lower left corner of the image are improperly drawn. (b) The network snake that is generated to optimize the extruded-object. It includes roof-edges and vertical wall-edges. The edges at the back of the building are not drawn-and not used during the computations involving these views-because they belong to hidden faces. The edges at the base of the building are treated as invisible because their appearance is unreliable in typical imagery.
each projection of the snake into the set of images images. This list is computed by using the face-visibility methods embedded in RCDE: we assume that only edges that belong to visible faces are visible. This is effective for convex objects but may fail for concave ones. Figure 3 illustrates the strengths and weaknesses of this approach. A better way to compute visibility would be to use the Z-buffering capabilities of SGI machines; unfortunately this is impractical for the time being because the graphics libraries supplied by SGI cannot currently be loaded into RCDE, due to limitations of the Lucid Common Lisp compiler. 2 Formally, given a set of N images, we define a visibility list Ai <k<N for each image and we rewrite the image energy of Equation 6 as
l<Jt<AT
The optimization typically is a three-step process as illustrated in Figure 4 :
1. We optimize a snake using a single image. Since a single view underconstrains the three degrees of freedom of the individual vertices, we fix one of them for each vertex. The z value is fixed and only the x and y coordinates are allowed to change. As shown in Figure 4(b) , at the end of this first step, the network's projections match image features in the view that was used but not necessarily in any other view because the fixed z values usually are erroneous.
2. The height of the vertices is estimated by assuming that the network is horizontal and searching through a range of z values, calculating the x and y values for each vertex so that the projection of the network remains the same in the view used in the previous step and retaining the z value that yields the optimal value of £j, the image energy of Equation 15.
The 3-D positions of the network's vertices are further refined by optimizing
Si with respect to all three degrees of freedom of the vertices simultaneously.
As in the case of the 2-D networks, the optimization of Steps 1 and 3 can be performed using either steepest gradient descent, conjugate gradient or constrained optimization.
The number of degrees of freedom of generic 3-D networks can be reduced by forcing them to be planar. We do this either by defining a plane of equation and imposing that the vertices lie on such a plane, or imposing planar constraints on sets of four vertices. In both cases, we replace the n degrees of freedom necessary to specify the elevation of each vertex by the three degrees of freedom required to define the plane.
These 3-D networks can be further specialized to handle objects that are of particular interest in urban environments: trihedral corners found on building roofs and extruded objects that are used in RCDE to model building outlines. Trihedral corners. They are modeled as networks with four vertices and three edges forming 90 degree angles with each other, as shown in Figure 5 . We typically impose the additional constraint that one edge be vertical while the two other are horizontal. Under such constraints, the trihedral corner has only four degrees of freedom: three for the position of the vertex that is shared by all three edges and one for rotation about the vertical axis. When optimizing using only one image, fixing the altitude removes one additional degree of freedom. In both cases, the optimization is much more constrained than for generic 3-D networks, and, as a result, the convergence properties are substantially improved.
In Figure 6 , we show the recovery of such a trihedral corner. Figure 7 shows additional corners recovered and superimposed on a manually-entered 3-D wireframe model of the corresponding buildings. Because the corners are fully 3-D objects, they can be viewed from different viewpoints in which they match the 3-D structure of the underlying objects.
Note that in order to accurately recover the corner's 3-D position, the camera models associated with the images must be fairly precise-which they are in the examples presented here. However, if the camera models were less accurate, we could still perform the single-view optimization in each image separately. We could then feed the results of optimizing several corners to a resection program and refine the camera models.
Extruded objects. Extruded objects are typically used to model buildings such as those in Figure 7 . For optimization purposes, we define extruded networks that are composed of a polygonal closed contour that corresponds to the roof outline and of vertical edges that correspond to the intersections of the vertical walls as shown in Figure 8 . As discussed above (see Figure 3 ), for each view, k, in which the extruded object is visible, we define a list A k of edges that are visible and use only those to compute the image energy £/.
During the optimization, the "wall" edges are constrained to remain vertical. We can also constrain the "roof-outline" to be planar and the "roof-edges" to form 90-degree angles. As in the case of 3-D corners, these constraints greatly reduce the number of degrees of freedom and allow for better convergence properties. Figure 9 illustrates the recovery of a building using all the constraints described above. For comparison's sake, in Figure 10 , we show the result of the optimization using the same starting point without imposing the rectilinearity constraint. RCDE and optimizing the shapes in three views simultaneously using our extruded snakes. The use of the snakes has allowed us to perform this task much faster than we would have if we had to precisely delineate all five buildings by hand.
Conclusion
We have presented object modeling techniques for 2-D and 3-D linear features that rely on parametric models that are extensions of traditional snakes. Using a variety of real imagery, we have demonstrated that the resulting methods allow powerful and flexible reconstruction.
Under a different contract, we have incorporated our MBO approach to surface reconstruction method [7, 8] into RCDE: surfaces are represented as hexagonally connected meshes of 3-D vertices that can be moved to minimize a stereo score. As a result, MBO The same corners and wireframes seen from a different viewpoint. Note that the recovered corners are 3-D objects that match the underlying objects. Figure 8 : Topology of an extruded object. It has a polygonal outline that corresponds to the roof outline and vertical edges that correspond to the intersections of the vertical walls. In this example the complete edge-list is ((0 1) (1 2) (2 3) (3 4) (4 5) (5 0) (0 6) (1 7) (2 8) (3 9) (4 10) (5 11)). Note, however, that, because of occlusions, the list of visible edges for the particular projection shown here would be the sublist ((0 1) (1 2) (2 3) (3 4) (4 5) (5 0) (0 6) (1 7) (2 8)). The visible edges are shown as solid lines, and the hidden ones as dashed lines.
can now be used to simultaneously optimize several models, such as terrain, roads, rivers, and buildings, while enforcing consistency constraints between them [9] , and produce realistic site-models of sites with both rugged terrain and man-made or natural features. We believe that this capability will prove indispensable to automating the generation of complex object databases from imagery, such as the ones required for realistic simulations or intelligence analysis. Figure 9 optimized without imposing the constraint that the roof-edges form 90-degree angles. The initial position was the one shown in Figure 9 (a). Note that the corner in the lower left is not properly recovered. 
Introduction
We have chosen to measure the amount of effort expanded by the human analyst by the number of mouse-clicks and the amount of mouse-travel required to achieve a desired answer. We feel that this is a better measure than, for example, actual computation times because it truly reflects the amount of human interaction and does not depend on the speed of the computer being used.
First, we briefly describe the code instrumentation that was required to perform the experiments and then report our results.
Instrumenting RCDE
Code was developed and installed that captures low level information from the RCDE user interface about individual actions taken by the analyst. Every mouse motion associated with making adjustments to object parameters, and every mouse click is captured into an event history. Below is a list of the information being recorded: A metric to estimate the precision of an extracted road by comparing the centerline of the extracted road to the ground truth centerline was also implemented. For each vertex of the extracted road, the distance to the nearest centerline point of the ground truth centerline is computed. The data is reduced to the following two numbers:
• Mean vertex to ground truth distance • Maximum vertex to ground truth distance These seven numbers appear in the figures of the following section.
Experimental Results
We used images, such as the 700C%7000 pixel image shown in Figure 12 to perform our experiments and chose a set of road segments to be modeled as accurately as possible. We compared four approaches to road delineation:
Hand Hand-tracing using the RCDE interface using neither snakes nor road tracker.
Tracker Using SRI's road tracker [16] to provide the initial sketch in the full resolution image, then refining it using a ribbon snake [4] .
Snakel Sketching the road using the full resolution image and refining it using a ribbon snake.
Snake2
Sketching the road using a half-resolution version of the image, refining it using a ribbon snake first at half-resolution, then at full resolution. In all cases we used the system's default parameter settings and allowed the user to manually refine the automatically generated results to produce satisfactory delineations. The bar graphs that appear in Figures 13 and 14 are labeled "hand," "tracker," "snakel," "snake2."
We used the hand-traced versions of the roads as the references and the metric discussed above to evaluate the quality of the delineations produced by the three semiautomated approaches. As shown in Figure 13 , the results are virtually indistinguishable in terms of average distance whereas the "tracker" approach does better in terms of maximum distance. Figure 14 depicts the amount of effort required by each approach, as measured by the number of mouse clicks and the amount of mouse travel. The tracker approach appears to be very effective and yields at least a sixfold improvement on all counts except the total number of mouse clicks. This is so because starting and stopping each operationautomated sketching and snake refinement-requires several clicks. This number could be drastically reduced by defining common-lisp methods that sequentially perform all these operations with a single mouse-click.
The "snake2" approach is almost as effective, however it requires more effort to provide the initial sketch. This problem could be alleviated by using ziplock snakes [15] instead of traditional snakes.
For all three semiautomed methods, however, a large portion of the human interaction goes into specifying the width of the road because current tools have no way of computing it. Therefore, methods to compute the width of a road given only its centerline would be extremely valuable and should be the object of future research.
In short, by further improving the interface and developing a width-computing algorithm, we should be able to turn the current sixfold reduction of effort into a ten to hundred-fold one. C Integrating IU Algorithms into the RADIUS HUB Author: C. Connolly 1 Introduction This is a draft specification for integration of algorithms into the Hierarchical Update and Build (HUB) system. The HUB is a framework that allows the semi-automatic selection of appropriate algorithms for certain task and site combinations. In effect, this will help prevent algorithms from failing under circumstances for which they weren't designed. In addition, the HUB can select which images are appropriate for a given algorithm.
A prototypical example used in this document is road detection: the SRI road tracker works well on clearly defined roads at relatively high resolutions. For low-resolution images, where roads appear as thin curves, it is more appropriate to rely on ziplock snakes. Hence, the first example of HUB integration and usage will employ these two algorithms, allowing us to explore some of the issues that arise.
The HUB consists of a modified Prolog engine that contains rules and facts pertaining to images, sites, algorithms, and user preferences. The Prolog engine has been modified to allow "hooks" to be executed at each inference. This allows the HUB to keep track of successes and failures, and is intended to provide the user with useful feedback on the inference process (e.g., if no algorithm strictly satisfies the user's requirements, are there any that come close, say by one predicate). Based on the task to be performed, the HUB can query its database to determine which algorithm is suitable for applying on a given image, or for that matter, which images are suitable for running a particular algorithm.
The rule database must be populated. This requires us to specify exactly what kind of information is needed to integrate algorithms into the HUB. Algorithm designers will be asked to fill out a form, perhaps using the World Wide Web, that specifies the rule packet for a particular algorithm.
Vocabulary
The first step in specifying HUB rules is to define a suitable vocabulary for rules. The vocabulary is used to describe images, sites, features, algorithms, and user preferences, to allow the HUB to select algorithms to employ in a particular task.
There are four main categories in the vocabulary:
• Algorithm 
Feature Vocabulary
This vocabulary is used to describe the kinds of features that can be extracted or refined by the algorithm:
• Feature-type -name of the feature type (e.g., road, building). 27 3 Rule Packets
The vocabulary described in the previous section forms the basis for defining a set of predicates that apply to images, sites, algorithms, and features. These predicates are then combined to form rules that dictate when an algorithm can be applied.
The algorithm developer has the responsibility of declaring which properties in the vocabulary apply to the algorithm. A sample rule packet has been written for the Road Tracker, which works well on relatively high resolution images: algorithm: (smc::road-trackerl image feature feoptional pane) Rule packets for an algorithm consist of simple declarations from the algorithm vocabulary (e.g., interactivity, accuracy) followed by an argument constraint list, followed by 1 or more requirements lists. Argument constraint lists declare the types and value constraints for arguments to the algorithm. Each requirements list describes prerequisites for applying the algorithm to a particular task.
Numerical properties can be represented as numbers (equalities), inequalities, or ranges, e.g., Non-numerical properties can be represented as single tokens or comma-separated lists of tokens to indicate disjunction, e.g. feature-type road indicates only road features, while feature-type road, fence indicates roads or fences.
Sample Scenario
A sample scenario involves road creation with either the road tracker or ziplock snakes. Ziplock snakes can extract thin features, and can be applied to road extraction in low resolution images. The following rule packet has been written for ziplock snakes: algorithm: (ziplock-snake image feature feoptional pane) Note that vocabulary items with numerical values can appear with inequalities.
Using these two rule packets, the HUB can now be invoked on a particular image to perform the road extraction task. Based on the GSD, the HUB will present to the user a menu with a list of algorithms that can be applied. Since, in this case, the GSD constraint is mutually exclusive between the two algorithms, the HUB will select either the Road Tracker or the ziplock snake. Selected algorithms are presented to the user through a pop-up menu, along with any advice that may be appropriate (e.g., if image conditions are on the edge of the robust performance range for an algorithm, the user will be told of those conditions). The user may then use any of the selected algorithms to complete the task.
The user also can pick a task and an algorithm, and ask the HUB which images are appropriate.
It should be possible to submit rule packets for an algorithm via a forms interface on the World Wide Web. The submission of rule packets will allow the addition of comments, or extra constraints which cannot be constructed using the vocabularies described here. The use of Prolog allows easy insertion of new rules and predicates to account for unforseen constraints.
