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Resumo
Neste trabalho consideramos ações e co-ações de álgebras de Hopf em álgebras com uni-
dades locais e estendemos a caracterização de extensões H-fendidas de álgebras unitárias
como produtos cruzados para este caso. Este resultado é obtido por meio de colimites em
categorias. Esta ferramenta também nos permite estender, com algumas restrições, o teo-
rema de Doi e Takeuchi sobre a caracterização de extensões de Galois com a propriedade
da base normal. No entanto, o fato da extensão AcoH ⊂ A ser H-Galois não implica que
as extensões das subálgebras unitárias de A sejam H-Galois. Neste sentido, estendemos o
conceito de conexões fortes para H-comódulo álgebras com unidades locais e mostramos
que se A possui conexão forte, então a condição de Galois em A transmite esta mesma
condição às suas partes unitárias.
Palavras-chave: Álgebras de Hopf. Extensões de Hopf-Galois. Álgebras com
unidades locais. Conexões fortes.
Abstract
In this work we consider actions and co-actions of Hopf algebras on algebras with local
units and we extend the characterization ofH-cleft extensions of unital algebras as crossed
products in this case. This result is obtained using colimits in categories. This tool
also allows us to extend, with some restrictions, the Doi and Takeuchi theorem about
the characterization of Galois extensions with the normal basis property. However, if
the extension AcoH ⊂ A is H-Galois it doesn't imply that the extensions of the unital
subalgebras are H-Galois. In this sense we extend the concept of strong connections to
H-comodule algebras with local units and we show that if A has strong connection, then
the Galois condition in A transmits the same condition to its unital parts.
Keywords: Hopf algebras. Hopf-Galois extensions. Algebras with local units.
Strong connections.
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Introdução
Consideremos k um anel comutativo. Por uma categoria k-linear C ou k-categoria en-
tendemos que os objetos C0 formam um conjunto, o conjunto dos morﬁsmos yCx de um
objeto x em um objeto y é um k-módulo e a composição de morﬁsmos é k-bilinear.
Seja G um grupo e C uma categoria k-linear. Uma G-graduação de C é uma
decomposição de C em soma direta; isto é, cada espaço de morﬁsmos yCx é soma direta
de subespaços vetoriais yC sx indexados pelos elementos s ∈ G:
yCx =⊕
g∈G yC gx
satisfazendo yC sz zC tx ⊂ yC stx para todo x, y ∈ C0 e para todo s, t ∈ G.
Em [CM], C. Cibils e E. Marcos mostraram que a cada G-graduação de uma categoria
k-linear C pode-se associar a seguinte categoria produto smash C#G:
A categoria produto smash C#G de uma categoria G-graduada C tem como
objetos C0 ×G. Para (x, s), (y, t) ∈ (C#G)0, o k-módulo de morﬁsmos é deﬁnido por:
(y,t)(C#G)(x,s) = yC t−1sx .
A composição provém da composição de C :
(z,u)(C#G)(y,t) ⊗ (y,t)(C#G)(x,s) Ð→ (z,u)(C#G)(x,s)
onde, do lado esquerdo tem-se zC u
−1t
y ⊗ yC t−1sx e do lado direito tem-se zC u−1sx .
Se k é um corpo, podemos considerar a categoria de Kronecker K, dada por dois
objetos s, t, espaços de morﬁsmos sKs e tKt uni-dimensionais, sKt = 0 e dimk tKs = 2.
Escolhendo uma base {α,β} de tKs, podemos representar K pelo seguinte diagrama:
s
α //
β
// t
Uma Z-graduação de K pode ser dada por:
tK0s = ⟨α⟩, (k-espaço gerado por α)
tK−1s = ⟨β⟩, (k-espaço gerado por β)
tKns = 0, se n ≠ 0,−1
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sK0s = sKs,
sKns = 0, n ≠ 0,
tK0t = tKt,
tKnt = 0, n ≠ 0.
A categoria produto smash K#Z tem por objetos os pares (s, n), (t, n), para todo
n ∈ Z, e espaços de morﬁsmos:
(t,n)(K#Z)(s,n) = tK−n+ns = tK0s = ⟨α⟩,
(t,n+1)(K#Z)(s,n) = tK−n−1+ns = tK−1s = ⟨β⟩,
(t,n2)(K#Z)(s,n1) = 0, se n1 ≠ n2, n2 − 1,
(s,n)(K#Z)(s,n) = sK−n+ns = sK0s = sKs,
(t,n)(K#Z)(t,n) = tK−n+nt = tK0t = tKt,
Podemos representar esta categoria pelo seguinte diagrama:
⋮ ⋮
(s,2)
77
α2 // (t,2)
(s,1)
β1
77
α1 // (t,1)
(s,0)
β0
77
α0 // (t,0)
⋮
77
⋮
Agora, para G = Z2, uma Z2-graduação de K pode ser dada por:
tK0s = ⟨α⟩,
tK1s = ⟨β⟩,
sK0s = sKs,
tK0t = tKt.
A categoria produto smash K#Z2 tem por objetos os pares (s,0), (s,1), (t,0) e (t,1)
e podemos representar esta categoria pelo seguinte diagrama:
(t,1)
(s,0)
β1
;;
α0 ##
(s,1)
α1
cc
β0{{(t,0)
A categoria produto smash é uma G-categoria livre, isto é, é uma categoria k-linear
com uma ação de G nos objetos e morﬁsmos de k-módulos s ∶ yCx → syCsx para cada s ∈ G
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e para cada par de objetos x e y veriﬁcando s(gf) = (sg)(sf), quando a composição de f
e g faz sentido. Além disso, para elementos t, s ∈ G e um morﬁsmo f , tem-se (ts)f = t(sf)
e 1f = f , onde 1 é o elemento neutro de G. Se a ação de G é livre em C0, isto é, se sx = x
implica que s = 1, então, dizemos que C é uma G-categoria livre.
A categoria quociente C /G de uma G-categoria C sobre k é a categoria sobre k
cujos objetos são as G-órbitas de C0. Para duas órbitas α e β o k-módulo de morﬁsmos
de α em β é
β(C /G)α = ( ⊕
x∈α,y∈β yCx) /G.
A composição em C /G é deduzida da composição em C e está bem deﬁnida porque a
ação de G nos objetos é livre. Por deﬁnição, um recobrimento de Galois é o funtor
projeção de uma G-categoria livre em seu quociente F ∶ C → C /G.
No artigo citado acima, os autores mostraram que se C é uma categoria G-graduada,
então, (C#G)/G = C . Assim, a categoria produto smash C#G deﬁne um recobrimento
de Galois de C .
Assim, se G = Z e K é a categoria de Kronecker, temos um recobrimento de Galois
F ∶ K#Z→ K dado por:
F ((s, n)) = s,
F ((t, n)) = t,
F (αn) = α,
F (βn) = β,
para todo n ∈ Z.
Neste mesmo artigo, [CM], os autores deﬁnem a categoria skew C [G], um análogo
da álgebra de grupo skew, e mostram que existe uma Dualidade de Cohen-Montgomery
conectando estas construções:
Seja C uma G-categoria sobre k. A categoria skew C [G] tem os mesmos objetos de
C e morﬁsmos y(C [G])x =⊕s∈G yCsx. A composição de morﬁsmos provém da composição
de C com o devido ajuste. Para tornar clara a localização dos morﬁsmos usa-se a notação
f = fs para f ∈ yCsx. Assim, se sx = s′x com s ≠ s′, temos que fs ≠ fs′ . Seja g = gt ∈ zCty e
f = fs ∈ yCsx. Então, gf = g ○ (tf).
No mesmo ano, os conceitos de ações e coações de uma álgebra de Hopf em categorias
são apresentados por C. Cibils e A. Solotar em [CS] como um meio de compreender os
resultados anteriormente citados em um contexto mais abrangente:
Uma categoria k-linear C é uma H-módulo categoria se cada espaço de morﬁsmos é
um H-módulo, cada álgebra de endomorﬁsmos é uma H-módulo álgebra e as composições
são morﬁsmos de H-módulos, onde o produto tensorial de H-módulos é considerado como
um H-módulo via a comultiplicação de H. De maneira análoga, deﬁne-se H-comódulo
categoria.
Então, a seguinte deﬁnição de produto smash C#H é introduzida:
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Seja H uma álgebra de Hopf e C uma H-módulo categoria. A categoria k-linear
C#H tem como objetos os mesmos objetos de C e morﬁsmos y(C#H)x = yCx ⊗H. A
composição de morﬁsmos
z(C#H)y ⊗ y(C#H)x Ð→ z(C#H)x
é dada por (yϕy ⊗ h) ○ (yψx ⊗ h′) =∑ zϕy ○ (h1 yψx)⊗ h2h′,
onde a comultiplicação ∆ de H é dada por ∆(h) = ∑h1 ⊗h2 e ○ denota a composição em
C .
Consideremos a álgebra de Hopf H = (kZ2)∗. O produto smash K#(kZ2)∗ tem como
objetos os mesmo objetos de K, isto é, (K#(kZ2)∗)0 = {s, t} e morﬁsmos yKx ⊗ (kZ2)∗,
com x, y ∈ {s, t}. Em diagrama:
s99
//////// t dd
Esta deﬁnição é muito mais próxima da deﬁnição original para álgebras e, mostra-
se que, se C é uma H-módulo categoria com um número ﬁnito de objetos e a(C ) é a
k-álgebra obtida pela soma direta de todos os k-módulos de morﬁsmos de C , isto é,
a(C ) = ⊕
x,y∈C0 yCx,
munido do produto usual de matrizes (yax)(ybx) = (∑z yaz ○ zbx) combinado com a com-
posição de C , então, as k-álgebras a(C )#H e a(C#H) são canonicamente isomorfas.
Mesmo que C não seja ﬁnita, o resultado continua válido, porém, neste caso, as álgebras
não possuem unidade. Essas álgebras possuem unidades locais, como veremos adiante.
Agora, seja G um grupo ﬁnito e consideremos kG, a álgebra de grupo dual do grupo
G, que é uma álgebra de Hopf. Se C é uma k-categoria G-graduada, então C é uma kG-
módulo categoria. Cibils e Solotar consideraram a categoria C#kG e mostraram que a
categoria smash C#G e o produto smash C#kG não são isomorfos, talvez nem equivalen-
tes, mas são sempre Morita equivalentes. O mesmo vale para o par C [G] e C#kG quando
C é uma kG-módulo categoria. Novamente, vale uma Dualidade de Cohen-Montgomery
para o produto smash. A demonstração é surpreendentemente semelhante à demonstra-
ção original para álgebras. A vantagem em considerar o produto smash C#kG ao invés
da categoria smash C#G, é que esta última não possui uma estrutura de kG-módulo,
enquanto que a primeira é uma kG-módulo categoria usando a estrutura de kG-módulo
à esquerda de kG fornecida por tδs = δst−1 . Assim, os autores associam ao recobrimento
de Galois C#G de C a extensão smash (C#kG)→ (C#kG)#kG.
No ano seguinte, Herscovich e Solotar, [HS], deﬁnem extensões de Galois para catego-
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rias: Sejam C e D categorias k-lineares, onde D é uma H-comódulo categoria e C = D coH ,
ou seja, yCx = (yDx)coH = {f ∈ yDx ∣ ρ(f) = f ⊗ 1H} para todo x, y ∈ C0 = D0, onde ρ de-
ﬁne a estrutura de H-comódulo. Diz-se que C ⊂ D é uma extensão de Galois se a
transformação natural β ∶ D ⊗C D → D ⊗H deﬁnida por,
xβy ∶ x(D ⊗C D)y Ð→ x(D ⊗H)y
f ⊗C g z→ (f ○ g0)⊗ g1
é um isomorﬁsmo, para x, y ∈ C0, f ∈ xDz, g ∈ zDy. O produto tensorial sobre C é deﬁnido
como segue:
M ⊗C N = (⊕
x∈C0Mx ⊗ xN)/⟨{m.f ⊗ n −m⊗ f.n ∶m ∈Mx, n ∈ yN,f ∈ xCy}⟩
onde M e N são C -módulos à direita e à esquerda, respectivamente, isto é, N é uma
coleção de k-espaços vetoriais {xN}x∈C0 com uma ação à esquerda
yCx ⊗ xN → yN ,
onde a imagem de yfx ⊗ xn é denotada por yfx.xn, satisfazendo os axiomas usuais
zfy.(ygx.xn) = (zfy.ygx).xn,
x1x.xn = xn.
Os morﬁsmos de C -módulos à esquerda são transformações naturais e da mesma forma
deﬁne-se C -módulo à direita.
Os autores consideraram a álgebra de Hopf H = kG com sua estrutura usual e mostra-
ram que se D é uma categoria G-graduada e C é a componente D1, isto é, a categoria dos
coinvariantes de D , então, D é fortemente graduada se, e somente se, C ⊂ D é kG-Galois.
Por categoria fortemente graduada entende-se uma kG-comodulo categoria C tal que∑y∈C0 zC sy .yC tx = zC stx , ∀x, z ∈ C0, ∀s, t ∈ G, ou equivalentemente,∑y∈C0 xC s−1y .yC sx = xC 1x , ∀s ∈ G.
Os autores ainda citam diversas propriedades da extensão de Galois C ⊂ D que são
análogas ao caso de álgebras com unidade.
A teoria de H-módulo/comódulo categorias continuou a ser desenvolvida, mais recen-
temente, por St nescu; On Hopf-Galois extensions of linear categories, [S], e St nescu e
tefan; Cleft Comodule Categories, [SS]. Mais uma vez, vários resultados importantes da
teoria clássica, como a caracterização das extensões de Hopf-Galois para álgebras gradua-
das e a caracterização de extensões fendidas ("cleft extensions") como produtos cruzados,
são válidos neste contexto e as demonstrações seguem na mesma linha das provas originais.
Esta situação sugere que deve haver algo mais forte do que uma simples analogia
com a teoria clássica. De fato, uma H-(co)módulo categoria é sempre o colimite de suas
H-(co)módulo subcategorias plenas tendo um número ﬁnito de objetos, e estes, podem
ser identiﬁcados com H-(co)módulos álgebras unitárias com um sistema de idempoten-
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tes ortogonais. Além disso, muitas construções clássicas, tais como o produto smash,
são funtoriais, e vários isomorﬁsmos da teoria de H-(co)módulo álgebras são isomorﬁs-
mos naturais entre esses funtores e, portanto, induzem isomorﬁsmos entre os colimites
apropriados.
Estendendo estes conceitos, introduzimos ações e coações de uma álgebra de Hopf em
álgebras com unidades locais, deﬁnimos produtos cruzados e analisamos extensões fendi-
das neste contexto. No Capítulo 2, os principais resultados são a correspondência entre
extensões fendidas e produtos cruzados, a classiﬁcação de produtos cruzados e o teorema
da base normal para H-extensões. Desta forma, estendemos alguns dos principais resul-
tados de [SS] a respeito de H-comódulo categorias usando uma técnica completamente
diferente deste e de outros artigos previamente publicados envolvendo H-ações e coações
em categorias lineares.
Vale ressaltar que nem tudo pode ser estendido por meio de colimites. Não se pode
esperar, por exemplo, que uma extensão de Galois seja simplesmente o colimite de ex-
tensões de Galois de subálgebras unitárias. Motivados por esta questão, encontramos
uma interessante condição que torna válida esta aﬁrmação. Trata-se da conexão forte.
Em [BH04], mostra-se que, para caso de álgebras com unidade, uma H-comódulo álgebra
tem conexão forte se, e somente se, ela é principal, ou seja, é H-Galois e H-equivariante
projetiva. No Capítulo 3, estendemos este conceito para álgebras com unidades locais e
mostramos que se a álgebra possui uma conexão forte, as subálgebras unitárias também
possuem, o que torna a aﬁrmação em questão verdadeira.
1 Pré-requisitos
1.1 Categorias monoidais
1.1.1 Deﬁnições e exemplos
As estruturas de álgebra, coálgebra, (bi)-módulo e (bi)-comódulo podem ser estendidas
para categorias. Para isto, consideraremos categorias k-lineares C onde k é um corpo, ou
seja, categorias em que o conjunto de morﬁsmos HomC (X,Y ) é um k-espaço vetorial, para
todo X,Y ∈ C0, e as composições de morﬁsmos são aplicações k-bilineares. Além disso,
precisamos de um funtor que traduza para o ponto de vista categórico as propriedades de
um produto tensorial entre espaços vetoriais. A categoria que possui tal funtor é chamada
de categoria monoidal. Maiores detalhes podem ser vistos em [ML].
Deﬁnição 1.1.1 Uma categoria monoidal (ou tensorial) é uma sextupla(C ,⊗, a, I, l, r) onde, C é uma categoria, ⊗ ∶ C × C → C é um funtor, I ∈ C0 é um
objeto de C (unidade) e
a(X,Y,Z) ∶ (X ⊗ Y )⊗Z →X ⊗ (Y ⊗Z)
rX ∶X ⊗ I →X, lX ∶ I ⊗X →X
são isomorﬁsmos funtoriais em X,Y,Z ∈ C0, satisfazendo:
 Axioma do pentágono
(W ⊗X)⊗ (Y ⊗Z)
aW,X,Y ⊗Z
**((W ⊗X)⊗ Y )⊗Z
aW⊗X,Y,Z 44
aW,X,Y ⊗Z

W ⊗ (X ⊗ (Y ⊗Z))
(W ⊗ (X ⊗ Y ))⊗Z aW,X⊗Y,Z //W ⊗ ((X ⊗ Y )⊗Z)W⊗aX,Y,Z
OO
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 Axioma do triângulo
(X ⊗ I)⊗ Y a //
rX⊗Y ''
X ⊗ (I ⊗ Y )
X⊗lYww
X ⊗ Y
Quando não houver confusão, a notação (C ,⊗, a, I, l, r) será abreviada simplesmente
por C .
Uma categoria monoidal C é dita estrita se os isomorﬁsmos a, l e r são as identidades.
Observação 1.1.2 A unidade de uma categoria monoidal é única, a menos de isomor-
ﬁsmo.
Exemplo 1.1.3 Seja k um corpo. A categoria V eck de todos os k-espaços vetoriais é
uma categoria monoidal onde ⊗ = ⊗k, 1 = k e os morﬁsmos a, l, r são os naturais.
Generalizando, podemos trocar k por um anel comutativo com unidade e deﬁnir a
categoria R −mod dos R-módulos.
Exemplo 1.1.4 Seja k um corpo e A uma k-álgebra. A categoria AMA dos A-bimódulos
é uma categoria monoidal com o produto tensorial ⊗A de A-bimódulos. A unidade é I = A
e os isomorﬁsmos de associatividade e unidade são os naturais.
Exemplo 1.1.5 Seja H uma biálgebra sobre k. Se M e N são H-módulos à esquerda,
então, o produto tensorial M ⊗k N é um H-módulo à esquerda com a aplicação ⋅ dada
por:
h ⋅ (m⊗ n) =∑(h1 ⋅m)⊗ (h2 ⋅ n).
(A demonstração pode ser vista na Proposição A.16).
Assim, a categoria HM dos H-módulos à esquerda (veja Exemplo B.3) é uma categoria
monoidal com ⊗ = ⊗k, 1 = k com a estrutura de H-módulo trivial, a associatividade é
dada por aX,Y,Z((x ⊗ y) ⊗ z) = x ⊗ (y ⊗ z) e os morﬁsmos rX e lX são os isomorﬁsmos
canônicos. Analogamente, a categoriaMH dos H-módulos à direita é também monoidal.
Exemplo 1.1.6 Analogamente ao exemplo acima, a categoria MH dos H-comódulos à
direita (veja Exemplo B.4) é uma categoria monoidal. A estrutura de H-comódulo do
produto tensorial M ⊗N é dada por:
ρ(m⊗ n) =∑m0 ⊗ n0 ⊗m1n1.
(A demonstração pode ser vista na Proposição A.20).
De maneira análoga, a categoria HM dos H-comódulos à esquerda também é uma
categoria monoidal.
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Em particular, podemos considerar o caso em que H = kG, isto é, H é álgebra de
grupo do grupo G (veja Exemplo A.10).
1.1.2 Álgebras em categorias monoidais
Seja (C ,⊗, I) uma categoria k-linear monoidal.
Deﬁnição 1.1.7 Uma álgebra (não unitária) em C é uma dupla (A,m), onde A ∈ C0
e m ∶ A⊗A→ A é um morﬁsmo em C tal que o seguinte diagrama comuta:
(A⊗A)⊗A a //
m⊗A

A⊗ (A⊗A) A⊗m // A⊗A
m

A⊗A m // A (1.1)
Observação 1.1.8 Uma álgebra unitária em C é uma tripla (A,m,u), onde (A,m)
é uma álgebra em C e u ∶ I → A é um morﬁsmo k-linear tal que o seguinte diagrama
comuta:
A⊗A
m

I ⊗A
u⊗A 99
l
%%
A⊗ I
r
yy
A⊗uee
A
(1.2)
Exemplo 1.1.9 Observe que, pela deﬁnição de k-álgebras, as álgebras (unitárias) na
categoria V eck são exatamente as k-álgebras (unitárias).
Recorde que uma H-módulo álgebra à esquerda é uma k-álgebra que é um H-módulo
à esquerda satisfazendo h ⋅ (ab) = ∑(h1 ⋅ a)(h2 ⋅ b) e h ⋅ 1A = ε(h)1A, para todo h ∈ H e
a, b ∈ A.
Proposição 1.1.10 Seja H uma biálgebra. Então, uma k-álgebra A é uma H-módulo
álgebra à esquerda se, e somente se, A é uma álgebra em HM.
Demonstração: Pela Proposição A.16, o produto tensorial A ⊗ A é H-módulo via
h ⋅ (a ⊗ b) = (h1 ⋅ a)(h2 ⋅ b). Temos que, m é morﬁsmo de H-módulo se, e somente se,
o diagrama abaixo comuta:
H ⊗A⊗A H⊗m //
⋅A⊗A

H ⊗A
⋅A

A⊗A m // A
Isto signiﬁca que m é morﬁsmo de H-módulo se, e somente se, h ⋅(ab) = ∑(h1 ⋅a)(h2 ⋅b).
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Da mesma forma, temos que u é um morﬁsmo de H-módulo se, e somente se, o
diagrama abaixo comuta:
H ⊗ k H⊗u //
⋅k

H ⊗A
⋅A

K u
// A
isto é, h ⋅ 1A = ε(h)1A, onde k é H-módulo via h⊗ k ↦ ε(h)k. ◇
Observação 1.1.11 De maneira análoga, dizer que uma k-álgebra A é uma H-comódulo
álgebra é equivalente a dizer que A é uma álgebra em MH .
Exemplo 1.1.12 A unidade I de uma categoria monoidal C é uma álgebra em C . Neste
caso, o morﬁsmo m ∶ I ⊗ I → I procurado será o morﬁsmo lI (ou rI , pois pode-se mostrar
que lI = rI). A unidade será u = IdI .
1.2 Limites em categorias
Os limites serão de fundamental importância ao longo deste trabalho. Por meio dele
poderemos estender resultados conhecidos de álgebras com unidades para álgebras com
unidades locais. Porém, isto pode ser feito usando os resultados conhecidos, ou seja, não
se trata de provar tudo novamente para o novo caso, mas sim, usar o que já temos e
estender usando esta ferramenta: os limites.
Deﬁnição 1.2.1 Seja (I,≤) um conjunto parcialmente ordenado. Um sistema direto
sobre I em uma categoria C é um par ((Ai)i∈I , (jαi)i≤j) onde os A′is são objetos de C e
jαi ∶ Ai → Aj são morﬁsmos em C tais que:
i) iαi = 1Ai, ∀i ∈ I,
ii) Se i ≤ j ≤ k, então, kαj.jαi = kαi, isto é, o seguinte diagrama comuta:
Ai
kαi //
jαi   
Ak
Aj
kαj
OO
Deﬁnição 1.2.2 Seja I um conjunto parcialmente ordenado e ((Ai)i∈I , (jαi)i≤j) um sis-
tema direto em C . O Colimite do sistema {Ai, jαi} é um par (A, (αi)∈I), onde A é um
objeto de C e αi ∶ Ai → A são morﬁsmos tais que:
i) αj.jαi = αi sempre que i ≤ j; isto é, o seguinte diagrama comuta:
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Ai
αi //
jαi

A
Aj
αj
??
ii) Se X é um objeto de C e fi ∶ Ai → X são morﬁsmos tais que fj.jαi = fi, para i ≤ j,
então, existe um único θ ∶ A→X que faz o diagrama comutar:
A
∃!θ
&&
Aiαi
oo
jαi

fi
// X
Aj
fj
88
αj
ff
Neste caso, usaremos a notação: limÐ→((Ai)i∈I , (jαi)i≤j) = (A, (αi)i∈I), ou simplesmente
limÐ→Ai = A, quando os morﬁsmos forem facilmente identiﬁcados.
Observação 1.2.3 O colimite, quando existe, é único.
Exemplo 1.2.4 Em uma categoria linear C , o pushout (ou soma amalgamada)(P,{p1, p2}) de dois morﬁsmos f1 ∶ Z → X e f2 ∶ Z → Y é o colimite do sistema direto((X,Y,Z), (f1, f2)).
P Y
p2oo
X
p1
OO
Z
f2
OO
f1
oo
De fato, desde que p2 ○ f2 = p1 ○ f1, a condição i) da Deﬁnição 1.2.2 é satisfeita. Além
disso, se existe um objeto Q e morﬁsmos q1, q2 que fazem o diagrama abaixo comutar,
então, existe um único u ∶ P → Q que também faz o diagrama comutar:
Q
P
u
__
Y
p2oo
q2
oo
X
p1
OOq1
PP
Z
f2
OO
f1
oo
Observação 1.2.5 De maneira dual, podemos deﬁnir um sistema inverso sobre I:((Bi)i∈I , (iβj)i≤j), neste caso, iβj ∶ Bj → Bi sempre que i ≤ j. O limite (ou limite in-
verso) deste sistema será um par (B, (βi)i∈I) que satisfaz as mesmas condições do colimite
invertendo-se as ﬂechas. Neste caso, teremos o seguinte diagrama:
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B
βj &&
βi // Bi X
∃!θ
yy gioo
gj
xx
Bj
iβj
OO
O pullback (ou produto ﬁbrado) (Q,{q1, q2}) de dois morﬁsmos g1 ∶ X → Z e g2 ∶
Y → Z é o limite do sistema inverso ((X,Y,Z), (g1, g2)).
P p2

p1
!!
u

Q
q2 //
q1

Y
g2

X g1
// Z
2 Álgebras com unidades locais
Ao longo deste capítulo, k denotará um corpo, C será uma categoria k-linear monoidal,
H será uma álgebra de Hopf e A uma k-álgebra sem unidade (salvo quando mencionado
o contrário).
2.1 Deﬁnições e exemplos
Usaremos a deﬁnição de k-álgebras com unidades locais de acordo com a deﬁnição de
anéis com unidades locais encontrada em [W].
Deﬁnição 2.1.1 Uma k-álgebra A será dita uma k-álgebra com unidades locais se
existir um conjunto u = {ei ∣ i ∈ I} ⊂ A tal que,
i) eiei = ei para todo i ∈ I, isto é, cada ei é idempotente;
ii) para cada subconjunto ﬁnito F ⊂ A, existe ei ∈ u tal que eia = aei = a para todo a ∈ F .
O conjunto u satisfazendo as condições i) e ii) é chamado de sistema de unidades
locais para A.
Observação 2.1.2 Encontramos na literatura, veja por exemplo [DES], a seguinte deﬁ-
nição de álgebra com unidades locais: Diz-se que uma álgebra R tem unidades locais se
para cada r ∈ R existe e2 = e ∈ R tal que r ∈ eRe, ou de modo equivalente, re = er = r. Esta
deﬁnição é equivalente à dada acima. De fato, suponhamos que {r1, . . . , rm} seja um sub-
conjunto ﬁnito de R. Primeiro vamos mostrar que existe y ∈ R tal que riy = ri, i = 1, . . .m.
Observe que dados a, b ∈ R, existem, x1, x2 ∈ R tais que ax1 = a e (bx1 − b)x2 = bx1 − b.
Tomemos y = x1 +x2 −x1x2. Note que y não é necessariamente idempotente. No entanto,
temos que:
ay = ax1 + ax2 − ax1x2 = a + ax2 − ax2 = a , e,
by = bx1 + bx2 − bx1x2 = bx1 − (bx1x2 − bx2) = bx1 − (bx1 − b) = b
Logo, podemos mostrar esta propriedade para um número ﬁnito de elementos, isto é,
existe y ∈ R tal que riy = ri, i = 1, . . . ,m.
Agora, seja f = f 2 tal que yf = y. Então, ri = riy = riyf = rif , i = 1, . . . ,m. Conside-
remos o conjunto ﬁnito {r1, . . . , rm, f} ⊂ R. Podemos mostrar, de modo análogo ao que
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ﬁzemos acima, que existe x ∈ R tal que xri = ri, i = 1, . . . ,m e xf = f . Tomemos e2 = e ∈ R
tal que ex = x. Então, temos que ri = xri = exri = eri, i = 1, . . . ,m e f = xf = exf = ef .
Finalmente, seja e′ = e + f − fe. Então, pode-se veriﬁcar que e′ é idempotente e:
rie′ = ri(e + f − fe) = rie + rif − rife = rie + rif − rie = ri,
e′ri = (e + f − fe)ri = eri + fri − feri = ri + fri − fri = ri,
i = 1, . . . ,m, isto é, ri ∈ e′Re′, i = 1 . . . ,m.
Proposição 2.1.3 Cada subálgebra de A deﬁnida por Ai = eiAei é uma k-álgebra unitá-
ria, com unidade dada por ui(k) = kei.
Demonstração: A multiplicação em Ai é dada por mi =m ∣Ai . De fato, m(Ai⊗Ai) ⊂ Ai,
pois m(eiaei⊗eibei) = eiaeibei ∈ Ai. Por outro lado, mi(ui(k)⊗eiaei) = keiaei =mi(eiaei⊗
ui(k)). ◇
Deﬁnição 2.1.4 Dizemos que um conjunto parcialmente ordenado I é direcionado se
para cada subconjunto ﬁnito F ⊂ I, existe i ∈ I, tal que f ≤ i para todo f ∈ F .
Se A é uma k-álgebra com um sistema de unidades locais u = {ei ∣ i ∈ I} e ei ≠ ej sempre
que i ≠ j, podemos deﬁnir uma ordem parcial em I. Diremos que i ≤ j se, e somente se,
eiej = ejei = ei. Observe que I é um conjunto parcialmente ordenado direcionado. De
fato, se F = {ik}nk=1 é um subconjunto ﬁnito de I, consideremos as unidades locais eik ,
k = 1, . . . , n. Então, o conjunto {ei1 , . . . , ein} é um subconjunto ﬁnito de A, logo, existe
et ∈ u tal que eteik = eiket = eik , para todo k = 1, . . . , n, ou seja, ik ≤ t, ∀k = 1, . . . , n. Logo,
cada coleção ﬁnita de subálgebras Ai está contida em uma outra subálgebra At. Além
disso, as subálgebras Ai formam um sistema direto sobre I = (I,≤) de maneira canônica:
se i ≤ j, o morﬁsmo associado jαi ∶ Ai → Aj é a inclusão.
Estamos interessados em introduzir o conceito de álgebras com unidades locais nas ca-
tegorias de H-módulos e H-comódulos, onde H é uma álgebra de Hopf. Não encontramos
estas deﬁnições na literatura e, então, propomos uma deﬁnição de álgebras com unidades
locais em categorias monoidais em termos de colimites.
Exemplo 2.1.5 Seja C uma categoria pequena, isto é, C0 é um conjunto. Deﬁne-se a
k-álgebra a(C ) por:
a(C ) = ⊕
x,y∈C0 yCx,
onde o produto é dado pelo produto usual de matrizes (yax)(ybx) = (∑z yaz ○ zbx) combi-
nado com a composição de C . Se C0 é inﬁnito, a(C ) tem uma família de idempotentes
ortogonais indexados pelos objetos de C : para x ∈ C0, tomemos Ex ∈ a(C ) o elemento
com a identidade de x na posição (x,x) e zero nas demais. Seja Pfin(C0) o conjunto dos
subconjuntos ﬁnitos de C0. Então, para cada i = {x1, . . . , xn} ∈ Pfin(C0), deﬁne-se a soma
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ﬁnita Ei = ∑nj=1Exj . O conjunto u = {Ei ∣ i ∈ Pfin(C0)} forma um sistema de unidades
locais para a(C ).
Deﬁnição 2.1.6 Uma álgebra A em uma categoria monoidal C será dita uma álgebra
com unidades locais em C se existe um conjunto parcialmente ordenado direcionado I
e uma tripla ((Ai)i∈I , (αi)i∈I , (jαi)i≤j) tal que:
i) Ai é uma álgebra com unidade em C , para todo i ∈ I;
ii) αi ∶ Ai → A são monomorﬁsmos de álgebras em C , para todo i ∈ I;
iii) jαi ∶ Ai → Aj são morﬁsmos de álgebras em C , sempre que i ≤ j, tal que,((Ai)i∈I , (jαi)i≤j) forma um sistema direto em C ;
iv) limÐ→(Ai, jαi) = (A,αi).
Proposição 2.1.7 A é uma álgebra com unidades locais em C = V eck se, e somente se,
A é uma k-álgebra com unidades locais.
Demonstração: (⇒) ∶ Pelo Exemplo 1.1.9, dada uma álgebra com unidades locais A em
C , temos que A é uma k-álgebra.
Seja ((Ai)i∈I , (αi)i∈I , (jαi)i≤j) a tripla que satisfaz as condições da Deﬁnição 2.1.6.
Desde que Ai é uma álgebra unitária em C , existe uma unidade ui ∶ k → Ai. Denotemos
ui(1k) = ei, para cada i ∈ I e, então, deﬁnimos:
ei = αi(ei).
Assim, cada ei é idempotente. De fato, ei.ei = αi(ei).αi(ei) = αi(ei.ei) = αi(ei) = ei.
Agora, para cada i ∈ I, deﬁnimos:
Ai = αi(Ai) e A =⋃
i∈I Ai ⊂ A.
Deste modo A é uma subálgebra de A. Com efeito, sejam a, b ∈ A. Então, a =
αi(a′) para algum a′ ∈ Ai e b = αj(b′) para algum b′ ∈ Aj. Desde que I é direcionado,
existe t ∈ I tal que a′, b′ ∈ At. Então, a.b = αi(a′).αj(b′) = αt(tαi(a′)).αt(tαj(b′)) =
αt(tαi(a′).tαj(b′)) ∈ At ⊂ A.
Queremos deﬁnir jαi ∶ Ai → Aj, para todo i ≤ j, de modo que o seguinte diagrama
comute:
Ai
αi //
jαi

Ai
jαi

Aj
αj // Aj
(2.1)
24
Desde que cada αi é monomorﬁsmo (e monomorﬁsmo em V eck é função injetora) e
Ai = αi(Ai), podemos deﬁnir:
jαi = αj ○ jαi ○ α−1i .
Deste modo, ((Ai)i∈I , (jαi)i≤j) é um sistema direto sobre I. De fato,
i) iαi = αi ○ iαi ○ α−1i = αi ○ 1Ai ○ α−1i = 1Ai , para todo i ∈ I;
ii) dados i ≤ j ≤ k, temos,
kαj ○ jαi = αk ○ kαj ○ α−1j ○ αj ○ jαi ○ α−1i= αk ○ kαj ○ jαi ○ α−1i= αk ○ kαi ○ α−1i= kαi.
Por construção, limÐ→(Ai, (jαi)) = (A, (αi)), onde αi ∶ Ai → A são dadas pelas inclusões
para todo i ∈ I.
Como A é o colimite dos Ai's e o diagrama 2.1 comuta, existe um único morﬁsmo
α ∶ A→ A ⊂ A que faz o diagrama abaixo comutar:
A A
∃!α
vv
Ai
αi
ff
jαi

Ai
jαi

αi
88
αioo
Aj
αj
\\
Ajαj
oo
αj
BB
Assim, temos dois morﬁsmos que fazem o diagrama abaixo comutar:
A A
α
yy Idtt
Ai
αi
ff
αi
88
jαi

Aj
αj
]]
αj
AA
Logo, α = Id e, portanto, A = A.
Observe que se i ≤ j, então, Ai ⊂ Aj. De fato, se x ∈ Ai, existe a ∈ Ai tal que
x = αi(a) = αi(eiaei) = αj(jαi(eiaei)) = αj(jαi(a)) ∈ Aj, pois, jαi(a) ∈ Aj.
Para ﬁnalizar, seja F um subconjunto ﬁnito de A. Então, F ⊂ ∪nj=1Aij . Como I
é direcionado, existe t ∈ I tal que ij ≤ t para todo j = 1, . . . , n. Assim, F ⊂ At, logo,
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fet = etf = f para todo f ∈ F .
Portanto, u = {ei ∣ i ∈ I} é um sistema de unidades locais para A, ou seja, A é uma
k-álgebra com unidades locais.(⇐) ∶ Seja A uma k-álgebra com um sistema de unidades locais u = {ei ∣ i ∈ I}.
Então, I é um conjunto parcialmente ordenado direcionado, A é uma álgebra em C e
cada subálgebra unitária Ai = eiAei é uma álgebra unitária em C . Os monomorﬁsmos
αi ∶ Ai → A e jαi ∶ Ai → Aj, quando i ≤ j, são as inclusões. Assim, ((Ai)i∈I , (jαi)i≤j)
forma um sistema direto. Resta mostrar que limÐ→(Ai, jαi) = (A,αi). Primeiro observe
que αj ○ jαi = αi sempre que i ≤ j. Agora suponha que X é um objeto de V eck e, para
cada i ∈ I, fi ∶ Ai → X é um morﬁsmo tal que fj ○ jαi = fi, sempre que i ≤ j. Seja
a ∈ A, então, existe i ∈ I tal que a ∈ Ai. Deﬁnimos θ ∶ A → X por: θ(a) = fi(a). Assim,
θ está bem deﬁnida, pois, se a ∈ Aj com i ≠ j, existe t ∈ I tal que i ≤ t e j ≤ t, e,
portanto, fi(a) = ft(tαi(a)) = ft(a). Analogamente, fj(a) = ft(tαj(a)) = ft(a), ou seja,
fi(a) = fj(a).
A
∃!θ
&&
Ai
αioo
jαi

fi // X
Aj
fj
88
αj
ff
Pela deﬁnição, θ faz o diagrama acima comutar. Resta mostrar que θ é única. Seja ϕ
um morﬁsmo tal que para todo i ∈ I, ϕ ○ αi(a) = fi(a) para todo a ∈ Ai. Assim, se a ∈ A,
então, a ∈ Ai para algum i ∈ I, e
ϕ(a) = ϕ ○ αi(a) = fi(a) = θ(a).
Logo, segue que limÐ→(Ai, jαi) = (A,αi). Portanto, A é uma álgebra com unidades locais
em C . ◇
Passaremos a estudar agora os H-módulos e H-comódulos álgebras com unidades
locais que são os nossos principais objetos de estudo.
Proposição 2.1.8 Se A é uma álgebra com unidades locais em C = HM, então, A possui
um sistema de unidades locais u = {ei ∣ i ∈ I} e cada eiAei é uma H-módulo álgebra, isto
é, ∀h ∈H e ∀i ∈ I, temos:
h ⋅ ei = ε(h)ei. (2.2)
Demonstração: Desde que A é uma álgebra com unidades locais em HM, existe uma
tripla ((Ai)i∈I , (αi)i∈I , (jαi)i≤j) que satisfaz as condições da Deﬁnição 2.1.6. Consideremos
o funtor esquecimento U ∶ HM→ V eck. Então, pela Proposição 2.1.7, temos que A é uma
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k-álgebra com unidades locais u = {ei ∣ i ∈ I}, onde ei = αi(ei) e ei é a unidade de Ai.
Assim, cada eiAei é uma k-álgebra unitária, ou ainda, uma álgebra com unidade em V eck.
Agora, a ação de H em A restrita à eiAei faz desta subálgebra um H-módulo e,
como a multiplicação m ∶ A ⊗ A → A é um morﬁsmo em HM, a restrição mi = m∣eiAei
é um morﬁsmo de H-módulos. Além disso, consideremos a unidade de eiAei dada por
ui(k) = kei = kαi(ei) = αi(kei). Como αi é um morﬁsmo em HM, temos que ui é também
um morﬁsmo de H-módulos, logo, pela Proposição 1.1.10, eiAei é uma H-módulo álgebra.
Pela Deﬁnição A.24, temos que h ⋅ ei = ε(h)ei. ◇
Proposição 2.1.9 Se A é uma álgebra com unidades locais em C =MH , então, A possui
um sistema de unidades locais u = {ei ∣ i ∈ I} e cada eiAei é uma H-comódulo álgebra,
isto é, ∀i ∈ I, temos:
ρ(ei) = ei ⊗ 1H . (2.3)
Demonstração: A demonstração segue de forma similar à proposição anterior, temos
que eiAei é uma k-álgebra unitária e os morﬁsmos mi = m∣eiAei e ui são morﬁsmos de
H-comódulo álgebras. Isto signiﬁca que temos os seguintes diagramas comutativos:
eiAei ⊗ eiAei mi //
ρ⊗

eiAei
ρeiAei

eiAei ⊗ eiAei ⊗H mi⊗H // eiAei ⊗H
k
ui //
ρk

eiAei
ρeiAei

k⊗H ui⊗H // eiAei ⊗H
Aplicando o segundo diagrama em 1k obtemos a equação desejada: ρ(ei) = ei ⊗ 1H . ◇
Cibils e Solotar [CS] deﬁnem uma H-módulo categoria C , onde C é uma categoria
k-linear e H é uma álgebra de Hopf. Esta deﬁnição se equipara à deﬁnição de uma
H-módulo álgebra:
Deﬁnição 2.1.10 Uma categoria k-linear C é uma H-módulo categoria se cada espaço
de morﬁsmos yCx é um H-módulo, cada k-álgebra de endomorﬁsmos xCx é uma H-módulo
álgebra e as composições são morﬁsmos de H-módulos, onde o produto tensorial de H-
módulos é considerado um H-módulo via a ação padrão.
Em outras palavras, existe uma família de morﬁsmos k-lineares µ = {µ(y,x) ∶H⊗ yCx →
yCx ∣ x, y ∈ C0}, onde h⊗ f ↦ h▷ f , que deﬁnem uma estrutura de H-módulo para cada
yCx, tais que:
h▷ (f ○ g) = (h1 ▷ f) ○ (h2 ▷ g), para cada f ∈ zCy, g ∈ yCx
h▷ x1x = ε(h)x1x, para cada identidade x1x.
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Observação 2.1.11 Se C é uma H-módulo categoria com C0 ﬁnito, a(C ) é uma H-
módulo álgebra via h ▷ (yax) = (h ▷ yax). Se C0 não é ﬁnito, a(C ) tem um sistema
de unidades locais, veja o Exemplo 2.1.5. Neste caso, as unidades locais satisfazem
h ▷ Ei = ε(h)Ei para cada i ∈ Pfin(C0). Portanto, cada subálgebra Ai = Eia(C )Ei é
uma H-módulo álgebra e a(C ) é uma H-módulo álgebra com unidades locais.
Analogamente, uma categoria k-linear C é uma H-comódulo categoria se existe uma
família de morﬁsmos k-lineares ρ = ({ρy,x ∶ yCx → yCx ⊗ H})x,y∈C0 que deﬁnem uma
estrutura de H-comódulo para cada yCx tais que:
ρz,x(fg) = ρz,y(f)ρy,x(g), para cada f ∈ zCy, g ∈ yCx
ρx,x(x1x) = x1x ⊗ 1, para cada identidade x1x
Exemplo 2.1.12 Seja G um grupo. Uma categoria k-linear G-graduada, deﬁnida em
[CM], é uma categoria k-linear C tal que cada espaço de morﬁsmos yCx é a soma direta de
subespaços vetorias yC sx , indexados por elementos s ∈ G tais que yC tz zC sx ⊆ yC tsx , para todo
x, y ∈ C0 e para todo s, t ∈ G. Consideremos álgebra de Hopf H = kG com sua estrutura
usual. Então, a estrutura de kG-comódulo categoria dada por ρy,x ∶ yCx → yCx⊗kG onde
ρy,x leva f ∈ yC gx em f ⊗ g ∈ yC gx ⊗ kG, corresponde à deﬁnição de categoria k-linear G-
graduada. Observe que, neste caso, a(C ) é uma álgebra G-graduada onde cada unidade
local tem grau e (o neutro de G).
2.2 Produtos Cruzados
Para uma ação fraca de uma álgebra de Hopf H em uma categoria k-linear D e um
2-cociclo σ, St nescu e tefan [SS] deﬁniram um produto cruzado de categoria D#σH.
Para isso, os seguintes conceitos foram introduzidos:
Uma família de morﬁsmos k-lineares (y ⋅x ∶H⊗ yDx → yDx)x,y∈D0 deﬁne uma ação fraca
de H em D se satisfazem as seguintes condições:
h y ⋅x (f ○ f ′) = ∑(h1 y ⋅z f) ○ (h2 z ⋅x f ′);
h x⋅x 1x = ε(h)1x;
1H y ⋅z f = f ,
para cada f ∈ yDz, f ′ ∈ zDx e h ∈H.
Uma família de morﬁsmos σ = (σx ∶H ⊗H → xDx)x∈D0 deﬁne um 2-cociclo se:
∑(h1 ⋅ σx(h′1, h′′1)) ○ σx(h2, h′2h′′2) =∑σx(h1, h′1) ○ σx(h2h′2, h′′)
para cada h,h′, h′′ ∈ H e x ∈ D0. Um 2-cociclo σ em D se diz normalizado se para todo
h ∈H, temos:
σx(1H , h) = σx(h,1H) = ε(h)1x.
Um cociclo σ é invertível se cada morﬁsmo σx é invertível por convolução e, diz-se que
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a ação fraca satisfaz a condição de H-módulo torcido se para todo h,h′ ∈ H e f ∈ xDy, a
seguinte condição é satisfeita:
∑(h1 ⋅ (h′1 ⋅ f)) ○ σy(h2, h′2) =∑σx(h1, h′1) ○ ((h2h′2) ⋅ f).
Agora, deﬁnindo as transformações lineares x○yz ∶ (xDy ⊗H)⊗ (yDz ⊗H)→ (xDz ⊗H)
por: (f ⊗ h) x ○yz (f ′ ⊗ h′) =∑ f ○ (h1 ⋅ f ′) ○ σz(h2, h′1)⊗ h3h′2
tem-se que o produto cruzado D#σH é uma categoria k-linear, onde (D#σH)0 ∶= D0 e
x(D#σH)y ∶= xDy⊗H, tal que {1x⊗1H}x∈D são os morﬁsmos identidade e as composições
são dadas por x○yz . Disto segue que D#σH é uma H-comódulo categoria e as categorias
lineares (D#σH)coH e D são isomorfas.
Observe que, para cada x ∈ D0, a álgebra de Hopf H age fracamente na álgebra xDx
e σx ∶ H ⊗ H → xDx é um 2-cociclo normalizado que satisfaz a condição de módulo
torcido. Em particular, para cada x ∈ D0, pode-se construir o produto cruzado de álgebra
xDx#σxH.
Os autores mostraram, no referido artigo, que uma H-comódulo categoria é isomorfa
à um produto cruzado de categoria se, e somente se, ela é fendida. Com este resultado
provaram que produtos cruzados de categorias são aquelas que são extensões de Galois
de categorias lineares e possuem a propriedade da base normal. No presente trabalho
mostramos resultados análogos para álgebras com unidades locais, ou seja, estendemos os
resultados de St nescu e tefan, no sentido de que, se C é uma H-comódulo categoria,
então, a(C ) é uma H-comódulo álgebra com unidades locais.
2.2.1 Deﬁnições e exemplos
Para deﬁnir o produto cruzado em uma k-álgebra com unidades locais A, precisamos
observar como uma álgebra de Hopf H age em A de maneira que, ao restringir esta ação
em cada subálgebra Ai = eiAei, tenhamos uma ação em Ai.
Deﬁnição 2.2.1 Seja A uma k-álgebra não unitária com um sistema de unidades locais
u = {ei ∣ i ∈ I}. Dizemos que H mede A por H ⊗A→ A denotada por h⊗ a↦ h▷ a se:
i) h▷ ab = (h(1)▷ a)(h(2)▷ b);
ii) h▷ ei = ε(h)ei.
para todo a, b ∈ A, h ∈H e i ∈ I.
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Note que esta deﬁnição fornece uma medida para cada Ai. De fato,
h▷ (eiaei) = (h(1)▷ ei)(h(2)▷ a)(h(3)▷ ei)= ε(h(1))ei(h(2)▷ a)ε(h(3))ei= ei(h▷ a)ei ∈ Ai; ∀a ∈ A.
Agora, consideremos uma família σ = (σi) ∈∏Hom(H⊗H,Ai) onde cada σi ∶H⊗H →
Ai é um 2-cociclo normalizado para Ai, ou seja:
i) (h1 ▷ σi(k1, l1))σi(h2, k2l2) = σi(h1, k1)σi(h2k2, l);
ii) σi(h,1) = σi(1, h) = ε(h)ei.
para todo h, k, l ∈H.
Além disso, queremos que, ao deﬁnir o produto cruzado A#σH, cada produto cruzado
Ai#σiH seja uma subálgebra deste produto e as inclusões Ai#σiH ↪ Aj#σjH sejam
morﬁsmos de álgebras sempre que i ≤ j. Para isso, precisamos de uma compatibilidade
sobre os σ′is:
Deﬁnição 2.2.2 Um 2-cociclo normalizado para uma k-álgebra com unidades locais
A é uma família σ = (σi) ∈∏Hom(H⊗H,Ai) tal que, cada σi é um 2-cociclo normalizado
para Ai satisfazendo:
eiσj(h, k) = σi(h, k), ∀i ≤ j, ∀h, k ∈H.
Dizemos ainda que A é um H-módulo torcido com respeito a σ se cada Ai é um
H-módulo torcido com respeito a σi, ou seja, 1▷ a = a, para todo a ∈ Ai e:
(h1 ▷ (k1 ▷ a))σi(h2, k2) = σi(h1, k1)(h2k2 ▷ a),
para todo h, k ∈H e a ∈ Ai.
Agora consideremos as inclusões jβi ∶ Ai#σiH → Aj#σjH. Então, temos que
jβi(a#h)jβi(b#k) = a(h(1)▷ b)σj(h(2), k(1))#h(3)k(2)= a(h(1)▷ b)eiσj(h(2), k(1))#h(3)k(2)= a(h(1)▷ b)σi(h(2), k(1))#h(3)k(2)= jβi(a(h(1)▷ b)σi(h(2), k(1))#h(3)k(2))= jβi((a#h)(b#k)).
Assim, desde que os jβi são apenas inclusões, é simples veriﬁcar que formam, de fato,
um sistema direto de álgebras.
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Deﬁnição 2.2.3 Seja (A,u) uma k-álgebra com unidades locais tal que H mede A por▷, e seja σ um 2-cociclo normalizado para A. O produto cruzado A#σH é o espaço
vetorial A⊗H com a seguinte multiplicação: Dados a⊗ h e b⊗ k em A#σH, existe i ∈ I
tal que a⊗ h e b⊗ k estão em Ai ⊗H. Então, o produto de a⊗ h por b⊗ k é dado por:
(a⊗ h)(b⊗ k) = a(h(1)▷ b)σi(h(2), k(1))⊗ h(3)k(2).
Daqui em diante os elementos a⊗ b em A#σH serão denotados por a#b.
O produto está bem deﬁnido por causa da compatibilidade exigida para os σ′is. De
fato, se existe j ≠ i tal que a#h e b#k estão em Aj ⊗H, então, existe t ∈ I, com i ≤ t e
j ≤ t, tal que a#h e b#k estão em At ⊗H. Assim,
a(h(1)▷ b)σi(h(2), k(1))#h(3)k(2) = a(h(1)▷ b)eiσt(h(2), k(1))#h(3)k(2)= a(h(1)▷ b)σt(h(2), k(1))#h(3)k(2).
Analogamente, a(h(1)▷ b)σj(h(2), k(1))#h(3)k(2) = a(h(1)▷ b)σt(h(2), k(1))#h(3)k(2).
Além disso, este produto é associativo, pois, dados a#h, b#k e c#l em A#H, podemos
escolher i ∈ I tal que a#h, b#k e c#l pertencem a Ai ⊗H. Portanto, A#σH é uma k-
álgebra. Agora, considere u′ = {ei#1 ∣ i ∈ I}. Então, u′ é um sistema de unidades locais
para A#σH e cada subálgebra
(A#H)i = (ei#1)(A#σH)(ei#1) = Ai#σiH
é uma k-álgebra unitária.
Exemplo 2.2.4 (Cociclo trivial)
Suponha que H mede uma álgebra com unidades locais A. Considere a família σ = (σi) ∈∏Hom(H ⊗H,Ai) das aplicações σi(h, k) = ε(hk)ei. Então:
i) σ = (σi) é um 2-cociclo normalizado para A;
ii) A é um H-módulo torcido com respeito à σ se, e somente se, (h▷ (k▷ a)) = hk▷ a;
iii) o produto cruzado A#σH coincide com o produto smash.
Observação 2.2.5 Seja A uma álgebra com unidades locais em MH . Desde que A#σH
é uma k-álgebra com unidades locais e um H-comódulo á direita via ρ = Id ⊗ ∆,
temos que, A#σH é uma álgebra com unidades locais em MH . Seja Alg(MH) a
subcategoria de MH cujos objetos são as álgebras em MH e seus morﬁsmos. En-
tão, o par ((Ai#σiH)i∈I , (jβi)i≤j) forma um sistema direto sobre I em Alg(MH) e,
limÐ→((Ai#σiH)i∈I , (jβi)i≤j) = ((A#σH), (βi)i∈I) em Alg(MH), onde βi ∶ Ai#σiH → A#σH
são as inclusões.
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2.2.2 Extensões fendidas e produtos cruzados
Doi e Takeuchi [DT] mostraram que, no caso de H-comódulo álgebras unitárias, uma
extensão fendida é um produto cruzado com cociclo invertível. A recíproca também é
verdadeira, e foi mostrado por Blattner e Montgomery [BM], estendendo uma versão
mais fraca apresentada anteriormente em [BCM]. Pretendemos estender este resultado
para o caso de H-comódulo álgebras com unidades locais.
Já vimos que uma álgebra A na categoria dos H-comódulos é uma k-álgebra. Além
disso, pela Proposição 2.1.9, se A é uma álgebra com unidades locais u = {ei ∣ i ∈ I}
em MH , cada subálgebra eiAei é uma H-comódulo álgebra. Isto nos sugere a seguinte
deﬁnição:
Deﬁnição 2.2.6 Seja H uma álgebra de Hopf. Dizemos que A é uma H-comódulo ál-
gebra com unidade locais se A é uma k-álgebra com unidades locais e um H-comódulo
à direita via ρ ∶ A→ A⊗H tal que, para todo a, b ∈ A:
i) ρ(ab) = ρ(a)ρ(b);
ii) ρ(ei) = ei ⊗ 1H , para todo i ∈ I,
onde u = {ei ∣ i ∈ I} é o sistema de unidades locais para A.
Usaremos a notação ρ(a) = a0 ⊗ a1, assim, se A é uma H-comódulo álgebra com
unidades locais, temos ρ(ab) = a0b0 ⊗ a1b1. O conjunto dos coinvariantes de H em A será
denotado por AcoH , isto é,
AcoH = {a ∈ A ∣ ρ(a) = a⊗ 1H}.
Observe que cada Ai = eiAei é uma H-comódulo álgebra unitária com ρi = ρ∣Ai . De
fato, temos que ρ(eiaei) = ρ(ei)ρ(a)ρ(ei) = (ei ⊗ 1)ρ(a)(ei ⊗ 1) = eiρ(a)ei. Desde que as
inclusões jαi ∶ Ai → Aj são morﬁsmos de álgebras e aplicações H-colineares à direita, segue
que (Ai, jαi) é um sistema direto emMH . Além disso, as aplicações jαi são AcoHi -lineares
a esquerda. Por outro lado, temos que jαi(AcoHi ) ⊂ AcoHj . Logo, ((Ai)coH , jαi∣AcoHi ) é tam-
bém um sistema direto de álgebras em MH . A ﬁm de organizar todas estas informações
em um único sistema direto introduziremos uma nova categoria:
Deﬁnição 2.2.7 Deﬁnimos a categoria dos pares C = (Λ,Γ) como sendo a categoria cujos
objetos são dados por pares (A,M), onde A é uma k-álgebra e M é uma H-comódulo
álgebra à direita e um A-módulo à esquerda. Os morﬁsmos (A′,M ′)f(A,M) ∶ (A,M) →(A′,M ′) são pares f = (f1, f2) onde f1 ∶ A→ A′ é um morﬁsmo de álgebras e f2 ∶M →M ′
é um morﬁsmo de H-comódulo álgebras e de A-módulos, considerando a estrutura de A-
módulo em M ′ dada por f1. A composição de (A′,M ′)f(A,M) = (f1, f2) e (A′′,M ′′)g(A′,M ′) =(g1, g2) é dada por: g ○ f = (g1 ○ f1, g2 ○ f2).
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Proposição 2.2.8 Seja A uma H-comódulo álgebra com um sistema de unidades locais
u = {ei ∣ i ∈ I}. Então,
limÐ→((AcoHi ,Ai)i∈I , (jα(Λ,Γ)i )i≤j) = ((AcoH ,A), (α(Λ,Γ)i )i∈I)
em (Λ,Γ), com jα(Λ,Γ)i ∶ (AcoHi ,Ai) → (AcoHj ,Aj) dada por jα(Λ,Γ)i = ( jαi∣AcoHi , jαi) onde
jαi ∶ Ai → Aj é a inclusão, sempre que i ≤ j; e, α(Λ,Γ)i ∶ (AcoHi ,Ai)→ (AcoH ,A) é dada por
α
(Λ,Γ)
i = (αi∣AcoHi , αi), onde αi ∶ Ai → A é a inclusão, para todo i ∈ I.
Demonstração: Denotemos por Ai = AcoHi e jαi = jαi∣Ai .
Seja (B,M) ∈ (Λ,Γ) e suponhamos que, para todo i ∈ I, existem morﬁsmos (fi, gi) ∶(Ai,Ai)→ (B,M) em (Λ,Γ), tais que, para i ≤ j, o seguinte diagrama comuta:
(Ai,Ai) (fi,gi) //
(jαi,jαi)

(B,M)
(Aj,Aj) (fj ,gj)
66
Queremos mostrar que existe um único morﬁsmo (f, g) ∈ (Λ,Γ) que faz o diagrama
abaixo comutar:
(AcoH ,A) (f,g) // (B,M)
(Ai,Ai)(αi,αi)
ff
(fi,gi)
99
Existência: Como AcoH = limÐ→AcoHi em k-Alg, existe um único morﬁsmo f ∶ AcoH → B
em k-Alg, tal que f ○ αi = fi. Da mesma forma, como A = limÐ→Ai em Alg(MH), existe
um único morﬁsmo g ∶ A → M em Alg(MH), tal que, g ○ αi = gi. Agora, para ver que(f, g) ∈ (Λ,Γ), resta mostrar que g é um morﬁsmo de AcoH-módulos: De fato, se x ∈ Ai,
então, por construção, g(x) = gi(x). Sejam a ∈ AcoH e x ∈ A, então, existem i, j ∈ I tais
que a ∈ AcoHi , x ∈ Aj e existe k ∈ I tal que i, j ≤ k. Assim, a ∈ AcoHk , x ∈ Ak, ax ∈ Ak e
temos que: g(ax) = gk(ax) = agk(x) = ag(x), desde que gk ∶ Ak → B é AcoHk -linear.
Unicidade: Qualquer morﬁsmo (f, g) ∶ (AcoH ,A) → (B,M) fornece morﬁsmos f ∶
AcoH → B e g ∶ A → M que são soluções dos problemas correspondentes (de limites) em
k-Alg e Alg(MH) que tem solução única. ◇
Proposição 2.2.9 Seja A = B#σH uma H-comódulo álgebra com um sistema de unida-
des locais u = {ei ∣ i ∈ I}. Então,
limÐ→((Bi,Bi#σiH)i∈I , (jβ(Λ,Γ)i )i≤j) = ((B,B#σH), (β(Λ,Γ)i )i∈I),
33
onde jβ
(Λ,Γ)
i = ( jαi∣Bi , jβi∣Bi#σiH), sempre que i ≤ j, e β(Λ,Γ)i = (αi∣Bi , βi∣Bi#σiH), para
todo i ∈ I.
Demonstração: Desde que AcoH = B, Ai = Bi#σiH e AcoHi = Bi, o colimite segue pela
proposição anterior. ◇
Se A é uma H-comódulo álgebra com unidade, diz-se que a extensão AcoH ⊂ A é
fendida se existe um morﬁsmo de H-comódulos γ ∶ H → AcoH invertível por convolução.
Agora, para uma H-comódulo álgebra com unidades locais vamos pedir que cada extensão
AcoHi ⊂ Ai seja fendida e que haja uma compatibilidade entre os respectivos morﬁsmos
sempre que i ≤ j:
Deﬁnição 2.2.10 Seja A uma H-comódulo álgebra com unidades locais. Dizemos que a
H-extensão AcoH ⊂ A é fendida via γ = (γi) ∈∏i∈I Hom(H,Ai) se:
i) AcoHi ⊂ Ai é fendida via γi, ∀i;
ii) γi = eiγj = γjei, sempre que i ≤ j;
iii) γ−1i = eiγ−1j , sempre que i ≤ j, onde γ−1i é a inversa por convolução de γi, para todo
i ∈ I.
Esta deﬁnição nos permitirá estender para k-álgebras com unidades locais, o resultado
de Doi e Takeuchi [DT] citado anteriormente. Em [M, pág 106], podemos encontrar
uma demonstração deste teorema para as álgebras unitárias. Por um lado, a ideia da
prova consiste em mostrar que se a H-extensão B ⊂ A é fendida por uma aplicação
H-colinear γ ∶ H → A, com γ(1) = 1, temos uma ação de H em B dada por h ▷ b =
γ(h1)bγ−1(h2) e um cociclo invertível dado por σ(h, k) = γ(h1)γ(k1)γ−1(h2k2). Assim,
o produto cruzado B#σH é um H-comódulo à direita via b#h ↦ b#h1 ⊗ h2 e temos
o isomorﬁsmo Φ ∶ B#σH → A dado por b#h ↦ bγ(h) que é morﬁsmo de B-módulo
à esquerda e de H-comódulo à direita. A saber, a inversa de Φ é Ψ ∶ A → B#σH
deﬁnida por Ψ(a) = a0γ−1(a1)#a2. Por outro lado, se A é isomorfo a B#σH, deﬁne-se
γ ∶H → B#σH por γ(h) = 1#h. Assim, γ é invertível por convolução com a inversa dada
por γ−1(h) = σ−1(S(h2), h3)#S(h1).
Teorema 2.2.11 Seja A uma H-comódulo álgebra com um sistema de unidades locais
u = {ei ∣ i ∈ I}. A extensão AcoH ⊂ A é fendida se, e somente se, existe um isomorﬁsmo
θ ∶ AcoH#σH → A
de H-comódulo álgebras e AcoH-módulos à esquerda, onde σ = (σi)i∈I é uma família de
cociclos invertíveis por convolução tais que eiσ−1j = σ−1i , sempre que i ≤ j.
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Demonstração: (⇒): Suponha que AcoH ⊂ A é fendida por γ = (γi). Assim, cada
extensão AcoHi ⊂ Ai é fendida por γi ∶H → Ai e, desde que Ai é unitária para todo i, temos
os isomorﬁsmos
θi ∶ AcoHi #σiH → Ai
a#σih ↦ aγi(h)
de H-comódulo álgebras à direita e AcoHi -módulos à esquerda como explicitado acima,
onde σi(h, k) = γi(h1)γi(k1)γ−1i (h2k2) é um cociclo invertível para Ai e H mede cada Ai
por h▷i a = γi(h1)aγ−1i (h2).
Deﬁnimos a aplicação ▷ ∶H ⊗A→ A por
h▷ a = h▷i a,
onde a ∈ Ai para algum i ∈ I. De fato esta aplicação está bem deﬁnida pois, se existe j ≠ i
tal que a ∈ Aj, então, existe t ∈ I tal que i ≤ t e j ≤ t. Logo,
h▷i a = γi(h1)aγ−1i (h2) = γt(h1)eiaeiγ−1t (h2) = γt(h1)aγ−1t (h2). Analogamente,
h▷j a = γj(h1)aγ−1j (h2) = γt(h1)ejaejγ−1t (h2) = γt(h1)aγ−1t (h2).
Além disso, a família σ = (σi)i∈I é um 2-cociclo normalizado para A. Com efeito, se
i ≤ j temos a compatibilidade:
σi(h, k) = γi(h1) γi(k1) γ−1i (h2k2)= ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrighteiγj(h1) ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrightγj(k1)ei ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyrighteiγ−1j (h2k2)= eiγj(h1)γj(k1)eiγ−1j (h2k2)= eiγj(h1)eiγj(k1)γ−1j (h2k2)= eieiγj(h1)γj(k1)γ−1j (h2k2)= eiγj(h1)γj(k1)γ−1j (h2k2)= eiσj(h, k).
Desde que σ−1i (h, k) = γi(h1k1)γ−1i (k2)γ−1i (h2), segue que eiσ−1j = σ−1i sempre que i ≤ j.
Agora consideremos os morﬁsmos θ(Λ,Γ)i ∶ (AcoHi ,AcoHi #σiH) → (AcoHi ,Ai) em (Λ,Γ)
dados por θ(Λ,Γ)i = (IdAcoHi , θi). Podemos veriﬁcar que o diagrama abaixo comuta sempre
que i ≤ j:
(AcoHi ,AcoHi #σiH) θ(Λ,Γ)i //
jβ
(Λ,Γ)
i

(AcoHi ,Ai)
jα
(Λ,Γ)
i
(AcoHj ,AcoHj #σjH)
θ
(Λ,Γ)
j
// (AcoHj ,Aj)
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basta ver que se a ∈ AcoHi , temos:
θj(jβi(a#σih)) = θj(a#σjh) = aγj(h) = aeiγj(h) = aγi(h) = θi(a#σih) = jαi(θi(a#σih)).
Pelas Proposições 2.2.8 e 2.2.9 e pela condição do colimite, existe um único θ(Λ,Γ) =(I, θ) ∶ (AcoH ,AcoH#σH)→ (AcoH ,A) que faz o diagrama abaixo comutar:
(AcoH ,AcoH#σH)
∃! θ(Λ,Γ)
++ (AcoH ,A)
(AcoHi ,AcoHi #σiH)
ii
θ
(Λ,Γ)
i //

(AcoHi ,Ai)

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(AcoHj ,AcoHj #σjH)
dd
θ
(Λ,Γ)
j // (AcoHj ,Aj)
;;
Portanto, temos θ ∶ AcoH#σH → A que é um morﬁsmo de H-comódulo álgebras e
AcoH-módulos à esquerda.
Podemos proceder analogamente com as aplicações θ−1i , isto é, temos morﬁsmos(θ−1i )(Λ,Γ) = (IdAcoHi , θ−1i ) ∶ (AcoHi ,Ai) → (AcoHi ,AcoHi #σiH) e, novamente pela proprie-
dade do colimite, existe um único (θ−1)(Λ,Γ) = (I, θ−1) ∶ (AcoH ,A) → (AcoH ,AcoH#σH).
Neste caso, θ−1 é a inversa de θ.(⇐) ∶ Queremos mostrar que a extensão AcoH ⊂ A é fendida. Desde que A é iso-
morfo à AcoH#σH, vamos mostrar que para qualquer produto cruzado B#σH, a ex-
tensão B ⊂ B#σH é fendida. Assumindo que B possui unidades locais {ei}i∈I , deﬁna
γi(h) = ei#σih, para todo i ∈ I. Assim, γi é invertível por convolução com inversa dada por
γ−1i (h) = σ−1i (S(h2), h3)#σiS(h1), isto é, cada extensão Bi ⊂ Bi#σiH é fendida. Além
disso, sempre que i ≤ j, temos:● eiγj(h) = (ei#1)(ej#σjh)= ei(1▷ ej)σj(1, h1)#σj1.h2= eiε(1)ejε(h1)ej#σjh2= eiej#σjh = ei#σjh = ei#σih = γi(h);● γj(h)ei = (ej#σjh)(ei#1)= ej(h1 ▷ ei)σj(h2,1)#σjh3.1= ejε(h1)eiε(h2).ej#σjh3= ejeiej#σjh = ei#σjh = ei#σih = γi(h);
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● eiγ−1j (h) = (ei#1)(σ−1j (S(h2), h3)#σjS(h1))= ei(1▷ σ−1j (S(h2), h3))σj(1, S(h1)1)#S(h1)2= eiσ−1j (S(h2), h3)ε(S(h1)1)ej#S(h1)2= eiσ−1j (S(h2), h3)ej#ε(S(h1)1)S(h1)2= eiσ−1j (S(h2), h3)#S(h1)= σ−1i (S(h2), h3)#S(h1)= γ−1i (h).
Portanto, B ⊂ B#σH é fendida por γ = (γi).
◇
2.2.3 Equivalências de produtos cruzados
O teorema a seguir nos fornece condições necessárias e suﬁcientes para que dois produtos
cruzados sejam isomorfos. Novamente, para o caso de k-álgebras com unidades locais,
precisamos de uma compatibilidade para termos a analogia com o caso clássico mostrado
por Doi em [D89]. Uma demonstração deste teorema pode ser visto em [M, Teorema
7.3.4].
Teorema 2.2.12 Seja A um H-módulo torcido por (⊳, σ) e por (▸, τ) e φ ∶ A#σH →
A#τH um isomorﬁsmo de H-comódulo álgebras com unidades locais que é A-linear à es-
querda e ﬁxa os idempotentes ei#1. Então, existem morﬁsmos invertíveis por convolução
ui ∈Hom(H,Ai) tais que para todo a ∈ Ai, h, k ∈H,
i) φ(a#σh) = aui(h(1))#τh(2),
ii) h ▸ a = u−1i (h(1))(h(2) ⊳ a)ui(h(3)),
iii) τi(h, k) = u−1i (h(1))(h(2) ⊳ u−1i (k(1)))σi(h(3), k(2))ui(h(4)k(3)),
iv) ui = eiuj se i ≤ j.
Reciprocamente, se existem morﬁsmos invertíveis por convolução ui ∈Hom(H,Ai) que
satisfazem (ii), (iii) e (iv), então, o morﬁsmo φ em (i) é um isomorﬁsmo de H-comódulo
álgebras com unidades locais.
Demonstração:(⇒): Deﬁnimos ui(h) = (Id ⊗ ε)φ(ei#h). Desde que φ ﬁxa os idempotentes, temos
ui ∶ H → Ai. Então, pela demonstração para o caso clássico mostrado em [M, Teorema
7.3.4], obtemos imediatamente (i), (ii) e (iii) para cada i ∈ I. Para mostrar (iv), observe
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que se i ≤ j, então,
ui(h) = (Id⊗ ε)φ(ei#h)= (Id⊗ ε)φ(eiej#h)= (Id⊗ ε)[(ei ⊗ 1)φ(ej#h)]= eiuj(h).
(⇐): Suponhamos que valem (ii), (iii) e (iv). Então, do caso clássico, temos que para
cada i ∈ I, as aplicações φi ∶ Ai#σiH → Ai#τiH dadas por φi(a#σih) = aui(h(1))#τih(2),
para todo a ∈ Ai e h ∈ H, são isomorﬁsmos de H-comódulos à direita que são Ai-lineares
à esquerda. Consideremos, sempre que i ≤ j, as inclusões jβi ∶ Ai#σiH ↪ Aj#σjH e
jγi ∶ Ai#τiH ↪ Aj#τjH, então, o seguinte diagrama é comutativo:
Ai#σiH
φi //
jβi

Ai#τiH
jγi

Aj#σjH φj
// Aj#τjH
De fato, sejam a ∈ Ai e h ∈H. Então,
jγi(φi(a#σih)) = jγi(aui(h1)#τih2))= aui(h1)#τjh2= aeiuj(h1)#τjh2= auj(h1)#τjh2= φj(a#σjh)= φj(jβi(a#σih)).
Assim, se φ(Λ,Γ)i = (IdAi , φi) ∶ (Ai,Ai#σiH)→ (Ai,Ai#τiH) na categoria (Λ,Γ), temos
o seguinte diagrama comutativo:
(Ai,Ai#σiH) φ(Λ,Γ)i //
jβ
(Λ,Γ)
i

(Ai,Ai#τiH)
jγ
(Λ,Γ)
i
(Aj,Aj#σjH)
φ
(Λ,Γ)
j
// (Aj,Aj#τjH)
onde, jβ
(Λ,Γ)
i = (jαi, jβi) e jγ(Λ,Γ)i = (jαi, jγi).
Além disso, na categoria dos pares (Λ,Γ) temos que limÐ→(Ai,Ai#σiH) = (A,A#σH)
e limÐ→(Ai,Ai#τiH) = (A,A#τH). Logo, desde que cada φ(Λ,Γ)i é um isomorﬁsmo, temos
que existe um único isomorﬁsmo φ(Λ,Γ) ∶ (A,A#σH) → (A,A#τH) tal que o seguinte
diagrama comuta:
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(A,A#σH)
∃! φ(Λ,Γ)
++ (A,A#τH)
(Ai,Ai#σiH)
β
(Λ,Γ)
i
hh
φ
(Λ,Γ)
i //
jβ
(Λ,Γ)
i

(Ai,Ai#τiH)
γ
(Λ,Γ)
i
66
jγ
(Λ,Γ)
i
(Aj,Aj#σjH)
β
(Λ,Γ)
j
aa
φ
(Λ,Γ)
j
// (Aj,Aj#τjH)
γ
(Λ,Γ)
j
==
ou seja, se a ∈ Ai e h ∈H, temos que, γ(Λ,Γ)i (φ(Λ,Γ)i (a, a#σih)) = φ(Λ,Γ)(β(Λ,Γ)i (a, a#σih)).
Está claro que se φ(Λ,Γ) = (f, φ), então, f = IdA. Por outro lado, temos que,
φ(βi(a#σih)) = γi(φi(a#σih)),
isto é, φ(a#σh) = γi(aui(h1)#τih2) e, portanto, temos o isomorﬁsmo
φ(a#σh) = aui(h1)#τh2,
quando a ∈ Ai. ◇
2.3 Extensões de Galois
Para uma H-comódulo álgebra com unidades locais A, usaremos a notação: B = AcoH e
Bi = (Ai)coH (= eiAcoHei).
Lembremos que se A é uma H-comódulo álgebra à direita com unidade, com coação
dada por ρ ∶ A → A ⊗ H, então diz-se que a extensão B = AcoH ⊂ A é H-Galois se a
aplicação canônica can ∶ A⊗BA→ A⊗H dada por a⊗b↦ (a⊗1)ρ(b) é bijetiva. Usaremos
esta mesma deﬁnição para H-comódulo álgebras sem unidade.
Em geral, se A é uma H-comódulo álgebra com unidades locais u = {ei ∣ i ∈ I}, segue
que:
can(eiA⊗B Aei) ⊂ Ai ⊗H,
pois can é um morﬁsmo de A-bimódulos. Tomando as restrições cani = can∣eiA⊗BAei , para
todo i ∈ I, temos o seguinte diagrama comutativo:
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A⊗B A
can
**
A⊗H
eiA⊗B Aei
gg
cani //

Ai ⊗H
99

ejA⊗B Aej
^^
canj
// Aj ⊗H
BB
considerando as respectivas inclusões. Como limÐ→(eiA ⊗B Aei) = A ⊗B A e limÐ→(Ai ⊗H) =
A⊗H, temos que, se as restrições cani são bijetivas, então, can ∶ A⊗BA→ A⊗H também
é bijetiva, ou seja, a extensão AcoH ⊂ A é H-Galois.
Deﬁnição 2.3.1 A H-extensão B ⊂ A será chamada extensão H-Galois com unida-
des locais se cada extensão Bi ⊂ Ai é H-Galois, i.e., se os morﬁsmos cani ∶ Ai ⊗Bi Ai →
Ai ⊗H dados por cani(a⊗ b) = aρ(b) são isomorﬁsmos.
Para o próximo teorema precisamos deﬁnir a propriedade da base normal para H-
comódulo álgebra com unidades locais. Novamente pediremos uma certa compatibilidade
sempre que i ≤ j.
Deﬁnição 2.3.2 Se A é uma H-comódulo álgebra com unidades locais, dizemos que a
extensão B ⊂ A tem a propriedade da base normal se existe um isomorﬁsmo H-
colinear à direita e B-linear à esquerda φ ∶ B ⊗H → A tal que:
i) φ(Bi ⊗H) ⊂ Ai, ∀i ∈ I, e as restrições φi = φ∣Bi⊗H ∶ Bi ⊗H → Ai são isomorﬁsmos
Bi-lineares;
ii) φj(ej ⊗ h)ei = φi(ei ⊗ h) para todo h ∈H sempre que i ≤ j.
O próximo resultado é a caracterização de extensões fendidas que estende o conhecido
teorema de Doi e Takeuchi [DT, Thm 9], onde mostra-se a equivalência entre extensões
fendidas e extensões de Galois com a propriedade da base normal para o caso de álgebras
com unidade. Supondo que a extensão B ⊂ A é fendida por γ, tem-se diretamente que A
é isomorfo ao produto B#σH, logo, segue que A tem a propriedade da base normal. Para
mostrar que A é H-Galois, constrói-se a inversa da aplicação canônica can(a⊗ b) = aρ(b).
Esta aplicação é dada por α(a ⊗ h) = aγ−1(h1) ⊗ γ(h2). Por outro lado, se a extensão
B ⊂ A é H-Galois e tem a propriedade da base normal, então, can é bijetiva e existe um
isomorﬁsmo φ ∶ B ⊗ H → A que é morﬁsmo de A-módulo à esquerda e H-comódulo à
direita. Neste caso, deﬁne-se γ ∶ H → A por γ(h) = φ(1 ⊗ h). O fato da extensão ser
H-Galois se faz necessária para mostrar que γ é invertível por convolução; sua inversa é
dada por µ(h) = m(Id ⊗ g)can−1(1 ⊗ h), onde g = (Id ⊗ ε) ○ φ−1. Maiores detalhes desta
demonstração podem ser vistos em [M, Thm 8.2.4].
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Teorema 2.3.3 Seja A uma H-comódulo álgebra com unidades locais, B = AcoH , Ai =
eiAei e Bi = (Ai)coH , para cada i ∈ I. Então são equivalentes:
i) A H-extensão B ⊂ A é fendida,
ii) A H-extensão B ⊂ A é uma extensão H-Galois com unidades locais e satisfaz a
propriedade da base normal.
Demonstração:(i ⇒ ii) ∶ Suponhamos que B ⊂ A é fendida por γ = (γi)i∈I . Então, cada extensão
Bi ⊂ Ai é fendida por γi e temos a compatibilidade γi = eiγj = γjei, sempre que i ≤ j. Do
caso clássico, segue que cada extensão Bi ⊂ Ai é H-Galois e, portanto, a extensão B ⊂ A
é H-Galois com unidades locais. Agora, pelo Teorema 2.2.11, temos um isomorﬁsmo
θ ∶ B#σH → A que é morﬁsmo de H-comódulo álgebras à direita e B-módulos à esquerda.
Pela construção de θ, temos que, θ(Bi ⊗H) ⊂ Ai e os morﬁsmos θi = θ∣Bi⊗H ∶ Bi ⊗H → Ai
são isomorﬁsmos Bi-lineares para todo i. Além disso, se i ≤ j, temos,
θj(ej ⊗ h)ei = ejγj(h)ei = γj(h)ei = γi(h) = eiγi(h) = θi(ei ⊗ h).
Portanto, B ⊂ A tem a propriedade da base normal.(ii ⇒ i) ∶ Se B ⊂ A é H-Galois com unidades locais, temos que, para todo i ∈ I, a
extensão Bi ⊂ Ai é H-Galois. Além disso, se B ⊂ A tem a propriedade da base normal,
existe um isomorﬁsmo φ ∶ B⊗H → A que é H-colinear à direita e B-linear à esquerda, tal
que, para cada i ∈ I, φi = φ∣Bi⊗H ∶ Bi⊗H → Ai é um isomorﬁsmo Bi-linear e φj(ej ⊗h)ei =
φi(ei ⊗ h) sempre que i ≤ j. Assim, do caso clássico, temos que cada extensão Bi ⊂ Ai é
fendida por γi(h) = φi(ei ⊗ h). Agora, seja i ≤ j. Então,
eiγj(h) = eiφj(ej ⊗ h) = eiφ(ej ⊗ h) = φ(eiej ⊗ h) = φ(ei ⊗ h) = φi(ei ⊗ h) = γi(h),
desde que φ é B-linear. Por outro lado, temos que γj(h)ei = φj(ej⊗h)ei = φi(ei⊗h) = γi(h).
Portanto, B ⊂ A é fendida por γ = (γi)i∈I . ◇
O próximo capítulo será dedicado a mostrar uma condição para a álgebra A tal que,
se a extensão B ⊂ A é H-Galois, então, cada extensão Bi ⊂ Ai é H-Galois, ou seja, A é
H-Galois com unidades locais. Trata-se de uma conexão forte para A.
3 Conexões fortes
Uma vez que a extensão AcoH ⊂ A é H-Galois, nada se pode aﬁrmar a respeito das exten-
sões AcoHi ⊂ Ai, onde cada Ai é uma subálgebra unitária de A. A ﬁnalidade deste capítulo
é mostrar uma condição suﬁciente para a H-comódulo álgebra com unidades locais A tal
que a condição de Galois em A implica na condição de Galois para as suas partes Ai.
Veremos adiante que a conexão forte para A cumpre este papel. Porém, encontramos
na literatura esta condição apenas para álgebras com unidade, mas, o que se precisa,
mais especiﬁcamente, é que o espaço vetorial A⊗H possua elementos (denotaremos por(1⊗ h)M) que preservem a estrutura de A-bimódulo no seguinte sentido:
a ⋅ (1⊗ h)M = a⊗ h,
(1⊗ h)M ⋅ a = a0 ⊗ ha1,
para todo a ∈ A e h ∈H.
Isto é possível utilizado-se o conceito de multiplicadores da álgebra para bimódulos.
Este será o tema da próxima seção.
3.1 Multiplicadores da álgebra
A principal referência para esta seção é [D-A08].
Sejam k um anel comutativo e A uma k-álgebra com ou sem unidade. Diremos que um
A-módulo à esquerda (ou à direita) X é não-degenerado se x = 0 sempre que ax = 0 (ou
xa = 0) para todo a ∈ A. Um A-bimódulo X é dito não-degenerado se é não-degenerado
como A-módulo à esquerda e como A-módulo à direita.
Deﬁnição 3.1.1 Sejam A uma k-álgebra com ou sem unidade sobre k e X um A-
bimódulo não-degenerado. Denotaremos porMA(X) o espaço dos pares (l, r) de aplicações
k-lineares de A em X satisfazendo:
al(a′) = r(a)a′
para todo a, a′ ∈ A.
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Agora, para todo (l, r) ∈MA(X) e a, a, a′′ ∈ A, temos que
r(aa′)a′′ = aa′l(a′′) = ar(a′)a′′.
Como X é não-degenerado (como um módulo à direita), temos r(aa′) = ar(a′). Ana-
logamente, como X é não-degenerado como um módulo à esquerda, temos l(aa′) = l(a)a′.
Usaremos a seguinte notação: Se w = (l, r) ∈MA(X) denotaremos:
w ⋅ a = l(a),
a ⋅w = r(a).
Assim, w ⋅ (aa′) = (w ⋅ a)a′, (aa′) ⋅w = a(a′ ⋅w) e (a ⋅w)a′ = a(w ⋅ a′).
Proposição 3.1.2 Sejam A uma k-álgebra e X um A-bimódulo não-degenerado. Então,
MA(X) é um A-bimódulo com as seguintes ações: Sejam w ∈MA(X) e b ∈ A, então, bw
é dado por:
i) bw ⋅ a = (b ⋅w)a;
ii) a ⋅ bw = a(b ⋅w), ∀a ∈ A.
Analogamente, sejam w ∈MA(X) e b′ ∈ A, então, wb′ é dado por:
iii) wb′ ⋅ a = (w ⋅ b′)a;
iv) a ⋅wb′ = a(w ⋅ b′), ∀a ∈ A.
Demonstração: Primeiro, vejamos que bw ∈MA(X). De fato,
a(bw ⋅ a′) = a((b ⋅w)a′) = (a(b ⋅w))a′ = (a ⋅ bw)a′.
Analogamente, wb ∈ MA(X). Agora, sejam b, b′ ∈ A, então (bw)b′ = b(wb′). De fato, se
a ∈ A, então,
(bw)b′ ⋅ a = (bw ⋅ b′)a = ((b ⋅w)b′)a = (b(w ⋅ b′))a = (b ⋅ (wb′))a = b(wb′) ⋅ a.
E, da mesma forma, a ⋅ (bw)b′ = a ⋅ b(wb′). Portanto, MA(X) é um A-bimódulo. ◇
Deﬁnição 3.1.3 Para cada x ∈ X, deﬁnimos de maneira natural ı(x) ∈ MA(X) da se-
guinte maneira: Se ı(x) = (lx, rx), então,
lx(a) = xa
rx(a) = ax
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para todo a ∈ A.
Pelas propriedades de bimódulos, ı(x) está bem deﬁnido: rx(a)a′ = (ax)a′ = a(xa′) =
alx(a′).
Proposição 3.1.4 A aplicação ıX ∶ X → MA(X) dada por x ↦ ı(x) é uma aplicação
injetiva de bimódulos.
Demonstração: A aplicação ıX é injetiva pois X é um módulo não-degenerado.
Além disso, dados x ∈X e a ∈ A, temos:
ı(ax) ⋅ a′ = (ax)a′ = (a ⋅ ı(x))a′ = aı(x) ⋅ a′; e,
a′ ⋅ ı(ax) = a′(ax) = a′(a ⋅ ı(x)) = a′ ⋅ aı(x), para todo a′ ∈ A.
Portanto, ı(ax) = aı(x). Analogamente, podemos provar que ı(xa) = ı(x)a. ◇
Observação 3.1.5 Se A é uma álgebra unitária e X é um A-bimódulo unitário, isto é,
1A.x = x = x.1A, para todo x ∈ X, podemos identiﬁcar X com MA(X). Primeiro, observe
que w ⋅ 1A = 1A ⋅w para todo w ∈MA(X), de fato, w ⋅ 1A = 1A(w ⋅ 1A) = (1A ⋅w)1A = 1A ⋅w.
Agora, deﬁna uma aplicação pi ∶MA(X)→X onde pi(w) = w ⋅ 1A (ou 1A ⋅w). Então,
i) ı ○ pi = IdMA(X). De fato,
ı(pi(w)) ⋅ a = ı(w ⋅ 1A) ⋅ a = (w ⋅ 1A)a = w ⋅ (1Aa) = w ⋅ a
a ⋅ ı(pi(w)) = a ⋅ (ı(1A ⋅w)) = a(1A ⋅w) = (a1A) ⋅w = a ⋅w
Assim, ı(pi(w)) = w, para todo w ∈MA(X).
ii) pi ○ ı = IdX . De fato,
pi(ı(x)) = ı(x) ⋅ 1A = x.1A = x, para todo x ∈X.
Deﬁnição 3.1.6 Seja f ∶ X → Y um morﬁsmo de A-bimódulos. Deﬁnimos a extensão
f ∶MA(X)→MA(Y ) como segue:
f(w) ⋅ a = f(w ⋅ a)
a ⋅ f(w) = f(a ⋅w)
para todo w ∈MA(X) e a ∈ A.
Podemos ver que f(w) ∈ MA(Y ). De fato, (a ⋅ f(w))a′ = f(a ⋅ w)a′ = f((a ⋅ w)a′) =
f(a(w ⋅ a′)) = af(w ⋅ a′) = a(f(w) ⋅ a′).
Proposição 3.1.7 f é um morﬁsmo de A-bimódulos.
Demonstração: Se w ∈MA(X) e a, a′ ∈ A, temos,
f(aw) ⋅ a′ = f(aw ⋅ a′) = f((a ⋅w)a′) = f(a ⋅w)a′ = (a ⋅ f(w))a′ = af(w) ⋅ a′, e
a′ ⋅ f(aw) = f(a′ ⋅ aw) = f(a′(a ⋅w)) = a′f(a′ ⋅w) = a′(a ⋅ f(w)) = a′ ⋅ af(w).
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Portanto, f(aw) = af(w). Analogamente, podemos mostrar que f(wa) = f(w)a. ◇
Exemplo 3.1.8 Seja A uma H-comódulo álgebra com a estrutura de comódulo dada por
ρ. Desde que A⊗A e A⊗A⊗H são A-bimódulos via:
a(a′ ⊗ a′′) = aa′ ⊗ a′′(a′ ⊗ a′′)a = a′ ⊗ a′′a e a(a′ ⊗ b⊗ h) = aa′ ⊗ b⊗ h(a⊗ b′ ⊗ h)b = a⊗ b′b0 ⊗ hb1 ,
temos que Id ⊗ρ ∶ A⊗A→ A⊗A⊗H é um morﬁsmo de A-bimódulos e pode ser estendida
à: Id ⊗ ρ ∶MA(A⊗A)→MA(A⊗A⊗H), que é também um morﬁsmo de A-bimódulos.
Proposição 3.1.9 Se f ∶ X → Y é um morﬁsmos de A-bimódulos, então f ○ ıX = ıY ○ f ,
i.e., o seguinte diagrama é comutativo:
X
f //
ıX

Y
ıY

MA(X) f //MA(Y )
Demonstração: Sejam x ∈X e a ∈ A, então
f(ıX(x)) ⋅ a = f(ıX(x) ⋅ a) = f(xa) = f(x)a = ıY (f(x)) ⋅ a, e
a ⋅ f(ıX(x)) = f(a ⋅ ıX(x)) = f(ax) = af(x) = a ⋅ ıY (f(x)). ◇
Proposição 3.1.10 Sejam f ∶ X → Y e g ∶ Y → Z morﬁsmos de A-bimódulos. Então,
g ○ f = g ○ f .
Demonstração: Para cada w ∈MA(X) e a ∈ A:
g ○ f(w) ⋅ a = (g ○ f)(w ⋅ a) = g(f(w ⋅ a)) = g(f(w) ⋅ a) = g(f(w)) ⋅ a = (g ○ f)(w) ⋅ a, e
a ⋅ g ○ f(w) = (g ○ f)(a ⋅w) = g(f(a ⋅w)) = g(a ⋅ f(w)) = a ⋅ g(f(w)) = a ⋅ (g ○ f)(w). ◇
Com estes resultados podemos enunciar o seguinte teorema:
Teorema 3.1.11 Seja A uma k-álgebra. Então,
i) MA ∶ AMA → AMA é um funtor,
ii) ı ∶ Id
AMA →MA é uma transformação natural.
◇
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3.2 Conexões fortes e extensões principais em álgebras
com unidades locais
Daqui em diante, H será uma álgebra de Hopf com antípoda bijetiva e A será uma H-
comódulo álgebra à direita com a estrutura de comódulo dada por ρ ∶ A→ A⊗H denotada
por ρ(a) = a0 ⊗ a1. A existência da inversa da antípoda nos permite deﬁnir uma coação
à esquerda λ ∶ A → H ⊗ A dada por a ↦ S−1(a1) ⊗ a0. Isto faz de A um H-comódulo
à esquerda e uma Hop-comódulo álgebra à esquerda. A subálgebra de coinvariantes em
relação à λ é a mesma em relação à ρ, a qual denotamos por B = AcoH .
Observação 3.2.1 Vimos no Exemplo 3.1.8 que a aplicação Id ⊗ ρ ∶ A⊗A→ A⊗A⊗H
pode ser estendida aos multiplicadores: Id ⊗ ρ ∶MA(A⊗A)→MA(A⊗A⊗H). Da mesma
forma, podemos estender λ⊗Id ∶ A⊗A→H⊗A⊗A à λ⊗ Id ∶MA(A⊗A)→MA(H⊗A⊗A),
onde a estrutura de A-bimódulo de H ⊗A⊗A é dada por:
a(h⊗ b⊗ c) = hS−1(a1)⊗ a0b⊗ c,(h⊗ a⊗ c)b = h⊗ a⊗ cb.
Uma conexão forte em uma H-comódulo álgebra unitária [H-PM96], onde H é uma
álgebra de Hopf com antípoda bijetiva e c̃an é o levantamento de can a A ⊗ A, é uma
aplicação linear ` ∶H → A⊗A satisfazendo:
i) (Id ⊗ ρ) ○ ` = (`⊗ Id ) ○∆;
ii) (λ⊗ Id ) ○ ` = (Id ⊗ `) ○∆;
iii) c̃an ○ ` = 1⊗ Id .
Ou ainda, uma conexão forte ` satisfaz os seguintes diagramas comutativos:
i) H
∆

` // A⊗A
Id⊗ρ

H ⊗H
`⊗Id // A⊗A⊗H
ii) H
∆

` // A⊗A
λ⊗Id

H ⊗H
Id⊗` // H ⊗A⊗A
iii) H
1⊗Id ''
` // A⊗A
c̃an

A⊗H
Usando a notação de Heyneman-Sweedler `(h) = `(h)<1> ⊗ `(h)<2>, podemos escrever
as propriedades acima da seguinte forma:
i) `(h)<1> ⊗ `(h)<2>0 ⊗ `(h)<2>1 = `(h1)<1> ⊗ `(h1)<2> ⊗ h2,
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ii) S−1(`(h)<1>1 )⊗ `(h)<1>0 ⊗ `(h)<2> = h1 ⊗ `(h2)<1> ⊗ `(h2)<2>,
iii) `(h)<1>`(h)<2>0 ⊗ `(h)<2>1 = 1⊗ h.
Aplicando Id ⊗ ε na última equação obtemos a fórmula:
`(h)<1>`(h)<2> = ε(h).
Observação 3.2.2 Se B é unitário, o produto cruzado B#σH possui uma conexão forte.
De fato, temos que a extensão B ⊂ A é fendida, digamos por γ. Se δ é a inversa por
convolução de γ, então, `(h) = δ(h1)⊗ γ(h2) deﬁne uma conexão forte para A:
i) ((Id ⊗ ρ) ○ `)(h) = (Id ⊗ ρ)(δ(h1)⊗ γ(h2))= δ(h1)⊗ (ρ ○ γ)(h2)= δ(h1)⊗ ((γ ⊗ Id ) ○∆)(h2) (γ é morﬁsmo de H-comódulo)= δ(h1)⊗ γ(h21)⊗ h22= δ(h11)⊗ γ(h12)⊗ h2= `(h1)⊗ h2= (`⊗ Id )(h1 ⊗ h2)= ((`⊗ Id ) ○∆)(h)
ii) Primeiro vejamos que:
S−1(δ(h)1)⊗ δ(h)0 = h1 ⊗ δ(h2). (3.1)
De fato, seja τ ∶ V ⊗W → W ⊗ V a aplicação torção dada por τ(v ⊗w) = w ⊗ v para
quaisquer dois k-espaços V e W . Então,
S−1(δ(h)1)⊗ δ(h)0 = (S−1 ⊗ Id )(δ(h)1 ⊗ δ(h)0)= ((S−1 ⊗ Id ) ○ τ ○ (ρ ○ δ))(h)∗= ((S−1 ⊗ Id ) ○ τ ○ [(δ ⊗ S) ○ τ ○∆])(h)= ((S−1 ⊗ Id ) ○ τ ○ (δ ⊗ S))(h2 ⊗ h1)= ((S−1 ⊗ Id ) ○ τ)(δ(h2)⊗ S(h1))= (S−1 ⊗ Id )(S(h1)⊗ δ(h2))= h1 ⊗ δ(h2)∗ Uma demonstração de que ρ ○ δ = (δ ⊗ S) ○ τ ○∆ pode ser vista em [M, pag 106]
Daí, temos que:((λ⊗ Id ) ○ `)(h) = (λ⊗ Id )(δ(h1)⊗ γ(h2))= S−1(δ(h1)1)⊗ δ(h1)0 ⊗ γ(h2)(3.1)= h11 ⊗ δ(h12)⊗ γ(h2)= h1 ⊗ δ(h21)γ(h22)= h1 ⊗ `(h2)= ((Id ⊗ `) ○∆)(h)
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iii) (c̃an ○ `)(h) = c̃an(δ(h1)⊗ γ(h2))= δ(h1)ρ(γ(h2))= δ(h1)(γ ⊗ Id )(∆(h2))= δ(h1)γ(h21)⊗ h22= ε(h1)1⊗ h2= 1⊗ h
A propriedade de conexão forte, para o caso em que se tem unidade, está intimamente
relacionada com o conceito de principalidade [BH04]. Usaremos, para o caso sem unidade,
a mesma deﬁnição de comódulo álgebras principais que se tem para álgebras unitárias:
Deﬁnição 3.2.3 Seja A uma comódulo álgebra à esquerda (com ou sem unidade) sobre
uma álgebra de Hopf H com antípoda bijetiva, e seja B ∶= AcoH a subálgebra dos coin-
variantes. A comódulo álgebra A é chamada principal se as seguintes condições são
satisfeitas:
1. a extensão B ⊂ A é H-Galois;
2. a comódulo álgebra A é H-equivariante projetiva à direita como um B-módulo à
esquerda, i.e., existe uma cisão da multiplicação B ⊗ A → A que é H-colinear à
direita e B-linear à esquerda.
Observação 3.2.4 Se A é H-equivariante projetiva à direita como um B-módulo à es-
querda, existe uma cisão da multiplicação m ∶ B ⊗ A → A que é H-colinear à direita e
B-linear à esquerda, isto é, existe s ∶ A→ B⊗A tal que m○s = Id . Logo, se A é principal,
can ∶ A⊗BA→ A⊗H e can−1 ∶ A⊗H → A⊗BA podem ser levantados à c̃an ∶ A⊗A→ A⊗H
e c̃an−1 ∶ A⊗H → A⊗A, respectivamente, conforme podemos observar nos diagramas:
A⊗B A can // A⊗H
A⊗B B ⊗AId⊗Bm
OO
A⊗A≃
OO c̃an
;; A⊗H can−1 //
c̃an−1
##
A⊗B A
Id⊗Bs

A⊗B B ⊗A
≃

A⊗A
Assim, c̃an ○ c̃an−1 = IdA⊗H .
Desde que c̃an e c̃an−1 são morﬁsmos de A-bimódulos, com a estrutura de A-bimódulo
de A⊗H dada por:
a(a′ ⊗ h) = aa′ ⊗ h,(a′ ⊗ h)a = a′a0 ⊗ ha1,
podemos estender estes morﬁsmos aos multiplicadores: c̃an ∶MA(A⊗A)→MA(A⊗H) e
c̃an−1 ∶MA(A⊗H)→MA(A⊗A).
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Se A é principal (com unidade), pode-se mostrar que `(h) = c̃an−1(1 ⊗ h) deﬁne uma
conexão forte em A. Agora, dada uma conexão forte ` em A, a aplicação:
A⊗H → A⊗B A
a⊗ h ↦ a`(h)<1> ⊗B `(h)<2>,
deﬁne a inversa da aplicação canônica can, ou seja, A é H-Galois e a aplicação:
A → B ⊗A
a ↦ a0`(a1)<1> ⊗ `(a1)<2>,
deﬁne uma cisão da multiplicação B ⊗ A → A. Logo, A é principal. Assim, temos o
seguinte teorema, cuja demonstração pode ser vista em [BH04]:
Teorema 3.2.5 Seja A uma H-comódulo álgebra com unidade. Então, A possui uma
conexão forte se, e somente se, a extensão AcoH ⊂ A é principal.
◇
Adaptando a deﬁnição de conexão forte para álgebras com unidades locais, obtemos
um resultado análogo sob algumas condições e, mesmo que o conjunto I seja inﬁnito,
mostramos que a propriedade de conexão forte em A mune cada Ai com a mesma propri-
edade. Porém, desde que A não tenha unidade, como dito anteriormente, recorremos aos
multiplicadores e precisamos das seguintes aplicações:
Deﬁnição 3.2.6 Seja A uma H-comódulo álgebra à direita. Deﬁnimos as aplicações
lineares:
i) F ∶MA(A⊗A)⊗H →MA(A⊗A⊗H), dada por,
F(ω ⊗ h) ⋅ a = ω ⋅ a0 ⊗ ha1
a ⋅F(ω ⊗ h) = a ⋅ ω ⊗ h
para todo a ∈ A, ω ∈MA(A⊗A) e h ∈H.
ii) G ∶H ⊗MA(A⊗A)→MA(H ⊗A⊗A), dada por,
G(h⊗ ω) ⋅ a = h⊗ ω ⋅ a
a ⋅ G(h⊗ ω) = hS−1(a1)⊗ a0 ⋅ ω
para todo a ∈ A, ω ∈MA(A⊗A) e h ∈H.
De fato, F e G estão bem deﬁnidas:
i) (a ⋅ F(ω ⊗ h))a′ = (a ⋅ ω ⊗ h)a′ = (a ⋅ ω)a′0 ⊗ ha′1 = a(ω ⋅ a′0) ⊗ ha′1 = a(ω ⋅ a′0 ⊗ ha′1) =
a(F(ω ⊗ h) ⋅ a′),
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ii) (a ⋅G(h⊗ω))a′ = (hS−1(a1)⊗ a0 ⋅ω)a′ = hS−1(a1)⊗ (a0 ⋅ω)a′ = hS−1(a1)⊗ a0(ω ⋅ a′) =
a(h⊗ ω ⋅ a′) = a(G(h⊗ ω) ⋅ a′).
Deﬁnição 3.2.7 Seja A uma H-comódulo álgebra à direita. Deﬁnimos, para cada h ∈H,
um elemento (1⊗ h)M em MA(A⊗H) dado por,
(1⊗ h)M ⋅ a = a0 ⊗ ha1,
a ⋅ (1⊗ h)M = a⊗ h,
para todo a ∈ A.
De fato, (1⊗ h)M está bem-deﬁnido:(a ⋅ (1⊗ h)M)a′ = (a⊗ h)a′ = aa′0 ⊗ ha′1 = a(a′0 ⊗ ha′1) = a((1⊗ h)M ⋅ a′).
Com estas aplicações e com o elemento da Deﬁnição 3.2.7, podemos deﬁnir conexões
fortes para álgebras com unidades locais.
Deﬁnição 3.2.8 Seja H uma álgebra de Hopf com antípoda bijetiva e c̃an ∶ MA(A ⊗
A) → MA(A ⊗H) a extensão do levantamento de can à A ⊗ A. Então, uma conexão
forte em uma H-comódulo álgebra à direita A (não unitária) é uma aplicação linear
` ∶H →MA(A⊗A) satisfazendo,
i) IdA ⊗ ρ ○ ` = F ○ (`⊗ IdH) ○∆,
ii) λ⊗ IdA ○ ` = G ○ (IdH ⊗ `) ○∆,
iii) c̃an ○ ` = (1⊗ Id )M .
Em diagramas, temos:
i)
H
∆
ww
`
''
H ⊗H
`⊗Id

MA(A⊗A)
Id⊗ρ

MA(A⊗A)⊗H F //MA(A⊗A⊗H)
ii)
H
∆
ww
`
''
H ⊗H
Id⊗`

MA(A⊗A)
λ⊗Id

H ⊗MA(A⊗A) G //MA(H ⊗A⊗A)
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iii)
H
` //
(1⊗Id )M ((
MA(A⊗A)
c̃an

MA(A⊗H)
Para o próximo resultado precisaremos do seguinte lema:
Lema 3.2.1 Seja A uma H-comódulo álgebra e ψ ∶H ⊗A→ A⊗H a aplicação dada por
ψ(h⊗ a) = a0 ⊗ ha1, então, se A é H-Galois, temos:
i) (Id ⊗ ρ) ○ can−1 = (can−1 ⊗ Id ) ○ (Id ⊗∆) (3.2)
ii) (λ⊗ Id ) ○ can−1 = (Id ⊗ can−1) ○ (ψ−1 ⊗ Id ) ○ (Id ⊗∆) (3.3)
Demonstração:
i) Temos que,((can⊗ Id ) ○ (Id ⊗ ρ))(a⊗ b) = (can⊗ Id )(a⊗ ρ(b))= can(a⊗ b0)⊗ b1= aρ(b0)⊗ b1= a((ρ⊗ Id )ρ(b))= a((Id ⊗∆)ρ(b))= (Id ⊗∆)aρ(b)= (Id ⊗∆)can(a⊗ b)= ((Id ⊗∆) ○ can)(a⊗ b)
Compondo à esquerda por can−1 ⊗ Id e à direita por can−1, obtemos a expressão
desejada.
ii) Primeiro observe que, se ψ(h⊗a) = a0⊗ha1, então, ψ tem inversa dada por ψ−1(a⊗h) =
hS−1(a1)⊗ a0. De fato,(ψ ○ ψ−1)(a⊗ h) = ψ(hS−1(a1)⊗ a0)= a00 ⊗ hS−1(a1)a01= a0 ⊗ hε(a1)= a⊗ h
Por outro lado,(ψ−1 ○ ψ)(h⊗ a) = ψ−1(a0 ⊗ ha1)= ha1S−1(a01)⊗ a00= hε(a1)⊗ a0= h⊗ a
Agora, temos que,
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((ψ ⊗ Id ) ○ (Id ⊗ can) ○ (λ⊗ Id ))(a⊗ b) = ((ψ ⊗ Id ) ○ (Id ⊗ can))(S−1(a1)⊗ a0 ⊗ b)= (ψ ⊗ Id )(S−1(a1)⊗ can(a0 ⊗ b))= (ψ ⊗ Id )(S−1(a1)⊗ a0b0 ⊗ b1)= a00b00 ⊗ S−1(a1)a01b01 ⊗ b1= a0b00 ⊗ ε(a1)b01 ⊗ b1= ab00 ⊗ b01 ⊗ b1= can(a⊗ b0)⊗ b1= ((can⊗ Id ) ○ (Id ⊗ ρ))(a⊗ b)= ((Id ⊗∆) ○ can)(a⊗ b)
Compondo à esquerda por (Id ⊗ can−1) ○ (ψ−1 ⊗ Id ) e à direita por can−1, obtemos a
expressão desejada. ◇
Teorema 3.2.9 Se A é principal então A tem uma conexão forte.
Demonstração: Desde que A é principal, A é H-Galois, i.e., existe uma inversa da
aplicação canônica can ∶ A⊗B A→ A⊗H. Deﬁnimos: ` ∶H →MA(A⊗A) por:
`(h) = c̃an−1((1⊗ h)M).
Então, ` é uma conexão forte em A.
De fato,
i) IdA ⊗ ρ ○ ` = F ○ (`⊗ IdH) ○∆:
((Id ⊗ ρ) ○ `)(h) ⋅ a = (Id ⊗ ρ)(c̃an−1((1⊗ h)M)) ⋅ a= (Id ⊗ ρ)(c̃an−1((1⊗ h)M ⋅ a))= (Id ⊗ ρ)(c̃an−1(a0 ⊗ ha1))(3.2)= (c̃an−1 ⊗ Id ) ○ (Id ⊗∆)(a0 ⊗ ha1)= (c̃an−1 ⊗ Id )(a0 ⊗ h1a11 ⊗ h2a12)= (c̃an−1 ⊗ Id )(a00 ⊗ h1a01 ⊗ h2a1)= c̃an−1(a00 ⊗ h1a01)⊗ h2a1
a ⋅ ((Id ⊗ ρ) ○ `)(h) = a ⋅ (Id ⊗ ρ)(c̃an−1((1⊗ h)M))= (Id ⊗ ρ)(a ⋅ c̃an−1((1⊗ h)M))= (Id ⊗ ρ)(c̃an−1(a ⋅ (1⊗ h)M))= (Id ⊗ ρ)(c̃an−1(a⊗ h))(3.2)= (c̃an−1 ⊗ Id ) ○ (Id ⊗∆)(a⊗ h)= (c̃an−1 ⊗ Id )(a⊗ h1 ⊗ h2)= c̃an−1(a⊗ h1)⊗ h2
Por outro lado,
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(F ○ (`⊗ Id ) ○∆)(h) ⋅ a = (F ○ (`⊗ Id ))(h1 ⊗ h2) ⋅ a= F(c̃an−1((1⊗ h1)M)⊗ h2) ⋅ a= c̃an−1((1⊗ h1)M) ⋅ a0 ⊗ h2a1= c̃an−1((1⊗ h1)M ⋅ a0)⊗ h2a1= c̃an−1(a00 ⊗ h1a01)⊗ h2a1
a ⋅ (F ○ (`⊗ Id ) ○∆)(h) = a ⋅ (F ○ (`⊗ Id ))(h1 ⊗ h2)= a ⋅F(c̃an−1((1⊗ h1)M)⊗ h2)= a ⋅ c̃an−1((1⊗ h1)M)⊗ h2= c̃an−1(a ⋅ (1⊗ h1)M)⊗ h2= c̃an−1(a⊗ h1)⊗ h2
ii) λ⊗ IdA ○ ` = G ○ (IdH ⊗ `) ○∆
((λ⊗ Id ) ○ `)(h) ⋅ a = (λ⊗ Id )(c̃an−1((1⊗ h)M)) ⋅ a= (λ⊗ Id )(c̃an−1((1⊗ h)M ⋅ a))= (λ⊗ Id )(c̃an−1(a0 ⊗ ha1))(3.3)= (Id ⊗ c̃an−1) ○ (ψ−1 ⊗ Id ) ○ (Id ⊗∆)(a0 ⊗ ha1)= (Id ⊗ c̃an−1) ○ (ψ−1 ⊗ Id )(a0 ⊗ h1a11 ⊗ h2a12)= (Id ⊗ c̃an−1)(h1a11S−1(a01)⊗ a00 ⊗ h2a12)= (Id ⊗ c̃an−1)(h1(a1)⊗ a0 ⊗ h2a2)= (Id ⊗ c̃an−1)(h1 ⊗ a0 ⊗ h2a1)= h1 ⊗ c̃an−1(a0 ⊗ h2a1)
a ⋅ ((λ⊗ Id ) ○ `)(h) = a ⋅ (λ⊗ Id )(c̃an−1((1⊗ h)M))= (λ⊗ Id )(a ⋅ c̃an−1((1⊗ h)M))= (λ⊗ Id )(c̃an−1(a ⋅ (1⊗ h)M))= (λ⊗ Id )(c̃an−1(a⊗ h))(3.3)= (Id ⊗ c̃an−1) ○ (ψ−1 ⊗ Id ) ○ (Id ⊗∆)(a⊗ h)= (Id ⊗ c̃an−1) ○ (ψ−1 ⊗ Id )(a⊗ h1 ⊗ h2)= (Id ⊗ c̃an−1)(h1S−1(a1)⊗ a0 ⊗ h2)= h1S−1(a1)⊗ c̃an−1(a0 ⊗ h2)
Por outro lado,
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(G ○ (Id ⊗ `) ○∆)(h) ⋅ a = (G ○ (Id ⊗ `))(h1 ⊗ h2) ⋅ a= G(h1 ⊗ c̃an−1((1⊗ h2)M)) ⋅ a= h1 ⊗ c̃an−1((1⊗ h2)M) ⋅ a= h1 ⊗ c̃an−1((1⊗ h2)M ⋅ a)= h1 ⊗ c̃an−1(a0 ⊗ h2a1)
a ⋅ (G ○ (Id ⊗ `) ○∆)(h) = a ⋅ (G ○ (Id ⊗ `))(h1 ⊗ h2)= a ⋅ G(h1 ⊗ c̃an−1((1⊗ h2)M))= h1S−1(a1)⊗ a0 ⋅ c̃an−1((1⊗ h2)M)= h1S−1(a1)⊗ c̃an−1(a0 ⋅ (1⊗ h2)M)= h1S−1(a1)⊗ c̃an−1(a0 ⊗ h2)
iii) c̃an ○ ` = (1⊗ Id )M
De fato, c̃an ○ `(h) = c̃an ○ c̃an−1((1⊗ h)M) = c̃an ○ c̃an−1((1⊗ h)M) = Id ((1⊗ h)M) =(1⊗ h)M ◇
Usaremos as seguintes notações para o par de aplicações de `(h):
a ⋅ `(h) = `(h)<a,1> ⊗ `(h)<a,2>
`(h) ⋅ b = `(h)<1,b> ⊗ `(h)<2,b>
Usando estas notações, a expressão i) da deﬁnição de conexão forte nos dá a seguinte
fórmula:
`(h1)<a,1> ⊗ `(h1)<a,2> ⊗ h2 = `(h)<a,1> ⊗ `(h)<a,2>0 ⊗ `(h)<a,2>1 (3.4)
De fato,
a ⋅ ((IdA ⊗ ρ) ○ `)(h) = a ⋅ (IdA ⊗ ρ)(`(h))= (IdA ⊗ ρ)(a ⋅ `(h))= (IdA ⊗ ρ)(`(h)<a,1> ⊗ `(h)<a,2>)= `(h)<a,1> ⊗ `(h)<a,2>0 ⊗ `(h)<a,2>1
Por outro lado,
a ⋅ (F ○ (`⊗ IdH) ○∆)(h) = a ⋅ (F ○ (`⊗ IdH))(∆(h))= a ⋅ (F ○ (`⊗ IdH))(h1 ⊗ h2)= a ⋅F(`(h1)⊗ h2)= a ⋅ `(h1)⊗ h2= `(h1)<a,1> ⊗ `(h1)<a,2> ⊗ h2
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De maneira análoga, aplicando a do lado direito desta mesma expressão, obtemos a
fórmula:
`(h1)<1,b0> ⊗ `(h1)<2,b0> ⊗ h2b1 = `(h)<1,b> ⊗ `(h)<2,b>0 ⊗ `(h)<2,b>1 (3.5)
A expressão ii) da deﬁnição de conexão forte nos dá as fórmulas:
h1S
−1(a1)⊗ `(h2)<a0,1> ⊗ `(h2)<a0,2> = S−1(`(h)<a,1>1 )⊗ `(h)<a,1>0 ⊗ `(h)<a,2> (3.6)
h1 ⊗ `(h2)<1,b> ⊗ `(h2)<2,b> = S−1(`(h)<1,b>1 )⊗ `(h)<1,b>0 ⊗ `(h)<2,b> (3.7)
E, com esta notação, a expressão iii) fornece:
`(h)<a,1>`(h)<a,2>0 ⊗ `(h)<a,2>1 = a⊗ h (3.8)
`(h)<1,b>`(h)<2,b>0 ⊗ `(h)<2,b>1 = b0 ⊗ hb1 (3.9)
De fato, temos que a ⋅ (1⊗ h)M = a⊗ h, e, por outro lado,
a ⋅ (c̃an ○ `)(h) = a ⋅ (c̃an(`(h))= c̃an(a ⋅ `(h))= c̃an(`(h)<a,1> ⊗ `(h)<a,2>)= `(h)<a,1>`(h)<a,2>0 ⊗ `(h)<a,2>1
Aplicando Id ⊗ ε na equação (3.8) temos a fórmula:
`(h)<a,1>`(h)<a,2> = aε(h) (3.10)
Para a recíproca do Teorema 3.2.9 precisamos pedir que o k-módulo A seja k-plano,
veja a Deﬁnição B.8. Observe que, se k é um corpo, esta condição é satisfeita, isto é, todo
k-espaço é k-plano quando k é um corpo, logo, a recíproca do teorema é verdadeira.
Teorema 3.2.10 Se A tem uma conexão forte e A é k-plano, então, A é principal.
Demonstração: Dada uma conexão forte ` ∶H →MA(A⊗A) em A, deﬁnimos:
s ∶ A → A⊗A
a ↦ a0 ⋅ `(a1) = `(a1)<a0,1> ⊗ `(a1)<a0,2>.
Então,
m(s(a)) =m(`(a1)<a0,1> ⊗ `(a1)<a0,2>) = `(a1)<a0,1>`(a1)<a0,2> = a0ε(a1) = a.
Assim, s é uma cisão da multiplicação m ∶ A ⊗A → A. Precisamos de uma cisão da
restrição de m ao domínio B⊗A. Denotando esta restrição por mB, temos que mB =m○i,
onde i ∶ B ⊗A→ A⊗A é a inclusão.
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Temos ainda que s é B-linear à esquerda. De fato, sejam b ∈ B = AcoH e a ∈ A, então,
usando o fato de que `(h) ∈MA(A⊗A) para todo h ∈H, temos:
s(ba) = (ba)0 ⋅ `((ba)1)= (ba0) ⋅ `(1.a1)= (ba0) ⋅ `(a1)= b(a0 ⋅ `(a1))= bs(a)
Pelo item ii) da Deﬁnição 3.2.8, temos:
a0 ⋅ G(Id ⊗ `)∆(a1) = a0 ⋅ G(a1 ⊗ `(a2))= a2S−1(a1)⊗ a0 ⋅ `(a3)= (a1)1H ⊗ a0 ⋅ `(a2)= 1H ⊗ (a1)a0 ⋅ `(a2)⋆= 1H ⊗ a0 ⋅ `(a1)= 1H ⊗ `(a1)<a0,1> ⊗ `(a1)<a0,2>
Por outro lado,
a0 ⋅ (λ⊗ Id )`(a1) = (λ⊗ Id )(a0 ⋅ `(a1))= (λ⊗ Id )(`(a1)<a0,1> ⊗ `(a1)<a0,2>)= λ(`(a1)<a0,1>)⊗ `(a1)<a0,2>
⋆ ε(a1)a0 = ε(S−1(a1))a0 = ε(a−1)a0 = a, onde λ(a) = a−1 ⊗ a0.
Portanto, ((1H ⊗ Id ⊗ Id ) ○ s)(a) = ((λ⊗ Id ) ○ s)(a).
Observe agora que A tem a mesma subálgebra de coinvariantes com relação à ρ e à λ
e, portanto, B = AcoH é o equalizador de λ e 1H ⊗ Id , (veja Deﬁnição A.22 e Observação
A.23).
B 
 // A
λ //
1H⊗Id // H ⊗A
Assim, desde que A é k-plano, temos que B⊗A é o equalizador de λ⊗Id e 1H⊗Id ⊗Id ,
veja a Observação B.9. Logo, existe s ∶ A → B ⊗A tal que i ○ s = s. Temos que mB ○ s =(m○i)○s =m○(i○s) =m○s = IdA, e, portanto, s é uma cisão da multiplicação B⊗A→ A.
B ⊗A
↺
  i // A⊗A λ⊗Id //
1H⊗Id⊗Id // H ⊗A⊗A
A
s
66∃! s OO
Como s(A) ⊂ B⊗A, podemos mostrar que s é H-colinear à direita: Seja a ∈ A, então,
56
(ρ ○ s)(a) = ρ(s(a))= ρ(a0 ⋅ `(a1))= ρ(`(a1)<a0,1> ⊗ `(a1)<a0,2>)= `(a1)<a0,1>0 ⊗ `(a1)<a0,2>0 ⊗ `(a1)<a0,1>1 `(a1)<a0,2>1= `(a1)<a0,1> ⊗ `(a1)<a0,2>0 ⊗ 1.`(a1)<a0,2>1= `(a1)<a0,1> ⊗ `(a1)<a0,2>0 ⊗ `(a1)<a0,2>1(3.4)= `(a11)<a0,1> ⊗ `(a11)<a0,2> ⊗ a12= `(a01)<a00,1> ⊗ `(a01)<a00,2> ⊗ a1= a00 ⋅ `(a01)⊗ a1= s(a0)⊗ a1= (s⊗ Id )(ρ(a))= ((s⊗ Id ) ○ ρ)(a)
Portanto, A é H-equivariante projetiva.
Seja piB ∶ A⊗A→ A⊗B A a sobrejeção canônica. Deﬁnimos: θ ∶ A⊗H → A⊗B A por
θ(a⊗ h) = piB(a ⋅ `(h)) = `(h)<a,1> ⊗B `(h)<a,2>.
Então, θ é inversa da aplicação canônica can, isto é, A é H-Galois. De fato,
(can ○ θ)(a⊗ h) = can(`(h)<a,1> ⊗B `(h)<a,2>)= `(h)<a,1>`(h)<a,2>0 ⊗ `(h)<a,2>1(3.8)= a⊗ h.
Por outro lado,
(θ ○ can)(a⊗B b) = θ(ab0 ⊗ b1) = a`(b1)<b0,1> ⊗B `(b1)<b0,2>= a⊗B `(b1)<b0,1>`(b1)<b0,2> (3.8)= a⊗B b0ε(b1)= a⊗B b.
Portanto, A é principal. ◇
3.3 Conexões fortes e subálgebras unitárias
Em [HKMZ], os autores mostram que a propriedade de conexão forte de uma H-comódulo
álgebra unitária fornece esta mesma propriedade a um número ﬁnito de H-comódulo
álgebras unitárias {Ai ∣ i ∈ I} desde que, pii ∶ A → Ai sejam sobrejeções e ∩i∈I kerAi ={0}. A recíproca também é verdadeira. A ﬁm de estender este resultado para álgebras
com unidades locais, onde podemos ter inﬁnitas subálgebras, precisaremos colocar uma
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condição sobre as projeções pii:
Seja A uma álgebra com unidades locais u = {ei ∣ i ∈ I} e considere as subálgebras
Ai = eiAei. Vamos supor que cada projeção pii ∶ A → Ai dada por pii(a) = eiaei é um
morﬁsmo de álgebras, isto é, eiaeibei = eiabei para todo a, b ∈ A.
Exemplo 3.3.1 Seja A uma k-álgebra com unidades locais u = {ei ∣ i ∈ I}. Se os idem-
potentes ei são centrais, para todo i ∈ I, então, as projeções pii ∶ A→ Ai são morﬁsmos de
álgebras.
Exemplo 3.3.2 Considere a k-álgebra das matrizes triangulares superiores, com índices
em N×N, com um número ﬁnito de entradas não nulas. Então, u = {En = ∑ni=1Ei ∣ n ∈ N},
onde Ei é a matriz que tem a unidade na posição (i, i) e zero em todas as outras, é um
sistema de unidades locais idempotentes. Observe que, em geral, EnA ≠ AEn, mas, se
pin(A) = EnAEn, então, pin é um morﬁsmo de álgebras, ou seja, EnAEnBEn = EnABEn.
Para o próximo teorema, observe que, desde que cada Ai é uma álgebra unitária, Ai é
principal se, e somente se, Ai tem uma conexão forte (no sentido clássico).
Teorema 3.3.3 Seja A uma H-comódulo álgebra com unidades locais u = {ei ∣ i ∈ I}. Se
A tem uma conexão forte e as projeções pii ∶ A→ Ai dadas por pii(a) = eiaei, são morﬁsmos
de álgebras, para todo i ∈ I, então, cada Ai tem uma conexão forte.
Demonstração: Seja ` ∶H →MA(A⊗A) uma conexão forte em A e deﬁna `i ∶H → Ai⊗Ai
por `i(h) = (pii ⊗ pii)(ei ⋅ `(h)). Então, `i é uma conexão forte em Ai. De fato,
i) (Id ⊗ ρ) ○ `i(h) = (Id ⊗ ρ)(pii ⊗ pii)(ei ⋅ `(h))= (Id ⊗ ρ)(ei`(h)<ei,1>ei ⊗ ei`(h)<ei,2>ei)= ei`(h)<ei,1>ei ⊗ ei`(h)<ei,2>0 ei ⊗ `(h)<ei,2>1(3.4)= ei`(h1)<ei,1>ei ⊗ ei`(h1)<ei,2>ei ⊗ h2= (pii ⊗ pii)(`(h1)<ei,1> ⊗ `(h1)<ei,2>)⊗ h2= (pii ⊗ pii)(ei ⋅ `(h1))⊗ h2= (`i ⊗ Id )(h1 ⊗ h2)= (`i ⊗ Id ) ○∆(h);
ii) (λ⊗ Id ) ○ `i(h) = (λ⊗ Id )(pii ⊗ pii)(ei ⋅ `(h))= (λ⊗ Id )(ei`(h)<ei,1>ei ⊗ ei`(h)<ei,2>ei)= S−1(`(h)<ei,1>1 )⊗ ei`(h)<ei,1>0 ei ⊗ ei`(h)<ei,2>ei(3.6)= h1S−1(1)⊗ ei`(h2)<ei,1>ei ⊗ ei`(h2)<ei,2>ei= h1 ⊗ (pii ⊗ pii)(ei ⋅ `(h2))= (Id ⊗ `i)(h1 ⊗ h2)= (Id ⊗ `i) ○∆(h);
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iii) c̃an ○ `i(h) = c̃an(ei`(h)<ei,1>ei ⊗ ei`(h)<ei,2>ei)= ei`(h)<ei,1>ei`(h)<ei,2>0 ei ⊗ `(h)<ei,2>1= ei`(h)<ei,1>`(h)<ei,2>0 ei ⊗ `(h)<ei,2>1 , (pii é mosﬁsmo de álgebras)= ei(`(h)<ei,1>`(h)<ei,2>0 ⊗ `(h)<ei,2>1 )ei(3.8)= ei(ei ⊗ h)ei= ei ⊗ h. ◇
Enﬁm, a principalidade de A transmite esta mesma condição às suas partes Ai, em
particular, a condição de Galois em A implica na condição de Galois em Ai, para todo i:
Corolário 3.3.4 Seja A uma H-comódulo álgebra com unidades locais u = {ei ∣ i ∈ I}.
Se A é principal e as projeções pii ∶ A → Ai dadas por pii(a) = eiaei, são morﬁsmos de
álgebras, para todo i ∈ I, então, cada Ai é principal.
Demonstração: Se A é principal, então, pelo Teorema 3.2.9, A tem uma conexão forte.
Assim, pelo Teorema 3.3.3, cada Ai tem uma conexão forte. Desde que cada Ai é unitária,
temos que cada Ai é principal. ◇
Consideremos agora as inclusões αi ∶ Ai → A, ∀i ∈ I e jαi ∶ Ai → Aj, ∀i ≤ j. Então,
temos que αj ○ jαi = αi, sempre que i ≤ j e podemos estender as conexões fortes dos Ai's
para A desde que tenhamos uma certa compatibilidade:
Teorema 3.3.5 Se cada Ai tem uma conexão forte `i ∶H → Ai⊗Ai tal que (jαi⊗jαi)○`i =
`j sempre que i ≤ j, então, A tem uma conexão forte.
Demonstração: Uma conexão forte ` ∶ H → MA(A ⊗ A) para A, pode ser dada como
segue:
Para h ∈H e a ∈ A, existe i ∈ I tal que a ∈ Ai. Então, deﬁnimos:
a ⋅ `(h) = a(αi ⊗ αi)`i(h).
Esta aplicação está bem deﬁnida. De fato, se a ∈ Aj com i ≠ j, existe t ∈ I tal que i ≤ t e
j ≤ t. Então,
a(αi⊗αi)`i(h) = a(αt ○ tαi⊗αt ○ tαi)`i(h) = a(αt⊗αt)(tαi⊗ tαi)`i(h) = a(αt⊗αt)`t(h).
Analogamente,
a(αj⊗αj)`j(h) = a(αt○tαj⊗αt○tαj)`j(h) = a(αt⊗αt)(tαj⊗tαj)`j(h) = a(αt⊗αt)`t(h).
Portanto, a(αi ⊗ αi)`i(h) = a(αj ⊗ αj)`j(h).
De forma similar, para h ∈H e a′ ∈ A, existe j ∈ I tal que a′ ∈ Aj e deﬁnimos:
`(h) ⋅ a′ = (αj ⊗ αj)`j(h)a′.
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Agora, para cada h ∈ H, temos que `(h) ∈ MA(A ⊗ A). Com efeito, dados a, a′ ∈ A,
existe i ∈ I tal que a, a′ ∈ Ai, então:
a(`(h) ⋅ a′) = a((αi ⊗ αi)`i(h)a′) = (a(αi ⊗ αi)`i(h))a′ = (a ⋅ `(h))a′.
Observe que c̃an ○ (αi ⊗ αi) = c̃ani. Então, se a ∈ A, existe i ∈ I, tal que a ∈ Ai. Assim,
a ⋅ (c̃an ○ `)(h) = a ⋅ (c̃an(`(h)) = c̃an(a ⋅ `(h))= c̃an(a(αi ⊗ αi)`i(h)) = a.c̃an((αi ⊗ αi)`i(h))= a.c̃ani(`i(h)) = a.(ei ⊗ h)= a⊗ h = a ⋅ (1⊗ h)M= a ⋅ (1⊗ Id )M(h)
As demais igualdades para mostrar que ` é uma conexão forte para A seguem de
maneira similar. ◇
Finalmente, é natural perguntar se vale a recíproca do Corolário 3.3.4, ou seja, se cada
Ai ser principal implica que A é principal. Em geral, a H-equivariante projetividade dos
A′is não implica a H-equivariante projetividade de A, precisaremos novamente de uma
compatibilidade.
Seja si ∶ Ai → Bi ⊗Ai a cisão da multiplicação Bi ⊗Ai → Ai para cada i ∈ I. Suponha
que jβi ○ si = sj ○ jαi, sempre que i ≤ j, onde jβi é a inclusão Bi ⊗Ai ↪ Bj ⊗Aj. Assim,
temos que A é H-equivariante projetiva, pois, podemos estender por colimite.
A
∃! s
))
B ⊗A
Ai
ff
si //
jαi

Bi ⊗Ai
jβi

99
Aj
]]
sj
// Bj ⊗Aj
BB
Proposição 3.3.6 Se cada Ai é H-equivariante projetiva e jβi ○ si = sj ○ jαi, sempre que
i ≤ j, então, A é H-equivariante projetiva.
◇
Exemplo 3.3.7 Considere um produto cruzado A#σH. Cada subálgebra Ai#σiH é prin-
cipal, desde que as extensões Ai ⊂ Ai#σiH são H-Galois, para todo i ∈ I. Temos as
seguintes cisões da multiplicação:
si ∶ Ai#σiH → Ai ⊗Ai#σiH
a#σih → a⊗ ei#σih
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No entanto, ao considerarmos as inclusões como no teorema acima, não temos a com-
patibilidade desejada, pois, se i ≤ j e a ∈ Ai, temos,
jβi ○ si(a#h) = a⊗ ei#h
sj ○ jαi(a#h) = a⊗ ej#h
Corolário 3.3.8 Se A possui um sistema ortogonal de idempotentes que é uma k-base
para A e cada Ai é H-equivariante projetiva, então, A é H-equivariante projetiva.
Demonstração: Pela Proposição 3.3.6, basta mostrar que existem cisões si das multipli-
cações mi ∶ Bi → Ai, tais que, se i ≤ j, então, jβi ○ si = sj ○ jαi.
Seja {ul} um sistema de idempotentes ortogonais para A. Então, se i ∈ I, existem
l1, . . . , ln, com ls ≠ lt sempre que s ≠ t, tais que ei = ul1 + . . . + uln . Se a ∈ Ai, a se escreve
de maneira única como combinação k-linear de {ul1 , . . . , uln}:
a = n∑
k=1λkulk ,
onde λk ∈ k, para k = 1, . . . , n.
Deﬁnimos
si(a) = n∑
k=1λk(ulk ⊗ ulk).
Então, si(a) ∈ Bi ⊗Ai, pois, si(a) = ∑nk=1 ulk ⊗ λkulk e ulk ∈ Bi, para k = 1, . . . , n. Assim,
si é uma cisão da multiplicação mi ∶ Bi ⊗Ai → Ai. Com efeito,
(mi ○ si)(a) =mi(si(a)) =mi( n∑
k=1λk(ulk ⊗ ulk)) = n∑k=1λkulk = a.
Temos ainda que si é Bi-linear à esquerda e H-colinear à direita. De fato, se b ∈ Bi,
b = ∑nk=1 δkulk , com δk ∈ k para, k = 1, . . . , n. Daí, ba = ∑nk=1 δkλkulk e
si(ba) = n∑
k=1 δkλk(ulk ⊗ ulk).
Por outro lado,
bsi(a) = ( n∑
k=1 δkulk)( n∑k=1λk(ulk ⊗ ulk)) = n∑k=1 δkλk(ulk ⊗ ulk).
Para mostrar a H-colinearidade observe que:
(ρ ○ si)(a) = ρ( n∑
k=1λk(ulk ⊗ ulk)) = n∑k=1λk(ulk ⊗ ulk ⊗ 1), e,
61
((si ⊗ Id ) ○ ρ)(a) = (si ⊗ Id )(ρ( n∑
k=1λkulk)) = (si ⊗ Id )( n∑k=1λk(ulk ⊗ 1))= n∑
k=1λk(ulk ⊗ ulk ⊗ 1)
Agora, se i ≤ j, existe t ∈ I tal que ej = ei + et com eiet = 0. Suponhamos que
et = ∑mk=n+1 ulk , então, ej = ∑mk=1 ulk .
Se a ∈ Ai, então, a = ∑nk=1 λkulk = ∑mk=1 λkulk com λk = 0, k = n + 1, . . . ,m.
Assim,
sj(a) = m∑
k=1λk(ulk ⊗ ulk) = n∑k=1λk(ulk ⊗ ulk) = si(a).
Portanto, se i ≤ j, temos a compatibilidade jβi ○ si = sj ○ jαi, e, portanto, A é H-
equivariante projetiva. ◇
Observe que apenas a compatibilidade da cisão exigida na Proposição 3.3.6 não garante
que a principalidade das subálgebras A′is implique na principalidade de A, pois faltaria
veriﬁcar a condição de Galois. Até o presente momento não foi possível provar que se as
extensões AcoHi ⊂ Ai são H-Galois para todo i ∈ I, então, a extensão AcoH ⊂ A é também
H-Galois. Tampouco encontramos exemplos onde esta condição não se veriﬁca. Este
problema será alvo de nossos estudos em trabalhos futuros.
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A Álgebras de Hopf
Por todo este apêndice, k denotará um corpo e o produto tensorial ⊗ será sobre o corpo
k, salvo quando mencionado o contrário.
Deﬁnição A.1 Uma k-álgebra (com unidade ou unitária) é um k-espaço vetorial A
com duas aplicações k-lineares: a multiplicação m ∶ A ⊗ A → A e a unidade u ∶ k → A,
tais que os seguintes diagramas comutam:
a) associatividade b) unidade
A⊗A⊗A m⊗id //
id⊗m

A⊗A
m

A⊗A m // A
A⊗A
m

k⊗A
u⊗id 99
≃
%%
A⊗ k
≃
yy
id⊗uee
A
Observação A.2 Uma álgebra sem unidade é um k-espaço vetorial com uma multi-
plicação associativa, porém, não possui uma aplicação unidade que satisfaça a comutati-
vidade do segundo diagrama acima.
Apenas neste Apêndice, quando nos referirmos a uma k-álgebra será considerado uma
k-álgebra com unidade.
Para a multiplicação, utilizaremos a notação m(a⊗ b) = ab.
Deﬁnição A.3 Seja A uma k-álgebra. Dizemos que B ⊂ A é uma subálgebra de A se B
é um k-subespaço vetorial de A e B é uma k-álgebra com as restrições da multiplicação e
da unidade de A.
Deﬁnição A.4 Para dois k-espaços V e W a aplicação torção τ ∶ V ⊗W → W ⊗ V é
dada por τ(v ⊗w) = w ⊗ v.
Deﬁnição A.5 Dada uma k-álgebra A, chamamos de álgebra oposta de A e denotamos
por Aop a álgebra obtida usando A como espaço vetorial mas com uma nova multiplicação
dada por mop =m ○ τ . Se A possui unidade, então, Aop possui a mesma unidade de A.
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Deﬁnição A.6 Uma k-coálgebra (com co-unidade) é um k-espaço vetorial C com
duas aplicações k-lineares: a comultiplicação ∆ ∶ C → C ⊗ C e a co-unidade ε ∶ C → k,
tais que os seguintes diagramas comutam:
a) co-associatividade b) co-unidade
C
∆ //
∆

C ⊗C
∆⊗id

C ⊗C id⊗∆ // C ⊗C ⊗C
C
∆

≃
%%
≃
yy
k⊗C C ⊗ k
C ⊗C C⊗ε
99
ε⊗C
ee
Usaremos a notação ∆(c) = ∑ c1 ⊗ c2 e, caso não haja margem para dúvidas, escreve-
remos apenas ∆(c) = c1 ⊗ c2.
Proposição A.7 Sejam (A,m,u) uma k-álgebra e (C,∆, ε) uma k-coálgebra. Então
Homk(C,A) é uma k-álgebra com o produto convolução ∗ dado por (f ∗ g)(c) = m(f ⊗
g)∆(c) e unidade dada por u ○ ε.
◇
Podemos escrever o produto convolução da seguinte forma:
(f ∗ g)(c) =∑ f(c1)g(c2).
Deﬁnição A.8 Seja k um corpo.
1. Dadas duas k-álgebras (A,mA, uA) e (B,mB, uB), dizemos que a aplicação f ∶ A→
B é um morﬁsmo de álgebras se f ○mA =mB ○ (f ⊗ f) e f ○ uA = uB.
2. Dadas duas k-coálgebras (C,∆C , εC) e (D,∆D, εD), dizemos que a aplicação g ∶ C →
D é um morﬁsmo de coálgebras se (g ⊗ g) ○∆C = ∆D ○ g e εC = εD ○ g.
Deﬁnição A.9 Um k-espaço vetorial B será chamado de biálgebra se (B,m,u) for
uma k-álgebra, (B,∆, ε) for uma k-coálgebra e uma das condições (equivalentes) abaixo
for satisfeita:
1. ∆ e ε são morﬁsmos de álgebras.
2. m e u são morﬁsmos de coálgebras.
Exemplo A.10 Seja G um grupo. A álgebra de grupo kG é uma k-álgebra e também
uma k-coálgebra com ∆(g) = g ⊗ g e ε(g) = 1k, para todo g ∈ G. Além disso, ∆ e ε são
morﬁsmos de álgebras. Portanto, kG é uma biálgebra.
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Deﬁnição A.11 Seja H uma biálgebra. Uma aplicação k-linear S ∶ H → H é chamada
uma antípoda em H se S é a inversa da identidade I ∶H →H com respeito ao produto
convolução da k-álgebra Homk(H,H), ou seja, S ∗ I = I ∗ S = u ○ ε.
Em outras palavras, isto signiﬁca que,
ε(h)1H = (S ∗ I)(h) =∑S(h1)h2
ε(h)1H = (I ∗ S)(h) =∑h1S(h2),
ou ainda, ∑h1S(h2) = ε(h)1H =∑S(h1)h2. (A.1)
Deﬁnição A.12 Uma biálgebra que possui uma antípoda é chamada de álgebra de
Hopf.
Exemplo A.13 Vimos no Exemplo A.10 que kG possui uma estrutura de biálgebra. A
aplicação S ∶ kG → kG deﬁnida por S(g) = g−1, para todo g ∈ G, satisfaz a equação A.1.
Logo, kG é uma álgebra de Hopf.
Deﬁnição A.14 Seja A uma k-álgebra. Um A-módulo à esquerda M é um k-espaço
com uma aplicação k-linear ⋅ ∶ A⊗M →M tal que os seguintes diagramas comutam:
A⊗A⊗M m⊗M //
A⊗⋅

A⊗M
⋅

A⊗M ⋅ //M
k⊗M u⊗M //
≃
((
A⊗M
⋅

M
Deﬁnição A.15 Sejam M e N dois A-módulos à esquerda. Dizemos que f ∶ M → N é
um morﬁsmo de A-módulos se o seguinte diagrama comuta:
A⊗M A⊗f //
⋅M

A⊗N
⋅N

M
f
// N
Proposição A.16 Seja H uma álgebra de Hopf. Se M e N são H-módulos à esquerda,
então, o produto tensorial M⊗kN é um H-módulo à esquerda com a aplicação ⋅ dada por:
h ⋅ (m⊗ n) =∑(h1 ⋅m)⊗ (h2 ⋅ n).
◇
Deﬁnição A.17 Seja C uma k-coálgebra. Um C-comódulo à direitaM é um k-espaço
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com uma aplicação k-linear ρ ∶M →M ⊗C tal que os seguintes diagramas comutam:
M
ρ //
ρ

M ⊗C
M⊗∆

M ⊗C
ρ⊗C //M ⊗C ⊗C
M
ρ //
≃ ((
M ⊗C
M⊗ε

M ⊗ k
Usaremos a notação ρ(m) = ∑m0 ⊗m1 ∈M ⊗C, ou simplesmente ρ(m) =m0 ⊗m1.
Exemplo A.18 Qualquer k-coálgebra C é um C-comódulo à direita usando ρ = ∆.
Exemplo A.19 Se C = kG, então, M é um kG-comódulo a direita se, e somente se, M
é um espaço vetorial G-graduado, isto é, M = ⊕g∈GMg.
Proposição A.20 Seja H uma álgebra de Hopf. Se M e N são H-comódulos à direita,
então, o produto tensorial M ⊗N é um H-comódulo à direita com a aplicação ρ dada por:
ρ(m⊗ n) =∑m0 ⊗ n0 ⊗m1n1.
◇
Deﬁnição A.21 Seja M um H-comódulo à direita. Então, o conjunto M coH = {m ∈M ∣
ρ(m) =m⊗ 1} é chamado de coinvariantes de H em M .
Deﬁnição A.22 Dados dois morﬁsmos f, g ∶ B → C, o equalizador de f e g é um par
ordenado (A, e), com f ○e = g○e que é universal com esta propriedade, isto é, se q ∶X → B
satisfaz f ○ q = g ○ q, então existe um único q′ ∶X → A com e ○ q′ = q.
A
e // B
f //
g
// C
X
q′
OO
q
>>
Observação A.23 Em kM (veja B.3), o equalizador de f e g é (ker(f − g), e) onde
e ∶ ker(f − g)→ B é a inclusão. Assim, (B = AcoH ,B ↪ A) é o equalizador de ρ e Id ⊗ 1H .
B 
 // A
ρ //
Id⊗1H // A⊗H
De fato, a ∈ ker(ρ − (Id ⊗ 1H))⇔ ρ(a) − a⊗ 1H = 0⇔ ρ(a) = a⊗ 1H ⇔ a ∈ B.
Deﬁnição A.24 Dizemos que uma k-álgebra A é uma H-módulo álgebra à esquerda
se,
i) A é um H-módulo à esquerda, via h⊗ a→ h ⋅ a;
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ii) h ⋅ (ab) = ∑(h1 ⋅ a)(h2 ⋅ b);
iii) h ⋅ 1A = ε(h)1A,
para todo h ∈H,a, b ∈ A.
Observação A.25 Dizemos que H mede A se ii) e iii) da deﬁnição acima forem satis-
feitas.
Deﬁnição A.26 Uma k-álgebra A é uma H-comódulo álgebra à direita se:
i) A é um H-comódulo à direita, via ρ(a) = ∑a0 ⊗ a1;
ii) ρ(ab) = ∑a0b0 ⊗ a1b1, para todo a, b ∈ A;
iii) ρ(1A) = 1A ⊗ 1H .
B Categorias e Funtores
Deﬁnição B.1 Uma categoria C consiste nos seguintes elementos:
1) uma classe de objetos C0;
2) para cada par ordenado de objetos (X,Y ) de C0, uma classe de morﬁsmos denotada
por HomC (X,Y ) ou YCX ;
3) para cada X ∈ C0, um elemento 1X ∈ Hom(X,X);
4) para cada tripla (X,Y,Z) de C0, uma aplicação:
○ ∶ HomC (X,Y ) ×HomC (Y,Z)→ HomC (X,Z)
sujeitos aos seguintes axiomas:
a) para f ∈ HomC (X,Y ), g ∈ HomC (Y,Z) e h ∈ HomC (X,Z):
h ○ (g ○ f) = (h ○ g) ○ f
b) para cada f ∈ HomC (X,Y ):
1Y ○ f = f ○ 1X
Exemplo B.2 Os objetos na categoria Sets são os conjuntos, os morﬁsmos são funções
e a composição é a composição usual de funções.
Exemplo B.3 Seja A uma k-álgebra. A categoria AM tem como objetos os A-módulos
à esquerda e como morﬁsmos os morﬁsmos de A-módulos com a composição usual. Analo-
gamente, podemos deﬁnir a categoria dos A-módulos à direitaMA, ou ainda, a categoria
dos A-bimódulos AMA, onde os morﬁsmos são os morﬁsmos de A-bimódulos.
Exemplo B.4 Seja C uma k-coálgebra. A categoria AM tem como objetos os C-
comódulos à esquerda e como morﬁsmos os morﬁsmos de C-módulos com a composição
usual. Analogamente, podemos deﬁnir a categoria dos C-módulos à direita MC .
Deﬁnição B.5 Sejam C e D duas categorias.
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1) Um funtor covariante F ∶ C → D associa a cada objeto X ∈ C0 um objeto F(X) ∈ D0
e a cada morﬁsmo f ∶ X → Y em C um morﬁsmo F(f) ∶ F(X) → F(Y ) em D tal
que:
a) para cada X ∈ C0, F(1X) = 1F(X);
b) para cada par (f, g) ∈ HomC (X,Y ) ×HomC (Y,Z), temos F(g ○ f) = F(g) ○F(f).
2) Um funtor contravariante F ∶ C → D associa a cada objeto X ∈ C0 um objetoF(X) ∈ D0 e a cada morﬁsmo f ∶ X → Y em C um morﬁsmo F(f) ∶ F(Y ) → F(X)
em D tal que:
a) para cada X ∈ C0, F(1X) = 1F(X);
b) para cada par (f, g) ∈ HomC (X,Y ) ×HomC (Y,Z), temos F(g ○ f) = F(f) ○F(g).
Deﬁnição B.6 Sejam C e D duas categorias e F ,G ∶ C → D dois funtores covariantes.
Um morﬁsmo funtorial (ou transformação natural) ϕ ∶ F → G associa a cada objeto
X ∈ C0 um morﬁsmo ϕX ∶ F(X) → G(X) em D tal que para cada morﬁsmo f ∶ X → Y
em C , o seguinte diagrama comuta:
X
f

Y
⇒ F(X)
ϕX //
F(f)

G(X)
G(f)
F(Y ) ϕY // G(Y )
Dizemos que o morﬁsmo funtorial ϕ é um isomorﬁsmo funtorial se ϕX é um iso-
morﬁsmo para cada X ∈ C0.
Deﬁnição B.7 Um funtor covariante T ∶ kM → Ab é um funtor exato se para cada
sequencia exata de k-módulos
0 // N ′ // N // N ′′ // 0
a sequencia
0 // T (N ′) // T (N) // T (N ′′) // 0
é exata.
Deﬁnição B.8 Dizemos que um k-módulo M é k-plano se o funtor M ⊗ − é exato.
Observação B.9 Desde que o funtor M ⊗ − preserva cokernels, então, M é k-plano
sempre que uma aplicação injetiva i ∶ N ′ → N implica que a aplicação Id ⊗ i ∶M ⊗N ′ →
M⊗N também é injetiva. Assim, seM é k-plano, então, o funtorM⊗− preserva Kernels.
