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Abstract 
In Bayesian analysis of spatio-temporal data, the problem of selecting prior distribution for model parameters is of 
great demand. This paper considers two most popular approaches, empirical Bayes and reference prior, for Bayesian 
inference. We then use simulation to compare the frequentist properties of these two methods. Since, posterior 
propriety of the reference prior is only established under separable correlation models, this comparison is 
concentrated on this case.      
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1. Introduction 
     The Bayesian approach for analyzing spatio-temporal data has been seen gaining popularity, especially 
when the goal is prediction (e.g. Hooten and Wikle, 2008; Sahu et al, 2006; Banerjee et al, 2004; Wikle et 
al, 2001, 1998; Berliner et al, 1999). The main advantage of this approach is that the uncertainty of 
parameters is fully accounted for when performing prediction. In this setting, the problem of selecting 
prior distribution for model parameters is of great demand. Subjective specification of the prior 
distribution for the parameters is somewhat delicate. First, spatial and temporal parameters are in general 
difficult to interpret and consequently it is difficult to elicit their prior distributions. Second, a naive 
specification of the prior for the model parameters may give rise to improper posterior distributions 
(Berger et al, 2001). To overcome the above difficulties, we consider two Bayesian analysis approaches. 
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The first approach is "empirical Bayes analysis". In this setting, we consider proper prior distributions 
which depend on some unknown hyperparameters for spatial and temporal parameters. Then, 
hyperparameters are estimated. For this purpose, one may obtain the marginalized maximum likelihood 
(ML-II) estimates, which has to be accomplished numerically, as no explicit solution is available. 
However, there are some shortcomings with regard to maximize the marginal likelihood, which make the 
numerical identification of the maximum more difficult. To overcome the challenges related to ML-II 
method in spatio-temporal analysis, Rivaz et al. (2011) proposed a sampling-based method for estimation 
of hyperparameters. Specifically, they estimated hyperparameters based on producing some realizations 
from the prior distributions. The other approach that has seen significant development in recent years is to 
use an "objective Bayesian analysis", where by this we mean the use of default priors derived by formal 
rules that use the structure of the problem at hand but do not require subjective prior elicitation. One of 
the most popular of these methods that we will study here are the reference prior. In this paper, we use 
simulation to compare the frequentist properties of these two methods. Since, posterior propriety of the 
reference prior is only established under separable correlation models (Paulo, 2005), this comparison is 
concentrated on this case. 
The article is organized as follows. In Section 2, we introduce the Gaussian space-time model. Section 
3 illustrates empirical and reference Bayes methods. Section 4 explores a simulation experiment to assess 
the effectiveness of these two methods on parameters estimation. Concluding remarks are presented in 
Section 5. 
2. Statistical Model 
Let ܻሺȉǡȉሻ ൌ ሼܻሺݏǡ ݐሻǢ ݏ א ܦ ك ࣬ௗǡ ݐ א ܶ ك ࣬ሽ , ݀ ൒ ͳ  be a Gaussian random field with mean 
ܧሾܻሺݏǡ ݐሻሿ ൌ ݂ᇱሺݏǡ ݐሻߚ and covariance function 
ܥ݋ݒሾܻሺݏǡ ݐሻǡ ܻሺݏԢǡ ݐԢሻሿ ൌ ߪଶߩሺݏ െ ݏԢǡ ݐ െ ݐԢǢ ߠሻǢ ݏǡ ݏᇱ א ܦǡ ݐǡ ݐԢ א ܶ
where ݂ሺݏǡ ݐሻ ൌ ሺ ଵ݂ሺݏǡ ݐሻǡڮ ǡ ௣݂ሺݏǡ ݐሻሻԢ denotes the space-time dependent covariates, ߚ ൌ ൫ߚଵǡڮ ǡ ߚ௣൯
ᇱ
 is 
unknown regression parameters vector, ߪଶ ൌ ܸܽݎሾܻሺݏǡ ݐሻሿ  is the fixed variance of the random field, 
ߩሺݏ െ ݏᇱǡ ݐ െ ݐᇱǢ ߠሻ is the stationary space-time correlation function with parameter vector ߠ. Assuming 
that ߩሺݏ െ ݏᇱǡ ݐ െ ݐᇱǢ ߠሻ ൌ ߩௌሺݏ െ ݏᇱǢ ߠௌሻߩ்ሺݐ െ ݐᇱǢ ߠ்ሻ  where ߠௌ א ࣬௤ೄ  and ߠ் א ࣬௤೅ . For spatial and 
temporal correlation functions, we concentrate on the rich and flexible Matérn family, which involves 
smoothness parameter ߥ in addition to the range parameter ߴ, and is given as:  
ߩሺ݀Ǣ ߴǡ ߥሻ ൌ ሼʹఔିଵȞሺߥሻሽିଵሺ݀Ȁߴሻఔܭఔሺ
݀
ߴ
ሻǡ ߴ ൐ Ͳ
where ݀ is the distance between two locations or time instants. This family is strongly recommended by 
Stein (1999). In the sequel, we consider the smoothness parameter ߥ as a fixed parameter. 
Suppose that ࢅ ൌ ሺܻሺݏଵǡ ݐଵሻǡڮ ǡ ܻሺݏ௡ೄǡ ݐ௡೅ሻԢ  be a ݊ௌ்݊ -vector represents the data measured at the 
sampling locations ݏଵǡڮ ǡ ݏ௡ೄ א ܦ  and time instants ݐଵǡڮ ǡ ݐ௡೅ א ܶ .  By the stated assumptions, ܻ  has 
multivariate normal distribution 
ܻ̱ ௡ܰೄ௡೅ሺܺߚǡ ߪ
ଶȭఏሻǡ                                                                     (1) 
where ܺ ൌ ሺ݂ᇱሺݏଵǡ ݐଵሻǡڮ ǡ ݂ᇱሺݏ௡ೄǡ ݐ௡೅ሻሻԢ  is the known full rank ݊ௌ்݊ ൈ ݌  matrix, ݊ௌ்݊ ൐ ݌  and ȭఏ ൌ
ߩሺݏ െ ݏᇱǡ ݐ െ ݐᇱǢ ߠሻ with ߠ ൌ ሺߠௌǡ ߠ்ሻ. The likelihood function of the model parameters ߮ ൌ ሺߚǡ ߪଶǡ ߠሻ
based on the observed data ࢟ ൌ ሺݕሺݏଵǡ ݐଵሻǡڮ ǡ ݕሺݏ௡ೄǡ ݐ௡೅ሻሻ is given as: 
ܮሺ߮Ǣ ࢟ሻ ൌ ൬
ͳ
ʹߨߪଶ
൰
௡ೄ௡೅Ȁଶ
ȁȭఏȁିଵȀଶ  ൜െ
ͳ
ʹߪଶ
ሺ࢟ െ ܺߚሻᇱȭఏିଵሺ࢟ െ ܺߚሻൠǤ
Applying the observed data, we are intended in predicting random field ܻሺȉǡȉሻ at arbitrary location ݏ଴
and time ݐ଴ . It can be shown that the predictive distribution of ܻሺݏ଴ǡ ݐ଴ሻ  given ࢟  and ߮  is normally 
distributed as 
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ሺܻሺݏ଴ǡ ݐ଴ሻȁ࢟ǡ ߮ሻ̱ܰሺߤଵǡ ߪଶߩଵሻǡ
where 
ߤଵ ൌ ݂ᇱሺݏ଴ǡ ݐ଴ሻߚ ൅ ݎఏ
ᇱஊഇ
షభሺ࢟ି௑ఉሻǡ
ߩଵ ൌ ͳ െ ݎఏԢȭఏିଵݎఏ and ݎఏ ൌ ൫ߩሺݏ௜ െ ݏ଴ǡ ݐ௜ െ ݐ଴Ǣ ߠሻ൯Ǥ Since, in practice,  all of the model parameters are 
unknown, present study uses the Bayesian approach for space-time prediction. 
3. The Empirical and Reference Priors 
The Bayesian analysis requires prior distributions for all the unknown parameters. We assume that the 
correlation parameters are independent of each other, the vector ߠ is independent of the parameters ߚ and 
ߪଶ , and ߨሺߚǡ ߪଶሻ ן ଵ
ఙమ
Ǥ Since, the correlation parameters can be difficult to interpret, hence, eliciting 
reasonable prior distributions for them is an important issue in this context. In this setting, two approaches 
are often used. The first one is empirical Bayes, i.e. proper priors, which depend on some unknown 
hayperparameters, are used for the correlation parameters. By this way, one does not need to verify 
posterior existence. The other approach is objective Bayesian analysis that uses default priors. In this 
paper, we present the Bayesian analysis of spatio-temporal data based on these two approaches. 
3.1 Empirical Bayes Prior 
In order to assure a proper posteriors, we consider independent proper priors as ܩሺܽௌǡ ௌܾሻ, ܩሺ்ܽǡ ்ܾሻ
for ߠௌ and ߠ், respectively. So, the prior densities satisfy 
ߨሺ߮ȁߣሻ ൌ ߨሺߚǡ ߪଶǡ ߠௌǡ ߠ்ȁߣሻ ן
ߨሺߠௌȁߣௌሻߨሺߠ்ȁߣ்ሻ
ߪଶ
where ߣ ൌ ሺߣௌǡ ߣ்ሻ  is the unknown hyperparameters vector with ߣௌ ൌ ሺܽௌǡ ௌܾሻ  and ߣ் ൌ ሺ்ܽǡ ்ܾሻ . To 
estimate the hyperparameters vector, ߣ , one may use the ML-II method. However, there are some 
shortcomings with regard to maximize the marginal likelihood, which make the numerical identification 
of the maximum more difficult. To overcome the challenges related to ML-II method in spatio-temporal 
analysis, Rivaz et al. (2011) proposed a sampling-based method for estimation of hyperparameters. 
Specifically, they considered the estimates of ߠௌ  in ்݊  time and ߠ்  in ݊ௌ  sites as samples of the prior 
distributions ߨሺߠௌȁߣௌሻ and ߨሺߠ்ȁߣ்ሻ, respectively. Then estimation of hyperparameters, i.e. ߣௌ෡  and ߣ෢்
were determined using moment method. According to the estimated priors, the posterior distribution is 
given by 
ߨ൫߮หݕǡ ߣመ൯ ൌ ߨሺߚȁݕǡ ߪଶǡ ߠሻߨሺߪଶȁݕǡ ߠሻߨሺߠȁݕǡ ߣመሻ
such that ሺߚȁݕǡ ߪଶǡ ߠሻ̱ ௣ܰሺߚመǡ ߪଶ ෠ܸሻ  and ሺߪଶȁݕǡ ߠሻ̱߯ଶூே௏ሺ݊ௌ்݊ െ ݌ǡ ܵ
ଶሻ  where 
ߚመ ൌ ሺܺԢȭ஘ିଵܺሻିଵܺԢȭఏିଵݕ, ෠ܸ ൌ ሺܺԢȭఏିଵܺሻିଵ and ܵଶ ൌ
௬ᇲஊഇ
షభ௬ିఉ෡ᇱ௏෡షభఉ෡
௡ೄ௡೅ି௣
Ǥ To compute ߨሺߠȁݕǡ ߣመሻ, we note 
ߨ൫ߠหݕǡ ߣመ൯ ൌ
ߨሺߚǡ ߪଶǡ ߠȁݕሻ
ߨሺߚȁݕǡ ߪଶǡ ߠሻߨሺߪଶȁݕǡ ߠሻ
ൌ
݂ሺݕȁߚǡ ߪଶǡ ߠሻߨሺߚȁߪଶሻߨሺߪଶሻ
ߨሺߚȁݕǡ ߪଶǡ ߠሻߨሺߪଶȁݕǡ ߠሻ
ߨ൫ߠหߣመ൯
ן ݄ሺݕȁߠሻߨ൫ߠหߣመ൯
where 
݄ሺݕȁߠሻ ൌ ȁ ෠ܸ ȁ
ଵ
ଶȁȭఏȁ
ିଵଶሺܵଶሻି
௡ೄ௡೅ି௣
ଶ ǡ
and the proportionality constant is independent of ߠ. However, this expression does not define a standard 
probability distribution. In order to generate samples from the posterior distribution ߨሺߠȁݕǡ ߣመሻ, we run an 
Firoozeh Rivaz / Procedia Environmental Sciences 7 (2011) 264–268 267
MCMC algorithm. For this, we exploit the full conditional distributions as usually done in Gibbs 
sampling (Gelfand and Smith, 1990) framework. Then, to sample from the conditional distributions, we 
use random-walk Metropolis-Hastings algorithm, tuned to give a reasonable acceptance rate. 
3.2 Reference Prior 
The other prior that we can choose for ߮ is the default priors derived by formal rules that use the 
structure of the problem at hand but do not require subjective prior elicitation. One of the most popular of 
these methods is the reference prior. Paulo (2005) derived explicit expression for reference prior and 
established results on propriety of the resulting posterior distribution under some restricted assumptions. 
More precisely, he obtained the reference prior as: 
ߨோሺ߮ሻ ן గ
ೃሺఏሻ
ሺఙమሻೌ
                                                                          (2) 
with ܽ ൌ ͳ and  ߨோሺߠሻ ן ȁܫሺߠሻȁଵȀଶ, where ȁܫሺߠሻȁ is the Fisher information matrix. Also, the resulting 
posterior was shown to be proper when ݌ ൌ ͳ and the correlation structure is separable. According to 
reference prior (2), the posterior distribution is given by 
ߨሺ߮ȁݕሻ ൌ ߨሺߚȁݕǡ ߪଶǡ ߠሻߨሺߪଶȁݕǡ ߠሻߨሺߠȁݕሻ
where ߨሺߚȁݕǡ ߪଶǡ ߠሻ and ߨሺߪଶȁݕǡ ߠሻ are similar to empirical Bayes prior, but  
ߨሺߠȁݕሻ ן ܮሺߠǢ ݕሻߨሺߠሻ
where ܮሺߠǢ ݕሻ is the integrated likelihood of ߠ. To sample from the posterior distribution ߨሺߠȁݕሻ, we use 
the Metropolis-Hastings algorithm. 
4. Comparison of the Empirical Bayes and Reference Priors
In this section, we use simulation to assess the frequentist properties of Bayesian procedures based on 
reference and empirical Bayes priors. In our simulation studies, the spatial region of interest is the unit 
square ܦ ൌ ሾͲǡͳሿ ൈ ሾͲǡͳሿ with allowable spatial sampling points of 25 where they are selected regularly 
in ܦ with coordinates ݏሺ݅ǡ ݆ሻ ൌ ሺ݅ െ ͲǤͷǡ ݆ െ ͲǤͷሻȀͷ, ݅ǡ ݆ ൌ ͳǡڮ ǡͷ. Data are simulated at 25 locations on 
15 temporal instants ݐ ൌ ͳǡڮ ǡͳͷ from model (1). To check how well the Bayesian methods estimate the 
parameters, we consider different parameters values. In fact, separable Gaussian random fields based on 
model (1) are simulated with zero mean, ߪଶ ൌ ͳ and spatial and temporal correlation functions of the 
Matérn family with ߠௌǡ ߠ் א ሼͲǤͷǡͳǤͷሽ as corresponding to small and large spatial and temporal range 
parameters and ߥௌ and ߥ், the smoothness parameters belonging to ሼͲǤͷǡͳሽ. For each set of parameters we 
generated 100 Gaussian random fields and from each simulated data set we computed the posterior mean 
of ߤ , ߪଶ , ߠௌ  and ߠ்  using both empirical Bayes and reference priors. Then, for each parameter we 
computed the MSE of both Bayesian estimators.  
Tables 1 summarizes the results related to the mean squared error (MSE) of mean, variance and range 
parameters based on 1000 replications. As seen, based on the reference method, estimation of variance is 
better than empirical Bayes. But, generally both methods have similar manner in parameters estimation. 
Although, this study is too limited to establish that the reference prior and empirical Bayes method 
generally yields inferences with satisfactory frequentist performance, but on the basis that the reference 
prior is computationally more demanding, we recommend the empirical Bayes prior for analysis of 
spatio-temporal Gaussian models.  
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Table 1. Mean squared error of mean, variance and range parameters based on empirical Bayes prior 
(ߤƸா஻ǡ ߪොଶா஻ǡ ሺߠ෠ௌǡ ߠ෠்ሻா஻) and reference prior (ߤƸோǡ ߪොଶோǡ ሺߠ෠ௌǡ ߠ෠்ሻோ)
   ሺߠௌǡ ߠ்ሻ
(ߥௌǡ ߥ்)  (0.5,0.5) (0.5,1.5) (1.5,0.5) (1.5,1.5) 
(0.5,0.5) 
ߤƸா஻ 0.0014 0.0010 0.0008 0.0013 
ߤƸோ 0.0012 0.0015 0.0012 0.0011 
(1,1) 
ߤƸா஻ 0.0018 0.0015 0.0010 0.0017 
ߤƸோ 0.0011 0.0013 0.0016 0.0014 
(0.5,0.5) 
ߪොଶா஻ 0.060 0.074 0.071 0.082 
ߪොଶோ 0.049 0.048 0.063 0.66 
(1,1) 
ߪොଶா஻ 0.066 0.069 0.081 0.077 
ߪොଶோ 0.059 0.064 0.070 0.081 
(0.5,0.5) 
ሺߠ෠ௌǡ ߠ෠்ሻா஻ 0.053 0.059 0.061 0.057 
ሺߠ෠ௌǡ ߠ෠்ሻோ 0.049 0.054 0.063 0.060 
(1,1) 
ሺߠ෠ௌǡ ߠ෠்ሻா஻ 0.058 0.050 0.56 0.063 
ሺߠ෠ௌǡ ߠ෠்ሻோ 0.066  0.061 0.055 0.060 
5. Concluding Remarks
In this study, we have proposed two Bayesian procedures for analysis a Gaussian spatio-temporal 
model. In the simulation study, the performance of two approaches, empirical Bayes and reference prior 
methods, has been investigated on parameters estimation. It has been found that the empirical Bayes prior 
has approximately similar frequentist properties to reference prior. Although, this empirical Bayes 
method could not serve as a general methodology for hyperparameters estimation (Rivaz et al. 2011), 
However, in compare to reference priord in spatio-temporal setting, its determination is more simple. 
Moreover, it is a source of debate as whether to extend the reference prior method to more general 
settings such as nonseparable models. So, on the basis that the reference prior is computationally more 
demanding, we recommend the empirical Bayes prior for analysis of spatio-temporal Gaussian models.  
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