Abstract. We study the local regularity and multifractal nature of the sample paths of a class of jump diffusion processes, which are solutions to the stochastic differential equation
Introduction
Multifractal properties are now identified as important features of sample paths of stochastic processes. The variation of the regularity of random measures and processes has been observed considerably since mid-70's, e.g. fast and slow points of Brownian motion [28, 29] , fast points of fractional Brownian motion [25] , multiplicative cascades [24] , Lévy processes [22, 13, 2] and Lévy processes in multifractal time [5] , among many other examples. Multifractal analysis turns out to be a relevant approach to provide organized information about the distribution of singularities and to describe the roughness of the object under consideration.
The regularity exponent we consider is the pointwise Hölder exponent. Let us recall some relevant definitions in this context.
loc (R) , x 0 ∈ R, h ∈ R + . The function f belongs to C h (x 0 ) if there exist two positive constants C, M > 0, a polynomial P with degree less than h, such that when |x − x 0 | < M , |f (x) − P (x − x 0 )| ≤ C|x − x 0 | h .
We also define, for any open set A ⊂ R + , the local spectrum of f on A as
The aforementioned stochastic processes have homogeneous multifractal spectra, meaning that there is no dependency on the region where the spectra are computed: D f (R + , h) = D f (A, h), for all open sets A ∈ R + . However, many types of real signals have multifractal characteristics that change as time passes : financial, geographical and meteorologic data provide such examples. Recently, Barral, Fournier, Jaffard and Seuret [4] showed that natural theoretical objects also share this feature. This is also the case for the class of jump diffusions that we will consider in this paper.
We also focus in the pointwise multifractal spectrum at a given point.
Definition 3. Let f ∈ L ∞ loc (R), t 0 ∈ R + , and let I n (t 0 ) = [t 0 − 1/n, t 0 + 1/n] for every n ≥ 1. The pointwise multifractal spectrum of f at t 0 is the mapping defined by
The local spectrum D f (A, h) on any open set A can be completely recovered from the pointwise spectrum D f (t 0 , h), for t 0 ∈ A, as stated by next Proposition. Hence the pointwise multifractal spectrum results are finer than the multifractal spectrum results on an interval.
Proposition 4 (Proposition 2, [3]). Let f ∈ L ∞ loc (R). Then for any open interval I = (a, b) ⊂ R + , for any h ≥ 0, we have D f (I, h) = sup t∈I D f (t, h). Consequently, the mapping t → D f (t, h) is upper semi-continuous.
The multifractal analysis of a Lévy process was performed by Jaffard [22] .
Theorem 5 ([22]
). Let (L t ) t≥0 be a Lévy process of index β ∈ (0, 2), with a non-zero Brownian component. Almost surely, at every t > 0, the sample path of L has the (deterministic) pointwise spectrum
In particular, Lévy processes are homogeneously multifractal. Examples of stochastic process with varying pointwise spectrum were given in [4, 14, 20] . Here we deal with a general class of Markov processes, M, defined below by Equation (2) , called the jump diffusions. This large class of processes, which are both semimartingales and Markov processes, was studied by Ç inlar and Jacod [11] , and includes the symmetric stable-like processes (constructed by Bass [7] , see also Negoro [27] ). With well-chosen coefficients, they can be viewed as solutions to SDE driven by stable processes which attracted much interest in the last decade [8, 19, 26, 18] . Furthermore, they are useful in the modeling of option pricing [12] , population evolution [19] and other physical phenomena. We investigate their multifractal nature and determine their pointwise multifractal spectra, by using a localized Diophantine approximation theorem [6] .
We work in the probability space (Ω, F, (F t ) t≥0 , P) satisfying the usual conditions. The process M is defined as the solution to the one-dimensional stochastic differential equation with jump: • B is a (F t ) t≥0 -standard Brownian motion,
• N is a compensated Poisson random measure of intensity dt ⊗ π(dz), with π(dz) = 1 C(0,1) (z)dz/z 2 . The condition we impose on the function G is that it belongs to the following class of admissible functions. (1) Symmetry : ∀ (x, y) ∈ R 2 , ∀z ∈ C(0, 1),
log |G(x, z)| log |z| exists and denoted by 1
(4) Boundedness : Range β ⊂ (0, 2) and for all ε > 0, there exists r ε > 0 such that for every z ∈ C(0, r ε ) and every x,
The reader should keep in mind that when G ∈ G, one has intuitively
for some function β which ranges in [ε, 2 − ε] for some ε > 0. We comment these assumptions in Section 2.1. We introduce the following notation. For the rest of the paper, we set
The quantity β(t) is key: it shall be understood as the local Blumenthal-Getoor index of M at time t, and governs the local behavior of M at t.
We state now the multifractal properties of M. When the diffusion part does not vanish, the pointwise multifractal spectrum of M takes a simple form, which is the main result of this paper.
Theorem 7.
Assume that G ∈ G and σ ≡ 0. Then, with probability one, for every t ∈ R + , the pointwise multifractal spectrum of M at t is
In particular, if t is a continuous time for M, the formula reduces to
We prove this result in Section 7. The case when the diffusion part vanishes will also be entirely treated in Theorems 26 and 27 of Section 7. It is more complicated to state, since many cases must be distinguished according to various correlations between t, M t and β. The presence of the Brownian component eliminates these difficulties.
Observe that the pointwise spectrum is linear up to the exponent h = 1/2. Recalling Theorem 5, Corollary 8 implies that the multifractal spectrum of M looks like that of a Lévy process, except that the slope of the linear part of the spectrum is random and depends on the interval on which we compute the spectrum. This remarkable property reflects the fact that the "local Blumenthal-Getoor" index of a jump diffusion M depends on time.
From the pointwise spectrum of M we deduce its local spectrum.
With probability one, the local multifractal spectrum of M on I is
We can also give the statement for the local multifractal spectrum when the diffusion vanishes (this is a corollary of Theorems 26 and 27). With probability one, the local multifractal spectrum of M on I is
Both corollaries are consequences of Proposition 4. The difference between the corollaries follows from the fact that the diffusion has regularity 1/2 at every point, so the complicated part of the multifractal spectrum (h > 1/2) in Corollary 9 disappears.
Observe that we do not give the value of the spectrum on the countable set β(J) −1 . This is due to the occurrence of various delicate situations depending on the trajectory of M, which are described in Section 7.
In order to compute D M , we have to investigate the pointwise exponent of the process M at every point. To state our main result in this direction, let us introduce the Poisson point process P associated with the process M and the notion of the approximation rate by P.
The Poisson random measure N can be derived from a Lévy process L with characteristic triplet (0, 0, π(dz)), meaning that there are no Brownian component and no drift. For all s, t ∈ R + and every Borel set A ∈ B(C(0, 1)), denote N ([s, t], A) = ♯{u ∈ [s, t] : ∆L u ∈ A}. Then, almost surely, N is a Poisson random measure with intensity dt ⊗ π(dz). Let
) of M in the interval I when σ ≡ 0 (left) and σ ≡ 0 (right). The right figure is a representation, since there is a countable number of small affine parts. When σ ≡ 0, the diffusion "hides" the complicated right part of D M (I, .).
denote the sequence of jump times and jump sizes of L. Then almost surely,
We can assume that (|Z n |) n∈N forms a decreasing sequence by rearrangement. Let J := {t ∈ R + : ∆M t = 0} be the set of locations of the jumps, where ∆M t := M t − M t− . Using the property of Poisson integral, J = {T n : n ∈ N} and for every n ∈ N,
See for instance Section 2.3 of [1] for details. The approximation rate δ t by P describes how close to the jump points T n a point t is. Intuitively, the larger δ t is, the closer to large jumps t is.
Definition 10. The approximation rate of t ∈ R + by P is defined by
This random approximation rate plays a key role when investigating the pointwise regularity of M, as stated by the following result.
Theorem 11. Let G ∈ G be an admissible function.
(1) Assume that σ ≡ 0. Then almost surely
(2) Assume that σ ≡ 0 and that the following assumption (H) holds:
This theorem is proved in Section 5 and 6.
Observe that the terms in the right hand side of (2) yield a semimartingale decomposition of the process M, see [9] . To simplify notations, we write
where:
Let us make additional remarks on our main results:
• The drift part of a jump diffusion is not as simple as that of a Lévy process, which is linear hence belongs to C ∞ (R). The regularity of the drift depends on that of M which varies along time. However, this has no consequence on the statement of Theorem 11 because we are able to prove that the drift is always more regular than M (see Section 5).
• The sum of the diffusion X t and the jump term Z t has, almost surely, everywhere a pointwise exponent less than 1/2. Indeed, X has an exponent everywhere equal to 1/2 (see Proposition 15) . When the pointwise exponent of Z t is not equal to 1/2, we use the fact H X +Z (t) ≥ H X (t) ∧ H Z (t) with equality if H X (t) = H Z (t). When H X (t) = H Z (t), equality is not true in general. But it does hold in our context, because the irregularity generated by jump discontinuities cannot be compensated by a continuous term (see Section 6 for details).
• One key argument in our proof consists in constructing simultaneously with M a family of martingales (P j · ) j≥1 , whose local index does not vary much, such that Z = j P j plus a process with only large jumps whose regularity controlled. The increments of the P j are easier to control, and using this decomposition we are able to estimate the values of the increments of M on all dyadic intervals, see Proposition 21. This paper is organized as follows. In next Section, first properties of the process M are given. In Section 3, we determine the pointwise exponent of the diffusion term. In Section 4, we deal with the pointwise regularity of the jump term. We prove Theorem 11 in Sections 6-7 and we compute the local spectrum of M in different situations (Theorems 7, 26 and 27 in Section 7. We show the existence of tangent processes of the process M in some special cases in Section 8. Appendices 1 and 2 contain auxiliary results.
We mention some possible extensions. It would be important to relax the assumptions on G (for instance, the symmetry assumption in G can certainly be dropped). It would also be interesting to determine the regularity of the drift term associated to M, even in the case where b is C ∞ . More generally, the present article opens the way to a systematic multifractal study of other classes of Markov processes. Other dimensional properties of stochastic processes, such as dimensions of the image, of the graph of M, are important mathematical properties with application in physics for modeling purposes, and will be investigated in a future paper.
Properties of M
We comment the assumptions on M, then show the existence of a unique pathwise solution to (2) , and that the jump part of the process is a L 2 -martingale. We also compute its generator.
2.1. Comments. Let us comment the assumptions made on the parameters of the problem, especially on the set G given by Definition 6.
The symmetry (part 1.) facilitates some computations and statement of the results. Looked at from a generator point of view (see Proposition 14 and the discussion below it), Part 2. is a natural extension of the assumption that M is a stable-like process. Parts 3. and 4. in Definition 6 ensure the existence of M, and enable us to perform multifractal analysis.
It is worth mentioning that the intensity measure can be any stable Lévy measure, i.e. |z| −1−α dz with α ∈ (0, 2) (in this case, the definition of the set G must be adapted). With a suitable change of measure for the Poisson integral, it suffices to consider our specific Lévy measure π(dz).
Basic properties. Proposition 12. The SDE (2) has a unique pathwise solution.
By the classical Picard iteration procedure (see e.g. [1] Theorem 6.2.3), it is enough to check that there are K 0 , K 1 < +∞ such that:
(ii) Lipschitz condition :
We check both conditions for every G ∈ G in Appendix 1.
Proposition 13. The jump term Z is a martingale and there is a strictly positive sequence (α n ) n≥1 with α n → n→+∞ 0 such that a.s.,
where the convergence is uniform on
Proof. By a classical argument using uniform convergence on every compact set in probability of a sequence of L 2 -martingale, it is enough to show the following (see e.g. Theorem 4.2.3 of Applebaum [1] )
Observe that the fourth property of the functions in G gives that, for any small ε 0 > 0, there
Using (4) and the uniform boundedness of G, one obtains that for all t > 0,
Proposition 14. The generator of the process M is
Proof. Let us denote by t → X t the quadratic variation process of X. We compute the generator through Itô's formula (for semimartingales). For every twice continuously differentiable function f with compact support,
2.3.
Relation with stable-like processes. We clarify the relation between our processes in the case σ = b ≡ 0 and the symmetric stable-like processes. The infinitesimal generator governs the short time behavior of the semi-group of a Markov process, hence characterizes the Markov process under consideration. A famous class of Markov processes consists of symmetric α-stable processes, whose generator is
with α ∈ (0, 2) and this measure controls the density of the jumps. Note that we integrate on [−1, 1] instead of on R, because the number of large jumps, which is a.s. finite, does not influence the sample path properties outside these points and we do not want to worry about the integrability of the process. One natural way to enrich the family of the α-stable processes consists in adding a dependency of the jump measure on the location. Let
Assume that Range β ⊂ (0, 2). The corresponding processes were first constructed by Bass [7] by solving a martingale problem, and was called stable-like processes. There exist other constructions by using pseudo-differential operator or Hille-Yosida-Ray theorem, see [9] and references therein. Let u = sign(z)|z| 1/ β(x) . This change of variable yields
The class of jump-diffusions M has a jump generator behaving asymptotically like L β(·) . In particular, take a Lipschitz continuous function β and
satisfying Range β ⊂ (0, 2). Then G ∈ G and we recover L β(·) .
Pointwise regularity of the diffusion term
Proposition 15. With probability one, for every
. By Dambis-Dubins-Swartz theorem, X (which is a local martingale) can be written as a Brownian motion subordinated in time where the subordinated process is a bi-Lipschitz continuous function. The Hölder regularity of Brownian motion can thus be inherited by the martingale in question. This is somewhat classical, we will include a complete proof in Appendix 2.
Remark 16. The condition that σ stays away from 0 cannot be dropped. Indeed, when σ(M t ) = 0, the process X may gain more regularity at t and the computation of H M (t) involves the regularity of σ(M · ) at time t.
Pointwise regularity of the jump term
In the rest of the paper, we restrict our study to the time interval [0, 1], the extension to R + is straightforward.
Following Jaffard [22] , we introduce a family of limsup sets on which we can control the growth of the jump part Z. For every δ ≥ 1, let
where P = (T n , Z n ) n≥1 is the point process (3) generating the Poisson measure N in (2). We first prove a covering property for the system P.
Proposition 17. With probability one,
Proof. The Poisson random measure N has intensity ds π(dz) where π(dz) = dz/z 2 . Using Shepp's theorem [32] (and a reformulated version by Bertoin [10] ), it suffices to prove that
But π((u, 1)) = u −1 − 1, so that S = 1 0 e 2(t−1−log t) dt = +∞. It is clear from Proposition 17 that a.s., the approximation rate δ t by the system of points P (see Definition 10) is well-defined, always greater than 1, and random because it depends on (T n , Z n ) n≥1 . Another consequence of this proposition is that the set of jumps is dense in [0, 1]. These considerations lead to the the upper bound for the pointwise exponent of the jump term.
Proposition 18. With probability one, ∀t ∈
This proposition is based on two lemmas. The first is observed by Jaffard [21] which sheds light on the importance of the jump times.
Lemma 19. Let f : R → R be a càdlàg function discontinuous on a dense set of points , and let t ∈ R. Let (t n ) n≥1 be a real sequence converging to t such that, at each t n , |f
The second lemma establishes a first link between the pointwise regularity and the approximation rate.
Lemma 20. For all δ ≥ 1, almost surely
Proof. Recall that almost surely the set of jumps J is
Necessarily, t is a continuous time of M and there is an infinite number of n such that
Applying Lemma 19 to the process Z · and the jumps satisfying (6), one has
where we used (6) for the second inequality, the Lipschitz condition of G for the last inequality and the continuity of M at time t for the last equality. For all t ∈ J, H Z (t) = 0, which completes the proof.
Proof of Proposition 18 :
It follows from Lemma 20 that a.s., for all rational number δ ≥ 1, (5) holds. Using the monotonicity of δ → A δ and the density of rational numbers in [0, 1], we deduce that (5) holds for all δ ≥ 1, a.s.. If δ t < +∞, then t ∈ A δt−ε , for every ε > 0. Hence, H Z (t) ≤ 1 β(t)(δt−ε) as a consequence of Lemma 20. Letting ε tend to 0, we obtain the result. If δ t = +∞, then t ∈ δ≥1 A δ , meaning that t ∈ B(T n , |Z n | δ ) for infinitely many integers n, for all δ ≥ 1. We deduce by Lemma 20 that H Z (t) ≤ 1 β(t)δ , for all δ ≥ 1, thus H Z (t) = 0, which completes the proof.
Recall that we want to prove that the upper bound that we obtain in Proposition 18 is in fact optimal. Let us first make a useful remark which determines the configuration of the jumps around a point t. Let t / ∈ A δ ∪ J. Then there exists a random integer n 0 , such that
Let s > t sufficiently close to t such that [t, s] does not contain those T n which violate (7). It is possible because the cardinality of such T n is finite. For each s, there exists a unique integer m (which depends on s) such that
This means that in an interval of length 2 −m with one extreme point in the complementary of A δ ∪ J, there is no jump whose corresponding Poisson jump size is larger than 2 −m/δ . Therefore, to consider the increment of our process near such time t, we can split the increment of the compensated Poisson integral Z t − Z s into two parts:
The last remark motivates Proposition 21. Before stating it, we define the random quantities 
Proposition 21. For every δ > 1, ε > 0, and every large integer m,
Balança [2] proved a similar result for Lévy processes. Here, the idea is to exploit the martingale nature of our process and some "freezing" procedure for the local upper index process t → β(t). Intuitively, in the neighborhood of a continuity point t, since β(t) is also continuous at t, one may say that our process behaves locally like a Lévy process with Blumenthal-Getoor's index β(t). A good way to make explicit this intuition is to cut the index process in the spirit of Lebesgue integral. Roughly speaking, we decompose the first term of (8) as a sum of m processes P j , whose local index takes value in [2j/m, 2(j + 1)/m). When m becomes large, the local behavior of these processes is comparable with that of some Lévy process, in probability.
Proposition 21 brings information about the uniform increment estimate of Z. In contrast with the Lévy case, it is remarkable that the exponent depends on two parameters: the approximation rate δ t and β(t), both random and correlated with M. This observation complicates in the proof.
The proof is decomposed into several lemmas. The following lemma gives an increment estimate in the first dyadic interval with "frozen" index. 
Proof. Let
For every t ≤ 2 −m , one has
where we used the property of class G for the first inequality. Hence,
Hence, (t → P j t ) t≤2 −m is a martingale by Proposition 13. One deduces by convexity and Jensen's inequality that t → e P j t and t → e −P j t are positive submartingales. By Doob's maximal inequality for positive martingales,
We now compute E[e . If these expectations are finite and independent of the value of m, then the proof is done. We only study the positive submartingales e P j t (e −P j t can be studied similarly). By Itô's Formula for compensated Poisson integral,
Note that for all s ∈ [0, 1], using the property of G ∈ G,
where we used the definition of the class G. We deduce that
By Gronwall's inequality applied to s → E[e P j s ], one concludes that
Now we can consider the whole jump process.
Lemma 23. Let ε > 0 be small. For m large, for every integer i ∈ {0, · · · , 2 m − 1}, one has
Proof. It suffices to show this inequality for the first dyadic interval, namely i = 0. For every j, let us introduce the event
We have
Under the event sup s≤2 −m β(s−) < 2j m , the compensated Poisson integral in A j is zero, thus the first event is a null set. One has
Using Lemma 22, one concludes that
In order to get the increment estimate with "moving" index, we note that
One deduces that
which completes the proof of Lemma 23.
We prove Proposition 21, using a classical discretization procedure.
Proof of Proposition 21 :
We discretize the first term of (8) in the time domain. Let s, t ∈ [0, 1] such that |s−t| ≤ 2 −m . There exists i ∈ {0, · · · , 
Proof of Theorem 11 (ii) jumps without diffusion
Recall that we assume that (H) holds, and in this case, one has
Case (a) of (H) : b ∈ C ∞ (R) and Range β ⊂ [1, 2). Under the conditions on b, the drift term Y does not influence the pointwise regularity of M. This follows from the next Lemma.
It is a simple exercise to check the lemma. Hence, for every t, one has H Y (t) ≥ H b(M·) (t)+1 ≥ H M (t) + 1, which yields H M (t) = H Z (t). Therefore, it is enough to prove that a.s. for every
The upper bound is obtained by Proposition 18, so it remains us to get the lower bound, which will be deduced from the following property:
Indeed, assume that (10) holds true. This implies that, almost surely, for all rational pair ε > 0 and δ > 1, one has H Z (t) ≥ 1 δ(β(t)+ε) for all points t / ∈ J ∪ A δ . The monotonicity of the mapping δ → A δ yields that if δ ′ > δ, (t / ∈ A δ ) ⇒ (t / ∈ A δ ′ ). One deduces that almost surely, for every δ > 1 real, for every rationals δ ′ > δ and ε > 0, if t / ∈ J ∪ A δ , the exponent H Z (t) satisfies
. Using the density of the rational numbers in R and taking ε arbitrarily small in Q yields that almost surely,
.
We deduce the lower bound for H Z (t). Let ε ′ > 0. If t / ∈ J and δ t < +∞, one has t / ∈ A δt+ε ′ by the definition of the approximation rate δ t . hence H Z (t) ≥ 1 (δt+ε ′ )β(t) . If t / ∈ J but δ t = +∞, then 1 (δt+ε ′ )β(t) = 0, the desired inequality is trivial. Letting ε ′ → 0 yields that a.s., ∀ t / ∈ J,
. Now we prove (10) . Applying Proposition 21 and Borel-Cantelli lemma, on sees that ∀ ε > 0, ∀ δ > 1, almost surely, ∃ m(ω), ∀ m ≥ m(ω), (11) sup
For every t / ∈ J ∪ A δ , pick a point s close to t such that |s − t| < 2 −m(ω) . Hence
for some unique m ≥ m(ω), and
where we used (11) . Therefore, by (12), one has
where we used the continuity of β := β • M at t (because β is Lipschitz and M is continuous at t) and the fact that β m s,t ≤ β(t) + ε for large m. Recalling (8) , in the interval [s, t] with t / ∈ J ∪ A δ and |s − t| ∼ 2 −m , there is no time whose corresponding jump size is larger than 2 −m/δ . Hence,
By the fact that G ∈ G, for every ε > 0, there exists z(ε) > 0, such that for all z ∈ C(0, z(ε)) and x ∈ [0, 1], one has |G(x, z)| ≤ |z| (15) and (16) 
by the uniform boundedness of G. Combining the estimates (13)- (16),
for s sufficiently close to t, where we used the fact that 1 > If t is such that β(t) ≥ 1, we follow the exact same lines of Case (a) to obtain the exponent.
If t is such that β(t) < 1, by continuity, for every u ∈ [t − ε, t + ε] with ε sufficiently small, β(u) < 1. Then we write
Using that β(t) < 1, one easily checks that both integrals in the last line are well defined for every u ∈ [t − ε, t + ε]. Under the conditions we impose on b andb, it follows that h Y (t) ≥ H M (t) + 1, always due to Lemma 24. Therefore, H M (t) = H Z (t).
Notice that the upper bound for H Z (t) is also an upper bound for H Z (t) since Lemma 19 depends only on the system of Poisson points P. We only need to obtain the lower bound for H Z (t). By the same arguments as those developed in case (a), it suffices to prove (10) for Z.
But for s close to t, if m is the integer given by (12) (since s ∈ [t − ε, t + ε] for m large), one has
We estimate I 1 by (13). For I 2 , we apply (12) to get
which yields (10) . From this we deduce the desired lower bound.
Proof of Theorem 11 (i) jump with a non-zero diffusion
Along the proof, whenever β(t) < 1, we focus on a small interval [t − ε, t + ε] and study Y and Z, as we did in the previous section.
Recall that we want to show that almost surely,
It is enough to show that ∀ δ > 1, ∀ ε > 0, almost surely,
Indeed, assume that (18) holds true. Then, for every ε > 0, almost surely, ∀ δ > 1 rational, ∀ t / ∈ J ∪ A δ , one has
By the same argument as the one used in the proof of Theorem 11 (ii), one can remove the (rational) restriction on δ and remove ε. Hence, almost surely, ∀ δ > 1, ∀ t / ∈ J ∪ A δ , one has
Then by the definition of δ t and Proposition 18 (upper bound for the exponent of the jump part), one deduces that ∀ ε ′ > 0, almost surely one has
But almost surely, for every t, H X +Y (t) = H X +Y = 1 2 (use Proposition 15 and the facts that
Consider now a time t / ∈ J where the process is continuous. Four cases must be distinguished. -If β(t) ≥ 1 and
-If β(t) < 1 and
In all cases, if t is not a jump time,
. Finally, we prove (18) . Let δ > 1 and ε > 0, and consider t / ∈ J ∪ A δ . -If β(t) ≥ 1, we use (13)- (16) to get, for s sufficiently close to t,
-If β(t) < 1, using (17) for s close to t, one gets
Computation of the pointwise multifractal spectrum
In this section, we compute the pointwise spectrum of M in all possible settings, i.e. Theorem 7 for jumps with diffusion and Theorems 26, 27 for jumps without diffusion. The main tool comes from geometric measure theory, the so-called ubiquity theorem, which consists in determining the Hausdorff dimension of some limsup sets. This theory finds its origin in Diophantine approximation and the localized version developed by Barral and Seuret [6] is very useful in studying random objects with varying spectra.
Theorem 25 ([6]). Consider a Poisson point process S with intensity
and f : I → [1, +∞) be continuous at every t ∈ I\C, for some countable set C ⊂ [0, 1]. Consider S(I, f ) = {t ∈ I : δ t ≥ f (t)} and S(I, f ) = {t ∈ I : δ t = f (t)} .
Then almost surely for every
7.1. Proof of Theorem 7: Pointwise spectrum of M when σ ≡ 0.
When the diffusion term does exist, the computation of the pointwise spectrum is easier to state. Fix one point t ∈ R+. Let
• If h > 1/2, then D M (t, h) = −∞ by item 1. of Theorem 11.
• If h < 1/2, then
Now decompose
where we used the monotonicity of the sets (
7.2. Definitions and statement of the results when σ ≡ 0. When the diffusion does not vanish, it eliminates all the problems we encounter at some specific points. To deal with all possible situations, we need to introduce some notations. For t ∈ J, we define
For all t ∈ J, we need the mapping β t+ (s) : I n t+ ∪ {t} → R defined by
The map β t+ coincides with β except at t. Similarly, we set
Throughout this section, we write t ∈ LM (F ) to mean that t is a strict local minimum for a mapping F .
Finally, we introduce two functions F cont and F jump (see Figure 2 ) which correspond to different cases of the pointwise spectra.
-For a time t where the process is continuous, we will use
otherwise.
There will be only three possible values for c (1, 0 and −∞).
-If t is a jump time for the process, we will use the function F jump
when γ 1 > γ 2 . There will be three possible values for c 2 (1, 0 and −∞) and two for c 1 (1 and h · γ 2 )). The several cases in the theorems below correspond to assigning a precise value to the discontinuous points of the pointwise spectrum, and various scenarii may occur, depending on the fact that t is or not a local minimum for the functions β t+ and β t− . The reader shall keep in mind the following heuristics:
if M is continuous at t, its pointwise spectrum looks like F cont , if t is a jump time, the pointwise spectrum looks like F jump .
Theorem 26. Assume that σ ≡ 0 and (H) holds (see Theorem 11) . Then, with probability one, (1) for every t / ∈ J, the pointwise spectrum of M at time t is given by
(2) Assume that t ∈ J and that t / ∈ LM (β t− ) ∪ LM (β t+ ). Define for t ∈ J (20) β m (t) = β(t) ∧ β(t−) and β M (t) = β(t) ∨ β(t−).
This theorem covers the most frequent cases, i.e. when t is a continuous time or t is a jump time and not a strict local minimum for β t+ and β t− .
Next theorem covers all the "annoying" cases, i.e. when t is a jump time and is a minimum for at least one of the two functions β t+ and β t− . Observe that this concerns at most a countable number of times.
Theorem 27. Assume that σ ≡ 0 and (H) holds. Almost surely:
When t is a jump time, the behaviors of M on the right hand-side and on the left handside of t may differ a lot. So the pointwise spectrum reflects the superposition of two local behaviors, which explains the formulas above. Though not easy to read, these formulas are simple consequences of these complications that may arise as very special cases.
7.3. First part of the proof of Theorems 26 and 27: the linear parts.
We start with an easy lemma.
Lemma 28. Assume that σ ≡ 0 and (H) holds. Almost surely, for Lebesgue-almost every
Proof. Using Theorem 11, one sees that for
Let κ ∈ (0, 1). We apply Theorem 25 to the Poisson system P and the mapping f (t) ≡ 1/κ: this yields directly dim H {t ∈ I : H M (t) = κ/β(t)} = κ. Still by Theorem 25, one has
Next, let us decompose the interval I as
where S n := {t ∈ I : H M (t) ≤ (1 − 1/n)/β(t)}. For every n ≥ 1, the Lebesgue measure of S n is zero since it has Hausdorff dimension strictly less than 1, by (21) . We deduce by (22) that for Lebesgue-a.e. t ∈ I, H M (t) = 1/β(t). Since this holds for any interval (a, b) ⊂ [0, 1], the conclusion follows.
We only prove the result for t ∈ J. If t is a continuous time for M, the pointwise spectrum at t is obtained directly since in this case β(t) = β(t) = β m (t) = β M (t). We treat separately three linear parts of F jump .
• If h < 1 β M (t) , there exists ε > 0 such that h < 1 β M (t)+ε . But ∀ s ∈ I n t , β(s) < β M (t) + ε/2 by the càdlàg property of the sample paths, which implies
for all s ∈ I n t with n large enough. Theorem 25 implies that
, there exists ε > 0 small enough so that h is in the interval
Let us consider separately I n t+ and I n t− . For all s ∈ I n t+ , 1
by the càdlàg property of the sample paths, for n large enough. Hence
which implies by Theorem 25 that
for large n. Using the càdlàg property of the sample paths, one concludes that
• If h > 1 βm(t) , one can choose ε > 0 small enough so that h > •
, we distinguish between two cases.
For every s ∈ I n t− , one has
Case 2 : t ∈ LM (β t+ ). In this case, either t is not a local minimum for β t+ , or β t+ is locally constant near t. If t is not a local minimum for β t+ , one can extract a monotone sequence {s k } ⊂ I n t+ tending to t such that (23) β(s k ) < β M (t).
Since β is càdlàg and the cardinality of J is at most countable, we can choose s k as continuous points for β. Let us first compute the pointwise spectrum of M on points s k and deduce the result by a regularity restriction of the pointwise spectrum. Fix k ≥ 1 and let p be large enough. For every s ∈ I p s k , one has
β(s) > 1 by (23) . Further, Theorem 25 ensures that
where we used Proposition 4. If β t+ is locally constant near t, then E M (h) ∩ I n t+ = {s ∈ I n t+ : δ s = 1 hβ(s) = 1} for n large. Applying Lemma 28, one deduces that Leb(E M (h)∩I n t+ ) = Leb(I n t+ ) where Leb denotes the Lebesgue measure, and so dim
• If h = 1 βm(t) : As before, we distinguish two cases. Case 1 : t ∈ LM (β t− ). Then ∀ s ∈ I n t− , one has
and that ∀ s ∈ I n t+ ,
for large n, which yields
Case 2 : t ∈ LM (β t− ). Then, either t is not a local minimum for β t− , or β t− is locally constant near t. If t is not a local minimum for β t− . By a similar argument as in the second case of the last situation, we can prove that d(s k , h) = hβ(s k ) where {s k } ⊂ I n t− \ J is a strictly monotone sequence tending to t satisfying β(s k ) < β m (t). Therefore,
β(s) = 1} for n large. Still by Lemma 28, one has Leb(E M (h) ∩ I n t− ) = Leb(I n t− ), which yields dim H (E M (h) ∩ I n t− ) = 1. Hence, 1 ≥ D M (t, h) ≥ lim n→+∞ dim H (E M (h) ∩ I n t− ) = 1.
Existence of tangent processes
In order to describe the local structure of stochastic processes which are often rough (not differentiable), several authors consider the tangent processes associated with them, see for instance [17] . Precisely, given a stochastic process X and t 0 a fixed time, one wonders if there exist two sequences (α n ) n≥1 , (r n ) n≥1 decreasing to zero such that the sequence of process (r n X t 0 +αnt ) t≥0 converges in law to some limit process (Y t ) t≥0 , and call it, if exists, a tangent process. One observes in Theorem 7 and Theorem 26 that the pointwise spectrum of the process M looks like (but not exactly) the spectrum of some Lévy process. Then natural questions concern the connections between the pointwise spectrum of the process at t 0 and its tangent process at this point. In the stable-like case, we show the existence of tangent processes of M, which are some stable Lévy processes. Their spectra coincide with the pointwise spectra of M at time t except for one value of h. Here, the scaling (r n , α n ) must be carefully chosen and plays an important role.
Throughout this section, the Skorohod space of càdlàg functions on [0, 1] is endowed with the uniform convergence topology. We consider the function G 0 (x, z) = sign(z)|z| 1/ β(x) with β Lipschitz continuous and Range β ⊂ (0, 2), and the pure jump diffusion Repeating the arguments of the first point yields the result.
Lemma 31. Let x 0 be fixed. For all γ > β(x 0 ), there exist strictly positive constants C γ and δ such that for all x ∈ B(x 0 , δ)
It is easy to check Lemma 31. Now we prove Proposition 29, using the self-similarity of the limit process and last two lemmas.
Proof. By the Markov property, it is enough to prove the proposition for t 0 = 0. Let us introduce 
