Abstract-The performance of the traditional 2D pattern based camera calibration is affected by sample viewpoints, positions and feature point localization. In this paper, the Locally Optimized RANSAC (Random Sample Consensus) (LO-RANSAC) is employed to remove the unreliable information automatically. To be more particular, a distance between a specific circular point and the underlying image of the absolute conic is adopted, and a local optimization is achieved when the so-far-best model in the RANSAC iterations has been reached. The experiments on artificial and real data demonstrate that the proposed method alleviates the randomness of the RANSAC solution and get more accurate and reliable calibration results than the traditional methods.
I. INTRODUCTION
Camera calibration refers to finding the parameters of the camera model. The parameters include the intrinsic matrix, which represents the perspective transformation from the scene to the image pixel in the camera coordinates system, and the extrinsic matrix, which transforms the user reference coordinates to the camera coordinates. Usually the camera lens has distortion due to machining error, especially for the wide-angle lens, which need a nonlinear distortion correction model. The performance of camera calibration has a significant influence on the accuracy of 3D reconstruction, vision inspection and robot navigation.
There are many algorithms for camera calibration, which can be classified into two categories: self-calibration and object based calibration. The self-calibration finds corresponds from several images of the static scene to recover the intrinsic and extrinsic parameters without calibration boards. This method is flexible, but the performance is not accurate [1] . Moreover, such calibration doesn't consider the lens distortion [2] , which restricts its applications. The object based camera calibration is performed by observing a 3D object with known coordinates. For example, Zhang [3] proposed a flexible 2D camera calibration, which only requires the camera to observe a planar pattern shown in a few (at least two) different orientations. This method has been widely used due to its flexibility and high accuracy. It is noted that the calibration results by Zhang [3] rely on the appropriate views of the Zhijun Fang is with the College of electrical and electrical engineering, Shanghai university of engineering and technology, Shanghai, China.
patterns, the precision of the corner detection and so on. In other words, using distinctive subsets of images yields different calibration results. To this end, Lv etc. [2] proposed to use the RANSAC (Random Sample Consensus) [4] to remove the unreliable images. Although the method can get more robust and accurate results than the convention one, the standard RANSAC has some drawbacks: 1) The RANSAC runs much longer (even by an order of magnitude) than theoretically predicted [5] ; 2) The assumption in RANSAC, i.e., a model with parameters computed from an outlier-free sample is consistent with all inliers, is not true in practice because there is noise in a real system. Accordingly, the RANSAC method always gets random inliers and leads to distinctive results. To deal with this problem, we present to employ the Locally Optimized RANSAC (LO-RANSAC) proposed in [6] . The key idea behind the solution is to select the optimal subsets of the underlying images to achieve an optimal result. The proposed approach increases the number of inliers found and returns high-quality model.
The rest of this paper is organized as follows: camera model is introduced in Section II. Section III concludes the theory of LO-RANSAC. The method using LO-RANSAC to refine the camera calibration is described in Section IV. The experiment results are shown in Section V. Section VI gives the conclusion.
II. CAMERA MODEL
Camera model includes the linear pinhole model and the nonlinear model of the lens distortion.
A. Linear Model
The camera model is normally denoted in the following equation: 
B. Nonlinear Model
The lens distortion can be divided into three classes: radial, decentering, and prism, which is totally dominated by the radial components, and especially dominated by the first term of the radial distortion [7] . In this paper, we only consider the radial distortion, because no more elaborated model can improve the accuracy significantly [8] . The model for correcting the radial distortion is given: 
III. LOCALLY OPTIMIZED RANSAC
A. Standard RANSAC In computer vision, RANSAC [2] is widely used for robust estimating a model from a data set contaminated by gross error. First a minimal subset of the data is randomly selected from the input data to estimate the model parameters. Then compute the distance between the data points and the model, the point of which the distance is less than the given threshold is considered as an inlier point. The random sampling iterates until the probability of finding a model which contains more inliers than the current model become low, i.e. the probability of missing a set of inliers of size s within k samples falls under predefined threshold thr .
It is noted that the RANSAC method assumes that the model computed from the inliers is consistent with all the inliers. This is not always true since the inlier points can be contaminated by noise. The standard RANSAC often takes more than k times iteration to find the right model [5] . Moreover, the RANSAC selects the minimal number of samples to compute the model, in which noise can have a significant influence on the computed model. This leads to the fact, i.e., the set of inliers may be smaller than the true inliers, and with a random variety. Our experiments showed that the estimated model by the standard RANSAC method always deviates from the trues with randomness.
B. LO-RANSAC
To cope this problem, the authors [6] proposed the LO-RANSAC, in which the local optimization of so-far-the-best samples is conducted to increase the number of the inliers found. The local optimization method uses an inner RANSAC with iteration, which is explained in the following two paragraph.
The process of the inner RANSAC is as follows: when the new model of the best-so-far is found in the kth step of the RANSAC, new samples are only selected from the inliers of the best model, hence the number of the samples need not be the minimal. Experiments showed that more number of the samples result in more accuracy of the estimated model [6] .
After inner RANSAC operates, to get more reliable inliers, we use an iterative scheme: take all data points within a large threshold ( n* thr ) and use least-square algorithm to compute new model parameters. Then, gradually reduce the threshold, i.e., reduce n and iterate until the threshold is small ( thr ). The idea behind the iteration is that in the leastsquare algorithm, a single far-outlying data point will cause a destruction of the estimated model parameters. In the iteration, there are no far-outlying data, as each data point has error below the threshold ( n* thr ) subject to the sampled model.
The inner RANSAC with iteration of least-square can reduce the affection of the noise in the inlier point and the randomness of the RANSAC. Then we can get a more robust and accurate model. In Zhang's 2D pattern based calibration method, the calibration results are affected by the quality of the image sets, it can be indicated in [3] that the best calibration performance seems to be achieved with an angle around 45 of the model plane to the image plane, and in practice when the angle increases, foreshortening makes the corner detection less precise. Also, the distance between the image and the model plane can influence the accuracy of the corner detection. All these can impact the quality of the sampled images. different image subsets lead to distinctive calibration results for some images become unreliable ones and as the outliers to the camera model. To remove the outliers and get optimal inliers of image sets, we use the LO-RANSAC to remove the unreliable images. As it is analyzed before, the LO-RANSAC can get more inliers than the stand RANSAC does, and it can reduce the randomness of results by the stand RANSAC. Here we try to improve the 2D pattern based calibration method by the LO-RANSAC. In practice, it is easy for us to get many images of the 2D calibration pattern. Then we can use the LO-RANSAC to get the optimal inliers of the image sets automatically, finally we can get an optimal calibration results without much randomness.
IV. CAMERA CALIBRATION WITH LO-RANSAC
In Zhang's camera calibration, two constrains are put in solving (1), i.e., 1 12
where 1 h , 2 h are the column of the homography matrix H . Hence, at least two equations from (4) are needed to compute 1 T KK  , in [9] , which is called the image of absolute conic (IAC) in [9] . Here we don't need to know the meaning behind it ,we just need to know it represent the matrix 1 T KK  . The closed form solution of (1) can be obtained after that. Finally, the closed form solution is used as the initial value to refine the whole parameters including the lens distortion by Levenberg-Marquardt algorithm. Hence the IAC is crucial for the nonlinear optimization to avoid local optimum. To remove unreliable IAC, the authors [2] defined a distance between the homography and the IAC as follows.
It is noted that h is the column of the homography and 
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V. EXPERIMENT RESULT
A. Results on Synthetic Data
If we synthesize camera parameters randomly, it will not be robust to larger noise, thus when we test the algorithm using the images within lager random noise, it often caught to get unreal solution. Here we derive the synthetic camera parameters from the reality, the calibration results in [10] . we get the parameters of following. The 20 different kinds of rotation and translation vectors are shown in Table I and Table II respectively. We set the lens distortion parameter as 0. The synthesized model plane is a chessboard pattern containing 12 × 13 = 144 corner points. The size of pattern is 30 mm × 30 mm. using these parameters, we can generate the image coordinates of the corner points in the 2D model pattern. Finally, we use the synthetic image coordinates of the corner and the known world coordinates of the corner to simulate the calibration algorithms. The image coordinates of the corner points are added with mean 0 and standard deviation Gaussian noise. First the standard deviation is varied from 0 to 1.0 pixel with the step of 0.1 pixel. The distance of the homography to the true IAC is computed, the results are shown in Fig. 1 . The noise is about 0.2 pixel in reality, so we set the thr to be 5 2 10 *  . Next, we change the standard deviation from 0 to 4 pixels with the step length of 0.2 pixel. In each noise level, the RANSAC and the LO-RANSAC are executed for 100 times. The calibration results are shown in Fig. 2 and Fig. 3 . In Fig.  2, a) v with respect to the ground truth. In each figure, the red one represents the RANSAC method; the green one represents the LO-RANSAC method. We can see that the mean error by LO-RANSAC are smaller than the one by RANSAC, especially for 0 u , 0 v . This indicates that our proposed method can get more accurate results than the RANSAC method. In Fig. 3, a), b), c), d) represent the standard deviation of the error in Fig. 2 also the red one represents RANSAC and green one represents LO-RANSAC. We can see that the standard deviation by the LO-RANSAC is smaller than the one by RANSAC, especially for the 0 u , 0 v , which shows that our method is more stable than the RANSAC. 
B. Results on Real Data
In this part, we use 20 images pattern from the online sources [10] to do the calibration. As there is no information about the true parameters, we use the mean re-projection error (error between the detected image coordinates and the re-projected image coordinates by using the parameters get by the calibration method and the known world coordinates of the pattern) to evaluate the quality of the different calibration methods. Both the RANSAC and the LO-RANSAC execute for 100 times. The mean and standard deviation of the re-projection error are shown in Table III . As we can see from the Table III, both the mean and standard deviation of the re-projection error in RANSAC are bigger than the one in LO-RANSAC. The standard deviation of the LO-RANSAC is near zero, which implies that using the LO-RANSAC can get a more accurate and robust calibration result than using the RANSAC method. 
VI. CONCLUSION
Camera calibration is a fundamental issue in computer vision, especially in visual measurement. The measurement performance is significantly dependent on calibration accuracy, which is affected by experimental conditions as well as calibration method. In this paper, the Locally Optimized RANSAC (LO-RANSAC) is adopted to remove unreliable images automatically. The LO-RNASAC determine the optimal image sets as the inlier to the camera model by define a distance between a specific circular point and the underlying image of the absolute conic, where the LO-RANSAC is achieved by execute a local optimization when the so-far-best model in the RANSAC iterations has been reached. The local optimization step can get rid of the noise which can influence the performance of the RANSAC in the sampled inliers and get optimal image sets as the inlier to the image model. Hence get the optimal calibration results automatically. Experiments on computer simulation and the real data demonstrate that our method can get more accurate and robust calibration results than the traditional one.
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