A locally conservative numerical method for solving the coupled Stokes and Darcy flows problem is formulated and analyzed. The approach employs the mixed finite element method for the Darcy region and the discontinuous Galerkin method for the Stokes region. A discrete inf-sup condition and optimal error estimates are derived.
with the reactive transport of chemical species. In the porous media region, the fluid velocity and pressure are obtained by MFE, and in the incompressible flow region, the fluid velocity and pressure are approximated by DG. An advantage of our approach is the possibility of coupling existing highly optimized MFE-based porous media simulators with the flexibility and easy implementation of DG methods for incompressible flows. The meshes at the interface between the two regions may be nonmatching. The estimates are derived for two-dimensional problems. The results are also valid in higher dimension, and depend on the existence of approximation operators (see Remark 4.4 
below).
The outline of the paper is as follows. In section 2, the model problem, notation, and scheme are presented. Section 3 contains the derivation of the discrete inf-sup condition. In section 4, approximation results and optimal a priori error estimates are proved. Some concluding remarks follow.
Model problem, notation, and scheme.
Let Ω be a domain in R d , d = 2, subdivided into two subdomains Ω 1 , Ω 2 . Let Γ 12 be the interface ∂Ω 1 ∩ ∂Ω 2 . Define Γ i = ∂Ω i \Γ 12 , i = 1, 2. Denote by n the outward normal vector to ∂Ω. Let n 12 (resp., τ 12 ) be the unit normal (resp., tangential) vector to Γ 12 outward of Ω 1 . Denote by u = (u 1 , u 2 ) the fluid velocity and by p = (p 1 , p 2 ) the fluid pressure, where u i = u| Ωi and p i = p| Ωi . The flow in the domain Ω 1 is assumed to be of Stokes type, and therefore the following equations are satisfied: In the region Ω 2 , the fluid pressure and velocity satisfy the single phase Darcy flow equations ∇ · u 2 = f 2 in Ω 2 , (2.4)
where K is a symmetric and positive definite tensor representing the permeability divided by the viscosity and satisfying, for some 0 < κ 0 ≤ κ 1 < ∞,
The physical quantities are coupled through appropriate interface conditions Note that condition (2.8) represents the mass conservation across the interface, condition (2.9) imposes balance of forces across the interface, and condition (2.10) is the Beavers-Joseph-Saffman law, where G > 0 is a friction constant that can be determined experimentally. The reader should refer to [5, 35, 24, 25] for a detailed description and motivation for the choice of these interface conditions.
For i = 1, 2, let E i h be a nondegenerate quasi-uniform subdivision of Ω i [11] 
with norms
Here, the parameter σ e ≥ 0 takes a constant value over each edge e, and |e| denotes the measure (or length) of e. Given a fixed normal vector n e on each edge e = ∂E The velocity-pressure spaces for the Darcy region are
where
The norms associated with (X 2 , M 2 ) are
(Ω), the spaces for the coupled formulation with the usual norms
In [25] , it was shown that there exists a unique weak solution (u, p) of the coupled problem (2.1)-(2.10), with
, and p ∈ M . We will assume that the solution (u, p) is regular enough, so that it is a strong solution of (2.1)-(2.10). Next, we introduce the bilinear forms a 1 :
Here, is a constant that takes the value −1 or +1, which makes the bilinear form a 1 symmetric or nonsymmetric. The bilinear forms corresponding to the Darcy region are a 2 :
Let k 1 , k 2 , and l 2 be positive integers. Let X h and M h be finite-dimensional subspaces of X and M , respectively, such that
) is the pair of discontinuous finite element spaces
The discrete spaces corresponding to the Darcy region consist of the standard mixed finite element spaces (such as RT spaces [29] , BDM spaces [9] , BDFM spaces [8] , and BDDF spaces [7] ). The mixed spaces X 2 h and M 2 h contain all polynomials of degree at least k 2 and l 2 , respectively. Note that for the Raviart-Thomas (RT) spaces, the condition l 2 = k 2 holds. We also assume that
Remark 2.1. One advantage of the DG method is that one can vary the polynomial degrees from element to element. Here we assume that k 1 is the minimum of the polynomial degrees used in the Stokes region.
Here and throughout the paper, C denotes a varying constant that is independent of the diameter of the mesh elements. We also make use of the quasi-local interpolant Π [13, 19, 12, 22] satisfying, for all
The operator Π 1 h has the optimal approximation properties
where δ(E) is a suitable macro-element containing E. Moreover, it holds that for at least one edge e of every element
We note that (2.25) holds true for all edges in the cases k = 1 and k = 2. For k = 3, we can assume, without loss of generality, that (2.25) is satisfied for all edges in Γ 12 . We will make use of the following bounds on
Proof. From Lemma 3.10 of [22] and from (2.24), we have
The bound (2.27) follows easily from the triangle inequality and (2.26) with s = 1, using that
Moreover, Π 2 h satisfies the approximation properties
It has been shown by Mathew in [28] for the Raviart-Thomas elements [29] that
a result that can be trivially extended to the other families of MFE spaces. Recall the basic trace inequalities on any mesh element E with diameter
Recall also the Korn's inequality proved in [6] 
Define the finite-dimensional space of functions on the interface Λ h = X 2 h · n 12 and let
Remark 2.3. This scheme is locally mass conservative. Indeed, if one chooses the test function in (2.39) such that q = 1 on E and q = 0 on the rest of the domain, we have
Remark 2.4. The space of weakly-continuous-normal velocities V h is introduced to facilitate the analysis of the numerical method. A direct construction of this space may, however, be difficult. An equivalent formulation to (2.38)-(2.39) is given in section 5. It is only based on the space X h and is more suitable for implementation. The space Λ h plays the role of a Lagrange multiplier or mortar space for imposing continuity of the normal velocities on Γ 12 . The choice Λ h = X 2 h · n 12 is critical for the stability and accuracy of the numerical scheme, even in the case of nonmatching grids across Γ 12 . This choice differs from the mortar space used in [2] in the case of MFE discretizations on nonmatching grids.
In the rest of the section, we show that the solution of the coupled problem satisfies the scheme up to an interface consistency error. We also prove uniqueness and existence of the discrete solution. 
Proof. Multiplying the Stokes equation (2.1) by v 1 ∈ X 1 h and integrating by parts over one element E,
Summing over all elements E,
It is easy to show that D(u 1 ) :
By regularity of the true solution, we have
Let us now consider the interface term
which, combined with
Thus,
With the interface conditions (2.9) and (2.10), we obtain
which is equivalent to
The Darcy's law (2.5) can be rewritten as K −1 u 2 = −∇p 2 . As usual, multiplication by v 2 ∈ X 2 h and integration by parts on the Darcy region yields
or equivalently,
Adding (2.42) and (2.43) yields (2.40). Clearly, (2.2) and the regularity of the solution gives
Finally, a simple integration in (2.4) yields
and adding to the previous equation gives the result.
Next, we prove a coercivity lemma that holds true under the following condition. Hypothesis A. In the definition of the bilinear form a 1 (·, ·), let us assume that either the condition (a) or (b) holds true. 
Using Korn's inequality (2.37) and the bound on K (2.7) gives
If = 1, then the result is straightforward. If = −1, we have from trace inequality (2.36)
Thus, we obtain if = −1,
with C 0 positive constant, assuming that σ e is large enough:
We are now ready to prove that the discrete scheme (2.38)-(2.39) is solvable.
Lemma 2.7. If Hypothesis A holds, then there exists a unique solution to the problem (2.38)-(2.39).
Proof. Since the problem (2.38)-(2.39) is finite dimensional, it suffices to show that the solution is unique. Set f i = 0 and choose v = U and q = P . Then a(U , U ) = 0. The inf-sup condition (3.1) proved below implies that P = 0.
A discrete inf-sup condition.
In this section, a discrete inf-sup condition is proved.
Theorem 3.1. There exists a positive constant β such that
Proof. Let q h ∈ M h be given. Then there exists [20, 21] 
which, together with the above a priori bound, implies
Next, we need to construct an operator π h :
h is the quasi-local interpolant defined in (2.21). Clearly, due to (2.27),
To define π 2 h v, consider the auxiliary problem
The problem is well posed, since
due to (2.25). Let z = ∇ϕ. We note that the piecewise smooth function π 1 h v · n 12 ∈ H θ (Γ 12 ) for any 0 < θ < 1/2. By elliptic regularity [26] ,
h is the MFE interpolant defined in (2.29) . Note that, using (2.29),
It is easy to see that π h v ∈ V h . Indeed, for every e ∈ Γ 12 h and η ∈ Λ h , using (2.30) and the fact that
It remains to show the bound in (3.2). Using (2.31), (2.32), and (3.7),
The last term can be bounded as follows. For every e ∈ Γ 12 , and edge (face) of E ∈ E 1 h , using (2.34) and (2.24),
which, combined with (3.3), implies the bound in (3.2). Now using (3.2),
which proves (3.1).
A priori error estimates.
In this section, optimal error estimates in the energy norm are obtained for the velocity field. Also, optimal error estimates in the L 2 norm of the error for the pressure are obtained. We start with an approximation result for the weakly normal-continuous velocity space V h .
Proof. We will show that the interpolant π h v constructed in Theorem 3.1 satisfies the above conditions. Indeed, (4.1) and (4.2) follow directly from the construction of π h v. To show (4.3), we first note that (2.26) implies that
For the first term on the right in (4.5), using (2.31) and (2.32),
The last term in (4.5) can be bounded as follows, using (2.33), (3.7), (3.8), and (2.24):
A combination of (4.4)-(4.7) completes the proof.
. Assume that Hypothesis A holds. Let (U , P ) be the discrete solution of (2.38)-(2.39) Then, the following estimate holds:
Proof. Letũ be the interpolant of u defined in Lemma 4.1 and letp be the interpolant of p, satisfying (2.17)-(2.20). From (2.40), (2.41), and (2.38)-(2.39), the error equation is
Note that (4.1) implies that b(U −ũ, q) = 0 for all q ∈ M h , which implies that
The first term on the right can be estimated as follows:
Using Cauchy-Schwarz inequality, and the approximation result (4.3), we have
Let L h (u) denote the standard Lagrange interpolant of degree k 1 defined in Ω 1 and let us insert it in the second integral term. Note that L h (u) satisfies the optimal error estimates
For e a segment of Γ
Expanding the first integral, we obtain from the trace inequality (2.35) and from the fact that the Lagrange interpolant satisfies (4.11)
Similarly, using the trace inequality (2.36), triangle inequality, and (4.3)
Therefore,
The third term vanishes because of the continuity of u and property (4.2) ofũ:
Using Cauchy-Schwarz inequality, the jump term is bounded by virtue of (2.24) and (2.34):
The last term is bounded as follows, from the trace inequality (2.34): Let us now estimate a 2 (u −ũ, χ), using the result (4.3),
Let us now estimate b 1 (χ, p −p). By property (2.17), (2.19) , and the trace estimate (2.34),
Now estimate b 2 (χ, p −p) using Cauchy-Schwarz inequality and approximation result (2.20)
It remains to bound the last term in (4.10). Since χ belongs to V h , we have e∈Γ12 e Equivalently,
Now, since ∇ · χ = 0 in Ω 2 , the coercivity Lemma 2.6 implies
which concludes the proof, using (4.3).
Theorem 4.3. Under the assumptions and notation of Theorem 4.2, we have
where C is a constant independent of h 1 , h 2 . Proof. The error equation (4.8) can be written as
From the discrete inf-sup condition (3.1),
For the first term on the right,
We now bound each Q i term. From Cauchy-Schwarz inequality, the terms Q 1 , Q 2 , Q 5 , and Q 6 are easily bounded
We now bound Q 3 , (2.29) . The existence of Π 1 h for k = 1 in three dimensions is given in [13] . The existence of Π 2 h in any dimension is a well-known fact [10] .
Implementation issues and conclusions.
In this paper, the convergence of a numerical scheme for solving the coupled Darcy-Stokes problem is proved. In order to parallelize the implementation of the scheme, a Lagrange multiplier λ ∈ Λ h approximating p 2 on Γ 12 can be introduced. We recall the definition of Λ h = X It can easily be shown that the two discrete formulations are equivalent. Formulation (5.1)-(5.5) is suitable for a parallel implementation. In particular, using an approach from [23] , a nonoverlapping domain decomposition algorithm can be formulated that reduces the coupled system to a symmetric and positive definite interface problem for λ. In addition to its parallel efficiency, this approach allows for existing codes solving the Stokes or the Darcy equations to be utilized.
