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Abstract
Cosmology has, after the formulation of general relativity, been transformed from a
branch of philosophy into an active field in physics. Notwithstanding the significant im-
provements in our understanding of our Universe, there are still many open questions on
both its early and late time evolution. In this thesis, we investigate a range of problems
in classical and quantum cosmology, using advanced mathematical tools, and making only
minimal assumptions. In particular, we apply Picard-Lefschetz theory, catastrophe theory,
infinite dimensional measure theory, and weak-value theory.
To study the beginning of the Universe in quantum cosmology, we apply Picard-
Lefschetz theory to the Lorentzian path integral for gravity. We analyze both the Hartle-
Hawking no-boundary proposal and Vilenkin’s tunneling proposal, and demonstrate that
the Lorentzian path integral corresponding to the mini-superspace formulation of the two
proposals is well-defined. However, when including fluctuations, we show that the path in-
tegral predicts the existence of large fluctuations. This indicates that the Universe cannot
have had a smooth beginning in Euclidean de Sitter space. In response to these conclusions,
the scientific community has made a series of adapted formulations of the no-boundary and
tunneling proposals. We show that these new proposals suffer from similar issues.
Second, we generalize the weak-value interpretation of quantum mechanics to relativis-
tic systems. We apply this formalism to a relativistic quantum particle in a constant
electric field. We analyze the evolution of the relativistic particle in both the classical and
the quantum regime and evaluate the back-reaction of the Schwinger effect on the electric
field in 1 + 1-dimensional spacetime, using analytical methods. In addition, we develop a
numerical method to evaluate both the wavefunction and the corresponding weak-values
in more general electric and magnetic fields.
We conclude the quantum part of this thesis with a chapter on Lorentzian path integrals.
We propose a new definition of the real-time path integral in terms of Brownian motion
on the Lefschetz thimble of the theory. We prove the existence of a σ-measure for the
path integral of the non-relativistic free particle, the (inverted) harmonic oscillator, and
the relativistic particle in a range of potentials. We also describe how this proposal extends
to more general path integrals.
In the classical part of this thesis, we analyze two problems in late-time cosmology.
Multi-dimensional oscillatory integrals are prevalent in physics, but notoriously difficult
to evaluate. We develop a new numerical method, based on multi-dimensional Picard-
Lefschetz theory, for the evaluation of these integrals. The virtue of this method is that
its efficiency increases when integrals become more oscillatory. The method is applied to
v
interference patterns of lensed images near caustics described by catastrophe theory. This
analysis can help us understand the lensing of astrophysical sources by plasma lenses, which
is especially relevant in light of the proposed lensing mechanism for fast radio bursts.
Finally, we analyze large-scale structure formation in terms of catastrophe theory. We
show that the geometric structure of the three-dimensional cosmic-web is determined by
both the eigenvalue and the eigenvector fields of the deformation tensor. We formulate
caustic conditions, classifying caustics using properties of these fields. When applied to
the Zel’dovich approximation of structure formation, the caustic conditions enable us to
construct a caustic skeleton of the three-dimensional cosmic-web in terms of the initial
conditions.
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Chapter 1
Introduction
I would rather discover a single fact, even a small one, than debate the great
issues at length without discovering anything at all.
Galileo Galilei
Since the dawn of human civilization, people have been wondering about the beginning
of life and the origin of the universe. Cosmology1, in the elementary sense of an interest in
the natural world and the heavenly phenomena, predates science and can be traced back
for several thousands of years, before recorded history. Every culture has its own creation
story to explain how it all began. The earliest surviving documents in ‘western civilization’
date from ancient Egypt, Mesopotamia, Greece, and Rome. Also in China, Japan, India,
Persia, and pre-Columbian America, we find a rich collection of early creation myths.
These cosmological stories often take religious forms, each with distinct explanations for
what we see around us. For a summary of ancient cosmology see [263, 226].
For a long time, cosmology remained in the realm of religion and philosophy. It is only
recently, with the development of the modern telescopes and advances in our understanding
of matter and gravity, that cosmology started to enter the realm of science and in particular
physics and astronomy. This branch of physics, known as modern cosmology or precision
cosmology, deals with the physics of our universe as a whole and attempts to describe the
origin and evolution of the cosmos. Even though the methods employed in the study of
cosmology have changed dramatically, the existential questions have largely remained the
same:
1Derived from the Greek cosmos meaning ‘order’, ‘regular behaviour’ and ‘beauty’. The idea that the
cosmos can be understood using the ratio was wildly ambitious, but now two millennia later, there is
reason for optimism as a large part of the universe seem to follow a beautiful order.
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• How did the universe originate, or has it always existed?
• What is the universe made of, i.e., what is space and time?
• What does the universe contain?
• How does the universe evolve?
• What is the fate of our universe?
• And ultimately, how did life begin?
(the curious reader may skip to section 1.3 for the current understanding). Cosmology has
during the last century – after the paradigm shift to general relativity – undergone large
developments leading to the current ΛCDM2 hot big bang model. Even though some of the
existential questions have been largely answered, others remain open. At the same time,
the mathematical techniques used in cosmology have remained limited to the analysis of
differential equations and the quantization of quantum fields on curved spacetimes. In this
thesis, we will introduce and extend the use of advanced mathematical techniques such
as Picard-Lefschetz theory, catastrophe theory and infinite dimensional measure theory to
the study of cosmology, in an attempt to shed new light on the open existential questions.
1.1 The history of cosmology
It is often claimed that modern science began with Nicolaus Copernicus’ famous De rev-
olutionibus orbium coelestium (on the revolutions of the heavenly spheres) published in
1543 [82]. In this work, he rejected the then prevalent Ptolemaic geocentric system, in
favor of a heliocentric system where the planets orbit the sun instead of the earth (see
Figure 1.1). In the following century, Johannes Kepler (1609) introduced elliptical orbits
[220] and Galileo Galilei (1610) presented supporting observations made with one of the
first telescopes [155]. Kepler did not only replace the to that point assumed circular or-
bit by an ellipse, but also described the dynamics of the orbit in terms of three laws of
planetary motion. The planets accelerate when approaching, and decelerate when moving
away from the sun. Rene´ Descartes in his Traite´ du monde et de la lumie`re (treatise on
the world and the light), written between 1629 and 1633, used Kepler’s laws to construct a
heliocentric cosmology [95]. For this model, he postulated three Cartesian laws of motion
2A ΛCDM universe is a homogeneous and isotropic Friedmann Robertson Walker Lemaˆıtre universe
consisting of baryonic and cold dark matter, together with a cosmological constant Λ or dark energy.
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(a) The Ptolemaic universe prevalent in Me-
dieval times, with the earth surrounded with
ten heavenly spheres. Illustration from Petrus
Apianus’ Cosmographicum liber (1533).
(b) The Copernican universe, with the plan-
ets orbiting the sun. Illustration from Thomas
Digges’ A Prognostication everlasting (1576).
Figure 1.1: Ptolemaic and Copernican solar system.
which all particles must obey. He adds to this the assumption that the universe does not
have empty space or voids. In Descartes’ cosmology, the universe started from chaos in
which the particles were at rest. When a single particle started to move, another par-
ticle also needed to move to take the former particle’s place. This led to a universe in
which the motion of the particles formed eddies, which grew to form the planetary orbits,
where every star is a ‘sun’ at the center of its own whirlpool (see Figure 1.2). Inspired
by Descartes’ work, Benedict de Spinoza attempted to construct a mathematical frame-
work for the evolution of the universe in which everything is completely deterministic. In
this analysis, he proposed to follow the causal chain backward to the initial cause, the
causa sui which was the starting point for our universe [93]. However, Rene´ Descartes’
cosmology was soon overturned by Isaac Newton’s derivation of the elliptical orbit. Isaac
Newton in his Philosophiae naturalis principia mathematica (1687) transformed Kepler’s
three laws of planetary dynamics into three universal laws of motion, and introduced the
3
Figure 1.2: Rene´ Descartes’ cosmological model based on whirlpools.
concept of the universal gravitational force3 [261]. The revolutionary step by Newton was
to assume that all massive bodies exert a gravitational force on each other and that that
same gravitational force governs both falling apples, the tidal forces of the oceans and
planetary orbits. This allowed Newton to develop a cosmological model which contrasted
the one by Descartes. In Newton’s universe, matter on large scale is uniformly distributed
canceling out the attractive gravitational forces. Newton’s cosmos is static, has always
existed but is unstable with respect to matter fluctuations. This model is an example
of a steady-state universe. After Newton, cosmology was discussed by many philosophers
among whom Immanuel Kant (1724 - 1804) [219]. Kant proposed a hierarchical universe in
which matter is clustered on ever-larger scales of hierarchy. The Kantian universe started
with the primeval chaos of particles at rest in an infinite void. This initial state was un-
stable, as denser particles attract more tenuous particles. In order to avoid the possibility
that all particles would form one massive object, Kant introduced an unspecified repulsive
force. The universe would form structure at ever larger scales. He speculated about the
formation of the solar system. Although some of his philosphical ideas about the order of
the universe have turned out to be incorrect, his speculations about the formation of the
Milky Way were surprisingly accurate, as he claimed that the galaxy is a disc-like structure
3See Feynman’s lost lecture: the motion of planets around the sun [168] for a contemporary geometric
derivation of Newtons result.
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consisting of stars orbiting the galactic center. He, even more remarkably, suggested that
observed nebulae are other island universes consisting of many stars like our Milky Way.
Kant also discussed the dimensionality of space and the nature of space and time.
Modern cosmology can be considered to have commenced in 1917 with Albert Einstein’s
paper Kosmologische Betrachtungen zur allgemeinen Relativita¨tstheorie (cosmological con-
siderations of the general theory of relativity) [126]. Two years earlier, Einstein replaced
Newton’s universal law of gravity with his theory of general relativity making gravity con-
sistent with his theory of special relativity (1915) [125, 124]. In general relativity, gravity is
no longer a force but rather the consequence of the curvature of spacetime. Spacetime in-
stantaneously became a dynamical entity which can be pulled and stretched by the matter
and radiation it contains. When applied to the universe as a whole, a revolutionary new
cosmological theory emerged. Einstein, as Newton had done before, proposed a steady-
state model for the universe in which the gravitational forces are balanced. This premise
required him to introduce a cosmological constant. However, the Einstein model did not
last as it is unstable with respect to small energy fluctuations. Willem de Sitter considered
an empty universe with a cosmological constant, obtaining an exponentially contracting
and expanding solution now known as de Sitter spacetime (1917) [91]. This solution is cur-
rently seen as a good candidate for the fate of our universe. When Alexander Friedmann
applied general relativity to the universe as a whole while including an energy content –
assuming a homogeneous and isotropic perfect fluid – he obtained a finite spherical model
which expands and subsequently collapses (1922) [152]. Applied to hyperbolically curved
space, he obtained a forever expanding universe (1924) [153]. Friedmann proposed a cyclic
universe, avoiding the problem of having to describe the beginning. These results were
independently derived by Georges Lemaˆıtre (1927) [237]. However, Lemaˆıtre differed in
opinion with respect to the latter point: he considered a universe with a beginning. Al-
bert Einstein initially criticized the dynamical cosmological models [127], for he preferred
a steady-state solution, but revised his opinion after Edwin Hubble’s observation of the
recessional velocity of extra-galactic nebulae (1929) [208]4. This observation is now known
as the Hubble law. As a response, Einstein together with de Sitter proposed a ‘simple’ flat,
matter-dominated universe without a cosmological constant (1932) [128]. This model is
currently known as the Einstein-de Sitter universe and is commonly used to study large-
scale structure formation. Arthur Eddington combined Einstein’s original static model
with the de Sitter universe to unite the steady-state model with the observed expansion
(1930) [122]. A few years later, Howard Robertson and Arthur Walker extended the work
of Friedmann and Lemaˆıtre, and constructed a class of isotropic and homogeneous mod-
4It should be noted that the same observation had already been made by Georges Lemaˆıtre [238]. The
corresponding paper was however delayed.
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els, now known as the Friedmann Lemaˆıtre Robertson Walker (FLRW) universe, which
includes all the above mentioned models (1935)5 [285, 337]. Depending on its matter con-
tent, the universe can contract and expand while following the Friedmann equations. It is
remarkable how Einstein’s discovery of general relativity led in a span of twenty years, to a
completely new scientific world view. Cosmological models became predictive and entered
the realm of science.
While the consequences of Einstein’s theory of general relativity were being developed
and digested, another group of physicists started to study the quantum nature of matter.
In 1931, in the paper The beginning of the world from the point of view of quantum theory
[239], Lemaˆıtre used his insights in both general relativity and quantum mechanics to
propose a model of the primeval atom; a precursor of the current big bang model. In
his short paper – consisting of 457 words – Lemaˆıtre responds to Arthur Eddington, his
previous collaborator who at that point favored his steady-state cosmology:
Sir Arthur Eddington states that, philosophically, the notion of a beginning of
the present order of Nature is repugnant to him. I would rather be inclined to
think that the present state of quantum theory suggests a beginning of the world
very different from the present order of Nature. Thermodynamical principles
from the point of view of quantum theory may be stated as follows: (1) Energy
of constant total amount is distributed in discrete quanta. (2) The number of
distinct quanta is every increasing. If we go back in the course of time we must
find fewer and fewer quanta, until we find all the energy of the universe packed
in a few or even in a unique quantum.
He describes these initial quanta by discussing the emergence of space and time:
Now, in atomic processes, the notions of space and time are no more than sta-
tistical notions; they fade out when applied to individual phenomena involving
but a small number of quanta. If the world has begun with a single quantum,
the notions of space and time would altogether fail to have any meaning at the
beginning; they would only begin to have a sensible meaning when the original
quantum had been divided into a sufficient number of quanta. If this suggestion
is correct, the beginning of the world happened a little before the beginning of
5It is remarkable that the evolution of a matter-dominated universe, can be fully described in terms of
Newtonian forces. However, it is only after the discovery of Einstein’s cosmology that this was realized.
Friedmann Robertson Walker Lemaˆıtre universes containing radiation or a cosmological constant cannot
be described using Newton’s law of gravitation.
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space and time. I think that such a beginning of the world is far enough from
the present order of Nature to be not at all repugnant.
According to Lemaˆıtre, this unique primeval atom would decay into the universe following
“a kind of super-radioactive process”. This initial atom is like the causa sui of Spinoza in
that it is the initial cause of the universe. It, however, differs in form as it, by its quantum
nature, does not determine the complete evolution of the universe:
Clearly the initial quantum could not conceal in itself the whole course of evo-
lution; but, according to the principle of indeterminacy, that is not necessary.
Our world is now understood to be a world where something really happens;
the whole story of the world need not have been written down in the first quan-
tum like a song on the disk of a phonograph. The whole matter of the world
must have been present at the beginning, but the story it has to tell may be
written step by step.
In this, Lemaˆıtre sees, in a sense, room for free will in quantum physics. Georges Lemaˆıtre,
in the first accepted draft of the paper, united his cosmological with his religious views
(being a Catholic priest) by adding the sentence “I think that everyone who believes in a
supreme being supporting every being and every acting, believes also that God is essentially
hidden and may be glad to see how present physics provides a veil hiding the creation.”
He, however, decided to remove this final paragraph from his paper.
The proposal of a universe with a beginning left many physicists worried. In particular,
since the estimated age of the universe seemed to have been shorter than the estimated
age of certain stars. As Willem de Sitter during a meeting in 1931 [92] stated
I am afraid all we can do is to accept the paradox and try to accommodate
ourselves to it, as we have done to so many paradoxes lately in modern physical
theories. We shall have to get accustomed to the idea that the change of the
quantity R, commonly called the ‘radius of the universe’, and the evolutionary
changes of stars and stellar systems are two different processes, going on side by
side without any apparent connection between them. After all, the ‘universe’ is
a hypothesis, like the atom, and must be allowed the freedom to have properties
and to do things which would be contradictory and impossible for a finite
material structure.
It might not be surprising that Lemaˆıtre’s views were not directly accepted in academic
circles – it probably did not help that he was a Catholic priest. For a few decades, the evo-
lution of the universe remained a subject of academic debate with, in particular, Hermann
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Bondi and Thomas Gold’s (1948) [50] and Fred Hoyle’s (1948) [207] new proposals for
steady-state models. It was Fred Hoyle who, in a BBC radio interview in 1949, coined the
term big bang to contrast it with the steady-state models. The controversy was resolved in
1964 when Arno Penzias and Robert Wilson accidentally discovered the Cosmic Microwave
Background (CMB) radiation field [270]. Penzias and Wilson observed the afterglow of a
hot photo-electron plasma which permeates the universe, emitted during an earlier phase
of our universe. This phenomenon was at the same time predicted by Robert Dicke, Jim
Peebles, Peter Roll and David Wilkinson [105]. This afterglow, now known as the cosmic
microwave background radiation field, invalidated all steady-state models. In 1978, Pen-
zias and Willson received the Nobel prize for their discovery. After the observation of the
CMB, the academic community was forced to take the big bang models more seriously. The
question arose whether these singular models were generic to general relativity or rather an
artifact of the homogeneity and isotropy assumptions of the FLRW universe. This was two
years later resolved by Roger Penrose and Stephen Hawking’s famous singularity theorems
(1966) [191, 192, 193], which prove that the big bang singularity is indeed generic, assum-
ing the universe contains only ‘conventional’ forms of matter and radiation. For a more
detailed history of modern cosmology, we refer the interested reader to [263, 226, 216].
1.2 Observations
Also more recently, astrophysical observations have been immensely informative for theo-
retical cosmology. Since 1990, several dramatic advances in observational cosmology have
reshaped the subject from a largely speculative science to precision cosmology. We here
list a few of the key discoveries. For a detailed overview see [216].
• Among the many advances, a remarkable shift came from the observations of distant
supernovae. In 1998, the Supernova Cosmology Project and the High-Z Supernova
Search Team both used type Ia supernovae to measure the recessional speed of dis-
tant stars [284, 292]. They observed that the universe is expanding in an accelerated
rather than the expected decelerated fashion. After Hubble’s discovery of the re-
cessional velocity of extra-galactic nebulae (1929) [208], the scientific community
directed attention to cosmological models without a cosmological constant6. How-
ever, the observation of the accelerated expansion forced the cosmological constant
6John Wheeler: “I heard Einstein say to Gamow about the cosmological constant, ‘That was the biggest
blunder of my life.’ ”
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Figure 1.3: The cosmic microwave radiation field observed by the Planck satellite (2013).
Λ, also known as dark energy, back into mainstream cosmology. In 2011, the leaders
of the two supernova projects were awarded the Nobel prize.
• Cosmology has over the last decades benefited from ever more precise observations of
the CMB. In particular noteworthy are the three satellite missions COBE, WMAP,
and Planck (see Figure 1.3 for the observation by Planck) [273]. The cosmic mi-
crowave background radiation field turned out to be extremely close to a thermal
black body, with a temperature of 2.725 Kelvin, and with tiny Gaussian fluctua-
tions. By fitting the spectrum of these fluctuations to a ΛCDM model, the Planck
collaboration estimated the universe to be approximately 13.8 billion years old, and
approximately flat and to consist of 5% baryonic matter, 27% dark matter and 68%
dark energy.
• Finally it should be noted that as of February 2016, the LIGO collaboration an-
nounced the first gravitational wave detection, originating from the merger of two
black holes [1]. It is expected that further measurement of gravitational waves will
not only probe general relativity but might also shed light on cosmology.
The above-mentioned observations provide a solid basis for the cosmological predictions
made in the first decades of the 20th century and the corresponding big bang model. The
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(a) The 2dF Galaxy Redshift Survey. (b) The Slown Digital Sky Survey.
Figure 1.4: Galaxy redshift surveys.
universe evolved through several stages; it started in the hot radiation-dominated phase,
became neutral in the matter-dominated phase and currently undergoes an accelerated
expansion driven by the cosmological constant.
Apart form having inspired fundamental progress in physical cosmology, observational
astronomy has dramatically improved our understanding of the structure the universe
contains. Several large galaxy redshift surveys – including the European 2dF Galaxy
Redshift Survey (2dfGRS) running from 1997 till 2002 [78] and the American Sloan Digital
Sky Survey (SDSS) starting data collection in 2000 and scheduled to run till 2020 – have
mapped the position and spectra of millions of galaxies (see Figure 1.4a) [47]. These surveys
unveiled that the galaxies are distributed in a gigantic foam-like structure, consisting of
clusters, string-like filaments, walls, and gigantic voids.
The observation of this cosmic structure, known as the cosmic-web and its forma-
tion, was already anticipated by pioneers James Peebles in the United States and Yakov
Zel’dovich in the Soviet Union in the 1970s. Two competing models for structure formation
were developed. The Soviet school constructed the adiabatic scenario, in which the first
structures to form are extremely massive. Galaxies then form by successive processes of
fragmentation of these large objects. For this reason, the adiabatic scenario is also called
a top-down model. The American school constructed the isothermal scenario, in which the
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Figure 1.5: Logarithmic map of the evolution of the universe from today (left) to the big
bang (right). Artist impression by Pablo Carlos Budassi.
first structures, proto-clouds or protogalaxies, are formed on a much smaller mass scale.
Structures on larger scales form by successive mergers of these smaller objects in a process
known as hierarchical clustering. For this reason, the isothermal scenario is described as
the bottom-up model. Note that these two scenarios reflected the political views of the
two superpowers. Both models were abandoned in the 1980s, as they did not match ob-
servations. In subsequent years, the emphasis was placed on the effect of dark matter.
The Soviet school placed emphasis on Hot Dark Matter (HDM) whereas the American
school placed emphasis on Cold Dark Matter (CDM), along the lines of the adiabatic and
isothermal scenarios.
In the last decades, these models for structure formation have been further developed
and, with the advance of supercomputers, studied with large N -body simulations (such as
the Millennium [53], the EAGLE [289] and the Illustris simulation [259]). The simulations
seem to agree with observations of the cosmic-web on large scales, where the evolution is
mildly nonlinear and easy to predict. It is still controversial how well the simulations do on
small scales, where gravitational collapse turns highly non-linear and the baryonic matter
comes into its own. The complexity of the formation of the cosmic-web remains an active
field of investigation.
The observational efforts in cosmology have helped us to understand the evolution of
the universe, from the big bang to today. The observation of supernovae Ia explosions, the
mapping of the CMB and the large redshift surveys have painted a rough picture of the
universe (see figures 1.5 and 1.6).
11
Figure 1.6: Logarithmic map of the evolution of the universe from today (centre) to the
big bang (outside). Artist impression by Pablo Carlos Budassi.
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1.3 Open problems
Modern cosmology has – starting from Einstein’s discovery of general relativity in 1915 and
boosted by the wealth of observational probes in the last decades – undergone a spectacular
transformation. The subject has been reshaped from a speculative branch of philosophy to
an exact branch of physics. Along the way, science has provided an answer to some of the
existential questions which characterize the subject. General relativity has shown us that
spacetime is a dynamical entity which evolves according to the distribution and forms of
matter it contains. Given the Friedman Lemaˆıtre Robertson Walker model, cosmological
observations indicate that:
• Our universe evolves and is not in a steady-state;
• Our universe is approximately 13.8 billion years old;
• Our universe is currently expanding in an accelerated fashion and seems to turn into
a de Sitter universe, in which all galaxies are pulled apart;
• Our current universe is close to being flat – in which Euclidean geometry is a good
approximation – and consists of approximately 32% matter, 68% dark energy, and a
negligible amount of radiation;
• Our universe contains many galaxies which are distributed in an intricate foam-like
structure known as the cosmic-web;
Other problems have remained open:
• How did the universe originate?
• How do space and time emerge?
• What is dark energy and the cosmological constant or dark matter?
• How does the cosmic-web form and how do its different features interact with each
other?
• How did life begin and did this only happen on earth?
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In the last decades, there has been a lot of attention directed towards solving these
problems. On the one hand, there are attempts to shed light on the fundamental side
in early time cosmology. This includes among many, the inflationary paradigm developed
since the ’80s, and attempts to realize Lemaˆıtre’s vision of the primeval atom by developing
a theory of quantum gravity and quantum cosmology. However, so far the progress has been
limited:
• The inflationary paradigm has led to a collection of models in which the early universe
went through a phase of exponential expansion. This expansion sets the universe up
in a flat state and allows for the creation of particles. The model is in particular able
to match the observed Gaussian fluctuations in the CMB. However, the theory is often
criticized for not being predictive, as the various models are of an ad hoc nature. The
dynamics do not follow from a fundamental theory of physics, tend to be fine-tuned
and can be tweaked to match many observation. Most models in the inflationary
paradigm differ from Lemaˆıtre’s early description of the beginning, in that they treat
general relativity and in particular the background spacetime classically. They do
not explain the origin and the emergence of classical spacetime. The current state of
the theory of inflation, in particular, does not seem to answer the existential question
about the creation of the cosmos.
• Quantum gravity and in particular quantum cosmology attempts to treat spacetime
quantum-mechanically and, in this way, comes closer to Lemaˆıtre’s early vision. How-
ever, there is at the moment no universal theory of quantum gravity. The existing
approaches range from theories inspired by the geometric nature of general relativity,
such as quantum geometrodynamics, to approaches based on particle physics, such
as string theory. All models to a certain extent still suffer from conceptual problems.
The formalisms that come closest to describing the big bang are probably Hartle
and Hawking’s no-boundary proposal [194, 188] and Vilenkin’s tunneling proposal
[325, 326, 323]. In the first part of this thesis, we will describe these approaches in
detail.
In late time cosmology, there is a lot of attention for existential questions on the com-
plexity side. Both galaxy redshift surveys and numerical experiments with N -body simu-
lations have played an important role in studying the cosmic-web. Our knowledge of the
structure has advanced, but our understanding of how it emerged from simple Gaussian
fluctuations and how the different components interrelate is still limited. A better un-
derstanding will most probably require a more analytic derivation of the geometry of the
cosmic-web to complement the redshift surveys and N -body simulations. The question on
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the beginning of life is even more complex and studied in biology rather than mainstream
cosmology.
1.4 Philosophy of this thesis
Abstract mathematics and theoretical physics have a curious relation. Logical reasoning,
in the language of mathematics, forms the bridge between physical assumptions and falsi-
fiable predictions. It was the introduction of Riemannian geometry, developed in the 19th
century, which enabled Einstein to turn the universal speed of light in vacuum and the
equivalence principle into a theory about the curvature of spacetime. Without the use of
existing mathematics, it would have been much more difficult to formulate the gravita-
tional bending of light and modern cosmology. The same can be said for the use of matrix
algebra in quantum mechanics and group theory in gauge theories such as the standard
model of particle physics. Mathematics, on the other hand, often draws new insights from
theoretical physics. This motivated Paul Dirac to speculate about the two fields merging
[106].
The interplay between the two subjects is however, initially, often far from clean. The
initial application of mathematical techniques can be messy and inefficient. For example,
compare Einstein’s yearlong quest for general relativity with Hilbert’s elegant derivation us-
ing the principle of least action. Moreover, theoretical physicists sometimes make progress
by – for the time being – replacing mathematical rigor with physical intuition. A good
example is the contemporary definition of the Lorentzian path integral. Nevertheless,
we believe that abstract mathematics is a powerful tool in the development of physical
understanding and that physical theories should ultimately be constructed on a rigorous
mathematical foundation.
While our physical understanding of the cosmos has evolved, the use of mathemati-
cal tools has largely been limited to differential geometry and quantum field theory on
curved spacetime. By using other advanced forms of mathematics, we can increase our
understanding of the cosmos. In this thesis, we introduce and extend the use of Picard-
Lefschetz theory, catastrophe theory, and infinite dimensional measure theory, to a range
of problems in cosmology. In addition, we generalize the weak-value interpretation for
quantum mechanics, developed by Ahronov et al. [5], to relativistic systems and apply the
interpretation to quantum cosmology.
However beautiful they are, mathematical techniques in physics need to be in service
of physical predictions and should be developed with the knowledge of our universe and
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an eye on observations. We should in the study of new problems, stick to established
physical principles as much as possible; a practice referred to as radical conservatism by
John Wheeler. We should furthermore strive for models with a minimal number of free
parameters. As Freeman Dyson recalled in 2004 [121]:
By 1951 [...] we decided to explore the strong nuclear forces. [...] By 1953,
after heroic efforts, we had plotted theoretical graphs of meson-proton scatter-
ing. We joyfully observed that our calculated numbers agreed pretty well with
Fermi’s measured numbers. So I made an appointment to meet with Fermi
and show him our results. [...] When I arrived in Fermi’s office, I handed the
graphs to Fermi, but he hardly glanced at them. [...] Then he delivered his
verdict in a quiet, even voice. ‘There are two ways of doing physics’, he said.
‘One way, and this is the way I prefer, is to have a clear physical picture of
the process that you are calculating. The other way is to have a precise and
self-consistent mathematical formalism. You have neither’. [...] In desperation
I asked Fermi whether he was not impressed by the agreement between our cal-
culated numbers and his measured numbers. He replied, ‘How many arbitrary
parameters did you use for your calculations?’, I thought for a moment about
our cut-off procedures and said, ‘Four’. He said, ‘I remember my friend Johnny
von Neumann used to say with four parameters I can fit an elephant, and with
five I can make him wiggle his trunk’
In response to this claim, Mayer et al. (2010) [247] fitted an elephant with five complex
parameters (see Figure 1.7). In Richard Feynman’s words, “The first principle is that you
must not fool yourself – and you are the easiest person to fool.”
Theoretical physics – while in the process of development – is a confusing subject, with
many competing principles and theories. However, the established theories, such as electro-
magnetism, special and general relativity and quantum mechanics have the strange quality
of being interrelated in unexpected ways. Good examples are Maxwell’s relation between
electro-magnetism and optics, and Einstein’s clock-in-the-box paradox, that demonstrates
that quantum mechanics secretly implies the equivalence principle and is thus only con-
sistent with Einstein’s theory of general relativity (see Figure 1.8) [5]. Once formulated,
quantum mechanics explains more than it assumes and, more importantly, provides a new
perspective on physics. We believe that the ultimate theory of quantum gravity should
share this surprising quality. My hope is that as with Andrew Wiles’ experience when
proving Fermat’s last theorem in mathematics, the solution will be clear once we find it.
Perhaps I can best describe my experience of doing mathematics in terms of
entering a dark mansion. One goes into the first room, it is dark, one stumbles
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Figure 1.7: “With four parameters I can fit an elephant [or woolly mammoth], and with
five I can make him wiggle his trunk.” (Von Neumann)
Figure 1.8: Sketch of Bohr’s setup of Einstein’s clock-in-box-experiment showing the in-
tricate relation between quantum mechanics and general relativity. From Albert Einstein:
Philosopher-Scientist [291].
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around bumping into the furniture. Gradually you learn where each piece of
furniture is. And finally after six months or so you find the light switch. You
turn it on and suddenly it is all illuminated. You can see exactly where you
were.
1.5 Outline
Our understanding of cosmology has, during the last century, dramatically advanced, but
the mathematical techniques used in cosmology have remained limited to the analysis of the
Friedmann equations and the dynamics of classical and quantum mechanical perturbations
in an expanding universe. In this thesis, we introduce and extend the use of advanced
mathematical techniques such as Picard-Lefschetz theory, catastrophe theory and infinite
dimensional measure theory to the study of cosmology, in an attempt to shed new light on
the open existential questions. In addition, we will extend weak-value theory to relativistic
systems in an attempt to develop a new interpretation for quantum gravity.
Picard-Lefschetz, catastrophe and infinite-dimensional measure theory might at first
glance seem unrelated. Picard-Lefschetz theory is an application of Cauchy’s integral
theorem and can be used to define and evaluate oscillatory integrals. Catastrophe the-
ory concerns the classification of degenerate critical points in multi-dimensional functions.
Infinite-dimensional measure theory is the study of stochastic processes such as Brownian
motion. We have found these different branches of mathematics to be strongly interrelated,
the combined framework being more powerful than the sum of its parts.
This thesis consists of two parts. The first part focuses on problems in the early uni-
verse, and in particular quantum cosmology. Chapter 2 is an introduction to quantum
geometrodynamics as formulated by John Wheeler and Bryce DeWitt. We describe the
original formulation, discuss the development of the Wheeler-DeWitt equation and the
path integral for gravity, and summarize the original formulation of the Hartle-Hawking
no-boundary proposal and the Vilenkin tunneling proposal for the beginning of the uni-
verse. In chapters 3, and 4, we study the no-boundary proposal and the tunneling proposal
in the Lorentzian path integral formulation using Picard-Lefschetz theory. Our calcula-
tions demonstrate that the Lorentzian path integral selects Vilenkin’s tunneling instanton.
The fluctuations in this proposal are predicted to be unstable, indicating that our uni-
verse might not have started in a Euclidean phase of de Sitter spacetime. In response
to the corresponding papers [139, 140], Diaz Dorronsoro, Halliwell, Hertog, Janssen, and
Vreys [104, 117], developed two reformulations of the Lorentzian no-boundary proposal.
In response to our work, also Vilenkin and Yamada [330], developed a new formulation
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of the tunneling proposal. In chapters 5 and 6, we study the new proposals and illus-
trate a series of issues we find in these new formulations. More recently, Halliwell, Hartle,
and Hertog [181] developed a new definition of the no-boundary proposal in terms of the
Wheeler-DeWitt equation without reference to the path integral. Since this new formula-
tion of the no-boundary proposal does not rely on the path integral for gravity, it is clear
that the problems we found can be avoided. It should, however, be noted that such a
definition in terms of the Wheeler-DeWitt equation requires the introduction of boundary
conditions. In this thesis, we do not study this new formulation of the tunneling proposal.
In response, Vilenkin and Yamada refined their tunneling proposal with the introduction
of special boundary conditions [324]. It should be noted that the above discussion has
inspired several cosmologists to develop new models for quantum cosmology to avoid the
unstable fluctuations [48, 54, 27, 103]. We do not comment on these proposals here. The
debate was moreover captured in several public articles [209, 345].
In chapter 7, we extend weak-value theory to relativistic systems. We investigate
the world-line quantization of quantum field theory and study the creation of a particle-
antiparticle pair in an electric field in 1+1-dimensional spacetime. Using these methods
we analyze the particle while it tunnels in the Schwinger effect and evaluate the back-
reaction on the electric field. We develop these methods in an attempt to formulate a new
interpretation of quantum gravity.
In chapter 8, we use functional Picard-Lefschetz theory in an attempt to find a rigor-
ous definition of the real-time path integral. Path integrals are usually defined through
lattice regularization. We demonstrate why this definition is not mathematically sat-
isfactory. Instead we propose a continuous-time regularization scheme to define the the
real-time path integral. Unlike earlier continuous-time regularization schemes [222], we use
Picard-Lefschetz theory define the integral by first deforming the integration domain to
the Lefschetz thimble, rendering the integral absolutely convergent. We subsequently give
an explicit definition of the σ-measure on the Lefschetz thimble for a range of toy-models
and describe how these results can be extended to more complicated path integrals. It is in
particular instructive to observe how the Lorentzian theory can differ from the perturbative
theory on the Lefschetz thimble of the free theory.
In the second part of this thesis, we study problems in late time cosmology. In chapter
9, we numerically implementation Picard-Lefschetz theory for finite-dimensional oscillatory
integrals. We use this new method to evaluate the interference patterns of two-dimensional
lenses near caustics. The method is able to evaluate the Kirchhoff-Fresnel lensing integral
in both the mildly oscillatory and geometric optics regime. Caustics in the images of as-
trophysical plasma lenses has been proposed as a mechanism causing the recently observed
Fast Radio Bursts (FRBs) [83]. In chapter 9, we use the proposed method to describe
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which plasma lenses are most likely to lead to FRBs.
In chapter 10, we study the application of catastrophe theory to large-scale structure
formation. We prove that the caustic structure of the cosmic-web is completely determined
by both the eigenvalue and the eigenvector fields of the deformation tensor of the evolu-
tion. We specifically describe the occurrence of different types of caustics by means of the
caustic conditions. Note that the eigenvector fields are normally ignored. When the caustic
conditions are applied to the Zel’dovich approximation of structure formation, they give
rise to a three-dimensional caustic skeleton in terms of the initial conditions. This skeleton
seems to closely resemble the geometric structure of the current cosmic-web, and can be
constructed in a fraction of the time taken by N -body simulations of the cosmic-web.
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Part I
Quantum cosmology
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Chapter 2
Geometrodynamics
Perhaps the most impressive fact which emerges from the study of the quantum
theory of gravity is that it is an extraordinary economical theory. It gives one
just exactly what is needed in order to analyze a particular physical situation,
but not a bit more. [It] is an operational theory par excellence.
Bryce DeWitt
2.1 Introduction
In 1915, Albert Einstein formulated general relativity, a theory about the curvature of
spacetime. The theory was, in subsequent years, successfully applied to a range of prob-
lems. Notwithstanding its great achievements in early years, general relativity, due to its
technical complexity, only entered mainstream theoretical physics and astrophysics between
approximately 1960 and 1975 – the golden age of general relativity. In this period follow-
ing the discovery of the CMB and the Penrose-Hawking singularity theorems, gravitational
waves, black holes, and the big bang singularity were recognized as physical predictions of
Einstein’s general relativity theory.
Georges Lemaˆıtre’s investigation on the expanding universe and his knowledge of quan-
tum mechanics led him, as early as 1931, to speculate about the primeval atom described
by a theory of quantum spacetime. However, it took till the golden age of general rela-
tivity for John Wheeler to take up the challenge of quantum gravity. In his 1961 paper,
Geometrodynamics and the problem of motion [339]– where geometrodynamics refers to
general relativity – he states that:
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General relativity and the quantum theory of the atom, both born in World
War I, and surely destined someday to be married in high state, have grown
at very different rates, and raised different degrees of expectation at the sev-
eral stages of their careers. The quantum principle was overshadowed at first
by the drama of relativity; however, it has steadily grown in power and scope
and usefulness, until now there is no part of physics that does not acknowl-
edge its suzerainty. Relativity, on the other hand, quickly and dramatically
encompassed the description of gravitation, of gravitational waves, and of the
three still better known and more easily testable predictions of general relativ-
ity. Thereupon productivity in the field began to languish. Only in the last
few years has it once more become widely appreciated that in general relativ-
ity Einstein gave a kind of master theory of physics out of which many deep
meanings and rich physical consequences are still to be read.
In this, Wheeler gives the geometric nature of the ‘master theory’ central stage in his
investigations on quantum gravity.
In the subsequent years, Wheeler is said to have attempted to construct a theory of
quantum geometrodynamics [100]. It was clear to him that the theory should describe
the dynamics of the wave function of the universe defined on three-geometries, short for
the stratified manifold of three-dimensional Riemannian manifolds later coined superspace.
It was during a two-hour layover at Raleigh-Durham airport, North Carolina, that John
Wheeler invited Bryce DeWitt to discuss quantum gravity. During this meeting, Bryce De-
Witt found a mathematical equation for Wheeler’s vision. Following this discussion, Bryce
DeWitt, in 1967, published a set of three papers on quantum gravity. The investigation
was submitted as a single paper but was, by the editor of Physical Review, divided into
three papers, sometimes referred to as the to ‘trilogy’ [96, 97, 98]. Paper I concerns the
canonical theory, paper II the manifestly covariant theory, and paper III the applications
of the covariant theory to cosmology.
These three papers have ever since been milestones in the development of canonical
quantum gravity. Paper I concerns the equation which governs the wave function on
superspace, known as the Wheeler-DeWitt equation. In the process of deriving this result,
DeWitt realized a few key features of quantum geometrodynamics:
Perhaps the most impressive fact which emerges from the study of the quantum
theory of gravity is that it is an extraordinary economical theory. It gives one
just exactly what is needed in order to analyze a particular physical situation,
but not a bit more. Thus it will say nothing about time unless a clock to
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measure time is provided, and it will say nothing about geometry unless a device
(either a material object, gravitational waves, or some other form of radiation)
is introduced to tell when and where the geometry is to be measured. In view of
the strongly operational foundations of both the quantum theory and general
relativity, this is to be expected. When the two theories are united the result
is an operational theory par excellence.
This feature at the same time illustrates a big problem. Since predictions can only be
obtained while modeling the measuring device, one needs to develop a new interpretation
of quantum physics to make the theory predictive. That is to say, if one wants to derive
the classical evolution of spacetime, one first needs to define the correct quantum clock.
Paper II and III concern a covariant formulation, which does not rely on the time-slicing
of spacetime. DeWitt, in particular, proposes the Feynman path integral as a definition of
the theory.
Over the years there has been a lot of attention directed towards completing Wheeler’s
program. An unambiguous theory of quantum geometrodynamics has however not yet been
realized. This can mainly be attributed to a lack of a natural time parameter. In Wheeler’s
words, “so today it is called the Wheeler-DeWitt equation. But it is one thing to have
an equation, another to solve it and still another to interpret the solution.” DeWitt was
more dismissive in his views. He in later years referred to the Wheeler-DeWitt equation,
as “that damned equation” which according to him ‘should be confined to the dustbin of
history’ [99]. He continuous by motivating his viewpoint:
It has played a useful role in getting physicists to frame important and funda-
mental questions, but otherwise, I think it is a bad equation, for the following
reasons:
1. By focussing on time slices it violates the very spirit of relativity.
2. Scores of man-years have been wasted by researchers trying to extract
from it a natural time parameter.
3. Since good path integral techniques exist for basing Quantum Theory on
gauge invariant observables only, it seems a pity to drag in the parapher-
nalia of constrained Hamiltonian systems.
I subscribe 100% to the modern view that the quantum theory should be defined
by the path integral. I am going to show you how the path integral can be used
both to resolve the conceptual issues and to yield gauge invariant transition
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amplitudes that are operationally well defined. Except in special cases, these
amplitudes do not satisfy any local differential equation. They satisfy the
Wheeler-DeWitt equation only approximately. This means that, generically,
the Wheeler-DeWitt equation is wrong, even assuming that the difficult issues of
quantum gravity’s perturbative nonrenormalizability can be resolved, via string
theory or whatever. One may legitimately use the Wheeler-DeWitt equation,
and the WKB approximations to its solution, in analyzing such things as the
role of quantum fluctuations in the early universe. But it is wrong to use it as
a definition of quantum gravity or as a basis for refined and detailed analyses.
DeWitt and Wheeler’s initial work motivated many scientists to join the quest to quan-
tize gravity. Over the last decades, there have been numerous proposals, including causal
set theory, loop quantum gravity, and string theory. Even though quantum geometrody-
namics has not yet delivered Wheeler’s vision, the Wheeler-DeWitt equation remains cen-
tral to many of the approaches. This follows from the fact that, in essence, the equation is
nothing more than the quantum mechanical realization of the diffeomorphism invariance
of general relativity. Any quantum gravity theory built on the geometric nature of general
relativity will relate in some way to the equation. Notwithstanding Wheeler and DeWitt’s
criticisms, it remains important to better understand this ‘damned equation’.
This thesis discusses the application of mathematical techniques to cosmology, a con-
siderable part of it concerns the development of Wheeler’s quantum geometrodynamics.
In this chapter, we summarize general relativity and cosmology and give an introduction
and overview of quantum geometrodynamics. The first part of the discussion on quantum
geometrodynamics draws inspiration from Wheeler’s paper Superspace and the nature of
quantum geometrodynamics (1987) [340]. The second part is based on subsequent work
by James Hartle, Stephen Hawking, Alexander Vilenkin and Claudio Bunster (originally
known as Claudio Teitelboim).
2.2 General relativity
In (pseudo-)Riemannian geometry, the metric gµν encodes the distance between points via
the infinitesimal line element
ds2 =
∑
µ,ν
gµ,νdx
µdxν . (2.1)
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In the subsequent discussions we always assume the Einstein summation convention and
drop the summation symbol. A metric gµν describes a spacetime in general relativity when
it extremizes the action
S =
∫
[LEH + L]
√−g d4x (2.2)
with the determinant of the metric tensor g = det(gµν), the matter Lagrangian L and the
Einstein-Hilbert Lagrangian
LEH = 1
2κ
(R− 2Λ) , (2.3)
which describes the geometry of spacetime in terms of the Ricci scalar R, cosmological
constant Λ and Einstein constant κ = 8piG in terms of Newton’s constant G. Upon
variation with respect to the metric, we obtain the Einstein field equations which govern
the dynamics of spacetime,
Rµν − 1
2
Rgµν + Λgµν =
8piG
c4
Tµν . (2.4)
The left hand side describes the geometry of spacetime, with the Ricci curvature tensor
Rµν . The right hand side describes the energy content in terms of the energy-momentum
tensor
Tµν = 2
δL
δgµν
+ gµνL . (2.5)
Matter and radiation, described by the stress-tensor Tµν , experience gravity through the
curvature of spacetime; a free falling particle follows the geodesic described by
dUµ
ds
+ ΓµαβU
αUβ = 0 (2.6)
with the four-velocity of the particle Uµ and the Christoffel symbol
Γµαβ =
1
2
gµλ (∂αgβλ + ∂βgαλ − ∂λgαβ) . (2.7)
In John Wheeler’s words: “matter [and radiation] tells spacetime how to curve and curved
spacetime tells matter how to move”.
In Einstein’s vision, spacetime is radically different from what came before. It is a
four-dimensional entity describing our universe, in which space and time are ‘rotated’ into
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each other by the Lorentz transformations. There generally does not exist a notion of
simultaneity or a preferred time-foliation. Moreover, the familiar conservation laws – such
as conservation of energy and momentum – only exist when spacetime exhibits a special
symmetry, i.e., the spacetime has a Killing vector field. A Killing vector field ξ is a four-
dimensional vector field which preserves the metric, i.e.,
0 = Lξgµν = ξσ∂σgµν + hσν∂µξσ + gµν∂σξσ , (2.8)
with Lξ the Lie derivative in the direction ξ. These properties make general relativity,
more than a hundred years after its inception, an active field of investigation. For more
details see [335, 216].
2.3 Cosmology
In cosmology, the Einstein field equations are simplified by assuming the universe to be
spatially homogeneous. Spatial homogeneous spacetimes are classified by Bianchi’s classi-
fication of Lie algebras [44, 253, 129, 243, 333, 279, 216]. Consider the class of spacetimes
which allow a time-foliation
ds2 = −dt2 + hijdxidxj , (2.9)
with hij the space metric. When the space is homogeneous, there exist three linearly
independent spatial Killing vector fields ξA, A = 1, 2, 3, satisfying the relation
LξAhij = 0 , (2.10)
with Lv the Lie derivative in the direction v. The commutator of two of the three Killing
vector fields
[ξA, ξB]
j = ξiA∂iξ
j
B − ξiB∂iξjA , (2.11)
is again a Killing vector field, i.e.,
[ξA, ξB] = C
D
ABξD (2.12)
with CDAB a set of numbers known as the structure constants. Formally, the commutator
defines a Lie algebra. The Bianchi classification of Lie algebras amounts to classifying
inequivalent algebras, characterized by the structure constants CDAB. For three-dimensional
homogeneous space, the classification consists of eight discrete classes (known as types I,
II, IV, V, VI0, VII0, VIII and IX) and two continuous families (type VIh and VIIh). Each
type describes an inequivalent homogeneous cosmology.
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2.3.1 Isotropic homogeneous cosmologies
An expanding homogeneous universe tends towards isotropy [334]. As a result, the cur-
rent universe is both highly isotropic and homogeneous. The isotropic and homogeneous
cosmologies (type I, VII0, V, VIIh and IX) are described by the Roberson-Walker metric
ds2 = dt2 − a2(t)hijdxidxj (2.13)
with the scale factor of the universe a(t) and the metric on three-space hij given by
hij = δij +
kxixj
1− k(xkxk) . (2.14)
The index k = −1, 0, 1 represents the curvature of space, with k = 0 for Euclidean flat
space, k = +1 for spherically curved and k = −1 for hyperbolically curved space.
When the energy content consists of a isotropic and homogeneous perfect fluid with
the energy-momentum tensor
Tµν = (ρ+ P )UµUν − Pgµν (2.15)
with the density ρ, the pressure P and four-velocity Uµ, the Einstein equations reduce to
the Friedmann equations (
a˙
a
)2
=
8piG
3
ρ− k
a2
, (2.16)
a¨
a
= −4piG
3
(ρ+ 3P ) . (2.17)
The first Friedmann equation describes the evolution of the scale factor, or equivalently the
Hubble parameter H = a˙
a
, as a function of time. The second Friedmann equation describes
the evolution of the energy content as the universe evolves.
When the fluid is characterized by the equation of state P = ωρ, with ω = 0 for matter,
ω = 1
3
for radiation and ω = −1 for dark energy, the second Friedmann equation implies
that the density of the fluid evolves as
ρ ∝ a−3(1+ω) . (2.18)
Using these scaling relations, and normalizing the scale factor such that a(t0) = 1 with t0
the age of the universe, the first Friedmann equation can be written as
H2 = H20
[
Ωra
−4 + Ωma−3 + Ωka−2 + ΩΛ
]
(2.19)
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Type of universe ρ ω a(t)
Flat radiation-dominated a−4 1
3
t1/2
Flat matter-dominated a−3 0 t2/3
Flat cosmological-constant a0 −1 eHt
Table 2.1: The behaviour of the radiation-, matter- and cosmological constant-dominated
flat k = 0 FLRW universe.
where the evolution of the Hubble parameter H is expressed in terms of the current Hubble
parameter H0 and the dimensionless density parameters ΩI with I = r,m, k,Λ referring
to radiation, mater, curvature and the cosmological constant, at the current time. The
dimensionless density parameters are defined by
ΩI =
ρI,0
ρcrit
(2.20)
with the current density ρI,0 and the critical density
ρcrit =
3H20
8piG
. (2.21)
The critical density ρcrit is the density required for the universe to be spatially flat. In this
equation the “curvature” density parameter is given by
Ωk = − k
H20
, (2.22)
and the different energy sources are defined to sum to unity
Ωr + Ωm + Ωk + ΩΛ = 1 . (2.23)
A general closed-form solution for the first Friedmann equation does not exist. When
the energy content is dominated by one or two components, it is often possible to find
exact solutions revealing the characteristic behavior of the universe. In particular, for
the flat radiation-dominated, matter-dominated and cosmological constant-dominated uni-
verse, i.e., one of the three Ωr,Ωm,ΩΛ equals one and Ωk = 0, the solutions are described
in Table 2.1. The range of different isotropic and homogeneous cosmologies are illustrated
in figure 2.1.
Observations suggest that we life in a ΛCDM universe with currently Ωr ≈ 0, Ωm ≈
0.32, Ωk ≈ 0 and ΩΛ ≈ 0.68. Starting from the big bang, at scale factor a = 0, in
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Figure 2.1: The parameter space of FLRW universes as a function of Ωm and ΩΛ. It is
assumed that Ωr = 0. Figure from [227].
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Figure 2.2: Three solutions of the Friedmann equations. The blue curve represents flat
matter dominated Einstein-de Sitter universe Ωm = 1, and ΩΛ = 0. The red curve rep-
resents the lighter hyperbolically curved Ωm = 0.3, and ΩΛ = 0. The green curve is the
ΛCDM universe with Ωm = 0.3, and ΩΛ = 0.7.
the flat case k = 0, the early universe is dominated by the radiation. In this phase, the
universe expands like a ∝ t1/2. When the matter content takes over from the radiation, the
expansion decelerates to a ∝ t2/3. When the energy content of the universe includes dark
energy or a cosmological constant, Λ, the dark energy will eventually take over from the
matter leading to an exponential expansion a(t) ∝ eHt. The typical evolution is plotted in
Figure 2.2.
2.3.2 Anisotropic homogeneous cosmologies
While the anisotropies are negligible in the late time universe, they are significant at the
beginning. They for this reason often feature in studies of quantum cosmology attempting
to study the big bang singularity. It is common to describe anisotropic homogeneous
solutions of the Einstein field equations, by separating the overall volume expansion of
space from the anisotropic effects. We consider for the time-foliation, for which the normal
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vector nν to the spatial hypersurfaces is a geodesic, irrotational congruence, i.e.,
∇µnν = σµν +Hhµν , (2.24)
with the covariant derivative ∇µ with respect to the spatial metric hµν , the Hubble param-
eter for the isotropic expansion H, and the symmetric trace-free shear tensor representing
volume deformation σµν . In isotropic cosmologies, the deformation tensor σµν vanishes.
For an anisotropic universe consisting of a perfect fluid, the Friedmann equation gen-
eralizes to
H2 =
1
3
[
8piGρ+ σ2 − R3 /2 + Λ] , (2.25)
with scalar shear σ2 = σµνσ
µν/2 and R3 the scalar Ricci 3-curvature. The scalar shear
term sources the isotropic expansion rate of the universe. The Einstein field equations also
describe how the shear σµν is affected by the isotropic expansion,
hσµh
τ
ν σ˙στ = −3Hσµν − S3 µν + piµν , (2.26)
where the dot denotes the covariant derivative along the time like direction nµ, the trace-
free part of the spatial Ricci tensor S3 µν and the trace-free spatial part of the energy-
momentum tensor piµν .
Anisotropic Bianchi cosmologies, described by equations (2.25) and (2.26) can exhibit
complicated behaviour. Consider in particular Misner’s (1969) [253] mixmaster universe
with many sharp bounces and exhibiting quantum chaos. Between the bounces, it is often
argued that there is little time for information to propagate. In this regime, the curvature
term can be ignored simplifying the equations. The corresponding behavior is known as a
Kasner phase.
For a detailed analysis of anisotropic homogeneous cosmological solutions of the Ein-
stein field equations see [333].
2.4 Quantum geometrodynamics
Wheeler developed quantum geometrodynamics by extending his geometric understanding
of quantum mechanics, in terms of constructive interference of oscillatory integrals, to
general relativity. We first discuss the emergence of classical trajectories in quantum
mechanics. We subsequently describe Wheeler’s vision on the quantization of gravity, in
which classical spacetime emerges from a wave function on superspace (following Wheeler
[340]). We describe the Wheeler-DeWitt equation and the path integral for gravity, which
can be interpreted as two independent attempts to realize Wheeler’s vision.
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2.4.1 Time evolution in quantum mechanics
The world-line of a classical particle x(t) completely describes its evolution. A non-
relativistic particle moving in the potential V (x) can be studied with the Hamilton-Jacobi
equation
−∂S
∂t
= H
[
x,
∂S
∂x
]
, (2.27)
with the canonical momentum
p =
∂S
∂x
, (2.28)
where the Hamiltonian takes the simple form
H[x, p] =
p2
2m
+ V (x) , (2.29)
with the canonical momentum p and the Hamilton-Jacobi function or classical action S,
i.e.,
S =
∫ [
1
2
mx˙2(t)− V [x(t)]
]
dt . (2.30)
When entering the quantum world, the wave function ψ replaces the world-line x(t). Many
quantum mechanical problems are answered using the time-independent Schro¨dinger equa-
tion
HˆψE(x, t) = EψE(x, t) , (2.31)
with the energy E and the Hamiltonian operator
Hˆ =
−~2
2m
∂2
∂x2
+ V (x) , (2.32)
obtained from the classical Hamiltonian using the substitution p 7→ −i~ ∂
∂x
. In the semi-
classical approximation, the wave function takes the form
ψE(x, t) = (slowly varying amplitude)× e i~SE(x,t) (2.33)
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with – to leading order in ~ – the Hamilton-Jacobi function SE at energy E, satisfying
−∂SE
∂t
= H
[
x,
∂S
∂x
]
(2.34)
=
1
2m
(
∂S
∂x
)2
+ V (x) (2.35)
= E . (2.36)
For scattering states there exist continuous family of solutions as a function of the energy
E. For bound states there exists a discrete spectrum of solutions as a function of the
energy E.
This equation is solved by
SE(x, t) = −Et±
∫ x√
2m(E − V (x))dx , (2.37)
where the sign of the square root corresponds corresponds to the direction of the momentum
1. However, the wave function ψE does not describe the dynamics of the particle. There
is no notion of causality or initial and final state. Complementarity forbids it! Since the
energy E is specified, the particle is uniformly spread over all times as can be seen from
SE. We only recover a world-line x(t) from the wave function ψE after superposing these
energy eigenstates into a wave packet
ψt(x) =
∫
f(E)ψE(x, t)dE (2.38)
for some function f(E) describing the localisation2. The resulting wave function satisfies
the time-dependent Schro¨dinger equation
i~
∂ψt(x)
∂t
= Hˆψt(x) (2.39)
=
[−~2
2m
∂2
∂x2
+ V (x)
]
ψt(x) . (2.40)
Instead of definite knowledge, we obtain a probability density for the position
pt(x) = |ψt(x)|2 , (2.41)
1The equation E = p
2
2m + V (x) has two solutions for p, since the energy is independent of the direction
of the momentum. The energy states are thus degenerate.
2When the energy spectrum includes a discrete part, the integral over these energies is interpreted as
a sum.
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at time t. The world-line emerges in the classical limit3 ~→ 0 – by constructive interference
of the highly oscillatory integral (2.38) – at a critical point of the Hamilton-Jacobi function
d
dE
[SE(x, t)− i~ log(f(E))]− t = 0. (2.42)
For finite ~, we obtain an approximate notion of a trajectory (see Figure 2.3); the proba-
bility density pt(x) is blurred around the classical trajectory x(t).
The same phenomenon is observed in the propagator formulation. In chapter 4 of
Feynman and Hibbs [150], they define the wave function at time t > 0 as
ψt(x) =
∫ ∞
−∞
G[x1;x0; t]ψ0(x0)dx0 , (2.43)
in terms of the wave function ψ0 at time t = 0, where G[x1;x0; t] is the Feynman propagator
expressed by the path integral
G[x1;x0; t] = Θ(t)〈x1|e−iHˆt/~|x0〉 (2.44)
= Θ(t)
∫ x(t)=x
x(0)=x0
e
i
~S[x(t)]Dx (2.45)
with S the action of the particle, and Θ the Heaviside step function. The propagator is a
Green’s function of the Schro¨dinger operator, i.e.,[
i~
∂
∂t
− Hˆ
]
G[x1;x0; t] = iδ(x0 − x1)δ(t) , (2.46)
which Feynman with abuse of notation also calls the Schro¨dinger equation. The propagator
is in addition defined by the boundary condition
lim
t→0
G[x1;x0; t] = δ(x0 − x1) . (2.47)
The Schro¨dinger equation illustrates the fact that the time t is really the proper-time of
the particle4, i.e., the propagator represents the amplitude the particle to travel from the
initial point x0 to the final point x1. There exist no classical paths going from x0 to x1,
3The Planck constant is a dimensionful constant. The classical limit ~→ 0, should always be interpreted
in terms of some fixed units of the system. In many cases it means that Planck constant ~ is small compared
to the time integral of the potential along the classical path
∫
V [x(t)]dt.
4The proper-time and coordinate time of a particle coincide in the classical limit. The relativistic
covariant Dirac delta function δ(x0 − x1)δ(t) is inherited from the relativistic quantum particle.
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Figure 2.3: The emergence of a classical world-line from a wave packet in the classical
limit. The upper figure is the potential V , in which the energy E of the particle is plotted.
The lower figure represents the wavefronts as a function of the energy. In this figure, the
marked region represents the classical trajectory for which the Hamilton-Jacobi function
SE is stationary. Since the wave packed is not localized with unlimited sharpness, we only
obtain an approximate world-line. Figure from [340].
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xt
xµ0
xµ1
(a) A particle
x
t
xµ1
xµ0
(b) An antiparticle
Figure 2.4: A forward (left panel) and a backward (right panel) propagating particle. In
classical physics the proper time of a particle is identified with the coordinate time and the
particles cannot turn around in coordinate time. It for this reason suffices to work with
either only forward or only backwards propagating particles.
with negative proper-time. Note that in the relativistic theory it is possible for a particle
to travel backwards in coordinate time. Such a particle is identified as an antiparticle (see
Figure 2.4). The vanishing propagator for negative proper-time, is in particular a useful
property in perturbation theory, where a particle while propagating from x0 to x1 can
scatter of the potential V at a number of positions yi for i = 1, 2, . . . , N which need to be
ordered in time to ensure that the particle always moves forward in coordinate time (see
chapter 6 of Feynman and Hibbs [150]).
In terms of energy eigenstates, the propagator reads
G[x1;x0; t] = Θ(t)
∑
n
φn(x1)φn(x0)e
−iEnt/~, (2.48)
where φn are solutions of the time-independent Schro¨dinger equation, Hˆφn = Enφn, and
the sum ranges over the energy eigenstates of the Hamiltonian Hˆ. Here φn(x) = 〈x|En〉 is
the amplitude that if we are in energy state En, we are at position x, and φ
∗
n(x) = 〈En|x〉
is the amplitude that if we are at x, we are in energy state En. This sum is a proper path
integral since:
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1. φ∗n(x0) is the probability that if we are at x0 we are in the energy state n,
2. e−iEnt/~ is the amplitude to travel in energy state n at time t given that we where in
energy state En at time t = 0,
3. φn(x1) is the amplitude that we are found at x1 when we are at energy state n
where we sum over the energy eigenstates (see Feynman and Hibbs chapter 5 [150]).
Now note that in the propagator formulation, the wave function no longer solves the
Schro¨dinger equation[
i~
∂
∂t
− Hˆ
]
ψt(x) = −i
∫ ∞
−∞
δ(x− x0)δ(t)ψ0(x0)dx0 (2.49)
= −iψ0(x)δ(t) , (2.50)
giving back the initial state at the time slice t = 0. Surprisingly, this property is not
mentioned in Feynman and Hibbs [150]. This is normally not considered to be an important
point as classical particles always travel forward in time. However, for relativistic theories
we will show that this does play a key role in the formalism (see chapter 7).
Finally note that in the propagator formation, the path integral interferes constructively
for paths close to the stationary point of the integrand, i.e.,
δS
δx
= 0 ,
∂
∂x0
[
i
~
S[x(t)] + lnψ0(x0)
]
= 0 . (2.51)
The stationary points are classical solution, as the first variation leads to the equation of
motion
mx¨(t) = −V ′[x(t)] , (2.52)
where the prime a derivative with respect to position, and second variation specifies the
initial conditions of the particle, e.g. for a Gaussian initial state
ψ0(x) =
1
4
√
2piσ2
e−
(x−xi)2
4σ2
+i
(x−xi)pi
~ (2.53)
centred at position xi with momentum pi this implements the boundary conditions
x(0) = xi , mx˙(0) = pi . (2.54)
Note that the classical solution, following from the path integral, does not need to be
real-valued. When no real-valued solution, interpolating between x(0) = x0 and x(1) = x1
exists, there generically will exist at least one complex classical trajectory describing a
tunnelling phenomenon. This is extensively discussed in chapter 7.
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2.4.2 Wheeler’s vision on quantum geometrodynamics
In order to construct a theory of quantum spacetime, we compare the classical particle
with classical spacetime (see Table 2.2 for an overview of the comparison). The world-line
of a particle x(t) in spacetime M consists of a succession of spacetime points (t, x) ∈ M ,
i.e., a path can be interpreted as the set
{(t, x′)|x(t) = x′} ⊂M . (2.55)
Note that the coordinate time guarantees the reconstruction of the world-line trajectory
from the set of spacetime points.
Spacetime itself, consists – given a foliation – of the succession of three-dimensional
space manifolds, known as three-geometries G3 . The collection of all possible three-
dimensional Riemannian spaces forms a stratified manifold known a superspace S. The
relation between the three-geometries and the spacetime manifold is however more in-
tricate. A spacetime manifold allows many spacetime foliations with their unique set
of three-geometries. Instead of an ordered set of three-geometries, corresponding to one
specific foliation, we interpret the spacetime manifold M as the collection of all its three-
dimensional space-like slices
{ G3 | the three-geometry G3 is a slice of the spacetime manifold M} ⊂ S . (2.56)
Since this set does not have a natural ordering, it might at first seem impossible to re-
construct the spacetime manifold M . However, the three-geometries of different foliations
interlock, guaranteeing the reconstruction of the spacetime manifold M .
Remark that, whereas Einstein’s formulation of general relativity emphasizes the four-
dimensional pseudo-Riemannian manifolds, the geometrodynamics formulation places em-
phasis on sets of three-dimensional Riemannian manifolds. The superspace formulation
of general relativity might, at first sight, seem hopelessly overcomplicated. However, its
similarity with classical mechanics makes it a fruitful perspective for the development of
quantum gravity.
The wave function of the particle ψt(x) is defined on the space manifold. It is natural
to assume the theory of quantum gravity to mirror this by defining the wave function of the
universe ψ( G3 ) on the superspace stratified manifold S. Whereas |ψt(x)|2, describes the
likelihood for the particle to be at (t, x), we postulate that |ψ( G3 )|2 describes the likelihood
of the three-geometry G3 to be part of the evolution of the universe. In quantum mechanics,
the world-line is not fundamental and emerges from constructive interference. The same
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Quantum particle Quantum universe
Domain spacetime: M superspace: S
Point spacetime event: xµ = (t, x) three-geometry: G3
wave function of trajectory: ψ(xµ) of universe: ψ( G3 )
Ordering ordering of space points x interlocking foliations
Dynamics Schro¨dinger equation Wheeler-DeWitt equation
Table 2.2: Comparison between the relativistic quantum particle and the quantum uni-
verse.
should apply to spacetime in quantum gravity. While the interlocking of three-geometries
guarantees the reconstruction of the spacetime manifold in classical geometrodynamics,
we can in the quantum theory at best obtain an approximate notion of spacetime since
the wave packet does not have an unlimited sharpness (see Figure 2.5). The predicted
fluctuations are quantum fluctuations of the geometry of spacetime. This closely follows
Lemaˆıtre’s early vision on quantum spacetime in which space and time are only defined in
the classical realm.
2.4.3 The Hamiltonian formulation of general relativity
This must have roughly been the state of Wheeler’s vision on quantum geometrodynamics
at the start of John Wheeler and Bryce DeWitt’s meeting at Raleigh-Durham airport in
North Carolina in 1967. During this meeting, Bryce DeWitt used the Hamiltonian formula-
tion of general relativity to propose an equation governing the wave function on superspace.
This equation is known as the Wheeler-DeWitt equation. In the subsequent years, he ex-
tended the treatment by proposing a covariant formulation in terms of Feynman’s sum
over histories formulation of quantum physics [96, 97, 98].
The Hamiltonian formulation of general relativity was first developed by Paul Dirac
[113]. In 1958, he realized that while the Lagrangian formalization by Einstein and Hilbert
empathizes four-dimensional pseudo-Riemannian spacetime with the Lorentz symmetries,
the Hamiltonian formulation suggests the importance of three-dimensional Riemannian
space. This turned out to be remarkably close to Wheeler’s intuitive view of geometrody-
namics.
The Lagrangian formulation of classical physics is global in time and is formulated
in terms of the trajectories x(t). Space and time are placed on the same footing. The
Hamiltonian formulation is local in time and describes the evolution of the particle step
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Figure 2.5: A section of superspace, in which A, B and C are three examples of three-
geometries which are part of the sub-manifold H consisting of all those spacelike three-
geometries that can be obtained as spacelike sections through a particular spacetime man-
ifold. In quantum geometrodynamics, the wave function of the universe ψ is enhanced at
the classical manifold H. However, since in quantum mechanics the wave packet is not
localized with unlimited sharpness, the amplitude ψ is significant in a small region around
H. These are the quantum fluctuations in the geometry of spacetime. Figure from [340].
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by step. By analogy, the Hamiltonian formulation of general relativity is naturally defined
on a foliation of spacetime.
In deriving the Hamiltonian formulation of general relativity, we start with the ADM
metric (named after Richard Arnowitt, Stanley Deser and Charles Misner),
ds2 = −((h1/2N0)2 −NiN i)dτ 2 + 2Nidxidt+ hijdxidxj , (2.57)
with the three-dimensional metric hij [24]. The lapseN
0 and the shift vectorN i parametrize
the foliation. By varying the Einstein-Hilbert Lagrangian, expressed in terms of the ADM
metric, with respect to h˙ij (with the over dot a derivative with respect to τ) we obtain the
canonical momentum
piij =
∂LEH
∂h˙ij
(2.58)
=
Ni|j +Nj|i − hij,0
2
√
hN0
, (2.59)
where the | denotes the covariant derivative with respect to the three-metric hij. Varying
the Lagrangian with respect to N˙0 and N˙ i shows that the lapse N0 and the shift vector N i
are Lagrange multipliers. Using the Legendre transformation, with respect to the canonical
pair (hij, pi
ij), we obtain the Hamiltonian density
H = N0H0 +N iHi (2.60)
where the Hamiltonians associated with the temporal and spatial directions are given by
H0 =(2κ)Gijklpiijpikl + (2κ)−1h(2Λ− R3 ) , (2.61)
Hi =− 2hijpijk|k , (2.62)
with the spatial Ricci scalar R3 and the metric tensor on superspace
Gijkl =
1
2
[hilhjk + hikhjl − hijhkl] . (2.63)
The phase-space formulation of the Einstein-Hilbert action takes the simple form
SEH =
∫
LEH
√−g d4x (2.64)
=
∫ τ1
τ0
∫ [
piijh˙ij −N0H0 −N iHi
]
d3x dτ . (2.65)
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This formulation of the Einstein-Hilbert action shows that the lapse N0 and shift vector
N i are indeed Lagrange multipliers, enforcing the four constraints
H0 = 0 , Hi = 0 . (2.66)
The constraint H0 = 0, known as the Hamiltonian constraint, is similar to the Hamiltonian
of a relativistic particle on curved spacetime. The constraint is quadratic in momentum
and couples to the three-metric via the metric on superspace. The three-metric hij consists
of six components, which can be labelled as hA with A ∈ {11, 12, 13, 22, 23, 33}. In this
notation, the metric on superspace GAB is six-dimensional, consisting of one time-like and
five space-like directions (the metric as the signature (−,+,+,+,+,+)). The second term
in the constraint can be viewed as a potential term. The constraint Hi = 0, known as the
momentum constraint, is of a different form, being only linear in momentum. The total
Hamiltonian H vanishes for physical spacetimes satisfying the Einstein field equations.
The observation that the Einstein field equations are equivalent to a set of Hamiltonian
constraints can be traced back to the geometric nature of the general relativity. The
Lagrangian formulation is manifestly diffeomorphism invariant; the Einstein-Hilbert action
is invariant of the choice of coordinates. The Hamiltonian formalism, on the other hand,
requires a choice of time-slicing. The redundancy of this choice translates into the four
constraints corresponding to the four dimensions of spacetime. The same can be observed
in the Hamiltonian formulation of gauge theories such as Maxwell or Yang-Mills theory.
Diffeomorphism invariance of general relativity leads to the Hamiltonian and momen-
tum constraints. Conversely, the constraints generate the time and space diffeomorphisms.
Under an infinitesimal translation µ(x, τ) in spacetime – with 0 corresponding to the
normal and i corresponding to the tangent directions, as illustrated in Figure 2.6 – the
conjugate pair (hij, pi
ij) transforms as
δhij = {hij, H[µ]} , δpiij = {piij, H[µ]} , (2.67)
with the Poisson bracket {·, ·} and the Hamiltonian
H[µ] =
∫
d3x
[
0H0 + iHi
]
. (2.68)
Since the constraints generate diffeomorphisms, the Einstein-Hilbert action is invariant
under the transformation provided that the transformation leaves the the initial and final
three-geometry unchanged, i.e., 0(x, τ0) = 
0(x, τ1) = 0.
The application of the Poisson bracket enables us to move a three-geometry in the
spacetime manifold. However, two translations do not generally commute, i.e., the three-
geometry obtained by successively translating by 1 and 2 may differ from the one obtained
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H0
Hi
µ
Figure 2.6: The Hamiltonian and momentum constraints respectively generate temporal
and spatial translations parametrized by µ.
by translating by 2 and 1. This can geometrically be seen by the change in the normal and
tangent directions after a translation by 1 or 2. The deficit between the two translations
is described by the constraint algebra,
{H0(x),H0(x′)} =
[
(hhij(x)Hi(x) + (hhij(x′)Hi(x′)
]
δ,j(x, x
′) , (2.69)
{H0(x),Hi(x′)} = [H0(x) +H0(x′)] δ,i(x, x′) , (2.70)
{Hi(x),Hj(x′)} =Hi(x′)δ,j(x, x′) +Hj(x)δ,i(x, x′) , (2.71)
first derived algebraically by Paul Dirac [114], and later Bryce DeWitt [96]. The con-
straint algebra is completely determined by and completely determines the embedding of
space in spacetime (for the geometric derivation of the constraint algebra and the inverse
construction of spacetime see [229] and [206]).
The discussion so far focused on empty spacetime. When including matter (or radia-
tion) – which preserves the diffeomorphism invariance of the total theory – an analogous set
of Hamiltonian and momentum constraints can be derived. The Hamiltonian constraint
will generally consist of the Hamiltonian constraint of pure general relativity plus the
Hamiltonian of the added matter (or radiation). The momentum constraint will generally
include a term linear in the momentum of the added degrees of freedom.
After Dirac obtained the Hamiltonian of general relativity [113], he states that the
superspace formulation might be more fundamental to the theory:
One starts with ten degrees of freedom for each point in space, corresponding
to the ten gµν , but one finds with the method here followed that some dropout,
leaving only six, corresponding to the six grs. This is a substantial simplifica-
tion, but it can be obtained only at the expense of giving up four-dimensional
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symmetry. I am inclined to believe from this that four-dimensional symmetry
is not a fundamental property of the physical world”.
Later he adds: “It would be permissible to look upon the Hamiltonian form as the funda-
mental one, and there would then be no fundamental four-dimensional symmetry in the
theory.” Along these lines, Wheeler and DeWitt further developed quantum geometrody-
namics.
2.4.4 The Wheeler-DeWitt equation
So far, we discussed the concept of a wave function on superspace. The Hamiltonian
formulation of general relativity enables us to develop the dynamics. Since the momentum
constraint Hi describes the trivial space translations, we will restrict attention to the
Hamiltonian constraint H0. The Einstein field equations in Hamilton-Jacobi form, known
as he Hamilton-Jacobi-Einstein equation (see [271]), is given by
H0
[
hij,
δS
δhij
]
= (2κ)Gijkl
δS
δhij
δS
δhkl
+ (2κ)−1h(2Λ− R3 ) = 0 , (2.72)
with S[ G3 ] the Hamilton-Jacobi function or action of general relativity. Note that this is
like the Hamilton-Jacobi equation (2.36) at zero energy.
Dirac’s scheme for the quantization of constraint systems results in the Wheeler-DeWitt
equation (DeWitt [96])
Hˆ0ψ( G3 ) = 0 (2.73)
where the operator Hˆ0 is obtained from the constraint using the substitution
piij 7→ δ
iδhij
. (2.74)
This equation is formally similar to the Klein-Gordon equation for the relativistic particle.
Concretely, the Wheeler-DeWitt equation takes the Klein-Gordon-like form[
(2κ)Gijkl
δ
δhij
δ
δhkl
+ (2κ)−1h( R3 − 2Λ)
]
ψ[ G3 ] = 0 . (2.75)
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However, this is equation is not invariant under coordinate transformations. Since the
canonical quantization procedure favors Cartesian coordinates, we interpret the kinetic
term as the Laplace-Beltrami operator with respect to the metric on superspace,
∆(6)ψ[ G3 ] = 1√|G| δδhij
[√
|G|Gijkl δ
δhkl
ψ[ G3 ]
]
, (2.76)
where G is the determinant of the metric on superspace GAB with A and B running
over the independent components {11, 12, 13, 22, 23, 33}. In our conventions of the ADM-
decomposition, the determinant can be expressed in terms of the determinant of the metric
on space G = − 1
16
h4. For flat Friedmann universes, with hij = a
2δij, the determinant of
the metric on space and superspace are h = a6 and G = − 1
16
a24.
The Wheeler-DeWitt equation with the Laplace-Beltrami operator is covariant under
coordinate transformations. However, it still suffers from an ordering problem. We thus
write the Wheeler-DeWitt equation as[
(2κ)∆(6) + (2κ)−1h( R3 − 2Λ) + ξ R6 ]ψ[ G3 ] = 0 , (2.77)
with R6 the Rici curvature scalar corresponding to the metric on superspace GAB and the
ordering parameter ξ. The ordering problem also occurs in the path integral formulation
[230].
In the semi-classical limit, the solution of the Wheeler-DeWitt equation can be approx-
imated using the Hamilton-Jacobi function
ψ( G3 ) = (slowly varying amplitude)× e i~S[ G3 ] . (2.78)
Analogous to the solutions of the time-independent Schro¨dinger equation, this wave func-
tion does not allow us to recover the dynamics of space in the form of classical spacetime.
The wave function is spread over superspace! We can only hope to recover classical space-
time by superposing solutions of the Wheeler-DeWitt equation to constructing a localized
wave packet in superspace. This wave function would imply an approximate notion of
classical spacetime, including the quantum fluctuations of the geometry.
Even though this is a well-defined construction, it is difficult to implement and in-
terpret. It is for example not clear what wave packet to select and how to translate
the wave packet into physical predictions. Moreover, unlike the mathematically similar
Klein-Gordon equation – which is a quantum constraint equation of similar form – the
Wheeler-DeWitt equation does not include a time derivative by which it is difficult to
formulate an unambiguous interpretation. These problems have been extensively studied.
See the reviews [252, 25, 316, 211, 68, 231, 67]
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G1
G2
G1
G2
Figure 2.7: A pictorial description of the Feynman propagator, with G1 and G2 the initial
and final three-geometry. Left: an expanding phase. Right: a contracting phase.
2.4.5 The path integral quantization
The Feynman path integral formulation of geometrodynamics is a natural extension of
Hamilton-Jacobi construction discussed above. The amplitude to propagate between two
three-geometries G3 0, G3 1 with the corresponding matter field configurations X0, X1 is col-
loquially given by the Feynman path integral over all interpolating spacetime manifolds
and matter configurations (see Figure 2.7),
G[ G3 1, X1; G3 0, X0] =
∫ G3 1,X1
G3 0,X0
DgµνDXe i~S[gµν ,X], (2.79)
with the action S consisting of the Einstein-Hilbert action plus the matter action,
S =
∫
(LEH(gµν) + L(gµν , X))
√−g d4x . (2.80)
The advantage of the path integral over the canonical formalism is that the theory is
covariant, i.e., it does not rely on a spacetime foliation. Note that the factor ordering
problem is still present [230].
The naive path integral prescription (2.79) does, however, not suffice, as the path inte-
gral over four metrics gµν over-counts spacetimes geometries. A similar problem occurs in
the quantization of the relativistic particle and gauge theories in particle physics. In gauge
theories, the constraints are linear in momentum (similar to the momentum constraints
Hi). The path integral can be made rigorous by adding the Faddeev-Popov ghosts, result-
ing from the BRST symmetry [133, 34, 315]. In general relativity, on the other hand, the
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Hamiltonian constraint is quadratic in momenta, and the constraint algebra does not form
a Lie algebra (as we say in the previous section). The structure constants are functions on
superspace. In order to gauge-fix the path integral of a diffeomorphism invariant theory,
we use the BFV quantization developed by Batalin, Fradkin, Vilkovisky [30] with corre-
sponding BFV ghosts. The BFV quantization is an extension of the well-known BRST
quantization for general constraints. Claudio Bunster (then known as Claudio Teitelboim)
was the first to apply the BFV quantization to general relativity [307, 309, 308]. In the sub-
sequent years, Jonathan Halliwell [184] obtained similar results for minisuperspace models.
We here describe the resulting path integral formalism. For a detailed derivation, we refer
to appendices 2.A, 2.B, and 2.C.
Given the constraint algebra of spacetime, the BFV quantization leads to the Feynman
propagator of quantum geometrodynamics,
G[hij(τ1), X(τ1);hij(τ0), X(τ0)] =
∫ N(x)=∞
N(x)=0
G[hij(τ1), X(τ1);hij(τ0), X(τ0);N(τ1 − τ0)]
×
∏
x
d[lnN(x)(τ1 − τ0)] , (2.81)
where the propagator in intrinsic parameter time N(τ1 − τ0) is given by the path integral
G[hij(τ1), X(τ1);hij(τ0), X(τ0);N(τ1 − τ0)] =
∫
eiS
∏
x,τ
dhijdpi
ijdCdP¯dC¯dP
2pi
DXDΠ ,
(2.82)
with the phase-space action
S =
∫ τ2
τ1
dτ
∫
d3x
[
h˙ijpi
ij + X˙Π + iC˙P¯ + i ˙¯CP −N (H +Hghost)] . (2.83)
The physical Hamiltonian H[hij, piij;X,Π] = H0[hij, piij] + Hm[hij, X,Π] consists of the
Einstein-Hilbert Hamiltonian H0 and the matter Hamiltonian Hm. The ghost Hamiltonian
Hghost[hij;C, P¯ ; C¯, P ] = i[P¯P − hhijC¯,iC,j] , (2.84)
is defined in terms of the fermionic ghosts fields C, C¯ and their canonical momenta P¯ , P
satisfying the boundary conditions
C[x, τ1] = C[x, τ2] = 0 , C¯[x, τ1] = C¯[x, τ2] = 0 . (2.85)
For convenience, we will, without loss of generality, assume τ0 = 0 and τ1 = 1 to simplify
the formulas.
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Quantum cosmology
In the context of quantum cosmology, we can simplify the formalism by restricting the
integral to three-geometries satisfying certain symmetries. The subset if known as minisu-
perspace.
For simplicity consider the minisuperspace, consisting of homogeneous and isotropic
three-geometries. Dropping the spatial derivatives, the propagator factorizes into an infi-
nite product over space
G =
∏
x
∫ ∞
0
d [lnN ]
∫
ei
∫ 1
0 [a˙p+X˙Π+iC˙P¯+i
˙¯CP−N(H+Hghost)]dτDaDpDCDP¯DC¯DP . (2.86)
The ghost Hamiltonian decouples from the metric, i.e.,
Hghost = iP¯P , (2.87)
and the integral over the ghost can be evaluated exactly∫
ei
∫ 1/2
−1/2[iC˙P¯+i
˙¯CP−iNP¯P ]dτDCDP¯DC¯DP¯ =
∫
e−
∫ 1/2
−1/2NC˙
˙¯CdτDCDC¯ = N . (2.88)
The Feynman propagator for minisuperspace reduces to the path integral
G[a2; a1] =
∫ ∞
0
dN
∫ a2
a1
Dae i~
∫ 1/2
−1/2 L[a,a˙;N ]dt , (2.89)
in accordance with Halliwell [184]. In terms of the canonical quantization, the propagator
is a Green’s function of the Wheeler-DeWitt equation
Hˆ0G[a2; a1] = −iδ(a1, a2) , (2.90)
with the Hamiltonian Hˆ0 operating on either a1 or a2.
For anisotropic homogeneous Bianchi cosmologies, a similar path integral formulation
can be obtained. After writing the Einstein action in terms of coordinates respecting the
Killing vector fields, the action reduces to a functional dependent the lapse N0 and a
set of time-dependent variables (often called scale-factors). This action leads to a single
quadratic constraint in the momenta. The constraint algebra is trivial, and the BFV
quantization analogous to the quantization of the relativistic particle (see appendix 2.B).
As a consequence equation, (2.89) applies path integrals over homogeneous minisuperspace.
49
2.5 The beginning of the universe
Cosmological surveys have painted a relatively simple picture of the early universe. The
universe is spatially flat, homogeneous, and isotropic on large scales. The fluctuations on
smaller scales, which source structure formation, are close to Gaussian with a conformal
power spectrum. The cosmological concordance model manages to explain a range of
observations in terms of only a few cosmological parameters. It is thus natural to study,
how our universe came to be in such a simple initial state.
In the late ’70s and early ’80s, several mechanisms were proposed including the Bunch-
Davies vacuum, the no-boundary proposal, and the tunneling proposal. These models
describe the formation of quantum fluctuations where are amplified and rendered classical
in a subsequent phase of cosmological inflation. In this inflationary phase, the universe
expands exponentially smoothing the inhomogeneities. Even though it is normally reasoned
that these models in combination with an inflationary phase are able to fit the data, it
remains an active field of research, as the current models often assume more than they
predict and are difficult to observationally falsify.
We will here shortly summarize these three proposals. Remark that whereas the Bunch-
Davies vacuum is an application of quantum field theory on a classical spacetime, the no-
boundary and tunneling proposals are based on the quantization of both the quantum field
and the background spacetime.
2.5.1 The Bunch-Davies vacuum
In Minkowski spacetime, there exists a unique vacuum for a scalar field described by the
Klein-Gordon equation. The state is the minimal excitation and is invariant under the
isometries of the spacetime. The concept of a vacuum state does not naturally generalize
to quantum field theory in curved spacetime. Unless the background metric tensor has a
global timelike Killing vector, there is no way to define a vacuum or ground state, i.e., the
vacuum of one observer does generically not look like a vacuum state to another observer
in another frame.
In maximally symmetric de Sitter spacetime, there exists a class of states which are
invariant under the isometries. These are known as the α-vacua. In conventional inflation
theory, it is usually reasoned that there exists a preferred α-vacuum known as the Bunch-
Davies state [66]. The Gaussian fluctuations observed in the cosmic microwave background
radiation field can be traced back to an early time at which they were sub-horizon modes.
For these sub-horizon modes, the effect of gravity is negligible. It, for this reason, can
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be argued that the vacuum state should at this time coincide with that of the Minkowski
vacuum. As time evolves, these Minkowski modes are stretched outside of the horizon after
which they freeze. The modes only start to evolve again, as classical density fluctuation,
after inflation, when they re-enter the horizon to form the CMB. The exact expansion
rate of the inflating spacetime, at the time when the Minkowski modes exist the horizon
translate into the nearly conformal power-spectrum of the observed matter fluctuations.
For an overview of quantum field theory on curved spacetime see [46, 154, 336, 257]
Note that since the analysis is based on the quantization of a field on a classical space-
time, the Bunch-Davies vacuum is not a model for the beginning of the universe in the
sense of the primeval atom George Lemaˆıtre envisaged. We are currently investigating
the Bunch-Davies vacuum on a quantum spacetime. Current results indicate that the
Bunch-Davies state is not recovered on a quantum background [101].
2.5.2 The no-boundary proposal
The no-boundary proposal comes closer to the idea of the primeval atom. Stephen Hawking,
at the 1981 conference at the Vatican, described his vision for a theory for the beginning
of the universe. This presentation was in the subsequent year captured in the paper The
boundary conditions of the universe [194]. As he states:
This paper considers the question of what are the boundary conditions of the
universe and where should they be imposed. It is difficult to define boundary
conditions at the initial singularity and, even if one could, they would be in-
sufficient to determine the evolution of the universe. In order to overcome this
problem, it is suggested that one should adopt the Euclidean approach and
evaluate the path integral for quantum gravity over positive definite metrics.
In this, he builds on the earlier work by DeWitt and Wheeler. In Hawking’s words:
If one took these metrics to be compact, one would avoid the need to specify
any boundary conditions for the universe. There ought to be something very
special about the boundary conditions of the universe and what can be more
special than the condition that there is no-boundary.
This is an extremely elegant and beautiful idea, as it would remove the initial singularity
of classical general relativity and at the same time describe the initial fluctuations without
relying on additional particles and parameters.
He is moreover very clear about the rules one has to obey in such an endeavor.
51
The aim of physics is to provide a mathematical model of the universe which
will agree with all observations that have been made so far and which will
predict the results of further observations. Our present models would consist
of two parts
1. a set of differential equations that govern the variables in the theory. These
are normally derived from an action principle;
2. boundary conditions for the differential equations, or for the fields that
are considered in the action principle.
One could conceive of models which did not have this division into field equa-
tions and boundary conditions but the separation of the two has been very
valuable in enabling us to make progress by considering only a local region of
the universe instead of having to try to devise a model which would account
for the whole universe at one go. We have made a lot of progress on the first
part of the problem in recent years and it now seems possible that we might
find a fully unified field theory within the not-too-distant future. However, we
shall not have a complete model of the universe until we can say more about
the boundary conditions than that they must be whatever would produce what
we observe.
I would like to emphasize the last point: we need to find a principled explanation of the
beginning of the universe, since it is always possible to construct a fast range of ac hoc
models which fit the data.
This integral over compact geometries can naturally be implemented in the Euclidean
version of de Sitter space, as the analytic continuation consists of the compact four-sphere.
In the question session of Hawking’s talk the theoretical physicist, and his Ph.D. supervisor,
Dennis Sciama probed Stephen Hawking on the Euclidean assumption of his proposal: “I
understand that not all curved spaces of indefinite metric can be analytically continued
into space with a positive definite metric. Are you depending essentially on the fact that
it can be done for a Robertson-Walker metric?” after which Stephen Hawking details his
motivation
It is true that only rather special metrics, like the Schwarzschild and Robertson-
Walker metrics, admit a Euclidean section on which the metric is real and
positive definite. However, the idea is that a path integral over all positive
definite metrics is equivalent to a path integral over all Lorentzian metrics. It
is similar to what is done in ordinary field theory: one integrates over all fields
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that are real in Euclidean space and says that it is equivalent to integrating
over fields that are real in Minkowski space.
It is thus safe to say that the no-boundary proposal was first envisaged as a path integral
over all compact Lorentzian metrics. By considering spacetimes which do not have a
boundary or singularity, the no-boundary proposal avoids the need for initial boundary
conditions.
In 1983, James Hartle and Stephen Hawking formalized the proposal in their famous
paper Wave function of the Universe [188]. The wavefunction of the universe is written
as a Lorentzian path integral. It is subsequently stated that “ The oscillatory integral
[the Lorentzian propagator] is not well defined but can be made so by rotating the time to
imaginary values. ” The resulting Euclidean integral is no longer oscillatory but is however
not sensible since the action is not positive definite. This is known as the conformal factor
problem. As a consequence, the Wick-rotated integral does not converge.
The [Euclidean] functional integrals [...] therefore require careful definition.
One way of doing this is to break the integration up into an integral over
conformal factors and over geometries in a given conformal equivalence class.
By appropriate choice of the contour of integration of the conformal factor
the integral can probably be made convergent. If this is the case a properly
convergent functional integral can be constructed.
This is subsequently studied in a mini-superspace model consisting of a Λ-dominated uni-
verse. The remarkable thing is that we, in chapter 3, find that the original Lorentzian
integral is, in fact, well-defined and that the Lefschetz thimble is the corresponding de-
formation of the integration domain in the complex plane. Following this initial paper,
Halliwell and Hawking went beyond mini-superspace and analyzed the formation of the
fluctuations observed in the cosmic microwave background radiation field [182, 178, 179].
The no-boundary proposal predicts the universe to start its evolution at to bottom of the
inflaton potential with Gaussian fluctuations. The predictions can be made to fit cosmo-
logical observations using the anthropic principle.
More recently, Hartle, Halliwell, and Hertog have developed the proposal further by
rejecting the path integral formulation and basing the theory on solutions of the Wheeler-
DeWitt equations [181]. It is proposed that one can go beyond the semi-classical ap-
proximation using holography. It should, however, be remarked that this new proposal
significantly differs from Hawking’s original vision as it is a based on a different mathe-
matical technique. The new definition, moreover, requires the boundary conditions to be
selected to match observations, contrary to Hawking’s original philosophy.
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2.5.3 The tunneling proposal
Around the same time as the conception of the no-boundary proposal, Alexander Vilenkin
developed the tunneling proposal, in which the early universe tunneled to a classical state
from ‘nothing’ [325, 326, 323, 327, 328]. This is in spirit similar to the primeval atom. In
his words:
Modern cosmology gives an evolutionary picture of the Universe. It aims to
describe how the Universe has evolved to its present state form a certain ini-
tial state. The differential equations describing the evolution are derived from
known laws of physics; however, there are no laws determining the initial condi-
tions. This seems to indicate that our understanding of the Universe is bound
to be incomplete: we will have to say, in effect, that the Universe is what it is
because it was what it was.
I have recently suggested a cosmological model in which the Universe is created
by quantum tunneling from ‘nothing’ to de Sitter space, whereby ‘nothing’ I
mean a state with no classical spacetime. In this model, the initial state of
the Universe is determined by the laws of physics, and no initial or boundary
conditions are required.
The motivation of this work is thus rather similar to Hawking’s motivation for the no-
boundary proposal. Here the tunnelling from nothing should be compared to the pair
creation of an electron, positron pair in an electric field in the Schwinger effect. The wave-
function for the creation of the universe from nothing can be written as the Lorentzian path
integral over compact Lorentzian four-geometries. This is thus analogous to the formula-
tion of the no-boundary proposal. The proposal, however, differs in that Vilenkin proposes
to include four-geometries with integrable singularities (and finite actions). The path in-
tegral is, by analogy with the Schwinger effect, dominated by the Euclidean instanton of
de Sitter spacetime.
The prediction of the tunneling proposal, however, differs from the no-boundary pro-
posal, as the tunneling proposal predicts the universe to start at the top of the inflaton
potential, enabling the universe to expand exponentially. This proposal thus does not re-
quire the anthropic principle to match observations. The cosmological predictions of the
proposal do rely on the details of the subsequent inflationary phase.
More recently Vilenkin et al. have developed the proposal further [329, 330, 324].
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2.6 Summary
Wheeler developed the framework for quantum geometrodynamics, along the lines of quan-
tum mechanics, in an attempt to marry quantum mechanics with general relativity. Quan-
tum spacetime is described in terms of a wave function on superspace. Classical spacetime
emerges from constructive interference. The framework is surprisingly close to Lemaˆıtre’s
early vision on the primeval atom, i.e., ‘the now, which has no yesterday because, yesterday,
there was no space’.
In the subsequent years, several scientists attempted to formalize the theory, leading
to the Wheeler-DeWitt equation and the path integral for gravity. Notwithstanding these
achievements, quantum geometrodynamics has not yet achieved the status of a falsifiable
theory in physics. This can mainly be attributed to the fact that we do not have an
unambiguous interpretation for the solutions of the Wheeler-DeWitt equation and the
amplitude to propagate between two three-geometries. The theory lacks a natural time
parameter, making it difficult to describe the emergence of spacetime and the time evolution
of physical phenomena. It was for this reason that John Wheeler and Bryce DeWitt
eventually gave up on this line of investigation.
The central ideas of quantum geometrodynamics have however persisted. Many theories
which attempt to describe the quantization of gravity, ranging from string theory to loop
quantum gravity and causal set theory, relate in some way to either the Wheeler-DeWitt
equation or the path integral of gravity. This follows from the fact that, in essence, the
Wheeler-DeWitt equation is nothing more than the quantum mechanical realization of the
diffeomorphism invariance of general relativity. It is for this reason, that both the Wheeler-
DeWitt equation and the path integral formulation, remain active fields of investigation.
Moreover, Stephen Hawking and Alexander Vilenkin constructed two models for the
beginning of spacetime, which are sill being investigated. These models rely on either the
Wheeler-DeWitt equation of geometrodynamics or the path integral formulation developed
by Claudio Bunster. The two proposals have opened the investigations of the beginning of
the universe using quantum gravity. The two models, however, rely on Euclidean gravity,
which is not without its complications and the two models give contradictory results. In
the subsequent chapters, we study the two models using the Lorentzian path integral. We
use Picard-Lefschetz theory to remove the oscillations by deforming the integration contour
in the complex plane.
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2.A The BFV quantization
The Batalin Fradkin Vilkovisky (BFV) quantization of constraint systems [30] forms an
extension of the quantization by Faddeev and Popov [133, 132]. We here briefly illus-
trate the quantization procedure following the discussion by Halliwell and Hartle [180] and
Teitelboim [307].
We start with the action
S0 =
∫ τ2
τ1
[
piq˙
i −H0 − λαTα
]
dτ , (2.91)
with the canonical Hamiltonian H0, a set of first class constraints Tα and a corresponding
set of Lagrange multipliers λα. The constraints satisfy the constraint algebra
{Tα, Tβ} = UγαβTγ , {H0, Tα} = V βα Tβ . (2.92)
In Yang-Mills theory, the constraints generate a Lie algebra with structure constants
Uγαβ, V
β
α . In general U
γ
αβ, V
β
α can depend on pi and q
i and are known as structure functions.
The constraints generate a symmetry transformation
δqi = α{qi, Tα} , δpi = α{pi, Tα} , (2.93)
δλα = ˙α − Uαβγλβγ − V αβ β , (2.94)
for infinitesimal . Under this transformation the action transforms as
δS0 =
[
α
[
pi
∂Tα
∂pi
− Tα
]]τ2
τ1
. (2.95)
The transformation is a symmetry under the boundary condition
α(τ1) = 
α(τ2) = 0 , (2.96)
for all constraints not strictly linear in momentum. The symmetry can be broken by adding
the gauge fixing term
SGF =
∫ τ2
τ1
Πα
[
λ˙α − χα
]
. (2.97)
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imposing the condition λ˙α = χα(pi, q
i, λα). The action S0 + SGF is however not invariant
under the gauge fixing condition. We for this reason add the ghost action
Sghost =
∫ τ2
τ1
[
ρ¯αc˙
α + ρα ˙¯cα − ρ¯αρα − c¯α{χα, Tβ}cβ − c¯α∂χ
α
∂λβ
ρβ (2.98)
− ρ¯αV αβ cβ − ρ¯αUαβγλβcγ −
1
2
c¯αc
γ{χα, Uβγσ}ρ¯βcσ
]
dτ . (2.99)
with the fermionic ghosts fields cα, ρ¯α, c¯α, ρ
α and the Lagrange multipliers λα,Πα satisfying
the Poisson-brackets
{ρα, cβ} = {ρα, c¯β} = {λα,Πβ} = δαβ . (2.100)
The Poisson bracket for Grassmann variables differs by a sign. The total action
ST = S0 + SGF + Sghost (2.101)
fixes the gauge λ˙ = χ and is independent of the gauge choice. In Yang-Mills theories, the
procedure reduces to the Faddeev-Popov ghosts.
We here considered a constraint system with rank 1. This treatment suffices for general
relativity. For theories with higher rank see Henneaux [198]. The BFV ghost action is often
written more compactly. The pair (PA, Q
A), defined by
QA = (qi, λα, cα, C¯α) , PA = (pi,Πα, ρ¯α, ρ
α), (2.102)
is canonical since
{QA, PB} = δAB . (2.103)
The symmetry transformation of a functional F on the extended phase-space is given by
δF = {F,ΛΩ} (2.104)
with the BRST charge
Ω = cαTα + ρ
αΩα − 1
2
Uαβγc
βcγ ρ¯α , (2.105)
and the infinitesimal Grassmann parameter Λ. The BRST symmetry transformation is
exact, i.e.,
δ2F = δ(δF ) = {δF,Λ1Ω} = {{F,Λ2Ω},Λ1Ω} = 0 , (2.106)
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as can be shown using the Jacobi identity
0 = 2Λ1Λ2{{F,Ω},Ω}+ Λ2Λ1{{Ω,Ω}, F} , (2.107)
where by construction {Ω,Ω} = 0.
The total action reads
ST = S0 + SGF + Sghost =
∫ τ2
τ1
[
PAQ˙
A −H0 − ρ¯αV αβ cβ − {ρ¯αλα + c¯αχα,Ω}
]
dτ . (2.108)
The BRST transformation is a symmetry when the additional phase-space variables satisfy
the boundary conditions
qi(τ1) = q
i
1 , q
i(τ2) = q
i
2 (2.109)
Πα(τ1) = Πα(τ2) = c
α(τ1) = c
α(τ2) = c¯α(τ1) = c¯α(τ2) = 0 . (2.110)
The BFV gauge fixed path integral is given by
G[q2, q1] =
∫
DPADQAeiST . (2.111)
The path integral is independent of the gauge fixing, since a coordinate transformation,
which keeps the integral fixed, leads to the addition of a Poisson bracket to the action.
Constructing a coordinate transformation that leads to the addition of {c¯α(χ′ − χ),Ω},
changes the gauge choice from Λ˙α = χ to Λ˙α = χ′ without changing the path integral.
This is known as the Fradkin-Vilkovisky theorem.
2.B The BFV quantization of the relativistic particle
The action of a free relativistic particle of mass m is given by the proper length of its
trajectory,
S[x(τ)] = −m
∫ τ1
τ0
√
−x˙2dτ (2.112)
=
∫ τ1
τ0
[
x˙2
2N
− Nm
2
2
]
dτ , (2.113)
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with xµ(τ) the trajectory of the particle as a function of parameter time τ ∈ [τ0, τ1], and
x˙µ = dx
µ
dτ
. The second equality is the Polyakov formulation with the Lagrange multiplier
N . The equation of motion for N is
N =
√−x˙2
m
. (2.114)
The two actions are classically equivalent since upon substitution in the Polyakov action
we obtain the traditional action. We use the Polyakov action, since this formulation is
closest to the Einstein-Hilbert action.
To illustrate the BFV quantization, we write the action in the phase-space formulation.
The momentum canonical to xµ is given by
pµ =
∂L
∂x˙µ
=
x˙µ
N
. (2.115)
The corresponding Hamiltonian is
H = x˙µpµ − L = 1
2
N
[
pµp
µ +m2
]
=
1
2
NH , (2.116)
with the physical Hamiltonian H = pµpµ +m2. The action is given by
S[x(τ)] =
∫ τ1
τ0
[x˙µpµ −NH] dτ , (2.117)
where we redefined the lapse N → 2N . The equation of motion with respect to the
Lagrange multiplier N gives the constraint
H = 0 , (2.118)
which is the well known relation E2 − p2 = m2. Quantization of the constraint, according
to the Dirac scheme, gives the free Klein-Gordon equation
Hˆψ =
[
∂µ∂µ −m2
]
ψ = 0 . (2.119)
The constraint is a consequence of reparametrization invariance. Consider trajectories
x(τ) with the boundary conditions x(τ0) = x0 and x(τ1) = x1. The action of a relativistic
particle is the proper length of the trajectory. Consequently, the action is invariant under
the reparametrizations
τ → f(τ) (2.120)
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for f : [τ0, τ1]→ [τ0, τ1], as long as f holds the endpoints fixed
f(τ0) = τ0 , f(τ1) = τ1 . (2.121)
For infinitesimal transformations
f(τ) = τ + (τ) , (2.122)
equation (2.121) gives the boundary condition
(τ0) = (τ1) = 0 . (2.123)
The constraint H = 0 is a consequence of this symmetry, since the transformation
corresponds to a redefinition of the lapse N . Conversely, the constraint generates the
reparametrization symmetry, since under the transformation
δxµ = {xµ,H} , δpµ = {pµ,H} , δN = ˙ , (2.124)
the action is invariant, i.e.,
δS =
[

(
pµ
∂H
∂pµ
−H
)]τ1
τ0
(2.125)
=
[

(
pµp
µ −m2)]τ1
τ0
(2.126)
= 0 , (2.127)
due to the boundary conditions (2.123).
The Hamiltonian formulation of the free relativistic particle consists of only one con-
straint. The constraint satisfies a trivial constraint algebra,
{H,H} = 0 . (2.128)
The constraint algebra allows us to fix a gauge using the BFV procedure. We here consider
the proper-time gauge
N˙ = 0 , (2.129)
which is a valid gauge choice for the free relativistic particle, since every parametrization
N(τ) can be brought to this gauge by the reparametrization (2.124). That is to say,
applying the gauge condition to the transformation gives
¨(τ) = −N˙(τ) , (2.130)
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which has a unique solution satisfying the boundary condition (2.123). Applying the gauge
fixing and ghost action we obtain the total action
ST =
∫ τ1
τ0
[
x˙µpµ −NH + N˙Π + c˙ρ¯+ ˙¯cρ− ρρ¯
]
dτ . (2.131)
The Polyakov action, the gauge fixing term and the ghost term decouple. The BFV path
integral can be evaluated exactly,
G[x1;x0] =
∫
DxµDpµDNDΠDcDρ¯Dc¯Dρ eiST (2.132)
=
∫
dN
∫
DxµDpµDcDρ¯Dc¯Dρ ei
∫ τ1
τ0
[x˙µpµ−NH+c˙ρ¯+˙¯cρ−ρρ¯]dτ (2.133)
=
∫
dN(τ1 − τ0)
∫ x1
x0
DxµDpµ ei
∫ τ1
τ0
[x˙µpµ−NH]dτ , (2.134)
where we use the identities∫
DNDΠei
∫ τ1
τ0
N˙Πdτ
=
∫
DNδ[N ] =
∫
dN , (2.135)∫
DcDρ¯Dc¯Dρei
∫ τ1
τ0
[c˙ρ¯+˙¯cρ−ρρ¯]dτ =(τ1 − τ0)e
(c¯1−c¯0)(c1−c0)
τ2−τ1 = τ1 − τ0 . (2.136)
Now assuming τ0 = 0 and τ1 = 1, the propagator can be written as
G[x1;x0] =
∫ ∞
0
dNG[x1;x0;N ] , (2.137)
in terms of the propagator from x0 to x1 in Schwinger time N
G[x1;x0;N ] =
∫ x1
x0
DxµDpµei
∫ 1
0 [x˙
µpµ−NH]dτ . (2.138)
This path integral is Gaussian and can be explicitly evaluated. First note that the
Hamiltonian is independent of position. Integrating x˙µpµ by parts gives
G[x1;x0;N ] =
∫ x1
x0
DxµDpµei
∫ 1
0 [−xµp˙µ−NH]dτ+ ixµpµ|10 . (2.139)
The path integral over x gives a functional Dirac delta function δ[p˙] which reduces the
path integral over pµ to an ordinary integral,
G[x1;x0;N ] =
1
(2pi)3
∫
dpµe
i[−N(p2+m2)+pµ(xµ1−xµ0 )] . (2.140)
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The Feynman propagator is the propagator of a free Klein-Gordon field, i.e.,
G[x1;x0] =
1
i(2pi)3
∫
d4p
eip·(x1−x0)
p2 +m2 − i . (2.141)
The i regularization follows from Picard-Lefschetz theory. Note that there is no freedom
in the integration contour. We are not allowed to freely move the poles of the integrand
to obtain the other Klein-Gordon propagators.
2.C The BVF quantization for general relativity
Consider a spacetime, parametrized by parameter time τ , with the space-like boundaries
G3 0 and G3 1 and corresponding matter fields X0, X1 at parameter times τ0 and τ1. The
Einstein-Hilbert action is invariant under a translation µ generated by the constraints
equation (2.67), with a corresponding transformation of the lapse and shift functions
δNρ
′′
= ˙ρ
′′ − κ ρ′′µν′ Nµν
′
, (2.142)
provided µ satisfies the boundary condition
0(x, τ0) = 
0(x, τ1) = 0 . (2.143)
Given the constraint algebra and a gauge choice, the BFV scheme allows us to gauge
fix the Feynman path integral. To remove any gauge freedom in the choice of coordinates
on the boundary three-geometries G3 0, G3 1, we require
i(x, τ0) = 
i(x, τ1) = 0 . (2.144)
The proper-time gauge
N˙0(x, τ) = 0 , N i(x, τ) = 0 (2.145)
for all x ∈ G3 0 and τ0 < τ < τ1, fixes the coordinates on the spacetime manifold. This
gauge respects condition (2.143), but is too stringent to respect condition (2.144). That
is to say, given an initial time-slice, we can choose a constant N0 for every point in the
three-geometry to reach the final time slice (with the correct proper time). The coordinates
on the final slice are however completely fixed by the choice of coordinates on the initial
slice, since N i = 0.
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In order to make the gauge more flexible, we divide the interval [τ0, τ1] into two parts
[τ0, τ
′] and [τ ′, τ1] for fixed τ0 < τ ′ < τ1. In the first interval we move from the boundary
G3 0 to G3 1 while keeping the spatial coordinates fixed. In the second interval we remain
on the boundary G3 1 and adjust the spatial coordinates, i.e.,
N˙0(x, τ) = 0, N i(x, τ) = 0 for τ0 ≤ τ ≤ τ ′ , (2.146)
N0(x, τ) = 0, N˙ i(x, τ) = 0 for τ ′ ≤ τ ≤ τ1 , (2.147)
for all x ∈ G3 0. This gauge is more flexible than (2.145) and respects both boundary
conditions (2.143), (2.144). The gauge is of course far from unique and the intermediate
parameter time τ ′ is arbitrary. The final propagator will not depend on τ ′.
We now derive the BFV ghosts corresponding to this gauge choice. In general relativity
we start with the Einstein-Hilbert action, in the phase-space form given by
S0 =
∫ τ1
τ0
dτ
∫
d3x
[
h˙ijpi
ij −NµHµ
]
. (2.148)
The theory has the constrains Tµ = Hµ, Lagrange multipliers λµ = Nµ and no canonical
Hamiltonian. The constraint algebra can be written as
{Hµ(x),Hν(x′)} =
∫
d3x′′κ ρµν (x, x
′, x′′)Hρ(x′′) , (2.149)
which in DeWitt’s prime notation reads
{Hµ,Hν′} = κ ρ′′µν′ Hρ′′ , (2.150)
with primes indicating different points in space and where the Einstein summation conven-
tion is extended to integration over repeated dummy space variables. Note that in analogy
with Lie algebras, the functions κ ρ
′′
µν′ are known as structure functions.
The corresponding BRST charge is given by
Ω = cµHµ + ρµΠµ − 1
2
κ µν′σ′′ c
ν′cσ
′′
ρ¯µ . (2.151)
The gauge choice N˙µ = 0 leads to the gauge fixing action
SGF =
∫ τ1
τ0
∫
ΠµN˙
µ d3xdτ . (2.152)
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The ghost action is
Sghost =
∫ τ1
τ0
dτ
∫
d3x
[
ρ¯µc˙
µ + ρµ ˙¯cµ − ρ¯µρµ − ρ¯µ′′κ µ′′νσ′ N νcσ
′
]
. (2.153)
In this gauge, the Lagrange multipliers Πµ are decoupled from the ghosts. Evaluation of the
corresponding path integrals reduces the path integrals over the lapse and shift functions
to ordinary integrals.
The gauge choice N˙µ = 0 suffices, but does not lead to particular simple ghosts.
Teitelboim [307] instead proposed a gauge consisting of two parts. In the first interval
[τ0, τ
′] we impose the gauge N˙0 = 0, N i = 0, and in the second interval [τ ′, τ1] we impose
N0 = 0, N˙ i = 0. The corresponding ghost action can be obtained by substituting N i = 0
for the first interval and N0 = 0 for the second interval. This gives for the first interval
the ghost Hamiltonian
HghostI = ρ¯µρµ + ρ¯i′′κ i
′′
00′ N
0c0
′
+ ρ¯0′′κ
0′′
0i′ N
0ci
′
, (2.154)
and for the second interval
HghostII = ρ¯µρµ + ρ¯0′′κ 0
′′
i0′ N
ic0
′
+ ρ¯k′′κ
k′′
ij′ N
icj
′
. (2.155)
These ghosts can subsequently be combined to obtain the gauge fixed action
S =
∫ τ1
τ0
dτ
∫
d3x
[
h˙ijpi
ij + X˙Π + iC˙P¯ + i ˙¯CP −N (H +Hghost)] , (2.156)
with a simple ghost Hamiltonian
Hghost[hij;C, P¯ ; C¯, P ] =i[P¯P − hhijC¯,iC,j] . (2.157)
Here the ghosts fields C, C¯, P¯ , P satisfy the boundary conditions
C[x, τ0] = C[x, τ1] = C¯[x, τ0] = C¯[x, τ1] = 0 . (2.158)
In the process, we obtain the Feynman propagator
G[hij(τ1), X(τ1);hij(τ0), X(τ0)] =
∫ N(x)=∞
N(x)=0
G[hij(τ1), X(τ1);hij(τ0), X(τ0);N(τ1 − τ0)]
×
∏
x
d[lnN(x)(τ1 − τ0)] , (2.159)
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with the propagator in intrinsic parameter time N(τ1 − τ0) given by the path integral
G[hij(τ1), X(τ1);hij(τ0), X(τ0);N(τ1 − τ0)] =
∫
eiS
∏
x,τ
dhijdpi
ijdCdP¯dC¯dP
2pi
DXDΠ .
(2.160)
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Chapter 3
Lorentzian quantum cosmology
So long as the universe had a beginning, we could suppose it had a creator. But
if the universe is really completely self-contained, having no-boundary or edge, it
would have neither beginning nor end: it would simply be. What place, then, for
a creator?
Stephen W. Hawking
Abstract
We argue that the Lorentzian path integral is a better starting point for quantum cosmology
than the Euclidean version. In particular, we revisit the mini-superspace calculation of
the Feynman path integral for quantum gravity with a positive cosmological constant.
Instead of rotating to Euclidean time, we deform the contour of integration over metrics
into the complex plane, exploiting Picard-Lefschetz theory to transform the path integral
from a conditionally convergent integral into an absolutely convergent one. We show that
this procedure unambiguously determines which semiclassical saddle point solutions are
relevant to the quantum mechanical amplitude. Imposing “no-boundary” initial conditions,
i.e., restricting attention to regular, complex metrics with no initial boundary, we find that
the dominant saddle contributes a semiclassical exponential factor which is precisely the
inverse of the famous Hartle-Hawking result.
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3.1 Introduction
Any theory of cosmology must provide both a successful description of the dynamics and
an explanation of the initial state. Proposals for the initial quantum state include the
“no-boundary” proposal of Hartle and Hawing [194, 188, 195, 189] and the tunneling wave-
function of Vilenkin [325, 326, 323, 327].
The “no-boundary” proposal is usually framed in terms of the path integral for the
Euclidean (or Riemannian) version of general relativity. One motivation provided was
that the Euclidean path integral would have nicer convergence properties, making it better
defined, in analogy with Euclidean (Wick-rotated) quantum field theory [194]. Another was
that the Euclidean approach would straightforwardly allow for the inclusion of topologically
non-trivial manifolds [194]. However, the Euclidean approach to quantum gravity was
only partly successful. An immediate problem is that the Euclidean action is unbounded
below [159]. One well-known aspect of this is the conformal factor problem; gradients in
the overall scale factor of the metric contribute negatively to the Euclidean action and
typically render it unbounded below. Another aspect stems precisely from the inclusion of
topologically non-trivial manifolds, whose action can be shown to be unbounded both above
and below [159]. Unfortunately, this means that specifying a boundary condition, such as
the “no-boundary” condition, is insufficient to uniquely define the Euclidean path integral.
Additional input is required to determine the complex contour over which one should
integrate Euclidean metrics [160]. In the absence of such a prescription, the Euclidean
path integral for quantum gravity is ill-defined at best.
An alternate approach, followed in much of the literature, is based on solving the
homogeneous Wheeler-DeWitt equation for the “wavefunction of the universe.” However,
there are also significant ambiguities in this approach, since there is in principle an infinite
degree of freedom in the choice of boundary conditions on superspace. There are both real
and complex solutions and different authors have taken different views about which of these
should be taken into account. The tunneling wavefunction, for example, was developed as
a particular choice for a complex solution, representing an outgoing, expanding universe
only, while the “no-boundary” proposal was presented as a real solution representing a
quantum superposition of an expanding universe with a collapsing one.
More recently, a holographic approach to quantum cosmology, based on the AdS/CFT
correspondence, has also been advocated [200, 201]. The problem with this approach is that
it requires boundary conditions which strongly influence the dynamics in the bulk. If the
boundary conditions are AdS-invariant, the cosmological dynamics (including the Jeans
instability on large scales) is eliminated altogether. More general boundary conditions
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typically either allow instabilities which are difficult to resolve [187], or they affect the bulk
dynamics so strongly that any connection to four-dimensional general relativistic cosmology
is unclear [245]. More general holographic scenarios have also been proposed [249], based
on analytically continuing Newton’s constant and other fundamental parameters in order
to obtain a well-defined dual 3d theory. While this procedure works formally for certain
specific cosmological backgrounds, it does not so far seem to address more fundamental
questions such as the likelihood of such backgrounds.
We here argue for what seems to us a much simpler, clearer and more general ap-
proach. We start from the Lorentzian path integral, defined as a functional integral over
real Lorentzian metrics. This has several immediate advantages over the Euclidean path
integral. There is no conformal factor problem. The Lorentzian path integral naturally
incorporates notions of causality and unitarity, as well as boundary conditions specified
in terms of the initial and final three-geometry, eliminating the corresponding ambiguities
in the Wheeler-DeWitt wavefunction approach. The only disadvantage of the Lorentzian
path integral is a technical, although very important one: it is a highly oscillatory integral,
whose convergence is not obvious. In fact, from its definition as an infinite-dimensional
integral over an infinite measure of the phase eiS/~, it is clearly not absolutely convergent.
In simple examples, however, we find that it is conditionally convergent, for very simple
reasons which are likely to extend to the general case. Conditionally convergent integrals
dependent on the order of “summation,” just as conditionally convergent series depend
on the ordering of the sum, and for this reason they are more subtle to treat. A classic
example is the Dirichlet integral
∫∞
−∞
sin(x)
x
dx = pi.
Traditionally, convergence of the path integral in quantum field theory has been en-
sured either with Feynman’s i regularization or, more rigorously, via a Wick rotation to
imaginary time, the procedure which motivated the Euclidean path integral approach to
quantum gravity. However, in flat space quantum field theory, Wick rotation is much more
natural. It exploits the global symmetries of Minkowski spacetime to convert the Lorentz
group into a compact rotation group. There are no such symmetries in a generic spacetime.
Furthermore, in general relativity, the time coordinate is an arbitrary, unphysical quantity,
so analytically continuing it into the complex plane, with no control over its range, has no
comparable justification.
Picard-Lefschetz theory provides an alternative procedure to convert conditionally con-
vergent integrals into absolutely convergent integrals. The idea is to deform the contour of
integration from the real axis into the complex plane in such a way as to make the integral
absolutely convergent. In the context of a theory in which spacetime itself is dynamical,
this seems far more natural than trying to generalize the Wick rotation. One deforms
the integral over physical quantities, i.e., the four-geometries, which are being integrated
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over, into the complex plane, while holding the three-geometry boundaries fixed. Formally,
one can appeal to an infinite dimensional version of Cauchy’s theorem to ensure that the
result is equal to the original Lorentzian path integral. An elementary example of the
Picard-Lefschetz approach was given in [164], where the Feynman propagator for a rela-
tivistic particle was derived from the path integral without any need for the i prescription
or a Wick rotation. Here, we shall apply the same approach to the minisuperspace path
integral for quantum gravity. This gives a well-defined answer while properly incorpo-
rating causality and the correct boundary conditions. As we shall see, Picard-Lefschetz
theory neatly and unambiguously determines the combination of classical saddle point so-
lutions contributing to semiclassical quantum gravity amplitudes. We have to admit we
are puzzled as to why this method, which with hindsight seems by far the most natural
and obvious one, has not, as far as we know, been previously advanced in the context of
quantum cosmology.
We shall illustrate our approach in the simplest of toy cosmological models, namely a
homogeneous, isotropic, closed universe with a cosmological constant Λ. We shall compute
the quantum mechanical propagator with various boundary conditions, namely classical,
non-classical and “no-boundary” boundary conditions. Our results for the “no-boundary”
case differ from those of Hartle and Hawking, for an easily understandable reason.
The Lorentzian path integral is defined as an integral over a phase eiS/~, with the action
S a real function of real dynamical variables. If one deforms the integration contour into
the complex plane for these variables, running through a complex saddle point, as we
shall show, one necessarily does so by “sliding down” a contour of steepest ascent from
the saddle point which intersects the real axis. The real part of the exponent Re[iScl/~],
which determines the semiclassical factor in the quantum mechanical amplitude, necessarily
decreases on the way down. Since the real part of the semiclassical exponent starts out
zero on the real axis, it must be negative at any relevant saddle point. Such semiclassical
factors, by this argument, can only suppress, and never enhance, a quantum mechanical
amplitude.
As is well known, Euclidean quantum gravity yields a positive real part for the semiclas-
sical exponent, in the case of our simple cosmology. The classical saddle point solution is
just a four-sphere, continued at its equator to de Sitter spacetime. In units where 8piG = 1,
it yields a semiclassical factor |eiScl/~| = eRe[iScl/~] = e+12pi2/(~Λ). This is clearly inconsistent
with our argument, so we can safely conclude that the Euclidean solution is not relevant
to the Lorentzian path integral.
Instead, we find that there is a different classical solution, contributing precisely the
inverse semiclassical factor, i.e., a suppression. The reason is simply that the equations
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of motion are real. If a complex solution exists, its complex conjugate must also be a
solution. But the complex conjugate solution has the complex conjugate value for the
classical action, so the real part of the semiclassical exponent, Re[iScl/~], has the opposite
sign. This complex conjugate saddle point therefore can be (and, we shall show, is) relevant
to the Lorentzian path integral, and gives a semiclassical exponential factor of e−12pi
2/(~Λ),
precisely the inverse of the Hartle-Hawking result. This is the crux of our argument, which
the remainder of the chapter is devoted to fleshing out in detail.
The semiclassical factor we obtain agrees with Vilenkin’s “tunneling” proposal, for this
simple cosmology. Since the logic is quite different, however, it remains to be seen whether
the correspondence persists for more general models. Note also that we are not employing
an “inverse” Wick rotation, advocated by Linde [241]. That prescription is well known to
be problematic since it leads to a divergent measure for the perturbations. Since we are
always considering the Lorentzian path integral, we never perform a Wick rotation. The
appropriate contours for the path integral are completely specified by requiring that a) they
are continously deformable to contours running over real, Lorentzian spacetime metrics
and b) they follow steepest descent contours, along which the path integral is absolutely
convergent. These criteria are clearly the appropriate ones for considering semiclassical,
Lorentzian amplitudes in general relativity: in our view, there are no good reasons for
adopting (and many good reasons not to adopt) different criteria in quantum cosmology.
As our argument above already indicates, in these toy cosmologies (and, most likely, in
general) the path integral over real Lorentzian metrics cannot be deformed to a Euclidean
contour. Just to be clear, there is a saddle point of the Euclidean action – Hartle and
Hawking’s solution. And there is an integration contour running through this saddle point
which gives a convergent result – the steepest descent contour through this saddle. How-
ever, this contour bears no relation either to the Lorentzian path integral, or to one taken
over Euclidean metrics, which is a meaningless divergent integral. Instead, the steepest
descent contour through the Euclidean (Hartle-Hawking) solution defines an intrinsically
complex theory bearing no relation to quantum mechanics or the Lorentzian path inte-
gral, and from which, we claim, there is no reason to expect causal or unitary behavior to
emerge.
In summary, the Lorentzian approach we take has several manifest advantages: (i) it
starts from a theory with clear notions of causality and quantum-mechanical unitarity,
(ii) it does not suffer from a conformal factor problem and (iii) with the Picard-Lefschetz
approach to ensuring absolute convergence, it has a chance of being mathematically well
defined. We emphasize that few of these detailed calculations are new or original. For
the most part they recapitulate the analyses of earlier authors, some performed decades
ago. Our sole claim to originality is to demonstrate that very minimal and well-founded
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principles can and do substantially clarify the rules of the game.
This chapter is organised as follows. In section 3.2 we provide a simple introduction
to Picard-Lefschetz theory. In section 3.3, we apply this method to the mini-superspace
path integral for general relativity with a cosmological constant, for various boundary
conditions. In particular, we check cases where the boundary conditions lead to purely
classical evolution. Subsequently, we analyze the “no-boundary” initial condition in detail,
as the main focus of this chapter. For completeness we also consider the case with non-
classical boundary conditions, where both the initial and final scale factor are smaller than
the waist of the de Sitter hyperboloid. In section 3.4 we relate the path integral description
to the canonical formalism and the Wheeler-DeWitt equation. We summarize our findings,
and point to future research directions, in section 3.5.
3.2 Picard-Lefschetz approach to oscillatory integrals
Picard-Lefschetz theory deals with oscillatory integrals like
I =
∫
D
dx eiS[x]/~, (3.1)
where ~ is a real parameter, the action S[x] is a real-valued function and the integral is
taken over a real domain D, usually defined by the singularities of the integrand or, in
higher dimensional or path integral cases, its partial integrals. One is typically interested
in the behavior of the integral for small values of the parameter ~: in quantum mechanical
applications, taking ~ to zero is a nice way to study the classical limit. Picard-Lefschetz
theory was originally developed and applied to ordinary integrals, in finite dimension, for
example, in the work of Arnol’d et. al. [13]. More recently, Witten [342] and others have
discussed its use in quantum mechanical path integrals. For example, it has been used to
develop new Monte-Carlo techniques capable of addressing the notorious “sign problem”
in some quantum field theories [85].
In the main part of this chapter, we have a far humbler goal. We address simple
minisuperspace models of quantum cosmology, which reduce to a single one-dimensional
integral. Hence, for the purposes of this brief introduction, we shall review the theory in
its most trivial case. It is important to note, however, that in principle Picard-Lefschetz
theory may equally be applied in higher dimensions and even, in principle, in the infinite-
dimensional context relevant to physically realistic path integrals.
When faced with an integral in the form of (3.1), the idea of Picard-Lefshetz theory is
to interpret S[x] as a holomorphic function of x ∈ C, the complex plane. Cauchy’s theorem
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allows us to deform the integration contour from the real domain D on the real x-axis into
a contour we now call C in the complex x-plane, while keeping its endpoints fixed. In
particular, we seek to deform C into a “steepest descent” contour passing through one or
more critical points of S[x], i.e., points where ∂xS = 0. By the Cauchy-Riemann equations,
the real part of the exponent, Re[iS[x]], which controls the magnitude of the integrand, has
a saddle point in the real two-dimensional (Re[x],Im[x])-plane there. The steepest descent
contour through the saddle point is defined as the path along which Re[iS[x]] decreases as
rapidly as possible.
A simple example is provided by S[x] = x2, with a critical point at x = 0. Writing
x =Re[x] + i Im[x], we have Re[iS[x]] = −2 Re[x]Im[x]. The magnitude of the integrand
decreases most rapidly along the contour Im[x]=+Re[x] which is the steepest descent con-
tour. Conversely, it increases most rapidly along the contour Im[x] = −Re[x], which is the
steepest ascent contour. As we shall discuss, steepest descent contours generically lead to
convergent integrals, and in this case they are known as Lefschetz thimbles Jσ.
In more detail, we write the exponent I = iS/~ and its argument x in terms of their
real and imaginary parts, I = h+ iH and x = u1 + iu2. Downward flow is then defined by
dui
dλ
= −gij ∂h
∂uj
, (3.2)
with λ a parameter along the flow and gij a Riemannian metric introduced on the complex
plane. The real part of the exponent h decreases on such a flow away from its critical points,
because dh
dλ
=
∑
i
∂h
∂ui
dui
dλ
= −∑i ( ∂h∂ui )2 < 0, with the fastest rate of decrease occuring in the
direction of “steepest descent”, which maximises the magnitude of the gradient. Defining
the latter requires that we introduce a metric. Witten points out that the freedom to
choose this metric may be exploited in interesting ways [342].
For the simple examples we discuss here, the obvious metric ds2 = |dx|2 is sufficient.
Defining complex coordinates, (u, u¯) =
(
(Re([x] + iIm[x]), (Re[x]− iIm[x])), the metric is
guu = gu¯u¯ = 0, guu¯ = gu¯u = 1/2. Then h = (I + I¯)/2 and (3.2) becomes
du
dλ
= −∂I¯
∂u¯
,
du¯
dλ
= −∂I
∂u
. (3.3)
The imaginary part of the exponent H = Im[iS/~] is conserved along these flows, since
dH
dλ
=
1
2i
d(I − I¯)
dλ
=
1
2i
(
∂I
∂u
du
dλ
− ∂I¯
∂u¯
du¯
dλ
)
= 0 . (3.4)
Thus the integrand eiS[x]/~ – which was a purely oscillatory factor in the original integral
– does not oscillate at all when evaluated along a downward flow (see Fig. 3.1). Instead,
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Figure 3.1: Left panel: From a saddle point σ emanate upward (Kσ) and downward (Jσ)
flows, which are located in the wedges Jσ (in green) and Kσ (in red) respectively, defined as
the regions where the h-function is lower (higher) than its value at the saddle, respectively.
The arrows along the flows indicate the direction of descent, and the downward flow Jσ
is known as a Lefschetz thimble. The wedges are separated by blue lines along which h is
constant and equal to the value at the saddle point h(pσ.) Right panel: Along a Lefschetz
thimble the real part h of the exponent decreases as fast as possible, ensuring an absolutely
convergent integral.
it decreases monotonically so that the integral converges absolutely and “as rapidly as
possible.” For a downward flow originating at a saddle, λ runs from −∞ at the saddle
point to positive values as h decreases. The Lefschetz thimble associated with a given
saddle is defined as the set of downward flows leaving the saddle in this way.
Analogously, upward flows are defined via
dui
dλ
= +gij
∂h
∂uj
, (3.5)
with H likewise being conserved along these flows. Every critical point has an upward flow
which, in analogy to the downward flow, is labelled Kσ.
There is a complication in this argument which it is convenient to resolve. It is possible,
in principle, for a steepest descent contour from one saddle point pσ to terminate on
another saddle point p′σ, as λ → ∞ so that it coincides with a steepest ascent contour
from p′σ. Such a situation is generically unlikely, but it may occur as the result of a
symmetry. For example, if S[x] is a real function of x (meaning it is real for all real x),
then any complex saddle point necessarily comes with a complex conjugate partner. The
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function h = i(S[x] − S[x¯])/(2~) is generally different at these two saddles, whereas the
imaginary part of the exponent H is the same so that, indeed, both the steepest descent
flow from the higher saddle and the steepest ascent flow from the lower saddle follow the
line Re[x] = const. Such a situation indeed arises with no-boundary initial conditions, with
the relevant contours exhibited in Fig. 5 below.
Such a degeneracy between steepest ascent and steepest descent contours may generally
be removed by adding an infinitesimal perturbation to S[x], and defining the contour C
in the limit as the perturbation is taken to zero. In this limit the contribution of the
perturbation to the integral is negligible. However, a generic perturbation will break the
degeneracy between the values of the imaginary part of the exponent H at the two saddle
points, making it impossible, according to (3.4), for steepest ascent and descent flows
from the two critical points to coincide. Of course, if a symmetry was responsible for the
degeneracy, as we have discussed for the case where S[x] is real, then the perturbation must
violate the symmetry if it is to remove the degeneracy. So if S[x] being real is responsible
for the degeneracy, an imaginary perturbation will be needed to remove it. This is not a
problem, however, since as explained, in the limit that the perturbation is taken to zero,
its influence on the integral is negligible.
Once all such degeneracies are removed, we are left with a one-to-one correspondence
between saddle points pσ and the associated steepest ascent and descent contours Jσ and
Kσ. The generic situation is then that any steepest descent contour from a saddle ends on a
singularity where h→ −∞, and any steepest ascent contour likewise ends on a singularity
where h→ +∞.
Thus, Lefshetz thimbles and upward flows only intersect at a single critical point, the
one where both are defined. With a suitable choice of orientation, we can write for the
intersection number
Int(Jσ,Kσ′) = δσσ′ . (3.6)
Our objective is to deform the original integral (3.1) into one evaluated over a sum of
Lefschetz thimbles. That is, we would like to write
C =
∑
σ
nσJσ, (3.7)
in a homological sense, for some integers nσ which may take the values 0 or ±1 when
accounting for the orientation of the contour over each thimble. It follows from these
equations that nσ = Int(C,Kσ) = Int(D,Kσ), since the intersection number is topological
and will not change if we deform the contour C back to the original, real domain D. Thus
a necessary and sufficient condition for a given thimble Jσ to be relevant is that a steepest
74
ascent contour from the critical point pσ intersects the original, real integration domain D.
In this circumstance, intuitively, there is no obstacle to smoothly “sliding” the intersection
point from the real axis along Kσ down to pσ, and in the process deforming the original
integration contour onto the the thimble Jσ. This is the argument we alluded to in the
introduction, showing that if one starts from a real Lorentzian theory, one never obtains
semiclassical enhancement factors such as are found in the Euclidean approach. This
intersection rule formally follows from relative homology. See appendix 3.B for a sketch of
the proof.
In one complex dimension, the way this works is that the original integral along the real
x-axis is deformed into a series of thimbles. With the appropriate choice of orientation,
adjacent thimbles end and start on singularities of the h-function, so that there is no
obstacle to deforming the combined contour back onto the real x-axis. The two “free ends”
in the sum over thimbles, corresponding to the first and last steepest descent contours, from
the first and last critical points, run to singularities of h in a complex direction determined
by the steepest descent flow. In order to show that the original integral I equals the
sum of integrals over thimbles, we must show that the original integration contour, which
approaches the initial and final singularities of h along the real x-axis, can be deformed
into one which ends on initial and final steepest descent contours which approach the same
singularities from a different direction. This requires that the integral taken along an “arc”
drawn around the singularity vanishes in the limit that the arc is taken closer and closer
to the singularity.
We shall now illustrate this behavior in the integral which arises in the simplest models
of minisuperspace quantum cosmology. As we shall see in the next section, this takes the
form ∫ ∞
0+
dN√
N
eif(N)/~ , (3.8)
where f(N) is holomorphic in N over the relevant domain. The integrand possesses sin-
gularities at N = 0 and N =∞ and the contour of integration runs from one to the other,
over all positive values of N . We wish to show that it is possible to deform this contour to
a sum of the relevant steepest descent contours, the first and last of which approach the
singularities of the integrand at some finite angle with respect to the real N -axis.
Consider first a singularity of f(N) which occurs at infinite N . We take the original
integral up to some large positive value, N0. It is convenient to change variables to N =
(lnz)2, so that (3.8) becomes 2
∫ z0
1
dz
z
eif((ln z)
2)/~, with z0 = e
√
N0 . The relevant steepest
descent trajectory at large |z| will be determined by the term with the largest power of N
in f(N). It will run to infinity at some angle θ with respect to the real z-axis. To show
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that the original integral taken up to some large real value z0 is accurately approximated
by the steepest descent integral taken out to (|z|, θ) = (z0, θ0), we need to show that the
integral along an arc at fixed |z| with the angle θ running from 0 to θ0, becomes negligible
as z0 is taken to infinity. Assume, for example, that f(N) = aN at large |N |, with a
positive. Now set z = e
√
N0+iθ so that the integral along the arc at fixed |z| becomes
2
∫ θ0
0
dz
z
eia(ln z)
2/~ = 2i
∫ θ0
0
dθeia(
√
N0+i θ)2/~ ≡ iI0 → |I0| < 2
∫ θ0
0
dθe−2a
√
N0θ/~ <
~
a
√
N0
,(3.9)
where we used a standard Schwarz-type inequality, and the fact that the last integral
is bounded by its value when taken over an infinite range. We have thus bounded the
magnitude of the integral along the arc at fixed |z|, by a quantity which tends to zero as
N0 tends to infinity. Hence in the limit of large N0, the original contour may indeed be
deformed to one ending on the steepest descent contour at the same value of N0, with
negligible change in the value of the integral. The limit N0 → ∞ can now be taken, with
the conclusion that the two integrals are identical in this limit. It is not hard to generalize
this argument to any holomorphic f(N) behaving as a power of N at large N : one just
needs to choose N0 large enough to ensure that all terms in the real part of the exponent
in the analog of (3.9) are bounded by some finite multiple of the term involving the highest
power of N0.
Similarly, the steepest descent contour approaches the singularity at N = 0 along a
complex direction. For example, if f(N) ∼ −a/N as N → 0, with a positive, then N = 0
is approached from positive imaginary values. To show that the original integral (3.9) taken
along the real N -axis equals the steepest descent integral, we cut the former off at some
small real N = 0. Setting N = 1/(ln z)
2, (3.9) becomes 2
∫ z0
1
dz
z
1
(ln z)2
e−ia((ln z)
2)/~ with
z0 = e
1/
√
0 . By Cauchy’s theorem, the original integral taken over N > 0 may be deformed
into an integral along an arc z = e1/
√
0e−iθ, plus the steepest descent integral taken from
the arc’s intersection with the steepest descent contour. On the arc, | ln z|2 > 1/0, so
the integral along the arc is bounded by 20
∫
dθe2aθ/(~
√
0) < ~
3
2
0 /a and hence vanishes as
0 → 0. Therefore the steepest descent integral and the original Lorentzian integral give
the same result in the limit as the cutoff is removed.
Once we have deformed the contour from the real axis to run through a set of thimbles
associated with the contributing critical points, we have:
I =
∫
D
dx eiS[x]/~ =
∫
C
dx eiS[x]/~ =
∑
σ
nσ
∫
Jσ
dx eiS[x]/~. (3.10)
As (3.10) indicates, typically more than one Lefschetz thimble contributes to the Lorentzian
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path integral, with given boundary conditions, even in mini-superspace quantum cosmol-
ogy.
The integral taken over a thimble is absolutely convergent if∣∣∣∣∫Jσ dxeiS[x]/~
∣∣∣∣ ≤ ∫Jσ |dx| ∣∣eiS[x]/~∣∣ =
∫
Jσ
|dx|eh(x) <∞ . (3.11)
Defining the length along the curve as l =
∫ |dx|, the integral will converge if h(x(l)) <
− ln(l) + A, for some constant A, as l→∞, which is a rather weak requirement.
We have then expressed the original integral as a sum of absolutely convergent steepest
descent integrals. In an expansion in ~, we have
I =
∫
D
dx eiS[x]/~ =
∑
σ
nσ e
iH(pσ)
∫
Jσ
ehdx ≈
∑
σ
nσ e
iS(pσ)/~ [Aσ +O(~)] , (3.12)
where Aσ represents the result of the leading-order Gaussian integral about the critical
point pσ. Sub-leading terms may be evaluated perturbatively in ~. In the case of degenerate
h, a similar expansion applies – we will encounter such an example later in this chapter.
3.3 Minisuperspace Lorentzian path integral
We here consider a universe with a positive cosmological constant Λ, described by the
action
S =
1
2
∫
M
d4x
√−g (R− 2Λ) +
∫
∂M
d3y
√
g(3)K , (3.13)
where we have set 8piG = 1. The second term, involving the 3-metric g
(3)
ij and the trace of
the second fundamental form K of the boundary ∂M, is needed to ensure the variational
principle yields the Einstein equations if the boundary geometries are held fixed. For
simplicity, we truncate the theory to the simplest cosmologies, represented by the line
element
ds2 = −N(t)2dt2 + a(t)2dΩ23 , (3.14)
with dΩ23 the metric of a homogeneous, isotropic 3-dimensional space with curvature k. This
is a gross simplification of the original theory – we no longer have propagating gravitational
waves – but we retain a dynamical scale factor a(t) as well as diffeomorphism invariance in
the timelike coordinate t, and these will be sufficient for us to illustrate many key features
of Lorentzian quantum cosmology.
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The Feynman path integral for the reduced theory is
G[a1; a0] =
∫
DNDpiDaDpDCDP¯ e i~
∫ 1
0 [N˙pi+a˙p+C˙P¯−NH]dt , (3.15)
where, in addition to a, N and the fermionic ghost C, we have introduced the conjugate
momenta p, pi and P¯ , and the corresponding Liouville measure. Without loss of generality,
we can choose the range of the time coordinate to be 0 ≤ t ≤ 1. The Hamiltonian constraint
H[a, p;N, pi;C, P¯ ] = HEH [a, p]+Hg[N, pi;C, P¯ ] consists of the Einstein-Hilbert Hamiltonian
HEH , in our case a minisuperspace Hamiltonian, and a Batalin, Fradkin and Vilkovisky
(BFV) ghost Hamiltonian Hg
1. The ghost is necessary since the minisuperspace action is
diffeomorphism invariant. The ghost term breaks time reparametrization symmetry and
fixes the proper-time gauge N˙ = 0. For a detailed discussion of the BFV ghost in this
setting see Teitelboim [307, 309] and Halliwell [184]. For minisuperspace models, most of
the path integrals can be performed analytically, yielding
G[a1; a0] =
∫ ∞
0+
dN
∫ a=a1
a=a0
Da eiS(N,a)/~ , (3.16)
which has a very simple interpretation. The path integral
∫ DaeiS(N,a)/~ represents the
quantum mechanical amplitude for the universe to evolve from a0 to a1 in a proper time
N . The integral over the lapse function indicates that we should consider paths of every
proper duration 0 < N < ∞. Teitelboim [309] showed that this choice of integration
domain leads to the causal ordering of the a0 and a1, i.e., a0 precedes a1. This allows us to
describe both an expanding a1 > a0 and a contracting a1 < a0 universe, since the direction
of the arrow of time is determined by the Feynman propagator and not by the choice of
boundary conditions. For an illustration see Fig. 3.2.
The action in (3.16) reduces to
S = 2pi2
∫ 1
0
dtN
(
−3a a˙
2
N2
+ 3ka− a3Λ
)
. (3.17)
We are faced with a functional integral over a(t), and an ordinary integral over the proper
time N . The former may be performed in the semiclassical approximation. Notice first
1The Batalin, Fradkin and Vilkovisky ghost is an extension of the Fadeev-Popov ghost [30]. The
Fadeev-Popov ghost is based on the BRST symmetry. In particular, the constraint algebra forms a Lie
algebra. In general relativity the constraint algebra does not close, which is why the BFV quantization is
required. For minisuperspace we have only one constraint, H, for which the constraint algebra trivially
closes. Thus the distinction is inessential here, but the BFV quantization is nevertheless preferable.
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G0
G1
G0
G1
Figure 3.2: A pictorial description of the Feynman propagator, with G0 and G1 the initial
and final three-geometry. Left: an expanding phase. Right: a contracting phase.
that the classical equations for a(t) and N are real. In fact, the equations of motion for
a(t) yield a unique solution in the form a = ac(Nt), for arbitrary initial and final a0 and a1.
However, the constraints which follow from varying N in generally can only be satisfied by
complex N . Since the equations of motion are real, it follows that solutions for N come in
complex conjugate pairs. Also, reversing the sign of N is classically equivalent to reversing
the arrow of time, a symmetry of the classical equations. Hence we may anticipate that,
quite generally, there will be four solutions for N , with only two of them being distinct
after time reversal symmetry is taken into account.
In fact, we can simplify the calculation by noticing that redefining the lapse function
N(t) → N(t)/a(t) renders the action (3.17) quadratic in q(t) ≡ a(t)2, allowing the path
integral over q(t) to be performed exactly [184]. (Actually, there is a subtlety since such
a redefinition alters the path integral measure. More fundamentally, one must ensure that
the quantum mechanical propagator is properly covariant under such changes of variable.
As discussed in [184, 164], the starting point for constructing the propagator is a proper
ordering of the Hamiltonian operator. This ordering is determined by covariance under
changes of variables including the one just given. With this correction, involving the Ricci
curvature on superspace, the quantum Hamiltonians of the theories expressed in terms of a
or q = a2 are equivalent. In the case of the redefinition considered here, the correction term
is only important at small a. For simplicity, as well as consistency with earlier treatments,
we shall ignore it in the leading, semiclassical analysis we perform in this chapter.)
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In these new variables, the action (3.17) becomes
S = 2pi2
∫ 1
0
dt
(
− 3
4N
q˙2 +N(3k − Λq)
)
. (3.18)
The equation of motion and the constraint following from this action are
q¨ =
2Λ
3
N2;
3
4N2
q˙2 + 3k = Λq . (3.19)
With boundary conditions q(0) = q0 and q(1) = q1, the general solution to the first equation
(before imposing the constraint) is
q¯ =
Λ
3
N2t2 +
(
−Λ
3
N2 + q1 − q0
)
t+ q0 . (3.20)
Writing the full solution, which does satisfy the constraint as
q(t) = q¯(t) +Q(t) , (3.21)
the path integral becomes
G[q1; q0] =
∫ ∞
0
dNe2pi
2iS0/~
∫ Q[1]=0
Q[0]=0
DQe2pi2iS2/~ , (3.22)
with
S0 =
∫ 1
0
dt
(
− 3
4N
˙¯q2 + 3kN −NΛq¯
)
, S2 = − 3
4N
∫ 1
0
dt Q˙2 . (3.23)
The path integral over Q is Gaussian and can be evaluated exactly:∫ Q[1]=0
Q[0]=0
DQe2pi2iS2/~ =
√
3pii
2N~
. (3.24)
The propagator thus reduces to an ordinary integral
G[q1; q0] =
√
3pii
2~
∫ ∞
0
dN
N1/2
e2pi
2iS0/~. (3.25)
Equation (3.25) is an oscillatory integral, to which we apply the methods of the previous
section. We lift the lapse N to the complex plane and regard the boundary values 0 and∞
of the integral as points on the Riemann sphere. The action S0 can be explicitly evaluated,
S0 = N
3 Λ
2
36
+N
(
−Λ
2
(q0 + q1) + 3k
)
+
1
N
(
−3
4
(q1 − q0)2
)
. (3.26)
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The action S0 has four saddle points in the complex plane, which are solutions of
∂S0/∂N = Λ
2N4s + (−6Λ(q0 + q1) + 36k)N2s + 9(q1 − q0)2 = 0 , (3.27)
given by
Ns = c1
3
Λ
[(
Λ
3
q0 − k
)1/2
+ c2
(
Λ
3
q1 − k
)1/2]
, (3.28)
with c1, c2 ∈ {−1, 1}. The action evaluated at these saddle points is given by
Ssaddle0 = N
3
s
Λ2
36
+Ns
(
−Λ
2
(q0 + q1) + 3k
)
+
1
Ns
(
−3
4
(q1 − q0)2
)
=
1
Ns
[
N4s
Λ2
36
+N2s
(
−Λ
2
(q0 + q1) + 3k
)
− 3
4
(q1 − q0)2
]
=
1
Ns
[
−Λ
2
18
N4s −
3
2
(q1 − q0)2
]
= −c1 6
Λ
[(
Λ
3
q0 − k
)3/2
+ c2
(
Λ
3
q1 − k
)3/2]
, (3.29)
Each of these four saddle points corresponds to a Lefschetz thimble {Jσ}, and a steepest
ascent contour {Kσ}. Each is also associated with wedges Jσ, Kσ in which the real part of
the exponent iS/~ is respectively lower and higher than the saddle point value. Writing
the original integration contour in terms of the Lefschetz thimbles
(0+,∞) =
∑
σ
nσJσ , (3.30)
we approximate the propagator using the saddle point approximation in the limit ~→ 0,
G[q1; q0] =
∑
σ
nσ
√
3pii
2~
∫
Jσ
dN
N1/2
e2pi
2iS0/~
≈
∑
σ
nσ
√
3pii
2~
e2pi
2iSsaddle0 /~
N
1/2
s
∫
Jσ
dNe
ipi2
~ S0,NN (N−Ns)2
[
1 +O (~1/2)]
≈
∑
σ
nσ
√
3pii
2~
e2pi
2iSsaddle0 /~
N
1/2
s
eiθσ
∫
Jσ
dne−
pi2
~ |S0,NN |n2
[
1 +O (~1/2)]
≈
∑
σ
nσ
√
3i
2Ns|S0,NN |e
iθσe2pi
2iSsaddle0 /~
[
1 +O (~1/2)] , (3.31)
81
where we defined N −Ns ≡ neiθ with n real and θ being the angle of the Lefschetz thimble
with respect to the positive real N axis.
The intersection coefficient nσ, the angle θσ and action at the saddle point S
saddle
0 all
depend on the boundary conditions q0 and q1 and the spatial curvature k. In particular,
saddle points can become relevant or irrelevant as the boundary conditions are varied.
Earlier approaches amount to choosing particular contour in the complex N plane “by
hand,” on the basis of some preconceived notions. However, as we argued in section 3.2,
the virtue of the Lorentzian path integral combined with Picard-Lefschetz theory is that
the proper combination of saddle points and relative phases between them is completely
fixed.
As can be seen from equation (3.28), for spherical three-geometries, k = 1, the saddle
points may be located off the real axis and be anywhere in the complex plane, while for
the flat and hyperbolic case the saddle points are real. Complex saddle points imply non-
classical behaviour since the propagator becomes dominated by non-Lorentzian geometries.
In the following sections we concentrate on spherical expanding universes. We study the
saddle point approximation (3.31) in four qualitatively different configurations:
• For q1 ≥ q0 > 3Λ the saddle points are real. These boundary conditions represent a
classical universe. This case is studied in section 3.3.1.
• For q1 > 3Λ > q0 one of the roots becomes imaginary. This case includes the “no-
boundary” proposal and is studied in section 3.3.2.
• The limiting case between the classical and quantum phase, for which q1 ≥ q0 = 3λ ,
is studied in section 3.3.3.
• For 3
Λ
> q1 ≥ q0 both square roots become imaginary and both q0 and q1 are in the
classically disallowed region. We study this case in section 3.3.4.
3.3.1 Classical boundary conditions
For classical boundary conditions q1 ≥ q0 > 3Λ , the four saddle points are real, see Fig. 3.3
for the corresponding lines of steepest descent and ascent. The two positive saddle points
Ns± =
√
3
Λ
[(
q1 − 3
Λ
)1/2
±
(
q0 − 3
Λ
)1/2]
(3.32)
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Figure 3.3: A sketch of the wedges and flow lines emanating from the saddle points in the
complex N plane, for classical boundary conditions q1 > q0 >
3
Λ
. The Lefschetz thimbles
Jσ reside within the green wedges Jσ (within which the magnitude of the integrand is
smaller than at the corresponding saddle point), while the contours of steepest ascent Kσ
reside within the red wedges Kσ (within which the magnitude of the integrand is larger
than at the corresponding saddle point). The arrows indicate the direction of steepest
descent. The original integration contour along the positive real axis is shown in orange,
and runs through two saddle points in this case. The deformed contour along which the
integral is absolutely convergent comprises the thimbles J1 and J2: the dashed orange line
indicates how the original contour is deformed onto to these thimbles. Note that neither
the flow lines, nor the original integration contour, include the point at N = 0.
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contribute to the integral since their curves of steepest ascent trivially intersects the original
interval (0,∞). The two negative saddle points do not contribute to the propagator.
The equation of motion is solved by the de Sitter space solution. For classical boundary
conditions there exist two solutions: either q0, q1 both sit on the same side of the waist of
the de Sitter hyperboloid, or they are separated by the waist. Using the classical solution
q¯(t) (see equation (3.20)) we can study the two saddle points. At t = 0,
dq¯
dt
= −Λ
3
N2s± + q1 − q0 = 2
(
−q0 + 3
Λ
)
∓ 2
√(
q0 − 3
Λ
)(
q1 − 3
Λ
)
. (3.33)
We observe that Ns+ corresponds to a decreasing solution. The waist of the de Sitter
space sits between the specified boundaries. The other saddle point Ns− corresponds to an
increasing solution. In this case both boundaries sit on the same side of the waist.
Figure 3.3 illustrates the Lefschetz thimbles corresponding to the saddle points. The
first Lefschetz thimble runs from the origin at N = 0 up in the positive imaginary N di-
rection2, curves around, moves through Ns−, and asymptotically approaching the negative
imaginary axis. The second thimble runs up from the negative imaginary axis, through
Ns+ and asymptotes to positive Re(N) at an angle of pi/6
3. Note that the sum of these
two thimbles is indeed deformable to the positive real N axis. In Fig. 3.3 the integration
contour that runs through the saddle points along the Lefschetz thimbles J1,2 is shown by
a dashed orange line – along this contour the integral is manifestly convergent.
Since we have two relevant saddle points, the saddle point approximation of the prop-
agator (3.31) is the sum of two phases,
G[q1; q0] ≈
 3i
4Λ
√
(q0 − 3Λ)(q1 − 3Λ)
1/2 [ e−ipi4 eiS(Ns−)/~ + eipi4 eiS(Ns+)/~]
≈ e
ipi
4 31/2
[(Λq0 − 3)(Λq1 − 3)]1/4 cos
(
4pi2Λ1/2
31/2~
(
q0 − 3
Λ
)3/2
− pi
4
)
e
−i 4pi2Λ1/2
31/2~ (q1−
3
Λ)
3/2
,(3.34)
The factors e±i
pi
4 , arise from aligning the fluctuation integrals with the Lefschetz thimbles
(cf. the orange dashed line), as explained in more detail in section 3.3.2.
2Note that this Lefschetz thimble does not include the point N = 0 itself. In the small N limit, the
h-function is approximated by Re(−i/N) and this becomes arbitrarily negative as N tends towards N = 0
along the positive imaginary axis, without actually reaching N = 0. This is just as well, as the original
integration contour also does not include N = 0 at which point the metric would be singular.
3This angle is easy to determine: the flow lines correspond to lines of constant imaginary part of the
integrand, and for large N this means constant Re(N3) .
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In this simple model, we have interference effects between the two possible classical
trajectories linking our initial and final conditions. In more realistic models involving
interactions with other fields, one might expect the two terms in the transition amplitude
to decohere. This would suppress the interference.
3.3.2 No-boundary conditions
Implications of Picard-Lefschetz theory
The “no-boundary” conditions were proposed by Hartle and Hawking as a theory of initial
conditions for the universe [194, 188, 195]. The idea is that in the path integral one should
sum only metrics whose only boundary is provided by the final spatial hypersurface (cor-
responding to the current state of the universe). To implement “no-boundary” conditions,
we must take q0 = 0 and find a 4-metric which is regular there. This is possible for posi-
tive k. The “no-boundary” condition is supplemented with the constraint equation (3.19)
evaluated at q = 0,
q˙2 = −4N2k (q = 0) . (3.35)
We will take the final boundary to correspond to a late time configuration, where the
universe has become large, q1 >
3
Λ
. The saddle points of the action are given by
Ns,nb1 = +
3
Λ
[
i±
(
Λ
3
q1 − 1
)1/2]
, Ns,nb2 = − 3
Λ
[
i±
(
Λ
3
q1 − 1
)1/2]
, (3.36)
with corresponding actions
S0,nb1 = − 6
Λ
[
−i±
(
Λ
3
q1 − 1
)3/2]
, S0,nb2 = +
6
Λ
[
−i±
(
Λ
3
q1 − 1
)3/2]
. (3.37)
Note that saddle points in the upper half plane lead to a ei2pi
2S0 ∼ e−12pi2/(~Λ), while those
in the lower half plane lead to ei2pi
2S0 ∼ e+12pi2/(~Λ).
Given the saddle points, we can determine the wedges and the curves of steepest descent
and ascent emanating from them. We use the fact that curves with Re(iS0) specify the
boundaries of the wedges, and that Im(iS0) is constant along the flow lines to determine
them numerically – see also [186]. For the case of interest to us, the wedge boundaries and
flow lines are shown in Fig. 3.4, while the directions of the flows are sketched in Fig. 3.5.
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Figure 3.4: For this numerical example we have chosen k = 1,Λ = 3, q0 = 0, q1 = 10. The
saddle points then lie at ±3 ± i. Shown in the present figure are both the boundaries of
wedges (lines of constant real part of the integrand/imaginary part of the action – light
blue lines) and the flow lines (lines of constant real part of the action – red/green lines).
More specifically, the plot shows both Abs[Im(S(N)−S(Ns))] and Abs[Re(S(N)−S(Ns))],
where lighter colours correspond to smaller values. The four saddle points are located at
the intersections of the flow lines. More details are provided in Fig. 3.5.
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Figure 3.5: A sketch of the wedges and flow lines emanating from the saddle points in the
complex N plane, for “no-boundary” conditions q0 = 0, q1 >
3
Λ
. The loci of the steepest
ascent/descent flows (in black) and of the boundaries between wedges (in blue) were deter-
mined numerically in Fig. 3.4. Here the arrows indicate the direction of steepest descent.
We have coloured the wedges such that regions Jσ with a lower value of the magnitude of
the integrand than the corresponding saddle point are green, and regions Kσ with a higher
value are red, with the exception of the yellow regions which have a value intermediate
between the two saddle point values. Comparing with the adjacent colours then avoids any
ambiguity. Notice that, due to the symmetry explained above equation (3.6), there are
‘degenerate’ ascent and descent flows that link saddle points. This degeneracy is broken
by adding an infinitesimal perturbation to the action, as shown in Fig. 3.6. The original
integration contour along the positive real axis is shown in orange, and the deformed con-
tour which Picard-Lefschetz theory picks out as the preferred integration cycle is marked in
dashed orange. Again neither the flow lines, nor the original or final integration contours,
include the point at N = 0. Only saddle point 1 in the upper right quadrant can be linked
to the original integration contour via an upward flow, and this implies that the (orange-
dashed) downward flow from this saddle point is the correct Lefschetz thimble along which
the path integral should be performed.
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One can identify the direction of the flows analytically by expanding the action around
a saddle point,
δS0 = S
saddle
0 +
1
2
Ssaddle0,NN (δN)
2 + . . . (3.38)
The second derivative is given by
Ssaddle0,NN = Ns
Λ2
6
− 3
2N3s
(q1 − q0)2 (3.39)
=
1
6N3s
[
Λ2N4s − 9(q1 − q0)2
]
. (3.40)
By evaluating the second derivative, we can determine the direction along which the imag-
inary part of the action stays constant. Our numerical example serves as an illustration.
For the saddle point (number 2) at Ns = −3 + i for instance, the second derivative is given
by S,NN = 9/5 × (−1 + 3i). This means that α ≡ Arg(S,NN) = pi − ArcTan(3) ≈ 1.89.
We want Im(iS − iS(Ns)) = 0. Around the saddle point, the change in iS goes like
∆(iS) ∝ iS,NN(δN)2 ∼ n2ei(pi/2+2θ+α), where we have written δN = neiθ. The change in
the imaginary part will be proportional to sin(pi/2 + 2θ + α), and this change is zero if
θ =
kpi
2
− pi
4
− α
2
, k ∈ R (3.41)
≈ −0.16, 1.41, 2.98, 4.55, . . . (3.42)
This is in good agreement with the flow lines shown in the figure. Note that the change in
the real part of the integrand h = Re(iS) is given by cos(pi/2 + 2θ + α). The direction of
steepest descent is thus given by cos(pi/2 + 2θ + α) = −1, , i.e., for
θ = kpi +
pi
4
− α
2
, k ∈ R, (steepest descent) (3.43)
≈ −0.16, 2.98, . . . (3.44)
while the curves of steepest ascent are at θ ≈ 1.41, 4.55, . . . Thus the line of steepest
descent of h is towards the origin N = 0, while the curve of steepest ascent is down
towards the real line. This line eventually connects with the saddle point at −3− i. Thus
we encounter the degenerate situation described in section 3.2 where the curves of steepest
ascent from one saddle point coincides with the curve of steepest descent from another. As
discussed there, we can lift this degeneracy by considering a small complex perturbation of
the action, and subsequently take the limit where the perturbation vanishes. The effect of
such a perturbation is shown in Fig. 3.6, where one can clearly see that the degeneracy is
now lifted, and the intersection formula (3.6) can be applied. It is straightforward to repeat
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this calculation for the other three saddle points, with the result that the two saddles in
the upper half plane have flow lines that are mirror images of each other, while the two
saddles in the lower half plane have their upward and downward flow reversed.
Note that the downward flow lines (Lefschetz thimbles) of the upper saddle points can
indeed be deformed to the real N line, while the downward flow lines of the lower saddle
points cannot. Moreover, only saddle point 1 can be linked to the original integration
contour (the positive real half line) via an upward flow, and hence the appropriate inte-
gration contour, along which the integral will be manifestly convergent, is given by the
Lefschetz thimble J1 also indicated by the dashed orange line in Fig. 3.5. More precisely,
it is implied by the arguments presented around Eq. (3.9) that the integral along the arc
at infinity linking the real integration domain to the Lefschetz thimble J1 vanishes, and
thus the path integral manifestly converges. Saddle point 1 lies at
N+s,nb1 = +
3
Λ
[
i+ (
Λ
3
q1 − 1)1/2
]
, (3.45)
and the action evaluated on the saddle point is
S+0,nb1 = −
6
Λ
[
−i+ (Λ
3
q1 − 1)3/2
]
. (3.46)
For saddle points of the form (3.28), we have
S0,NN =
2c2
Ns
(Λq0 − 3)1/2 (Λq1 − 3)1/2 , (3.47)
implying that Arg(Ns) = −α + Arg
[
(Λq0 − 3)1/2 (Λq1 − 3)1/2
]
. For the “no-boundary”
conditions we thus find Arg(Ns) + α =
pi
2
, and combined with (3.43) this implies θ −
1
2
Arg(Ns) = 0. In the saddle point approximation, we thus obtain the wavefunction
Gnb[q1; 0] ≈ eipi4 3
1/4
2(Λq1 − 3)1/4 e
−12pi2/(~Λ)−i4pi2
√
Λ
3
(q1− 3Λ )3/2/~ . (3.48)
Note that the real part of the classical action for the dominant saddle point is negative, as
expected from the general arguments presented in section 3.2. This concludes the explicit
derivation of our result that the relevant saddle point contributes a weighting e−12pi
2/(~Λ),
the inverse of the Hartle-Hawking result.
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Figure 3.6: Due to the reality of the action, discussed above equation (3.6), and as shown in
Fig. 3.5, a curve of steepest ascent from saddle point 1 coincides with a curve of steepest
descent from saddle point 4. This degeneracy can be lifted by adding a small complex
perturbation to the action, in this example ∆S0 = iN/100. The new contours of steepest
ascent and descent, as well as the level sets of the magnitude of the integrand are shown for
saddle point 1. In the presence of the the perturbation, the lower steepest ascent contour
from saddle point 1, instead of joining saddle point 4, now runs left to join the origin
N = 0 from below. Hence the formula for the intersection number (3.6) may now be used
to unambiguously determine that saddle point 1 is relevant to the Lorentzian path integral.
Note that the two lower curves, one green/red and one blue, do not now pass through a
saddle point and should be ignored.
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Classicality
The properties of the physical spacetime should be inferred from the quantum mechanical
amplitude. In particular, whether or not we are describing a classical spacetime depends on
how the amplitude changes as its arguments are varied. Above we have calculated Gnb[q1]
as a function of q1, the scale factor on a spatial hypersurface. The amplitude Gnb = e
A+iP
that we have obtained has a slowly varying amplitude A and a fast-varying phase P as the
universe expands, i.e., in the large q1 limit
∂A/∂q1
∂P/∂q1
∼ 1
(q1 − 3Λ)3/2
→ 0 . (3.49)
This implies that the amplitude is increasingly classical in a WKB sense as the universe
expands. Hence it describes a classical universe. The scaling of the WKB condition for large
q1 is inversely proportion to the volume of space since the spatial volume is proportional
to q
3/2
1 . This is what is expected from studies of inflationary “no-boundary” instantons in
the limit of an exactly flat potential [236].
Relation to the Euclidean path integral
It is interesting to ask why our results differ from the earlier approaches that took as their
starting point the Euclidean path integral. After all, one can simply translate our results
into this language by replacing the lapse function N by iN . The graphs we plotted would
then simply rotate by 90 degrees. Why would any physical results be changed? The crucial
point is that the Euclidean approach assumes the Euclidean time to be fundamental. The
path integral should really be performed along the imaginary N axis. In other words, in the
Euclidean approach one would take the original integration contour to extend from N = 0
(again excluding the point at N = 0 itself) to infinity in the positive or negative imaginary
direction. At this point it is useful to take another look at Fig. 3.5. First note that none of
the saddle points are related to the imaginary axis by an upward flow line. There are two
flow lines that tend towards N = 0 asymptotically, but they do not intersect the imaginary
axis. This immediately implies that one cannot perform the integral thus defined using
the saddle point method. In other words, no combination of saddle points provides a
good estimate of the value of the integral. What is more, the integral has no chance of
converging. In the positive imaginary direction, the integral diverges at large values of
i|N |, while along the negative imaginary axis it diverges as it approaches N = 0. Another
way to say this is to observe that every integration path containing a saddle point passes
through a region where the integral is divergent, when one tries to smoothly deform it to
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Figure 3.7: A sketch of the wedges and flow lines emanating from the saddle points in the
complex N plane, for the boundary conditions q1 > q0 =
3
Λ
. The colours and arrows are as
described in the caption of Fig. 3.3. For these boundary conditions, the saddle points are
degenerate, and there are three lines of steepest ascent and descent emanating from them.
the imaginary axis using Cauchy’s theorem. Hence we conclude that the Euclidean path
integral is simply ill-defined. By contrast, the real time path integral leads to unambiguous
and convergent results.
3.3.3 Boundary conditions at the classical limit
The saddle points and flow lines in the case of “no-boundary” conditions look rather
different than those obtained with classical boundary conditions. One may wonder how
the two descriptions link up as the boundary conditions are continuously varied from
classical to non-classical, i.e., from q0 > 3/Λ to q0 < 3/Λ, while keeping the final condition
classical, q1 > 3/Λ. Here we consider limiting case q1 > q0 =
3
Λ
. The wedges, flow lines
and their description are given in Fig. 3.7.
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The action iS0 has two degenerate saddle points at
Ns,limit± = ±
√
3
Λ
(
q1 − 3
Λ
)1/2
. (3.50)
The saddle point Ns,limit+ lies on the original integration contour, and will contribute to
the path integral. The other saddle point Ns,limit− is irrelevant to the propagator. The
saddle points are of order 2, since
∂S0
∂N
=
∂2S0
∂N2
= 0 at N = Ns,limit± , (3.51)
while the third derivative is non-zero. This means that the Taylor expansion around the
saddle point is dominated by a cubic term,
S0 = S0(Ns,limit+) +
1
6
∂3S0
∂N3
(Ns,limit+)(δN)
3 + . . . (3.52)
This explains why the flow lines now intersect at angles of pi/3. It is straightforward to
evaluate the third derivative,
Ssaddle0,NNN =
Λ2
6
+
9
2N4s
(q1 − q0)2 (3.53)
=
6
N4s
[(
q0 − 3
Λ
)2
+
(
q1 − 3
Λ
)2]
. (3.54)
In our case S0,NNN(Ns,limit+) = 2Λ
2/3. Given that the third derivative is real-valued and
positive, we can determine the directions of the upward and downward flow, as indicated
in Fig. 3.7.
This helps us to understand the contour of integration. Starting from N = 0, the
contour follows the Lefschetz thimble J1 and moves in the positive imaginary direction, and
passes through the saddle point with positive real part. It then runs down, asymptotically
towards negative imaginary values, and subsequently comes back along the same path,
crossing the degenerate saddle point once more before shooting off at an angle of pi/6 with
respect to the real N axis. The middle part of the contour sums to nothing. The Lefschetz
thimble transitions to being located entirely in the upper half plane when the boundary
condition on q0 becomes non-classical, cf. Fig. 3.5.
Since for the boundary condition q0 =
3
Λ
the function h is not a Morse function, i.e., h
has two degenerate critical points, the saddle point approximation of equation (3.31) does
93
not apply. However, using the integral
∫ +∞
0
dne−k n
3
= Γ(4
3
)k−1/3, we can approximate∫
dN
N1/2
eikN
3 ≈ 1
N
1/2
s
∫
d[δN ]eik(δN)
3
≈ 1
N
1/2
s
[
e−i
pi
6
∫ 0
−∞
dne+kn
3
+ e+i
pi
6
∫ ∞
0
e−kn
3
]
≈
√
3Γ(4
3
)
N
1/2
s k1/3
, (3.55)
in order to obtain the saddle point approximation of the propagator
G[q1; q0 = 3/Λ] ≈
ei
pi
4 317/12Γ(4
3
)
25/6pi1/6(~Λ)1/6(Λq1 − 3)1/4 e
−i4pi2
√
Λ
3
(q1− 3Λ )3/2/~ . (3.56)
The prefactors e±i
pi
6 arise from writing δN = ne±i
pi
6 so that the respective integrals are
performed along the Lefschetz thimbles.
3.3.4 Non-classical boundary conditions
Finally, we consider boundary conditions that are classically impossible, 3
Λ
> q1 ≥ q0,
where both scale factors are smaller then the waist of de Sitter space. Even though such
configurations are impossible in Lorentzian signature, they exist in Euclidean signature and
correspond to sections of a 4-dimensional sphere (e.g. one may picture them as surfaces of
constant latitude). Correspondingly, the saddle points are pure imaginary. In the upper
half plane they are
Nupper± = i
√
3
Λ
[(
3
Λ
− q1
)1/2
±
(
3
Λ
− q0
)1/2]
, (3.57)
while in the lower half plane
Nlower± = −i
√
3
Λ
[(
3
Λ
− q1
)1/2
±
(
3
Λ
− q0
)1/2]
. (3.58)
There are two possibilities, as for the case of classical boundary conditions. The two spatial
hypersurfaces are either on one side of the equator of the 4-sphere, or are separated by
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the equator. We can determine which is which by looking at the derivative of the classical
solution
dq¯
dt
=
2Λ
3
N2s t−
Λ
3
N2s + q1 − q0 = 0, 0 < t < 1 . (3.59)
It is straightforward to see that for Nupper+ and Nlower+ the scale factor squared q reaches
a maximum for 0 < t < 1, while for Nupper− and Nlower− the maximum is only reached for
t > 1, which is outside of the range for which the solution has been determined. Thus the
saddle points at Nupper+ and Nlower+ correspond to the configuration where the initial and
final hypersurface lie on different sides of the equator of the sphere.
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Figure 3.8: A sketch of the wedges and flow lines emanating from the saddle points in the
complex N plane, for non-classical boundary conditions 3
Λ
> q1 ≥ q0. The lines, arrows and
colours are as described in the caption of Fig. 3.5. Here we again have yellow wedges that
are both higher than one saddle point and lower than another one, J2 = K1 and J4 = K3.
The original integration contour can be deformed into the dashed preferred contour by
flowing down. Note that the preferred, dashed contour is chosen to follow the paths of
steepest descent near the saddle points, so as to facilitate a saddle point approximation of
the propagator.
An analysis of the Lefschetz thimbles indicates that only the saddle points in the upper
half plane contribute to the propagator, as these are related to the original integration
contour via an upward flow (in the case of Nupper+ the flow proceeds through the saddle
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point Nupper− this degeneracy can once again be removed by adding a small complex
perturbation to the action, and letting it vanish at the end of the calculation). The
proper integration contour runs up from N = 0 in the positive imaginary direction, passes
through the two upper saddle points (along paths of steepest descent) and then follows the
Lefschetz thimble in the upper right quadrant off to infinity at an asymptotic angle of pi/6
with respect to the real N axis – see Fig. 3.8. The propagator can thus be approximated
as
G[q1; q0] ≈ c−e
− 12pi2~Λ
[
(1−Λq03 )
3/2
+(1−Λq13 )
3/2
]
+ c+e
− 12pi2~Λ
[
(1−Λq03 )
3/2−(1−Λq13 )
3/2
]
. (3.60)
Keeping in mind that for the saddle point Nupper− we have the angle along the Lefschetz
thimble being θ = pi
2
and thus ei[θ−
1
2
Arg(N)] = ei
pi
4 , while for Nupper+ we have θ = 0 and
ei[θ−
1
2
Arg(N)] = e−i
pi
4 , the normalization constants are
c± = e∓i
pi
4
 3i
4Λ
√(
3
Λ
− q0
) (
3
Λ
− q1
)
1/2 . (3.61)
Note that the exponents in the amplitude are purely real, so it most certainly does not
describe classical cosmological evolution. The implied interference between the two terms
in the wavefunction may lead to interesting effects, whose investigation we leave to future
work. Here we simply note that the saddle point at Nupper− dominates, i.e., the path
integral gives a higher weighting to the smaller 4-geometry connecting initial and final
boundary values, and not the geometry for which the equator of the 4-sphere sits in be-
tween. In particular, in the limit where the two boundaries become equal the preference
is for having a vanishing 4-geometry, a physically reasonable result.
3.4 Relation to the Wheeler-DeWitt equation
So far we have focussed on path integral quantization. It is natural to wonder how our
results are related to canonical methods. In the canonical approach, one obtains a time
independent Schro¨dinger-type equation on superspace, i.e., on the space of 3-dimensional
spatial geometries. This is the Wheeler-DeWitt equation. Below we will derive this equa-
tion in two separate ways, first from the canonical approach, and afterwards by starting
from the path integral. Both approaches lead to the same equation, as they must. The
advantage of the path integral approach, however, is that it incorporates the correct bound-
ary conditions and leaves no residual ambiguity in the solutions of the Wheeler-DeWitt
equation.
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3.4.1 Canonical derivation of the Wheeler-DeWitt equation
The minisuperspace model is described by the action (3.18), with the corresponding La-
grangian
L = 2pi2
[
− 3
4N
q˙2 + 3kN −NΛq
]
. (3.62)
The canonical momentum corresponding to q is given by
p =
∂L
∂q˙
= −3pi
2
N
q˙ . (3.63)
The classical Hamiltonian of the system takes the simple form
H =q˙p− L = − N
6pi2
[
p2 + 12pi4(3k − Λq)] = NH . (3.64)
The phase-space representation of the action reads
S =
∫
(q˙p−NH) dt =
∫ (
q˙p+
N
6pi2
[
p2 + 12pi4(3k − Λq)]) dt . (3.65)
Observe that the lapse N is a Lagrange multiplier leading to the classical constraint
H = 0 . (3.66)
In the canonical quantization scheme we obtain the Hamiltonian operator Hˆ in the
q-representation by the substitution p 7→ pˆ = −i ∂
∂q
,
Hˆ =
1
6pi2
[
∂2
∂q2
+ 12pi4(Λq − 3k)
]
. (3.67)
The corresponding Wheeler-DeWitt equation is given by
Hˆψ = 0→ ~2∂
2ψ
∂q2
+ 12pi4(Λq − 3k)ψ = 0 , (3.68)
with ψ the wave-function of the universe. The corresponding Feynman propagator G
satisfies [184]
HˆG = −iδ(q0 − q1) , (3.69)
where the Hamiltonian operator acts either on q0 or on q1. We call this equation the
inhomogeneous Wheeler-DeWitt equation. For a the De Sitter universe,
~2
∂2G
∂q21
+ 12pi4(Λq1 − 3k)G = −6pi2iδ(q0 − q1) . (3.70)
In the next section we prove that the path integral is propagator satisfying this equation.
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3.4.2 Integral representation of the Feynman propagator
Our discussion in section 3.3 has shown that the propagator/wave function of the universe
is given by
G[q1; q0] =
∫ ∞
0
dNG[q1; q0;N ] . (3.71)
The integrand
G[q1; q0;N ] =
∫ q=q1
q=q0
DqeiS(N,q)/~ (3.72)
is the propagator to propagate from q0 to q1 in parameter time N . In analogy with non-
relativistic quantum mechanics and by construction of the path integral, the propagator
will satisfy a Schro¨dinger-like equation
i
∂G[q1; q0;N ]
∂N
= HˆG[q1; q0;N ] , (3.73)
with the Hamiltonian operator acting on either q0 or q1 with the boundary condition
lim
N→0
G[q1; q0;N ] = δ(q0 − q1) . (3.74)
It follows that the total propagator of minisuperspace models is a Greens function of the
Wheeler-DeWitt equation
HˆG[q1; q0] =
∫ ∞
0
dNHˆG[q1; q0;N ]
=i
∫ ∞
0
dN
∂G[q1; q0;N ]
∂N
=iG[q1; q0;N ]
∣∣N=∞
N=0
=− iδ(q0 − q1) . (3.75)
3.4.3 Solution of the Feynman propagator
The Wheeler-DeWitt equation is solved by bilinear expressions in Airy functions,
Ai
[
3
√−12pi4(qΛ− 3k)
Λ2/3
]
, Bi
[
3
√−12pi4(qΛ− 3k)
Λ2/3
]
, (3.76)
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where q stands for either q0 or q1 here. Note that in the arguments above,
3
√−1 can
stand for ei
pi
3 ,−1, e−ipi3 – either choice, combined with a suitable linear combination of Airy
functions, solve the Wheeler-DeWitt equation 4. For definiteness we will choose 3
√−1 = eipi3 ,
and write
z ≡ e
ipi
3 (12pi4)1/3(Λq − 3)
(~Λ)2/3
. (3.77)
We also use the notation z0 = z(q → q0) and z1 = z(q → q1).
In the previous discussion, we approximated the Feynman propagator using the WKB
approximation. Now, using the homogeneous solutions of the Wheeler-DeWitt equation
we can construct the space of all possible Green’s functions and subsequently determine
the Feynman propagator. The propagators of the Wheeler-DeWitt equations must be of
the form
G[q1; q0] = −6pi2iψ1(q0)ψ2(q1)θ(q0 − q1) + ψ1(q1)ψ2(q0)θ(q1 − q0)
ψ1(q0)ψ′2(q1)− ψ1(q1)ψ′2(q0)
, (3.78)
with ψ1 and ψ2 two linearly independent homogeneous solutions. Explicitly, if we take
ψ1 = Ai[z] + aBi[z] and ψ2 = Ai[z] + bBi[z] then we obtain the general form of the
propagator
G[q1; q0] =
i
(b− a)
21/3(−3)2/3pi5/3
(Λ~)1/3
[ψ1(q0)ψ2(q1)θ(q0 − q1) + ψ1(q1)ψ2(q0)θ(q1 − q0)] .
(3.79)
We can try to find the appropriate linear combination of solutions by solving for the
path integral directly near z0 = z1 = 0, , i.e., near q0 = q1 =
Λ
3
[186]. Re-scaling the lapse
function by Λ2/3 and writing z0 = z1 = Z, the path integral is given by
G[Z,Z] =
√
3pii
2
1
Λ1/3
∫
dN
N1/2
e
ipi2
18
N3−γNZ (3.80)
where γ = 2pi
2i
(−12pi4)1/3 . In order to find the Taylor expansion near Z = 0, we must evaluate
the path integral and its first few derivatives at Z = 0. Writing N = nei
pi
6 in order to
4This is due to the fact that Airy functions contain three regions of convergence in the complex plane of
the argument, where these regions are invariant under rotations by 2pi/3 radians. The Airy functions Ai and
Bi are defined as two linearly independent combinations of the possible convergent contours. Rotating the
arguments by 2pi/3 then translates into taking different linear combinations of the convergent integration
contours, i.e., simply corresponds to taking different linear combinations of Airy functions [342]. An
example is provided by the relation Ai(ze±i
2pi
3 ) = 12e
±ipi3 [Ai(z)∓ iBi(z)].
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match to the appropriate Lefschetz thimble, we find
G
[
Λ
3
,
Λ
3
]
=
√
3pii
2
1
Λ1/3
ei
pi
12
∫ ∞
0
dn
n1/2
e
−pi2
18
n3 =
√
3pii
2
1
Λ1/3
(2i)1/6Γ(1
6
)
(9pi)1/3
(3.81)
∂G
∂Z
[
Λ
3
,
Λ
3
]
=
√
3pii
2
(−γ)
Λ1/3
ei
pi
4
∫ ∞
0
dnn1/2e
−pi2
18
n3 =
√
3pii
2
(−γ)
Λ1/3
ei
pi
4
√
2
pi
(3.82)
∂2G
∂Z2
[
Λ
3
,
Λ
3
]
=
√
3pii
2
γ2
Λ1/3
ei
5pi
12
∫ ∞
0
dnn3/2e
−pi2
18
n3 =
√
3pii
2
γ2
Λ1/3
ei
5pi
12
25/632/3Γ(5
6
)
pi5/3
The Taylor series G[Z,Z] = G
[
Λ
3
, Λ
3
]
+ G,Z
[
Λ
3
, Λ
3
]
Z + 1
2
G,ZZ
[
Λ
3
, Λ
3
]
Z2 precisely matches
that of
G[Z,Z] =
21/3(−3)2/3pi5/3
(~Λ)1/3
Ai[Z] (Ai[Z]− iBi[Z]) . (3.83)
The asymptotic limits at large and small q, to which we will turn shortly, then imply that
we should take
G[q1; q0] =
21/3(−3)2/3pi5/3
(~Λ)1/3
[
(Ai[z0]− iBi[z0])Ai[z1]θ(q1 − q0)
+ (Ai[z1]− iBi[z1])Ai[z0]θ(q0 − q1)
]
. (3.84)
Note that a = −i and b = 0, by which we see that (3.84) is a propagator. This is equal
the evaluation of a non-relativistic particle with a linear potential [174].
For the “no-boundary” case, we are interested in small (or zero) q0 and large q1. For
Λq0  3 we have the approximate formulae
Ai
[
ei
pi
3
(12pi4)1/3
Λ2/3
(Λq0 − 3)
]
≈ (~Λ)
1/6e−i
pi
12√
pi(12pi4)1/12(3− Λq0)1/4 sin
(
i
4pi2√
3~Λ
(3− Λq0) 32 +pi
4
)
Bi
[
ei
pi
3
(12pi4)1/3
Λ2/3
(Λq0 − 3)
]
≈ (~Λ)
1/6e−i
pi
12√
pi(12pi4)1/12(3− Λq0)1/4 cos
(
i
4pi2√
3~Λ
(3− Λq0) 32 +pi
4
)
while for Λq1  3 we have
Ai
[
ei
pi
3
(12pi4)1/3
Λ2/3
(Λq1 − 3)
]
≈ (~Λ)
1/6e−i
pi
12
2pi1/2(12pi4)1/12(Λq1 − 3)1/4 e
−i
√
12pi2
~Λ (Λq1−3)3/2 .
For the total propagator we obtain
G[q1; q0 = 0] =
21/3(−3)2/3pi5/3
(~Λ)1/3
(
Ai
[
−3e
ipi
3 (12pi4)1/3
(~Λ)2/3
]
− iBi
[
−3e
ipi
3 (12pi4)1/3
(~Λ)2/3
])
Ai[z1]
≈ e
ipi
4 31/4
2(Λq1 − 3)1/4 e
− 12pi2~Λ − i
√
12pi2
~Λ (Λq1−3)3/2 . (3.85)
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This agrees exactly with (3.48), including the subleading terms.
A similar agreement can be found for classical and non-classical boundary conditions,
by evaluating the appropriate limits of the Airy functions. In both cases the expressions
agree with Eq. (3.34) respectively Eq. (3.60), including the first sub-leading term.
With boundary conditions at the classical limit, q0 =
3
Λ
and Λq1  3, the propagator
is given by
G
[
q1; q0 =
3
Λ
]
=
21/3(−3)2/3pi5/3
(~Λ)1/3
(Ai[0]− iBi[0])Ai[z1] . (3.86)
Using the exact expression Ai[0]− iBi[0] = ei 2pi3 2 31/3
Γ(− 1
3
)
= e−i
pi
3
35/6Γ( 4
3
)
pi
, one may verify that
the asymptotic form of this propagator also agrees with the path integral expression (3.56).
3.5 Discussion
We hope this calculation has brought a new element of rigor into quantum cosmology. We
have argued that the Lorentzian path integral, combined with Picard-Lefschetz theory, is to
be preferred over the Euclidean version. In particular, in the simplest cosmology – a closed
FRW universe, with a positive cosmological constant – we explained how it eliminates the
ambiguities associated with the Euclidean path integral, including the conformal factor
problem and the question of which saddle points are relevant. We have shown that Picard-
Lefschetz theory identifies precisely which saddle point solutions contribute to the Feynman
propagator, with which factors, and hence how a consistent semiclassical expansion may be
developed. We have also shown how the path integral formulation of the causal propagator
eliminates the problem of defining boundary conditions on superspace, an ambiguity which
plagues attempts to obtain the “wavefunction of the universe” by solving the homogeneous
Wheeler-DeWitt equation.
As we have seen, for “no-boundary” conditions the Feynman propagator includes a
semiclassical factor e−12pi
2/(~Λ), arising from the classical action of the relevant saddle point
solution. We gave a general argument in the introduction, detailed in section (3.2), that
relevant complex classical solutions only give suppression factors, and never enhancement
factors such as are obtained from Hartle and Hawking’s Euclidean approach. Furthermore,
we explained in detail why the Euclidean path integral is divergent and hence cannot be
taken to be a fundamental starting point of the theory.
We showed in simple minisuperspace examples how the Lorentzian path integral re-
duces to a perfectly convergent (albeit conditionally convergent) integral over the space
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of fields. It is very plausible that this result extends to include all dynamical modes. In
particular, the fluctuations about our homogeneous, isotropic but sometimes complex sad-
dle point solutions, will themselves possess quadratic, complex actions. It is clear that
Picard-Lefschetz theory applies rather trivially to this case and always yields a convergent
measure on the space of field fluctuations. Furthermore, field interactions lead to higher
powers in the action and hence better and better convergence when the Picard-Lefschetz
approach is employed. It is also clear how unitarity is recovered for cosmological back-
grounds corresponding to real (or nearly real) saddle point solutions, because the starting
point of the whole theory is a path integral over real fields. We believe these arguments,
as well as the examples we have investigated in detail, provide compelling evidence that
the Lorentzian formulation of quantum cosmology is to be preferred.
As we have already mentioned, there is significant overlap between this work and that of
[163, 164] which describes a quantum cosmological bounce for conformal-invariant matter
and free scalar fields, also in a Lorentzian formulation. In that context, two of us have
recently shown how cosmological time can emerge [137].
An obvious extension will be the inclusion of other types of matter, such as pressure-
free matter and scalar fields with nontrivial potentials. In particular it will be interesting
to revisit previous uses of instantons, in both inflationary [189] and ekpyrotic [32, 31]
cosmologies, as well as attempts to describe quantum transitions between contraction and
expansion in such models [56], in the light of Picard-Lefschetz theory. In this context,
exactly solvable models such as those of [156, 28] may provide useful insight. As we have
seen, for the simplest cosmology with only a cosmological constant we obtained the same
result as Vilenkin, in his “tunneling” proposal for the wavefunction of the universe. In
chapter 4, we apply the same technique to a more realistic model, where we consider not
only the background spacetime but include fluctuations.
More generally, it will be interesting to see how tunneling, and other nonperturba-
tive quantum gravity processes, can be treated in this Lorentzian-Picard-Lefschetz (LPL)
framework.
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3.A The Feynman propagator and the Wheeler-DeWitt
equation in a de Sitter universe
In section 3.3 we showed that the Feynman propagator for a De Sitter minisuperspace
model is given by
G[q1; q0] =
√
3pii
2
∫ ∞
0
dN
N1/2
e2pi
2iS0 , (3.87)
with
S0 = N
3 Λ
2
36
+N
(
−Λ
2
(q0 + q1) + 3k
)
+
1
N
(
−3
4
(q1 − q0)2
)
, (3.88)
in our minisuperspace model of gravity with a positive cosmological constant Λ. Starting
with the propagator, we can derive the Wheeler-deWitt equation by taking derivatives.
The partial derivative of G with respect to q1 is
∂G
∂q1
=
√
3pii
2
∫
dN
N1/2
2pi2iS0,q1e
2pi2iS0
=
√
3pii
2
∫
dN
N1/2
2pi2i
[
−N
2
Λ− 3
2N
(q1 − q0)
]
e2pi
2iS0 . (3.89)
The second order partial derivative of G with respect to q1 is
∂2G
∂q21
=
√
3pii
2
∫
dN
N1/2
[
2pi2iS0,q1q1 − 4pi4S20,q1
]
e2pi
2iS0
=
√
3pii
2
∫
dN
N1/2
[
−4pi4
(
N
2
Λ +
3
2N
(q1 − q0)
)2
− 3pi
2i
N
]
e2pi
2iS0 . (3.90)
The argument of the integral depends on N . We would like to remove this dependence by
using the properties of the Lefschetz thimbles. From the fundamental theorem of calculus
and partial integration we have that[
N−
1
2 e2pi
2iS0
]∞
0
=
∫
dN
d
dN
[
N−
1
2 e2pi
2iS0
]
= −1
2
∫
dN
N
3
2
e2pi
2iS0 + 2pi2i
∫
dN
N
1
2
S0,Ne
2pi2iS0 .
(3.91)
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Substituting this relation in the second order partial derivative of G with respect to q1
gives
∂2G
∂q21
=
√
3pii
2
[∫
dN
N1/2
[
−4pi4
(
N
2
Λ +
3
2N
(q1 − q0)
)2]
e2pi
2iS0 − 3pi2i
∫
dN
N
3
2
e2pi
2iS0
]
=
√
3pii
2
[∫
dN
N1/2
[−12pi4 (Λq1 − 3k)] e2pi2iS0 + 6pi2i [N− 12 e2pi2iS0]∞
0
]
=− 12pi4 (Λq1 − 3k)G+ 6pi2i
√
3pii
2
[
N−
1
2 e2pi
2iS0
]∞
0
. (3.92)
Hence
∂2G
∂q21
+ 12pi4 (Λq1 − 3k)G =6pi2i
√
3pii
2
[
N−
1
2 e2pi
2iS0
]∞
0
. (3.93)
The contribution corresponding to the limit N →∞ vanishes, since the Lefschetz thimble
is constructed such that e2pi
2iS0 → 0 and 1√
N
certainly becomes small in this limit. The
propagator G thus satisfies
∂2G
∂q21
+ 12pi4 (Λq1 − 3k)G =− 6pi2i
√
3pii
2
lim
N→0
e2pi
2iS0
√
N
. (3.94)
In the limit N → 0 the action diverges as
S0 → 1
N
(
−3
4
(q1 − q0)2
)
. (3.95)
Writing N = in, since the Lefschetz thimbles approach the origin along the imaginary axis,
lim
N→0
e2pi
2iS0
√
N
=
√
2pi
i
lim
n→0
e−3pi
2 (q1−q0)2
2n√
2pin
=
√
2
3pii
δ(q0 − q1) . (3.96)
So, reinstating ~, the Wheeler-deWitt (propagator) equation is given by
~2
∂2G
∂q21
+ 12pi4 (Λq1 − 3k)G =− 6pi2iδ(q0 − q1). (3.97)
Note that, had we integrated over a contour from N = −∞ to N = +∞ (ignoring the
singularity at N = 0) the Dirac delta function term on the right hand side would have
been absent.
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3.B Homology
Picard-Lefschetz theory of the h-function can be formalized using relative homology. Ho-
mology can generally be used to study topological structure of a topological spaces X.
We here shortly describe smooth singular homology Hn(X;Z) and subsequently the corre-
sponding relative homology Hn(X, Y ;Z). For a more detailed exposition see [286, 246, 190].
3.B.1 Smooth singular homology
Smooth singular homology is based on simplexes defined by
∆n =
{
x = (x0, . . . , xn) ∈ Rn+1
∣∣∣∣ n∑
i=0
xi = 1 and xi > 0 for all i
}
. (3.98)
In particular ∆n is known as a n-symplex. Simplexes are a generalization of triangles: ∆0
is a point, ∆1 is an line element, ∆2 is a triangle, ∆3 is an tetrahedron. The p-symplex is
trivially embedded in a corresponding hyperplane
∆p ⊂ V n
{
x = (x0, . . . , xn) ∈ Rn+1
∣∣∣∣ n∑
i=0
xi = 1
}
. (3.99)
A smooth singular p-symplex is a continuous map σ : ∆n → X that smoothly extends to an
open neighborhood in the hyperplane V n. One should picture this as a smooth embedding
of the n-symplex in the topological space.
A p-symplex has p + 1 vertices, labeled by e0, e1, . . . , en. We can represent a smooth
singular n-symplex by its vertices as
[p0, . . . , pn] . (3.100)
We define a boundary operator ∂n on the smooth singular n-symplex, mapping the symplex
its boundary,
∂nσ =
n∑
k=0
(−1)k[p0, . . . , pk−1, pk+1, . . . , pn] . (3.101)
The minus sign denotes the orientation of the boundary elements. In particular, the bound-
ary operator maps the line to its extremal points, and the triangle to its three edges.
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Given the smooth singular n-simplexes, we can construct p-chains as finite formal sums
c =
∑
σ
cσσ , (3.102)
with cσ ∈ Z. Chains add according to addition in Z. The group of all n-chains is the
n-chain group Cn(X).
The boundary map acts linearly on chains and can be extended to ∂n : Cn → Cn−1,
forming a sequence
· · · → Cn(X)→ Cn−1(X)→ Cn−2 → . . . (3.103)
It can be proven that the boundary map is nilpotent, i.e. ∂n ◦∂n−1 = 0. That is to say, the
boundary of a boundary vanishes for all chains in Cn(X). This is equivalent to saying that
the above sequence is an exact sequence. This allows us to define the homology group.
First consider the n-cycle group Zn(X) consisting of all chains with vanishing boundaries,
Zn(X) = Ker ∂n , (3.104)
and the n-boundary group Bn(X) consisting of all chains which are a boundary of another
(n+ 1)-chain,
Bn(X) = Im ∂n+1 . (3.105)
The n-homology group is given by the quotient group
Hn(X) = Hn(Cn(X)) = Zn(X)/Bn(X) . (3.106)
This is well defined since Bn(X) is a subgroup of Zn(X) since ∂n ◦∂n−1 = 0. An element of
the homology group is an equivalence class of all cycles which are the boundary of another
cycle. Informally, two chains are equivalent if they are deformable into each other.
3.B.2 Relative homology
We now consider the relative homology of a topological space X with respect to a subspace
A ⊂ X. Consider the n-chain groups Cn(A) and Cn(X) of the topological spaces A and
X. Now consider the quotient group
Cn(X)/Cn(A) . (3.107)
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Two elements in Cn(X) correspond to the same equivalence class in the quotient group if
they differ by a chain in A. Since the boundary operator ∂ operates trivially on Cn(A) we
can define the relative homology group
Hn(X,A;Z) = Hn(Cn(X)/Cn(A)) . (3.108)
The homology groups again consists of equivalence classes of chains on X. However this
time a chain has to begin and end in the subspace A and is up to equivalence of chains in
A.
3.B.3 Relative homology and Lefschetz thimbles
Picard-Lefschetz theory is developed using relative homology. Consider the region, A, of
points in X below an upper bound U ∈ R, i.e.,
A = {x ∈ X|h(x) ≤ U} ⊂ X . (3.109)
The set A normally consists of a number of disconnected regions Ai corresponding to the
poles of the exponent. In these regions, the contribution to the integral is exponentially
suppressed, the integrand is dominated by eU . When the upper bound U is taken negative,
i.e., U  0, the contribution of the integral in the region A is negligible. Now consider
the relative homology of paths starting and ending in the subspace A,
Hn(X,A;Z) = Hn(Cn(X)/Cn(A)) . (3.110)
The relative homology consists of the equivalence classes of paths between the regions Ai,
each of which can be identified with a steepest descent contour corresponding to a saddle
point.
Consider the downwards flow γ : I ⊂ R→ X, defined by
dγ
dλ
= −gij ∂h
∂xj
, (3.111)
with g the metric. When the flow does not terminate on a critical point, the function
h diverges to −∞ in the limit λ → ∞. The region of X for which the downward flow
terminates in the component Ai as λ→∞, is the descending manifold Ai.
We can also consider the region, B ⊂ X, consisting of the points above the lower bound
L ∈ R, i.e.,
B = {x ∈ X|h(x) ≥ L} . (3.112)
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The set B again generally consists of the disjoint components Bi corresponding to the poles
of the h-function. We define the ascending manifold Bi of the h-function as the subset of
X terminating at Bi as λ→ −∞. By intersecting the ascending and descending manifolds
we obtain the Morse-Smale cells Ci which partition X [256, 303]. The boundaries of these
cells, Ci, are the steepest descent
Jσ = {x ∈ X|c(0) = x , lim
λ→−∞
γ(λ) = pσ} . (3.113)
and the steepest ascent contours
Kσ = {x ∈ X|c(0) = x , lim
λ→∞
γ(λ) = pσ} . (3.114)
corresponding to the saddle point pσ.
Since the Morse-Smale cells, Ci, partition the space X, it follows that equivalence classes
of relative homology group Hn(X,A;Z) can be uniquely identified with the steepest descent
contours. Now, since the integration contour, C, can be deformed to the steepest descent
contour Jσ when the original contour is in the ascending manifold corresponding to the
saddle point pσ, it follows that the saddle points pσ is relevant if and only if the steepest
ascent contour Kσ intersects C, i.e.,
nσ = Int(C,Kσ) . (3.115)
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Chapter 4
No smooth beginning for spacetime
We can compare spacetime to an open, conic cub.... The bottom of the cup is the
origin of atomic disintegration, it is the first instant at the bottom of space-time,
the now which has no yesterday because, yesterday, there was no space.
Georges Lemaˆıtre
Abstract
We identify a fundamental obstruction to any theory of the beginning of the universe, for-
mulated as a semiclassical path integral. Hartle and Hawking’s no-boundary proposal and
Vilenkin’s tunneling proposal are examples of such theories. Each may be formulated as
the quantum amplitude for obtaining a final 3-geometry by integrating over 4-geometries.
We introduce a new mathematical tool – Picard-Lefschetz theory – for defining the semi-
classical path integral for gravity. The Lorentzian path integral for quantum cosmology
with a positive cosmological constant is meaningful in this approach, but the Euclidean
version is not. Framed in this way, the resulting framework and predictions are unique.
Unfortunately, the outcome is that primordial tensor (gravitational wave) fluctuations are
unsuppressed. We prove a general theorem to this effect, in a wide class of theories.
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4.1 Introduction
In chapter 3, we discussed both the Hartle and Hawking [188, 182] and Vilenkin [323, 329],
respectively HH and V, proposed for the quantum creation of universes using the gravita-
tional path integral. In these proposals, one is supposed to integrate over 4-geometries g
bounded by a final 3-geometry h. Formally, one writes
HH :
∫ h
[dg]e−SE [g]/~ V :
∫ h
∅
[dg]eiS[g]/~ . (4.1)
Hartle and Hawking advocate integrating over compact Euclidean 4-geometries bounded
by h, as a means to evaluate the highly oscillatory Lorentzian integral. Vilenkin advo-
cates integrating over Lorentzian 4-geometries interpolating between a vanishing initial
3-geometry, labelled ∅, and h.
In chapter 3, we evaluated the integral over homogeneous and isotropic spacetimes
with a positive cosmological constant Λ using Picard-Lefschetz theory [13, 342]. This led
to an interesting saddle point solutions. We shall, in this chapter, carefully analyze both
the Hartle-Hawking and Vilenkin proposals by treating the 4-geometry as a homogeneous,
isotropic cosmological background with gravitational waves described by general relativis-
tic perturbation theory. The path integral is taken over all contributing 4-geometries,
modulo diffeomorphism equivalence. In a suitable time-slicing, illustrated in Fig. 4.1, any
topologically trivial 4-metric may be expressed as −N(xk)2dt2 + hij(t, xk)dxidxi, where xk
are the space coordinates. One may choose t to run from 0 to 1, with the final 3-metric
hij(1, x
k).
When the lapse N is real, the four-geometry is Lorentzian; if imaginary, the four-
geometry is Euclidean. Formally, one passes from the Lorentzian to the Euclidean theory
with the replacement N → −iN ≡ NE, the sign being chosen to conform to the usual Wick
rotation. Very generally, one cannot integrate NE over the infinite real range −∞ < NE <
∞. Any real Euclidean action obtained from a real Lorentzian action is necessarily odd
in NE. Furthermore, if its equations of motion are time-reversal invariant, they are even
in NE. Hence integrating out the dynamical variables always leaves one with an effective
Euclidean action for NE which is odd in NE. If it diverges to +∞ as NE → +∞, then it
diverges to −∞ as NE → −∞, and vice versa. Therefore, in any meaningful semiclassical
Euclidean path integral, one cannot integrate NE over all real values. There are three
available options: i) integrate NE over a half-range, should that integral converge; ii) leave
the lapse real and Lorentzian, or iii) deform the lapse integral onto some other complex
contour. We consider (and rule out) all three options.
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Figure 4.1: Left: the smooth, regular picture of the no-boundary background. Middle: the
no-boundary picture with hoped-for small fluctuations, in agreement with observations.
Right: the fluctuations implied by the more rigorous, Lorentzian-Picard-Lefschetz approach
developed here. Our analysis shows that, to leading semiclassical order, large fluctuations
are preferred, leading to a breakdown of the theory.
We perform the path integrals (4.1) in the saddle point (semiclassical) approximation.
First, we integrate over the background scale factor. Then, neglecting backreaction, we
integrate over tensor (gravitational wave) perturbations. Both path integrals are Gaussian
and present no difficulty. Finally, we carefully integrate over the lapse, using Picard-
Lefschetz theory to identify the relevant saddle points and steepest descent contours, as
discussed in chapter 3.
Our key findings are as follows. First, for Λ > 0 the Euclidean path integral diverges,
unlike the Lorentzian version. Taken over 0+ < NE < +∞, it diverges at NE = 0 due to
the “wrong sign” kinetic term for the scale factor. Integrating from −∞ < NE < 0− it
diverges due to the cosmological constant. Thus we revert to the Lorentzian path integral
which, taken either over real 0+ < N < ∞, or −∞ < N < ∞, yields a conditionally
convergent, meaningful result. Picard-Lefschetz theory allows us to render the integral
absolutely convergent by distorting the N contour into the complex N -plane. We then
obtain unambiguous predictions which are, unfortunately, unacceptable since they include
unsuppressed perturbations on the final 3-geometry.
4.2 The conformal factor problem
There is a basic conundrum at the heart of quantum cosmology, whose resolution underlies
our main claims. The problem is that the scale factor of the universe has a negative kinetic
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term, unlike all other degrees of freedom. This simple, but fundamental fact prevents
one from Wick rotating time so that the phase factor eiS/~ appearing in Lorentzian path
integrals becomes a real suppression factor e−SE/~ for all degrees of freedom. Our approach,
discussed in chapter 3, is to perform no Wick rotation at all, but instead use Picard-
Lefschetz theory to make sense of the original, Lorentzian path integral. In doing so, we
uncover an important subtlety. For the simplest case of a closed, Λ cosmology, the relevant
saddle is a round Euclidean four-sphere, just as Hartle and Hawking claimed, but obtained
via the conjugate continuation from de Sitter. This inverts the semiclassical weighting,
from e+12pi
2/(~Λ) to e−12pi
2/(~Λ), agreeing with Vilenkin and representing a more physically
intuitive ~→ 0 limit.
However, the perturbations present new difficulties. The semiclassical amplitude is
fixed by the complex, classical solution to the linearized Einstein equations giving the
perturbation of the final 3-geometry. The Picard-Lefschetz construction ensures the con-
vergence of the path integral and determines the prefactors uniquely. However, we will see
that as a result of the abovementioned complex-conjugate nature of the background, the
path integral yields an inverse Gaussian weighting for the final perturbation. Hence, large
perturbations are favored and the theory is out of control.
4.3 The Bunch-Davies vacuum: quantum fields on a
classical background
To set the stage, we briefly review the path integral computation of perturbations in the
flat slicing of a classical de Sitter background. The line element is a2(η)(−dη2 + d~x2)
with a(η) = −1/(Hη), (constant) Hubble parameter H and conformal time −∞ < η <
0. The Fourier modes of the perturbations decouple and can be treated independently.
The quadratic action for a perturbation mode φ – for example, a gravitational wave – of
wavenumber k takes the form S
(2)
0,1 =
1
2
∫ η1
η0
dη a2(η)
[
(φ,η)
2 − k2φ2], with η0 the initial and
η1 the final conformal time. We assume |k η0|  1 so that the perturbations start out in
the local adiabatic vacuum at some early time η0. For simplicity, we take η1 → 0−, so
the mode ends up frozen, with its physical wavelength far outside the Hubble radius. The
amplitude for a final perturbation φ1 is then given by
G
(2)
φ [φ1] =
∫
Dφ eiS(2)0,1 [φ]/~− 12ka20φ20/~ , (4.2)
where the action S
(2)
0,1 incorporates the boundary conditions φ(η0,1) = φ0,1, and the func-
tional measure includes an integral over φ0. The second factor represents the initial (as-
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sumed) adiabatic ground state wavefunction.
The functional integral is Gaussian so the saddle point method is exact. Stationariz-
ing with respect to φ0 and using the Hamilton-Jacobi equation ∂S
(2)
0,1/∂φ0 = −piφ(η0) =
−a2φ,η(η0), we find the saddle point solution to be “negative frequency” at early times.
Solving the perturbation equation φ,ηη− (2/η)φ,η + k2φ = 0, with the given boundary con-
ditions, the classical solution is φ ≈ φ1eikη (1− ikη). Evaluating the semiclassical exponent
and carefully taking the limit η1 → 0−, we find
G
(2)
φ [φ1] ∝ e
− k3
2H2
φ21+i
k2
2H2η1
φ21 . (4.3)
In this thesis, we interpret the Feynman propagator as the amplitude to evolve from an
initial to a final state. We interpreted the modulus squared as the relative probability
density for this propagation to take place. For a more detailed discussion see Chapter 7
of this thesis. By squaring the propagator we observe that the divergent phase (which
physically represents the final momentum of the mode) disappears and that we recover the
familiar result of a scale-invariant power spectrum for φ1.
The same result can be obtained by analytic continuation from the Euclidean theory.
First, we Weyl transform the line element to flat space, and φ to χ = aφ. After an inte-
gration by parts, the Lorentzian action becomes S
(2)
0,1 =
1
2
∫ η1
η0
dη
[
(χ,η)
2 − (k2 − 2/η2)χ2].
Now we pass to Euclidean time X ≡ iη and SE ≡ −iS, obtaining
SE =
1
2
∫ X1
X0
dX
[
(χ′)2 + (k2 + 2/X2)χ2
]
, (4.4)
with ′ ≡ d/dX, , i.e.,, a positive Euclidean action. We compute Gχ[χ[X1]] from the Eu-
clidean path integral over χ. Again, we seek a classical saddle point solution. Finiteness of
SE imposes regularity at X → −∞, automatically selecting the ground state wavefunction.
The desired classical solution is χ(X) = χ1f(X)/f(X1), with f(X) = e
kX(1/X − k). The
on-shell action is SE(X1) =
1
2
χχ′(X1) = 12χ
2
1f
′(X1)/f(X1). We continue back to Lorentzian
time by setting X1 = iη1. Taking the limit η1 → 0− again yields (4.3), with an additional
phase generated from the change of variables from φ to χ.
4.4 Quantum fields on a quantum background
Let us now turn to a consistent semiclassical path integral treatment of both the background
and the perturbations, in order to understand why this fails to yield the above-mentioned
standard results.
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4.4.1 The background
We assume a homogeneous and isotropic background cosmology: ds2 = −Np(tp)2dt2p +
a(tp)
2dΩ23, with lapse function Np, scale factor a(tp) and unit 3-sphere metric dΩ
2
3. The
time tp is the physical time if Np is set to unity. The Einstein-Λ action for the background
is
S
(0)
0,1 = 2pi
2
∫ 1
0
[
−3aa
2
,tp
Np
+Np(3a− a3Λ)
]
dtp , (4.5)
(in units where 8piG = 1). As we saw in chapter 3, the path integral to evolve from a(0) = 0
to a(1) = a1 is [307, 184]
G(0)[a1; 0] =
∫ ∞
0+
dN
∫ a1
0
Da eiS(0)[a,N ]/~ . (4.6)
Re-defining the lapse and the time coordinate via Np dtp ≡ (N dt)/a renders the action
quadratic in q ≡ a2,
S(0) = 2pi2
∫ 1
0
[
− 3
4N
q˙2 +N(3− Λq)
]
dt . (4.7)
The path integral over q can now be performed exactly1. The classical solution satisfying
q(0) = 0, q(1) = q1 is
q(t) =
Λ
3
N2t2 +
[
q1 − Λ
3
N2
]
t . (4.8)
The propagator reduces to
G(0)[q1; 0] =
√
3pii
2~
∫ ∞
0+
dN
N1/2
eiS
(0)[q1;0;N ]/~ (4.9)
with
S(0)[q1; 0, N ] = 2pi
2
(
N3
Λ2
36
+N(3− 1
2
Λ q1)− 3q
2
1
4N
)
. (4.10)
This integral is then evaluated by deforming the integration contour into the complex N -
plane, using Picard-Lefschetz theory [13, 342] to identify the relevant saddle points and
steepest descent contours.
1Modulo issues regarding operator ordering and the path integral measure, and the restriction q ≥ 0,
further discussed in chapter 4 and [163].
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The on-shell background action S(0)[q1; 0, N ] has four saddle points, each located in a
different quadrant of the complex N -plane. The relevant saddle is located at
Ns =
3
Λ
(
i+
√
Λ
3
q1 − 1
)
, (4.11)
yielding for the no-boundary propagator
G[q1; 0] ∝ e− 12pi
2
Λ
−i4pi2
√
Λ
3 (q1− 3Λ)
3/2
. (4.12)
As discussed in chapter 3, Picard-Lefschetz theory implies semiclassical suppression, in
agreement with Vilenkin but not with Hartle and Hawking.
We have performed the analogous calculation with a slow-roll inflaton field ϕ whose
potential is well-approximated by V (ϕ) ≈ Λ − 1
2
m2ϕ2 near ϕ = 0. We find that, as one
would naively expect, for small ϕ1,
G[q1, ϕ1; 0, 0] ∝ e−
12pi2
V (ϕ1) × phase (4.13)
so there is a higher weighting for a larger initial potential energy V (ϕ). Given that the
radius of the universe is approximately
√
3/V (ϕ) when space and time become classical,
this supports the intuition that it is easier to nucleate a small rather than a large universe.
The same results can be obtained in physical time tp using the correspondence
sinh(Htp) = H
2N t− i , (4.14)
where we define H =
√
Λ/3 and a(tp) =
1
H
cosh (Htp). The no-boundary point t = 0
corresponds to Htp = −pi2 i.
4.4.2 The fluctuations
Let us now extend our analysis to include perturbations – for example, gravitational waves
– treated at leading (quadratic) order. The full propagator is
G[q1, φ1; 0] =
∫ ∞
0+
dN
∫ q1
Dq
∫ φ1
Dφ eiS/~ , (4.15)
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where S = S(0)[q; 0, N ] + S(2)[q, φ,N ], with
S(2)[q, φ,N ] =
1
2
∫
Ndt
q2( φ˙
N
)2
− l(l + 2)φ2
 , (4.16)
and l the principal quantum number on the 3-sphere. For notational economy we explicitly
include just one, orthonormalized mode φ; all modes occur in similar fashion. For tensor
perturbations, l ≥ 2 [158]. (In general, one may also have scalar or vector perturbations,
with l ≥ 0 and l ≥ 1 respectively: see, e.g., Ref. [170]). The lapse perturbation is
nondynamical in the absence of matter and may be set to zero. The no-boundary condition
is then implemented by specifying q(0) = 0 and requiring the action to be finite and
stationary under all variations which vanish on the final boundary.
The path integral over the perturbations is again quadratic, so the saddle point method
gives the φ1 dependence exactly. The equation of motion for φ is φ¨+2
q˙
q
φ˙+ N
2
s
q2
l(l+2)φ = 0,
where we use the saddle point Ns of the background, neglecting backreaction. The finite
action solution is φ(t) = φ1F (t)/F (1), with
F (t) =
(
1 +
i
H2Nst− i
) l
2
(
1− i
H2Nst− i
)− l+2
2
(
1− i(l + 1)
H2Nst− i
)
. (4.17)
Note φ(t) ∝ t l2 as t→ 0, implying φ is regular there.
The classical action for the perturbations reduces to a surface term on the final bound-
ary,
S(2)[q1, φ1, Ns] =
1
2
∫ 1
0
dt
d
dt
[
q2
Ns
φφ˙
]
(4.18)
=
q21
2Ns
φ21
F˙ (1)
F (1)
(4.19)
=
φ21
2
[
− l(l + 2)
H
√
q1 − i l(l + 1)(l + 2))
H2
+O
(
1√
q1
)]
. (4.20)
The full propagator for the perturbed background factorizes at this order G[q1, φ1; 0] =
G[q1; 0]Gφ[φ1; 0], with
Gφ[φ1; 0] ∝ e
l(l+1)(l+2)
2~H2 φ
2
1 × phase (4.21)
corresponding to an inverse Gaussian distribution.
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In order to compare our results with the Bunch-Davies vacuum, we convert (4.17) to
conformal time dη = dtp/a. The physical time and the conformal time are related by
tan
(
pi
4
+ η
2
)
= tanh
(
Htp
2
)
, where −∞ < tp < ∞ corresponds to −pi < η < 0. Thus, as
η → 0,
sinh(Htp) = 2
tan(pi
4
+ η
2
)
1− tan2(pi
4
+ η
2
)
→ −1
η
+
η
3
+
η3
45
+ . . .
which, using (4.14), leads to the late time approximation
φ = φ1
[
1 +
1
2
l(l + 2)η2 − i
3
l(l + 1)(l + 2)η3 + . . .
]
.
This is the late time expansion of the “positive frequency” mode function, confirming that
the no-boundary condition selects the “wrong” mode function as compared to the adiabatic
ground state.
4.5 More general smooth beginnings
Having demonstrated our claim that the perturbations are out of control in the no-
boundary description of quantum de Sitter spacetime, we would like to establish how
general the result is. To begin with, we shall consider a fluid more general than a cos-
mological constant, but which is still “adiabatic”, namely, the background pressure P is
a function of the energy density ρ so that there is a unique cosmological history param-
eterized by the scale factor a. Furthermore, we assume this classical evolution results in
a smooth “bounce” of the scale factor such as occurs in the closed slicing of de Sitter
spacetime.
From our discussion above, it is clear that the on-shell classical action is all that is
needed to determine the semiclassical exponent in the quantum propagator both for the
background and for the perturbations. In the no-boundary solutions, q = a2 runs from
q0 = 0 to q1, a positive value. Thus q itself may be used as a time coordinate. The
Friedmann constraint allows us to express the background line element as
ds2 = − dq
2
4q (1
3
ρ(q)q − 1) + q dΩ
2
3, (4.22)
where we allow the energy density ρ(q) to vary with q.
Cauchy’s theorem enables us to deform the time (or q) contour upon which we eval-
uate the classical action as long as it does not cross any singularity. In particular, we
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q = a2
qBq0 q1H-H
P-L
η =
∫ q
qB
dq
2q
√
1
3
ρq−1
H-H
P-L
η = −iX, X < 0
η = iX, X < 0
η1ηB
Figure 4.2: Left: Analytic continuation contours (red) in the Hartle-Hawking (H-H) and
Picard-Lefschetz (P-L) descriptions, above and below the branch cut in the complex q-
plane. Right: Corresponding contours for the conformal time.
can deform it to one in which q is real everywhere. The line element (4.22) is Lorentzian
for q > 3/ρ(q) but Euclidean for 0 ≤ q < 3/ρ(q), and is easily checked to be regular
at q = 0. At q = 3/ρ(q), where q = qB, the real, Lorentzian solution “bounces,” and
q therefore ceases to be a single-valued time coordinate. Our complex saddle point solu-
tion (4.8) passes below this point in the complex q-plane: it is precisely this topological
fact which results in the suppression of the semiclassical amplitude, required by Picard-
Lefschetz theory (see chapter 3). Using the Friedmann constraint, the classical action (4.7)
gives iS(0) = −6pi2i ∫ dq√ρ q/3− 1. Since we start in the Lorentzian region we take the
branch cut to run leftwards from the point qB, the classical “bounce.” Continuing the q
integral below the branch cut to q = 0, we obtain for the real part of the semiclassical ex-
ponent −6pi2 ∫ qB
0
√
1− ρ q/3. For a cosmological constant ρ(q) = Λ, we obtain −12pi2/Λ.
Continuing above the branch cut yields +12pi2/Λ, Hartle and Hawking’s result, which is
inconsistent with Picard-Lefschetz theory.
To analyze the perturbations, we pass to coordinates in which the metric is conformally
static: for q > qB, we set dη = dq/(2q
√
ρ q/3− 1) to obtain the line element q(η)(−dη2 +
dΩ23). We take η = 0 to correspond to the “bounce,” so η is positive in the Lorentzian
region. Now, when q passes below the branch cut commencing at qB, the square root in
the definition of dη means that η continues from the positive real η-axis onto the negative
imaginary η-axis, η = iX with X < 0 in the Euclidean region. Conversely, following X
forward from the Euclidean region, it “turns right” into the Lorentzian region, whereas
in the usual Wick rotation, assumed by Hartle and Hawking, it “turns left” (see Fig.
4.2). Taking the continuation implied by Picard-Lefschetz theory for the background, the
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Euclidean action for the perturbations has the “wrong” sign. We can still impose regularity
of the modes in the Euclidean region, but the resulting semiclassical weighting factor will
inherit the wrong sign.
As in our earlier discussion, it is convenient to go to a Weyl frame in which the kinetic
terms are canonical. So we set φ = χ/a, obtaining for the Lorentzian action
iS(2) = ipi2
∫
dη
[
(χ,η)
2 +
a,ηη
a
χ2 − l(l + 2)χ2
]
. (4.23)
The background equations imply that a,ηη/a =
1
2
(1
3
− w)ρ a2 − 1, where w = P/ρ is the
equation of state. Analytically continuing η back into the Euclidean region and then on to
q = 0 (corresponding to X = −∞), as explained above, we obtain the Euclidean action
− S(2)E = pi2
∫ 0
−∞
dX
[
χ′2 + U(X)χ2
]
, (4.24)
where χ′ ≡ dχ/dX and U(X) ≡ l(l+2)+1+1
2
q (wE−13)ρE. Here, wE and ρE are the analytic
continuations of their Lorentzian counterparts into the Euclidean region. Whatever the
equation of state of the matter, U(X) is positive at large l, since regularity demands that
ρE remains finite, and correspondingly wE → −1, as q → 0. In fact, U(X) is positive for all
tensor modes as long as ρE > 0 and wE > −17/3. As before, the propagator’s dependence
on the final perturbation χ1 is given by the classical action. Finiteness of the action selects
the mode χ = f(X) which is regular at q = 0, i.e., which vanishes at X = −∞ (in the
large l limit, f(X) ∼ e
√
l(l+2)X). Using an integration by parts, from (4.24) we obtain the
on-shell Euclidean action −S(2)E = pi2χ21f ′(X1)/f(X1). The quantity f ′(X)/f(X) is positive
at X = −∞: as long as U(X) is real and positive, the classical equation of motion for f
implies f ′(X)/f(X) remains positive throughout the Euclidean region.
Continuing the conformal time into the Lorentzian region, we can show that the real
part of the semiclassical exponent remains positive. Expressing the mode function in terms
of its real and imaginary parts, f(X) = R(X) + iI(X), we have shown that Re[f ′/f ] =
(RR′ + II ′)/(R2 + I2) > 0 at X = 0. When X turns in the negative imaginary direction,
X = −iη, with η positive, the Cauchy-Riemann equations yield R′ + iI ′ = i(R,η + iI,η).
Therefore, at X = η = 0, we have R,η = I
′ and I,η = −R′ and follows that the Wronskian
IR,η−RI,η, which is independent of η, equals (R2+I2)Re[f ′/f ] at X = 0, which is positive.
Now, the real part of the semiclassical exponent, at a final Lorentzian time η1 is similarly
given, after an integration by parts, by pi2χ21Re[i f,η(η1)/f(η1)] = pi
2χ21(IR,η −RI,η)/(R2 +
I2) (in fact, I vanishes there by assumption). Since the Wronskian is positive, it follows
that the semiclassical exponent for the perturbation χ1 is positive, for all positive η.
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In more general situations, the background pressure may not be expressible in terms
of the density. In this case, it may not be possible to describe both the Euclidean and
Lorentzian regions in terms of a real potential U . Nevertheless, even in this more general
situation, where the “bounce” point qB satisfying qB = 3/ρB is complex, we still need to
pass below it in the complex q-plane to be consistent with Picard-Lefschetz theory. This
topological result again implies that the conformal time η runs from −i∞ in the region
around q = 0 to positive, nearly real values in an approximately “Lorentzian” region. For
modes of large l, the (in general complex) potential U(X) is dominated by the l2 term, and
the no-boundary solution is accurately described by the WKB Euclidean growing mode,
so that Re[f ′/f ] ∼√l(l + 2) +O(l−1) at large l. The arguments above again demonstrate
that the final semiclassical exponent has a positive real part. We conclude that the problem
of unbounded perturbations, at small wavelengths, is unavoidable.
4.6 Discussion
The no-boundary and tunneling proposals had as their objective to provide theories of
initial conditions for the universe, and in particular to explain the initial smoothness of the
universe. As we have demonstrated here, when analyzing these proposals in a well-defined
mathematical setting, the picture that emerges is rather the opposite. Large perturbations
are preferred, to such an extent that the propagator becomes non-normalizable and the en-
tire framework fails. In the next chapter, we show that the situation cannot be improved by
considering steeper inflationary potentials, even in cases where the lapse function becomes
real at the saddle points (and even for negative ekpyrotic potentials the same problems
arise). We furthermore show that back-reaction does not significantly change the situa-
tion. A smooth semi-classical beginning to the universe, where the big bang singularity is
avoided, is thus not an option.
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Chapter 5
No rescue for the no-boundary
proposal: pointers to the future of
quantum cosmology
The trouble with changing the rules of a game (in this case the standard rules of
quantum gravity) is that there are no rules about changing the rules.
Arlen Anderson and Bryce DeWitt
Abstract
In chapters 3 and 4, we introduced Picard-Lefschetz theory as a tool for defining the
Lorentzian path integral for quantum gravity in a systematic semiclassical expansion.
This formulation avoids several pitfalls occurring in the Euclidean approach. Our method
provides, in particular, a more precise formulation of the Hartle-Hawking no-boundary
proposal, as a sum over real Lorentzian four-geometries interpolating between an initial
three-geometry of zero size, i.e, a point, and a final three-geometry. With this definition, we
calculated the no-boundary amplitude for a closed universe with a cosmological constant,
assuming cosmological symmetry for the background and including linear perturbations.
We found the opposite semiclassical exponent to that obtained by Hartle and Hawking
for the creation of a de Sitter spacetime “from nothing”. Furthermore, we found the lin-
earized perturbations to be governed by an inverse Gaussian distribution, meaning they
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are unsuppressed and out of control. Recently, Diaz Dorronsoro et al. [104] followed our
methods but attempted to rescue the no-boundary proposal by integrating the lapse over
a different, intrinsically complex contour. Here, we show that, in addition to the desired
Hartle-Hawking saddle point contribution, their contour yields extra, non-perturbative cor-
rections which again render the perturbations unsuppressed. We prove there is no choice
of complex contour for the lapse which avoids this problem. We extend our discussion to
include backreaction in the leading semiclassical approximation, fully nonlinearly for the
lowest tensor harmonic and to second order for all higher modes. Implications for quantum
de Sitter spacetime and for cosmic inflation are briefly discussed.
5.1 Introduction
The no-boundary proposal of Hartle and Hawking represents an attempt to explain the
quantum origin of spacetime and provide an initial condition for cosmic inflation [194, 188].
All it apparently requires is:
(i) domination of the energy density by a positive cosmological constant or gently
sloping scalar field potential, just as is assumed for inflation,
(ii) a closed (positively curved, compact) universe, and
(iii) that the quantum mechanical amplitude for a given three-geometry Σ be given by
the Feynman path integral over all compact four-geometries bounded only by Σ.
The latter geometrical picture, in particular, offers to realize a hope dating back to the
very beginnings of modern cosmology [239, 314, 58, 325], that the unification of quantum
mechanics and general relativity might resolve the big bang singularity and explain the
beginning of the universe. The no-boundary proposal has furthermore been influential well
beyond cosmology, particularly in areas of mathematical physics including holography as
well as conformal and topological field theory, where it has been used to motivate and
define interesting quantum states.
However, since its beginnings, the proposal has suffered from the lack of a precise
mathematical formulation. In chapters 3 and 4, we attempted to rectify this shortcom-
ing. Our starting point is the Lorentzian path integral for quantum gravity, treated as
a low energy, effective field theory within a semiclassical expansion. We argued that in
the presence of a positive cosmological constant, the Lorentzian path integral propagator
to evolve from a geometry of zero initial size to a given final three-geometry provides a
mathematically meaningful definition of the no-boundary amplitude. This is precisely the
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point of view adopted by Vilenkin in his early papers, although he never performed any
path integral calculations. Instead, he imposed “outgoing” boundary conditions on solu-
tions of the Wheeler-DeWitt equation, a prescription which is, however, incomplete when
perturbations are considered. Our Lorentzian path integral formulation in contrast allows
us to simultaneously handle both the background and perturbations with no ambiguities.
5.1.1 No-boundary de Sitter: Picard-Lefschetz theory
We chose to focus on the simplest example of a quantum cosmology, namely the no-
boundary or “tunneling from nothing” version of quantum de Sitter spacetime in the
closed slicing, performing a semiclassical quantization of both the background and the
perturbations. On the positive side, we found unique, well-defined results, free of the
diseases such as the “conformal factor” problem, which plague the Euclidean approach.
However, we also found unexpectedly negative results concerning the semiclassical Hartle-
Hawking state for quantum fields and fluctuations.
We claim that the Lorentzian path integral amplitude for a closed universe with a
positive cosmological constant Λ to emerge “from nothing” into a period of de Sitter
expansion, acquiring a frozen, dimensionless tensor perturbation φ1 on the final three-
geometry, is given by ∫
DgeiS[g]/~ ∝ e− 12pi
2
~Λ +
3
2~Λ l(l+1)(l+2)φ
2
1 , (5.1)
with S[g] being the usual Einstein-Hilbert-Λ action taken in units where 8piG = 1. The
path integral is taken over all compact four geometries bounded only by the final three-
geometry. Here, we omit the functional determinant and a phase representing the late time
classical evolution since we wish to focus on the semiclassical weighting factor, given by
the real part of the semiclassical exponent. To avoid notational clutter, we also include
just one tensor mode, with principal quantum number l and amplitude φ1 on the final
three-geometry, assuming that the physical wavelength of that mode is larger than the
de Sitter radius at the final time, so that the mode has dynamically “frozen out”. To
quadratic order in the perturbations, any number of modes may be included by simply
replacing l(l+1)(l+2)φ21 with
∑
lmn l(l+1)(l+2)φ
2
1,lmn, where φ1,lmn are the coefficients in
the expansion of the final tensor perturbation in real, orthonormalized spherical harmonics
on the three-sphere, with quantum numbers l,m, n (see, e.g., [158]).
The sign of the exponent in (5.1) is the opposite of that usually associated with the
Hartle-Hawking no-boundary proposal. Hartle and Hawking obtained their result by con-
sidering the Euclidean action for quantum gravity, obtained by performing the usual Wick
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rotation on quantum fields (including tensor modes) and finding a saddle point representing
a Euclidean four-sphere. This procedure recovers the usual Euclidean vacuum for quantum
fields at short distances.
Unfortunately, as we showed in chapter 3, the Euclidean path integral for the relevant
cosmological background is, in the case at hand, a meaningless divergent integral. We
avoided that problem by not Wick rotating: instead, we evaluate the Lorentzian path in-
tegral directly. Our main tool is Picard-Lefschetz theory, a powerful and rigorous means
of converting an oscillatory, conditionally convergent multidimensional integral into a sum
of absolutely convergent, steepest descent integrals. In this case, we find perfectly un-
ambiguous results for both the background and the perturbations. However, because the
background scale factor has a kinetic term of the opposite sign to that of the perturbations
(and other quantum fields), when we integrate out the background, this in effect imposes
a Wick rotation of the opposite sign to the usual one, yielding an inverse Gaussian distri-
bution for quantum fields and implying that the perturbations are out of control. On this
basis, we claimed that the no-boundary proposal (or its “tunneling” equivalent) cannot in
any way describe the emergence of a realistic cosmology.
Let us now discuss the two terms in the exponent of (5.1), since there is an interesting
story behind each of them. The first term comes from integrating out the cosmologi-
cal background. It is convenient to rewrite the usual FLRW cosmological line element
−dt2N¯2(t) + a(t)2dΩ23 as −dt2N2/q(t) + q(t)dΩ23, with q(t) = a(t)2 and dΩ23 the standard
metric on the unit three-sphere. Fixing a gauge in which the background lapse N is a
constant, the path integral over q(t), being Gaussian, may be performed without difficulty.
One is left with an ordinary, one-dimensional integral over N , given in equation (5.13)
below, with the exponent given in terms of the appropriate classical action (5.10).
Figure 5.1 exhibits the structure of the real part of the exponent (the h-function) in
the complex N -plane. The orange points indicate Nσ, the saddle points of the h-function,
which are also (by the Cauchy-Riemann equations) stationary points of the exponent,
which is a holomorphic function of N . Since the effective action is real for real N , these
saddles come in complex conjugate pairs. At these saddle points the four-geometry is a
completely regular solution of the complexified Einstein equations. Hartle and Hawking
took the two lower saddles, labelled 3 and 4. However, when we define the contour C to be
that appropriate to the causal Lorentzian propagator, or its complex conjugate, Picard-
Lefschetz theory identifies the two conjugate saddles, 1 and 2 respectively, as the relevant
ones. The classical action for the upper two saddles is the complex conjugate of that
of the lower two saddles, Scl(N
∗
σ) = S
∗
cl(Nσ). Hence their semiclassical weighting factor
|eiScl/~| = ei(Scl−S∗cl)/(2~) is the inverse of the weighting for the two lower ones.
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Figure 5.1: The h-function for the background is plotted in the complex N -plane, for a
closed, homogeneous and isotropic Λ-dominated cosmology. The solid orange line is the
defining integration contour C, and the dashed orange line is the corresponding deformed
contour, passing along Lefschetz thimbles. As N tends to infinity in the complex N -plane,
the real part of the exponent in the integrand tends to +∞ in the red regions or −∞ in
the green regions. It is constant along the blue contours. Upper panel: the real Lorentzian
contour 0+ < N < ∞ used for the causal Lorentzian propagator. Lower left panel: the
contour for N running from −∞ to +∞ below the origin, as proposed by Diaz Dorronsoro
et al. [104]. Lower right panel: the real part of the causal propagator, equivalent to a
continuous contour for N running from −∞ to +∞ above the origin.
Once the saddle points are identified, Picard-Lefschetz theory allows us to transform
conditionally convergent integrals into absolutely convergent integrals as follows. Each
saddle point σ is generically the intersection of two contours – one of steepest descent,
labelled Jσ, and one of steepest ascent, labelled Kσ. The real part of the exponent (the h-
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function) decreases monotonically on the former and increases monotonically on the latter.
The steepest descent and steepest ascent contours are shown in black. The solid orange
lines in the Figure show three possible choices we shall consider for the contour C over
which the integral over N may be taken. In all cases, we take C to run from one singularity
where the h-function diverges to −∞ to another. It is a general result of Picard-Lefschetz
theory that in order for a saddle point to be relevant to an integral over C, the steepest
ascent contour from that saddle must intersect C (see, e.g. chapter 3). This being the case,
provided the exponent is holomorphic in the relevant region of N one can deform C into
the complex N -plane so that it passes over Jσ, with Cauchy’s theorem ensuring that the
value of the integral is preserved. One must also be careful to check that any additional
arcs introduced near the two limits of the integral (in our case, near N = 0 and N = ∞)
give a vanishing contribution.
The upper panel in the Figure shows the defining contour for the causal Lorentzian
propagator, 0+ < N <∞. One can deform this contour by “sliding it down” the steepest
ascent contour K1 onto the steepest descent contour J1, known as a “Lefschetz thimble”
(the dashed orange line). In this way one obtains an equal, absolutely convergent integral
over N . Since a saddle point is relevant if and only if its steepest ascent contour intersects
the original integration contour, and since the classical action is real-valued on the real line
(so the h-function is zero there), it follows that the real part of the semiclassical exponent
at any relevant saddle must always be negative. As we argued in chapter 4, this argument
is already sufficient to rule out the Hartle-Hawking result.
How, then, did Hartle and Hawking reach the opposite conclusion? They took the
saddle points in the lower-half N -plane to be the relevant ones, on the basis that one should
reproduce the usual Wick rotation for quantum fields, but they never explicitly performed
the path integral over the lapse. First, consider integrating NE = iN over the infinite real
range −∞ < NE <∞. Any real Euclidean action obtained from a real Lorentzian action is
necessarily odd in NE. Furthermore, if its equations of motion are time-reversal invariant,
they are even in NE. Hence, in the absence of any singular behavior, integrating out the
dynamical variables always leaves one with an effective Euclidean action for NE which is
odd in NE. If it diverges to −∞ as NE → +∞, then it diverges to +∞ as NE → −∞, and
vice versa. So the semiclassical path integral over all NE always diverges. Therefore, in
any meaningful semiclassical Euclidean path integral, one simply cannot integrate NE over
all real values. Note that this means that a semiclassical Euclidean path integral cannot
be used to obtain a solution of the homogeneous Wheeler-DeWitt equation, or a ”wave
function of the universe,” as Hartle and Hawking hoped. There are three available options:
i) integrate NE over a half-range, should that integral converge; ii) leave the lapse real and
Lorentzian, or iii) deform the lapse integral onto some other complex contour. We consider
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all three options in this chapter, and show none is viable.
Exploring the first option, if one integrates NE over positive values, the integral diverges
at the origin (in the red region below it, shown in Fig. 5.1). This divergence is due to the
essential singularity at N = 0, which is nothing but the usual one for a quantum mechanical
propagator in the limit of short times. For the Einstein action, with the condition that the
initial three-geometry has zero size, at small N the propagator behaves as e−i3pi
2q21/(2~N),
where q1 is the value of the scale factor squared on the final three-geometry. The minus
sign is unusual and due to the negative kinetic term for the scale factor. Conversely, if one
integrates NE over negative values, it diverges at −∞ in the uppermost red region in the
Figure. Hence, there is no Euclidean contour for the lapse which gives a meaningful result.
Hence, in our work we reverted to option ii) and integrated over real 0+ < N < +∞.
As we shall explain, integrating over all real N yields the real part of our answer, so one
obtains (5.1) once again.
5.1.2 Hartle-Hawking rescued?
In their recent paper, Diaz Dorronsoro et al. attempted to recover the predictions of the
original Euclidean formulation of the no-boundary proposal path integral by following our
Lorentzian-Picard-Lefschetz approach. They claim to identify a new contour for the lapse,
shown as the solid orange contour in the lower left panel of Figure 5.1, which recovers both
the original Hartle-Hawking weighting for the background and a Gaussian distribution for
the fluctuations. Their contour runs from N = −∞ to N = +∞, passing below the essential
singularity at N = 0. It is immediately apparent that their contour cannot be deformed
onto the real N -axis, to make the spacetime four-metric real and Lorentzian, because the
integrand diverges as one approaches the origin from below. Hence their contour cannot
be legitimately termed Lorentzian.
Diaz Dorronsoro et al. emphasize that the path integral along their contour is real,
despite the contour being complex. This is indeed the case because the Lorentzian action
is odd inN and their contour is even underN → −N∗. Second, they stress that it solves the
homogeneous Wheeler-DeWitt equation, whereas our causal Lorentzian propagator does
not. Combining these points in a rhetorical flourish, they emphasize that their construction
provides a “real” wavefunction. In section 5.2 of this chapter, we discuss the basic physical
principles underlying the causal Lorentzian propagator in quantum gravity, explaining why
it is complex, like the Feynman propagator for a relativistic particle or a string, and why,
when the Hamiltonian is applied, it yields −i times a delta function, rather than zero.
Should we wish to, we may trivially obtain a “real” wavefunction (in both senses) from our
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causal Lorentzian propagator merely by taking its real part. This is equivalent to using
the orange contour illustrated in the lower right panel of Figure 5.1. Since the integrand
becomes exponentially small as the origin is approached from the upper half N -plane, one
may equivalently describe the contour in terms of two disconnected pieces, −∞ < N < 0−
and 0+ < N <∞, or over a single complex contour running from −∞ to∞ passing above
the origin. The contour proposed by Diaz Dorronsoro et al. has no “real” advantage over
the causal, Lorentzian propagator (or its real part) in these terms. As we discuss in section
5.2, solutions of the homogenous Wheeler-DeWitt equation are arbitrary without further
information about the quantum state. In contrast, the causal “no-boundary” propagator
as we have described it is in principle unique.
Nevertheless, let us further investigate their proposed wavefunction. It is not hard
to see that the Hartle-Hawking saddles 3 and 4 are indeed relevant to Diaz Dorronsoro
et al.’s proposed contour, as they claim. All we need to do is follow the steepest ascent
contours, K3 and K4 from the saddle points towards the essential singularity at N = 0.
Since they intersect the small orange semicircle below the origin (where the integrand
is diverging), Picard-Lefschetz theory tells us they are relevant. The real part of the
semiclassical exponent is indeed allowed to be positive, precisely because their defining
contour is not Lorentzian. However, if we follow the steepest ascent contours K1 and K2
from the upper two Lorentzian-Picard-Lefschetz saddles, we see that these also intersect
their contour and thus all four saddles are relevant to their contour. As a consequence,
their wavefunction includes contributions of the form of (5.1), bringing along with them
unsuppressed perturbations.
The idea of using more general contours for the lapse goes back many years. Halliwell
and Louko, in particular, investigated steepest descent contours in de Sitter minisuper-
space models, producing contour diagrams very similar to ours [186]. Halliwell and Hartle
further developed the idea, realizing also that certain saddle point solutions would lead to
unacceptable quantum field theory distributions [185]. In fact, they used this very argu-
ment against the tunneling proposal. (For a related discussion, from the Wheeler-DeWitt
point of view, see also [287]). They seemingly did not, however, appreciate our point here,
which is that any contour for N , running from one singularity of the h-function to another
and yielding a convergent integral, inevitably includes contributions from the unacceptable
saddle points. In section 5.6 of this chapter, we shall prove by simple enumeration that no
contour for N avoids the problem of unsuppressed fluctuations.
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5.1.3 Perturbation conundrum
The observant reader will have noticed a logical conundrum raised by the above arguments.
If Picard-Lefschetz theory tells us that the real part of the semiclassical exponent is al-
ways negative, how do we explain the dependence of (5.1) on the perturbation amplitude?
Clearly, by increasing φ1, one can make the real part of the exponent arbitrarily positive.
Of course, linear perturbation theory breaks down at large φ1, so one might hope that
nonlinearities somehow prevent the second term from ever overcoming the first. This, we
shall show in Section 5.5, is not the correct explanation. Instead, something more subtle
and interesting is going on. The point is that general relativity is not a regular theory. In
particular, time evolution generically allows for the development of singularities. Around
these singularities, the perturbations develop unusual, non-analytic behavior. We shall
show that this introduces branch cuts into the effective action for the lapse N and breaks
the analyticity assumptions underlying the use of Picard-Lefschetz theory. For the de
Sitter model with perturbations, the singularities do not occur on the Picard-Lefschetz
thimble for the higher-dimensional theory. Hence they do not introduce any ambiguity
into our results. Rather they occur on the original, defining contour for the Lorentzian
path integral, if one integrates out the background and the perturbations, at real, off-shell
values for the lapse N , i.e., for real, Lorentzian off-shell and singular four-geometries. For
the perturbations (and only for the perturbations!), this breakdown of analyticity allows
the effective exponent for N to gain a positive real part as one approaches the real N -axis
from above.
Before delving into further detail, let us outline the basic steps in our approach. We
fix a convenient gauge, in which the lapse N is a constant in time and the perturbations
are taken to be transverse-traceless to eliminate unphysical degrees of freedom. Then
we perform the Lorentzian path integral for Einstein-Λ gravity in three steps. First, we
integrate out the radius squared q(t) of the spherical background universe. As we have
mentioned, this is a Gaussian path integral presenting no difficulties. Next, we integrate
out the perturbations, treated to quadratic order in general relativistic linear perturbation
theory. Finally, we integrate over the lapse N .
Picard-Lefschetz theory plays an important role in ensuring these calculations make
sense. Let us start by assuming that we can represent all variables appearing in the path
integral as finite sums over Fourier modes in the cosmological time t and, furthermore, that
the answer is independent of any UV cutoff appearing in this sum. In this way, the path
integrals become ordinary integrals, albeit in high dimension. Picard-Lefschetz theory (and
Cauchy’s theorem) may now be rigorously used to deform the original, highly oscillatory
integral into an equivalent, absolutely convergent integral over a many-dimensional Picard-
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Lefschetz thimble. Once this has been done, Fubini’s theorem (see, e.g., [3]) assures us
we may evaluate the high-dimensional integral iteratively as a series of one dimensional
integrals, and that the final result will be independent of the order in which those integrals
are performed. If, on the contrary, we do not distort all contours to the Picard-Lefschetz
thimble before integrating out some variables, we can easily generate singularities on the
original, real contour for the remaining variables. An example is provided in Appendix
5.A, showing how such singularities are generated and, equally, how they are avoided in
the higher-dimensional Picard-Lefschetz procedure.
We followed this Picard-Lefschetz procedure in calculating the causal, Lorentzian prop-
agator in the approximation where we neglected backreaction of the perturbations on the
background. It led unambiguously to the result (5.1). How, then, did it generate a positive
real, semiclassical exponent where Picard-Lefschetz flow arguments would appear to forbid
one? The explanation lies in the fact that, for a range of real but off-shell values of N ,
the background metric develops singularities which lead to non analytic behavior of the
perturbations. The consequence is that integrating out the perturbations generates a pair
of finite branch cuts on the real N -axis. These give a positive real part to the semiclassical
exponent on the upper side of the real N -axis, including the points where the steepest
ascent contours from saddles 1 and 3 meet the real axis and therefore allowing for those
saddle points to contribute positively to the semiclassical exponent.
5.1.4 Resolution: real strong singularities
It is important to emphasize that the singularities we are discussing only occur at real values
of N and do not occur on the Picard-Lefschetz thimble J1 relevant to the causal Lorentzian
propagator. Therefore, they introduce no ambiguity in our result (5.1). However, they do
occur on the defining contour for the Lorentzian path integral, after the perturbations
are integrated out. In that sense, they are similar to the singularities in the prefactor
described in Appendix 5.A, which again occur after a partial integration is performed.
However, and this is a key point, in any finite-dimensional Gaussian integral of the form∫
d~xei(~x
TO~x+~uT ~x)/~, where the matrix O is real, symmetric and nonsingular and the vector
~u is real, any number of partial integrations will not alter the imaginary nature of the
exponent. Each such integration may be performed as a saddle point integral, and the
integrated out variable always assumes a real value at its unique saddle point value. Hence,
after any number of partial integrals, the real part of the remaining semiclassical exponent
is always equal to zero. Furthermore, if the matrix elements of O are merophorphic in some
variable – in our case, the lapse N – the exponent will remain meromorphic in that variable.
One can never generate branch cuts in the exponent by performing partial integrations.
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Figure 5.2: The classical background geometries appearing in the no-boundary path in-
tegral. Left: The regular, complex saddle point geometry. Middle: A real Lorentzian
off-shell background geometry appearing at N2− ≤ N2 ≤ N2? , possessing one strong singu-
larity. Right: The real Lorentzian geometry appearing at N2 > N2? , possessing two strong
singularities.
In our case, something different and inherently infinite dimensional takes place. At
off-shell, real values of the lapse N , the background develops strong singularities. By this
we mean that once we integrate out the background variable q, for a range of real N the
quadratic operator appearing in the action of the perturbations becomes singular. The left
panel of Figure 5.2 illustrates the complex but regular geometry which appears as a full
saddle point of the path integral. However, at real N (and only at real N) the background
geometries – stationary in q but off-shell in N – may exhibit either one strong singularity, if
|N | exceeds a critical value N− or two strong singularities, if it exceeds an even larger value
N?. These cases are illustrated in the middle and right panels of Figure 5.2, respectively.
To discuss what happens near the singularity at t = 0, consider momentarily setting
the cosmological constant Λ to zero. Then the solution to the second order equation of
motion for q is simply q = q1t, where 0 ≤ t ≤ 1 and q1 denotes the final value. The
background line element is −dt2N2/(q1t) + (q1t)dΩ23, and the background action is given
in (5.8) below. For a tensor perturbation mode φ, with principal quantum number l on
the 3-sphere, it is convenient to rewrite the action (given in general form in (5.19) below)
and the associated equation of motion in terms of the canonically normalized variable
χ(t) ≡ q(t)φ(t) as follows:
S(2) =
∫ 1
0
dt
1
2N
(
χ˙(t)2 +
γ2 − 1
4 t2
χ(t)2
)
− 1
2N
[
q˙
q
χ2
]1
0
, −χ¨(t) + γ
2 − 1
4 t2
χ = 0, (5.2)
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where (for Λ = 0) γ =
√
1− 4l(l + 2)N2/q21. Notice the perturbation action and equation
of motion are both meromorphic in N . However, the two solutions to the equation of
motion, χ± = t
1
2
(1±γ), are not, because γ has a branch cut in N . First consider real N
satisfying N2 < q21/(4l(l + 2), so γ is real and smaller than one. While both solutions for
χ vanish at t = 0, only χ+ has finite action. Therefore, we take this to be the relevant
saddle point solution. Normalizing it to obtain φ = φ1 at t = 1, the classical action for
the perturbation is (γ − 1)q21φ21/(4N). We now consider analytically continuing in N to
other values in the complex N -plane. Evidently, the action has branch points at N± =
±q1/(2
√
l(l + 2)). It is convenient to draw the branch cuts to run to ±∞ respectively.
As we increase N along the real axis, we must either pass above or below the branch
cut. Passing above, the real part of γ remains positive but the imaginary part becomes
negative. Thus, the real part of the semiclassical exponent, iScl(N)/~ is positive on the real
N -axis, above the branch cut. Conversely, it is negative below the branch cut. Examining
the perturbation solutions for imaginary values of γ one sees they undergo an infinite
number of oscillations as t tends to zero. This means they cannot be approximated with
any finite sum of Fourier modes in t, and there is no contradiction with the argument
given in the opening paragraph of this subsection. Notice also that the non-analyticity
in the partially integrated exponent arises precisely at values of N on the branch cuts,
where the perturbation action fails to select a particular perturbation mode. It is plausible
that this is precisely the edge of the wedge of convergence associated with the higher-
dimensional Picard-Lefschetz contour, at the limit where the original path integral ceases
to be absolutely convergent and hence cannot be performed iteratively.
The above simplified case exemplifies the mechanism operating in our path integral for
de Sitter. In the full situation, with Λ > 0, in the vicinity of t = 0 the perturbations are
still described by (5.2) but the power γ appearing in the asymptotic behavior of modes
near t = 0 has a more intricate structure in N , given in equation (5.25) below. It possesses
four square root branch points instead of two, at values N = ±N± with N+ > N− > 0,
with two finite branch cuts connecting them on the real N -axis (red lines in Figure 5.3).
Furthermore, γ develops simple poles at ±N?, where N? ≡
√
N+N−, requiring separate
analysis (see Appendix 5.D). In Appendix 5.B we prove that in the full problem, just as in
our simplified case, the real part of γ is positive for all complex N away from the branch
cuts. This means that the mode χ− has infinite action and must be excluded. Furthermore,
as pictured in Figure 5.2, for real N satisfying |N | > N?, a second Lorentzian singularity
forms, at a value t = ts, where 0 < ts < 1. The behavior of the perturbations near this
second singularity is similar to that near t = 0, but this time it turns out that that χ+ has
divergent action, and hence it must be eliminated. Thus, no perturbation mode has finite
action for real N with |N | > N+. This finding shall be important in our analysis of how
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Figure 5.3: The branch cuts (in red) on the real N -axis, for −N+ < N < −N− and
N− < N < N+, form impenetrable barriers for Picard-Lefschetz theory. The classical scale
factor squared q crosses zero for a second time (as in the right panel of Fig. 5.2) on the blue
lines. The Hartle-Hawking and Lorentzian-Picard-Lefschetz saddles are indicated HH and
L-PL respectively. The gray lines are the lines of steepest ascent and descent emanating
from the four saddle points, with the arrows indicating directions of descent.
to deform Diaz Dorronsoro et al.’s proposed contour into one over which the N -integral
becomes absolutely convergent.
The subtle, and inherently infinite-dimensional phenomenon just described turns out to
explain why it is possible to obtain a positive real term in the semiclassical exponent for the
fluctuations, and still remain consistent with Picard-Lefschetz flow away from the branch
cuts on the real N -axis, where the effective action for N is still analytic. For example,
in our treatment of the background, the original steepest ascent contour from saddle 1
intersects the real N -axis at precisely N?, the value at which the geometry becomes doubly
singular, as indicated in Figure 5.2. As we have described, integrating out the perturbations
generates a positive real part of the exponent proportional to φ21 on the upper side of the
branch cut. Therefore, although our saddle point contribution (5.1) grows exponentially
with increasing φ21, so does the real part of iScl(N)/~ on the upper side of the N -axis, where
the steepest ascent contour from our saddle meets it. There is therefore no inconsistency
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with Picard-Lefschetz flow: even as we increase φ1, saddle point 1 remains relevant to the
Lorentzian causal propagator.
In Appendix 5.C, we analyse the no-boundary path integral for Λ = 0 in detail, showing
that, in that case, both the Euclidean and the Lorentzian contours make sense as defining
contours for N . In the former case, one must take N to run from just above the origin
to +i∞. In the latter, it runs over 0+ < N < ∞. The result of this analysis, however, is
that the introduction of gravity inverts the Euclidean vacuum distribution of the quantum
fields, because the background “chooses the wrong Wick rotation,” as was explained in
chapter 4. This result holds equally for the Euclidean or Lorentzian definitions of the
no-boundary path integral.
The situation is more subtle with the contour proposed by Diaz Dorronsoro et al,
because in this case the background Picard-Lefschetz thimble descending from a Hartle-
Hawking saddle intersects the branch cut at N?. Strictly speaking, Picard-Lefschetz flow
fails at this point when we integrate out the perturbations since the effective action for
N is no longer analytic in N . However, Cauchy’s theorem still holds. By distorting the
background steepest descent contour in N to run around the branch cut, and continue
along the original contour in the upper half complex N -plane, before we even integrate
out the perturbations, we can maintain the absolute convergence of the integral, as well
as the validity of Cauchy’s theorem. At first sight, it appears that there might be two
ways to circumnavigate the cut in Figure 5.3, namely on the side nearest to the origin or
farthest from it. But here, the second singularity in the background geometry imposes an
additional constraint. As mentioned above, since no perturbation mode has finite action
for real N satisfying |N | > N+, we cannot go around the branch cut on that side of it.
So, as it turns out, when perturbations are included there is only one way to go round the
branch cut – on the side nearest the origin. This is the unique choice for distorting the
Picard-Lefschetz thimbles associated with the Hartle-Hawking saddles, and it is illustrated
in Figure 5.6 below.
The fact that we obtain a unique result even for (what we regard as) an unphysical
choice of the defining contour for the lapse and in a situation which is inherently infinite-
dimensional is a sign in favor of the mathematical validity of our approach. Nevertheless,
one should emphasize that Lorentzian Einstein gravity becomes singular at these off-shell
values |N | ≥ N?, with the background geometry developing a second singularity as il-
lustrated in Figure 5.2. Furthermore, the infinite oscillations developed in the interval
|N | > N− might also lead one to doubt the validity of the Einstein action as a correct
low energy effective theory, this far off-shell. While the analytic continuation we perform
to avoid the branch cuts is, we believe, an entirely natural definition of the off-shell, low
energy theory, we cannot rule out the possibility that new degrees of freedom enter and
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significantly alter the result. Were this true, however, it would presumably invalidate the
no-boundary proposal.
If we distort the Picard-Lefschetz background thimbles as described above, the real part
of the exponent iScl(N)/~ becomes more and more positive on the upper side of the branch
cuts and, by symmetry, more and more negative on the lower side (see Fig. 5.5). Thus,
even as we increase the perturbation amplitude φ1 and the height of the Hartle-Hawking
saddle point falls, its steepest descent contour J4 still runs down to hit the branch cut. The
integral around the branch cut yields an additional contribution to the path integral which,
again, gives an inverse Gaussian in the perturbations, e+
3
2~Λ l(l+1)(l+2)φ
2
1 but this time without
the e−
12pi2
~Λ suppression factor associated with the Lorentzian-Picard-Lefschetz saddle (5.1).
The conclusion of this analysis is quite striking. Namely, if one wishes to include the
Hartle-Hawking saddles in the Lorentzian path integral, then Cauchy’s theorem and the
choices we are forced to make to obtain an absolutely convergent integral imply there
are additional non-perturbative contributions giving unsuppressed fluctuations. In section
5.6 we prove that no contour in N can avoid such contributions. As we discuss in the
conclusions, this has potentially profound implications for quantum de Sitter spacetime
and for inflation.
As a final remark, note that throughout this section we have only treated the pertur-
bations to quadratic order in the action. This is at best a partial representation of the
complete theory, and one might wonder whether higher order effects might significantly
alter the analyticity properties of the effective action for the lapse near singularities such
as those we encountered on the real N -axis. Fortunately, at the semiclassical level we are
working at, it is not difficult to study nonlinear backreaction using numerical methods.
We do so in Section 5.5, with the conclusion that the basic picture we have obtained using
general relativistic linear perturbation theory remains unchanged.
5.1.5 Wider implications
We believe that our results have implications well beyond the no-boundary proposal. For
instance, the fact that the no-boundary amplitude is out of control has a bearing on the
question of topology change. Smooth, topology changing transitions can be thought of
as combinations of no-boundary amplitudes – see the left panel in Fig. 5.4. Our analy-
sis suggests that such transitions must be disallowed. This does not mean that topology
change cannot occur, but it indicates that any topology changing transition would have to
proceed via a singular, more quantum transition. That such a transition might be feasible
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Figure 5.4: Our results imply that a smooth, Λ-mediated topology changing transition is
ill-defined. Thus topology change should not be thought of as illustrated in the left panel
(where the physical regions of spacetime are blue, space is horizontal and time vertical).
Rather, topology change most likely requires passage through a singularity, where massless
degrees of freedom play a crucial role in enabling the transition and extensions of the
semi-classical methods employed in the present chapter are needed.
is supported by earlier studies indicating that a singular, radiation-dominated bounce ap-
pears to be possible, and appears not to suffer from unsuppressed fluctuations [163]. This
finding actually resonates, to some extent, with the description of singularity resolution
in string theory, where it is typically found that new, massless degrees of freedom appear
which are crucial in regularizing topology change. Likewise, it is in accordance with what
we know from observations about the standard big bang cosmology, that the early universe
was dominated by radiation. Even if one is interested in inflationary scenarios, our find-
ings suggest that a “beginning” with only inflationary potential energy is not allowed. An
earlier phase such as a radiation-dominated phase may have been required prior to inflation.
This chapter is structured as follows. In section 5.2, we briefly review the broad physical
and mathematical principles of Lorentzian path integral quantum cosmology. We empha-
size that the basic definition of the theory involves an integration over a real, nonzero
lapse functions N , although it is mathematically convenient to deform that integration
contour to an equivalent complex one using Cauchy’s theorem, in order to improve the
integral’s convergence. In section 5.3, we review the path integral for the background de
Sitter cosmology, comparing the contour for the Lorentzian propagator with that proposed
by Diaz Dorronsoro et al.. We show that the latter contour cannot be deformed to the
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real N -axis. In section 5.4, we include perturbations, treated in linear perturbation theory.
In section 5.4, we include nonlinear backreaction, to all orders for the lowest tensor mode
and up to second order for higher modes, showing that it has little effect on our conclu-
sions. In Section 5.5 we prove by simple enumeration a new theorem, that no possible
choice of the integration contour for the lapse – whether physically motivated or not – res-
cues the no-boundary proposal from the problem of unsuppressed perturbations. Finally,
we summarize our main findings and briefly comment on implications for quantum de
Sitter spacetime and for inflation. In Appendix 5.A, we illustrate some features of higher-
dimensional Picard-Lefschetz theory in a simple two-dimensional oscillatory integral. In
Appendix 5.B, we prove that the quantity γ governing the perturbations near background
singularities of the types discussed above, obeys <[γ] > 0 for all complex N except on
the special intervals noted. In Appendix 5.C, we discuss the no-boundary path integral
for Λ = 0, showing that both the Euclidean and the Lorentzian contours make sense as
defining contours for N . However, unsuppressed perturbations are obtained in both cases.
Finally, in Appendix 5.D, we examine the point N = N?, showing the precise behavior of
the modes and the classical action at that special value.
5.2 Basic physical and mathematical principles
The novelty of our work is to combine, for the first time, two theoretical strands each over
three decades old. The first is the work of C. Teitelboim (now C. Bunster) in formally
developing a Feynman path integral for quantum gravity [307, 309, 310] based on ideas
tracing back to Bryce DeWitt, John Wheeler and Richard Feynman. The second is an
area of pure mathematics known as Picard-Lefschetz theory, aimed at the evaluation of
oscillatory integrals, in any finite number of dimensions, via contour deformation exploiting
Cauchy’s theorem and saddle point/steepest descent approximations. Although there was
an upsurge of interest in semiclassical quantum gravity effects in the early 1980’s, with
the computation of scalar and tensor quantum fluctuations in inflation as well as Hartle
and Hawking and Vilenkin’s proposals for the beginning of the universe, it is surprising to
us that Teitelboim’s foundational work seems to have attracted only casual reference. It
is likewise remarkable that Picard-Lefschetz theory, as a rigorous and highly appropriate
mathematical tool, seems to have been altogether overlooked. (For a brief review, with
applications to Chern-Simons theory, see [342]. For recent and more general applications
to quantum field theory, see [74, 36])
Teitelboim’s goal was to develop the theory of quantum geometrodynamics, a program
initiated by Wheeler, DeWitt and others. The basic quantity of interest in this program is
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the quantum mechanical propagator: the amplitude for obtaining a final three-geometry Σ1
from a given initial, three-geometry Σ0, represented by a Hamiltonian path integral over all
possible intervening four-geometries. As we explained in chapters 3 and 4, the no-boundary
proposal is most naturally formulated in this framework as the amplitude for obtaining Σ1
when Σ0 is taken to have zero size. When framed in these terms, we showed that the
no-boundary proposal becomes equivalent to Vilenkin’s “tunneling” proposal [325, 326],
and that the relevant Lorentzian no-boundary propagator, for general relativity with a
positive cosmological constant, is a relatively well-defined mathematical object, whereas
the Euclidean propagator is not.
5.2.1 Why Lorentzian?
It is worth spelling out why we base our approach on the Lorentzian rather than the
Euclidean path integral. Obviously, to do so is more conservative: we take the real-time
classical theory as fundamental and try to ensure our quantum theory recovers it’s successes
in the relevant physical regimes. In fact, the motivation for performing a Wick rotation
in gravity appears to have been a misguided belief that Lorentzian path integrals are too
oscillatory to be well defined. Hartle and Hawking state in the second paragraph of their
paper “The oscillatory integral in (the usual nonrelativistic path integral propagator) is
not well defined but can be made so by rotating the time to imaginary values” [188]. This
statement is incorrect: the integrals appearing in real time (Lorentzian) path integrals are
typically conditionally, although not absolutely, convergent. If suitable saddle points exist,
as they do very generally, then the path integral can be made absolutely convergent by
deforming the integration contour to run along the appropriate steepest descent contour.
This is precisely what Picard-Lefschetz theory accomplishes.
In general relativity, rotating the time coordinate to imaginary values is problematic
in several ways. The kinetic term for the conformal factor has the wrong sign - the well-
known “conformal factor problem”, making the Euclidean action unbounded below. Gib-
bons, Hawking and Perry proposed to remove that divergence by rotating the conformal
factor to imaginary values [160]. Unfortunately, this rotation does not respect the bound-
ary conditions in geometrodynamics, which involve the initial and final three-geometry.
Instead, in the examples which follow, we will first perform the path integral over the scale
factor and perturbations, leaving us with an ordinary integral over the lapse N which we
perform using steepest descent methods. When we consider the saddle point solution for
the spacetime metric, it is complex and includes a “Euclidean” region. But any complex
deformations of the contours are, in our method, chosen by the theory and not the theo-
rist. It is worth mentioning that some of our arguments regarding the improved behavior
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of the Lorentzian, as opposed to the Euclidean, path integral were anticipated by earlier
discussions, for example by Giddings [161, 162] and particularly by Sorkin [300], although
with less general methods.
5.2.2 Wavefunction or propagator?
In contrast, Hartle and Hawking took the Euclidean path integral to be fundamental.
This seems to be the basis for their belief that the wavefunction has to be real. Second,
they gave a formal argument that the Euclidean path integral satisfies the homogeneous
Wheeler-DeWitt equation, and in follow-up papers, e.g., [182] claimed that the Euclidean
path integral provides boundary conditions for the wavefunction on the boundary of su-
perspace. Diaz Dorronsoro et al. [104] emphasize that their proposed wavefunction is both
real and solves the homogeneous Wheeler-DeWitt equation, and they implicitly criticize
our Lorentzian propagator because it is not real, and yields −i times a delta functional
on the right hand side of the Wheeler-DeWitt equation. However, in chapter 3, we ex-
plicitly demonstrated that for Einstein gravity with a positive cosmological constant, the
Euclidean path integral is divergent. Our arguments above show it cannot provide bound-
ary values for solutions of the Wheeler-DeWitt equation, as was hoped. Therefore there
seems little motivation for insisting that the wavefunction should be real. In fact, as we
shall discuss momentarily, a real wavefunction presents problems with recovering local
quantum field theory unitarity. In contrast, the Lorentzian formulation provides a natu-
ral and mathematically meaningful way to formulate the no-boundary amplitude, as the
path integral propagator for obtaining a given final three-geometry starting from an ini-
tial three-geometry of zero size, a viewpoint emphasized by Vilenkin [326]. In chapter 3
we showed that the Lorentzian no-boundary propagator is well defined, and furthermore
that the dominant saddle point contribution for the background is a regular complex four-
geometry with the final three-geometry as its only boundary, exactly the semiclassical
picture Vilenkin, and Hartle and Hawking, had anticipated.
If, on the contrary, the no-boundary proposal is reduced to choosing some particular
solution of the Wheeler-DeWitt equation, all geometrical justification or uniqueness disap-
pears. As a simple example of this ambiguity, our Lorentzian propagator trivially provides
a real (in both senses) solution of the homogeneous Wheeler-DeWitt equation, just by
taking its real part. Diaz Dorronsoro et al.’s wavefunction, based on a complex contour for
the lapse, with an appropriate symmetry, provides another. By taking linear combinations
of the two, one obtains an infinite number of “real” wavefunctions with no obvious means
to choose between them.
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5.2.3 Causality or gauge invariance?
Before proceeding any further, it may be helpful to undertake a short excursion in order
to explain why the Lorentzian path integral propagator necessarily does not satisfy the
homogeneous Wheeler-DeWitt equation, and why this in no sense undermines its utility
as a fundamental amplitude in the theory. This was actually understood a long time ago
in a beautiful series of papers by C. Teitelboim, emphasizing the tension between gauge
invariance and causality. We particularly recommend the brief summary article, Ref. [309].
Schematically, the Lorentzian path integral over all four-geometries bounded by an
initial three-geometry Σ0 and a final three-geometry Σ1, is given by
〈1|0〉 =
∫
DN
∫
DN i
∫ Σ1
Σ0
Dh(3)ij Dpi(3)ije
i
~S[h
(3)
ij ;pi
(3)ij ;N ] (5.3)
where the Lorentzian four-geometry is studied in a 3 + 1 split with N being the lapse
function, N i the shift, h
(3)
ij the 3-metric, pi
(3)ij is its conjugate momentum, and S =∫ 1
0
dt
∫
dx3[pi(3)ijh˙
(3)
ij −N iHi−NH] the action for general relativity expressed in first order
Hamiltonian form. The path integral is taken over all four-geometry bounded by Σ0 and
Σ1. Here for simplicity we have neglected the ghosts and BVF formalism needed to en-
sure general covariance, which were worked out by Teitelboim, Henneaux and others, and
generalized to supergravity, in the 1980’s [199].
Although the expression (5.3) for the propagator is still formal, the ranges of integration
for all but one of the variables to be path-integrated over are fairly clear. At each t and
at every spatial point one integrates over all possible real three-metrics and momenta.
Likewise one integrates over all real values of the shift in order to enforce the Einstein
three-momentum constraint (the Gti Einstein equation) at every spacetime point.
The integration over the lapse N is more subtle. As Teitelboim argued, it is generally
possible to choose a gauge in which N depends only on the spatial coordinates. The value
of N at some point then controls the total proper time between the initial and final three-
geometries, and the path integral measure over N becomes an infinite number of ordinary
integrals. The question arises whether one should integrate over all real values of N or only
over positive values. Classically, N and −N represent the same spacetime geometry, sug-
gesting that it would be overcounting to include both. Teitelboim argued that integrating
N only over one of these choices – positive values, for example – is to be preferred, since
it allows one to introduce a primitive notion of causality into the theory, independently of
the existence of any classical spacetime. His remarks echo Feynman’s earlier discussion, in
his first papers on quantum electrodynamics, where he obtained his famous propagator as
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the quantized amplitude for a relativistic particle, rather than from any consideration of
quantum fields (see Appendix 5.A of Ref. [147]). Because Feynman employed the same,
primitive, “world-line” notion of causality, his propagator is still referred to as the “causal”
propagator.
In quantum geometrodynamics, it is the causality constraint of integrating only over
positive N which enables one to globally distinguish an “in” from an “out” state, and to
meaningfully define quantum mechanical transition amplitudes. It also prevents one from
considering histories (four-geometries) where the final three-geometry crosses the initial
three-geometry creating a region where the two reverse roles. However, there is a tension
between diffeomorphism invariance and the primitive causality constraint. Through the Lie
derivative (and the corresponding Poisson bracket algebra), timelike diffeomorphisms may
be used to push the initial three-surface backward or forward. If the final three-surface
is held fixed (as it is, in the propagator), as the initial three-surface approaches it one
must exclude diffeomorphisms which would push the initial three-surface ahead of the final
one. That is, diffeomorphism invariance becomes retricted to half of the usual space of
diffeomorphisms. As Teitelboim puts it [309], the causality constraint N > 0 “disrupts
the group structure of the four-dimensional diffeomorphisms”. Hence, one should not be
surprised that the causal propagator is not annihilated by the Hamiltonian and, in this
sense, is no longer completely invariant under the generator of time-like diffeomorphisms.
One can see this very well in lower-dimensional examples of quantum geometrodynam-
ics, such as the quantized relativistic particle, or the quantized free relativistic string. In
these cases, as is well known (see e.g. [171]), integrating over positive N is precisely what is
required to construct the Feynman propagator, used in perturbative calculations of unitary
scattering amplitudes (or, for the string, for defining vacuum states). In these examples,
the propagator is formally given by
〈1|0〉 =
∫ ∞
0+
dN〈1|e−iNH/~|0〉 = −i~ 〈1|H−1|0〉 (5.4)
where H is the Hamiltonian: H = p2 +m2 for a free particle or H = L0− 1 for a free open
string. In the Picard-Lefschetz approach, we do not actually need to include the usual i
to ensure convergence of the integration over N [164]. Note that we define the integral
over N to run only over positive real values. This is because in the examples of interest,
the integrand possesses singular behavior at small N , so that the integral over N is only
defined as its lower, real limit is taken to zero. This singular behavior is no accident. It
is generated in passing from the Hamiltonian to the Lagrangian formalism: at N = 0 the
momenta cannot be expressed in terms of the velocities. In our work, we shall take the
Hamiltonian formulation, in which all fields including N are real, to be the fundamental
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definition of the theory. The restriction to N > 0 (or N < 0) is then necessary for a
well-defined passage to the Lagrangian formulation.
It follows from (5.4) that the propagator is not annihilated by the Hamiltonian con-
straint, even though the latter is required to vanish on all physical states. Indeed, it follows
from (5.4) that H〈1|0〉 equals −i~ times a matrix element of the identity operator. For the
free relativistic particle in d spacetime dimensions, in the coordinate representation one
obtains
Hx1〈x1|x0〉 = (−~2x1 +m2)〈x1|x0〉 = −i~δd(x1 − x0), (5.5)
the usual equation satisfied by the Feynman propagator ∆F (x1 − x0) ≡ 〈x1|x0〉.
Within four-dimensional quantum geometrodynamics, one expects something similar:
the Hamiltonian applied to the causal propagator yields a delta functional which is zero
unless the initial and final three-geometries (the analogs of the initial and final spacetime
coordinates of the relativistic particle) are identical. Exactly solvable minisuperspace ex-
amples are worked out in detail in [163, 164]. For the no-boundary Lorentzian propagator,
the delta functional occurring on the right hand side of the Wheeler-DeWitt equation is
nonzero only when the final three-geometry degenerates to a point.
5.2.4 Recovering unitarity
Teitelboim ends his short paper [309] as follows: “Therefore, it appears that in both gravity
and supergravity one is faced with the alternative of preserving either gauge invariance or
causality. It is the opinion of this author that one should preserve causality. In the case of
positron theory, this turns out to be the correct choice ultimately because only by using the
Feynman propagator does one obtain a unitary amplitude.(...) Whether or not a similar
situation will arise for the quantized gravitational field remains to be seen.” [309]. We be-
lieve the same issue indeed arises, as follows. It is presumably a fundamental constraint on
any theory of quantum cosmology that for scales and times much shorter than the Hubble
length and time, and much longer than the Planck length and time, we should recover local
quantum field theory, along with unitarity of scattering amplitudes in the quantum field
theory sense. Consider the Lorentzian path integral propagator between two large three-
universes, the final one slightly larger than the initial one, with a local quantum field such
as a gravitational wave in a stationary state such as the vacuum, or some fixed number
of freely propagating quanta. The path integral will have a classical saddle point solution
at positive real N representing an expanding universe with the corresponding quantum
field state. Because of the symmetry of the classical theory under N → −N there will
inevitably also be a saddle point representing a contracting universe. If we integrate both
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positive and negative values of N , we cannot avoid picking up both saddle points. We thus
obtain a superposition of amplitudes for the same quantum field state, within an expanding
universe and its time reverse respectively. The inferred Schro¨dinger wavefunctional for the
quantum field will combine field wavefunctionals in which the stationary state is evolved
both forward and backward in the “time” as represented by the size of the universe. Such
evolution is not unitary. Therefore, integrating over both signs of N seems to be incon-
sistent, at a basic level, with recovering perturbative quantum field theory unitarity in a
description of local processes.
One may say this even more strongly as follows. A real wavefunction, as advocated
by Hartle and Hawking and Diaz Dorronsoro et al. has no chance of directly recovering
unitarity which, at a fundamental level, rests upon quantum mechanical amplitudes being
complex. This is particularly obvious for stationary states: the norm of e−iEt/~ is preserved
but the norm of cos(Et/~) is not. In the quantum cosmology literature, this problem is
sometimes side-stepped by regarding the expanding and contracting parts of the Hartle-
Hawking wavefunction as describing two “decoherent histories,” which should be studied
separately. In effect, to describe an expanding universe, one throws half of the Hartle-
Hawking wavefunction away. This seems, at best, uneconomical: if one integrates only
over positive N in the first place, and takes the causal propagator to the basic amplitude
in the theory, there is no such redundancy and no projection is required.
5.3 The Background
In order to be self-contained we briefly summarize the calculation of the path integral for
the background. More details, and references to older literature, see chapter 3.
5.3.1 The propagator for a de Sitter cosmology
For a homogeneous, isotropic background four-geometry, the gauge fixed Feynman propa-
gator for the scale factor of the universe a reduces to
G[a1; a0] =
∫ ∞
0+
dN
∫ a(1)=a1
a(0)=a0
Da eiS[a;N ]/~ , (5.6)
where S is the Einstein-Hilbert-Λ action. Throughout this chapter, our focus will be on
carefully calculating semiclassical exponents, i.e., contributions to the propagator propor-
tional to eiScl/~ with Scl some classical action. We shall ignore terms in the exponent of
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higher order in ~ associated, for example, with operator ordering ambiguities in the quan-
tum Hamiltonian on superspace (see the discussion above equation (18) in chapter 3). Nor
shall we keep track of Jacobian factors associated with redefinitions of variables in the path
integral measure. We shall proceed by transforming the action S into a convenient form
and then simply adopting the canonical phase space measure for these variables. A more
careful treatment would include Jacobian and ordering corrections as well as Fadeev-Popov
factors associated with the constraints and gauge fixing conditions.
As outlined in the introduction, we consider a positively curved Friedman-Lemaˆıtre-
Robertson-Walker (FLRW) universe containing only a positive cosmological constant. It
is convenient to write the background metric as follows:
ds2 = −N¯2dt2 + a2dΩ23 ≡ −
N2
q
dt2 + qdΩ23 , (5.7)
where the first expression is the usual FLRW metric, with dΩ23 the metric on the unit
3-sphere. The second expression is a convenient rewriting, with q = a2 representing the
size modulus for the three-geometry and N = aN¯ the redefined lapse. This form has
the advantage that the Einstein-Hilbert-Λ action (with Λ the cosmological constant) is
quadratic in q [184],
S(0) = 2pi2
∫ 1
0
[
− 3
4N
q˙2 +N(3− Λq)
]
dt . (5.8)
It is convenient to pick a gauge in which N is constant. Since the path integral over q is
now Gaussian, it may be performed exactly, with the exponent being given by the classical
action. The equation of motion, q¨ = 2Λ
3
N2, is solved by
q¯(t) =
Λ
3
N2t2 +
(
−Λ
3
N2 + q1
)
t , (5.9)
with the boundary conditions q0 = 0 and q1 = a
2
1, The corresponding classical action,
S¯(0)[q1; 0;N ] = 2pi
2
[
N3
Λ2
36
+N
(
3− Λ
2
q1
)
− 3q
2
1
4N
]
, (5.10)
results in the propagator 1
G[q1; 0] =
√
3pii
2~
∫ ∞
0+
dN√
N
eiS¯
(0)[q1;0;N ]/~ , (5.11)
1In evaluating the path integral over q, we include all paths from q[0] = 0 to q[1] = q1, including those
for which q goes negative. Our methods rely on analyticity, hence we do not impose any barrier forcing q to
144
where the integration measure 1/
√
N arises from the Gaussian integral over q. As men-
tioned above, our propagator satisfies
HˆG[q1; 0] = −i~δ(q1) , (5.12)
with Hˆ the Hamiltonian operator (see chapter 3).
In order to discuss more general contours C for the integral over the lapse N , such as
that advocated in [104], we will write the propagator as follows:
GC[q1; 0] =
√
3pii
2~
∫
C
dN√
N
eiS¯
(0)[q1;0;N ]/~ . (5.13)
5.3.2 Picard-Lefschetz theory
The generalized propagator (5.13) is a highly oscillatory integral. We rely on Picard-
Lefschetz theory to evaluate it, in a semiclassical approximation – for more details see
[342] and chapter 3. One starts by analytically continuing the classical action S¯(0) to the
complex N -plane. The exponent is expressed in terms of its real and imaginary parts h
and H (which are dimensionless) as
eiS/~ = eh+iH . (5.14)
The idea then is to deform the integration contour C into the complex plane, while keeping
its end points fixed, in order to turn the oscillating integral into an absolutely convergent
one which, moreover, can then be approximated as a saddle point integral. This is achieved
by deforming the integration contour onto a set of steepest descent paths Jσ (also known as
Lefschetz thimbles) associated to the saddle points of h (each labeled by σ). In principle,
one has to also prove that the “contours at infinity” created by this deformation are
negligible. This is usually not difficult (see chapter 3 for examples). Along a steepest
descent contour the phase H is constant so that the integral is no longer oscillatory. Paths
of steepest descent follow the h-function in a downwards flow until h diverges to minus
infinity. Thus an integral over a full thimble always runs between singularities of the
remain positive. Should the details of the theory near q = 0 strongly affect the relevant semiclassical saddle
point solutions, it seems to us this would necessarily imply sensitivity to the UV completion. In contrast,
the saddle point solutions we study here all take the form of locally regular (albeit complex) solutions
of the classical Einstein-Λ equations, with modest curvature everywhere. In this case, geometrical higher
derivative corrections to the low energy Einstein-Λ effective action are consistently small, at least on shell,
and the results are therefore more likely to be reliable.
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h-function, of this character. As long as h diverges fast enough, which is typically a
modest requirement, the integral along the corresponding Lefschetz thimbles is absolutely
convergent since
|GC[q1; 0] ≤
∑
σ
√
3pi
2~
∫
Jσ
∣∣∣∣ dN√N
∣∣∣∣ eh(N) . (5.15)
Not all saddle points and steepest descent paths contribute to the contour integral along
any particular contour C. A Lefschetz thimble Jσ is relevant if and only if the corresponding
steepest ascent contour Kσ through the same saddle point σ intersects C. The reason for
this is quite intuitive: the original integral is highly oscillatory and thus involves many
cancellations. If it is to be replaced by a non-oscillatory integral the integrand must be
smaller in magnitude than it is along the original contour. Hence, starting from the original
contour we flow down to the Lefschetz thimble. In Fig. 5.1 we illustrate the application of
Picard-Lefschetz theory to the Lorentzian contour C1 = (0+,∞) and two alternate contours,
C−2 which runs from N = −∞ to N = +∞ just below the essential singularity at N = 0 and
C+2 which runs from N = −∞ to N = +∞ just above the essential singularity at N = 0.
An important subtlety in Picard-Lefschetz theory is what to do when a thimble centred
on one saddle point runs down to another saddle point. For example, thimble J4 – the
steepest descent contour from saddle point 4 – coincides with the steepest ascent contour
from saddle point 1, K1. The resolution of this dilemma is to add a small (complex)
perturbation to the action which removes the degeneracy – for example one can imagine
giving Planck’s constant a small complex phase. Such a perturbation breaks the degeneracy
between J4 and K1 and causes J4 to just avoid saddle point 1. The perturbation can be
taken to zero and in this limit does not affect the result. One sign of the phase causes J4
to narrowly miss saddle 1 and run off to infinity along the right “side” of thimble J1. The
other sign causes J4 to continue down the left “side” of thimble J1. Either are perfectly
valid definitions of the completion of thimble 4, and their application will yield exactly
the same results. For simplicity, in what follows we shall adopt the second definition for
J4, pictured in Figure 5.13 below, and similarly define the completion of J3 to run to the
origin along the right “side” of J2.
The causal propagator: integrating over positive lapse
The integration domain C1 only intersects the line of steepest ascent from one of the four
saddle points: K1 corresponding to saddle point 1 (see the left panel of Fig. 5.1). Observe
that C1 (orange line) can be deformed into the Lefshetz thimble J1 (orange dashed line)
without passing any singularity. Moreover, one can easily show that the additional arcs
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around the origin and at complex infinity required to complete the deformed contour, have
a vanishing contribution as shown in chapter 3. In the saddle point approximation, the
propagator is then given by
GC1 [q1; 0] = c1e
− 12pi2~Λ −i4pi2
√
Λ
3~2 (q1−3/Λ)
3/2
, (5.16)
where the constant c1 includes the functional determinants and prefactors. In principle,
for small ~ it can be expressed as a series in ~. The weighting e− 12pi
2
~Λ is the inverse of the
famous Hartle-Hawking result e
12pi2
~Λ and agrees with Vilenkin’s tunneling proposal [325],
as well as with arguments by Sorkin [300]. Evaluation of the integration domain (−∞, 0)
leads to the Lefschetz thimble J2 giving an equivalent (but complex conjugate) result.
Solutions of the homogeneous Wheeler-DeWitt equation
In an attempt to recover the Hartle-Hawking result, Diaz Dorronsoro et al. [104] have
instead proposed the integration domain C−2 . We have already explained why this contour
cannot be claimed to be Lorentzian. Nevertheless, let us continue to analyze it. From
Figure 5.1 one sees that C−2 is intersected by steepest ascent lines from all four saddles.
From left to right, the contour intersects K2,K3,K4, and K1. We thus conclude that all four
saddles contribute to the path integral. The corresponding deformed contour is indicated
by the dashed orange line in the figure. Thus the path integral can be rewritten as a sum
over all four thimbles,
GC−2 [q1; 0] ≈|c1| e
12pi2
~Λ cos
(
4pi2
~
√
Λ
3
(q1 − 3/Λ)3/2 + ϕ1
)
+ |c2| e− 12pi
2
~Λ cos
(
4pi2
~
√
Λ
3
(q1 − 3/Λ)3/2 + ϕ2
)
, (5.17)
where c1 = |c1|eiϕ1 , c2 = |c2|eiϕ2 are coefficients to be expanded in powers of ~. GC2− [q1; 0]
is real because the contributions from J2,J3 are complex conjugates of those from J1,J4.
The lower saddle points, represented by the first term, dominate in the semiclassical
expansion. Thus Diaz Dorronsoro et al.’s contour recovers the Hartle-Hawking result at
leading order in the exponential factor e
12pi2
~Λ . However, it also generates the second term
in (5.17) which represents a non-perturbative (and exponentially small) correction. This
is a minor correction for the background, but it will become problematic when we consider
the perturbations.
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As we mentioned in the Introduction, there is another way of getting a real solution of
the Wheeler-DeWitt equation, from a truly Lorentzian contour, by integrating over purely
real −∞ < N < 0− and 0+ < N < +∞. This combination, representing the real part of
our Lorentzian propagator, is equivalent to the continuous contour C+2 which avoids the
essential singularity at N = 0 by passing above it (see the right panel in Fig. 5.1), because
the small semicircle above the origin gives a vanishing contribution in the limit as 0− and
0+ tend to 0. Note also that C+2 only intersects the steepest ascent contours K1 and K2,
from saddle points 1 and 2. It follows that the integral along C+2 equals the sum of the
Lefschetz thimbles J2 and J1, taken with appropriate signs. Hence the path integral along
C+2 is twice the real part of the path integral along C1. In the saddle point approximation,
it is given by
GC+2 [q1; 0] = 2Re[GC1 [q1; 0]] ≈ 2|c2|e
− 12pi2~Λ cos
(
4pi2
~
√
Λ
3
(q1 − 3
Λ
)3/2 + ϕ2
)
. (5.18)
As explained above, GC−2 [q1; 0] and GC+2 [q1; 0] provide two independent, real solutions of
the Wheeler-DeWitt equation. One might have hoped that one could subtract GC+2 [q1; 0]
from GC−2 [q1; 0] in order to remove the two upper saddle points entirely. Unfortunately, this
does not work, because the entire Lefschetz thimbles J1 and J2 contribute to GC+2 [q1; 0],
whereas only the two outer “sides” of these thimbles contribute to GC−2 [q1; 0]. Furthermore,
since the thimbles are not perfectly symmetrical, their “outer” and “inner” sides are not
identical. This means there is no possible way to cancel the contributions of the upper two
thimbles and hence to recover Hartle and Hawking’s result.
5.4 Perturbations
We now turn our attention to the perturbations, treated in general relativistic linear pertur-
bation theory. In chapter 4 we showed that the no-boundary causal propagator generates
an inverse Gaussian distribution for the perturbations, meaning large perturbations are
favored. Here we shall review and extend this treatment to the wavefunction and lapse
contour proposed by Diaz Dorronsoro et al., showing that it too includes unsuppressed
perturbations. Furthermore, we identify a new and larger source of unsuppressed pertur-
bations coming from a branch cut which the Picard-Lefschetz thimble through the Hartle-
Hawking saddles encounters. These results strengthen and generalize our result, allowing
us to prove that no possible redefinition of the lapse contour can rescue the no-boundary
proposal.
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The second order action for a linearized (tensor) perturbation φl with principal quantum
number l is given in terms of the background squared scale factor q(t) as
S(2)[q, φ;N ] =
1
2
∫ 1
0
[
q2
φ˙2l
N
−Nl(l + 2)φ2l
]
dt
=
1
2
∫ 1
0
[
χ˙2l
N
+N
(
q¨
q
− l(l + 2)
q2
)
χ2l
]
dt− 1
2N
[
q˙
q
χ2l
]1
0
, (5.19)
where we have re-expressed the dimensionless tensor metric perturbation φl in terms of
the canonically normalized field χl = q φl. Note that we have orthonormalized the modes
on the unit sphere (thus no prefactor of 2pi2 appears in the action). As explained in the
introduction, to avoid needless complexity in the equations we only consider a single mode.
It is straightforward to amend all the formulae we derive by replacing l(l+1)(l+2)φ2l with∑
lmn l(l + 1)(l + 2)φ
2
lmn where the φ1,lmn are the expansion coefficients expressing in the
final tensor perturbation in terms of orthonormal tensor spherical harmonics on the three
sphere, with quantum numbers l,m, n [158]. Since the treatment of each harmonic proceeds
identically we will not write out this sum – one may always think of setting all Fourier
coefficients, bar one, to zero on the final three-geometry. For ease of notation, where
there is no danger of confusion, we will also usually drop the subscript l. Note that the
perturbation of the lapse N is non-dynamical in the absence of matter and may be set to
zero.
If we neglect the backreaction of the linear perturbations on the background, such as
is reasonable for small final amplitude φ1, then we can evaluate the path integral first for
q and then for φ, using the classical solution for the background q in the action (5.19)
for φ. To integrate out the perturbations, we again just find the classical solution and
use this to evaluate the classical action. The total semiclassical exponent is then given by
S(0)[q1;N ]+S
(2)[q1, φ1;N ]. We perform the final ordinary integral over N using saddle point
methods. We shall not calculate any functional determinants in this chapter, although this
is perfectly possible. These should not alter any conclusions about the Picard-Lefschetz
flow, nor the final semiclassical exponent, in any regime where the semiclassical expansion
is valid.
The no-boundary path integral on a contour C is then given, in this leading semiclassical
approximation, by
GC[q1, φ1; 0] ∝
∫
C
dN√
D(N, q1, ~)
eiS¯
(0)[q1;N ]/~+iS¯(2)[q1,φ1;N ]/~ , (5.20)
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where S¯(0)[q1;N ] is the classical action for the background solution q¯ satisfying the final
boundary condition q(1) = q1 and the initial, no-boundary condition q(0) = 0 (see equa-
tion (5.10)). Likewise, S¯(2)[q1, φ1;N ] is the classical action for the perturbation, in the
background q¯, satisfying φ(1) = φ1 as well as a second condition we shall define shortly.
The quantity D(N, q1, ~) is the functional determinant which is in principle calculable in
terms of the classical modes and as a series expansion in ~ (for a recent review see, e.g.,
Ref. [118]). However, in this chapter we shall focus on the semiclassical exponent, and
shall not consider the functional determinant any further.
5.4.1 Semiclassical path integral over the perturbations
In this section, we shall perform the path integral over the perturbations in the leading
semiclassical approximation. That is, we shall fix the perturbation amplitude on the final
three-geometry, φ1 and perform the path integral by the saddle point method, i.e., by solv-
ing the equations of motion and computing the classical action. The boundary condition
on the perturbations at t = 0 is delicate because the background geometry is sufficiently
singular for a range of real values of the lapse, that the perturbations obey a singular
equation of motion. We shall find that, nevertheless, for generic complex N , the criterion
of finite classical action selects a unique perturbation mode.
At fixed N , the classical equation for χ following from (5.19) is
χ¨ =
(
¨¯q
q¯
− N
2l(l + 2)
q¯2
)
χ . (5.21)
Near t = 0, this becomes
χ¨ ≈ − N
2l(l + 2)
(q1 − ΛN2/3)2
χ
t2
≡ γ
2 − 1
4
χ
t2
, (5.22)
from which we see χ ∼ t 12 (1±γ), as t → 0. Notice that the equation of motion for χ is
singular and this results in some unusual properties of the perturbations, as we explain
below.
For small real N , we take γ to be real and positive. Provided N is real and smaller
in magnitude than a particular value N−, then both solutions for χ are monotonic in t
and both vanish at t = 0. However, only one of them has finite action so it is natural to
select that one as the saddle point solution. For real N larger in magnitude than N− but
smaller than another, larger value, N+, γ is imaginary and the solutions oscillate an infinite
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number of times as they approach t = 0. In fact, both solutions have a finite regularized
action, so the finite action criterion becomes ambiguous for N in this range. Increasing the
magnitude of N beyond N+, while keeping N real, we see that γ becomes real once again.
However, as we explain shortly, in this latter regime, there are no finite action classical
solutions.
The two critical values are given by
N− =
3
Λ
√
2l(l + 2) + q1Λ/3− 2
√
l(l + 2)(l(l + 2) + q1Λ/3) , (5.23)
N+ =
3
Λ
√
2l(l + 2) + q1Λ/3 + 2
√
l(l + 2)(l(l + 2) + q1Λ/3) , (5.24)
with geometric mean N? ≡
√
N+N− =
√
3q1/Λ. It follows that we can take
γ =
√
(N2− −N2)(N2+ −N2)
(N2? −N2)
, (5.25)
defined to be real and positive for small real N and for other values of N by analytic
continuation. The branch cuts needed to define the square roots are conveniently placed
along the real intervals −N+ < N < −N− and N− < N < N+. In Appendix 5.B, we prove
that <[γ] is positive for all complex N away from these cuts. On the upper side of the
cuts, γ is negative imaginary and on the lower sides it is positive imaginary. Away from
the cuts, as is evident from (5.19), the action integral converges at t = 0 only for the mode
behaving as t
1
2
(1+γ) as t→ 0. The complete solution of (5.21) with this small t behavior is
χ(t) = q¯(t)
1
2
(
t
3q1 + (t− 1)N2Λ
) γ
2 (
(3q1 − ΛN2)(1 + γ) + 2ΛN2t
)
, (5.26)
and the corresponding, correctly normalized classical solution is
φ(t) = φ1
χ(t)
q¯(t)
q1
χ(1)
. (5.27)
This solution allows us to calculate the classical action from (5.19). With an integration
by parts and using the equations of motion, we find
S(2)[q1, φ1;N ] =
[
q¯2
φ¯ ˙¯φ
2N
]1
0
=
l(l + 2)q1φ
2
1
4N(3l(l + 2) + q1Λ)
(−3q1 −N2Λ + γ(N2? −N2)) , (5.28)
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Figure 5.5: The function h = Re(iS/~) around a branch cut, in units where ~ = 1 and
for the parameters Λ = 3, q1 = 101, l = 10, φ1 = 1. At the cut, the h-function reaches its
maximum at N? = 10 coming from the upper half plane, and its minimum also at N?,
though approaching the cut from below.
which is real where γ is real, but gains a negative or positive imaginary part (meaning that
the semiclassical exponent iS/~ gains a positive or negative real part) as N approaches the
real axis from above or below the branch cuts. This behavior is illustrated in Figure 5.5.
There is one additional important consideration: for real N , the background solution
for the scale factor (5.9) is real and quadratic in t. For N > N? (or N < −N?) the
background solution starts at q = 0, then turns negative before crossing q = 0 a second
time, at ts = 1− 3q1ΛN2 , to eventually reach q1 at t = 1. Thus there is a second singularity in
these real but off-shell-in-N background geometries, as sketched in the right panel of Fig.
5.2. It is obvious from (5.26) that if χ behaves as t
1
2
(1±γ) near t = 0, then it behaves as
(ts− t) 12 (1∓γ) near t = ts. Thus, for real γ and N > N? then if the action integral converges
at t = 0, it diverges at t = ts, and vice versa. We conclude that for N > N+ or N < −N+
no solution of the perturbation equations of motion has finite action. Hence, in performing
the integration over N in the last step (5.20) of our calculation, however we deform the
contour C, we cannot allow it to cross the real N -axis for real N beyond the outer ends of
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the two branch cuts.
Finally, notice that at large |N | in the complex N -plane, the background action S¯(0) ∼
N3 – dominates over the perturbation action S¯(2) ∼ N . The same holds in the small |N |
limit, where both the background and the perturbation diverge like 1/N (the background
and the perturbation action have opposite sign). As a consequence the asymptotic regions
of convergence are preserved when we add linearized tensor perturbations.
5.4.2 Integrating over the lapse N
Having determined the classical action for the background (5.10) and for the perturbations
(5.28), we are now ready to evaluate the final integral over the lapse N , given in (5.20). We
have already explained the principles in the Introduction: here we shall give the details.
The saddle point contribution
In the first approximation, we ignore backreaction from the perturbations on the back-
ground and simply evaluate the combined classical action ((5.10) plus (5.28)) at the rele-
vant saddle points for the background. For simplicity, in this section we shall only discuss
the saddles in the right half-plane: those in the left half-plane are simply related by sym-
metry. Assuming the radius of the final three-universe is greater than the de Sitter radius√
3/Λ, the two classical saddles for the background are given by
N±s =
3
Λ
[√
Λ
3
q1 − 1± i
]
. (5.29)
At this saddle points, the parameter γ defined in Section 5.4.1 is precisely equal to
l + 1, meaning that the tensor modes φl behave as t
l/2 near the singularity, which means
they are regular there. In Appendix 5.C we describe the relevant change of variables which
exhibits this property.
The values of the classical action at the upper and lower saddle points respectively are
S¯(2)(N±s ) = ∓i
φ21q1
2
l(l + 2)
l + 1± i√q1Λ/3− 1 . (5.30)
There are two simplifying regimes. If the wavelength on the final three-geometry, ∼ √q1l−1
is well within the Hubble radius
√
3/Λ, we obtain
i
S¯(2)(N±s )
~
≈ ±φ
2
1q1
2~
l, l
√
Λq1
3
, (5.31)
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a result which is independent of Λ and which agrees with the result of Appendix 5.C.
In the opposite limit, we obtain the result for the “frozen” modes in the expanding
de Sitter spacetime, which have passed out of the de Sitter Hubble radius and ceased to
evolve. In this case, we obtain
i
S¯(2)(N±s )
~
≈ ± 3
2Λ
l(l + 1)(l + 2)φ21 − i
√
3q1
4Λ
l(l + 2)φ21,
√
Λq1
3
 l. (5.32)
For the lower, Hartle-Hawking saddle point, the real part of the exponent exhibits the
familiar scale-invariant inflationary power spectrum ∼ l−3 at large l, so that the real-space
variance of the tensor modes is logarithmically divergent. Unfortunately, as we explained
in the Introduction, the upper saddle is also relevant and it leads to an inverse Gaussian
distribution meaning that the tensor modes are out of control.
In view of this unsettling result, one should ask whether all the assumptions which
went into calculating it are really valid. In particular, can we really trust it for large φ1,
where the contribution of the upper saddle point outweighs the corresponding lower one?
The calculation assumed linear perturbation theory, which requires that the perturbation
amplitude is small throughout, i.e., |φ(t)|  1 for all t ∈ [0, 1]. However, there is a strong
redshifting effect in a de Sitter background, and the amplitude of linearized tensor modes
decreases inversely with the scale factor while it is inside the Hubble radius. Thus a mode
which has just frozen at some large value of q1 with amplitude φ1 has a much greater
amplitude ∼ φ1√q1 when it is followed back to the “throat” of de Sitter spacetime. The
condition that the mode has just frozen at q1 reads l ∼
√
q1Λ. The condition that the
perturbation contribution to the final semiclassical exponent outweighs the background
contribution is that l3φ21 exceeds unity (assuming l is large). For this to be true, the initial
amplitude φ1
√
q1 must exceed (lΛ)
− 1
2 . This is possible, while maintaining the validity of
linear theory at all times, if the frozen mode number l exceeds Λ−1. That requires that
the de Sitter spacetime has undergone expansion by a factor Λ−
3
2 , i.e., that q1 exceeds this
factor, which is a rather modest condition. Our conclusion is that it is perfectly possible to
have the perturbations dominate in the semiclassical exponent, while remaining consistent
with linear perturbation theory throughout the evolution of the perturbation modes. This
is confirmed by the numerical calculations we shall report in Section 5.5. In fact, those
calculations show that nonlinear effects further enhance the discontinuity in the effective
action across the real N -axis, created by integrating out the perturbations .
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The branch cut contribution
Before turning to the detailed implications of the various contours of integration discussed
in section 5.3, we study the branch cut. We will specialize to Re(N) > 0, but analogous
considerations apply for Re(N) < 0. As discussed above, the branch cut represents an
impenetrable barrier to the integral over the lapse, since traversing it would mean running
into regions where the perturbations are not well defined. Moreover, as shown in Fig. 5.3,
some of the Lefschetz thimbles intersect the branch cuts. This means that when evaluating
the path integral, in some cases we are forced to distort the contour of integration around
the branch cut. We thus need to know the contribution of the branch cut to the integral
over the lapse. Note that because the perturbative action is infinite on the real N -axis
outside of the cut (, i.e., for N > N+), we are forced to deform the contour to pass on the
inside of the cut.
Let us focus on a mode that has just frozen, i.e., a mode for which l ∼ √q1Λ, and
which has a large amplitude (but within the limits of perturbation theory) , i.e., φ1 ∼ l− 12 .
We work in the limit of large final scale factor. Similar calculations can be performed for
other wavenumbers and amplitudes.
We approximate the integral with the integration contour going around the branch cut
in a clockwise direction. As we saw above, the h-function is much higher above the cut
than below, hence it is sufficient to consider the integral running just above the branch
cut on the real N -axis, see also Fig. 5.5. The maximum of the h-function occurs at N+? ,
which is the location of the saddle point of the perturbative action (5.28) evaluated on the
upper side of the branch cut (note that the h-function of the background action is zero on
the real N -axis). The total exponent iS/~ and its first two derivatives evaluated at N+? ,
keeping the leading real and imaginary terms in the limit of large q1, are given by
i
~
S(N+? ) = −i
√
4Λq31
3~2
+
3
2~Λ
(l(l + 2))3/2φ21 , (5.33)
i
~
S,N(N
+
? ) = 3
i
~
, (5.34)
i
~
S,NN(N
+
? ) = −
i
~
√
Λ
12q1
l(l + 2)φ21 −
Λ
6~
(l(l + 2))1/2φ21 . (5.35)
At large scale factor, the phase in the last expression can be dropped. We can approximate
the integral running just above the cut from left to right as an integral over real x along
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the path N+? + x,
e
i
~S(N
+
? )
∫ 0
−∞
dxe−
Λ
12~ (l(l+2))
1/2φ21x
2
=
√
3pi~√
Λ(l(l + 2))1/4φ1
e
i
~S(N
+
? )
∼
√
~
Λ
e
−i
√
4Λq31
3~2 +
3
2~Λ (l(l+2))
3/2φ21 . (5.36)
From the point N? the path of steepest descent runs straight up, and we may check that
including this contribution does not significantly affect the integral arising from the cut
itself. For this case we add an integration along a path N+? + iy with positive real y,
obtaining essentially the same result as above,
e
i
~S(N
+
? )
[∫ 0
−∞
dxe−
Λ
12~ (l(l+2))
1/2φ21x
2
+ i
∫ +∞
0
dye−
3
~y
]
=
( √
3pi~√
Λ(l(l + 2))1/4φ1
+
i~
3
)
e
i
~S(N
+
? )
∼
√
~
Λ
e
−i
√
4Λq31
3~2 +
3
2~Λ (l(l+2))
3/2φ21 . (5.37)
Hence the integral around the branch cut yields unsuppressed fluctuations, with weighting√
~
Λ
e+
3
2~Λ (l(l+2))
3/2φ21 . (5.38)
Integrating N over positive values
For the no-boundary proposal, defined in terms of the propagator, we integrate over positive
lapse C1 = (0+,∞). According to Picard-Lefschetz theory, we should distort the contour
integral over N to the relevant Picard-Lefschetz thimble J1 at the first stage of the calcu-
lation. We then need the solution for the classical background and perturbations, given in
previous sections. Using the background action (5.10) and the perturbation action (5.32),
we obtain
GC1 [q1, φ1; 0] ∝ eiR(q1,φ1)/~e−
12pi2
~Λ +
3
2~Λ l(l+1)(l+2)φ
2
1 , (5.39)
with the phase given by the real part of the classical action
R(q1, φ1) = −4pi2
√
Λ
3
(
q1 − 3
Λ
)3/2
−
√
3q1
4Λ
l(l + 2)φ21 . (5.40)
This is the result described in chapter 4, where the background is suppressed as e−12pi
2/(~Λ),
but the fluctuations are unsuppressed, so they are out of control.
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Figure 5.6: Picard-Lefschetz theory for a Λ-dominated universe with gravitational waves.
The solid orange and dashed orange lines are the original and deformed integration contours
respectively, while the zigzag lines denote the branch cuts. The lines denoted by Ji are
lines of steepest descent and the lines denoted by Ki are lines of steepest ascent. Left panel:
the integration path for the Lorenztian propagator, deformed to run above the cut. Right
panel: the integration domain prescribed by Diaz Dorronsoro et al. [104] with the original
integration domain above the branch cuts. Note that the contour must be deformed to
partially encircle the branch cuts in order to reach the Lefschetz thimbles.
Integrating N from −∞ to +∞
The integration domain C+2 , deformed to pass above the essential singularity at the origin
N = 0, gives twice the real part of the half line contour given (5.39) and (5.40) above. Its
implications are immediately obtained from Eq. (5.39) above. We do not need to discuss
this contour further.
Diaz Dorronsoro et al. propose to use the integration domain C−2 , passing below the
essential singularity at the origin N = 0. As discussed above, asymptotically the contour
must be deformed to run above the real N -axis to yield a convergent path integral, hence
we will adopt this definition here. Picard-Lefschetz theory implies the relevance of all four
saddle points, since the integration contour is intersected by all lines of steepest ascent (see
the right panel in Fig. 5.6). For the background, the lower saddle points dominate over
the upper saddle points leading to the Hartle-Hawking result. Obtaining this result for the
background appears to have been the main goal in choosing this complex contour. When
including the perturbation action S¯(2), we need to deform the contour to avoid the branch
cut on the side of the origin, as shown in the figure. Up to the first sub-leading order in
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the saddle point approximation, the path integral evaluates to
GC−2 [q1, φ1; 0] ≈2<
[
ei
R(q1,φ1)
~
(
C4e
12pi2
~Λ − 32~Λ l(l+1)(l+2)φ21 + (Cb + C1e−
12pi2
~Λ )e+
3
2~Λ l(l+1)(l+2)φ
2
1
)]
.
(5.41)
The functional determinants corresponding to the Hartle-Hawking and Picard-Lefschetz
saddle points are C4 and C1. The term Cb is the prefactor of the integral along the branch
cut. The overall phase is again given by the real part of the classical action (see equation
(5.40)).
The lower saddle points alone would have given the standard Bunch-Davies vacuum
state. However, the branch cut and the upper saddle points lead to non-perturbative
corrections, suppressed by one and two powers of the nonperturbative factor e−12pi
2/(~Λ)
respectively. However, as both the perturbation amplitude φ1 and the wavenumber l in-
crease, as discussed below Eq. (5.32), these corrections can dominate. The consequence is
that the Bunch-Davies vacuum obtains corrections which are nonperturbative in the semi-
classical (~) expansion that are so large that the theory does not admit a sensible vacuum
any more. Put differently, the no-boundary proposal does not imply the Bunch-Davies
vacuum for perturbations, as was until recently believed. Rather, increased fluctuations
receive an ever larger weighting, leading to a breakdown of the model.
The instability can be related to the existence of the branch cuts on the real line in
the perturbative action (5.19). In the absence of such a singularity, the h-function on the
real line is strictly zero, and Picard-Lefschetz theory implies that any contour defined on
the real line would have to flow down to lower values to be expressible as a manifestly
convergent integral. In this case it would be impossible for the total weighting to become
positive, and the fluctuations would not be able to surpass the background. In fact this
makes perfect sense: quantum effects are suppressed compared to classical evolution, which
would occur with probability 1 (, i.e., weighting 0). The branch cut changes this. The
h-function no longer tends to zero as one approaches the real N -axis from above or below
the cut – rather it has a discontinuity leading to the instability discussed above. Another
aspect of the problem is to notice that the resulting amplitude violates the correspondence
principle, i.e., classical physics is no longer recoverable in the limit ~ → 0. For large
fluctuations, the propagators (5.39), (5.41) do not satisfy this condition. Whichever point
of view one prefers, the conclusion in all cases is that the no-boundary proposal becomes
untenable and that the idea of a smooth semi-classical beginning of the universe fails.
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5.5 Backreaction
The inverse Gaussian distribution of the tensor perturbations, described in the previous
section, arises already within the limits of validity of general relativistic linear perturbation
theory, signalling a clear problem with the no-boundary proposal. However, one may
wonder whether backreaction of the gravitational waves might be significant in the regime
where the upper saddle points start to dominate over the lower saddle points (assuming the
contour C−2 passing below the origin). To settle this question we studied the backreaction
numerically, in two representative situations of interest: for the lowest modes, i.e., for the
l = 2 modes, we have evaluated the full Einstein equations numerically. For the higher l
modes we have solved the linear equation of motion for φ and included its backreaction
at second order in the equation of motion for the scale factor q. As we will discuss below,
these studies serve to reinforce the conclusions drawn in linear perturbation theory.
5.5.1 The l = 2 mode
The l = 2 modes are particularly interesting as a possible non-linear completion of the
metric exists, in the form of the Bianchi IX line element
ds2IX = −N2p (t)dt2p +
∑
m
(
lm(t)
2
)2
σ2m , (5.42)
where Np is the physical lapse function and σ1 = sinψdθ − cosψ sin θdϕ, σ2 = cosψdθ +
sinψ sin θdϕ, and σ3 = −(dψ+cos θdϕ) are differential forms on the three sphere such that
0 ≤ ψ ≤ 4pi, 0 ≤ θ ≤ pi, and 0 ≤ φ ≤ 2pi. For ease of notation we will denote a derivative
w.r.t. physical time tp by an overdot in this section (and only in this section). Employing
the original definition of Misner [254], we can re-write the three scale factors as
l1(tp) = a(tp) exp
[
1
2
(
β+(tp) +
√
3β−(tp)
)]
, (5.43)
l2(tp) = a(tp) exp
[
1
2
(
β+(tp)−
√
3β−(tp)
)]
, (5.44)
l3(tp) = a(tp) exp [−β+(tp)] , (5.45)
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which makes it clear that a is the average scale factor while the βs quantify anisotropic
perturbations. In these coordinates the action becomes
S = 2pi2
∫
dtpNpa
[
1
N2p
(
−3a˙2 + a2
(
1
2
φ˙2 +
3
4
β˙2+ +
3
4
β˙2−
))
− (a2V (φ) + U(β+, β−))] ,
(5.46)
where the full non-linear potential is given by
U(β+, β−) = −2
(
e2β+ + e−β+−
√
3β− + e−β++
√
3β−
)
+
(
e−4β+ + e2β+−2
√
3β− + e2β++2
√
3β−
)
(5.47)
= −3 + 6β2+ + 6β2− + . . . (5.48)
Varying with respect to the lapse Np (and working in the gauge N˙p = 0) we obtain the
Friedman constraint equation
3a˙2 = a2
(
3
4
β˙2+ +
3
4
β˙2−
)
+N2pU(β+, β−) , (5.49)
while the equations of motion for a, β+, β− are given by
a¨
a
+
1
2
a˙2
a2
+
3
8
(
β˙2+ + β˙
2
−
)
− N
2
p
6a2
U(β+, β−) = 0 , (5.50)
β¨± + 3
a˙
a
β˙± +
2
3
N2p
a2
U,β± = 0 . (5.51)
Expanding the last equation to linear order we obtain
β¨± + 3
a˙
a
β˙± + 8
N2p
a2
β± = 0 . (5.52)
A comparison with Eq. (5.21) confirms that the βs are non-linear versions of the l = 2
modes – more specifically, they are non-linear versions of two l = 2 modes which are such
that they preserve the Bianchi IX symmetry [173]. To match with our earlier normalization
conventions, one has to re-scale
β± =
1√
3pi
φ± , (5.53)
where φ± denote two separate l = 2 modes. The structure of the potential U shows that
when going beyond linear order, the equations of motion lead to direct couplings between
these two l = 2 modes.
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Figure 5.7: These graphs show the weighting at the saddle points (left panel) and the
imaginary part of the saddle point locations (right panel) as a function of the l = 2
anisotropy mode amplitude φ1−, for Λ = 3. In the plot of the action (left) the line starting
at +12pi2/Λ = +4pi2 for φ1− = 0 corresponds to the saddle points in the lower half N plane,
while the line starting at −4pi2 corresponds to the saddle points in the upper half plane.
In black (mostly hidden behind the red line) are the linear results without backreaction, in
red the results including backreaction but still in linear perturbation theory, and in blue
the results stemming from solving the fully backreacted Einstein equations. For values of
φ1− below 1 the linear and non-linear results agree to high precision, while one can see that
at larger values of the anisotropy the non-linear corrections enhance the instability of the
fluctuations, and move the saddle points further towards the real N -axis. Note that the
weighting of the upper saddle points surpasses that of the lower ones when backreaction is
still entirely negligible. Moreover, the non-linear effects of the full Einstein equations imply
that the (unstable) upper saddle points come to dominate already for smaller amplitudes
of the fluctuations.
In the present section we work in a gauge where Np = 1 and where one then has to
determine the value of the time coordinate of the final hypersurface on which the boundary
conditions q0 = 0, q1 = a
2
1, φ± = φ1± are satisfied. This is done using the shooting method
discussed in [55]. In this method, the (generally complex valued) second time derivatives of
φ± at the no-boundary point a = 0 are adjusted using an optimization algorithm such that
at a final time tf the desired real values q1, φ1± are simultaneously reached. The total time
interval
∫
Npdtp = tf can then also be related to the lapse function N using the change of
coordinates Npdtp = Nq
−1/2dt,
N =
∫ 1
0
Ndt =
∫ tf
0
a(tp)dtp . (5.54)
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Our results are shown in Fig. 5.7. For ease of comparison with linear perturbation
theory, we only show results for the case where a single l = 2 mode (here chosen to be
φ1−) takes on a non-trivial value on the final hypersurface. The left panel shows how
the weighting of the saddle point solution (for saddles in the upper half plane) increases
as the perturbation amplitude is increased. The opposite behavior is seen for the saddle
points in the lower half plane. As is evident from the figure, backreaction at second order
in perturbation theory is utterly negligible. Even more importantly, the effects of the
instability are even stronger when non-linear terms are included, and the dominance of the
upper saddle point over the lower ones occurs already for smaller values of φ1− than in the
linear theory. Also, as shown in the right panel, the saddle point moves faster towards the
real N -axis in the non-linear theory. These results consolidate our analytic results, and
indicate that the inclusion of non-linear backreaction only reinforces the instability that
we have identified.
5.5.2 Backreaction in φ of higher l modes
To quadratic order in the gravitational wave modes, the equations of motion corresponding
to the total action S = S(0) + S(2) are
0 = q¨ − 2N
2
3
Λ +
φ˙2
3pi2
q , (5.55)
0 = φ¨+ 2
q˙
q
φ˙+
N2
q2
l(l + 2)φ . (5.56)
The term φ˙
2
3pi2
q encodes the backreaction of the perturbations φ on the scale factor q, ignored
in the analytic calculations of the previous sections.
We use a numerical shooting method to solve the equations of motion (5.55) and (5.56)
with “no-boundary” boundary conditions q(0) = φ(0) = 0, q(1) = q1, and φ(1) = φ1 for
a given spherical wavenumber l and lapse N. We start with the analytic solution (5.9) of
the scale factor ignoring backreaction. We then solve (5.56) numerically for an arbitrary
φ(1), and normalize the solution to enforce φ(1) = φ1. The resulting approximate solution
for φ is used in the equation of motion (5.55) for q(t), likewise solved as a one dimensional
shooting problem. The procedure is then iterated until both solutions converge. Fig. 5.8
compares the results with and without backreaction included, for a saddle point solution
with φ1 = 3, for which the perturbation contribution to the h-function at the saddle
outweighs that for the unperturbed background.
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Figure 5.8: The real and imaginary parts of the mode function φ(t) in the saddle point N1
with the boundary conditions q0 = 0, φ0 = 0, q1 = 101, and φ1 = 3 for mode l = 10. The
black dashed lines correspond to the analytic result without backreaction. The red lines
correspond to the numerical analysis with backreaction. We observe that the backreaction
for φ1 = 3, which violates the perturbation theory condition |φ(t)| > 1, leads to a change in
the mode functions of approximately 10%, with no qualitative change. For the boundary
condition 0 ≤ φ1 ≤ 0.8, which do satisfy the condition |φ(t)| < 1 for all t ∈ [0, 1], the
correction due to backreaction is completely negligible.
For more modest values of the final perturbation, 0 ≤ φ1 ≤ 1, we find that the back-
reaction is small and does not significantly affect the location of the saddle points of
the h-function in the complex N -plane. The saddle points move the most for the high l
modes. For l = 10, q1 = 101 and φ1 = 1, for example, the saddle points are located at
Ns = ±10.0232 ± 0.97904i, compared to the background saddle points Ns = ±10 ± i. In
agreement with our analytic arguments, the value of the h-function at the saddle points
does, however, change significantly as φ1 is increased (see Fig. 5.9). The lines starting
from h = −4pi2 and h = +4pi2 correspond respectively to the upper and the lower saddle
points. For the modes l = 2, 3 and l = 4 the lower saddle point always dominates over the
upper saddle point in the regime of validity of linear perturbation theory. This coincides
with the analysis of the l = 2 mode using full Einstein equations, discussed above, which
showed that the upper saddle only dominates at values of φ1 greater than ∼ 1.5). For
l ≥ 5, the upper saddle points dominate over the lower saddle points within the regime of
validity of linear theory.
As explained in section 5.4, it is possible for the upper saddles to dominate (and even
to acquire a positive real exponent) due to the existence of branch cuts on the real line
in the effective action for N , given in (5.19) and (5.28). Fig. 5.10 shows that including
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Figure 5.9: The h-function evaluated at the saddle points h(Ns) as a function of the
boundary condition φ1 for which |φ(t)| ≤ 1 for all t. The lines starting from h = −4pi2
and h = 4pi2 correspond to the upper and the lower saddle points. The blue to purple
lines correspond to l = 2, 3, . . . , 10. The colored lines are the numerical simulations with
backreaction. The dotted lines are the analytic results without backreaction. We observe
that the backreaction of the perturbation φ on the scale factor q is very small for the
boundary condition 0 ≤ φ1 ≤ 0.8. Consequently, the analytic calculations which neglect
backreaction are accurate when the upper saddle point starts to dominate over the lower
saddle point for l ≥ 5.
the effects of backreaction does not remove this branch cut. As we approach the point N?
from above and below the real N -axis, one can see the jump in the h-function at N? is
maintained.
In general, we find that the effects of nonlinear backreaction are significant only near
the real N -axis. This is perhaps not surprising, since we know the theory is quite singular
there: for example it is well known that the Bianchi IX model studied in the previous
section exhibits chaotic behavior for real metrics as the singularity q = 0 is approached.
However, we find that nonlinear backreaction is insignificant along the Lefschetz thimble J1
associated with the upper saddle point, i.e., the thimble relevant to the strictly Lorentzian
path integral. The upper panel of Fig. 5.11 illustrates the first quadrant of the complex N
plane. In the white region, defined by Re[γ] > 1, the finite action condition forces the mode
function to vanish on the initial boundary, i.e., φ0 = 0. In this region the shooting method
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Figure 5.10: The function h evaluated at N = N? + iy with the boundary conditions
Λ = 3, q1 = 101, φ1 = 0.5 for the mode l = 10. The dashed line is the analytic result
without backreaction. The red line is the numerical calculation including backreaction.
We plot the backreaction calculation for the points for which |φ(t)| < 1 (, i.e., for which
linear theory is reliable) and the backreaction on the q variable is small, i.e., φ˙
2q
3pi2
<
∣∣∣2N2Λ3 ∣∣∣
for all t. Note that the backreaction is extremely small near the saddle point for these
boundary conditions. The jump at y = 0 illustrates the branch cut. The backreaction
becomes significant when N approaches the real axis. However, the backreaction does not
appear to remove the branch cut.
described above may be used. In contrast, in the shaded region, defined by Re[γ] ≤ 1, the
finite action condition selects a mode function φ which diverges on the initial boundary
and a different method should be used.
Note that the part of the Lefschetz thimble shown in the Figure lies entirely in the
white region. In order to study the significance of backreaction, we selected 32 regularly
spaced points along the thimble. In the lower two panels we plot the h-functions given
by the analytic calculations and the numerical calculations including backreaction, respec-
tively, for each of the background and fluctuation actions. We observe that backreaction
is negligible along the Lorentzian Lefschetz thimble J1. Thus, deforming the contour from
real fields to the Lefschetz thimble appears to render the path integral significantly more
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Figure 5.11: The h-function along the thimble for the boundary conditions Λ = 3, q1 =
101, φ1 = 1 for the mode l = 10. For these boundary conditions the action of the back-
ground and perturbations are comparable in the saddle points. Upper panel: first quadrant
of the complex N -plane with the lines of steepest ascent and descent of the upper saddle
point. The shaded/white regions, defined by Re[γ] less/greater than 1 respectively, denote
the regions in which the finite action condition selects a mode which diverges/vanishes on
the initial boundary. The points on the thimble J1 indicate the values of the lapse N at
which we have evaluated the importance of backreaction in the lower panels. Lower panels:
the h-functions for the background and perturbation actions S¯(0) and S¯(2). The blue lines
denote the analytic h-function while the black dots denote the numerical results including
backreaction. Note that nonlinear backreaction is completely negligible along the thimble.
calculationally tractable.
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5.5.3 Backreaction in χ
x = 1
x = 3
x = 5
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Figure 5.12: The h-function for the perturbations is plotted along a line N = x+ i y in the
complex N -plane, crossing the real N -axis y = 0 in the vertical direction. The parameters
and boundary values are Λ = 3, q0 = 0, q1 = 101, l = 10, χ0 = 0, and χ1 = 1. The black
dashed line is the analytic result of perturbation theory without backreaction. The red
line is the numerical result including backreaction up to second order in the perturbations.
In the previous sections we studied the significance of backreaction in terms of the
mode function φ. As can be seen in the upper panel of Fig. 5.11, the shooting method
for φ only works for part of the complex N plane. Near the real line, in particular, the
shooting method for φ breaks down. In order to study the effects of backreaction near the
real N -axis to the left of the branch cut we change coordinates to χ = qφ as was discussed
in section 5.4. To quadratic order in the gravitational wave modes, the equations of motion
corresponding to the action S = S(0) + S(2) are
0 = q¨ − 2N
2
3
Λ +
q
2pi2
(
χ˙
q
− q˙
q2
χ
)2
(5.57)
0 =χ¨−
(
q¨
q
− N
2l(l + 2)
q2
)
χ (5.58)
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By solving these equations with the shooting method described in the previous section we
can study the effects of backreaction in the shaded regions of the upper panel of Fig. 5.11
since the finite action condition implies χ0 = 0 (see Fig. 5.12). Observe that for Re[N ] =
1, 3 the h-function does not appear to be discontinous across the real N -axis (, i.e., it
suffers no branch cut) and backreaction remains negligible. When crossing the real line
further to the right, for Re[N ] = 5, 7, we do find a branch cut and likewise notice significant
backreaction. These results indicate that the presence or absence of a branch cut in the
effective action for N , on the real N -axis, appears at least qualitatively consistent with
indications from perturbation theory. This finding is significant for the discussion of the
next section.
5.6 No contour works
In Section 5.2 we reviewed the physical principles for integrating over positive lapse (C1)
when defining the Lorentzian propagator. In contrast, Diaz Dorronsoro et al. [104] proposed
a different, intrinsically complex contour C−2 running below the origin over −∞ < N <
∞, with the motivation of obtaining a real wavefunction satisfying the Wheeler-DeWitt
equation. (For an earlier discussion of various lapse contours for the background, see, e.g.,
Ref. [186]). We have already shown that with either choice, one cannot avoid contributions
from saddles 1 and 2 (shown in Fig. 5.13), both of which yield an unsuppressed, inverse
Gaussian distribution for the perturbations. The goal of this section is to extend this
analysis and show that no integration contour avoids this problem.
Before passing to the proof of this general result, let us also mention the new compli-
cation we have detailed in this chapter. When the condition of finite action is imposed
upon the perturbation modes, a large part of the real N -axis must be excluded from the
definition of any possible contour, due to the presence of branch cuts and the non-existence
of finite action perturbation modes at large |N |.
5.6.1 Time reparametrization invariance
Let us consider a generalized path integral, where the lapse N is integrated over some
complex contour C in the complex N -plane. Time reparametrization invariance severely
limits the points at which C may start and end. Defining 〈1|0〉C ≡
∫
C dN〈1|e−iHN/~|0〉,
as a natural generalization of (5.3), it follows that HΨ =
∫
C i~(d/dN)〈1|e−iHN/~|0〉, i.e.,
one obtains surface terms at the start and end of C. If one insists that the Hamiltonian
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annihilates the amplitude, it follows that all surface terms must vanish: that is, C must
start and end at a point where the function h(N) tends to minus infinity (we assume
the h(N) dependence dominates over the prefactor). There is a subtlety at the point
N = 0 because, as discussed above Eq. (5.5), the integrand 〈1|e−iHN/~|0〉 is singular in the
small N limit, with the prefactor and the exponent diverging in just such a way that the
combined surface term generates a delta function. This is a universal property of quantum
propagators, ensuring that they are Green’s functions. As we reviewed in Section 5.2, for
geometrodynamics this introduces a primitive notion of causality. Nevertheless, it remains
true that the only acceptable contours for C are those which start and end at points where
the h-function tends to minus infinity. Furthermore, if the integral over N is to converge,
C must approach these singular points along paths which can be deformed into paths of
steepest descent. Near N = 0, the background action (5.10) diverges as −A/N with A
positive. It follows that C must approach the origin along a path which can be deformed
to run into the origin along the positive imaginary axis, since that is the unique curve of
steepest descent which ends at N = 0. In contrast, when we consider the singular point
at N = ∞, the classical action is proportional to AN3, with A positive. So the point at
infinity may be approached in three inequivalent ways: the exponent iN3 yields steepest
descent paths along N = |N |eiθ with θ = pi/6, 5pi/6 or 3pi/2. (As we shall discuss later, in
general there is a branch cut emanating from the origin. In this case we must distinguish
the angle 3pi/2 from −pi/2, relative to the positive N -axis.)
5.6.2 Picard-Lefschetz theory
Let us begin by ignoring the branch cuts on the real N -axis. Then it is a basic result
of Picard-Lefschetz theory that any contour C running between singular points of the h-
function and yielding a finite integral may be deformed, using Cauchy’s theorem, into a sum
of Picard-Lefschetz “thimbles”. In order to remove any degeneracies between thimbles (see
section 5.2 of chapter 3), we introduce a small deformation so that thimble 3 is completed
by passing just below the steepest descent curve connecting saddle point 2 to the origin,
and similarly for thimble 4 and thimble 1. These thimbles are illustrated in Fig. 5.13.
Any contour C connecting singularities of the h-function, as explained above, may now
be deformed into a sum of thimbles, taken with appropriate signs. Notice that, with this
definition of the thimbles, in the limit that the deformation is taken to zero, thimble 4
and thimble 1 share that part of thimble 1 which connects saddle point 1 to the origin.
And the thimble 3 shares a similar part of thimble 2. In this way every thimble includes
a contribution from saddle point 1 or 2, both of which yield unsuppressed perturbations.
This is the first part of the proof.
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Figure 5.13: The Picard-Lefschetz thimbles (solid dark lines, labelled J1−J4) for our prob-
lem, in the complex N -plane. Any convergent integral starting and ending at a singularity
of the h-function can be represented as a sum of these thimbles. Also shown are the branch
cuts (jagged grey lines) which the no-boundary perturbations introduce on the real N -axis.
As we explain later, the contours J3 and J4 need to be deformed around the branchcuts
(to the inside) when including the perturbations.
For example, our Lorentzian propagator is given by thimble 1. Its real part is given
by the sum of thimble 1 and thimble 2, both taken ‘left to right,’ and its imaginary part
is proportional to the difference. The contour of Diaz Dorronsoro et al. is deformable to
thimbles 1,2,3 and 4 taken with signs such that the steepest descent contours connecting
saddle points 1 and 2 to the origin are cancelled. But the steepest descent contours
connecting saddle points 1 and 2 to infinity are included. Other contours include thimbles
3 or 4, either taken alone or combined into a contour which ‘runs around’ the origin,
starting from negative imaginary values. Likewise we can combine thimble 3 and thimble
2, taken with a sign such that the steepest descent contour connecting saddle point 2 to
the origin is cancelled. And so on.
Now let us include the two branch cuts on the real N -axis. Clearly, their introduction
affects thimbles 3 and 4. Any contour which gives contributions from saddles 3 or 4 –
the Hartle-Hawking saddles – as, for example, that of Diaz Dorronsoro et al., necessar-
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ily involves contributions from either or both branch cuts, which also give unsuppressed
perturbations.
Finally, we note in passing that in general the singularity at N = 0 may also be the
terminus of a branch cut extending to infinity. In pure de Sitter, the path integral over
the background yields a square root of N and the perturbations, as noted above, yield a
functional determinant. So one can consider a nontrivial contour for the integral over N
coming in from infinite negative imaginary values and completely encircling this branch
cut. It will be deformable to a combination of thimbles 1,2, 3 and 4. Again, it necessarily
acquires contributions from both saddles 1 and 2, and the branch cuts. This completes our
proof that no choice of contour for N avoids the problem of unsuppressed perturbations.
5.7 Discussion
The introduction of a new, more precise formulation of semi-classical quantum gravity
should, we believe, have wide implications.
Among the questions which now appear accessible is whether or not there is a quantum
version of de Sitter spacetime. In Refs. [277, 278], Polyakov has expressed doubts, claiming
in particular that there is strong interplay between IR and UV effects leading to various
divergences. While there are considerable differences between our approaches, his words
certainly resonate with our findings. Namely, our predicted distribution of the tensor
modes diverges, a problem which worsens in the UV, as a result of a nonlinear (and
completely nonlocal) interplay between these modes and the quantized background, i.e.,
the IR. Because the background has the “wrong sign” kinetic term, convergence of the
Feynman path integral over backgrounds in effect chooses the “wrong sign” Wick rotation
for the perturbations, giving them an inverse Gaussian distribution and implying they
are completely out of control. The general theorem we proved in chapter 5 identified the
fundamental topological nature of this problem.
Our work indicates that a “no-boundary” formulation of quantum de Sitter spacetime
does not exist. However, the question remains whether there is any other viable formu-
lation. In particular, one might try to define it by considering the Lorentzian propagator
between two real classical three-geometries, both large and roughly spherical, so that there
would be two possible intervening classical four-geometries, one a “bounce” including the
throat of de Sitter and the other not including the throat. In the former case, one may
have to worry about strong nonlinear backreaction, in that the quantum mechanical per-
turbations present in the contracting phase of global de Sitter spacetime blueshift as the
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size of the three-sphere shrinks, potentially causing a “big crunch” at the throat and ter-
minating the semiclassical description. The methods reported here, especially concerning
semiclassical backreaction, seem ideal for approaching these questions. In particular, we
are very interested in understanding implications for the future quantum evolution of our
universe, which now appears to be entering a potentially eternal de Sitter phase. Is it
possible to describe such a phase semiclassically? Is such a phase ultimately stable against
quantum mechanical perturbations? Finally, given that our universe emerged from the big
bang filled with radiation and matter, how does the presence of these other forms of energy
affect the quantum mechanical behaviour of the background and the perturbations? The
work of Refs. [163, 164] on a radiation-dominated “perfect bounce” indicated no problems
with unsuppressed perturbations, such as those identified here. We are therefore keen to
explore further the possible advantages of such a scenario.
Second, our work may well have implications for cosmological inflation. In the usual
descriptions, one treats the background classically, and quantizes only the perturbations.
However, as is well known, it is not possible to consistently couple classical degrees of
freedom with quantum degrees of freedom, so this usual description can at best be only an
approximation. Second, the usual treatment of inflation assumes the quantum mechanical
perturbations start out in their local adiabatic vacuum – the so-called Bunch-Davies state.
Here too, this is at best an approximation since it applies only to short wavelength modes.
There is the additional problem that such modes are generically sub-Planckian deep in the
inflationary era, so without a clear treatment of quantum gravitational phenomena, they
cannot be precisely specified.
The promise of the no-boundary proposal was to present a “completion” of the infla-
tionary scenario, along with the hope that all these questions could be resolved within a
low-energy, effective description of Einstein gravity coupled to quantum fields. We believe
that our work has now excluded that option. Therefore, it raises fundamental questions for
inflation: How is the theory to be completed? How does inflation avoid non-perturbative
corrections to the Bunch-Davies vacuum, of the type we have shown to exist for the con-
tour proposed by Diaz Dorronsoro et al. in their attempt to rescue Hartle and Hawking’s
proposal?
Although the main outcome of this work has so far been negative, we find it very exciting
that we can at last formulate semi-classical quantum cosmology in a precise enough way
to identify clear problems. In our view, the bigger the problem, the more instructive the
clue it provides. It is particularly surprising to find that quantum effects on the universe
on large scales can be so significant and can so drastically influence the description of
phenomena on the smallest scales, as we found. One cannot help but hope that herein
lies a clue to understanding the dark energy and resolving the biggest “fine tuning” puzzle
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in physics. Quantum field theory tells us that the dark energy is dominated by the UV
vacuum energy, yet it is also what ultimately sets the IR cutoff by limiting our causal
horizon and thus the largest scale anyone shall ever see. Again, our work provides a clue
as to how the UV and the IR are connected in quantum gravity, in a way we have yet to
fully unravel.
Finally, we mentioned in the opening of this chapter that the no-boundary concept
has been very fruitful in mathematical physics, in contexts such as holography, as well as
conformal and topological field theory. We believe our more precise formulation should
also be useful in these contexts.
5.A Illustration of higher dimensional Picard-Lefschetz
theory
In this appendix, we use a simple two-dimensional, conditionally convergent, oscillatory
integral to illustrate some features of Picard-Lefschetz theory. The integral may be com-
puted iteratively in two ways: by integrating first over one variable and then the other, or
vice versa. In the former case, as we shall see, we obtain a one dimensional conditionally
convergent integral with a nonsingular integrand. In the latter case, the first integration
yields an integrand which is singular on the original contour for the second variable. In
order to give the integral meaning we must exclude the singular point or, equivalently,
deform the original contour to avoid the singularity. An alternative to making sense of the
original integral is to use higher dimensional Picard-Lefschetz theory and Cauchy’s theo-
rem to distort the two original integration contours so that the two-dimensional integral
becomes absolutely convergent before either integral is performed. As discussed in section
5.2, this ensures that the result of the integral is independent of the order in which the two
integrals are then taken. More than this, as we shall see, distorting the contours to a two-
dimensional steepest descent surface ensures that no one dimensional integral generates a
singularity which might then complicate subsequent integrals.
We consider the integral
I =
∫ ∞
−∞
dN
∫ ∞
−∞
dz ei(N−1)z
2+iN2 , (5.59)
where both N and z are taken over all real values. To begin with, we compute I by
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integrating first over N . This is a simple Gaussian integral which yields
I = eipi/4
√
pi
∫ ∞
−∞
dz e−i(z
2+ 1
4
z4) =
1
2
ei(
1
2
−pi
8
)pi
3
2H
(2)
− 1
4
(
1
2
)
, (5.60)
the last being a standard result. Alternatively, we may compute I by integrating first over
z. But there is an immediate problem: the z integral, taken along the real z-axis, fails to
converge at N = 1. So we can exclude the point at N = 1, which is of zero measure, to
obtain
I = eipi/4
√
pi
∫ ∞
1
dN√
N − 1e
iN2 + e−ipi/4
√
pi
∫ 1
−∞
dN√
1−N e
iN2 . (5.61)
Equivalently, we may define the integral over a continuous contour for N following the real
axis from −∞ to ∞ but avoiding N = 1 on an infinitesimal semicircle passing above it
(only if we pass above is the z integral in (5.59) convergent). In the limit that the semicircle
radius is taken to zero, we also obtain (5.61). One can readily check that (5.61) agrees
with (5.60).
While both derivations are correct, the second one is complicated by the occurrence of
the singularity, requiring a contour for N which is either discontinuous or moves off the
real axis. A similar phenomenon occurs in our more complicated path integral examples
where the integration over the perturbations generates singularities in the resulting effective
action for the lapse N which likewise occur on the original, defining integration contour.
In that case, the singularities are more severe, occurring in the exponent of the integrand,
as explained in the Introduction. In both cases, however, if we wish to calculate the
integral along the original N contour having performed partial integrations, care is needed
to determine exactly how the contour should avoid the singularities.
Let us now see how Picard-Lefschetz theory enables one to deform the integration con-
tour to steepest descent contours before either integral is performed, in order to avoid
such problems. As we shall see in this example, this avoids singularities of the type just
discussed being generated, leaving one with a completely unproblematical absolutely con-
vergent integral which can be calculated iteratively, in any convenient order. Examining
(5.59), we see that we can make the integral over N convergent by rotating the N contour,
setting N = ei
pi
4
√
2n = (1 + i)n, with n real (the factor of
√
2 is merely to simplify the
algebra). Note that this contour for N never passes through the point N = 1. Turning
now to the z integral, we set z = x+ iy and find the steepest descent contour y(x) passing
through the saddle point at z = 0. As explained, e.g., in section 5.2 of see chapter 3), the
imaginary part of the exponent is constant along this contour. This immediately yields
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the equation (n − 1)(x2 − y2) − 2nxy = 0. One of the two solutions gives the steepest
descent contour, in which the real part of the exponent (the h-function) is monotonically
decreasing away from the saddle (the other solution, which we ignore, gives the steepest
ascent contour). Setting n = ν + 1
2
, the steepest descent contour is
y =
1 + 2ν −√2 + 8ν2
1− 2ν x (5.62)
and the h-function on this contour is
h = −2(1 + 4ν2)
√
2 + 8ν2 − 1− 2ν
(1− 2ν)2 x
2 − 2
(
ν +
1
2
)2
. (5.63)
Notice that the slope of the contour in the complex z-plane changes from a negative to
a positive value as ν (or n) runs from −∞ to ∞, so that the coefficient of x2 is always
negative, whatever the (real) value of ν.
Having found the steepest descent contour in the complex z-plane, we may now integrate
over z, along the steepest descent contour (5.62), without generating any singularity in ν:
I =
√
2ei
pi
4
∫ ∞
−∞
dx
(
1 + i
dy
dx
)∫ ∞
−∞
dνe
−2[(1+4ν2)
√
2+8ν2−1−2ν
(1−2ν)2 x
2+(ν+ 1
2
)2]
=
√
piei
pi
4
∫ ∞
−∞
dν
(
1 + i
1 + 2ν −√2 + 8ν2
1− 2ν
)
|1− 2ν|√
1 + 4ν2
√√
2 + 8ν2 − 1− 2ν
e−2(ν+
1
2)
2
.(5.64)
While this expression is hardly elegant, it is completely nonsingular along the integration
contour for ν. It is easy to integrate numerically, for example, and yields a value identical
to that of (5.60).
The key point illustrated by this example is that when we use higher-dimensional
Picard-Lefschetz theory to convert the original integral, which is only conditionally con-
vergent, into one which is absolutely convergent, partial integrals do not typically generate
any singularities. However, if we instead leave N fixed while performing the z integral,
we obtain singularities on the real N -axis. Care is then needed to determine how the N
integration contour should be taken around them.
5.B Proof that <[γ] > 0 almost everywhere in the cut
N-plane
A crucial role in our analysis is played by the constant γ describing the behavior of the
perturbation modes near t = 0. Near t = 0, we have φ ∼ t γ−12 and the Lagrangian density
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L(t) ∼ tγ−1. So, if the real part of γ is positive, the singularity at t = 0 is integrable. We
shall now prove that <[γ] > 0 almost everywhere in the complex N -plane, the exception
being the closed real intervals N− ≤ N ≤ N+ and −N+ ≤ N ≤ −N−, where N− and N+
are positive constants, defined in (5.24).
In Section 5.4, we show that
γ =
√
N2− −N2
N2? −N2
√
N2+ −N2
N2? −N2
≡
√
Z− − Z
Z? − Z
√
Z+ − Z
Z? − Z , (5.65)
where N− < N? < N+, and we define Z = N2. Consider the first factor. It is the
square root of a Mo¨bius map, namely a one-to-one mapping of the complex Z-plane onto
the complex Y -plane, where Y = (Z− − Z)/(Z? − Z). This map takes the real interval
Z− < Z < Z? onto the negative real Y -axis, the upper half Z-plane to the lower half
Y -plane and vice versa. Setting S =
√
Y takes the entire Z-plane to the right half of
the S-plane, i.e., <[S] ≥ 0, with the upper half Z-plane being mapped to the lower right
quadrant of the S-plane, and the lower half Z-plane to the upper right quadrant of the
Z-plane. Except for the closed interval Z− ≤ Z ≤ Z?, which is mapped to the imaginary
S-axis, every point in the complex Z-plane is mapped to a point with <[S] > 0, with the
sign of =[S] being opposite to the sign of =[Z]. Now consider the second factor, written
as the complex number T . Similar arguments show that, except for the real interval
Z? ≤ Z ≤ Z+, every point in the complex Z-plane is mapped to <[T ] > 0, with the sign
of =[T ] being the same as the sign of =[Z]. Therefore <[ST ] = <[S]<[T ]− =[S]=[T ] > 0
except on Z− ≤ Z ≤ Z+, where ST is pure imaginary. This proves our claim.
5.C No-boundary amplitude for perturbed S3 with
Λ = 0
In subsection 5.1.4 of the Introduction, we discussed a very simple example of a “no-
boundary” gravitational path integral. Namely, we set Λ = 0 in the action (5.8) gov-
erning the background and impose a final three-geometry consisting of a sphere of radius
squared q1. The background solution is q = q1t, and the classical background action is
2pi2(−3q21/(4N) + 3N). This has two saddle points, at N = N±s = ±iq1/2. This means
that the saddle points are actually on the imaginary axis. For either saddle, the line el-
ement is q1(dt
2/(4t) + tdΩ23) = q1(dr
2 + r2dΩ23), where r ≡
√
t, i.e., just that for a flat
Euclidean ball of radius R ≡ √q1.
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Thus the saddle in the upper (lower) half plane has semiclassical exponent −6pi2R2/~
(or +6pi2R2/~) respectively, where R is the radius of the ball in reduced Planck units.
By studying the flow, one can easily see that the upper saddle is on a Picard-Lefschetz
thimble connecting the origin N = 0 (approached from above) to N = +i∞. Therefore
this saddle point is relevant to the Euclidean path integral for quantum gravity, in the
absence of a cosmological constant. The reason the Euclidean path integral is meaningful
is that if Λ = 0, the positive imaginary N -axis is in fact a direction of steepest descent.
Note, however, that since the action is odd in N one can only take N to run over the
positive imaginary axis, not the entire imaginary axis. The same saddle is also relevant
to the Lorentzian path integral, with a defining contour 0+ < N < ∞, which also makes
sense. The steepest ascent flow from the saddle is easily shown to be a circle: setting
N = x+ iy, the flow is y2 = 1
4
q21−x2. So the steepest ascent contour meets the real N -axis
at N = q1/2, where the background classical action is real.
Returning to our example of n subsection 5.1.4 of the Introduction, we analyzed the
perturbation equations of motion. From the discussion below equation (5.2), it follows that
the scaling exponent governing the perturbation γ = l + 1, so that the tensor modes are
proportional to tl/2 = rl. This is exactly the right scaling with r to make them analytic at
r = 0. (If a tensor quantity has l indices and is expressible in terms of a tensor product
of l Cartesian coordinates, it must necessarily scale as rl.) The perturbation exponent is
easily calculated from equation (5.2).
Putting everything together, we find the causal propagator to create a perturbed three-
sphere of radius R in reduced Planck units “from nothing,” when Λ = 0, is
GΛ=0[q1, φ1; 0] ∼ e(−6pi2+lφ21/2)R2/~, (5.66)
up to prefactors. As discussed in the Introduction, performing the semiclassical path inte-
gral over the perturbations generates a branch cut on the realN -axis, over q1/(2
√
l(l + 2) <
N < ∞ (and similarly for negative N). On the upper side of this branch cut, γ =
−i√4l(l + 2)N2/q21 − 1 and the real part of the semiclassical exponent (the h-function) is
positive: one finds <[iS(2)(N)/~] = 1
2
(q1φ
2
1/~)
√
l(l + 2)− 4 at N = q1/2, where the steep-
est ascent contour from the background saddle meets the N -axis. This is greater than the
h-function from perturbations at the saddle, for all φ1 and l. As in the de Sitter example,
we see that when we integrate over the perturbations the net semiclassical exponent can
become positive, at least when backreaction is ignored. Based on the results of Section
5.5, we do not expect the inclusion of nonlinear backreaction to change this conclusion.
The fact that this calculation, like that for de Sitter, yields an unacceptable inverse
Gaussian distribution for the perturbations implies, we believe, that one should not consider
“no-boundary” amplitudes of this type, even for Λ = 0.
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5.D Behavior of solutions and classical action as N →
N?
At N? =
√
3q1/Λ the classical background solution (5.9) takes the simple form q¯(t) = q1t
2.
The equation of motion of the canonically normalised perturbation χ ≡ q¯(t)φ, equation
(5.21), has two solutions
χ?± = t
(
t∓ iN?
√
l(l + 2)/q1
)
e±iN?
√
l(l+2)/(q1t). (5.67)
The choice of mode is fixed by the finite action condition and depends on how we ap-
proach the point N?. When approached from above, the finite action solution is φ(t) =
φ1χ?+(t)/(t
2χ?+(1)). The corresponding classical action is
S¯(2)(N?) =
q¯2φ¯ ˙¯φ
2N
∣∣∣∣1
t=0
= − iN?
i+
√
l(l + 2)N?/q1
l(l + 2)
2
φ21 . (5.68)
When approached from below, the perturbation and action are given by the complex con-
jugate expressions. In both cases, the action agrees with S¯(2)[q1;φ1;N ], given in equation
(5.28), evaluated just above or below N = N? in the complex N -plane, taking into account
the analytic properties of γ(N) explained in Appendix 5.B.
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Chapter 6
Inconsistencies of the new
no-boundary proposal
The aim of physics is to provide a mathematical model of the universe which will
agree with all observations that have been made so far and which will predict the
result of further observations. Our present models would consist of two parts: (i)
a set of differential equations that govern the variables in the theory. These are
normally derived from an action principle; (ii) boundary conditions for the
differential equations, or for the fields that are considered in the action principle.
We have made a lot of progress on the first part of the problem in recent years
and it now seems possible that we might find a fully unified field theory within
the not-too-distant future. However, we shall not have a complete model of the
universe until we can say more about the boundary conditions than that they
must be whatever would produce what we observe.
Stephen Hawking
Abstract
In previous chapters, we have demonstrated that the path integral for real, Lorentzian four-
geometries in Einstein gravity yields sensible results in well-understood physical situations,
but leads to uncontrolled fluctuations when the “no-boundary” condition proposed by
Hartle and Hawking is imposed. In order to circumvent our result, new definitions for
the gravitational path integral have been sought, involving specific choices for a class
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of complex four-geometries to be included. In their latest proposal, Diaz Dorronsoro et
al. [117] advocate integrating the lapse over a complex circular contour enclosing the origin.
In this note we show that, like their earlier proposal, this leads to mathematical and
physical inconsistencies and thus cannot be regarded as a basis for quantum cosmology. We
also comment on Vilenkin and Yamada’s recent modification of the “tunneling” proposal,
made in order to avoid the same problems. We show that it leads to the breakdown of
perturbation theory in a strong coupling regime.
6.1 Introduction
The no-boundary proposal of Hartle and Hawking [188] has been an influential idea in
theoretical cosmology for more than three decades, and with good reason: it puts forth a
proposal for the initial state of the universe, from which – assuming some set of physical
laws – everything else is supposed to follow. If true, it would do no less than explain
the origin of space and time. What is more, the proposal involves only semi-classical
gravity, i.e., a theoretical framework already within reach of contemporary physics, without
requiring the development of a full theory of quantum gravity. Given the promise and
magnitude of this claim, it should be analyzed with great care. In previous chapters 3
and 4, we attempted to put the no-boundary proposal on a sound mathematical footing
by defining the gravitational path integral more carefully. Unfortunately, we found as a
consequence that the no-boundary proposal leads to a universe with fluctuations which
are out of control. Our work led Diaz Dorronsoro et al. to propose a new definition of
the no-boundary proposal, involving an inherently complex contour in the space of four-
metrics, i.e., one which cannot be deformed to an integral over real four-metrics and hence
has no geometrical interpretation. In particular, they chose to integrate the lapse N over
a complex contour running below the origin in the complex N -plane, from negative to
positive infinite real values [104]. In chapter 5, we demonstrated the inconsistency of this
proposal. Very recently, Diaz Dorronsoro et al. have proposed yet another definition of the
no-boundary proposal, this time in a particular truncation of Einstein gravity and taking
instead a complex contour for the lapse which encircles the origin [117]. In this chapter
we show that this latest incarnation of the no-boundary idea also leads to physical and
mathematical inconsistencies.
The instability that we demonstrated applies equally well to the tunneling proposal
developed by Vilenkin starting around the same time as the no-boundary proposal [325,
323, 329]. After we posted the original preprint version of the paper corresponding to
this chapter, Vilenkin and Yamada proposed a modification of the tunneling proposal
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in an attempt to rescue it [330]. Their new tunneling proposal involves the addition of a
boundary term to the action, which has the consequence of selecting a different perturbation
mode. As we explain in appendix 6.B, this amendment unfortunately introduces a strong
coupling problem and, at present, its purported consequences cannot therefore be trusted.
6.2 Physical motivation
The path integral over four-geometries provides a well-motivated framework for the study
of semi-classical quantum gravity. In analogy with Feynman’s path integral formulation
of quantum mechanics, one attempts to define transition amplitudes between two three-
geometries h
(0)
ij , h
(1)
ij by summing over all four-geometries that interpolate between the initial
h
(0)
ij and final boundary h
(1)
ij , i.e.,
G[h
(1)
ij ;h
(0)
ij ] =
∫ ∂g=h(1)ij
∂g=h
(0)
ij
DgeiS[g]/~ , (6.1)
where g denotes the four-metric. In this note, as in the work of Diaz Dorronsoro et al., we
study a simplified model in which S[g] is taken to be the usual action for Einstein’s theory
of gravity plus a positive cosmological constant Λ.
In the previous chapters 3 and 5 we demonstrated that, somewhat to our surprise, the
path integral, over real, Lorentzian four-geometries yields well-defined and unique results
as it stands, when evaluated semiclassically and in cosmological perturbation theory, i.e.,
when we treat the four-geometry as a homogeneous, isotropic background with small, but
otherwise generic, perturbations. In contrast, we found the path integral over Euclidean
four-geometries (as originally advocated by Hartle and Hawking [188]), even at the level of
the homogeneous, isotropic background, to be a meaningless divergent integral. The key to
our work was the use of Picard-Lefschetz theory, a powerful mathematical framework that
allows one to rewrite highly oscillatory and only conditionally convergent integrals (such as
(6.1) turns out to be) as absolutely convergent integrals. To do so, one regards the integral
(6.1) as being taken over the subspace of real, Lorentzian metrics in the space of complex
four-metrics. Cauchy’s theorem, and Picard-Lefschetz theory, then allows one to deform the
original, real integration domain into a complex domain consisting of one or more steepest
descent thimbles. Each of these yields an absolutely convergent integral: their sum equals
the original integral. Note that the analytical continuation to complex metrics and the
deformation to steepest descent thimbles, are merely a convenient calculational tool, used
to evaluate the original, uniquely defined but only conditionally convergent integral using
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steepest descent methods. To make this point very clear, we provide in appendix 6.A an
explicit proof of the convergence of integrals of the type we encounter, taken over real
values of the lapse function N . Thus, one can prove the original integrals exist, and only
subsequently use Picard-Lefschetz theory to evaluate them.
One frequently raised question is the range over which the lapse N should be integrated
over in the path integral. The Lorentzian four-geometries we consider may be parameter-
ized with the line element −N2(t, x)dt2 + hij(t, x)dxidxj, where 0 ≤ t ≤ 1 is a good
time-like coordinate, i.e., a one to one, invertible map from the manifold into the closed
unit interval. The lapse N accounts, for example, for the proper time interval τ between
two spacetime points (t1, x
i) and (t2, x
i), both at fixed xi: one has τ =
∫ t2
t1
N(t, xi)dt. Note
that the coordinate t already defines an orientation for the integral: the lapse N is simply
a local rescaling, which must therefore be taken strictly positive as long as the coordinate
chart and the manifold are both nonsingular. Stated more generally, assigning a non-
singular coordinate system to a four-manifold already introduces an orientation, allowing
one to define integrals such as the action or measures of volume, area or length. Writing
the metric as usual by gµν = e
A
µ e
B
ν ηAB, with e
A
µ the frame field and ηAB the Minkowski
metric, only one continuously connected component of non-singular frame fields eAµ – for
example the component with strictly positive eigenvalues – is needed in order to describe
a general, nonsingular four-geometry. To sum over additional components (for example
to sum over both positive and negative lapse functions N while taking the determinant h
to be positive) is not only unnecessary, it represents an overcounting which is unjustified
from a geometrical point of view. Furthermore, although arbitrarily small N should be
allowed, one should not include the point N = 0 in the sum since it does not describe a
four-geometry. Finally, integrating over all Lorentzian four-geometries requires only real
(and positive) values of N . If that fundamental, geometrical definition can be deformed
into a mathematically equivalent integral over complex metrics which is easier to calculate,
as Picard-Lefschetz theory and Cauchy’s theorem allow, that is all well and good. But
it makes little geometrical sense to take an integral over complex lapse functions N as a
fundamental definition of the theory.
In their most recent paper, Diaz Dorronsoro et al. [117] misrepresent our work by stating
that we “have recently advanced a larger class of wavefunctions that extend the original”
no-boundary wavefunction. Quite to the contrary, what we explained in our earlier papers
is that the integral over Lorentzian four-geometries is actually unique! This allowed us
to compute the only geometrically meaningful “no-boundary wavefunction.” The fact that
calculation failed to give an observationally acceptable result is not the fault of the path
integral for gravity, but rather that of imposing the “no-boundary” idea in this particular
model, attempting to describe the beginning of the universe in the context of inflationary
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scenarios.
In fact, it is Diaz Dorronsoro et al., not us, who are “advancing a larger class of
wavefunctions” in an attempt to rescue the no-boundary proposal. As we have explained,
there is no geometrical justification for taking an integral over complex metrics as a starting
point for the theory. Yet this is exactly what they propose [117]. They consider metrics of
the biaxial Bianchi IX form
ds2 = −N
2
q
dt2 +
p
4
(σ21 + σ
2
2) +
q
4
σ23 , (6.2)
where p(t), q(t) are time dependent scale factors and σ1 = sinψdθ − cosψ sin θdϕ, σ2 =
cosψdθ+sinψ sin θdϕ, and σ3 = −(dψ+cos θdϕ) are differential forms on the three sphere
with 0 ≤ ψ ≤ 4pi, 0 ≤ θ ≤ pi, and 0 ≤ ϕ ≤ 2pi. For real N > 0, this metric describes
Bianchi IX spacetimes on the axes of symmetry. In the well-known notation of Misner
[254] this corresponds to the line β− = 0. Diaz Dorronsoro et al. now propose to define the
gravitational path integral as a sum over real values of p and q, supplemented by a sum
over values of the lapse function N , taken along a complex circular contour enclosing the
origin.
In our view this proposal is quite arbitrary, as it is not motivated by any fundamental
physical principle. What does it mean to integrate over metrics with complex proper
time intervals? In [117], this sum over specific complex metrics is regarded not merely
as a calculational device, but as the starting definition of the theory. Furthermore, this
definition seems context dependent. Such a definition will neither allow one to calculate
meaningful transition amplitudes between two large three-geometries nor to understand
how quantum field theory on curved spacetime emerges when the scale factor evolves
classically. Given its poor motivation, we find it unsurprising that this definition ultimately
leads to mathematical and physical inconsistencies, as we shall explain in the remainder of
this note.
Before doing so, it may be useful to briefly comment on the relation of the path integral
to the propagator and the Wheeler-DeWitt equation. For concreteness, consider a simple
relativistic path integral such as is encountered for a relativistic particle. Formally, the
starting point is the relativistic propagator,
G[q1, q0] = 〈q1|
∫ ∞
0+
dNe−iHˆN |q0〉, (6.3)
where Hˆ is the Hamiltonian, where the rhs can be expressed as a path integral in the usual
way. Applying the operator Hˆ and rewriting Hˆe−iHˆN = i(de−iHˆN/dN), the N integral
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becomes a boundary term at N = ∞, which may be taken to vanish, minus another at
N = 0+, proportional to 〈q1|q0〉 = δ(q1 − q0). In this way one obtains
HˆG[q1, q0] = −iδ(q1 − q0). (6.4)
The proposal of [117] is to instead obtain a homogeneous solution of the Wheeler-DeWitt
equation HˆΨ = 0 from a similar formula
Ψ[q1] = 〈q1|
∫
C
dNe−iHˆN |χ〉, (6.5)
where χ is any state, and C is a contour which yields no endpoint contributions. For
example, C may start and end at infinity, or it may be closed. Whereas the propagator
(6.3) is uniquely defined, (6.5) in principle depends both on the state |χ〉 and the contour C.
This infinite ambiguity is related to the fact that there are infinitely many homogeneous
solutions of the Wheeler-DeWitt equation. In order to define a “wavefunction of the
universe,” some other physical or mathematical principles are needed. In the model they
study, Dorronsoro et al. take for C a small contour in the complex N -plane enclosing
the origin. As already noted, there is little justification for this choice. Furthermore, it
immediately leads to a problem with the path integral. Since there is no singularity in N
in the integrand of (6.5), at fixed p(t) and q(t), there is no obstruction to shrinking the
N contour away. This means that if one performs the N integral first, the answer is zero!
Diaz Dorronsoro et al. do not notice this because they perform the path integrals over
p(t) and q(t) first, generating a pole in N from the corresponding prefactors. Then the
N integral, taken on a closed contour enclosing the origin, extracts the residue. Clearly,
their result depends on the order in which the partial integrals of the path integral are
taken. While Dorronsoro et al. do generate a solution to the Wheeler-DeWitt equation
this way, any connection to the original path integral is clearly on shaky ground. There
are additional (and related) problems with their definition to which we return at the end
of the next section.
6.3 Normalizability
With the metric (6.2), the action for gravity plus a cosmological constant Λ, in units where
8piG = 1, is given by
S/(2pi2) =
∫ 1
0
dt
[
− 1
4N
(
qp˙2
p
+ 2p˙q˙
)
+N
(
4− q
p
− pΛ
)]
, (6.6)
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where the integrals over angular directions yield a factor of 16pi2. In this section we
evaluate the classical action. Then we apply Picard-Lefschetz theory to identify the relevant
saddles and deform the N integral to render it absolutely convergent. We also discuss the
normalizability of the resulting “wavefunction”.
6.3.1 The classical action
The equations of motion corresponding to the variations of q and p are given by
2pp¨− p˙2 = 4N2 , q¨ + p˙
p
q˙ = N2
(
2Λ− 4q
p2
)
, (6.7)
and the constraint following from the variation of N is given by
1
4
(
q
p
p˙2 + 2p˙q˙
)
+N2
(
4− q
p
− pΛ
)
= 0 . (6.8)
Regular solutions to these equations, behaving as p(t) ∼ q(t) ∼ ±2iNt as t → 0, corre-
spond to (part of) Taub-NUT-de Sitter spacetime. The corresponding complex, regular
geometries are considered to be of the no-boundary type [117]. We focus on these in what
follows.
Since the Lagrangian in (6.6) is linear in q(t), the path integral over q(t) enforces a
functional delta function for first equation of motion in (6.7). Therefore the only paths
p(t) which contribute to the path integral are those which satisfy this equation. Using it,
the action reduces to:
S/(2pi2) =
∫ 1
0
dt
(
− 1
2N
d
dt
(p˙q) +N (4− pΛ)
)
, (6.9)
so that the classical action depends on q(t) only through its boundary values.
In order to implement the no-boundary proposal, as explained above we take p(0) =
q(0) = 0. We also set p(1) = p1, q(1) = q1 where p1 and q1 are arbitrary positive constants,
to describe the final, anisotropic three-geometry. With these boundary conditions, the
equation of motion for p has no real solution. There is, however, a pair of complex conjugate
solutions,
p±(t) = ±iNt(t− 1) + p1t2. (6.10)
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for which the corresponding classical action (6.9) is given by
S±(N)/(2pi2) = −p1q1
N
± iq1 +N
(
4− Λ
3
p1
)
∓ iΛ
3
N2 . (6.11)
We claim that the original, Lorentzian path integral over positive real values of N is
convergent. According to (6.11), after integrating out p(t) and q(t), for the two possible
classical solutions (6.10), the semiclassical exponent iS±(N) ∼ ±Λ3N2 at large N . In order
for the N integral to converge, we must take S−(N), corresponding to the solution p−(t).
This choice is actually in conflict with the “momentum constraint” imposed in [117] (in
fact it corresponds to the opposite “momentum constraint”), but it is mandatory if one
starts from the Lorentzian path integral. Nevertheless, we will also later consider their
choice of solution, p+(t) with action S+, in order to highlight some aspects of this choice.
But we emphasize that it is incompatible with the Lorentzian path integral.
The corresponding propagators simplify to an oscillatory integral over the lapse, i.e.,
G±[q1, p1; 0, 0] ∝
∫
dN
N
eiS±[q1,p1;0,0;N ]/~ . (6.12)
6.3.2 Picard-Lefschetz theory
Having reduced the path integral to an ordinary integral over the lapse function N, we are
now in a position to evaluate it in the saddle point approximation. Figures 6.1 and 6.2
show the locations of the saddle points and steepest ascent/descent lines emanating from
them for the two choices of the action given in (6.11). It is straightforward to see that the
integral over real Lorentzian metrics, with semiclassical action S−, can be deformed into
the steepest descent contour J1 passing through saddle point 1. The location of this saddle
point for various values of p1 and fixed q1 is shown in Fig. 6.3. For large anisotropies it
moves closer and closer to the real N line, without however ever reaching it. The induced
weighting is shown by the blue curve of the left panel in Fig. 6.4, where it can be seen that
the isotropic boundary conditions (here p1 = q1 = 10000) receive the lowest weighting. In
other words, the model is out of control, as more anisotropic geometries are favoured.
An even more dramatic failure of the model is seen by sending q1 to large values. The
second term in S−, given in (6.11), contributes a semiclassical exponent +q1 which clearly
leads to a non-normalizable wavefunction. Writing the volume of the final three-geometry
as V ∼ p1q
1
2
1 (see (6.2)), and the anisotropy as α = q1/p1, the terms which determine
the saddle point value of N in S−(N) at large N (see (6.11)) are the first and the last.
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Figure 6.1: The location of the saddle points and flow lines for the action we advocate, S−
in (6.11), for which the Lorentzian integral is convergent. The saddle points are indicated
by the orange dots. Green regions have a lower magnitude of the integrand than at the
adjacent saddle point, red regions have a higher magnitude and yellow regions have a
magnitude in between two saddle point values. If N approaches the singular point at
infinity or the essential singularity at N = 0 along a contour in a green region, we obtain
a convergent integral. Conversely, if N approaches these points along a contour in a red
region, the integral diverges.
Evaluating the action at this saddle, one finds the second term dominates for anisotropy
α > V
1
2 Λ
3
4 . Defining the de Sitter radius RH ≡ Λ− 12 , one sees that the semiclassical
exponent iS− is dominated by the +q1 term as long as the length in the 3 direction (see
(6.2)), q
1
2
1 = α
1
3V
1
3 exceeds V
1
2R
− 1
2
H while the length in the other two spatial directions
p
1
2
1 = V
1
3/α
1
6 is smaller than V
1
4R
1
4
H . Clearly, both lengths can grow without bound as
V is increased while remaining in this regime. So the semiclassical exponent can become
arbitrarily large, whilst all curvature scales remain greater than the Planck length so that
semi-classical Einstein gravity remains valid.
These findings, that imposing “no-boundary” boundary conditions in the Lorentzian
path integral lead to an unacceptable amplitude, favouring large deviations from isotropy,
confirm those of our earlier analysis of inhomogeneous perturbations around the back-
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Figure 6.2: The location of the saddle points and flow lines for the action S+, for which
the Lorentzian path integral diverges, but which is chosen by Diaz Dorronsoro et al. [117].
For a description of the colour scheme, see the caption of Fig. 6.1. Note that, as this
Figure shows, it would also have been possible to define a purely Euclidean contour along
the positive imaginary axis for this choice of action, and this would have led to only saddle
point 3 contributing. This latter saddle point leads to a purely Euclidean geometry, without
any classical Lorentzian evolution.
ground FLRW cosmology (see chapters 4 and 5). The advantage of the present discussion
is that it is fully non-perturbative, albeit still semi-classical. Hence, our analysis removes
any hope that a treatment going beyond cosmological perturbation theory might yet rescue
the no-boundary proposal. As explained previously, we adhere strictly to the Lorentzian
formulation of the gravitational path integral which, we have argued, is the only one with
a chance of making mathematical and physical sense.
As shown by Diaz Dorronsoro et al., if one takes the integral over N along a circular
contour around N = 0 for the action S+ in (6.11), the contour can be deformed to a
sum over the two steepest descent paths J1 and J2 in Fig. 6.2. These saddle points lie
respectively at the complex conjugate and negative values of the Lorentzian saddle point
1 in Fig. 6.1. The weighting of these saddle points is just the inverse of the weighting of
the Lorentzian saddle point, and is shown by the orange curve in the left panel of Fig. 6.4.
For these the isotropic configuration p1 = q1 is indeed the configuration with the highest
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weighting. However, having a maximum is not enough to ensure normalizability. Indeed,
just as for the Lorentzian saddle point, the weighting of these saddle points tends to a
constant at large values of p1 (the inverse of a constant being another constant), so that
again an integral of the weighting e−2Im(S+)/~ over p1 is unbounded, and the corresponding
wavefunction is non-normalizable. Thus if normalizability is regarded as a crucial criterion,
the new circular contour must also be discarded on these grounds.
For reasons that are not clear to us, the authors of [117], even though they also noticed
the unboundedness of the integral, simply chose to truncate it by hand. The stated reason
was that the approximations involved in the calculation break down. However, this state-
ment is puzzling, as the axial Bianchi IX model allows one to calculate the action exactly
and, moreover, the saddle point approximation becomes better and better at large p1 (see
again the right panel of Fig. 6.4, which also applies to the saddle points in question).
Thus the implied non-normalizability seems robust, to the extent that normalizability is
understood at all.
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Figure 6.3: The location of the relevant saddle point, for fixed q1 = 10000 and as a function
of 0 < p1 < 100000. Some indicative values of p1 are shown next to the curve. At large
values of p1 the saddle point remains complex but moves very close to the real N line.
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Figure 6.4: Left: The h-function −Im(S) for fixed q1 = 10000 and as a function of 0 <
p1 < 100000 both for the relevant Lorentzian saddle point, with action S−(N), (blue) and
for one of the saddle points advocated by Diaz Dorronsoro et al. (orange), with action
S+. Right: The absolute value of the second derivative at the same saddle points for fixed
q1 = 10000 (with Λ = 3) and as a function of 0 < p1 < 100000. For large p1 the saddle
point approximation becomes better and better.
6.4 Mathematical and physical consistency
We now come to what we regard as the biggest flaw in the proposal of Diaz Dorronsoro
et al., namely that it seems to us to fail some simple tests of physical and mathematical
consistency. When we take the limit in which the final three-geometry is isotropic, it seems
reasonable to expect that we should recover the result of the truncated, isotropic theory,
at least in the semi-classical limit where quantum backreaction is negligible. Likewise, if
we add an additional metric perturbation mode to the final three-geometry, for example
one of an inaccessibly small wavelength, this should not immediately lead to inconsistent
results. We will discuss these two tests of their proposal, in turn.
First, consider the isotropic limit, where p1 = q1. Here we would expect the axial
Bianchi IX model to reproduce the results of an isotropic FLRW minisuperspace model,
defined using the same integration contour for the lapse function. Certainly, for Lorentzian
integrals, this is the case and the action S− in Eq. (6.11) indeed reproduces our earlier
isotropic results of chapter 3. When p1 = q1, the relevant saddle point of the action S− is
located at
N isos1 =
√
3
Λ
√
q1 − 3
Λ
+ i
3
Λ
, (6.13)
i.e., it resides at the same value of N as for the isotropic model, where the action is given
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NFigure 6.5: An example of a circular contour in the presence of a branch cut (in blue), for
a two-sheeted integrand. The contour must complete two loops before it can close.
by a different function of N, namely [186] and chapter 3.
Siso(N)/2pi2 =
[
N3
Λ2
36
+N
(
3− Λ
2
q1
)
− 3q
2
1
4N
]
. (6.14)
Moreover, at the isotropic saddle point (6.13), the values of the axial Bianchi IX action S−
and the isotropic action (6.14) agree,
Sconv(N
iso
s1 ) = S
iso(N isos1 ) = 2pi
2
(
−2
√
3
Λ
(Λq1 − 3)3/2 + i 6
Λ
)
. (6.15)
Thus we find a well-behaved isotropic limit, as we believe we should, since in the isotropic
limit we are describing the same physical situation.
However, when we take the circular contour advocated by Diaz Dorronsoro et al., a
problem arises. In the isotropic case, the path integral reduces to an ordinary integral over
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the lapse function of the form [186] and chapter 3.
G[q1, 0] =
√
3pii
2~
∫
dN√
N
eiS
iso(N)/~ . (6.16)
The prefactor, which arises from the integral over the isotropic scale factor, contains a
factor of 1/
√
N, so that there is a branch cut in the integrand, emanating from the ori-
gin. This branch cut requires that a circular contour must complete two loops around the
origin before it can close – see Fig. 6.5. However, on the second loop the factor 1/
√
N
will acquire a minus sign relative to its value on the first loop, so that the contributions
from the second loop exactly cancel those of the first loop. The result is that, for isotropic
boundary conditions, a closed circular contour yields precisely zero! Hence there is blatant
disagreement with the isotropic limit of the Bianchi IX model, although the physical situa-
tion being described is identical. (One may easily verify that the saddle points contributing
to the path integral with final boundary p1 = q1 also have p(t) = q(t) throughout the entire
geometry 0 ≤ t ≤ 1). Hence this choice of contour fails to satisfy our consistency check.
The second inconsistency manifests itself in the following, closely related manner. In
minisuperspace models, when we include n deformations of the metric in addition to the
lapse, the prefactor generally takes the form 1/Nn/2 [186]. For n odd, the integrand will
thus be taken around a branch point at N = 0 and a closed contour about the origin
will again yield a vanishing result. But the results of our calculations should not depend
on how many possible deformations we include as long as the same physical situation is
described. One should be able to add a possible deformation and then consider boundary
conditions in which this additional deformation is zero – and the results should, at this
leading semi-classical level, be unchanged. A straightforward example is to use the full
Bianchi IX metric and then restrict to boundary conditions corresponding to the axial
Bianchi IX truncation studied in this chapter. Once again this does not lead to consistent
results, as the Bianchi IX metric contains one additional deformation, so that a closed
contour enclosing the origin again leads to a vanishing wavefunction.
6.5 Discussion
When constructing theories of the very early universe, the difficulty of making direct obser-
vations means that mathematical and physical consistency requirements must necessarily
play a critical, guiding role. In our view, the new path integral for semi-classical gravity
advocated by Diaz Dorronsoro et al. [117], involving a closed integral for the complexified
lapse function, seems inadequate in this regard: it has no geometrical interpretation as it
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involves metrics with complex proper times. Likewise, it abandons any notion of causality
from the outset. Furthermore, when describing the same physical situation using different
truncations of the degrees of freedom in the spacetime metric, it yields vastly different
results. The clearest example is provided by truncating the model to an isotropic, one-
dimensional minisuperspace, for which a closed contour about the origin yields a vanishing
“wavefunction.” More generally, such a closed contour fails to yield a meaningful wave-
function for any odd-dimensional truncation of minisuperspace – violating the physically
reasonable requirement that including one additional mode, for example one with an inac-
cessibly tiny wavelength, should not change a physical result. A general formal argument
against ad hoc contours of the type Diaz Dorronsoro et al. consider was given at the end of
Section II. Unless a closed contour starts and ends at the point at infinity in the complex
N -plane, it cannot give a nonzero result unless the path integral depends on the order in
which the integrals are taken. Such a theory is clearly ambiguous at best.
In previous chapters, we have shown that attempts to define a “smooth beginning” for
inflation based on either the no-boundary proposal [188] or the tunneling proposal [325,
323, 329] are either mathematically inconsistent or they lead to the physically unacceptable
results. The semiclassical “no-boundary” path integral taken over real Euclidean metrics
fails in the first manner, whereas the path integral taken over real Lorentzian metrics, as
posited in the “tunneling proposal,” fails in the second since it favors wildly fluctuating
geometries. (In appendix 6.B we show that the recent rescue of the tunneling proposal
proposed by Vilenkin and Yamada [330]) unfortunately fails due to the breakdown of
perturbation theory, i.e., a strong coupling problem.) At the root of this disaster are two
key assumptions; i) that it makes sense to compute an amplitude for an “out” state when
there is no “in” state (or when the “in” state is replaced by a “three-geometry of zero
size”) and ii) that the universe started out dominated by some kind of inflationary energy,
which behaves in effect like a large, temporary cosmological constant. It is not yet clear to
us whether abandoning one of these assumptions would lead to a more acceptable result.
Conceivably, one should abandon both (see, e.g., [163, 164]).
As well as these negative conclusions, our investigations have also opened up a very
interesting avenue to pursue. We have found many indications that the Lorentzian path
integral for gravity, tackled consistently using Picard-Lefschetz theory and with sensible
“in” and “out” states, has a remarkable physical and mathematical uniqueness and con-
sistency. In future work, we shall outline what we consider to be a far less arbitrary and
more promising approach to the problem of the initial conditions for the universe, based
on a precise treatment of this gravitational path integral.
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6.A Conditionally convergent integrals
Highly oscillatory integrals, such as the Fresnel integrals, play an important role in physics.
They are of particular interest in Lorentzian quantum physics, as they arise naturally in
the form of real-time path integrals. In minisuperspace models of Lorentzian quantum
cosmology, the integral over the lapse function is quite generically of this type. In this
appendix we will spell out a simple proof that such integrals, defined over real values of the
lapse, are convergent, using only real field values and without requiring a complexification
as is used in Picard-Lefschetz theory. Our proof will simply demonstrate the convergence
without however showing what value the integral converges to. Then, as used earlier, one
may conveniently use Picard-Lefschetz theory to obtain a saddle point approximation to
the integral.
The integral of the function g over an infinite domain is defined as∫ ∞
0
dx g(x) = lim
R→∞
∫ R
0
dx g(x) . (6.17)
Assuming that the integral is convergent, the integral is called absolutely convergent when
the integral over the magnitude of the integral converges∫ ∞
0
dx |g(x)| <∞ . (6.18)
The integral is called conditionally convergent when the integral over the magnitude di-
verges ∫ ∞
0
dx |g(x)| =∞ . (6.19)
Conditionally convergent integrals, converge due to cancellations from violent oscillations
for large x. It is important to note that for conditionally convergent integrals, as for
conditionally convergent series, the result depends on the order of summation. For integrals
this is naturally prescribed by definition (6.17). By changing the order of summation one
can engineer the integral to converge to any number. However, for such a deformation of
the theory one can no longer use complex continuations and deformations of the integration
contour in the complex plane to evaluate these integrals. This would in particular invalidate
the commonly used i and Wick rotation methods in quantum physics. For this reason
we stick to the natural definition and argue that conditionally convergent integrals are
well-defined in real time quantum physics.
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For many oscillatory integrals, convergence can be demonstrated with the Leibniz con-
vergence test for alternating series. A real alternating series is defined as
a = ±
∞∑
i=0
(−1)iai , (6.20)
with ai positive real numbers. The Leibniz convergence test states that the series is con-
vergent when the arguments decrease monotonically, i.e., ai+1 ≤ ai for sufficiently large
i, and the argument goes to zero in the limit of large i, i.e., limi→∞ ai = 0. To see the
relation to oscillatory integrals, consider the integral
I =
∫ ∞
0
dx eif(x) , (6.21)
for a real valued polynomial f (for the Fresnel integrals f(x) = x2). The real and imaginary
parts of I are given by
Re[I] =
∫ ∞
0
dx cos(f(x)) , (6.22)
Im[I] =
∫ ∞
0
dx sin(f(x)) . (6.23)
For simplicity we concentrate on the real part. Let us assume that the leading term of f
goes like xn in the limit x → ∞ for n ∈ N. A change of coordinates u = xn gives the
integral
Re[I] =
∫ ∞
0
du
nu1−1/n
cos(f( n
√
u)) , (6.24)
and ensures that f( n
√
u) ∼ u for large u. Now let the zero crossings of the argument be
given by zi for i ∈ N. The real part of the integral can be written as an alternating series
Re[I] =
[∫ z0
0
+
∞∑
i=0
∫ zi+1
zi
]
du
nu1−1/n
cos(f(u1/n)) , (6.25)
= c±
∞∑
i=0
(−1)i
∣∣∣∣∫ zi+1
zi
du
nu1−1/n
cos(f(u1/n))
∣∣∣∣ , (6.26)
= c±
∞∑
i=0
(−1)iai , (6.27)
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without changing the order of summation, with c the integral over the interval (0, z0), either
the positive or the negative sign for ± depending on the details of f , and the positive real
numbers
ai =
∣∣∣∣∫ zi+1
zi
du
nu1−1/n
cos(f(u1/n))
∣∣∣∣ . (6.28)
The argument of the alternating series can be dominated with a simple approximation
ai =
∣∣∣∣∫ zi+1
zi
du
nu1−1/n
cos(f(u1/n))
∣∣∣∣ (6.29)
<
∫ zi+1
zi
du
nu1−1/n
= n
√
zi+1 − n√zi = bi . (6.30)
In the limit of large u the function f( n
√
u) asymptotes to a function proportional to u. For
this reason, in the limit of large i, the zero crossings zi in u will asymptote to a regular
spacing, leading to the conclusion that for n > 1 and for sufficiently large i, the coefficients
bi satisfy the conditions of the Leibniz convergence test. Since ai < bi for all i we conclude
that Re[I] converges when n > 1. A similar argument can be given for the imaginary part
of I, making I conditionally convergent.
The discussion above applies to a more general class of integrals. When the integral
function f(x) diverges as x−n in the limit x → 0 with n ∈ N, the change of coordinates
u = x−n leads to convergence for n > 1. More generally, when f is not a polynomial
but dominates some polynomial xn with n > 1, the oscillatory integral can be shown to
converge due to cancellations from oscillations at large x. Note that generally one should
include the prefactor in the analysis.
The propagator for axial Bianchi IX consists of an oscillatory integral over the lapse N
G[q1, p1; q0, p0] ∝
∫ ∞
0
dN
N
eiS[q1,p1;q0,p0;N ]/~ , (6.31)
where the classical action S[q1, p1; q0, p0;N ] ∼ N2 as N →∞ and ∼ N−1 for N → 0. The
discussion above directly shows that the integral converges at large N . The behavior of the
integral for small N is more subtle, since the discussion of the Leibniz convergence test is
agnostic about polynomials for which n = ±1. By including the prefactor in the analysis,
we now show that convergence is guaranteed. Consider the real integral
I =
∫ 1
0
ei/x
x
dx . (6.32)
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The integral does not converge absolutely. However, by a change of variables u = − lnx,
we can write the integral as
I =
∫ ∞
0
eie
u
du . (6.33)
We treat the real and imaginary part of the integral separately and for simplicity concen-
trate on the real part. The real part can be written as an alternating series
Re[I] =
∫ ∞
0
cos(eu)du =
[∫ z0
0
+
∞∑
i=0
∫ zi+1
zi
]
cos(eu)du (6.34)
= c−
∞∑
i=0
(−1)i
∣∣∣∣∫ zi+1
zi
cos(eu)du
∣∣∣∣ , (6.35)
where zi = ln
((
i+ 1
2
)
pi
)
are the roots of the integrand. The arguments of the sum satisfies
the Leibnitz condition since∣∣∣∣∫ zi+1
zi
cos(eu)du
∣∣∣∣ ≤ zi+1 − zi = ln(2i+ 32i+ 1
)
. (6.36)
Since the summands satisfy Leibniz condition for alternating series, the real part of the
integral exists. Convergence of the imaginary part follows analogously. We thus conclude
that the Lorentzian propagator for axial Bianchi IX is well defined as a conditionally
convergent integral.
6.B Remark on the new tunneling proposal
The “tunneling proposal” of Vilenkin [325] is closely related to the no-boundary proposal:
it proposes to view the origin of the universe as a smooth tunneling event from “nothing,”
defined as a three-geometry of “zero size.” If one imposes that in the limit where the
initial three-geometry is taken to zero size, the resulting semiclassical saddle point solution
should be a regular complex solution of the Einstein equations, then there is no associated
boundary term and the tunneling proposal leads to exactly the same path integral as that
we consider for the no-boundary proposal (as explained in chapter 3). Consequently the
tunneling proposal suffers from exactly the same instability. However, there is an ambiguity
in the tunneling proposal’s prescription of taking the initial three-geometry to have zero
size: one could allow it to have large fluctuations in its local curvature or “shape.” In
an attempt to rescue the tunneling proposal, Vilenkin and Yamada have attempted to
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exploit this ambiguity by adding a boundary term for the fluctuations on the initial three-
geometry, which they precisely tune in order to control the distribution for the fluctuations
on the final three-geometry [330].
In their paper, they work in linear perturbation theory, where the fluctuations are
regarded as small perturbations around the smooth, complex, classical background saddle
point solution. The equation of motion for a Fourier mode of the perturbation φk (with
wavenumber k) is of second order and it admits two solutions, which can be thought of as
the positive and negative frequency modes, as usual. For instance, at the de Sitter saddle
point, the general solution is given by a linear combination of two modes,
φk(τ) = c1
(1− cos(Hτ))(k−1)/2(cos(Hτ) + k)
(1 + cos(Hτ))(k+1)/2
+ c2
(1 + cos(Hτ))(k−1)/2(cos(Hτ)− k)
(1− cos(Hτ))(k+1)/2 ,
(6.37)
which represent the analogue of the Bunch-Davies solutions for the closed slicing of de
Sitter space. Here we have expressed the solution in terms of Euclidean time τ, so that
the scale factor is given by a = 1
H
sin(Hτ). Near the origin a = 0 (which also corresponds
to the origin of τ, with a ≈ τ for small τ) these two modes behave very differently: the
mode proportional to c1 tends to zero as τ
k−1, while the mode proportional to c2 tends to
infinity as τ−k−1. Since the action of the second mode diverges due to contributions near
a = 0, we have discarded this mode in chapter 5. The mode proportional to c1 leads to
a finite action, but unfortunately it also leads to an inverse Gaussian distribution for the
final perturbations. Vilenkin and Yamada propose to add a boundary term to the action,
which has precisely the effect of cancelling the divergence of the action of the c2 mode,
while rendering that of the c1 mode infinite. With their new proposal, one would then be
led to pick out the stable c2 mode.
There is a good reason, however, for why this new proposal fails in its current form. The
treatment of Vilenkin and Yamada rests on the applicability of a perturbative expansion
around the classical background. In the presence of a perturbation mode such as the one
above, the equation of motion for the background is corrected at quadratic order by terms
involving the linear perturbations, namely (see e.g. [102])
−2a,ττ
a
− a
2
,τ
a2
+
1
a2
= Λ +
1
2
φ2,τ +
(k2 − 1)
6a2
φ2 (6.38)
In order for perturbation theory to be valid, the perturbative terms must be small compared
to the background terms, in particular they must be small compared to the cosmological
constant Λ. But for the c2 mode the perturbative terms scale as τ
−2k−4 near a = 0. Thus at
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the “bottom” of the instanton the solutions become entirely untrustworthy. Put differently,
in going beyond the leading term in perturbation theory, one would encounter an infinity
of additional terms, which would all blow up at small values of the scale factor, leading
to a strong coupling problem where the theory is out of control. We thus conclude that,
unfortunately, Vilenkin and Yamada’s proposed rescue of the tunneling proposal also fails.
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Chapter 7
Spacetime amplitudes: The
Schwinger effect revisited
Already in the beginning I had said that I’ll deal with single electrons, and I was
going to describe this idea about a positron being an electron going backward in
time, and Dirac asked, ”Is it unitary?” I said, ”Let me try to explain how it
works, and you can tell me whether it is unitary or not!” I didn’t even know then
what ”unitary” meant. So I proceeded further a bit, and Dirac repeated his
question: ”Is it unitary?” So I finally said: ”Is what unitary?” Dirac said: ”The
matrix which carries you from the present to the future position.” I said, ”I
haven’t got any matrix which carries me from the present to the future position.
I go forwards and backwards in time, so I do not know what the answer to your
question is.”
Richard P. Feynman, Poconos conference of 1948
7.1 Introduction
Quantum field theory is an extremely successful relativistic generalization of quantum
mechanics. It has managed to describe, among many phenomena, ensembles of quantum
particles propagating at relativistic speeds, the interactions of particles with photons, and
particle-antiparticle pair-creation events. The history of quantum field theory can be traced
back to Paul Dirac’s early attempt to quantize the electromagnetic field. In 1927, Dirac
proposed a model for the emission and absorption of a photon by an electron [107]. In the
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subsequent year, Dirac derived a relativistic wave equation – similar to the Klein-Gordon
equation for scalar fields proposed by Oskar Klein and Walter Gordon in 1926 [224, 169]
– for spin-1
2
particles such as the electron [109, 108]. This equation is now known as the
Dirac equation. Even though the Dirac equation did successfully predict the spin of the
electron, he soon realized that the equation has solutions with both positive and negative
kinetic energy. Dirac noticed that these negative energy solutions correspond to a particle
with the mass of the electron but with the opposite charge. In 1930, he speculated that the
solutions might represent the positively charged proton [110, 111]. However, soon after,
Robert Oppenheimer, argued that the proton cannot be the anti-electron as it renders
the hydrogen atom unstable [264]. In 1931, Dirac revised his views and postulated the
existence of an as-yet-unobserved new particle, the anti-electron, which was later named
the positron [112]. Amazingly, the new particle was in 1932 observed by Carl Anderson in a
particle accelerator experiment [10]. In 1936 he received the Nobel prize for the detection.
Despite the early success, quantum field theory has from the onset been plagued by
several infinities. Basic physical quantities such as the self-energy of the electron, and
the corresponding energy shift of the electron states due to the presence of an electro-
magnetic field lead to divergent contributions. The ultraviolet ‘divergence problem’ in
quantum electrodynamics was solved in the late 1940s by the analysis of renormalization.
Quantum field theory was given a mathematical framework distinct from quantum me-
chanics, with quantum fields and Feynman diagrams used to compute amplitudes in the
S-matrix. Quantum electrodynamics became an extremely successful theory of the interac-
tion between electrically charged particles and photons, predicting interactions up to a 10−8
accuracy level. The field theory framework has subsequently been successfully extended
to quantum chromodynamics and the standard model of particle physics. However, its
application to general relativity has so far been unsuccessful. In particular the ultraviolet
divergences have not yet been tamed [148].
The relativistic extension of quantum mechanics has led to a distinct framework with
its own interpretation. While quantum mechanics describes the evolution of a quantum
mechanical system by means of an evolving wave function, whose magnitude squared gives
the probability for an event to be observed, quantum field theory describes nature in
terms of the excitations of quantum fields. The quantum fields themself are not directly
measurable. It should be remarked that the today prevalent tools in quantum field the-
ory originate from an algebraic and a geometric approach to the problem. The canonical
quantization, or second quantization, is algebraic in nature and describes ensembles of
particles in the Hamiltonian formulation in terms of operators. The path integral formula-
tion, spearheaded by Richard Feynman, is geometric in nature and deals with the Feynman
propagator of a single particle in the Lagrangian formalism. Nowadays, however, Feynman
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diagrams, which originated from the path integral quantization, are often presented as a
computational device to evaluate perturbative calculations of the second quantized theory
or the path integral over quantum fields.
Notwithstanding the great success of quantum field theory, the current formulation
in terms of the Fock space has its limitations. In S-matrix theory, calculations can be
performed by scattering particles described by wavepackets extending to the infinite past
and future. These scattering amplitudes can, with the Lehmann-Symanzik-Zimmermann
reduction formula [272], be expressed in terms of time-ordered correlation functions of
the theory. The algebraic nature of the resulting theory make S-matrix theory an ex-
tremely powerfull tool in quantum physics. However, the quantum fields are not directly
observable and the S-matrix has difficulty describing the localized evolution of a particle
in spacetime such as for example, a cosmic rays entering a cloud chamber or the relativistic
particles coming out of particle accelerator experimentst. Every measurement is performed
using equipment which is localized in space and time. It is moreover not clear why these
momentum states should be preferred when the spacetime is curved and the translation
symmetry of the spacetime is broken. In this Chapter we propose a localized formula-
tion of relativistic quantum mechanics which allows us to study the evolution of a single
relativistic particle. In this formalism, we adopt a geometric path integral approach to rel-
ativistic quantum mechanics, and give a probabilistic interpretation, embodied by Richard
Feynman’s quote at the start of this chapter, along with a description of the dynamics
based solely on the Feynman propagator. The Feynman propagator is normally described
as a computational device to evaluate Feynman diagrams. We will here instead consider
a more literal interpretation of the Feynman propagator as the amplitude for a particle
to move between two spacetime points. The resulting formulation is not in conflict with
the conventional formulation of quantum field theory, but rather studies the theory from
a broader perspective.
In addition, we extend the framework of weak measurements – first developed by Yakir
Aharonov and collaborators [5] – to relativistic theories. These techniques can be used to
weakly probe the propagation of a system between an initial and a final state, without
affecting the quantum process. We propose the concept of a weak trajectory and evaluate
the weak number and charge densities. We argue that the former is a generalization of the
(complex) classical trajectories interpolating between two classically connected or discon-
nected states in the quantum regime. The latter can be used to study the back-reaction of
pair-creation events on the pair creating fields. While the weak value analysis of quantum
field theory might not lead to revolutionary new insights in particle physics, we anticipate
that the framework will be of value in the formulation of quantum geometrodynamics and
quantum cosmology.
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We illustrate the new formulation of relativistic quantum mechanics and the relativistic
weak value analysis, by applying it to scalar quantum electrodynamics in 1+1-dimensional
Minkowski spacetime within a fixed background electromagnetic field. We in particular
focus on the Schwinger effect, where an electron turns into an positron by turning around
with respect to coordinate time. The results complement the weak value analysis of the
Schwinger effect in canonical quantum field theory by Brout et al. [59]. The details of our
investigation into the Schwinger effect will be presented in an upcoming publication [135].
7.2 Spacetime amplitudes
There exist several distinct formulations of quantum field theory. We here briefly sum-
marize the canonical quantization and describe the Feynman propagator of a relativistic
particle in Minkowski spacetime. We subsequently present the spacetime amplitude formu-
lation of relativistic quantum mechanics. We show that it captures the localized evolution
of a relativistic particle by analysing electron-positron pair-creation in the Schwinger effect.
7.2.1 Canonical quantum field theory
Canonical quantum field theory of scalar particles in an electromagnetic field is formulated
in terms of a quantum field φ satisfying the Klein-Gordon equation
Hˆφ = 0 . (7.1)
The Klein-Gordon operator is the second order differential operator
Hˆ = ~2DµDµ +m2, (7.2)
with the covariant derivative
Dµ = ∂µ − ieAµ , (7.3)
the mass of the particle m, the electric charge e, and the vector potential Aµ.
Unlike the Schro¨dinger equation, the Klein-Gordon equation does not have a positive
definite norm which is preserved in coordinate time. The current
jµ = − ie~
2m
φ∗
←→
Dµ φ (7.4)
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is conserved,
∂µj
µ = − ie~
2m
∂µ(φ
∗Dµφ) +
ie~
2
∂µ(φD¯
µφ∗) (7.5)
=
e~
m
Im [∂µφ
∗Dµφ+ φ∗∂µDµφ] (7.6)
=
e~
m
Im
[
D¯µφ
∗Dµφ+ φ∗DµDµφ
]
(7.7)
=
e~
m
Im
[
D¯µφ
∗Dµφ− ~−2m2φφ∗] (7.8)
= 0 , (7.9)
with D¯µ the complex conjugate of the covariant derivative Dµ. As a consequence, the
Klein-Gordon inner product
(f, g)KG = − i
2
∫
Σt
f ∗(xµ)nµ
←→
Dµg(x
µ)dσ (7.10)
integrated over the time slice (3-manifold)
Σt′ = {(t, x)|t = t′} , (7.11)
with the induced 3-volume element dσ, and normal four-vector nµ = (1, 0, 0, 0), is preserved
in time, i.e.,
∂
∂t
(φ, φ)KG = 0 , (7.12)
where φ is a complex solution of equation (7.1), provided we ingnore terms at space-like
infinity. However, the integrand is generally not positive definite and can thus not be
interpreted as a probability distribution. This fact prevented Schro¨dinger from building a
relativistic quantum theory. Instead, it is interpreted as the charge density
ρ = − ie~
2m
φ∗(xµ)nµ
←→
Dµφ(x
µ) , (7.13)
while equation (7.12) represents the conservation of the total charge 1.
The Klein-Gordon equation is a relativistic wave equation. The free theory of a complex
scalar φ with Aµ = 0, can be solved in terms of normal modes, i.e.,
φ(xµ) =
∫
d3p
(2pi)3
1√
2ωp
(
ape
−iωpt+ip·x + b∗pe
iωpt−ip·x) (7.17)
1 When the solution of the Klein-Gordon equation is well approximated by the WKB approximation,
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with the frequency of the normal mode
ωp =
√
|p|2 +
(m
~
)2
. (7.18)
Each mode, corresponding to a single momentum p, can be interpreted as a harmonic
oscillator with the frequency ωp. The canonical quantization of the theory is achieved
by replacing the modes ap, bp and their conjugates a
∗
p, b
∗
p with creation and annihilation
operators aˆp, aˆ
†
p, bˆp, bˆ
†
p, i.e.,
φˆ(xµ) =
∫
d3p
(2pi)3
1√
2ωp
(
aˆpe
−iωpt+ip·x + bˆ†pe
iωpt−ip·x
)
, (7.19)
φˆ†(xµ) =
∫
d3p
(2pi)3
1√
2ωp
(
bˆpe
−iωpt+ip·x + aˆ†pe
iωpt−ip·x
)
, (7.20)
with the commutation relations
[aˆp, aˆ
†
q] = (2pi)
3δ(p− q), [bˆp, bˆ†q] = (2pi)3δ(p− q) , (7.21)
[aˆp, aˆq] = [bˆb, bˆq] = [aˆp, bˆq] = [aˆp, bˆ
†
q] = 0 . (7.22)
Particle states enter the theory as excitations of a vacuum state |0〉, defined as the state
which is annihilated by the annihilation operators, i.e.,
aˆp|0〉 = 0 , bˆp|0〉 = 0 , (7.23)
for all momenta p. The on-shell state consisting of a single particle with momentum p is
defined as
|p〉 = aˆ†p|0〉 . (7.24)
we can write the quantum field as
φ(xµ) = A(xµ)eiS(x
µ) , (7.14)
where S(xµ) is assumed to be a real function varying quickly with respect to the magnitude A(xµ). When
the WKB approximation applies the current takes the form
jµ =
e~
m
|A|2 (∂µS − eAµ) (7.15)
=
e~
m
|A|2Pµ , (7.16)
with the kinetic momentum Pµ, for which the charge density ρ = ej0 is either positive or negative when
the WKB approximation applies, P0 6= 0, for a suitable gauge choice (e.g. A0 = 0).
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The on-shell antiparticle state with momentum p is defined as
|p¯〉 = bˆ†p|0〉 . (7.25)
Iterative application of creation operators generates the Fock space of the theory, consisting
of the many-particle antiparticle states. In quantum electrodynamics the vector potential
Aµ is introduced perturbatively. Properties of canonical quantum field theory are evalu-
ated by keeping track of the algebra of the relevant creation and annihilation operators.
This formulation of relativistic quantum mechanics focusses on multi-particle states and is
manifestly written in terms of a fixed foliation of spacetime.
These on-shell momentum states |p〉 have been successfully used in the calculation
of scattering amplitudes in Minkowski spacetime, i.e., to build an S-matrix. However,
it should be noted that these states are, by complementarity, completely de-localized in
spacetime. They give a sharp description of the four-momentum pµ of the particle and,
correspondingly, no knowledge at all of its position in spacetime. It is for this reason useful
to consider different solutions to the Klein-Gordon equation, consisting of wave packets
extending from the infinite past to the infinite future. Using the Lehmann-Symanzik-
Zimmermann reduction formula, the scattering amplitudes in terms of these wavepackets
can be expressed in terms of the time-ordered correlation functions of these de-localized
states. In the next section we will go beyond these wave packets. We believe that this
extension will in particular be useful in the study the localized evolution of relativistic
quantum particles on curved spacetime, where the geometry of spacetime can evolve and
generally breaks spacetime translation symmetry. Moreover, we think that this extension
is useful in the development of Wheeler and DeWitt’s quantum geometrodynamics.
7.2.2 The Feynman propagator
Richard Feynman’s path integral formulation of relativistic quantum mechanics focusses
on the propagator (see Chapters 2 and 8), i.e.,
G[xµ1 ;x
µ
0 ] =
∫ ∞
0+
ds 〈xµ1 |e−isHˆ/~|xµ0〉 (7.26)
=
∫ ∞
0+
dsG[xµ1 ;x
µ
0 ; s] , (7.27)
describing the propagation of a particle from spacetime event xµ0 to event x
µ
1 , with the
Schwinger time s > 0 measuring the proper internal time of the particle. The amplitude
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to propagate between spacetime events xµ0 and x
µ
1 in Schwinger time s is given by the
Lorentzian functional integral
G[xµ1 ;x
µ
0 ; s] =
∫ xµ(s)=xµ1
xµ(0)=xµ0
DxµDpµ eiS[xµ;pµ;s]/~ , (7.28)
with the action
S[xµ, pµ; s] =
∫ 1
0
[
pµx˙
µ − sH˜[xµ, pµ]
]
dt , (7.29)
where H˜ is the Hamiltonian. In a background electromagnetic field, with vector potential
Aµ, we have the Hamiltonian
H˜[xµ, pµ] =
1
2m
[
(pµ − eAµ)ηµν(pν − eAν) +m2
]
, (7.30)
where e and m are the charge and the mass of the particle. The variable
Pµ = pµ − eAµ (7.31)
is the kinetic momentum of the particle, which is related to the four-velocity by the relation
x˙µ = P µ/m. We will in this Chapter include the factor 1
2m
in the Hamiltonian, as it makes
the connection to non-relativistic quantum mechanics more straightforward. This factor
can however be removed by redefining the Schwinger time. The functional integral ranges
over all possible trajectories interpolating between the spacetime events xµ0 and x
µ
1 making
the path integral quantization geometrical in nature. The Feynman propagator G[xµ1 ;x
µ
0 ]
is a superposition of amplitudes for different paths and all allowed Schwinger times, s:
since the boundary conditions for the propagator G[xµ1 ;x
µ
0 ] do not specify the proper time,
we integrate over it in accordance with the rules of quantum amplitudes (see [150]). The
integral over s is taken over the half line (0+,∞) since we wish to include only paths for
which the parametrization is monotonic, i.e., one-to-one, and for which the metric on the
paths corresponding to the line element, s2dt2, is invertible, hence s > 0. This corresponds
to the causation between the two states, i.e., we propagate from the initial state |x0〉
to the final state |x1〉 along all possible properly parametrized worldlines of the particle.
Mathematically this formula follows directly from the quantization of constrained systems,
as discussed in detail in Chapter 2.
Note that, by construction, the amplitude G[xµ1 ;x
µ
0 ; s] is a Green’s function of the
Schro¨dinger equation [
i~
∂
∂s
− Hˆ
]
G[xµ1 ;x
µ
0 ; s] = i~δ(x
µ
0 − xµ1)δ(s) , (7.32)
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with the coincidence limit
lim
s→0
G[xµ1 ;x
µ
0 ; s] = δ(x
µ
0 − xµ1) . (7.33)
By analogy with the propagator of non-relativistic quantum mechanics, it follows that the
propagator G[xµ1 ;x
µ
0 ; s] satisfies a composition rule with respect to the Schro¨dinger inner
product, i.e.,
G[xµ2 ;x
µ
0 ; s1 + s2] =
∫
dxµ1G[x
µ
2 ;x
µ
1 ; s2]G[x
µ
1 ;x
µ
0 ; s1] . (7.34)
The Feynman propagator G[xµ1 ;x
µ
0 ] is a Green’s function of the Klein-Gordon equation
HˆG[xµ1 ;x
µ
0 ] = −i~δ(xµ0 − xµ1) . (7.35)
Note that in a spacetime with a time-like Killing vector field, it satisfies a composition rule
with respect to the Klein-Gordon inner product
G[xµ2 , x
µ
0 ] = −
∫
Σ
G[xµ2 , x
µ
1 ]n
µ←→DµG[xµ1 , xµ0 ] dσ , (7.36)
with Σ a spacelike slice, nµ the normal four-vector and dσ the induced measure on Σ [183].
7.2.3 Seeds, trees and relative probabilities
Instead of describing the relativistic particles algebraically, in terms of creation and an-
nihilation operators acting on the vacuum state, we here use the Feynman propagator to
construct a geometric formulation of the theory. We interpret the Feynman propagator
G[xµ1 ;x
µ
0 ] as the amplitude to propagate between the spacetime points x
µ
0 and x
µ
1 . When the
particle propagates from a more general state |ψ0〉 to the position state |xµ1〉, we can write
the spacetime amplitude as a convolution of the initial state with the Feynman propagator
ϕ(xµ1) =
∫ ∞
0+
ds 〈xµ1 |e−isHˆ/~|ψ0〉 (7.37)
=
∫
dxµ0 G[x
µ
1 ;x
µ
0 ]ψ0(x
µ
0) , (7.38)
where in the position representation
ψ0(x
µ
0) = 〈xµ0 |ψ0〉 . (7.39)
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In our analysis we call the initial state, |ψ0〉, the seed, and the spacetime amplitude, ϕ, the
tree. In coordinate independent notation, we describe the tree as the state |ϕ〉.
Alternatively we can write the tree ϕ(xµ1) as the s-integral of the wavefunction ψ(x
µ
1 ; s),
i.e.,
ϕ(xµ1) =
∫ ∞
0+
ds ψ(xµ1 ; s) , (7.40)
with
ψ(xµ0 ; s) =
∫
dxµ0 G[x
µ
1 ;x
µ
0 ; s]ψ0(x
µ
0) . (7.41)
The wavefunction ψ0(x
µ
1 ; s) satisfies the Schro¨dinger-like equation
i~
∂ψ(xµ; s)
∂s
= Hˆψ(xµ; s) , (7.42)
for positive s, and the boundary condition
ψ(xµ; 0) = ψ0(x
µ) . (7.43)
In coordinate independent notation we write this wavefunction as |ψs〉, i.e.,
ψ(xµ; s) = 〈xµ|ψs〉 . (7.44)
The seed |ψ0〉, the tree |ϕ〉, and the wavefunction |ψs〉 have a number of algebraic
properties which are significant in the development of their physical interpretation:
• In our formulation, the seed |ψ0〉 is an arbitrary superposition of the position eigen-
states |xµ〉. It describes the initial state of the particle and does generally not solve
the Klein-Gordon equation. Remark that the state |xµ〉 is, though mathematically
suitable, not a physically motivated state, as it does not overlap with the Hamilto-
nian constraint and does not specify whether the particle is initially moving forward
or backward in time. Nor is it a solution of the constraint equation, i.e., Hˆ|xµ〉 6= 0.
Note that when we require the seed to be a solution of the Klein-Gordon equation,
Hˆ|ψ0〉 = 0 , (7.45)
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the tree will diverge
ϕ(xµ1) =
∫ ∞
0+
ds 〈xµ1 |e−isHˆ/~|ψ0〉 (7.46)
= ψ0(x
µ
1)
∫ ∞
0+
ds (7.47)
and can only be made sense of if it is carefully regularized. Note that solutions of
the constraint equation do not propagate and are generally not normalizable.
• For a spacetime with a time-like Killing vector field, the composition rule for the
Feynman propagator (7.36) implies an interesting gluing operation for the tree. Given
the tree, ϕ, and its derivatives, nµ∂µϕ, restricted to a space-like surface Σ, the tree
can be recovered using the Klein-Gordon inner product, i.e.,
−
∫
Σ
G[xµ1 ;x
µ
0 ]n
µ←→Dµϕ|Σ(xµ0)dσ = −
∫
dxµ
[∫
Σ
G[xµ1 ;x
µ
0 ]n
µ←→DµG[xµ0 ;xµ]dσ
]
ψ0(x
µ)
(7.48)
=
∫
dxµG[xµ1 ;x
µ]ψ0(x
µ) (7.49)
= ϕ(xµ1) . (7.50)
That is to say, the tree can be sourced by either the initial seed |ψ0〉 and the tree and
its first order derivative restricted to an arbitrary space-like surface ϕ|Σ by convolving
them with the Feynman propagator with respect to either the Schro¨dinger
(f, g)S =
∫
f ∗(xµ)g(xµ)dxµ (7.51)
or Klein-Gordon inner product
(f, g)KG = − i
2
∫
Σt
f ∗(xµ)nµ
←→
Dµg(x
µ)dσ . (7.52)
• Since the tree, ϕ, is a linear combination of the Feynman propagator, it does not
satisfy the Klein-Gordon equation on the support of the seed,
Hˆϕ(xµ1) =
∫
dxµ0HˆG[x
µ;xµ0 ]ψ0(x0) (7.53)
= −i~
∫
dxµ0δ(x
µ
0 − xµ)ψ0(x0) (7.54)
= −i~ψ0(xµ) . (7.55)
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Below, we discuss how the tree is related to solutions of the Klein-Gordon equation
and canonical quantum field theory. It will at that point become clear how this
violation of the Klein-Gordon equation should be interpreted.
• The wavefunction ψ(xµ; s) does not satisfy the Schro¨dinger equation, since[
i~
∂
∂s
− Hˆ
]
ψ(xµ; s) =
∫
dxµ0
[
i~
∂
∂s
− Hˆ
]
G[xµ1 ;x
µ
0 ; s]ψ0(x
µ
0) (7.56)
= i~
∫
dxµ0δ(x
µ
0 − xµ1)δ(s)ψ0(xµ0) (7.57)
= i~ψ0(xµ)δ(s) . (7.58)
Note that the wavefunction can be extended to negative Schwinger time, s, if one
wishes to study the behaviour of the wavefunction for negative Schwinger time.
• For a solution to the Klein-Gordon equation φ, the electric current
jµ = − ie~
2m
φ∗(xµ)
←→
Dµφ(xµ) (7.59)
is locally conserved as ∂µj
µ = 0. The analogous current of the tree
jµ = − ie~
2m
ϕ∗(xµ)
←→
Dµϕ(xµ) (7.60)
is conserved away from the seed |ψ0〉 since
∂µj
µ = − ie~
2m
∂µ(ϕ
∗Dµϕ) +
ie~
2m
∂µ(ϕD¯
µϕ∗) (7.61)
=
e~
m
Im
[
DµϕD¯
µϕ∗ + ϕ∗DµDµϕ
]
(7.62)
=
e~
m
Im
[
DµϕD¯
µϕ∗ − ~−2m2ϕϕ∗ − i~−2ψ0ϕ∗
]
(7.63)
= − e
m~
Re[ψ0ϕ
∗] . (7.64)
Within the support of the seed, electric charge is not conserved in order to accom-
modate the introduction of the charged particle. Away from the support of the seed,
the charge current is locally conserved.
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The spacetime amplitudes of a particle in an electric field
We develop the interpretation of the seed |ψ0〉, the wavefunction |ψs〉, and the tree |ϕ〉, by
evaluating them for a relativistic particle in an electric field. We consider the wavefunction
and the tree originating from the Gaussian seed
ψ0(x
µ) =
1√
2piσtσx
e
− (t−µt)2
4σ2t
− (x−µx)2
4σ2x
−i(pt−eAt)(t−µt)+i(px−eAx)(x−µx)
, (7.65)
specified by the mean initial position (µt, µx) with the initial spread (σt, σx) and the mean
momentum (pt, px). In this section we will only consider initial states with a significant
overlap with the Hamiltonian constraint, for which
H˜((µt, µx), (pt, px)) = 0 . (7.66)
We will assume the initial spread to be symmetric in space and time, i.e., σt = σx.
These initial states might seem counter intuitive, as they do not solve the Klein-Gordon
equation. However note that these states not only implement the well-known Heisenberg
uncertainty relation for space and momentum
∆x∆p ≥ ~
2
, (7.67)
but also exhibit the well-known time energy uncertainty relation
∆t∆E ≥ ~
2
, (7.68)
in a natural manner. Note that derivations of (7.68) coming from the non-relativistic
Schro¨dinger equation are generally somewhat subtle [5].
First consider the absolute square of the wavefunction |ψ(xµ; s)|2 of a particle in a mild
constant electric field (see Figure 7.1). See appendix 7.A for a derivation of the Feynman
propagator, the wavefunction and the tree of a relativistic particle in a constant electric
field. In the lab frame, the seed represents a right moving anti-particle. We here follow
Feynman’s interpretation and consider the particle to be moving initially backwards in
time and to the left in space. As the particle propagates forwards in Schwinger time s, it
decelerates and turns around. During this initial part of its evolution, the wavefunction
follows the classical trajectory starting from (µt, µx) with the kinetic momentum (Pt, Px)
(the black curve). While it starts to move to the right, the wavefunction stretches to the
upper left and lower right corner of the plot. This is an indication that there is pair creation
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s(a) The wavefunction ψ(xµ, s = 0)
s
(b) The wavefunction ψ(xµ, s = 2)
s
(c) The wavefunction ψ(xµ, s = 4)
s
(d) The wavefunction ψ(xµ, s = 6)
Figure 7.1: The evolution of the absolute square of the wavefunction, |ψ(xµ; s)|2, of the
relativistic particle in a constant electric field. The black curve is the corresponding classical
trajectory.
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(a) eE = 0 (b) eE = 4 (c) eE = 40
Figure 7.2: The tree, |ϕ(xµ)|2, of the relativistic particle in an electric field for various field
strengths eE = 0, 4, 40. The black curve is the classical worldline corresponding to the
initial conditions of the seed |ψ0〉. We have chosen the distance between the two classical
trajectories at t = 0 to be the tunnelling length of the Schwinger effect L = 2m|eE| . This
length follows from the analysis in appendix 7.A.
in an electric field: one finds that when the particle turns round in the spatial direction,
(Pt, Px) = (−1, 0), and the WKB approximation for the wavefunction ψ(x; s) fails, and an
amplitude is generated for turning around in time too.
In Figure 7.2, we plot the absolute value squared of the tree, |ϕ(xµ1)|2, for the relativistic
particle at various electric field strengths Ee. The contours are plotted on a logarithmic
scale. In the left Figure we see that the tree of the free antiparticle with the initial kinetic
momentum (Pt, Px) = (−m, 0) has support around the classical world line displayed by
the black curve. The tree can be interpreted as a fuzzy worldline. The central Figure
corresponds to a mild electric field. This is the same configuration as the one discussed
in Figure 7.1. The particle initially moves in the lower left direction, decelerates, turns
around and is subsequently accelerated by the electric field. Note that even though the
wavefunction for this configuration has support in the upper left corner of the diagram, it
is exponentially suppressed and hence particle production is insignificant. Away from the
classical world line, destructive interference suppresses the amplitude, ϕ (equation (7.2)).
Finally, in the right Figure we repeat the calculation for an electric field eE exceeding
the threshold of the Schwinger effect, i.e., the electric field is strong enough to create
abundant particle-antiparticle pairs. The main part of the tree, |ϕ|2, still follows the
classical trajectory on the right determined by the configuration of the seed. The classical
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trajectory on the left is a mirror image displaced by the Schwinger length
Lc =
2m
|eE| . (7.69)
However, the tree now has significant support in the upper left corner along the left classical
trajectory. The larger the electric field, the more likely it is for the particle to turn around
in coordinate time, hence pair creation becomes more probable.
We interpret the absolute value squared of the tree |ϕ(xµ1)|2 as the relative probability to
find the particle in spacetime location xµ1 given that it started in an initial state described
by the seed ψ0(x0). In other words, if the seed |ψ0〉 contains an on-shell component, the
tree, ϕ, is the quantum representation of the worldline of the particle. Note that the tree is
generally not normalizable over spacetime as classical worldlines on Minkowski spacetime
normally extend to the infinite future or the infinite past.
The case of a constant electric field is easiest to analyse, as the relativistic path integral
is Gaussian (see appendix 7.A). However, this is physically not the best motivated configu-
ration, as an electric field generally only persists for a finite amount of time. In Figure 7.3,
we plot the numerically evaluated tree in the case where the electric field is only turned
on for the interval of time between the dashed lines, i.e.,
A0 = −Exf(t) , A1 = 0 , (7.70)
with
f(t) = Si(A(ta − t))− Si(A(tb − t)) , (7.71)
where the sigmoid function Si is defined as
Si(x) =
1
1 + e−x
. (7.72)
For a description of the Suzuki-Trotter method used to create this Figure see appendix
7.B. The particle travels as a free particle in the absence of the electric field. When the
electric field is turned on, the particle decelerates and turns around in both the space and
time direction.
Virtual particles
It is instructive to study the behaviour of the tree, ϕ, for a seed, ψ0, which does not have a
significant overlap with the relativistic constraint H˜ = 0 of the system. Consider the tree,
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Figure 7.3: Numerical evaluation (horizontal space and vertical time) of the tree in an
electric field which is switched on and off according to equation (7.70), with A = 6,
ta = 11.5, and tb = 13.5. The color scale represents log |ϕ|2. The black curve is the classical
trajectory of the particle. The dashed lines indicate the boundaries of the spacetime region
for which the electric field is on.
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(a) On-shell Gaussian localized
state, p2 = −m2.
(b) Off-shell Gaussian localized
state, p2 < −m2.
(c) An off-shell Gaussian local-
ized state, p2  −m2.
Figure 7.4: The absolute square of the spacetime amplitude |ϕ|2 of a localized free particle
initial state evolved with the Feynman propagator. The spacetime amplitude is progres-
sively reduced as the initial state is taken more and more off-shell. In Figure a, the seed
is on-shell. The tree propagates to infinity. In Figure b, the seed is slightly off-shell and
only propagates for a short distance. In Figure c, the seed is completely off-shell and does
not propagate.
|ϕ(xµ)|2, corresponding to a free particle with vanishing initial spatial momentum px = 0
for various values of the temporal momentum pt (see Figure 7.4). When the initial state
is on-shell, i.e., p2t = m
2, the tree follows the classical worldline. The oscillatory integral
over the wavefunction (7.40) exhibits constructive interference extending to future infinity.
When the temporal momentum, pt, is either decreased or increased we observe that the
interference becomes destructive. The integral over the Schwinger time projects the tree
onto the on-shell states. That is to say, a virtual off-shell particle does not propagate very
far. For an analytic derivation of this phenomenon we refer to the upcoming publication
[135].
The relation to quantum field theory
As we observed above, the tree, ϕ, is not a solution of the Klein-Gordon equation, i.e.,
Hˆϕ(xµ1) = −i~ψ(xµ1) . (7.73)
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The tree deviates from a solution on the support of the seed. This is not surprising
as the tree is constructed from the Feynman propagator which also does not satisfy the
Hamiltonian constraint, even in non-relativistic quantum mechanics: see Chapter 2 of this
thesis and Feynman and Hibbs [150] (equation 4.29).
These spacetime amplitudes and localized states might at first glance seem like a big
departure from conventional quantum field theory. However, it is possible to relate the tree
to a solution of the Klein-Gordon equation and extend the interpretation to quantum fields.
First consider a tree, |ϕ〉, corresponding to a seed, |ψ0〉, with compact support consisting
of only one connected component. Consider a time slice Σ chosen away from the support of
the seed, which intersects the support of the tree. The time slice, Σ, will generally partition
the spacetime into a region for which the seed has support (region I) to the future or past
of Σ, and a region for which does not have support (region II), the complement of region
I. The tree and its derivatives restricted to the time slice, ϕ|Σ, ∂µϕ|Σ, satisfy the Klein-
Gordon equation. If we now solve the Klein-Gordon equation with this initial data, we
obtain an on-shell amplitude φ, which coincides with the tree, ϕ, in region II. In region
I, the on-shell amplitude, φ, agrees with the tree, ϕ, till it hits the seed beyond which φ
extends the amplitude. This extension represents the evolution of the particle beyond the
initial state s = 0 for negative internal Schwinger time, i.e., s < 0. Using this observation
we can, besides constructing the amplitude |φ〉 from the tree restricted to the time slice
ϕ|Σ, build the on-shell spacetime amplitude |φ〉 from the initial seed |ψ0〉 by extending the
wavefunction |ψs〉 to negative Schwinger time and integrating over the real line,
φ(xµ1) =
∫ ∞
−∞
ds 〈xµ1 |e−isHˆ/~|ψ0〉 (7.74)
=
∫
dxµ0 GH [x
µ
1 ;x
µ
0 ]ψ0(x
µ
0) , (7.75)
where the function GH [x
µ
1 ;x
µ
0 ] is defined as
GH [x
µ
1 ;x
µ
0 ] =
∫ ∞
−∞
ds 〈xµ1 |e−iHˆ/~|xµ0〉 . (7.76)
In Minkowski spacetime, this function is known as the Hadamard function, which can be
expressed in terms of the real part of the Feynman propagator, i.e.,
GH [x
µ
1 ;x
µ
0 ] = 2 Re [G[x
µ
1 ;x
µ
0 ]] . (7.77)
Note that the operator projects the state onto an on-shell spacetime amplitude, since
formally ∫ ∞
−∞
ds e−sHˆ/~ = 2piδ(Hˆ) (7.78)
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or in more explicit terms in the setting of Minkowski spacetime
HˆGH [x
µ
1 ;x
µ
0 ] = 2 Re
[
HˆG[xµ1 ;x
µ
0 ]
]
(7.79)
= 2 Re [−i~δ(xµ0 − xµ1)] (7.80)
= 0 . (7.81)
See Figure 7.5 for a comparison between the tree and the on-shell state constructed in this
way, for a massive particle in a mild electric field (for the derivation see appendix 7.A).
This extension is similar to the extension of the wavefunction prior to the initial conditions
in quantum mechanics. Since the on-shell amplitude φ coincides with the tree in region
I, it is natural to extend the probabilistic interpretation of the tree to the quantum field.
This link between the tree ϕ and the spacetime amplitude φ extends to more complicated
seeds with more complicated supports. As far as the quantum worldline interpretation is
concerned, we can interpret the tree as a computational device to construct a solution of
the Klein-Gordon equation which is localised around a particular world line of interest.
Given the Feynman propagator for a single particle, we remark that it is possible to
describe the multi-particle states in the Fock space of quantum field theory, by imposing
unitarity with respect to the embedding time of Minkowski space. This was first worked
out by Richard Feynman in quantum electrodynamics [149]. In an upcoming paper we
will explicitly illustrate how the rate of pair creation is derived from the single particle
propagator [135].
Finally, note that the electric current jµ = − ie~2mϕ∗(xµ)
←→
Dµϕ(x
µ) is conserved away from
the support of the seed |ψ0〉 i.e.,
∂µj
µ = −~−1 Re[ψ0ϕ∗] . (7.82)
The corresponding charge density
ρ(t, x) = − ie~
2m
ϕ∗(t, x)
←→
D0ϕ(t, x) (7.83)
is conserved along the time slice Σt′ = {(t, x)|t = t′}, i.e.,
∂
∂t
[∫
Σt
ρ(t, x)dσ
]
= 0 , (7.84)
with the induced volume element dσ. In the example of Figure 7.3 the charge density in the
right half of the diagram is negative since it represents an antiparticle. The charge density
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(a) |ϕ(xµ)|2 (b) |φ(xµ)|2
Figure 7.5: Left: the absolute square of the tree ϕ(xµ1) =
∫
G[xµ1 ;x
µ
0 ]ψ0(x
µ
0)dx
µ
0 , right:
the absolute value squared of the solution of the Hamiltonian constraint φ(xµ1) =∫
GH [x
µ
1 ;x
µ
0 ]ψ0(x
µ
0)dx
µ
0 of a massive scalar particle, m = 4.5 in a mild electric field,
eE = 0.5, generated using the Feynman propagator and the Hadamard function and at
Gaussian initial state centred at (µt, µx) = (0, 0) with initial momentum (pt, px) = (m, 0)
and initial spread σt = σx = 0.5.
is positive in the left half where the antiparticle has turned into a particle. Note that the
sign of the charge density is locally preserved when the particle does not turn around in
the time direction, while the WKB approximation is valid. Under these conditions, we can
take the part of the density which is either positive or negative and interpret this density
as a relative probability. More concretely, we can construct the relative probability
pt(x) = |Π±ρ(t, x)| (7.85)
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where the projection operator Π± is defined as
Π±(f) =
{
f, when sign(f) = ±1;
0 otherwise.
(7.86)
A similar probabilistic interpretation of the current has been proposed by Alexander
Vilenkin as a candidate for a probability distribution in quantum geometrodynamics [328].
Note, however, that the charge density fails as a probability distribution near the seed and
more importantly near a pair-creation event, where the WKB approximation is no longer
valid and the particle exhibits its quantum mechanical behaviour. The proposal only works
whenever the particle behaves classically and does not tunnel.
7.3 Relativistic weak value theory
In the previous section we considered the amplitude corresponding to the propagation from
the state |ψ0〉 to the state |xµ1〉, i.e.,
ϕ(xµ1) =
∫ ∞
0+
ds 〈xµ1 |e−isHˆ/~|ψ0〉 . (7.87)
We subsequently argued that the absolute square of the amplitude, |ϕ(xµ1)|2, can be inter-
preted as the relative probability for the spacetime point xµ1 to be part of the worldline of
the particle starting in state |ψ0〉. It is natural to extend this interpretation to arbitrary
final states, i.e., the amplitude to propagate from the initial state |ψ0〉 to the final state
|ψ1〉 is given by ∫ ∞
0+
ds 〈ψ1|e−isHˆ/~|ψ0〉 =
∫
dxµ0dx
µ
1 ψ
∗
1(x
µ
1)G[x
µ
1 ;x
µ
0 ]ψ0(x
µ
0) (7.88)
=
∫
dxµ1 ψ
∗
1(x
µ
1)ϕ(x
µ
1) , (7.89)
with the final state |ψ1〉 in the position representation
ψ1(x
µ) = 〈xµ|ψ1〉 . (7.90)
As for the tree, we propose to interpret the absolute value squared,
P [ψ1|ψ0] =
∣∣∣∣∫ ∞
0+
ds 〈ψ1|e−isHˆ/~|ψ0〉
∣∣∣∣2 , (7.91)
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as a relative probability in the space of post-selections. This places the initial and final
state of the propagator on the same footing.
When the particle managed to propagate from |ψ0〉 to |ψ1〉 with a reasonable relative
probability with respect to other configurations, it is natural to ask how it managed to
do so. Generally, this question is not well-defined in quantum physics, as the classical
measurement – and corresponding collapse of the wavefunction – of an intermediate state
influences the outcome of the experiment. That is to say, in the double slit experiment,
we can generally not measure through which slit the particle went while preserving the
interference pattern. Moreover, if we attempt to continuously measure the jump of an
electron between two Bohr orbits, we will not observe the transition. The electron will
simply remain in its initial orbit. This is known as the quantum Zeno’s paradox [5].
However, not withstanding these limitations, there exists a way in which we can probe
the average evolution between the states |ψ0〉 and |ψ1〉, while preserving the outcome of
the experiment. We couple the experiment to a quantum mechanical measuring device and
study the limit of weak coupling. This is known as weak value theory, as developed by
Yakir Aharonov and collaborators for non-relativistic quantum mechanics. For a detailed
exposition see [5]. We here extend weak value theory to relativistic quantum mechanics
and study its implications in Schwinger pair creation. For a detailed analysis of weak
measurements of relativistic systems, by coupling the system to a von Neumann pointer,
we refer the reader to appendix 7.C.
There exist a range of weak measurements, which allow us to probe a quantum process
without interfering with the experiment. These measurements are all conditional with
respect to an initial pre-selection |ψ0〉 and a final post-selection |ψ1〉. Note that the states
|ψ0〉 and |ψ1〉 are initial and final states as described from the perspective of the particle,
i.e. the pre-selection of an antiparticle is typically in the future of the post-selection on the
spacetime manifold as the particle moves backwards in embedding time. The two states
are bridged by the Schro¨dinger evolution.
7.3.1 The relativistic Aharonov-Bergmann-Lebowitz formula
The Aharonov-Bergmann-Lebowitz (ABL) formula is a time symmetric interpretation of
quantum mechanics which, assuming a pre-selection ψ0 at time t = 0 and a post-selection
ψ1 at time t = T , attempts to capture the probability distribution of the particle at an
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intermediate time t ∈ [0, T ] [7], i.e.,
PABL(xm, t) =
∣∣∣〈ψ1(t = T )|e−iHˆ(T−t)/~|xm〉〈xm|e−iHˆt/~|ψ0(t = 0)〉∣∣∣2∫ ∣∣∣〈ψ1(t = T )|e−iHˆ(T−t)/~|xm〉〈xm|e−iHˆt/~|ψ0(t = 0)〉∣∣∣2 dxm . (7.92)
The initial state ψ0 is propagated forward by a time t and the final state is propagated
backwards by a time T −t. The probability distribution is then normalized to unity. When
the pre- and post-selection have a reasonable overlap,
∣∣∣〈ψ1|e−iHˆT/~|ψ0〉∣∣∣2, and the WKB
approximation holds, the ABL-formula will follow the classical or semi-classical evolution
of the particle.
For the setting of a relativistic particle we propose a relativistic ABL-formula for the
probability distribution at a fraction of its evolution r ∈ [0, 1] given that the particle started
(at r = 0) in state |ψ0〉 and was later (at r = 1) observed in state |ψ1〉,
PABL(x
µ
m, r) =
∣∣∣∫∞0+ 〈ψ1|e−iHˆs(1−r)/~|xµm〉〈xµm|e−iHˆsr/~|ψ0〉ds∣∣∣2∫ ∣∣∣∫∞0+ 〈ψ1|e−iHˆs(1−r)/~|xµm〉〈xµm|e−iHˆsr/~|ψ0〉ds∣∣∣2 dxµm . (7.93)
We propagate the initial state |ψ0〉 forward by a Schwinger time sr and evolve the final state
|ψ1〉 backwards by a Schwinger time s(1−r). The proposed relativistic ABL-formula differs
from the conventional non-relativistic ABL-formula by the integral over the Schwinger time
s. In terms of the path integral formalism, the relativistic ABL-formula is given by
PABL(x
µ
m, r) =
∣∣∣∫∞0+ ds ∫ ψ1ψ0 Dxµ eiS[xµ]/~δ(xµm − xµ(rs))∣∣∣2∫ ∣∣∣∫∞0+ ds ∫ ψ1ψ0 Dxµ eiS[xµ]/~δ(xµm − xµ(rs))∣∣∣2 dxµm . (7.94)
Note that, for the path integral, we use the shorthand∫ ψ1
ψ0
DxQ[x] =
∫
dxµ0dx
µ
1 ψ
∗
1(x
µ
1)
[∫ xµ1 (s)=xµ1
xµ0 (0)=x
µ
0
DxQ[x]
]
ψ0(x
µ
0) , (7.95)
for arbitrary functionals Q[x].
In Figure 7.6, we evaluate the relativistic ABL-formula for a charged quantum particle
in a weak electric field, conditioned with a Gaussian pre- and post-selection which are
classically connected (for the derivation of the wavefunction see appendix 7.A). We observe
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(a) r = 0 (b) r = 1/2 (c) r = 1
Figure 7.6: The relativistic ABL-formula for time-like separated boundary conditions,
for a scalar particle in a background electric field with E = 0.5. The black line is the
classical trajectory, the blue dot is the classical position of the particle at the corresponding
fraction of proper time, while the density plot is the probability distribution of the position
according to the relativistic ABL-formula (7.94).
that the relativistic ABL-formula nicely follows the classical trajectory of the particle. Note
that the ABL-formula will only give reasonable results when we post-select with a state
|ψ1〉 which has a high relative probability with respect to the initial state |ψ0〉. We will
not consider exponentially suppressed combinations of initial and final states, as is often
analysed in the literature on weak value theory [6].
In Figure 7.7, we evaluate the ABL-formula for an relativistic particle in a relatively
strong electric field. We symmetrically select the Gaussian initial and final states |ψ0〉, |ψ1〉
to be close to on-shell and to have a relatively large overlap when one is propagated to the
other, ∣∣∣∣∫ dxµ0 dxµ1 ψ∗1(xµ1)G[xµ1 ;xµ0 ]ψ0(xµ0)∣∣∣∣2 . (7.96)
The particle initially (r = 0) resembles an antiparticle moving to the right. The particle
decelerates (at r = 0.2) and tunnels into a particle while turning around in the spatial
direction (r = 0.5). The particle is subsequently accelerated to the right (r = 0.8) to arrive
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Figure 7.7: The ABL-formula for space-like separated boundary conditions – the Schwinger
process. The blue dashed line is the complex classical trajectory, the green line is the weak
trajectory, while the density plot is the probability distribution of the position according
to the ABL-formula. The two classical wordlines are separated at t = 0 by the Schwinger
tunnelling length Lc =
2m
|eE| .
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at the post-selection (r = 1). Note that relativistic ABL-formula at r = 0.5 consists of
a number of fringes while the particle is tunnelling in the pair-creation event. Remark
that the ABL-formula closely matches the classical (black) trajectory for the antiparticle
or particle in the initial and final part of its evolution.
7.3.2 The weak trajectory
Additional information on the evolution of the particle can be obtained by weakly mea-
suring the trajectory of the particle. We define the relativistic weak measurement of an
observable Q of a relativistic particle as the expectation value
Qw(r) =
∫∞
0+
ds 〈ψ1|e−iHˆs(1−r)/~Q[xˆµ, pˆµ]e−iHˆsr/~|ψ0〉∫∞
0+
ds 〈ψ1|e−iHˆs/~|ψ0〉
. (7.97)
As for the ABL-formula, we evolve the initial state, |ψ0〉, a Schwinger time sr forward, and
evolve the final state |ψ1〉 a Schwinger time s(1− r) backwards. We subsequently evaluate
the expectation value of the position operator at this time and integrate over the total
Schwinger time. The relativistic weak value differs from the non-relativistic weak value by
the integral over the Schwinger time. See appendix 7.C for the derivation of the relativistic
weak value formula. In the path integral representation, the relativistic weak value takes
the form
Qw(r) =
∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~Q[xµ]∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~
. (7.98)
When the initial and the final states coincide, i.e., |ψ0〉 = |ψ1〉, the weak value is a conven-
tional expectation value. The weak value of a Hermitian observable with coinciding initial
and final states is real-valued. In quantum field theory it is common to insert Hermitian
observables between two vacuum states. For more general initial and final states, the weak
value of a Hermitian operator is complex-valued. In order to obtain a valid interpretation
for these complex numbers, it is important to carefully model the measurement by cou-
pling the observable to an idealized von Neumann pointer. The real part of the weak value
generally results in a shift in the mean position of the von Neumann pointer,
〈X1〉 = 〈X0〉+ gT Re[Qw] , (7.99)
while the imaginary part is generally realized as a shift in the mean momentum,
〈P1〉 = 〈P0〉+ Tg~
2∆2i
Im[Qw] , (7.100)
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with the initial (X0, P0) and the final position and momentum (X1, P1) of the pointer, the
initial standard deviation of the pointer ∆i, the duration of the measurement T and the
coupling strength g. For a detailed derivation see appendix 7.C.
We study the trajectory of the relativistic particle propagating between the states |ψ0〉
and |ψ1〉 by measuring the spacetime position of the particle. We define the weak trajectory
as the expectation value of the trajectory at a fraction r ∈ [0, 1] of its evolution, i.e.,
xµw(r) =
∫∞
0+
ds 〈ψ1|e−iHˆs(1−r)/~xˆµ(rs)e−iHˆsr/~|ψ0〉∫∞
0+
ds 〈ψ1|e−iHˆs/~|ψ0〉
, (7.101)
or in terms of the path integral formulation,
xµw(r) =
∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~xµ(rs)∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~
. (7.102)
We can define an analogous weak momentum trajectory
pµw(r) =
∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~pµ(rs)∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~
. (7.103)
The weak trajectory is by construction localized near the support of the ABL-formula. It
thus follows from the analysis above that for a classically reachable final state |ψ1〉 given
an initial state |ψ0〉 the weak trajectory will closely follow the classical trajectory (see
Figure 7.6). For these initial and final states, the path integral is generally dominated by a
single classical trajectory. It follows that the weak trajectory coincides with this classical
trajectory (provided it exists) in the classical limit ~→ 0.
For initial and final states, which are not connected by classical evolution the situation
is more involved (see Figure 7.7). The weak trajectory is again typically described by
a single solution to the equations of motion. This solution will however generally be a
complex trajectory. In the semi-classical limit ~ → 0, the weak trajectory will again
approach this complex classical trajectory, but the amplitude for the process will tend to
zero. In Figure 7.7, the real part of the weak trajectory is plotted in green, while the real
part of the corresponding complex classical trajectory is plotted in blue.
In general, the complex classical trajectory of a relativistic particle satisfies both the
equation of motion
∂S
∂xµ
= 0 , (7.104)
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Figure 7.8: The constraint surface H˜[xµ; pµ] = 0 in the complex space of the kinetic
momentum P µ (in yellow). The red hyperbolas are the intersection of the constraint
with real momentum space. The upper hyperbola represents particle states while the
lower hyperbola represents antiparticle states. The blue curve is an example of a complex
classical trajectory interpolating between the two real branches.
and the constraint
H˜[xµ, pµ] = 0 , (7.105)
and is supplied with the boundary conditions xµ(0) = xµ0 , x
µ(1) = xµ1 . In the setting of a
relativistic particle in an electric field, the Hamiltonian constraint is a condition
H˜[xµ; pµ] =
1
2m
[−P 2t + P 2x +m2] = 0 . (7.106)
with the kinetic momentum P µ = pµ − eAµ. The solution of this equation in the real
(Pt, Px)-plane for non-zero mass consists of two disconnected hyperboloids. On the first,
the particle has positive momentum in the time direction, i.e., Pt > 0 corresponding to
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particle, and on the second, it has negative momentum in the time direction, i.e., Pt < 0
corresponding to an antiparticle. The complex classical trajectory interpolating between
a particle and an antiparticle is a complex solution lying within the constraint surface,
H˜ = 0, within complexified (Pt, Px) ∈ C2 space. See Figure 7.8 for an illustration of a
projection of the constraint surface in the complex (Pt, Px) space. The two red lines are
the two hyperboloids representing the particle and antiparticle states. The yellow surface
is the constraint surface H˜ = 0. The blue line is an example of a complex classical solution
interpolating between the two real branches. We have found that the weak momentum
trajectory pw(r) corresponding to the pair-creation example plotted in Figure 7.7 generally
follows a trajectory close to the constraint surface for finite Planck constant ~. For more
details see [135].
Complex classical trajectories are commonly used in the semi-classical analysis of path
integrals while studying tunnelling phenomena. They are the saddle points of the integrand
of the path integral. The relevant saddle points can be used to approximate the integral
with the saddle point method. We propose the weak trajectory as a generalization of the
complex classical trajectory with a proper probabilistic interpretation, obtained with the
idealized von Neumann pointers. Remark that the complex classical trajectory is often
difficult to obtain numerically, as it generally requires a shooting analysis with complex
boundary conditions. Moreover, it is often not clear whether the derived complex classical
trajectory is relevant to the path integral, as functional Picard-Lefschetz analysis is in
general difficult to execute. The weak trajectory on the other hand can be evaluated with
straightforward numerical methods and is moreover, guaranteed to be relevant to the path
integral, assuming that the path integral is dominated by a single saddle point.
7.3.3 The weak density
We conclude our analysis with the weak number density and weak charge density as mea-
sured in the lab frame. The weak number density in spacetime is the relativistic weak
expectation value of the observable
Q[x(sr)] = δ(xµm − xµ(sr)) . (7.107)
The von Neumann pointer is positioned at the point xµm and registers the probability for
the particle to pass through xµm, i.e.,
nw(x
µ
m) =
∫ 1
0
dr
∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~δ(xµm − xµ(sr))∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~
. (7.108)
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Note that we integrate over the variable r, as it is irrelevant when the particle crosses xµm
during its evolution.
The weak number density for the Schwinger effect is plotted in Figure 7.9. The number
density along the initial and final leg of its evolution, where the behaviour is approximately
classical, is nearly real-valued. Near the pair creation region, the particle tunnels and
produces an interference pattern. The observed fringes, in the relativistic weak number
density, correspond to the fringes observed in the ABL-formula (see Figure 7.7). Note that
weak number density decreases along the legs in the classical regime. This is the result of
the acceleration of the particle in the electric field. When the particle moves with a higher
velocity it spends less time in a given location.
The spacetime charge density of the particle, with respect to the time foliation
Σt′ = {(t, x)|t = t′}, (7.109)
is given by the observable
Q[x(sr)] = ex˙0δ(xµm − xµ(sr)) (7.110)
=
eP0
m
δ(xµm − xµ(sr)) . (7.111)
The weak charge density ρw is given by the weak measurement
ρw(x
µ
m) =
e
m
∫ 1
0
dr
∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~P0δ(xµm − xµ(sr))∫∞
0+
ds
∫ ψ1
ψ0
Dxµ eiS[xµ]/~
. (7.112)
In the canonical representation, the kinetic momentum is represented by the directional
derivative P0 = − i2
←→
D0. We need to use the directional derivative, to ensure − i2φ∗
←→
D0φ to be
real-valued. The weak charge density for the Schwinger effect is plotted in Figure 7.10. The
spacetime charge density is qualitatively similar to the relativistic weak number density.
The weak charge density is largely real valued in the classical regime and shows a number
of fringes in the pair-creation regime. The main difference is that the charge density does
not decay while the particle is being accelerated. This is a result of the weighting with
the kinetic momentum P0 (which is proportional to the Lorentz γ factor) in the integral.
The particle on the left is an antiparticle represented by the blue region. The particle on
the right is a particle represented by the red region. Remark that the weak charge density
is locally conserved with respect to embedding time away, from the support of the initial
and final states, i.e., the weak charge current jµw can be shown to be conserved, ∂µj
µ
w away
from the support of |ψ0〉, |ψ1〉.
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Figure 7.9: The real and imaginary part of the weak number density nw in Schwinger
pair creation together with the weak trajectory in green. Red represents positive function
values, whereas blue represents negative function values.
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Figure 7.10: The real and imaginary part of the weak charge density ρw in Schwinger pair
creation; positive charge in red, negative in blue. The weak trajectory is shown in green.
Red represents positive function values, whereas blue represents negative function values.
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Finally, we use the weak charge density to estimate the back-reaction of the pair-
creation event on the electric field, to first order. In a 1 + 1-dimensional spacetime, the
electric field is topological, and does not have propagating degrees of freedom. Using the
Maxwell equations and the weak charge density, we evaluate the corrected electric field
Ew(x, t) = E +
∫ x
−∞
dx′ ρw(x′, t) . (7.113)
The weak electric field for the Schwinger effect is plotted in Figure 7.11. The white back-
ground represents the original, unperturbed field. In the pair-creation zone, the electric
field oscillates and is complex valued. In the classical evolution of the particle, the net
electric field decreases in between the particle- antiparticle pair. After the pre- and post-
selection events, the electric field increases to its original value, so that the total energy is
conserved. These results are consistent with and considerably generalize the weak value
analysis of Brout et al. [58] obtained using quantum field theory methods. In addition,
they seem to us conceptually simpler.
7.4 Conclusion
Quantum field theory is an amazingly successful theory of relativistic quantum effects.
It has led to spectacular results in quantum electrodynamics and has likewise been very
fruitful in quantum chromodynamics and the standard model of particle physics. However,
its generalization to a theory of quantum gravity has so far failed. It is moreover difficult
to model the localized evolution of a single relativistic particle moving, for example, in a
cloud chamber. The on-shell momentum states |p〉 have a sharply defined four-momentum
pµ, but are completely de-localized in spacetime. This is, therefore, not a realistic model of
the particles we observe in nature and is moreover a serious limitation in the development
of quantum field theory in a general curved spacetime and in quantum gravity.
In this Chapter we propose a new spacetime amplitude interpretation for relativistic
quantum mechanics in which we focus on the localized evolution of a single particle. Rather
than using the Feynman propagator as a computational device for the evaluation of Feyn-
man diagrams, we pursue a more literal interpretation in which the Feynman propagator
is the amplitude to propagate between two spacetime points. The Feynman propagator
is used to propagate a seed |ψ0〉, namely a localized superposition of spacetime position
states |xµ〉, into a tree |ϕ〉 representing the seeds evolution. We have shown that the tree
can be interpreted as the quantum mechanical worldline of a particle. Using the function
GH , in Minkowski spacetime coinciding with the Hadamard function (the real part of the
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Figure 7.11: The real and imaginary part of the weak electric field Ew in Schwinger pair
creation, and the weak trajectory in green. The background white here represents E(x, t) =
E.
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Feynman propagator), can be used to extend the tree to a on-shell spacetime amplitude,
which solves the Klein-Gordon equation.
We moreover show how weak value theory can be extended to relativistic systems,
enabling us to study the evolution of a quantum mechanical particle propagating between
an initial and a final state. We construct the relativistic weak trajectory, which is a
fully quantum mechanical generalization of the complex classical trajectories (instantons)
often used in the study of tunnelling phenomena. We furthermore define the relativistic
weak number density and the relativistic weak charge density, and use the latter to study
the backreaction of Schwinger pair creation on the electric field. A detailed analysis of the
Schwinger effect will appear in an accompanying paper [135]. The relativistic weak number
and the relativistic weak charge density of the relativistic particle in the Schwinger effect,
obtained using relativistic quantum mechanics, nicely complement the results obtained by
Brout et al. [58] in quantum field theory.
The here proposed techniques work well for a scalar particle in Minkowski spacetime.
In an upcoming series of papers we hope to apply these techniques to a number of different
problems in particle physics. We are currently applying the weak trajectory to the study
of tunnelling phenomena in quantum mechanics. The techniques are directly applicable to
the study of vacuum decay. We also study the evolution of spin-1
2
particles described by the
Dirac equation, in order to re-examine the Klein paradox. We are furthermore analysing
the propagation of relativistic particles in de Sitter spacetime.
We are also applying these techniques to quantum geometrodynamics. The spacetime
amplitude picture of the relativistic particle presented in this Chapter is conceptually very
close to John Wheeler’s original vision of quantum gravity in terms of interference patterns
(see Chapter 2). The weak trajectory, in this context, is a representation of a quantum
spacetime interpolating between initial and final three-geometries. In a recently posted
paper, we use the seed and tree analysis to study of the Bunch-Davies vacuum as an
initial state for inflation [101]. In an upcoming publication we plan to use the spacetime
amplitudes and relativistic weak value formalism to study the foundations of quantum
geometrodynamics, paying special attention to the problem of time and emergence of
spacetime [137].
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7.A The Feynman propagator of a particle in a con-
stant electromagnetic field
The action for a charged spin-0 particle in 1 + 1-dimensional spacetime is given by
S[x˙µ] =
∫ 1
0
[m
2s
x˙µx˙
µ − m
2
s+ e x˙µA
µ
]
dτ , (7.114)
with the mass m, the electric charge e, the electromagnetic vector potential Aµ and the
Schwinger time s. We will here consider the Feynman propagator of a particle in a constant
electric field E described by the vector potential Aµ = (−Ex, 0).
Since the corresponding Feynman propagator for a fixed Schwinger time,
G[xµ1 ;x
µ
0 ; s] =
∫ xµ(1)=xµ1
xµ(0)=xµ0
Dxµ eiS[xµ]/~ , (7.115)
is a Gaussian integral, we can evaluate it by the saddle point method [174]. The equation
of motion
t¨ =
seE
m
x˙ , x¨ =
seE
m
t˙, (7.116)
with the boundary conditions xµ(0) = xµ0 = (t0, x0), and x
µ(0) = xµ1 = (t0, x0), is solved
by the worldline x¯µ(τ) = (t¯(τ), x¯(τ)) with
t¯(τ) = csch
[
seE
2m
]
sinh
[
seE
2m
τ
] [
∆t cosh
[
seE
2m
(τ − 1)
]
+ ∆x sinh
[
seE
2m
(τ − 1)
]]
+ t0 ,
(7.117)
x¯(τ) = csch
[
seE
2m
]
sinh
[
seE
2m
τ
] [
∆x cosh
[
seE
2m
(τ − 1)
]
+ ∆t sinh
[
seE
2m
(τ − 1)
]]
+ x0 ,
(7.118)
where the differences ∆t = t1 − t0, ∆x = x1 − x0 and τ ∈ [0, 1]. The classical action is
given by
S[x¯µ(τ)] =
eE
4
[
2∆t∆x+ (∆t2 −∆x2) coth
(
seE
2m
)]
− ms
2
. (7.119)
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Using the classical action, we evaluate the path integral [174, 119], i.e.,
G[xµ1 ;x
µ
0 ; s] =
1
2pii~
√
det
(
−∂
2S[x¯µ]
∂xµ0∂x
ν
1
)
eiS[x¯
µ]/~ , (7.120)
with the determinant in the prefactor√
det
(
− δ
2S¯
δxµ0δx
ν
1
)
= i
|eE|
2
√
1 + coth2
(
eEs
2m
)
. (7.121)
The Feynman propagator between the spacetime points xµ0 and x
µ
1 can thus be expressed
as a one-dimensional integral over the Schwinger time
G[xµ1 ;x
µ
0 ] =
∫ ∞
0+
dsG[xµ1 ;x
µ
0 ; s] (7.122)
=
|eE|
4pi~
∫ ∞
0+
ds
√
1 + coth2
(
eEs
2m
)
e
i
~ [
eE
4 (2∆t∆x+(∆t2−∆x2) coth( seE2m ))−ms2 ] . (7.123)
The corresponding Hadamard function is obtained by integrating over the real line
GH [x
µ
1 ;x
µ
0 ] =
|eE|
4pi~
∫ ∞
−∞
ds
√
1 + coth2
(
eEs
2m
)
(7.124)
× cos
[
i
~
[
eE
4
(
2∆t∆x+ (∆t2 −∆x2) coth
(
seE
2m
))
− ms
2
]]
. (7.125)
Since classical action S[x¯µ] is quadratic in the boundary conditions xµ0 , x
µ
1 we can solve
for the wavefunction ψ(xµ1 ; s) originating from the Gaussian initial state
ψ0(x
µ) =
1√
2piσtσx
e
− (t−µt)2
4σ2t
− (x−µx)2
4σ2x
−i(pt−eAt)(t−µt)+i(px−eAx)(x−µx)
, (7.126)
by evaluating the Gaussian integral
ψ(xµ1 ; s) =
∫
dxµ0 G[x
µ
1 ;x
µ
0 ; s]ψ0(x
µ
0) . (7.127)
The tree of a relativistic particle in a constant electric field originating from a Gaussian
seed can thus be written as a one-dimensional integral
ϕ(xµ1) =
∫ ∞
0
ds ψ(xµ1 ; s) , (7.128)
which we evaluate numerically.
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7.B Numerical evaluation of the spacetime amplitude
In the previous section we analysed the Feynman propagator and the tree of a relativis-
tic charged particle in a constant electric field. The path integral is Gaussian and can
be evaluated with analytic techniques. Unfortunately, the class of electromagnetic fields
for which we can evaluate the path integral exactly is limited. For these more compli-
cated configurations we can still evaluate the wavefunction and tree of the particle using
numerical techniques. There exist several techniques which can be used to numerically
approximate the solutions of a Schro¨dinger equation. In this Chapter, for Figure 7.3, we
used the Suzuki-Trotter method as described in [89, 90] and references therein.
7.B.1 The Suzuki-Trotter integrator
The Schro¨dinger-like equation
i~
∂ψ
∂s
= Hˆψ , (7.129)
with the boundary condition
ψ(xµ; s = 0) = ψ0(x
µ) , (7.130)
can, in the case of a (Schwinger) time independent Hamiltonian, be solved by the expo-
nentiation of the Hamiltonian operator
ψ(xµ; s) = e−isHˆ/~ψ0(x) . (7.131)
Solving the Schro¨dinger equation is thus reduced to exponentiating the Hamiltonian oper-
ator.
In the Suzuki-Trotter method we put the wave function on a lattice ψ(x)→ {Ψi}i=1,...,d
and approximate the Hamiltonian operator as a d× d Hermitian matrix. We subsequently
decompose the Hamiltonian in block diagonal form Hˆ = K1 +K2 + · · ·+Km and use the
Lie-Trotter formula e−isHˆ/~ = limn→∞(e−
is
n~K1 . . . e−
is
n~Km)n to approximate the solution as
Ψ = e−isHˆ/~Ψ0 ≈
[
e−i∆sK1/~ . . . e−i∆sKm/~
]n
Ψ0 , (7.132)
with ∆s = s/n. The action of the exponential of these block diagonal matrices on the wave
function can be efficiently evaluated, as the exponentiation of a block diagonal matrix is
equal to the exponentiation of its blocks.
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In the analysis presented here, we partition the Hermitian matrix Hˆ into 2× 2 blocks,
following
α β 0 0 0
β∗ α β 0 0
0 β∗ α β 0
0 0 β∗ α β
0 0 0 β∗ α
 =

α
α
α
α
α
+

0 β
β∗ 0
0 β
β∗ 0
0
+

0
0 β
β∗ 0
0 β
β∗ 0
 .
(7.133)
This method requires generally one Hermitian block diagonal matrix Ki for every diagonal
band in the matrix Hˆ. It thus suffices to evaluate the exponentiation of the diagonal 2× 2
matrix
Exp
[
i∆s
(
α 0
0 α
)]
=
(
eiα∆s 0
0 eiα∆s
)
, (7.134)
and the Hermitian anti-diagonal 2× 2 matrix
Exp
[
i∆s
(
0 β
β∗ 0
)]
=
(
cos(|β|∆s) iβ|β| sin(|β|∆s)
iβ∗
|β| sin(|β|∆s) cos(|β|∆s)
)
. (7.135)
The exponential of the diagonal matrix acts on the wavefunction by changing the phases
of the wavefunction, i.e.,
Ψi 7→ eiα∆sΨi . (7.136)
The exponential of the block diagonal matrix, consisting of anti-diagonal Hermitian 2× 2
blocks, acting on the wavefunction, leads to to rotation of pairs of elements, i.e.,
Ψi 7→ cos(|β|∆s)Ψi + iβ|β| sin(|β|∆s)Ψj , (7.137)
Ψj 7→ iβ
∗
|β| sin(|β|∆s)Ψi + cos(|β|∆s)Ψj . (7.138)
Remark that both operation are unitary and thus preserves the norm of the wavefunction
{Ψi}. Furthermore note that this method does not require the matrices K1, . . . , Km to be
stored in memory.
The Suzuki-Trotter method can be made more accurate by symmetrizing the terms in
the Lie-Trotter formula. The approximation of the Lie-Trotter formula described above is
first order in ∆s, i.e.,
‖ei∆s(A+B) − ei∆sAei∆sB‖ ≤ ∆s
2
2
‖[A,B]‖ . (7.139)
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The corresponding numerical method,
Ψ ≈ U1(∆s)nΨ0, (7.140)
with U1(∆s) = e
−i∆sK1/~ . . . e−i∆sKm/~, is known as Trotter-Suzuki-1. By symmetrization
of the block diagonal matrices, the Lie-Trotter formula becomes quadratic in ∆s, i.e.,
‖ei∆s(A+B) − ei∆sA/2ei∆sBei∆sA/2‖ ≤ c∆s3 , (7.141)
for some positive constant c. The corresponding numerical method
Ψ ≈ U2(∆s)nΨ0, (7.142)
with U2(∆s) = U
T
1 (∆s/2)U1(∆s/2) is known as Trotter-Suzuki-2. Using Trotter-Suzuki-2
we construct Trotter-Suzuki-4 as
Ψ ≈ U4(∆s)nΨ0, (7.143)
with
U4(∆s) = U2(p∆s)U2(p∆s)U2((1− 4p)∆s)U2(p∆s)U2(p∆s), (7.144)
where p = 1/(4− 41/3). This method is fourth order in ∆s since
‖ei∆sH − U4(∆s)‖ ≤ c∆s5 , (7.145)
for a positive constant c.
In this Chapter we use the fourth order scheme in proper time to solve the Schro¨dinger
equation. The tree is obtained by summing over the evolution of the wavefunction
ϕi =
n∑
j=0
Ψi(∆sj) , (7.146)
where j runs from the initial condition j = 0 at Schwinger time 0 to the final condition
j = n at Schwinger time s. This is a good approximation of the tree in the region where
the wavefunction vanishes for Schwinger time larger than s.
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7.B.2 The relativistic particle in an electromagnetic field
The Hamiltonian of a relativistic particle in an electro-magnetic field, acting on the wave
function Ψ, can be written as
HˆΨ =
1
2m
[
(i∂µ + eAµ)
2 +m2
]
Ψ (7.147)
=
1
2m
[
∂2t − ∂2x + e2(−(At)2 + (Ax)2) +m2
]
Ψ (7.148)
+
ie
2m
[
∂t(A
tΨ) + At∂tΨ + ∂x(A
xΨ) + Ax∂xΨ
]
. (7.149)
Using fourth order finite difference equation for the first and second derivative
f ′i 7→
−fi−2 + 8fi−1 − 8fi+1 + fi+2
12δ
, (7.150)
f ′′i 7→
−fi−2 + 16fi−1 − 30fi + 16fi+1 − fi+2
12δ2
, (7.151)
we can write the Hamiltonian operator acting on Ψ as
HˆΨ =
∑
i,j
[
1
24mδ2
[
− [1 + ieδ(Ati,j + Ati−2,j)]Ψi−2,j
− [1− ieδ(Ati,j + Ati+2,j)]Ψi+2,j
+
[
1− ieδ(Axi,j + Axi,j−2)
]
Ψi,j−2
+
[
1 + ieδ(Axi,j + A
x
i,j+2)
]
Ψi,j+2
]
+
1
3mδ2
[
+
[
2 + ieδ(Ati,j + A
t
i−1,j)
]
Ψi−1,j
+
[
2− ieδ(Ati,j + Ati+1,j)
]
Ψi+1,j
− [2− ieδ(Axi,j + Axi,j−1)]Ψi,j−1
− [2 + ieδ(Axi,j + Axi,j+1)]Ψi,j+1]
+
1
2m
[
e2[−(Ati,j)2 + (Axi,j)2] +m2
]
Ψi,j
]
. (7.152)
The Hamiltonian operator can be written in terms of 9 block diagonal matrices
Hˆ = K1 + · · ·+K9 , (7.153)
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where K1, K2 correspond to the Ψi±2,j components, K3, K4 correspond to the Ψi±1,j
components, K5, K6 correspond to the Ψi,j±2 components, K7, K8 correspond to the Ψi,j±1
components, and A9 correspond to the diagonal Ψi,j components, as expressed in equation
(7.152).
7.C The von Neumann pointer
We can model the measurement of a general observable Q[xµ] by coupling the observable
to the momentum of a von Neumann pointer with the canonical variables (X,P ), evolving
over the interval [0, T ], described by the pointer action
Sp[X,P ] =
∫ T
0
dt
[
−XP˙ −Hp
]
, (7.154)
with the pointer Hamiltonian
Hp = P
2
2M
+ g P Q[xµ] , (7.155)
where the observable is coupled to the pointer with coupling strength g.
We will assume the pointer to be initialized in a Gaussian state centred at the initial
position µi = 0, with initial standard deviation ∆i and vanishing initial momentum Pi = 0,
i.e.,
ψ0,p(X0) =
1
4
√
2pi∆2i
e
− X
2
0
4∆2
i . (7.156)
In the momentum representation, the wavefunction takes the form
ψ0(P0) =
4
√
2∆2i
pi~2
e−
P20 ∆
2
i
~2 . (7.157)
The evolution of the pointer, assuming the particle to evolve from the state |ψ0〉 to the
state |ψ1〉, can be described by the path integral
ψ1,p(P1) =
∫ ∞
0+
ds
∫ P (T )=P1
ψ0,p
DX DP
∫ ψ1
ψ0
Dxµ e i~ (S[xµ]+Sp[xµ,X,P ]). (7.158)
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We are interested in the asymptotics of the weak limit, for which the coupling g → 0. We
expand the integrand in g and concentrate on the linear contribution
ψ1,p(P1) =
∫ P (T )=P1
ψ0,p
DX DP e i~
∫ T
0 dt
[
−XP˙− P2
2M
] ∫ ∞
0+
ds
∫ ψ1
ψ0
Dxµ e i~S[xµ]− i~g
∫ T
0 dtPQ[x
µ] (7.159)
=
∫ P (T )=P1
ψ0,p
DX DP e i~
∫ T
0 dt
[
−XP˙− P2
2M
]
(7.160)
×
∫ ∞
0+
ds
∫ ψ1
ψ0
Dxµ e i~S[xµ]
[
1− i
~
g
∫ T
0
dtPQ[xµ]
]
+O(g2) . (7.161)
We can identify the path integral over the linear term with the weak value Qw defined as
Qw =
∫∞
0+
ds
∫ ψ1
ψ0
DxµeiS[xµ]/~Q[xµ]∫∞
0+
ds
∫ ψ1
ψ0
DxµeiS[xµ]/~
(7.162)
and write the wave function for the pointer up to linear order in g as
ψ1,p(P1) =
∫ P (T )=P1
ψ0,p
DX DP e i~
∫ T
0 dt
[
−XP˙− P2
2M
] [
1− i
~
g
∫ T
0
dtPQw
]
(7.163)
×
∫ ∞
0+
ds
∫ ψ1
ψ0
Dxµ e i~S[xµ] +O(g2) (7.164)
=
∫ P (T )=P1
ψ0,p
DX DP e i~
∫ T
0 dt
[
−XP˙− P2
2M
−gPQw
] ∫ ∞
0+
ds
∫ ψ1
ψ0
Dxµ e i~S[xµ] +O(g2) . (7.165)
Note that this is the reason we define the weak value by equation (7.162). Observe that in
the weak limit, g → 0, the pointer decouples from the particle. The influence of the von
Neumann pointer on the particle is quadratic in coupling strength g.
We can evaluate the Gaussian path integral over X and P ,∫
dP0
∫ P (T )=P1
P (0)=P0
DX DP e i~
∫ T
0 dt
[
−XP˙− P2
2M
−gPQw
]
ψ0,p(P0) (7.166)
by solving the equations of motion with the appropriate boundary condition imposed by
the initial wave function
P˙ = 0 , P (1) = P1 , (7.167)
X˙ =
P
M
+ g Qw , iX0 − 2P0 ∆
2
i
~
= 0 . (7.168)
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The conditions on the momentum imply the solution
P (t) = P1 . (7.169)
X(t) = X0 +
[
P1
M
+ g Qw
]
t . (7.170)
Substituting the solution in the action, we obtain the wavefunction of the pointer, to
leading order in g,
ψ1,p(P1) =
4
√
2∆2i
pi~2
e
−P
2
1 ∆
2
i
~2 −
iT
~
[
P21
2M
+gP1Qw
] ∫ ∞
0+
ds
∫ ψ1
ψ0
Dxµ e i~S[xµ] +O(g2) . (7.171)
The pointer is Gaussian distributed with the mean and standard deviation
〈P1〉 = Tg~
2∆2i
Im[Qw], (7.172)√
〈P 21 〉 − 〈P1〉2 =
~
2∆i
. (7.173)
Observe that the imaginary part of the weak value, Qw, induces a shift in the mean of the
momentum of the pointer.
In the position representation, the pointer is distributed like the Gaussian
ψ1(X1) =
4
√
2M2∆2i
pi(T 2~2 + 4M2∆4i )
e
− (X1−gTQw)2
4∆2
i
+i 2~T/M
∫ ∞
0+
ds
∫ ψ1
ψ0
Dxµ e i~S[xµ] +O(g2) , (7.174)
with the mean and standard deviation
〈X1〉 = gT Re[Qw] + gT
2~
2M∆2i
Im[Qw], (7.175)√
〈X21 〉 − 〈X1〉2 =
√
∆2i +
T 2~2
4M2∆2i
. (7.176)
We thus observe that, up to linear order in the coupling g, the mean momentum of the
von Neumann pointer is shifted by a term proportional to the imaginary part of the weak
measurement
〈P1〉 = 〈P0〉+ Tg~
2∆2i
Im[Qw] , (7.177)
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while the position of the von Neumann pointer shifted by a term involving both the real
and imaginary parts of the weak value,
〈X1〉 = 〈X0〉+ gT Re[Qw] + gT
2~
2M∆2i
Im[Qw] . (7.178)
We thus observe that we can construct an idealized measurement for the real part of
the weak value by considering a massive von Neumann pointer, M →∞, with a vanishing
spread ∆i → 0, for which M∆2i → ∞. The imaginary part of the weak value can be
measured with an idealized von Neumann pointer with a momentum eigenstate, in the
limit ∆i →∞.
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Chapter 8
Lorentzian path integrals
Euclidean techniques will be avoided. Historically, most problems in quantum
mechanics that can be illuminated by analytic continuation were first solved by
other more straightforward methods. The advantage of proceeding in a direct
manner is that the physics remains in the foreground and our understanding is
enhanced.
Arlen Anderson and Bryce DeWitt
From about the beginning of the twentieth century, experimental physics unveiled an
impressive array of phenomena – such as the photo-electric effect and the double slit
experiment – which cannot be explained with classical physics. Theoretical investigations
on the structure of these phenomena led to the insight that light and particles can exhibit
both particle- and wave-like behavior. This apparent inconsistency was resolved by Werner
Heisenberg (1925) [197] and Erwin Schro¨dinger (1926) [293]. Werner Heisenberg developed
a picture of quantum mechanics in which the dynamics of the system is expressed in terms
of the evolution of observables. In the subsequent year, Erwin Schro¨dinger presented an
independent picture in which the dynamics of the system is expressed in terms of an
evolving wavefunction. In the years following Heisenberg’s and Schro¨dinger’s proposals
both formulations were demonstrated to accurately match experiments. Even though the
two formations were developed from different philosophical points of view, they were soon
proven to be mathematically equivalent (Marshall Stone and John von Neumann (1931)
[304, 260, 305, 318]).
In 1948, following the work of Paul Dirac, Richard Feynman developed yet another
radically different formulation in terms of the Feynman path integral [146]. Instead of
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Figure 8.1: The real and imaginary parts of the integral I(R) as a function of R (black curve
starting at the origin I(0) = 0). The red dot is the limit limR→∞ I(R) = (−1)1/4e2i
√
pi.
describing the amplitudes to evolve from state A to B in terms of operators and partial
differential equations, Feynman proposed to evaluate the amplitude as the sum over the
possible ‘histories’ between the states A and B. Even though this path integral formulation
is nowadays frequently used in many branches of theoretical physics, a mathematically
rigorous formulation remains elusive. It is often claimed that the measure only exists in
imaginary time, known as the Wick rotation. This is based on the observation that after
the Wick rotation, the resulting integral can be related to the theory of Brownian motion,
known as the Feynman-Kac formula. However, it is not always clear whether and when
the Wick rotation is a legal procedure. Moreover, there exist physical systems for which
the Wick-rotated integral diverges.
To see this, consider the conditionally convergent integral I, defined in the limit
I = lim
R→∞
I(R) , (8.1)
of the partial integral
I(R) =
∫ R
0
ei(x
−1+x) dx√
x
. (8.2)
The ordinary integral appears in both the path integral formulation of the free relativistic
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(a) Picard-Lefschetz diagram for ei(x
−1+x).
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(b) Picard-Lefschetz diagram for ei(z
−2+z2).
Figure 8.2: The Lefschetz thimble (red dashed line) in complex x/z-plane. The saddle
points (in red) with the corresponding steepest ascent and descent contours (in black).
The background is the real part of the exponent.
particle and quantum de Sitter spacetime1. The limit,
lim
R→∞
I(R) = (−1)1/4e2i√pi , (8.3)
is well-defined (see Figure 8.1 for the limit in the complex plane). However, the Wick-
rotated integral, x→ ±ix, diverges for both signs (see Figure 8.2a). The integral along the
contour (0, i∞) diverges near x = 0 whereas the integral along the contour (0,−i∞) di-
verges near x = −i∞. In general relativity and condensed matter physics this phenomenon
is respectively known as the conformal factor [160, 196] and the sign problem [313].
Picard-Lefschetz theory enables us to transform the oscillatory integral into a convex
one (see chapter 3). Along the Lefschetz thimble of the exponent2, given by
1For the relativistic particle the variable x represents the Schwinger time. In quantum cosmology it
represents the integral over the lapse.
2We can alternatively remove the pre-factor x−1/2, with a change of variables z =
√
x, transforming
the integral into I = 2
∫∞
0
ei(z
−2+z2)dz. See Figure 8.2b for the corresponding Picard-Lefschetz diagram.
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J =
{
(λ+ 1) + iλ
√
1 + λ
1− λ
∣∣∣∣ λ ∈ (−1, 1)
}
⊂ C , (8.4)
the integrand (ignoring the pre-factor) is non-oscillatory and absolutely convergent, i.e.,
ei(x
−1+x)|J = Exp
[
2i− 2λ
2
√
1− λ2
]
. (8.5)
while the Jacobian
dx
dλ
1√
x
(8.6)
is polyonmial in λ. The integrand approaches a Gaussian near the saddle point, λ = 0,
and vanishes at the boundaries, λ = ±1. The integration contour, on the other hand is a
complex curve starting at x = 0 and moving to complex infinity i∞. Note that this is an
exact result, since the integral over arc from ∞ to i∞ vanish, i.e., we parametrize the arc
by x(θ) = reiθ for r > 0, the integral along the arc is dominated by∣∣∣∣∫
arc
ei(x
−1+x) dx√
x
∣∣∣∣ = r1/2
∣∣∣∣∣i
∫ pi/2
0
ei[re
iθ+r−1e−iθ+θ/2]dθ
∣∣∣∣∣ (8.7)
≤ r1/2
∫ pi/2
0
e−(r−r
−1) sin θdθ (8.8)
< r1/2
∫ pi/2
0
e−
1
2
(r−r−1)θdθ (8.9)
=
2r3/2
r2 − 1
[
1− e−pi4 (r− 1r )
]
, (8.10)
which approaches 0 as r →∞. This generally true for polynomial exponents of condition-
ally convergent integrals.
In this chapter, we apply functional Picard-Lefschetz theory to the real-time (Lorentzian)
path integral. We first describe the Feynman-Kac formula and summarize work on continuous-
time regularization schemes for the real-time path integral. We subsequently propose a new
definition of the real-time path integral on the Lefschetz thimble in complex function space.
We construct a σ-measure for the path integral for a range of simple models, including the
free particle, the (inverted) harmonic oscillator, and the relativistic particle. We extend
these results to real-time perturbation theory and discuss when the naive Euclidean treat-
ment on the thimble fails. Finally, we conjecture how these results can be extended beyond
the perturbative regime. We, in particular, find a split between high and the lower fre-
quencies. It seems that the Feynman propagator of many quantum mechanical phenomena
can be studied by means of finite dimensional integrals.
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8.1 Feynman’s path integral
In the Schro¨dinger picture of quantum mechanics the wavefunction ψ of a particle with
mass m in a potential V , evolves according to the Schro¨dinger equation
i~
∂ψ
∂t
= Hˆψ (8.11)
=
[
− ~
2
2m
∇2 + V (x)
]
ψ , (8.12)
with the Hamiltonian operator Hˆ. Given the initial wavefunction ψ(x, t0) = ψ0(x), the
wavefunction is propagated forward, to time t = t1 > t0, by a convolution with the propa-
gator [150], i.e.,
ψ(x1, t1) =
∫
G[x1, t1;x0, t0]ψ0(x0)dx0 . (8.13)
The propagator G[x1, t1;x0, t0] is the amplitude to evolve from the point (x0, t0) to the
point (x1, t1), formally written as
G[x1, t1;x0, t0] = Θ(T )〈x1|e− i~HT |x0〉 , (8.14)
with the interval T = t1 − t0, and the Heaviside step function Θ. Feynman noticed that
this propagator can be interpreted as the sum over the amplitudes corresponding to the
possible paths between (x0, t0) and (x1, t1), i.e.,
G[x1, t1;x0, t0] =∑
(paths)
A(particle moves form (x0, t0) to (x1, t1) following a particular path) . (8.15)
This is a very fruitful idea, but has unfortunately been tricky to formalize [150].
8.1.1 Lattice regularization
Feynman, in his initial definition of the path integral, followed the definition of the Riemann
integral and proposed a lattice regularization [150]. Dividing the interval T intoN segments
each lasting δt = T/N , we can write the propagator as
G[x1, t1;x0, t0] = 〈x1|e− i~Hδte− i~Hδt . . . e− i~Hδt|x0〉 . (8.16)
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Figure 8.3: Lattice regularization of the path integral.
Using the fact that the position states |x〉 forms a complete set of states, i.e.,∫
dx|x〉〈x| = 1 , (8.17)
the propagator becomes an (N − 1)-dimensional integral
G[x1, t1;x0, t0] =
(
N−1∏
j=1
∫
dqj
)
〈x1|e− i~Hδt|qN−1〉〈qN−1|e− i~Hδt|qN−2〉 . . . 〈q1|e− i~Hδt|x0〉 ,
(8.18)
where qj represents the position of the particle at time t = t0 + jδt. The history of the
particle is approximated by a series of positions (q0, q1, q2, . . . , qN), with q0 = x0 and q1 = x1
(see Figure 8.3 for a schematic representation). In the continuum limit δt → 0, we hope
to recover the set of continuous paths interpolating between the points x0 and x1.
The transition amplitude 〈qj+1|e− i~Hδt|qj〉, for small δt, determines the nature of in-
tegral. For small δt, Trotter’s formula enables us to evaluate this amplitude. Given the
Hamiltonian operator
Hˆ =
pˆ2
2m
+ V (xˆ) , (8.19)
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we can use a complete set of momentum states to evaluate the transition amplitude
〈qj+1|e− i~ Hˆδt|qj〉 =
∫
dp 〈qj+1|e− i~
pˆ2
2m
δt|p〉〈p|e− i~V (xˆ)δt|qj〉 (8.20)
=
∫
dp e−
i
~
p2
2m
δt− i~V (qj)δt〈qj+1|p〉〈p|qj〉 (8.21)
=
∫
dp e−
i
~
p2
2m
δt− i~V (qj)δteip(qj+1−qj) (8.22)
=
√
−2pim
δt
e
i
[
m
2
(qj+1−qj)2
δt2
−V (qj)
]
δt
, (8.23)
where we use the inner product 〈q|p〉 = eipq. Substituting the transition amplitude in the
propagator, we obtain a representation of the propagator in terms of the position of the
particle at times tj = t0 + jδt, i.e.,
G[x1, t1;x0, t0] =
(−2pim
δt
)N
2
∫ N−1∏
j=1
dqj e
i
~
∑N−1
j=0
[
m
2
(qj+1−qj)2
δt2
−V (qj)
]
δt
. (8.24)
At this point, it is tempting to take the continuum limit δt→ 0 and write the propagator
as a path integral
G[x1, t1;x0, t0] =
∫ x(1)=x1
x(0)=x0
Dx(t) e i~
∫
[m2 x˙2−V (x)]dt , (8.25)
with the infinite product of Lebesgue measures∫ x(1)=x1
x(0)=x0
Dx(t) = lim
N→∞
(−2pim
δt
)N
2
∫ N−1∏
j=1
dqj . (8.26)
Note that while the definition of the propagator is written in terms of the Hamiltonian
operator H, the ‘path integral’ is expressed in terms of the action of the particle.
The integral formulation of quantum mechanics has led to significant insights into
quantum mechanics. It can be argued that it is the most elegant definition of quantum
theory. It moreover plays a central role in our current understanding of quantum field
theory, where one integrates over the possible field configurations, i.e.,∫
Dϕ e i~
∫
d4x[ 12 (∂ϕ)2−V (ϕ)] . (8.27)
However, the lattice regularisation of the Lorentzian path integral is not mathematically
satisfactory for a number of reasons [223]:
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• The propagator expressed as the N -dimensional integral (8.24), is a conditionally
convergent integral since the integrand is a pure phase and the Lebesgue measure of
integration domain RN diverges, i.e.,∫ N−1∏
j=0
dqj =∞ . (8.28)
As a consequence, Fubini’s theorem does not apply and the integral can depend on
the order of integration or the regularization scheme3. See appendix 8.B.
• In the limit N →∞, the order of the limit and the integration is effectively exchanged
(see equation (8.26)). Since the dominated convergence theorem does not apply to
conditionally convergent integrals, the limit of the integral is not necessarily equal to
the integral of the limit. See appendix 8.B.
These problems are often avoided with the i-procedure, by letting m→ m− i for small
positive , making the integral absolutely convergent. Alternatively, it is common to Wick
rotate to imaginary time t→ −it. It should be noted that both procedures are of an ac hoc
nature. The Wick rotation moreover, does not work for all physically motivated propaga-
tors. However, even if the integral is made absolutely convergent, the lattice regularization
scheme remains unsatisfactory:
• The pre-factor in equation (8.26) is ill-defined, since the limit
lim
N→∞
(−2pim
δt
)N
2
= lim
N→∞
(−2pimN
T
)N
2
(8.29)
diverges for finite m and T .
• Finally and most importantly, the infinite product of Lebesgue measures Dx is not
a proper σ-measure, and, as a consequence, the path integral not a proper integral
over paths (see appendices 8.A and 8.B). This is an important point since the phi-
losophy of the calculation is based on the idea that the propagator can be written as
a functional integral.
3We assume that the integral is convergent, since the definition of the propagator in terms of the
Hamiltonian operator (8.14) is finite for non-zero T .
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To see this, note that both the Lebesgue measure µn on Rn (with dµn =
∏n
j=1 dqi) and
the limit µ∞ = limn→∞ µn on R∞ (with dµ∞ =
∏∞
j=1 dqj) are positive translational
invariant functions. It is trivial to see that the measure µn of the unit hypercube in
[0, 1]n ⊂ Rn is one, i.e.,
µn([0, 1]
n) =
∫
[0,1]n
n∏
j=1
dqj = 1 . (8.30)
We can subdivide this unit hypercube into 2n mutually disjoint smaller cubes with
width 1/2 and measure
µn([0, 1/2]
n) =
∫
[0,1/2]n
n∏
j=1
dqj = (1/2)
n . (8.31)
The fact that the Lebesgue measure µn is a translationally invariant σ-measure en-
sures that the measure of the hypercube equals the sum of measure of the smaller
cubes
µn([0, 1]
n) = 2nµn([0, 1/2]
n) = 1 . (8.32)
This is no longer true for the infinite dimensional map µ∞. The ‘measure’ of the
infinite-dimensional hypercube is still evaluates to one, i.e.,
µ∞([0, 1]∞) = lim
n→∞
µn([0, 1]
n) = 1 . (8.33)
However, the ‘measure’ of the smaller cubes vanishes, i.e.,
µ∞([0, 1/2]∞) = lim
n→∞
µn([0, 1/2]
n) = 0 . (8.34)
This leads to an inconsistency, since the union of the smaller hypercube still equates
to the larger hypercube, while the sum over the measures of the smaller hypercubes
does no longer as it vanishes. More generally, any subset of the hypercube [0, 1]∞
has vanishing measure µ∞. This reasoning does not apply to the Wiener measure as
the measure is not invariant under translations.
Richard Feynman was aware of these problems, as can be found in Feynman and Hibbs
[150]:
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There are many ways to define a subset of all the paths between A and B.
The particular definition we have used here may not be the best for some
mathematical purposes.[...]. However, in the few such examples with which we
have had experience the [lattice regulation] has been adequate. There may be
other cases where [...] the present definition of a sum over all paths is just too
awkward to use.
A similar situation arises in ordinary integration, where sometimes the Riemann
definition, is not adequate and recourse must be had to some other definition,
such as that of Lebesgue. The need to redefine the method of integration does
not destroy the concept of integration. So we feel that the possible awkwardness
of the special definition of the sum over all paths may eventually require new
definitions to be formulated. Nevertheless, the concept of the sum over all
paths, like the concept of an ordinary integral, is independent of a special
definition and valid in spite of the failure of such definitions.
Note that the infinite product of the Lebesgue measures is not a σ-measure since the
product is translational invariant. This is inherent to the lattice regularization. We can
only be avoided these problems by considering different regularization schemes. For the
Euclidean path integral, this can be done by identifying the kinetic term and the infinite
dimensional product of Lebesgue measures as a Wiener measure. In the Lorentzian case,
such an identification is more complicated as the integral does not converge absolutely.
8.1.2 Continuous-time regularization
Since the inception of the path integral, there have been several attempts to develop
a mathematically rigorous definition of the propagator as an integral over paths. One
specific line of research has been aimed at relating the propagator to the Wiener measure
of Brownian motion, as the Wiener measure is countably additive and leads to a well-defined
functional integral over paths. These attempts are known as continuous-time regularization
schemes. For an overview see [222].
The Feynman-Kac formula
Mark Kac proposed the first continuous-time regularization scheme. After the Wick rota-
tion t→ −it, the infinite product of Lebesgue measures combined with the kinetic term of
the action can be reinterpreted as the Wiener measure µνx1,x0 . For sufficiently well behaved
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potentials V , the Wick-rotated path integral is formalized by the Feynman-Kac formula
(1951) [218]:
Theorem 1 (The Feynman-Kac formula) Assuming the potential V : Rd → R is
bounded from below and can be expressed as a sum of functions in L2(Rd), we can de-
fine the Euclidean path integral in terms of the Wiener measure∫ x(T )=x1
x(0)=x0
e−
1
~
∫
[m2 x˙2+V (x(t))]dtDx(t) =
∫
Cx1,x0 ([0,T ];Rn)
e−
∫ T
0 V (x(t))dt dµ~/mx1,x0(x) , (8.35)
with the Wiener σ-measure µνx1,x0(x) defined on the Borel σ-algebra of the continuous paths
interpolating between the points x0 and x1, written as Cx1,x0([0, T ];Rd) [248, 299, 177, 223,
8, 166].
The Feynman-Kac formula is a proper functional integral. The Wiener measure µνx1,x0 is
not defined as the infinite product of Lebesgue measures. It is instead defined in terms
of the characteristic functional of Brownian motion, using the Bochner-Minlos theorem
(see appendices 8.C and 8.D). The kinetic term indicates that the Wiener measure is not
translation invariant.
The Heisenberg uncertainty relation:
The Feynman-Kac formula leads to a paradox, which unveils a central property of the
Wiener measure in relation to quantum mechanics. Canonical quantum mechanics is de-
scribed in terms of operators such as the position xˆ and the momentum operator pˆ. When
two operators fail to commute, i.e., [xˆ, pˆ] = i~, the two observables cannot be simultane-
ously probed with arbitrary accuracy. For the observables x and p, this is expressed by
the Heisenberg uncertainty relation
∆x∆p ≥ ~
2
, (8.36)
with ∆x and ∆p the uncertainty in measurements of x and p. This is an intrinsic property
of quantum mechanics. The Feynman-Kac formulation, on the other hand, is described
in terms of continuous paths x(t) ∈ Cx1,x0([0, 1],R). As a consequence, it seems like the
expectation value of products of observables in the path integral formulation is independent
of orderings. How can the two formulations be equivalent?
The resolution lays in the fact that Brownian motion, though almost everywhere con-
tinuous, is almost nowhere differentiable, i.e., the corresponding Wiener measure vanishes
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for differentiable paths. Lets consider a free particle, V = 0, of unit mass, m = 1, and
the times 0 < t− < t < t+ < T . The expectation value of the two orderings xˆpˆ and pˆxˆ
correspond to the path integrals∫ x(T )=x1
x(0)=x0
x(t)x˙(t−)dµ~x1,x0 = 〈x1|e−Hˆ(T−t)/~xˆe−Hˆ(t−t−)/~pˆe−Hˆt−/~|x0〉 , (8.37)∫ x(T )=x1
x(0)=x0
x(t)x˙(t+)dµ
~
x1,x0
= 〈x1|e−Hˆ(T−t+)/~pˆe−Hˆ(t+−t)/~xˆe−Hˆt/~|x0〉 . (8.38)
In the limit t+ → t from above and t− → t from below, the difference in the canonical
formulation exhibits the commutation relation of xˆ and pˆ, i.e.,
〈x1|e−Hˆ(T−t)/~[xˆ, pˆ]e−Hˆt/~|x0〉 = ~〈x1|e−HˆT/~|x0〉 . (8.39)
On the path integral side, we realize that the time derivative x˙ is ill-defined since the
Wiener measure has only support for non-differentiable paths. When substituting the
finite difference approximation
x˙ = lim
t+→t
x(t+)− x(t)
t+ − t (8.40)
= lim
t−→t
x(t)− x(t−)
t− t− , (8.41)
we recover the commutation relation
lim
∆t→0
∫ [
x(t)
x(t)− x(t−∆t)
∆t
− x(t)x(t+ ∆t)− x(t)
∆t
]
dµ~x1,x0(x) (8.42)
= ~
∫
dµ~x1,x0(x) (8.43)
after some evaluation. This demonstrates that the non-differentiable nature of Brownian
motion is at the core of quantum mechanics. We expect that a proper definition of the
real-time path integral will share this characteristic behaviour. For a physically motivated
derivation of this result see Feynman and Hibbs chapter 7-5 [150].
Quantum fields:
The Feynman-Kac formula provides a mathematically rigorous definition for path integrals
in Euclidean quantum mechanics. The measure of the functional integral has support in
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the space of continuous non-differentiable paths. This can be extended to the path integral
of Euclidean quantum field theory ∫
Dφ e−S[φ] . (8.44)
However, it can be shown that the resulting measure does not have support in the space
of continuous fields, interpolating between two configurations. The measure has instead
support in the space of distributions:
Theorem 2 For all d ≥ 1, there exists a Gaussian measure on the space Fd of fields on
Rd analogous to the Wiener measure for the Feynman-Kac formula. However, for d ≥ 2,
this measure is not supported on any space of ordinary functions, but rather on a space of
distributions [166, 177].
The implementation of the Euclidean path integral following the Feynman-Kac method is
thus in tension with the original philosophy of the path integral formalism. The multi-
dimensional Wiener measure is thus not satisfactory in Euclidean quantum field theory.
The attempt by Israel Gel’fand and Akiva Yaglom
The main obstacle to a continuous-time regularization of the real-time path integral is the
fact that the integral (8.24), for finite N , is highly oscillatory and only conditionally con-
vergent. That is to say, the integrand is a pure phase and the integral over the magnitude
of the integrand diverges. In 1956, the mathematicians Israel Gel’fand and Akiva Yaglom
attempted to solve this problem by adding an artificial diffusion ν [157]. They considered
the integral(−2pim
δt
)N
2
N−1∏
j=1
∫
dqje
i
~
∑N−1
j=0
[
m
2
(qj+1−qj)2
δt2
−V (qj)
]
δt− 1
2ν
∑N−1
j=0
(qj+1−qj)2
δt , (8.45)
in which the the term − 1
2ν
∑N−1
j=0
(qj+1−qj)2
δt
makes the integral absolutely convergent. Since
Brownian motion is almost nowhere differentiable, they combined the kinetic term and the
regulator into a complex mass m′ = ~
ν
− im. In analogy with the Feynman-Kac formula,
they identified the limit N →∞ with the Wiener measure∫
Cx1,x0 ([0,T ];Rn)
e−
∫ T
0 V (x(t))dt dµ~/m
′
x1,x0
(x) , (8.46)
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obtaining a one-parameter family of well-defined functional integrals. As a final step, they
removed the regulator in the limit ν → ∞. The hope was that the complex Wiener
measure µ
~/m′
x1,x0 converged to a proper σ-measure for the Feynman path integral, as ν →∞.
However, as shown by Robert Cameron (1960) [69], the complex Wiener measure is only
countably additive for Re[m′] > 0. Since µ~/m
′
x1,x0 is not a σ-measure in the required limit,
Cameron showed that the Gel’fand-Yaglom scheme fails to define the real-time Feynman
path integral.
The Itoˆ scheme
Following the work by Robert Cameron, Kiyosi Itoˆ attempted to fix the Gel’fand and
Yaglom scheme by adding yet another term in the action [213]. Whereas Gel’fand and
Yaglom considered the regulator − 1
2ν
∫
x˙2dt, Itoˆ proposed the regulator − 1
2ν
∫
[x¨2 + x˙2] dt,
i.e., ∫
Dx e i~S[x]− 12ν
∫ T
0 (x¨
2+x˙2)dt . (8.47)
This is a working continuous-time regularization scheme, as it leads to a σ-measure over
paths in the limit ν → ∞. This way, Itoˆ managed to recover of the Feynman propagator
for a non-relativistic particle in a constant, a linear and a quadratic potential. However,
it is not clear whether this can be considered as a completely satisfactory solution. The
second order derivative x¨ in the regulator, changes the support of the σ-measure to once
differentiable paths. It is thus not clear whether the integral reproduces the Heisenberg
uncertainty relation between the position xˆ and momentum operator pˆ. The propagator
for finite ν moreover does not satisfy a Schro¨dinger-like equation as it includes second order
derivatives with respect to time. The measure should, for this reason, only be considered
in the limit ν →∞ [223]. The constant, linear and quadratic potentials can, moreover, be
completely studied in terms of classical solutions (for the path integral is Gaussian).
The coherent state scheme
More recently Ingrid Daubechies and John Klauder (1985), inspired by Itoˆ’s regularization
scheme, proposed a continuous-time regularization scheme for the phase-space formulation
of Feynman path integral [88]. The analysis is comparable to Itoˆ’s proposal in that they
considered the regulator − 1
2ν
∫
[p˙2 + x˙2] dt, with p = mx˙ the canonical momentum ,∫
DxDp e i~
∫ T
0 (q˙p−H[x;p])dt− 12ν
∫ T
0 (x˙
2+p˙2)dt (8.48)
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For finite ν, the corresponding σ-measure has support for continuous position and mo-
mentum paths. It is thus not clear how this scheme relates to the Heisenberg uncertainty
relation. The implications of this proposal are still being explored [222, 223].
8.2 Functional Picard-Lefschetz theory
The analysis in the previous section demonstrates that the original lattice regularization
scheme does not lead to a satisfactory definition of the Feynman path integral, i.e., the
resulting expression is not a well-defined integral. In the subsequent years, several attempts
were made to deform the integral in the complex plane and relate the result to the Wiener
measure. Notwithstanding progress in continuous-time regularization schemes, the physics
community has not reached a fully satisfactory definition of the real-time path integral.
In practice, it is often claimed that the real-time path integral is ill-defined and that one
needs to rely on the Euclidean theory. We here use functional Picard-Lefschetz theory
to propose a new definition of the real-time path integral. For a similar analysis of the
Picard-Lefschetz structure of a view non-relativistic toy-models see [306].
Picard-Lefschetz theory is designed to express oscillatory integrals of the form∫
R
eif(x)dx (8.49)
as a sum of non-oscillatory absolutely convergent integrals. We analytically continue the
integrand into the complex plane and deform the integration contour to the steepest descent
contours of the relevant saddle points. For an exposition of the theory applied to one-
dimensional integral see chapter 3. We here consider the functional extension.
Consider the propagator of a quantum mechanical system, written as the ‘Lorentzian
path integral’
G[x1, x0, 1] =
∫ x(1)=x1
x(0)=x0
eiS[x]Dx (8.50)
with the action S : Cx1,x0([0, 1],R) → R and Cx1,x0([0, 1],R) the manifold of continuous
real-valued trajectories x : [0, 1] → R with the boundary conditions x(0) = x0, x(1) = x1,
i.e.,
Cx1,x0([0, 1],R) = {continuous x : [0, 1]→ R|x(0) = x0, x(1) = x1} . (8.51)
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In this chapter we only consider analytic actions. We will without loss of generality always
consider propagation over the domain [0, 1]. The ‘Lorentzian path integral’ is performed
over the space of continuous paths Cx1,x0([0, 1],R).
Given the action S, we define the Lefschetz thimble. We start by analytically continuing
the action S to complex-valued paths
Cx1,x0([0, 1],C) = {continuous x : [0, 1]→ C|x(0) = x0, x(1) = x1} . (8.52)
We write the action in terms of its real and imaginary part, i.e.,
iS[x] = h[u+ iv] + iH[u+ iv], (8.53)
with x = u + iv where u ∈ Cx1,x0([0, 1],R) and v ∈ C0,0([0, 1],R), the real part h :
Cx1,x0([0, 1],C)→ R and the imaginary part H : C0,0([0, 1],C)→ R.
Picard-Lefschetz theory provides a constructive procedure to obtain the Lefschetz thim-
ble J ⊂ C0,0([0, 1],C) to which the original integration domain C0,0([0, 1],R) can be de-
formed. Given the functional h, we define the downward flow
γλ : Cx1,x0([0, 1],C)→ Cx1,x0([0, 1],C) (8.54)
by the flow equation
∂γλ(f)
∂λ
= −∇u+ivh(γλ(f)) (8.55)
with γ0(f) = f for the complex path f ∈ Cx1,x0([0, 1],C) and λ ∈ I ⊂ R. In the flow
equation, the functional gradient is defined as
∇u+ivh = δh
δu
+ i
δh
δv
. (8.56)
Note that the gradient requires the definition of a metric on the complex function space.
We here use the l2-norm on function spaces to measure distances. When acting with the
flow on the original integration domain, we obtain a one-parameter family of integration
contours
Dλ = γλ(Cx1,x0([0, 1],R)) . (8.57)
In the limit λ→∞, we obtain the Lefschetz thimble
J = lim
λ→∞
Dλ . (8.58)
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When the exponent has saddle points in Cx1,x0([0, 1],C), corresponding to (complex)
classical solution, the limit exists and the thimble can be interpreted as a fixed point of
the downward flow. It follows that the thimble consists of a collection of steepest descent
contours corresponding to the set of relevant saddle points. The exponent evaluated along
each steepest descent contour assumes its maximum at the saddle point4. The Lefschetz
thimble is the optimal deformation of the integration contour, as the integrand is non-
oscillator along the flow. To see this write the flow as γλ(f) = uλ + ivλ with
∂uλ
∂λ
= −δh
δu
, (8.59)
∂vλ
∂λ
= −δh
δv
. (8.60)
The flow preserves H since
dH(uλ + ivλ)
dλ
=
∫ [
δH
δu
∂uλ
∂λ
+
δH
δv
∂vλ
∂λ
]
dt (8.61)
= −
∫
∇u+ivh · ∇u+ivH dt (8.62)
= 0 , (8.63)
with the multi-dimensional Cauchy-Riemann equations ∇u+ivh · ∇u+ivH = 0, where the
inner product is the sum of the product of the real and imaginary part. The h-functional
strictly decreases along the flow, since
dh(uλ + ivλ)
dλ
=
∫ [
δh
δu
∂uλ
∂λ
+
δh
δv
∂vλ
∂λ
]
dt (8.64)
= −
∫ [(
δh
δu
)2
+
(
δh
δv
)2]
dt . (8.65)
8.2.1 The free particle
It is instructive to evaluate the Lefschetz thimble for a few simple toy-models. We first
analyze the Gaussian random walk since this is a finite dimensional problem corresponding
to the lattice regionalization scheme. We subsequently consider the imaginary-time and
real-time propagator of the free non-relativistic particle.
4At a Stokes phenomenon, the steepest descent contour can contain a series of saddle points which are
local maxima of the contour.
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The Gaussian random walk
A Gaussian random walk, interpolating between the points x0 and x1 with N steps consists
of a vector (q0, q1, . . . , qN) ∈ RN+1 with q0 = x0 and qN = x1 for which the difference
between neighbouring points qj+1 − qj is Gaussian distributed, i.e.,
p[{qj}] ∝ e−
1
2σ2
∑N−1
j=0 (qj+1−qj)2 , (8.66)
with the standard deviation σ (see appendix 8.D). The expectation value of a function
U [{qj}] is given by the (N − 1)-dimensional integral
〈U〉 ∝
∫
RN−1
U [{qj}]p[{qj}]
N−1∏
j=1
dqj . (8.67)
A Picard-Lefschetz analysis of this integral amounts to deforming the integration domain
D = RN−1 in the complex plane CN−1 to the contours of steepest descent corresponding
to the relevant saddle points. The exponent f : RN+1 → R is given by the sum
f({qi}) = − 1
2σ2
N−1∑
j=0
(qj+1 − qj)2 . (8.68)
The exponent has a unique saddle point, since the difference equation
∂f
∂qj
=
qj−1 − 2qj + qj+1
σ2
= 0 (8.69)
for j = 1, . . . , N − 1, is solved by the linear interpolation
q¯j = x0 +
j
N
(x1 − x0) . (8.70)
Note that the saddle point is relevant since (q¯0, q¯1, . . . , q¯N) ∈ RN+1.
Analytically continuing the exponent f into the complex plane by considering complex
paths, qj = uj + ivj, we write f in terms of a real and an imaginary part, i.e.,
f({qj}) = h({uj + ivj}) + iH({uj + ivj}) (8.71)
with
h({uj + ivj}) = − 1
2σ2
N−1∑
j=0
[
(uj+1 − uj)2 − (vj+1 − vj)2
]
, (8.72)
H({uj + ivj}) = − 1
σ2
N−1∑
j=0
(uj+1 − uj)(vj+1 − vj) . (8.73)
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The gradient of the real part, h, is given by
∇u+ivh = (∂u1h+ i∂v1h, . . . , ∂uN−1h+ i∂vN−1h) (8.74)
with the partial derivatives
∂h
∂ui
=
ui−1 − 2ui + ui−1
σ2
,
∂h
∂vi
= −vi−1 − 2vi + vi−1
σ2
. (8.75)
Since the gradient flow evaluated on the original integration domain D = RN−1 is directed
in the real direction, i.e., ∇u+ivh|D ∈ RN−1, we conclude that the Lefschetz thimble J
coincides with the original integration domain D. The Picard-Lefschetz analysis is thus
trivial. This is to be expected as the integrand on the original integration domain is real
and convex. Note that the saddle point {q¯j} is included in the thimble J . As we shall see,
this also applies to Brownian motion in the continuum limit N →∞.
The Brownian bridge
The probability distribution of a non-relativistic particle in imaginary-time, also known as
the Brownian bridge, is colloquially given by
p(x(t)) = e−
1
2
∫ 1
0 x˙
2dt , (8.76)
with x a real-valued continuous function interpolating between x0 and x1 (see Figure
8.4). This corresponds to the integration domain of continuous real-valued functions D =
Cx1,x0([0, 1],R). The exponent
f(x(t)) = −1
2
∫
x˙2dt (8.77)
can be analytically continued into the complex plane by considering complex-valued paths
x ∈ Cx1,x0([0, 1],C). Differentiating with respect to the function x, we obtain the equation
of motion
x¨ = 0 (8.78)
which is solved by the linear motion
x¯(t) = x0 + t(x1 − x0) . (8.79)
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Figure 8.4: Two hundred realizations of a Brownian bridge interpolating between x(0) = 1
and x(1) = 3.
The saddle point is again relevant as it is included in the original integration domain D.
Writing the path in terms of a real and an imaginary part, i.e., x = u + iv with the
boundary conditions u(0) = x0, u(1) = x1 and v(0) = v(1) = 0, the h-function takes the
form
h[x] = −1
2
∫ 1
0
(
u˙2 − v˙2) dt , (8.80)
leading to the gradient flow
∇u+ivh = δh
δu
+ i
δh
δv
(8.81)
= u¨− iv¨ . (8.82)
This is the functional analogue of the gradient derived for the random walk.
Note that the gradient ∇h evaluated on real paths is real-valued. As a consequence the
thimble J again coincides with the original integration domain, i.e.,
J = Cx1,x0([0, 1],R) ⊂ Cx1,x0([0, 1],C) . (8.83)
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Note that saddle point x¯ is included in the thimble J and that the h-function evaluated
on the thimble is maximal at the saddle point, i.e.,
h[x]|J = −1
2
∫
u˙2dt , (8.84)
is maximal for the linear path interpolating between x0 and x1. The measure on the thimble
µJ is the Wiener measure µx1,x0 .
The free non-relativistic particle
For the Gaussian random walk and the Brownian bridge, the integrand is real-valued and
the Picard-Lefschetz analysis is trivial. For the real-time path integral, the integrand is
complex-valued and oscillatory. As a consequence, the Lefschetz thimble takes a more
complicated form. The simplest example of a real-time path integral is the free non-
relativistic particle.
The propagator of the free particle is colloquially expressed as the path integral
G[x1, x0, 1] =
∫ x(1)=x1
x(0)=x0
e
i
~
∫ 1
0
m
2
x˙2dtDx , (8.85)
where the ‘integral’ ranges over the domain D = Cx1,x0([0, 1],R). The exponent is given
by the imaginary functional
f [x] =
i
~
∫ 1
0
m
2
x˙2dt . (8.86)
Variation with respect to the path gives the equation of motion
mx¨ = 0 , (8.87)
which is solved by the linear interpolation
x¯(t) = x0 + t(x1 − x0) . (8.88)
The saddle point is relevant as it is included in the original integration domain D.
The analytic continuation of the exponent is defined on the complex-valued paths
Cx1,x0([0, 1],C). Writing f in terms of a real and an imaginary part, i.e., x = u + iv
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with the boundary conditions u(0) = x0, u(1) = x1, v(0) = 0 and v(1) = 0, the exponent
can be written in terms of a real and an imaginary part
f [x] = h[u+ iv] + iH[u+ iv] , (8.89)
with
h[u+ iv] = −m
~
∫ 1
0
u˙v˙dt , (8.90)
H[u+ iv] =
m
2~
∫ 1
0
[
u˙2 − v˙2] dt . (8.91)
The gradient of the h-function is given by
∇u+ivh = v¨ + iu¨ . (8.92)
We see that the gradient restricted to the original integration domain is imaginary. The
original integration domain is thus not the thimble. From the symmetry of the gradient,
it follows that the Lefschetz thimble is given by the functions
J = {x¯+ (1 + i)u|u ∈ Cx1,x0([0, 1],R)} ⊂ Cx1,x0([0, 1],C) . (8.93)
This is in agreement with the thimble obtained by [306]. One can alternatively obtain
this thimble by flowing the original integration domain (for more details see the harmonic
oscillator).
The thimble J is the steepest descent contour emanating from the saddle point x¯.
The thimble corresponds to paths in a rotated spacetime. Observe that the h-function
evaluated along the thimble, is equivalent to the the Euclidean theory
h[x]|J = −m~
∫ 1
0
u˙2dt . (8.94)
The imaginary part is constant, i.e.,
H[x]|J = m
2~
∫ 1
0
˙¯x2dt =
m(x1 − x0)2
2~
. (8.95)
It follows that we can relate the integral along the thimble J to the Wiener measure, i.e.,
the complex measure along the thimble is given by
µJ (x) = e
i
~
m(x1−x0)2
2 µ
2~/m
0,0 (u) , (8.96)
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in agreement with [306]. By analytically continuing µJ back to the original integration
domain D, we obtain a well-defined path integral measure. This procedure is analogous
to the Feynman-Kac formula. However, it does not rely on an analytic continuation of the
time variable and applies to more general situations.
We define the map Γ : Cx1,x0([0, 1],R) → J by Γ(x¯ + δx) = x¯ + (1 + i)δx. Define the
measure
µD(A) =
∫
J
1A(x)dµJ (x) (8.97)
=
1
2
(1− i)
∫
J
1A (x¯+ (1 + i)u) dµJ (u) . (8.98)
with A an element of the Borel σ-algebra of Cx1,x0([0, 1],R) and 1A the Dirac measure
(1A(x) = 1 if x ∈ A and 0 otherwise). For the mutually disjoint sets Aj it follows that
1∪∞j=1Aj =
∑
1Aj . Since the analytic continuation of a sum is the sum of the analytic
continuation of its parts, we see that
µD(∪∞j=1Aj) =
∫
J
1∪∞j=1Aj(x)dµJ (x) (8.99)
=
∫
J
∞∑
j=1
1Aj(x)dµJ (x) (8.100)
=
∞∑
j=1
∫
J
1Aj(x)dµJ (x) (8.101)
=
∞∑
j=1
µD(Aj) . (8.102)
The map µD is thus a complex σ-measure (see appendix 8.A for the definitions).
It is instructive to evaluate the propagator corresponding to the free particle in a double
slit experiment (see Figure 9.36). Assume that the particles reach the slit at time t = 1
2
.
Consider the class of paths which pass through the upper slit [a1, b1] and lower slit [a2, b2]
with [a1, b1] ∩ [a2, b2] = ∅ at time t = 1/2, i.e.,
Aj = {x ∈ Cx1,x0([0, 1],R)|x(1/2) ∈ [aj, bj]} (8.103)
for j = 1, 2. Since the Dirac measure 1Aj(x) and the analytic continuation only depends
on the position of the path at time t = 1/2, i.e., 1Aj(x) = 1[aj ,bj ](x(1/2)), we can use
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Figure 8.5: The double slit experiment.
Wiener’s theorem to write the functional integral as a one-dimensional oscillatory integral
µD(Aj) =
∫
J
1Aj(x)dµJ (x) (8.104)
=
1
2
(1− i)
∫
J
1Aj (x¯+ (1 + i)u) dµJ (u) (8.105)
=
1
2
(1− i)e i~ m(x1−x0)
2
2
∫
J
1[ai,bi] (x¯(1/2) + (1 + i)u(1/2)) dµ
2~/m
0,0 (u) (8.106)
=
1
2
(1− i)e i~ m(x1−x0)
2
2
m
2pi~
∫
R
1[ai,bi]
(
x¯1/2 + (1 + i)u1/2
)
e−
m
~ u
2
1/2du1/2 (8.107)
= e
i
~
m(x1−x0)2
2
m
2pi~
∫
R
1[ai,bi]
(
x1/2
)
e
i
~
m
2 (x1/2−x¯1/2)
2
dx1/2 (8.108)
= e
i
~
m(x1−x0)2
2
m
2pi~
∫ bj
aj
e
i
~
m
2 (x1/2−x¯1/2)
2
dx1/2 (8.109)
where x(1/2), x¯(1/2), and u(1/2) are written as x1/2, x¯1/2 and u1/2. Formally, we can
express the measure of the set Aj, µD(Aj), in terms of error functions. The measure of the
union of the two disjoint sets
µD(A1 ∪ A2) = e i~
m(x1−x0)2
2
m
2pi~
∫
[a1,b1]∪[a2,b2]
e
i
~
m
2 (x1/2−x¯1/2)
2
dx1/2 (8.110)
gives the interference pattern of the double slit experiment.
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8.2.2 The harmonic oscillator
The non-relativistic harmonic oscillator is another example for which we can evaluate the
thimble exactly. We study both the harmonic and the inverted harmonic oscillators in real-
time. The inverted harmonic oscillator turns out to be rather similar to the free particle.
For the harmonic oscillator, we obtain a slightly more involved Lefschetz thimble.
The real-time path integral for the harmonic oscillator is given by∫ x(1)=x1
x(0)=x0
eiS[x]Dx , (8.111)
with the action
S[x] =
∫ [
x˙2(t)
2
− Ax(t)− ω
2
2
x2(t)
]
dt , (8.112)
for real A and ω2. The equation of motion
0 =
δS[x]
δx(t)
= − (x¨+ A+ ω2x) , (8.113)
is solved by the saddle point
x¯(t) = − A
ω2
+
1
ω2 sinω
[
(A+ x0ω
2) sin [ω(1− t)] + (A+ x1ω2) sin [ωt]
]
. (8.114)
The saddle point is relevant since it is included in the original integration domain.
Writing the complex path as x = x¯ + u + iv, with u, v ∈ C0,0([0, 1],R), the exponent
f = iS can be expressed in terms of a real and an imaginary part
iS[x] = iS[x¯] + h[u+ iv] + iH[u+ iv] , (8.115)
with
h[u+ iv] = −
∫ [
u˙v˙ − ω2uv] dt , (8.116)
H[u+ iv] = S[x¯] +
1
2
∫ [
u˙2 − v˙2 − ω2(u2 − v2)] dt . (8.117)
Note that the h-functional is independent of the linear term in the potential, since x¯ is a
critical point of the action S.
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The gradient of the functional h takes the simple form
∇u+ivh[u+ iv] = [v¨ +Bv] + i
[
u¨+ ω2u
]
. (8.118)
The downwards flow γλ(f) = x¯+uλ+ ivλ can be written in terms of the coupled partial
differential equations
∂λuλ = −
[
v¨λ + ω
2vλ
]
, (8.119)
∂λvλ = −
[
u¨λ + ω
2uλ
]
, (8.120)
with the initial condition x¯ + u0 + iv0 = f ∈ Cx1,x0([0, 1],C). By changing coordinates to
the Fourier modes
uλ =
∑
n
αn(λ) sin(pint) , (8.121)
vλ =
∑
n
βn(λ) sin(pint) , (8.122)
the system simplifies to the set of ordinary differential equations
α′n(λ) = ((pin)
2 − ω2)βn(λ) , (8.123)
β′n(λ) = ((pin)
2 − ω2)αn(λ) , (8.124)
(8.125)
which is solved by the exponential
~αn(λ) = e
Mλ~αn(0) , (8.126)
with ~αn = (αn, βn) and
M =
(
0 (pin)2 − ω2
(pin)2 − ω2 0
)
, (8.127)
leading to the flow
γλ = x¯+
∑
n
eMλ~αn(0) ·
(
1
i
)
sin(pint) . (8.128)
The behaviour of the flow is determined by the eigenvalues
λ± = ±((pin)2 − ω2) (8.129)
and the corresponding eigenvectors
v± = (1,±1) , (8.130)
of the matrix M .
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Inverted harmonic oscillator
Using the flow, we evaluate the thimble. For the inverted harmonic oscillator, i.e., ω2 < 0,
we obtain a positive and a negative eigenvalue. As a consequence, the steepest descent flow
emanating from the saddle point x¯ consists of the paths x = x¯+ f with f ∈ C0,0([0, 1],C),
for which the upwards flow terminates in the saddle point x¯. In terms of the flow, the
thimble consists of the f for which
lim
λ→−∞
γλ(f) = x¯ . (8.131)
For these paths, x = x¯ + f , the coefficients in the Fourier analysis are parallel to the
eigenvector corresponding to the positive eigenvalue. For the inverted harmonic oscillator
this is the eigenvector v+ = (1, 1). We thus conclude that the thimble is given by the set
of complex paths
J = {x¯+ (1 + i)u|u ∈ C0,0([0, 1],R)} . (8.132)
The flow restricted to the thimble takes the simple form
x¯+ uλ + ivλ = x¯+ (1 + i)
∑
n
αn(0)e
((pin)2−ω2)λ sin(pint) . (8.133)
The flow amplifies the fluctuations. A generic initial path flows to a path with an infinite
number of oscillations with an infinite amplitude.
The steepest ascent contour is given by the paths moving in the orthogonal direction
K = {x¯+ (1− i)u|u ∈ C0,0([0, 1],R)} . (8.134)
Note that the Lefschetz thimble is similar to the thimble of free particle. We can interpreted
the thimble, J , as the set of paths on a complex spacetime.
The exponent evaluated along the thimble
iS[x]|J = iS[x¯]−
∫ (
u˙2 − ω2u2) dt , (8.135)
is convex and assumes its maximum at the classical solution x¯. In analogy with the
exponent of the Brownian bridge, we can construct a countable additive measure on the
thimble
µJ (A) = eiS[x¯]
∫
A
eω
2
∫ 1
0 u
2dtdµx1,x0(u) (8.136)
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for any element A of the Borel σ-algebra of J .
After continuing the measure to the original integration domain, we obtain the path
integral measure
µD(A) =
∫
J
1A(x)dµJ (x) . (8.137)
For more details see section 8.3.
Harmonic oscillator
For the harmonic oscillator, i.e., ω > 0, the analysis is a bit more involved. For the high
frequency modes, i.e., |n| > ω
pi
, the eigenvalue λ+ is positive and λ− is negative. This is the
same as for the inverted harmonic oscillator. For a finite number of low frequency modes,
for which |n| < ω
pi
, the two eigenvalues switch role. As a consequence, the thimble consists
of the paths
J =
x¯+ (1− i) ∑|pin|<ω an sin(pint) + (1 + i)
∑
|pin|>ω
an sin(pint)|an ∈ R
 . (8.138)
The integer, n, for which the thimble switches from (1− i) to (1 + i) is the Maslov-Morse
index of the classical trajectory [16]. The thimble is thus no longer the paths in a complex
spacetime.
We can write any element x ∈ J in terms of a low and a high frequency part, i.e.,
x = x¯ + xl + xh where the low frequency part xl = (1 − i)ul and the high frequency part
xh = (1 + i)uh with ur and ul real-valued paths. The exponent evaluate along the thimble
takes the form
iS[x]|J = iS[x¯] +
∫ (
u˙2l − ω2u2l
)
dt−
∫ (
u˙2h − ω2u2h
)
dt . (8.139)
The high-frequency part has a negative-sign kinetic term and corresponds to a Wiener-like
measure. The low-frequency part has a positive kinetic term. However since ul consists of
only a finite number of Fourier modes, we can interpret this term as a finite dimensional
Lebesgue measure. We thus construct the countably additive σ-measure
µJ (A) = eiS[x¯]
∫
A
eω
2
∫ 1
0 u
2
hdt dµl(ul)× dµx1,x0(uh) , (8.140)
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with the low frequency Lebesgue measure
µl(Al) =
∫
Al
e
1
2
∑
|pin|<ω((npi)
2−ω2)a2n
∏
|pin|<ω
dan , (8.141)
with Al an element of the Borel σ-algebra corresponding to the set of low frequency paths.
This is in agreement with [306].
By continuing µJ back to the original integration domain, we obtain the path integral
σ-measure
µD(A) =
∫
J
1A(x)dµJ (x) . (8.142)
For more details see section 8.3.
8.2.3 The relativistic particle
The propagator of the relativistic particle moving in a potential V is colloquially written
as the path integral
G[x1;x0] =
∫ ∞
0
dN
∫ xµ(1)=(t1,x1)
xµ(0)=(t0,x0)
Dxµe i~
∫
[ m2N (t˙2−x˙2)+N(m2 +V [xµ(s)])]ds (8.143)
with N the Schwinger time of the particle. Depending on the complexity of the potential,
we can evaluate the Lefschetz thimble.
The free relativistic particle
When the potential vanishes, V = 0, the equations of motion δf = 0, is solved by the two
saddle points
(x¯µ(s), N¯) =
(
xµ0 + s(x
µ
1 − xµ0),±
√
(xµ0 − xµ1)2
)
, (8.144)
with the boundary conditions xµ0 = (t0, x0), x
µ
1 = (t1, x1), and the exponent
f [xµ, N ] = i
m
2~
∫ [
t˙2 − x˙2
N
+N
]
ds . (8.145)
274
For time-like separated spacetime points xµ0 , x
µ
1 , only the saddle point with positive N¯
is relevant since it is included in the original integration domain and the real part h is
symmetric with respect to N 7→ −N . For space-like separated spacetime points xµ0 , xµ1 the
saddle points in the lapse are imaginary.
For the free particle, the integrand factorizes into a term depending on the spatial x(s)
and temporal t(s) path. We evaluate the thimble by first flowing the t and x component for
general complex N . We can subsequently flow the integration domain for N to obtain the
complete Lefschetz thimble J . The time dependent component of the exponent is given
by the Gaussian
ft[t, N ] = i
m
2~
∫
t˙2
N
ds . (8.146)
In analogy with the non-relativistic free particle we obtain the thimble
Jt(N) = {t¯+ (1 + i)
√
Nut|ut ∈ C0,0([0, 1],R)} . (8.147)
The spatial component with the exponent
fx[x,N ] = −i m
2~
∫
x˙2
N
ds (8.148)
leads to the thimble
Jx(N) = {x¯+ (1− i)
√
Nux|ux ∈ C0,0([0, 1],R)} . (8.149)
The exponent evaluated on the manifold Jt(N)× Jx(N) takes the form
f [xµ, N ]|Jt(N)×Jx(N) = i
m
2~
[
(xµ0 − xµ1)2
N
+N
]
− m
~
∫
(u˙2t + v˙
2
t )ds . (8.150)
Since the fluctuations ut, ux decouple from the Schwinger time N , we can flow the integra-
tion domain for N by considering the exponent
fN [N ] = i
m
2~
[
(xµ0 − xµ1)2
N
+N
]
, (8.151)
leading to the thimble
JN =
Nr + iNi
∣∣∣∣Ni = Nr − σ√ 2σ
Nr
− 1
for Nr ∈ (0, 2σ)
 , (8.152)
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with the proper distance σ =
√
(xµ0 − xµ1)2. See Figure 8.6 for an sketch of JN for time-like
and space-like separated xµ0 and x
µ
1 .
We conclude that the Lefschetz thimble of the free relativistic particle is given by the
manifold
J = {(t¯+ (1 + i)
√
Nut, x¯+ (1− i)
√
Nux, N)|ut, ux ∈ C0,0([0, 1],R) and N ∈ JN} .
(8.153)
The exponent f evaluated along the thimble takes the form
f [xµ, N ]|J = imσ~ −
m
2~
2(Nr − σ)2√
2σNr −N2r
− m
~
∫
(u˙2t + v˙
2
t ) . (8.154)
The part corresponding to the path (ut, ux) leads to a Wiener measure. The part cor-
responding to the Schwinger time is a convex function leading to a one-dimensional σ-
measure. We thus can construct the σ-measure on the thimble
dµJ (xµ, N) = e
i
~mσe
−m
2~
2(Nr−σ)2√
2σNr−N2r dµ(N)× dµ2~/m(t1,x1),(t0,x0)(ut, ux) . (8.155)
Note that this integral has support in the space of continuous non-differentiable paths.
This should be contrasted with the multi-dimensional Wiener measure used in quantum
field theory.
Given the measure on the thimble J , we can construct the measure on the original
integration domain
µD(A) =
∫
J
1(A)dµJ (A) , (8.156)
as for the non-relativistic particle. For more details see section 8.3.
8.2.4 Perturbation theory
In the previous sections we evaluated the Lefschetz thimble J and constructed the cor-
responding σ-measure for several toy-models. Unfortunately, we can only evaluate the
Lefschetz thimble exactly for a limited set of path integrals, as the action
S =
∫ [m
2
x˙2 − V (x)
]
dt (8.157)
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(a) Time-like separated boundary conditions.
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(b) Space-like separated boundary conditions.
Figure 8.6: The Lefschetz thimble in the complex N -plane. The saddle points N¯ (in
red), the lines of steepest ascent and descent (in black), and the h-function Re[fN ] on the
background. The Lefshetz thimble J is represented by the red dashed line.
with a more general potential, induces a downward flow consisting of non-linear partial
differential equation. In this section, we use perturbation theory to extend the analysis of
the thimble to more general quantum mechanical models. In the next section, we consider
the structure of the thimble in the non-perturbative regime.
For the free non-relativistic particle, the Lefschetz thimble corresponding to the prop-
agation from position x0 to x1 in a unit of time is given by
J = {x¯+ (1 + i)u|u ∈ Cx1,x0([0, 1],R)} ⊂ Cx1,x0([0, 1],C) , (8.158)
with x¯ the linear interpolation,
x¯(t) = x0 + t(x1 − x0) . (8.159)
Writing the path on the thimble as the classical trajectory, x¯, plus a fluctuation,
x = x¯+ (1 + i)u , (8.160)
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the measure on the thimble is given by
µJ (x) = e
i
~
m(x1−x0)2
2 µ
2~/m
0,0 (u) , (8.161)
with the Wiener measure µ
2~/m
0,0 .
We write the propagator for the particle moving in the potential V in terms of the free
theory by expanding the potential term
G[x1;x0; 1] =
∫ x(1)=x1
x(0)=x0
Dx e i~
∫ 1
0 [
m
2
x˙2−V (x)]dt (8.162)
=
∫ x(1)=x1
x(0)=x0
Dx e i~
∫ 1
0
m
2
x˙2dt
∞∑
n=0
[
− i~
∫ 1
0
V (x)dt
]n
n!
(8.163)
=G0[x1;x0; 1] +G
(1)[x1;x0; 1] +G
(2)[x1;x0; 1] + . . . (8.164)
where
G0[x1;x0; 1] =
∫ x(1)=x1
x(0)=x0
e
i
~
∫ 1
0
m
2
x˙2dtDx (8.165)
G(1)[x1;x0; 1] = − i~
∫ x(1)=x1
x(0)=x0
e
i
~
∫ 1
0
m
2
x˙2dt
[∫ 1
0
V (x(s))ds
]
Dx (8.166)
G(2)[x1;x0; 1] = − 1
2~2
∫ x(1)=x1
x(0)=x0
e
i
~
∫ 1
0
m
2
x˙2dt
[∫ 1
0
V (x(s))ds
∫ 1
0
V (x(s′))ds′
]
Dx . (8.167)
The full propagator thus consists of the sum of weak-values of the potentials. The free
propagator, G0, is the amplitude that the particle travels from x0 to x1, without scattering
with the potential. The nth order propagator, G(n), is the amplitude that the particle
arrives at x1 after being scattered at n points in its path.
In perturbation theory, it is natural to define these real-time functional integrals by
deforming the integration domain Cx1,x0([0, 1],R) to the Lefschetz thimble J of the free
theory, given by equation (8.158)5. Unfortunately, this cannot be done for general poten-
tials, e.g., polynomial potentials will generally not converge on the free thimble J (see the
5Note that is also possible to construct a thimble for every scattering propagator G(n) by gluing together
free thimbles. In this approach, the scattering amplitude will have different thimbles. We will not consider
this glued thimble here.
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analysis in Section 8.2.5). We, for this reason, will restrict our analysis to localized rational
potentials, such as
V (x) =
1
1 + x2n
(8.168)
with n ≥ 1, for which the analytic continuation vanishes for large |x| in any direction
in the complex plane. Note that most functions can be well represented with a Pade´
approximation.
In general, we can deform the original integration domain to the free thimble, by con-
tinuously deforming the real path x = x¯+ δx to the complex path
xρ = x¯+ Exp
[
i
piρ
4
]
δx , (8.169)
with ρ ∈ [0, 1]. For every time t ∈ [0, 1], we continuously rotate the real line, R, around
the point x¯(t) to the thimble, i.e.,
x¯(t) + ei
piρ
4 R . (8.170)
The scattering propagator, G(n), evaluated over the real-valued paths coincides with the
path integral over the thimble, when the analytic continuation of the potential, V , is
holomorphic between the two integration domains. For example, the integral over the
real-valued paths coincides with the integral over the free thimble corresponding to the
stationary path, x0 = x1 = 0, x¯ = 0, for the potential V =
1
1+x2
, since the poles x = ±i do
not lay between the original integration domain and the thimble. However, when the path
x¯ includes points laying outside the domain [−1, 1], this is no-longer true. For example,
for the boundary conditions x0 = −2, x1 = 0 – with the linear interpolation x¯ = −2 + 2t
– the deformation for t ∈ [0, 1/2] passes the pole at x = i. The real-valued paths can still
be deformed to the thimble, however, there is an additional contribution from the pole.
In the special case considered here, the pole leads to an correction ±pi for the time spend
outside of the domain [−1, 1], for every potential present in the scattering propagator, i.e.,
in this case the single scattering propagator
G(1)[0;−2; 1] = − i
~
∫ x(1)=0
x(0)=−2
e
i
~
∫ 1
0
m
2
x˙2dt
[∫ 1
0
1
1 + x(s)2
ds
]
Dx (8.171)
= − i
~
∫
J
[∫ 1
0
1
1 + x(s)2
ds
]
dµJ +
pi
2
. (8.172)
Note that we can on the thimble change the order of integration, as the integral is absolutely
convergent and the Fubini’s theorem applies.
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Figure 8.7: The Picard-Lefschetz diagram for the toy-model for n = 1, 2, 3, 4. The red
points are the saddle points of the full integral. The dotted blue line and the dotted black
line are the Lefschetz thimble and the steepest ascent contour of Gaussian. The sold blue
and black lines are the steepest ascent and descent contours corresponding to the saddle
points. The background colour is the h-function. The Lefschetz thimble of the full integral
is represented by the solid blue curves.
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This phenomenon is especially apparent in the one-dimensional toy-model∫ ∞
−∞
e
i
[
x2+ 1
1+x2n
]
, (8.173)
for n ≥ 1. The quadratic term corresponds to the kinetic term, and the rational function
represents the potential term in the action. We here compare the integral along the Lef-
schetz thimble with the integral along thimble of the Gaussian integral. See Figure 8.7 for
the Picard-Lefschetz analysis of the cases n = 1, 2, 3, 4. The exponent
f(x) = i
[
x2 +
1
1 + x2n
]
(8.174)
always has a relevant saddle point at the origin in the complex plane (the red point at the
origin), as the first order derivative of the exponent,
f ′(x) = i
(
2x− 2nx
2n−1
(1 + x2n)2
)
, (8.175)
vanishes for x = 0. In the neighborhood of the saddle point, the effect of the potential
is small. The thimble is close to the thimble corresponding to the Gaussian term, J0 =
(1+ i)R. The Gaussian term resembles the free particle. In Figure 8.7 the steepest descent
and the steepest ascent contours of the Gaussian integral are represented by the blue and
black dotted lines.
The full integral has 2n poles, at the roots of unity of x2n = 1. These poles lead to 4n
additional saddle points, with a corresponding set of steepest descent and steepest ascent
contours (the solid blue and black curves). The real part
h[x] = Re [f(x)] , (8.176)
plotted on the background, enables us to distinguish the various steepest ascent and descent
contours. The Lefschetz thimble of the full integral is given by the blue curves. Note
that the Picard-Lefschetz diagram far away from the origin resembles the diagram of the
Gaussian integral, as the quadratic term dominates over the rational term for large |x|.
In these diagrams, we observe that:
• For n = 1, the Lefschetz analysis consists of only one relevant saddle point. The
thimble of the full theory can be continuously deformed to the thimble of the Gaus-
sian. This is a situation in which we can evaluate the full integral along the Gaussian
thimble.
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• For n = 2, two of the poles of the full integral lie on the Gaussian thimble. The
integral along the Gaussian thimble is highly oscillatory and ambiguous, as the inte-
gral can be both deformed above and below the pole. The natural definition of the
integral, for which the integrand vanishes near the poles, passes below the lower left
and above the upper right pole. This integral is inequivalent to the real-time integral,
as this choice of the Gaussian thimble cannot be deformed to the thimble of the full
integral or to the real line. Note that the integral along the Gaussian thimble selects
the upper left and lower right saddle point, whereas the thimble of the real integral
selects two other saddle points. The difference between the two integrals is equal to
the residues of the two relevant poles, as can be proven with Cauchy’s theorem.
• For n = 3, the Gaussian thimble is inequivalent to the thimble of the full integral.
Perturbation theory along the Gaussian thimble will converge but will differ from the
real integral. The difference is given by the residue of the lower left and upper right
poles.
• For n = 4, the Gaussian thimble is again inequivalent to the integral along the real
line. Note that in this case, the real integral includes four real-valued saddle points
which are not included in an integral along the Gaussian thimble.
This toy-model demonstrates that the perturbative propagator of the Lorentzian theory,
describing the motion of a particle in a localized potential, can, in general, be written in
terms of Wiener measure along the free thimble J0. However, for generic potentials, the
integral along the thimble does not suffice to evaluate the real-time path integral. We, in
general, need to include the contribution of the singularities of the analytic continuation
of the potential.
It follows from the Schwinger representation of the relativistic propagator, that the
perturbative analysis of the non-relativistic particle in terms of the free thimble and the
singularities, naturally extends to the relativistic particle. The propagator is an integral
over the Schwinger time and for fixed Schwinger time, the analysis is equivalent to the one
of the non-relativistic particle.
8.2.5 Beyond perturbation theory
In the perturbative analysis, in the previous section, we observed that the evaluation of the
real-time path integral along the free thimble requires an analysis of the singularities of the
analytic continuation of the potential. We, moreover, observed that a perturbative analysis
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only makes sense for localized potentials, which do not affect the asymptotic properties of
the h-function for large |x|.
These complications do not arise in the Picard-Lefschetz analysis of the full theory.
The downwards flow
∂γλ(f)
∂λ
= −∇u+ivh(γλ(f)) (8.177)
is well-defined for arbitrary analytic actions. It follows from Morse-Smale theory [256, 303]
that the flow of the original integration domain,
Dλ = γλ(Cx1,x0([0, 1],R)) , (8.178)
generally converges to the Lefschetz thimble
lim
λ→∞
Dλ = J (8.179)
in terms of a set of steepest descent contours Jj corresponding to the relevant saddle points
x¯j for some index j. See Figure 8.8 for the general structure of the thimble in complex
function space. Note that when the action, S, has no saddle points, there does not exist a
classical limit of the quantum theory.
Along the steepest descent contours of the thimble, Ji, the integrand is non-oscillatory
and convex, as the downward flow preserves the imaginary part of the exponent. In the
Picard-Lefschetz analysis of the harmonic oscillator, we observed that the analytic contin-
uation of the kinetic term restricted to the thimble can consist of the sum of both positive
and negative modes. The thimble of the harmonic oscillator consists of a finite number
low-frequency modes, for which the kinetic term contributed positively, and an infinite
number of high-frequency modes, with a negatively kinetic term. When the kinetic term
only contributes positively to the exponent for a finite number of Fourier modes, we can
use the Wiener measure to construct a σ-measure on the thimble. In this situation, the
thimble satisfies all the properties one might wish to have for a ‘Euclidean theory’. The
thimble in this situation leads to a proper definition of the corresponding functional inte-
gral on the thimble. As we discuss in section 8.3, this measure on the thimble generally
induces a well-defined σ-measure on the space of real-valued paths. We here conjecture
that there exists a large class of actions, consisting of only first-order derivatives in time,
for which the Lefschetz thimble leads to a continuous-time regularization of the real-time
path integral. We anticipate that this class will include the Lorentzian path integral for
gravity. In the following discussion, we will indicate why we think that this is a reasonable
conjecture. We are currently in the process of developing a rigorous proof.
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Cx1,x0([0, 1],R)
Cx1,x0([0, 1], iR)
x¯1
x¯2x¯3
Cx1,x0([0, 1],C)
J1 J2
Figure 8.8: The complex function plane Cx1,x0([0, 1],C), with three saddle points x¯1, x¯2, x¯3
and the Lefschetz thimble J = J1 +J2 consisting of two steepest descent contours J1 and
J2 (red lines).
Consider the action
S =
∫ [m
2
x˙2 − V (x)
]
dt . (8.180)
We will for simplicity assume the potential to be a polynomial, i.e.,
V [x] =
K∑
k=1
akx
k , (8.181)
for some positive integer K and coefficients ak ∈ R for k = 1, . . . K. The action will
generally have a large set of saddle points, x¯j, corresponding to real and complex solutions
of the equation of motion
mx¨ = −V ′[x] . (8.182)
Writing the downward flow as γλ = uλ + ivλ, with uλ and vλ two real-valued paths, the
flow equation can be expressed as
∂λuλ = −
[
v¨λ +
δhV
δu
]
, (8.183)
∂λvλ = −
[
u¨λ +
δhV
δv
]
, (8.184)
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Figure 8.9: The flow of the δx = (1 + i) sin(2pit) by the quartic potential V [x] = x4. The
fluctuation δx a λ = 0 (the black curve) flows to λ = 0.08 (the red curve).
with hV the h-function corresponding to the potential, i.e.,
hV [u+ iv] = Re
[
i
∫
V [u+ iv]
]
dt . (8.185)
Near the (non-degenerate) saddle points of the action, x¯j, the flow approaches that of
a (inverted) harmonic oscillator. The thimble will consists of a finite number of Fourier
modes with a kinetic term contributing positively and an infinite number of Fourier modes
contributing negatively to the exponent. The modes for which the kinetic term contributes
negatively lie in the lower left or the upper right velocity quadrant, i.e.,
{x = u+ iv|(u˙(t) > 0 and v˙(t) > 0) or (u˙(t) < 0 and v˙(t) < 0) for all t ∈ [0, 1]} . (8.186)
Away from the saddle point, some of the modes originally contributing negatively might
flow to a sector in which their kinetic term contributes positively. In order for the Lefschetz
thimble to enable a continuous-time regularization scheme we need to prove that such a
transition will only occur for a finite number of modes.
Consider the steepest descent contour Jj corresponding to the relevant saddle point x¯j.
For potentials, which are dominated by a polynomial it follows from general considerations
that there exists a threshold nt on the frequencies of the paths, such that the flow equation
for of all Fourier modes with higher frequencies, n > nt, are dominated by either the second
order derivative of the mode and leading power of the polynomial, aKx
K . We will now
show that for these high-frequency modes, the sign of the kinetic term is preserved by the
downward flow.
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When the flow equation is dominated by the second order derivative term, it follows
from the analysis of the harmonic oscillator that the sign of the kinetic term is preserved.
The flow only amplifies the fluctuation and does not lead to additional maxima and minima
in the real and imaginary part of the complex path. When the potential term starts to
take over, the path at different times t decouples and the flow becomes ultra-local. In this
regime, the Picard-Lefschetz analysis reduces to an infinite set of one-dimensional flows
which can be analyzed with the methods developed in chapter 3. The ultra-local evolution
also preserves the sign of the kinetic term since it generally stretches the path. See Figure
8.9 for an example of the ultra-local flow of a quartic potential.
The general behavior we expect to proof for the functional integral can be illustrated
with the one-dimensional toy-model∫
ei[n
2x2−∑Kk=2 akxk]dx . (8.187)
The exponent has a saddle point at the origin, x¯ = 0, and there generally exists a threshold
nt such that the steepest descent thimble corresponding to the saddle point for all n > nt
is solely determined by the quadratic term n2x2 and the highest power in the potential
term aKx
K . For these integrals, the thimble takes a simple form (see Figure 8.10). Near
the origin, the steepest descent contour is close to the Gaussian thimble (1 + i)R passing
diagonally through the saddle point from the lower left to the upper right quadrant. When
the leading term of the potential aKx
K takes over, the direction of the flow changes. The
steepest descent contour, however, remains in the lower left and upper right quadrant. The
Gaussian term always contributes negatively to the exponent along the thimble.
8.3 The path integral measure on real-valued paths
We analytically continue the measure on the thimble µJ back to the original integration
domain D = Cx1,x0([0, 1],R), by considering the analytic continuation of the exponential
function. Consider the class of paths Ap,t′ in D consisting of the paths passing through
point p ∈ R at time 0 < t′ < 1
Ap,t′ = {x ∈ Cx1,x0([0, 1],R)|x(t′) = p} , (8.188)
(see left panel of Figure 8.11). We want to define the measure µD of the set Ap,t′ . First
evaluate the expectation value of the exponential function along the Lefschetz thimble by〈
eix(t
′)q
〉
=
∫
J
eix(t
′)qdµJ (x) . (8.189)
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(a) K = 3. (b) K = 4. (c) K = 5.
Figure 8.10: The downward flow for the exponent f(x) = i(n2x2 − aKxK) for varying K.
The blue line is the thimble, the grey line is the steepest ascent contour and the dotted
circle is the regime in which the higher order term takes dominates over the quadratic
term.
x
t
px0
x1
0
t′
1
(a) The set of pinned paths Ap,t′ .
x
t
a bx0
x1
0
t′
1
(b) The set of pinned paths A[a,b],t′ .
Figure 8.11: The class of pinned paths Ap,t′ (left) and A[a,b],t′ (right) consisting of the
continuous paths from x(0) = x0 to x(1) = x1 passing either through the point p or
through the interval [a, b] at time t′.
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This is a well-defined function of q ∈ R, since the analytic continuation of the exponential
function does not have singularities in the complex plane. If we now inverse Fourier trans-
form this expectation value with respect to q, we obtain the measure µD of the set Ap,t′ ,
i.e.,
µD(Ap,t′) =
∫
dq
2pi
e−ipq
〈
eix(t
′)q
〉
= 〈δ(x(t′)− p)〉 . (8.190)
The measure of the union of two disjoint sets Ap1,t′ ∪ Ap2,t′ , with p1 6= p2, is equal to the
sum of the individual measures, i.e.,
µD(Ap1,t′ ∪ Ap2,t′) =
∫
dq
2pi
[
e−ip1q + e−ip2q
] 〈
eix(t
′)q
〉
(8.191)
= µD(Ap1,t′) + µD(Ap2,t′) . (8.192)
It follows that the measure µD is countably additive. The the paths passing through the
slit [a, b] at time t′ is given by the union of the disjoint sets
A[a,b],t′ = ∪p∈[a,b]Ap,t′ , (8.193)
see right panel of Figure 8.11 for an illustration. The measure of this larger set is given by
the double integral
µD(A[a,b],t′) =
∫ b
a
[∫
dq
2pi
e−ipq
〈
eix(t
′)q
〉]
dp . (8.194)
Since the Borel σ-algebra of the set of paths in Cx1,x0([0, 1],R) is generated by the
set, A[a,b],t′ , the measure µD is a complex σ-measure on the original integration domain
Cx1,x0([0, 1],R). We now rigorously define the real-time path integral in terms of the
complex measure µD, i.e.,∫ x(1)=x1
x(0)=x0
Q[x]eiSDx =
∫
Cx1,x0 ([0,1],R)
Q[x]dµD(x) . (8.195)
Note that this measure differs from both the lattice regularization and the continuous-time
regularization scheme used in the Feynman-Kac formula.
8.4 Conclusion
The Feynman path integral is often argued to be the most elegant quantization proce-
dure, since it makes direct contact with the classical theory, and has been successfully and
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elegantly applied to gauge theories. It, moreover, plays an important role in the formula-
tion of quantum gravity. Path integrals are nowadays widely used in modern theoretical
physics, even though the mathematical definition in terms of a lattice regularization is not
mathematically rigorous. We belief that the lack of a rigorous definition, is not merely
a pedantic point, as it is important to know the limitations of quantization methods in
the investigation of new physical phenomena. Especially when the phenomenon is difficult
measure in an experiment and when conventional tricks fail, such as in the case of quantum
gravity.
In the decades after Feynman’s proposal, there have been several attempts to construct
a mathematically rigorous definition by relating the path integral to the Wiener measure
of Brownian motion. The most famous proposal is the Feynman-Kac formula for simple
quantum mechanical experiments in imaginary-time. This formulation is mathematically
satisfactory. However, it is not always clear whether the required Wick rotation t 7→ ±it
is a sensible procedure. Moreover, when generalized to path integrals over the quantum
fields in Euclidean quantum field theory, we find that the integral measure has support in
the space of distributions. We believe this to be a serious problem, as the mathematical
formulation is in tension with the philosophy of the formalism.
Following Kac’s proposal, there have been several attempts to extend this result to
real-time path integrals. This, in particular, includes Itoˆ’s and Klauder’s proposal using a
regulator including a second order derivative in time. Unfortunately, it is not clear whether
the path integral defined in terms of such a higher order regulator reproduces a Green’s
function of the Schro¨dinger equation for general potentials. It is moreover not clear whether
such a path integral is compatible with the Heisenberg uncertainty relation.
We here use functional Picard-Lefschetz theory to propose a different continuous-time
regularization scheme of the real-time path integral. We deform the original integration
domain, consisting of real-valued paths interpolating between two points, into the Lefschetz
thimble in the complex plane. We show that the thimble leads to a well defined σ-measure
in terms of the Wiener measure for the free non-relativistic particle, the (inverted) harmonic
oscillator, and the free relativistic particle. We subsequently extend these results using
perturbation theory to more general localized potentials. Finally, we conjecture that this
proposal extends to more general real-time path integrals by studying the downward flow
of the full theory. We are currently in the process of proving for this conjecture. By
deforming this measure back to the original integration domain of continuous real-valued
paths, we hope to define a new mathematically rigorous definition for the Feynman path
integral over real-valued paths.
We show that the procedure extends to relativists theories, by integrating over the
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Schwinger time of the particle. The path integral formulation, defined on the thimble, is the
Feynman propagator with the corresponding causal structure. This should be contrasted
with canonical quantum field theory, in which the propagator is defined as the inverse of
the Klein-Gordon or Dirac equation. In this formulation, there exists a range of possible
propagators with different properties, among which the Feynman propagator is usually
selected.
8.A Measure theory
A mathematically rigorous understanding of integration theory relies on the study of mea-
sures. We here quickly review the main concepts of measure theory relevant to the study
of path integrals. For a thorough introduction in modern measure and integration theory
see [3, 115, 130, 70, 33].
A measure is a generalization of the notion of volume, i.e., a measure is a non-negative
map from a collection of subset satisfying a series of properties. Not every collection of
subsets allows for a consistent definition of a measure. It is for this reason important to
first define a ‘nice’ collection of subsets known as an algebra.
Definition 1 (The algebra) A collection A of subsets of a set Ω is an algebra if
1. Ω ∈ A
2. A ∈ A ⇒ Ac ∈ A
3. A,B ∈ A ⇒ A ∪B ∈ A
where Ac is the complement Ω\A.
A measure is a map from an algebra to the real positive numbers including ∞, with the
property that the measure of the empty set vanishes and that the measure of the union of
two disjoint sets equals the sum of the measures of the two sets.
Definition 2 (A finitely additive measure) A finitely additive measure µ on an alge-
bra A is a mapping µ : A → [0,∞] which satisfies
1. µ(∅) = 0
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2. A,B ∈ A pairwise disjoint ⇒ µ(A ∪B) = µ(A) + µ(B)
These two properties are trivially satisfied for volumes in Euclidean space.
Finitely additive measures are useful in the study of sets. However, the definition of the
integral requires the slightly more restricted notion of the σ-algebra and of the countably
additive measure. A σ-algebra is an algebra which is closed under the countable union of
sets
Definition 3 (The σ-algebra) A collection A of subsets of a set Ω is a σ-algebra if
1. Ω ∈ A
2. A ∈ A ⇒ Ac ∈ A
3. An ∈ A, n ∈ N⇒ ∪∞n=1An ∈ A
Every σ-algebra is an algebra, however there exist algebras which are only finitely additive,
as demonstrated in the two examples:
Example 1 Let Ω = R and consider the algebra A consisting of the disjoint unions of
the intervals of the form (−∞, a], (a, b], (b,∞), ∅,R. This is certainly an algebra since A
contains R, the empty set, complements and finite unions. However A is not countably
additive since the union of the intervals ( i−1
i
, i
i+1
] ∈ A for i = 1, 2, . . . given by (0, 1), is
not included in the algebra A.
Example 2 Let Ω = R and consider the algebra A consisting of the finite sets {p1, p2, . . . , pn}
and their complements {p1, p2, . . . , pn}c with p1, . . . , pn ∈ R. This is an algebra since the
whole set R is the complement of the empty set, the algebra is closed under complements
and finite unions. The algebra is however not a σ-algebra since the countable union of
points ∪∞i=1{i} = N consists of an infinite number of points and is thus not contained in
the algebra A.
A countably additive measure on a σ-algebra is a finitely additive measure for which the
measure of the countable union of disjoint sets coincides with the sum of their measures:
Definition 4 (The countably additive measure) A countably additive, or σ-measure
µ on a σ-algebra A is a mapping µ : A → [0,∞] which satisfies
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1. µ(∅) = 0
2. An ∈ A, n ∈ N, pairwise disjoint ⇒ µ(∪∞n=1An) =
∑∞
n=1 µ(An)
This property is also true for volumes in Euclidean space as formalized by the Lebesgue
measure on R.
Definition 5 (The Lebesgue measure) The length of the interval I = [a, b] is given by
l(I) = b− a. The Lebesgue outer measure µ∗ on E ⊂ R is defined as the infimum
µ∗(E) = inf
{ ∞∑
n=1
l(In)|(In)n∈N is a sequence of closed intervals for which E ⊂ ∪∞n=1In
}
That is to say the Lebesgue outer measure of a subset E is the minimal length of the cover
of E. The outer measure µ∗ induces the Lebesgue σ-algebra A which is defined to be the
collection of sets E satisfying
µ∗(A) = µ∗(A ∩ E) + µ∗(A ∩ Ec) (8.196)
for every A ⊂ R. The Lebesgue outer measure restricted to the Lebesgue σ-algebra is
defined to be the Lebesgue measure µ, i.e., µ(E) = µ∗(E) if E ∈ A.
Countably additive measures on σ-algebras suffice for the definition of integrals. How-
ever, in the study of real-time path integrals, it is handy to extend the notion of measures
to signed and complex measures.
Definition 6 (signed measures) A map µ : A → [−∞,∞] on a σ-algebra (Ω,A) is a
signed σ-measure when it satisfies the properties:
1. The map is either bounded from above or below, i.e., either µ(E) 6= −∞ or µ(E) 6=∞
for all E ∈ A,
2. The map acting on the empty set vanishes, i.e., µ(∅) = 0,
3. The map is countably additive, i.e., µ(∪∞i=1Ei) =
∑∞
i=1 µ(Ei) for all pairwise disjoint
Ei ∈ A.
We see that a positively valued signed measure is a ordinary σ-measure. The difference
of two finite σ-measures is an example of a signed measure. Conversely, given a signed
measure, the Hahn decomposition theorem allows us to uniquely write the signed measure
as the difference of two σ-measures.
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Theorem 3 (Hahn decomposition theorem) Given a signed measure µ on the σ-algebra
(Ω,A), there exist two σ-measurable subsets P and N of Ω, such that
1. P ∪N = Ω and P ∩N = ∅,
2. For every E ∈ A such that E ⊂ P , the measure µ(E) ≥ 0,
3. For every E ∈ A such that E ⊂ N , the measure µ(E) ≤ 0.
It is evident that P is called the positive, while N is called the negative set. The decompo-
sition of Ω into (P,N) is essentially unique, in the sense that if both (P,N) and (P ′, N ′)
satisfy these three conditions, the sets P , P ′ and N , N ′ only differ by a set of measure 0.
Now, given a signed σ-measure µ and the corresponding Hahn decomposition (P,N), we
can uniquely write µ = µP − µN with both µP and µN ordinary σ-measures. In particular
we can define µP and µN by µP = µ(E) for all E ⊂ P and µP = 0 for all E ⊂ N and
µN = −µ(E) for all E ⊂ N and µN = 0 for all E ⊂ P . This is known as the Jordan
decomposition. Observe that when a signed measure is secretly positive, the measure is an
ordinary measure since N = ∅ and µN is not defined.
Given the signed measures, we define complex measures.
Definition 7 (complex measures) A complex σ-measure µ : A → C on a σ-algebra
(Ω,A) satisfies the properties:
1. The empty set has vanishing measure µ(∅) = 0
2. The measure is countably additive, i.e., µ(∪∞i=1Ei) =
∑∞
i=1 µ(Ei) for all pairwise
disjoint Ei ∈ A.
It is trivial to show that the complex measures are an extension of the signed-measures.
It it moreover easy to observe that the real and imaginary parts of a complex measure are
signed measures. We can thus write
µ = µr + iµi (8.197)
where µr and µi are the signed measures defined by µr(E) = Re[µ(E)] and µi(E) =
Im[µ(E)] for all E ∈ A.
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8.B Integration theory
Given a countably additive measure µ on a σ-algebras A of a set Ω, we construct the
integral of measurable functions. The integral over a piecewise constant function
f =
r∑
k=1
αk1Ak , (8.198)
where αk ∈ R, Ak ∈ A are a pairwise disjoint sets of a measure space, and where 1A is the
Dirac measure (1A(x) = 1 if x ∈ A and 1A(x) = 0 if x /∈ A), is directly defined in terms of
the measure ∫
Ω
f dµ =
r∑
k=1
αkµ(Ak) . (8.199)
By approximating a measurable function g : Ω → R (a function respecting the algebra
structure) with series of piecewise constant functions, the integral
∫
Ω
g dµ can be defined
using a limiting procedure when the function is integrable, i.e.,∫
Ω
|g| dµ <∞ . (8.200)
In practice it is common to write the integral as∫
Ω
g(x) dµ(x) =
∫
Ω
g(x)µ(dx) , (8.201)
or in the Lebesgue integral over the real line∫
R
g(x) dµ(x) =
∫
R
g(x) dx , (8.202)
where we use the notation dµ(x) = dx.
Singed and complex measures
Integrals over singed and complex measures on Rn are defined using the decomposition in
terms of σ-measures. Given a singed measure µ with the decomposition µ = µP − µN , we
define the integral over an integrable function f as∫
fdµ =
∫
fdµP −
∫
fdµN . (8.203)
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When working with a complex measure µ we decompose the measure in terms of the real
and imaginary signed measures µ = µr + iµi and evaluate the integral as∫
fdµ =
∫
fdµr + i
∫
fdµi . (8.204)
Absolutely convergent integrals
Assuming the integral is absolutely convergent, i.e.,∫
|f |dµ <∞ , (8.205)
we can use the dominated convergence theorem and Fubini’s theorem to manipulate limits
and integration orders.
Theorem 4 (The dominated convergence theorem) Given a family of real-valued mea-
surable functions {fn}∞n=1 with a well defined point-wise limit
lim
n→∞
fn(x) = f(x) ∀ x , (8.206)
which is dominated by an integrable function g, i.e., |fn(x)| < g(x) for all n and for almost
all x with
∫ |g|dx <∞, the limit of the integral converges to the integral of the limit, i.e.,
lim
n→∞
∫
fn(x)dµ(x) =
∫
f(x)dµ(x) . (8.207)
Theorem 5 (Fubini’s theorem) An absolutely convergent multi-dimensional integrals
can be evaluated iteratively. That is to say, for the two-dimensional case∫
f(x, y)dµ(x, y) =
∫ [∫
f(x, y)dµ(x)
]
dµ(y) (8.208)
=
∫ [∫
f(x, y)dµ(y)
]
dµ(x) (8.209)
if ∫
|f(x, y)| dµ(x, y) <∞ . (8.210)
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For conditionally convergent integrals, the result can depend on the order of integration
or the regularization scheme. See for example:
Example 3 The two-dimensional integral∫∫
[1,∞)2
x− y
(x+ y)3
dµ(x, y) , (8.211)
is only conditionally convergent. As a consequence, the two orderings of integration give
distinct results, i.e., ∫ ∞
1
[∫ ∞
1
x− y
(x+ y)3
dµ(y)
]
dµ(x) = −1
2
, (8.212)∫ ∞
1
[∫ ∞
1
x− y
(x+ y)3
dµ(x)
]
dµ(y) =
1
2
. (8.213)
8.C Characteristic functions
A σ-measure on a space Q for which µ(Q) = 1, is known as a probability measure. Given
a probability measure, it useful to evaluate the characteristic function C defined by
C(t) =
∫
eitx dµ(x) . (8.214)
The characteristic function is sometimes seen as the Fourier transform of the measure. From
the definition of the characteristic function, straightforward to proof the four properties
• C(0) = 1
• |C(t)| ≤ 1
• ∑N,Nj,k=1 α∗jαkC(tk − tj) ≥ 0, for a general finite set of complex numbers αj ∈ C
• C(t) is continuous
The first property corresponds to the fact that the probability density is normalized. The
second property follows from the observation that∣∣∣∣∫ eikxdµ(x)∣∣∣∣ ≤ ∫ ∣∣eikx∣∣ dµ(x) = 1 . (8.215)
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The third property can be proven from the definition of the characteristic function
N,N∑
j,k=1
α∗jαkC(tk − tj) =
〈
N,N∑
j,k=1
α∗je
−itjxαkeitkx
〉
=
〈∣∣∣∣∣∑
k
αke
itkx
∣∣∣∣∣
2〉
≥ 0 . (8.216)
The fourth property can be proven by constructing an upper bound for |C(t)−C(s)| and
showing that for every |C(t) − C(s)| <  we can construct a δ > 0 such that |t − s| <
δ. Interestingly enough, the converse is also true. That is to say, given a function C
satisfying these four properties, there exists a corresponding probability measure. For
finite dimensional measures, this theorem is known as Bochner’s theorem. For the infinite
dimensional case, the statement is known as the Bochner-Minlos theorem.
8.C.1 Bochner’s theorem
Bochner’s theorem, states that the four properties of the characteristic function uniquely
specify the corresponding probability measures.
Theorem 6 (Bochner’s theorem) Given a function C satisfying these four conditions,
• C(0) = 1
• |C(t)| ≤ 1
• ∑N,Nj,k=1 α∗jαkC(tk − tj) ≥ 0, αj ∈ C and ∀ positive integers N
• C(t) is continuous
there exists a unique probability measure µ(x) for which C(t) is the characteristic function
C(t) =
∫
eitx dµ(x) . (8.217)
It turns out that the characteristic function is sometimes better behaved than the cor-
responding probability measure. It is for this reason useful to study measures in terms
of characteristic functions. Bochner’s theorem applies to measures on finite dimensional
spaces. In the next section we present the extension of Bochner’s theorem to measures on
infinite dimensional spaces.
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8.C.2 Bochner-Minlos theorem
The Bochner’s theorem specifies four properties which are necessary and sufficient for the
existence of a probability measure on finite dimensional spaces. In order for the measure
of infinite-dimensional integrals to exist, we need an extension known as Bochner-Minlos
theorem which applies to sequences and functions.
Denote a sequence of real numbers by {t1, t2, t3, . . . } = {tn}∞n=1 with ti ∈ R. In the
space of sequences we define a collection of sequences with nice convergence properties
known as the nuclear space N .
Definition 8 (Nuclear space) A nuclear space is a set of sequences {tn} for which
lim
n→∞
nr|tn| = 0 (8.218)
or equivalently
∞∑
n=0
nr|tn|2 <∞ (8.219)
for all real r ≥ 0.
In other words, a nuclear space is a set of sequences which fall off faster than any polyno-
mial. An example of an sequence in a nuclear space is given by tn = e
−an for a > 0. A series
of sequences is denoted by {tjn}. We say that the sequence converges limj→∞{tjn} = {tn} if
lim
j→∞
∞∑
n=1
nr|tjn − tn| = 0 (8.220)
for any r ≥ 0.
Given a nuclear space N we can define the dual nuclear space N ′.
Definition 9 (Dual nuclear space) A dual nuclear space is a set of sequences {xn}
which are polynomial bounded
|xn| ≤ A+BnC (8.221)
for some constants A,B and C.
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For sequences {xn} in the dual space N ′ the inner product with an element {tn} ∈ N is
finite ∞∑
n=1
tnxn <∞ . (8.222)
Note that whereas the nuclear space N consists of sequences which are well behaved and
quickly approach 0, the dual nuclear space contains sequences which diverge wildly, but
for which the inner product is still well defined.
Given the notion of nuclear and dual nuclear spaces we can state the Bochner-Minlos
theorem for sequences
Theorem 7 (Bochner-Minlos theorem for sequences) Suppose we have a functional
C({tn}) depending on sequences {tn} that belong to a nuclear space N , and which satisfied
the following conditions
• C({0}) = 1
• |C({tn})| ≤ 1
• ∑N,Nq,p=1 α∗pαqC({tn(p) − tn(q)}) ≥ 0, ∀αi ∈ C and ∀N <∞
• C({tn}) is continuous (e.g. on N )
then there exits a unique probability measure µ with support on sequences {xn} that belong
to the dual N ′ of the nuclear space N , for which C({tn}) is the characteristic functional
C({tn}) =
∫
ei
∑∞
n=1 tnxn dµ({xn}) . (8.223)
We thus observe that we can use a characteristic function C acting on the well-behaved
nuclear spaceN to proof the existence of a measure µ on the ill-behaved dual nuclear space.
This is the power of the Bochner-Minlos theorem. Note that the measure µ has in general a
smaller support than the dual space, i.e., the dual space covers the support of the measure.
We can extend the theorem to function by extending the nuclear and dual nuclear space.
Considering a function as a linear combination of an orthogonal set of basis functions. That
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is to say, given the basis functions {hn(x)} for which∫
hn(x)hm(x)dx = δnm (8.224)
∞∑
n=1
hn(x)hn(y) = δ(x− y) (8.225)
the function f belongs to the nuclear space N if
f(x) =
∞∑
n=1
tnhm(x) (8.226)
for {tn} ∈ N . An example of a valid set of basis functions are the Hermit polynomials.
Note that we can go back to the sequence by projecting f onto the basis functions
tn =
∫
hn(x)f(x)dx . (8.227)
A similar relation holds for the dual nuclear space, i.e., given {xn} ∈ N ′ we can define
φ(x) =
∞∑
n=1
xnhn(x) (8.228)
as part of the dual nuclear space. Note that φ is in general a distribution. The distributions
in the dual nuclear space are however sufficiently well-behaved that if f ∈ N and φ ∈ N ′
the inner product is well-defined∫
f(x)φ(x)dx =
∞∑
n=1
xn
∫
hn(x)φ(x)dx =
∞∑
n=1
xntn <∞ . (8.229)
The inner product
∫
f(x)φ(x)dx with f ∈ N and φ ∈ N ′ is sometimes written as φ(f).
Using the correspondence between sequences and functions in nuclear and dual nuclear
spaces, we can rewrite the Bochner-Minlos theorem for functions, which gives us a measure
usable for path integrals.
Theorem 8 (Bochner-Minlos theorem for functions) If C{f} is a functional defined
for all f in some nuclear space N and satisfies the conditions
• C({0}) = 1
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• |C(f)| ≤ 1
• ∑N,Np,q=1 α∗pαqC{fp − fq} ≥ 0 for all αp ∈ C and ∀N <∞
• C{f} is continuous for all f ∈ N
then there exists a uniquely probability measure µ with support in the dual nuclear space
N , for which C{f} is a characteristic functional
C{f} =
∫
ei
∫
f(x)φ(x) dxdµ(φ) . (8.230)
8.D Infinite dimensional measures
Brownian motion is the random motion of particles suspended in a fluid (a liquid or a gas)
resulting from their collision with the fast-moving molecules in the fluid. The first modern
observation of the phenomenon is often attributed to Robert Brown, On the particles
contained in the pollen of plants, and on the general existence of active molecules in organic
and inorganic bodies (1827). While he studied pollen grains suspended in water under a
microscope, he observed minute particles, executing a jittery motion. The phenomenon
was subsequently described and modeled by Einstein (1905) [123] and von Smoluchowski
(1906) [332] as a means to prove the existence of atoms. The subject was subsequently put
on a mathematically rigorous basis by Wiener.
A discrete version of Brownian motion is provided by the Gaussian random walk
xn = xn−1 + ηn (8.231)
where ηn is a set of identically independently Gaussian distributed stochastics with vanish-
ing mean 〈ηn〉 = 0 and the correlation function 〈ηnηm〉 = σ2δnm. A random walk starting
at the origin is after iterations n is located at xn =
∑n
i=1 ηi. By symmetry, the mean
position at iteration n is the initial position 〈xn〉 = 0. The variance of the random walk at
iteration n is given by 〈x2n〉 = nσ2. Observe that the particle is on average a distance
√
nσ
separated from the starting point.
The sequence of pushes {ηi}ni=1 which a particle has undergone after n iterations can
be described by the multidimensional Gaussian distribution
p({ηi}) =
Exp
[
−∑ni=1 η2i2σ2]
(2piσ2)n/2
. (8.232)
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Since the random walk is fully determined by the pushes, and since ηi = xi − xi−1, the
probability distribution for the random walk {xi}ni=1 is given by
p({xi}) =
Exp
[
−∑ni=1 (xi−xi−1)22σ2 ]
(2piσ2)n/2
. (8.233)
Brownian motion is the continuum limit of the Gaussian random walk. Let the time
between the iterations be given by ∆t. The time at iteration n is given by t = n∆t, by
which the variance at time t, precisely after a integer number of iterations, can be written
as 〈x2(t)〉 = σ2
∆t
t. We now take the continuum limit ∆t → 0 while diminishing the pushes
σ → 0 such that the variance 〈x2(t)〉 = σ2
∆t
t = 2Dt remains fixed. In this limit the evolution
equation reduces to the stochastic differential equation
dx
dt
= η(t) (8.234)
where η is the white noise stochastic process with zero mean 〈η(t)〉 = 0 and correlation
function 〈η(t)η(t′)〉 = 2Dδ(t− t′) for all times t and t′. The constant D is often interpreted
as the diffusion rate. Note that 〈x(t)〉 = 0 given we started the process at the origin, which
can be deduces from symmetry and that 〈x(t)x(u)〉 = 2Dmin(t, u) which can be deduced
from the correlation function of white noise. It is common to set the diffusion rate D to
1/2 to simplify the equations.
The probability density for the path x(t), naively in the path integral sense, takes the
form
p[x(t)] ∝ e− 14D
∫
x˙2dt . (8.235)
This is however not mathematically rigorous as Brownian motion is by construction almost
everywhere non-differentiable. A proper definition of the Wiener measure for Brownian
motion can be derived using the Bochner-Minlos theorem.
8.D.1 The Wiener measure
As we derived above, standard Brownian motion (starting in the origin with D = 1/2)
satisfies the four properties
1. x(0) = 0, assuming the particle starts from the origin
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2. 〈x(t)〉 = 0 by symmetry
3. 〈x(t)x(u)〉 = min(t, u) due to the properties of white noise
4. The process is Gaussian, meaning that the trajectory is completely determined by
the two-point correlation function.
In fact, it can be proven that these four properties suffice to define Brownian motion
without reference to the stochastic differential equation or the white noise source term.
These four properties can be summarized in the characteristic function
C[s(t)] = 〈ei
∫
s(t)x(t)dt〉 = e− 12
∫
s(t)s(u) min(t,u)dtdu . (8.236)
That is to say, the first property is a convention. The second equation can be obtained by
evaluating the functional derivative
〈x(t)〉 = δC[s]
iδs(t)
∣∣∣∣
s=0
= 0 . (8.237)
The third property follows from the second order functional derivative
〈x(t)x(u)〉 = δ
2C[s]
iδs(t)iδs(u)
∣∣∣∣
s=0
= min(t, u) . (8.238)
Finally, since the characteristic function only depends on the two-point correlation function
it is definitely Gaussian.
Now, it is clear that the characteristic function C satisfies the conditions of the Bochner-
Minlos theorem. It thus follows that there exists a probability measure µW (x) for Brownian
motion, known as the Wiener measure, for which C is a characteristic function, i.e.,
C[s] =
∫
ei
∫
s(t)x(t)dt dµW (x) . (8.239)
The characteristic function obtained from the naive path integral formulation is given by
C[s] =
∫
ei
∫
s(t)x(t)dte−
1
2
∫
x˙2(t)dtDx . (8.240)
We thus see that whereas the components of e−
1
2
∫
x˙2(t)dtDx are ill-defined, they can be
interpreted as the Wiener measure dµW (x).
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It is useful to mention two famous properties of Brownian motion. Brownian motion
is almost everywhere continuous and almost nowhere differentiable. The trajectory is thus
extremely jittery and the trajectory has, in particular, no memory of its velocity (as can
be seen from the stochastic differential equation).
So far we studied the standard Wiener measure, which starts at the origin and moves
with unit standard deviation. We can generalize the Wiener measure by transforming the
Brownian motion to
x˜(t) =
√
νx(t− t0) + x0 . (8.241)
This generalized Brownian motion starts at x˜(t0) = x0 and moves with a diffusion rate ν.
The corresponding Wiener measure is denoted by µνx0(x). The generalized Wiener measure
µµx0(x) is defined over the set of continuous paths starting at x0, given by Cx0([0, T ],R).
Definition 10 The set Cx0([0, T ];A) consists of all continuous paths γ : [0, T ] → A with
T > 0 and A the target space for which the path starts at x0, i.e., γ(0) = x0.
We can add an additional requirement by stating that x˜(t1) = x1. This is known as a
Brownian bridge. The Wiener measure for a Brownian bridge is denoted by µνx1,x0(x) and
is defined by
dµνx1,x0(x) = δ(x(t1)− x1) dµνx0(x) . (8.242)
The Wiener measure for Brownian bridges µνx1,x0 is defined on the set of continuous paths
starting at x0 and ending at x1, given by Cx1,x0([0, T ],R).
Finally it should be noted that the expectation value function depending on the position
of the particle at a finite number of times, can be written as a finite dimensional integral
using Wiener’s theorem.
Theorem 9 (Wiener’s theorem) For each vector x0 ∈ Rd and each pair of positive
numbers σ and t, there exists a unique measure µσx0 on the Borel σ-algebra in Cx0([0, T ];R
d)
such that the following conditions hold. For each sequence 0 = t0 < t1 < · · · < tn ≤ T of
real numbers and each non-negative measurable function f on (Rd)n, we have∫
Cx0 ([0,T ];Rd)
f(x(t1), x(t2), . . . , x(tn)) dµ
σ
x0
(x) (8.243)
=
[
n∏
i=1
1√
2piσ(ti − ti−1)
]∫
(Rd)n
e
− 1
2σ
∑n
i=1
(xi−xi−1)2
ti−ti−1 f(x1, x2, . . . , xn) dx1 . . . dxn . (8.244)
This turns out to be a very useful theorem in the development of the Feynman-Kac formula.
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Part II
Classical cosmology
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Chapter 9
Caustics, diffraction and oscillatory
path integrals for radio astronomy
A ”trick” can be played on Nature by slowing down the light that takes shorter
paths: glass of just the right thickness is inserted so that all the paths will take
exactly the same time. This causes all of the arrows to point in the same
direction, and to produce a whopping final arrow-lots of light! Such a piece of
glass made to greatly increase the probability of light getting from a source to a
single point is called a focusing lens
Richard Feynman
Interference is one of the most universal phenomena in nature. In classical physics,
the linear superposition of sound waves, surface waves, radio waves, light or gravitational
waves all exhibit the same characteristic patterns of constructive and destructive interfer-
ence. Interference is also fundamental to quantum physics. The basic quantum amplitudes
describing particles or fields are most elegantly formulated as path integrals – sums over
trajectories weighted by the phase factor eiS/~, with S the action and ~ Planck’s con-
stant. As ubiquitous as interference and interference patterns are, they are generally hard
to compute. The oscillatory integrals involved are only conditionally and not absolutely
convergent, meaning they converge slowly and artefacts such as dependence on unphysical
cutoffs may be hard to avoid. Likewise, if the integrals are performed iteratively, as is often
the only practicable method, conditional convergence is in general insufficient to guarantee
uniqueness, since the order in which partial integrals are taken can affect the result.
In quantum mechanics, these difficulties run deep. In fact, so far they have thwarted
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all efforts to rigorously define nontrivial real-time Feynman path integrals, even in non-
relativistic quantum mechanics [150]. The only available existence proofs involve a Wick
rotation from real, Lorentzian time to imaginary, Euclidean time, which maps the phase
factor to a real Boltzmann weight (for a recent review see, e.g., [223]). Unfortunately,
securing mathematical rigour this way comes at a high price: One can neither impose the
correct initial or final conditions nor describe the system’s dynamics in real time, where
observations and experiments actually take place, having instead to rely on analytic con-
tinuation from imaginary time. Even when one can analytically continue back to real time,
this may only be feasible for certain quantities. such as perturbative S-matrix elements
and, even then, it may be very difficult. Furthermore, for many theories of interest, in-
cluding general relativity and quantum condensed matter models with a “sign problem,”
e.g. the Hubbard model, the Wick rotation trick simply does not work.
This chapter represents a step towards a new, broadly applicable method for defining
and computing Lorentzian path integrals. Here, we study the interference of relativistic
waves, emitted from coherent sources and propagating through a region in which the re-
fractive index varies in space, i.e., a lens. As we shall show, the quantum mechanical path
integral amplitude reduces, in this case, to an ordinary, finite dimensional integral.
The study of optical interference patterns dates back over two centuries, long predat-
ing Maxwell’s equations, but remains of enduring interest. Starting in the 1970’s, Berry,
Nye and collaborators studied examples of “diffraction catastrophes” – the characteristic
patterns created by diffraction about each of Thom’s stable caustic catastrophes, and com-
pared intricate mathematical calculations with beautiful experiments [41, 39, 42, 43, 40].
Recently, the need to accurately and efficiently compute similar patterns has arisen in
radioastronomy where bright, coherent sources of radio waves like pulsars and fast radio
bursts are being detected in rapidly growing numbers [301, 9, 217]. These objects are bea-
cons lighting up the universe. They will potentially provide a vast new source of information
for astrophysics and cosmology. Typically, they are lensed by diffuse astrophysical plasmas
intervening along the line of sight. Since plasma lensing is strongest at long wavelengths,
this lensing must be modeled in the full, wave optics regime [250, 83, 244]. Although chal-
lenging, such modeling will likely be vital to our ability to draw precise inferences from
these sources [267].
Motivated by this contemporary need, we shall use astrophysical plasma lensing as our
main example. However, as should be clear to the reader, the principles involved are far
more broadly relevant. The interference patterns created by astrophysical plasma lenses
and observed over astronomical or even cosmological distances are governed by exactly
the same physics at play in Young’s double slit experiment or X-ray crystallography. This
is both a striking example of universality in physics and a reminder of how the universe
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increasingly provides us with a powerful laboratory for studying fundamental physics.
Spatial variations in the refractive index of astrophysical plasmas can arise due to turbu-
lence in the interstellar medium or other sources of heating [283, 212]. Pulsar observations
have provided examples where plasma lensing amplifies the brightness of a coherent ra-
dio source by factors approaching a hundred [269, 244, 45]. It has been pointed out that
plasma lensing is likely to play an important role in the phenomenology of Fast Radio
Bursts (FRBs) [83, 244]. So-called Extreme Scattering Events (ESEs), where the bright-
ness of radio sources is seen to change by factors of a few, are also thought likely to be due
to as yet unexplained plasma lensing [151, 268]. Also gravitational lenses can lead to inter-
ference phenomena and amplifications of sources [258]. Recently, there has been growing
interest in the idea that coherent gravitational wave pulses and trains, emitted from black
hole or neutron star mergers, could be gravitationally lensed and thereby magnified. In
this situation it will again be important to go beyond geometric optics and include wave
diffraction [87]. In all these examples, when the line of sight between source and observer
passes through a caustic of a lens, at a given frequency, the observed intensity may be
enhanced leading to a pulse in frequency, time, or both. These situations have mainly
been studied for one-dimensional lenses near fold and cusp caustics [267, 131]. Here, we
shall explore more complex, two-dimensional examples including the swallowtail, elliptic
and hyperbolic umbilic catastrophes which we describe below.
There is already an extensive astrophysical literature on the computation of interference
patterns in wave optics [81, 80], but published methods tend to converge slowly [172]. They
are expensive to implement and the results are sometimes inconclusive. In this chapter, we
shall present faster and more reliable methods. Our approach builds on Picard-Lefschetz
theory, a general, exact approach to multidimensional oscillatory integrals based upon
saddle point and steepest descent techniques (for an introduction [341]; for applications to
quantum cosmology, see Chapters ?? and to relativistic quantum mechanics, see [135]). As
we shall show, our methods allow for the fast and reliable computation of even very intricate
“diffraction catastrophe” patterns. The calculations of these patterns by Berry, Nye and
collaborators were an analytical tour de force, but relied heavily on the particularities
of Thom’s canonical “normal forms” of catastrophes, and the mathematical properties of
the related special functions, with each case treated separately. Unfortunately, while the
normal forms represent the correct universal forms locally, they diverge at large distances.
Hence, they are unrealistic as models for natural lenses. Realistic modeling requires a more
versatile method which can be efficiently and straightforwardly implemented numerically.
We present just such a method here.
Our method applies uniformly, with modest restrictions, to generic lens models. It is
simple to implement numerically and computes interference patterns in polynomial time.
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As far as we have been able to check, our results agree perfectly with those aforementioned.
The only requirement of our method is that it should be possible to analytically extend
the interference phase into the complexified space of the spatial coordinates over which
the integral is taken. Such functions embrace a very large class of lens models including,
for example, any rational function, and should be more than sufficient for most modeling
purposes. For simplicity, we shall not consider phases which possess branch cuts in the
space of complexified coordinates. However, there are physical cases of interest where
such phases do occur and an extension of our approach to this more general setting is an
interesting problem for the future.
Instead of using specific properties of special functions and symmetries, our method
exploits Cauchy’s theorem to exactly transform an integral of an oscillatory phase fac-
tor into a sum of absolutely convergent integrals taken over “Lefschetz thimbles” in the
space of complexified coordinates. These “thimble” integrals are fast to compute numeri-
cally, requiring only polynomial time. They are insensitive to numerical cutoffs and may
be performed iteratively in any order with no change to the result. In this chapter, we
demonstrate the efficacy of our method by computing the interference patterns for one-
and two-dimensional thin lenses. We study the most observationally accessible catastro-
phes, both in their “normal forms” and in a set of more realistic, localized lens models
where these catastrophes appear. Our one-dimensional numerical code, capable of han-
dling generic one-dimensional lenses, is now publicly available online 1.
A simple example of the type of integral we are interested in is
Ψ(µ, α, ν) =
(ν
pi
)1/2 ∫ ∞
−∞
dx eiφ(x)ν , where φ(x) = (x− µ)2 + α
1 + x2
. (9.1)
Here, Ψ(µ, α, ν) is the amplitude whose square |Ψ(µ, α, ν)|2 gives the intensity of light
observed at a position, frequency and lens strength controlled by the parameters µ, ν and
α. The control parameter µ is determined by the transverse positions of the observer and
the source relative to the lens (See Fig. 9.1 and Eq. (9.13) below). The frequency of the
waves is proportional to ν so the spacing of interference fringes shrinks as ν is increased.
The eikonal limit is ν → ∞. Finally, α controls the strength of the lens which, in this
example, is taken to have a Lorentzian profile. The integral (9.1) is analytically intractable.
However, it is simple to compute numerically, for reasonable values of ν, µ and α, using
the methods we shall describe below.
In the eikonal limit of large ν, only real saddle point solutions – real stationary points
of the phase φ(x) – contribute significantly to the amplitude. Each one corresponds to
1See https://github.com/jfeldbrugge/Picard_Lefschetz_Integrator.
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a particular ray. For α < 1 the lens is “weak” and there is only one real solution of
∂xφ(x) = 0. Hence there is only one contributing ray at each value of µ. For α > 1, the
lens is “strong:” for a finite range of µ values centred on zero, there are three real solutions
of ∂xφ(x) = 0 hence three contributing rays. Correspondingly, one finds three images of
the source in this range of µ. The values of µ bounding this range mark a transition from
three contributing rays (i.e. three real saddles in the phase) to one. At these values of µ,
a maximum and a minimum of φ(x) merge into a cubic stationary point (i.e. a point of
inflexion), creating the simplest “fold” catastrophe. If we now decrease the strength of the
lens α towards unity, the two “fold” catastrophes approach the point µ = 0 where they
merge to form a “cusp” catastrophe, in which there is a quartic stationary point in the
phase φ(x). Since the phase (viewed as a function of x) is flatter in the vicinity of higher
order stationary points, there is less destructive interference. The intensity of light grows
more rapidly as ν is increased as compared to the intensity from a quadratic saddle , so that
“folds” become increasingly bright compared to the unlensed image and “cusps” become
even brighter. While higher order catastrophes are rarer, their brightness makes them easier
to detect. This has encouraged the conjecture, yet to be verified [267, 301, 83, 86, 172],
that the brightest sources seen may be those which happen to be lensed into high order
catastrophes.
In order to emphasize the foundational character of the physics at play and by way of
a pedagogical introduction, we show how the standard Fresnel-Kirchhoff integral (see, e.g.,
Ref. [51], Chapter 8), central to the description of lensing in radioastronomy and in optics2,
can be derived directly from Feynman’s path integral for a massless particle propagating
through a refractive medium, i.e., one in which the speed of light varies across space.
Our main focus in this chapter is on dispersive but non-dissipative lensing, in which the
lensing phase factor always has modulus unity. However, the methods we use may equally
well be applied to dissipative (lossy) lensing, in which the plasma dispersion relation is
complex (for a review of dispersion relations, for example in water or in the ionosphere,
see, e.g., [214] Ch. 7). In this more general circumstance, the “phase factor” over which
the Fresnel-Kirchhoff integral is taken has a varying modulus.
As an illustration of such a case, as well as to provide a foretaste of the use of our method
in describing quantum mechanical interference, in Appendix 9.B we examine Young’s fa-
mous double-slit experiment. We consider a thin, flat one-dimensional lens which modu-
2The integral formula has a fascinating history of successive approximate derivations and subsequent
critiques, reviewed in Ref. [51], Chapter 8. Exact solutions of Maxwell’s equations (or their scalar version)
representing quasi-realistic interference patterns created by diffraction around physical obstacles of various
types are still few in number, and are reviewed in Chapter 11 of the same work. It would be interesting
to revisit these solutions and, perhaps to find others, using the ideas we develop here.
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lates the intensity rather than the phase of the light passing through it. We model the
lens with a smooth function which allows very little light through except in two narrow
regions comprising the slits. We calculate the resulting interference pattern by deforming
the contour onto the relevant Lefschetz thimbles numerically, observing how different real
and complex saddle points become relevant and irrelevant, as one moves across the obser-
vational screen, through an intricate sequence of Stokes phenomena. Using this smooth
lens model, we can also study in detail the emergence of the classical limit as Planck’s
constant ~ is taken to zero, so that the de Broglie wavelength becomes small. In this limit
we find as expected that only the real, classical saddles contribute and all interference
effects disappear.
Recently, Dunne, Unsal and collaborators have been pursuing a very interesting, related
program in quantum field theory and quantum mechanics, based upon Euclidean path
integrals [29, 35, 120, 37, 38]. See also, the closely related work of [295], and earlier work
of [306].
The outline of this chapter is as follows. In Section 9.1 we show how the Fresnel-
Kirchhoff integral and Fermat’s principle follow from the relativistic path integral for a
massless particle, i.e., a spinless photon, moving in a medium with a variable speed of
light. In Section 9.2 we discuss the Fresnel-Kirchhoff integral for thin astrophysical lenses,
putting the answer into a canonical dimensionless form. We then discuss the intensity in
the geometric optics limit, along with the occurrence of critical points and caustics. We
introduce catastrophe theory, describing the “normal form” of critical points of increasing
complexity and their relation to observable parameters. In Section 9.3 we discuss Picard-
Lefschetz theory for a one-dimensional lens – first in the geometric optics limit and then
beyond, to include diffraction. We introduce the key concept of “flowing” the integration
contour into the complex plane, in order to find the set of relevant Lefschetz thimbles
upon which the integral becomes absolutely convergent. We describe a simple and pow-
erful numerical code which implements this idea. In section 9.4 we numerically compute
the interference patterns of the seven elementary catastrophes, giving a comprehensive
analysis of their “unfoldings.” In section 9.5 we turn to localized lens models, which are
analytically intractable. In section 9.6 we anticipate possible applications to the study of
Fast Radio Bursts, which is an exciting current prospect. Section 9.7 concludes. Appendix
9.A provides some instructive background on the simplest (Gaussian) oscillatory integrals
- both one- and two-dimensional, and Appendix 9.B tackles Young’s famous double-slit
experiment.
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9.1 From Feynman to Fermat to Fresnel-Kirchhoff
Imagine a bright source emitting coherent electromagnetic waves which traverse an astro-
physical plasma on their way to our telescopes on earth. Let us describe the propagation in
terms of the elementary quanta of such waves, considered to be relativistic particles. The
Feynman path integral over these particle’s trajectories in spacetime yields the quantum
mechanical amplitude to propagate from the source to any particular location. The square
of the amplitude yields the intensity, determining the interference pattern in position and
frequency. As we shall see, one or more classical trajectories dominate the amplitude:
these dominant trajectories obey Fermat’s “principle of least time.” For simplicity, we
shall ignore polarization effects, taking the elementary quanta to be spinless. We shall
furthermore study only the simplest dispersion relation for astrophysical plasmas, valid
in the high frequency regime – generalizations to more complex and realistic dispersion
relations should be straightforward. Our derivation emphasizes the fundamental nature
of the physics involved - as we shall show, the Fresnel-Kirchhoff integral (see, e.g., Ref.
[51], Chapter 8, 8.3.3 (28)) follows directly from the Feynman path integral. We hope the
reader will enjoy the directness and economy of this approach compared to more standard
(and cumbersome) derivations based on Maxwell’s equations, or their scalar counterpart.
We start from the dispersion relation in a tenuous plasma (see, e.g., [214] Section 7.9)
ω2 = k2c2 + ω2p(x). (9.2)
Here, ω and k are the angular frequency and wavenumber of the waves, c is the speed of
light and ωp(x) is the plasma frequency at position x, determined by the local density of
electrons, assumed to vary across space on scales much larger than the wavelength of the
electromagnetic waves. Notice that (9.2) takes exactly the same form as the dispersion
relation for a relativistic particle whose mass varies with spatial position.
The dispersion relation (9.2) yields a phase propagation speed
vp(x) ≡ ω
k
= c
√
1 +
ω2p(x)
k2c2
, (9.3)
which is greater than the speed of light. This should be no cause for concern, as the analogy
with a massive particle assures us, since information only propagates at the group velocity,
vg ≡∇kω whose magnitude cg = c2/cp is always less than the speed of light.
The quanta of these waves may be described as relativistic particles, following param-
eterized worldlines in spacetime: xµ(λ) = (ct(λ),x(λ)). Reparameterizations λ → λ˜(λ)
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are generated by a Hamiltonian, and reparameterization invariance corresponds to the
constraint that the Hamiltonian vanishes, H = 0. The correct expression for the Hamil-
tonian H may be read off from the dispersion relation (9.2), using the correspondence
pµ = (p0,p)↔ pˆµ = −i~∂µ = ~(−ω/c,k):
H = −p20 c2 + p2 c2 + ~2 ω2p(x). (9.4)
The first order (phase space) action, with the initial and final spacetime locations of the
particle held fixed, is:
S[x;xµ(0), xµ(1)] =
∫ 1
0
dλ
(
p0 x˙
0 + p · x˙− τ(λ)H) . (9.5)
where dots denote derivatives with respect to λ, taken to run from 0 to 1 as the the
particle trajectory runs from the initial spacetime point xµ(0) ≡ (c ti,xi) to the final
point xµ(1) ≡ (c tf ,xf ). The ‘einbein’ τ(λ) serves as a Lagrange multiplier enforcing
the Hamiltonian constraint and ensuring the action is reparameterization invariant (it
transforms under reparameterization so that dλ τ(λ) is invariant). Varying the action with
respect to the momenta yields Hamilton’s equations for the momenta p0 c
2 = −x˙0/(2τ)
and p c2 = x˙/(2τ). Varying with respect to τ yields the constraint H = 0. The energy
E = −p0c is conserved because the action is invariant under constant translations of the
time x0.
In seeking to derive Fermat’s principle, we face a conundrum. If the initial and final
times ti and tf are held fixed, how can the total time tf−ti possibly vary? The resolution is
that, for a monochromatic beam, we should fix the initial energy E, not the initial time ti.
We cannot fix both because of the time-energy uncertainty relation (which follows from the
commutator [pˆ0, xˆ
0] = −i~). The action appropriate to fixing the initial energy is obtained
by adding a boundary term. The latter must be chosen to ensure that the variation of the
action is zero when the initial energy and the final time, as well as the initial and final
spatial positions, are held fixed and the equations of motion are satisfied. The initial time
is then free to vary, which is how Fermat’s principle can arise. The required total action
is:
S [x;E,xi, tf ,xf ] = p0x
0(0) +
∫ 1
0
dλ
(
p0 x˙
0 + p x˙− τ(λ)H) , (9.6)
with H given in (9.4).
Since the action (9.6) is quadratic in the momenta and linear in τ , we can integrate
out those variables. At the relevant saddle, we may use Hamilton’s equations for the
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momenta, and the constraint, to obtain a reduced action expressed purely in terms of
reparameterization-invariant quantities:
Sr [x] = −Eti −
∫ tf
ti
dt
~2ω2p(x(t))
E
. (9.7)
Writing ti = tf −
∫ tf
ti
dt where the final time tf is held fixed, we find, up to an irrelevant
constant phase,
Sr [x] = E
∫ tf
ti
dt
(
1− ~
2ω2p(x)
E2
)
= E
∫ xf
xi
|dx|
c
(
1− ~
2ω2p(x)
E2
) 1
2
=
∫ xf
xi
|dx| |p|, (9.8)
where, again, we used Hamilton’s equations for the momenta and the Hamiltonian con-
straint. Finally, we express the result in terms of the phase velocity (9.3), obtaining
Sr [x] = E
∫ xf
xi
|dx|
cp(x)
. (9.9)
Note that, although the phase velocity cp(x) appearing here is always greater than the
speed of light, nowhere in our derivation does any on-shell particle actually travel faster
than light.
The reduced action (9.9) embodies Fermat’s principle of least time or, more correctly,
the principle that the time taken is stationary on dominant classical trajectories. The path
integral over all paths, weighted by eiSr[x]/~, is the Fresnel-Kirchhoff integral we seek.
As an aside, note that one may, equally well, obtain the result (9.9) starting from the
square root (Nambu-type) action for a particle with a spatially dependent mass m(x), by
making use of the correspondence m(x) c2 ↔ ~ωp(x), namely
S [x] = −
∫ tf
ti
dt ~ωp(x(t))
(
1− x˙(t)
2
c2
) 1
2
, (9.10)
where the dot now denotes a t derivative. This action is explicitly reparameterization
invariant from the start. However, it is the action appropriate to fixing the initial time ti
whereas we need to fix the initial energy E. As before, we must supplement the action
(9.10) by a boundary term, which turns out to be +E(tf − ti). One can easily check that
the identity ∂Scl/∂ti = E for Hamilton’s principal function Scl implies the total action
is stationary, provided the desired boundary conditions and the equations of motion are
fulfilled. Using E = ~ωp/ (1− x˙2/c2)
1
2 , the total action reduces to (9.8) as before.
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Figure 9.1: The geometry of interfering paths passing through a thin lens.
9.2 Evaluating the Fresnel-Kirchhoff integral
Consider now a radio wave quantum, as described above, traversing an astrophysical plasma
from its initial position at the source xi = xs to its final position at the observer xf = xobs.
For simplicity we assume the plasma takes the form of a thin, flat lens, with the phase
velocity cp(x) = c, the speed of light in vacuo, everywhere except on the lens (see Fig. 9.1).
Let us redefine the spatial coordinates x → (x, z) to separate out the coordinates in the
lens plane x from the normal coordinate z. The real classical paths are piecewise linear,
with a possible bend at the lens, and the integral over these paths reduces to an ordinary
integral over the lens plane [150]. The path integral amplitude for a (spinless) photon is
obtained by integrating over all paths weighted by the phase factor eiSr[x]/~ obtained from
(9.9):
Ψ(xobs,xs) =
∫
dx exp
[
iω
∫ xobs
xs
|dx|n(x)
c
]
. (9.11)
where we replaced E with ~ω, ω being the angular frequency of the light, and the phase
velocity cp(x) with c/n(x) where c is the speed of light in vacuo and n(x) is the refractive
index. Notice that in replacing the energy with the angular frequency, ~ disappears from
the interference phase, which can now be described in purely classical (wave) terms. For
this reason, Fresnel and Kirchoff were able to describe interference using what is essentially
a path integral, long before quantum mechanics was invented. For an astrophysical plasma,
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as mentioned above, at high frequencu we have n(x) ≈ 1−ω2p(x)/ω2 where ωp is the plasma
frequency, given by ω2p(x) ≈ ne(x)e2/(me0), with ne(x), e, and me respectively the local
electron density and the charge and mass of the electron in SI units (see e.g. [244]). We
explicitly exhibit the x-dependence since it governs the structure of the lens.
In the thin lens approximation, variations in the phase arise in part geometrically, from
variations in the length of the straight line segments on either side of the lens, and in part
from the passage through the lens. The former are straightforwardly computed using the
Pythagorean theorem in the approximation that the relative horizontal displacements in
Fig. 9.1, |xobs − x| and |xs − x| are much smaller than the vertical distances dlo and dsl.
The latter are likewise computed approximately, noting that, to lowest order, the paths
pass vertically through the lens so we may replace
∫
ne(x, z))dz with Σe(x), the electron
surface density.
The path integral amplitude then becomes
Ψ(xobs,xs; ν) ∝
∫
dx exp
[
i
ω
2c
(
(x− µ)2
d
− Σe(x)e
2
me0ω2
)]
, (9.12)
where d = dsldlo/(dsl+dlo) is the reduced distance and µ = (xsdlo+xobsdsl)/dso is a weighted
average of the transverse displacements of the source and the observer. Notice that x−µ
depends only on the relative displacements of the source, the lens and the observer, so that
the answer is independent of the choice of origin for the transverse coordinates.
It is convenient to normalize the amplitude by dividing it by the amplitude obtained
with the same geometry but no lens present. We may then write the resulting normalized
amplitude as a dimensionless integral. Redefining x → ax, µ → aµ where a is some
convenient physical scale associated with the lens, we set ν = ωa2/(2cd) = a2/(2R2F )
where RF = (λd)
1
2 is the Fresnel scale [43]. Notice that, because lensing alters the angle of
propagation, the fringe spacing grows with the distance. Hence, it is the Fresnel scale – the
geometric mean of the distance and the wavelength – rather than the wavelength which
should be compared with the source dimensions to determine whether the interference
pattern is observed in the heavily diffracted (low ν) or eikonal (high ν) regime. Finally, we
define ϕ(x) = −Σe(x)e2d/(me0a2ω2) to obtain the normalized, dimensionless amplitude,
Ψ(µ; ν) =
(ν
pi
)N/2 ∫
RN
dx exp [iφ(x;µ)ν] , with φ(x;µ) = (x− µ)2 + ϕ(x) , (9.13)
for anN -dimensional lens. Since ν ∝ ω, we see that the eikonal limit is high frequency limit.
However, the strength of the lens is controlled by ϕ which is proportional to ω−2. There-
fore the lens becomes stronger at lower frequencies where, of course, diffraction becomes
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important. The highest magnifications attained involve a playoff between strong lensing,
creating effects like caustics and catastrophes, and diffraction which tends to smear out
intensity peaks. Hence, to model the most interesting regime for astrophysical plasma
lenses, one must go beyond geometrical optics and include diffractive effects.
The intensity corresponding to the amplitude (9.13) is proportional to the probability
for a photon to be detected at µ:
I(µ; ν) ∝ |Ψ(µ; ν)|2 . (9.14)
The observed intensity should be normalized to the energy flux received by the detector,
at each frequency, integrated over all observed µ. For a more detailed analysis see [57].
Except in special cases, the Fresnel-Kirchhoff integral (9.13) is not possible to evaluate
analytically. At large ν (and with the dimensionless form of the lens ϕ(x) held fixed)
and in the geometric optics limit, one can easily model the intensity, as we shall explain.
However, the most interesting regime for astrophysical plasma lenses occurs in the inter-
mediate regime, where focusing and caustic catastrophes generate bright features whose
peak intensity is controlled by diffraction. In this wave optics, intermediate-ν regime, there
are characteristic patterns in the intensity, controlled by the topological character of the
lens. Here, conventional integration techniques typically fail, and it is hard to capture the
complex, oscillatory interference pattern numerically. For example, G. Grillo and J. M.
Cordes [172] implemented a procedure based on Fourier methods but found this technique
to generate numerical artifacts. Here, motivated by our earlier work on Picard-Lefschetz
theory, we instead employ analytic continuation and Cauchy’s theorem to unambiguously
define and to evaluate the relevant oscillatory integrals. We have developed a custom nu-
merical scheme (made available online 3.) which is fast and accurate, and applicable to
a generic one dimensional oscillatory integral. A two dimensional version will be made
available shortly. A nice feature of our method is that it typically becomes more efficient,
i.e., its convergence is improved, as the integrand becomes more oscillatory and difficult
to handle via conventional techniques.
9.2.1 The geometric optics limit
In the limit of large ν, the Fresnel-Kirchhoff integral is dominated by real stationary points
of the phase function φ which, except at special values of µ, are well-approximated by
Gaussians. Furthermore, any interference between different stationary points leads to
3See https://github.com/jfeldbrugge/Picard_Lefschetz_Integrator.
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oscillations in the intensity which, in the limit ν → ∞, become increasingly rapid. In
the geometric optics approximation, one averages these oscillations away. Physically this
averaging occurs through the incoherence of any realistic extended source, as we explain
later. Although this chapter is devoted to the study of interference phenomena, it proves
useful to begin by studying the geometric optics limit.
In the large ν (eikonal) limit, we focus on real critical points of the exponent, i.e., those
values of x for which
∇xφ(x;µ) = 0 , (9.15)
considered as a function of the parameter µ. The critical points are generally smooth
complex-valued functions of µ. In the eikonal limit, only the real critical points contribute
because contributions from complex saddle points are exponentially suppressed. The crit-
ical points can be described in terms of the Lagrangian map ξ : X → M , mapping the
points in the base space x ∈ X = RN to points in the parameter space µ ∈ M according
to the critical point condition
∇xφ(x;µ)|µ=ξ(x) = 0 . (9.16)
The Lagrangian map is determined by the gradient of the phase of the lens:
∇xφ(x;µ) = 2(x− µ) +∇ϕ(x) =⇒ µ = ξ(x) = x+ 1
2
∇ϕ(x) . (9.17)
The Lagrangian map ξ determines the optical rays, giving a purely geometric descrip-
tion of the lens. Every point x is mapped to a point µ in the space of observational
parameters. In general, a point µ ∈ M might be obtained from several points in x ∈ X,
i.e., the Lagrangian map can be many-to-one. The regions in µ where each point is ob-
tained from n points in X are known as n-image regions. In multi-image regions, one adds
the intensities due to each of the contributing paths: performing the relevant Gaussian
integrals one finds for the normalized intensity
I(µ;∞) =
∑
x∈ξ−1(µ)
2
|λ1(x)| . . . |λN(x)| , (9.18)
with ξ−1 the pre-image of the Lagrangian map and λ1, . . . , λN the eigenvalues of the de-
formation tensor,
Mij(x) = ∂
2φ(x;µ)
∂xi∂xj
= 2
∂ξi(x)
∂xj
, (9.19)
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Figure 9.2: The Lagrangian map in geometrical optics. The image consists of two single
and one triple image regions separated by a fold caustic at which the normalized intensity
spikes.
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evaluated at the relevant critical points x = (x1, x2, . . . , xN). Below, we shall study these
multi-image regions in detail, at finite ν, where they exhibit intricate interference patterns.
At the boundaries between regions with a different number of images, at least one
of the eigenvalue fields λi must vanish. At infinite ν this leads to an infinite spike in
the normalized intensity map, signalling a caustic. See Fig. 9.2 for an illustration of the
Lagrangian map corresponding to a one-dimensional lens with a single- and a triple-image
region. The triple-image region is separated from the single-image regions by two fold
caustics. At the fold caustic the normalized intensity profile diverges.
Formally, the Lagrangian map ξ forms a caustic at xc ∈ X when the deformation
tensor becomes singular, i.e., its determinant vanishes. However, the X space is generally
not observed. In the space M of observable parameters, the caustic at xc appears at
the point µc = ξ(xc). For one-dimensional lenses caustics occur at isolated points. For
higher-dimensional cases, the determinant of the deformation tensor vanishes on a manifold
Xc = {x ∈ X||M(x)| = 0} which is mapped to a caustic set Mc = ξ(Xc) in the parameter
space. Note that the set Mc is generally not a manifold, as it includes higher order caustics,
such as cusps and swallowtails, at which the variety is non-differentiable and therefore Mc
is not locally homeomorphic to Euclidean space. We shall discuss examples of this kind
later, but note here that they are exactly the points at which the lensing integral exhibits
the most interesting behaviour.
The geometric optics limit is attained in two stages: at short wavelengths, each real
stationary point corresponds to a distinct image. As the wavelength is increased, each
image itself forms an interference pattern, as illustrated in the Young’s double slit experi-
ment examined in Appendix 9.B. The limit of short wavelengths, in which phase coherence
is maintained, is often called the eikonal approximation. However, when phase coherence
is lost - for example, when the source size becomes larger than the spacing of its fringes,
interference effects disappear altogether. This assumption of loss of coherence is implicit
in the geometric optics limit. However, objects smaller than the Fresnel scale are still
seen to scintillate, as a result of coherent interference effects on unresolved scales. This is
reflected in the expression stars twinkle, planets don’t. Interstellar scintillation typically
occurs for sources smaller than about a micro arcsecond, corresponding to the Fresnel angle
θF =
√
λ/d (with λ the wavelength and d the distance from the lens) on the sky. This con-
dition is true for most FRBs and pulsars. Interplanetary scintillation due to the solar wind
is commonly seen for many compact extragalactic radio sources at low frequencies [79]. In
this case, the characteristic Fresnel angle for wavelengths of a few meters and distances of
an astronomical unit is a fraction of an arcsecond. Ionospheric scintillation is strongest at
the lowest frequencies, and is commonly seen at solar maximum or at equatorial locations
near sunrise or sunset [317], and causes loss of lock in GPS. The Fresnel angular scale for
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a screen at a distance of 200km at wavelengths of a meter is 8 arc minutes, causing all
celestial sources except the sun and the moon to scintillate.
9.2.2 Catastrophe theory
Catastrophe theory is the mathematical classification of stable critical points. Caustics are
classified by Lagrangian catastrophe theory [14, 15], which is a special application of the
general theory. Given the definition of the Lagrangian map ξ, the connection between caus-
tics in optical systems and critical points is not surprising. For one-dimensional functions,
the classification consists only of minima and maxima. The local minima and maxima of a
one-dimensional function are stable, i.e., the addition of a small perturbation merely leads
to a displacement of the critical point. Degenerate critical points are not included, as they
are not stable in one dimension. For example, a cubic critical point decomposes into a
minimum and a maximum, or no critical point at all, when perturbed.
In the catastrophe theory of higher-dimensional functions, degenerate critical points
are included because they are stable. Rene´ Thom (1972) proved [311] that the stable
critical points with co-dimension4 K less than or equal to 4 are classified by the seven
“elementary catastrophes.” These seven singularities suffice to classify the full range of
caustics emerging in three-dimensional lenses. Thom named the seven catastrophes: the
fold, cusp, swallowtail, butterfly, and the elliptic, hyperbolic and parabolic umbilic. The
caustics were in the subsequent years connected and labeled by the Coxeter reflection
groups (Arnol’d [22, 23]). The theory was subsequently applied to optical interference
patterns by Berry and collaborators, and beautiful experiments were performed [43]. For a
more recent theoretical investigation of catastrophe theory and caustics with applications
to large-scale structure formation see [144]. Here we briefly review catastrophe theory and
its application to oscillatory integrals.
Table 9.1 lists the seven “elementary catastrophes” and their unfoldings φ(x;µ). The
unfolding φ(x;µ) evaluated at µ = 0 is the normal form of the catastrophe, representing
the archetypical form of the critical point near x = 0. We observe that the fold and the
cusp respectively correspond to a cubic and quartic critical point of x. The parameter µ
represents the ways in which the caustic can decompose into lower-order caustics. In the
case of the fold, we see that a linear perturbation decomposes the fold into a minimum
and a maximum for µ < 0 and no critical point at all for µ > 0. The seven catastrophes
4The co-dimension of a caustic is roughly the dimensionality of the singularity. The stable critical
points of a n-dimensional function are completely classified by the caustics with co-dimension smaller or
equal to n.
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Name Symbol K N φ(x;µ)
Maximum/minimum A±1 0 1 ±x2
Fold A2 1 1 x
3/3 + µx
Cusp A3 2 1 x
4/4 + µ2x
2/2 + µ1x
Swallowtail A4 3 1 x
5/5 + µ3x
3/3 + µ2x
2/2 + µ1x
Butterfly A5 4 1 x
6/6 + µ4x
4/4 + µ3x
3/3 + µ2x
2/2 + µ1x
Elliptic umbilic D−4 3 2 x
3
1 − 3x1x22 − µ3(x21 + x22)− µ2x2 − µ1x1
Hyperbolic umbilic D+4 3 2 x
3
1 + x
3
2 − µ3x1x2 − µ2x2 − µ1x1
Parabolic umbilic D5 4 2 x
4
1 + x1x
2
2 + µ4x
2
2 + µ3x
2
1 + µ2x2 + µ1x1
Table 9.1: The unfoldings of the seven elementary catastrophes with codimension K ≤ 4,
with x = (x1, x2, . . . , xN) and µ = (µ1, µ2, . . . , µK). The normal forms are defined as the
unfolding at parameter µ = 0, i.e., φ(x; 0).
Catastrophe Symbol I0 β σj
Fold A2 1.584 1/6 σ1 = 2/3
Cusp A3 2.092 1/4 σ1 = 3/4, σ2 = 1/2
Swallowtail A4 1.848 3/10 σ1 = 4/5, σ2 = 3/5, σ3 = 2/5
Butterfly A5 1.991 1/3 σ1 = 5/6, σ2 = 2/3, σ3 = 1/2, σ4 = 1/3
Elliptic umbilic D−4 1.096 1/3 σ1 = 2/3, σ2 = 2/3, σ3 = 1/3
Hyperbolic umbilic D+4 0.580 1/3 σ1 = 2/3, σ2 = 2/3, σ3 = 1/3
Parabolic umbilic D5 2.258 3/8 σ1 = 5/8, σ2 = 3/4, σ3 = 1/2, σ4 = 1/4
Table 9.2: The intensity and fringe separation scaling relations for the catastrophes shown
shown in Table 9.1. At large ν the maximum intensity (9.14) is given by I0ν
2β (see the
discussion following Eq. (9.21)) and the fringe scaling exponents are defined in (9.22).
belong to two families, classified by their co-rank 5. The A-family is of co-rank N = 1,
while the D-family is of co-rank N = 2. Critical points with higher co-rank have a co-
dimension higher than 4, and for this reason are not included here. The co-rank N and the
co-dimension K characterize the critical point. It generally takes N variables to describe
the critical point, and it takes K parameters to describe its unfolding. In more prosaic
terms, N is the dimension of the space of x’s and K is the dimension of the space of µ’s.
5The co-rank is the number vanishing eigenvalues of the Hessian matrix.
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For each of the normal forms listed in Table 9.1, the normalized amplitude
Ψ(µ; ν) =
(ν
pi
)N/2 ∫
eiφ(x;µ)νdx , (9.20)
forms a caustic at the critical point µ = 0. For a detailed analysis including illustrations
of the intensities obtained in each case, see chapter 36 of [312]. As ν is increased to
large values, the normalized intensity I(µ; ν) = |Ψ(µ; ν)|2 diverges and the scale of the
associated diffraction fringes shrinks to zero according to scaling laws which are specific
for each catastrophe. At large ν, the maximum of the intensity is attained near µ = 0 as
illustrated, for example, by the fold singularity shown in Fig. 9.13. The maximum intensity
obeys the following scaling law at large ν:
I(0, ν) = I0ν
2β . (9.21)
The constant β, termed the singularity index by Arnold (Arnold [23] and Varchenko [320]),
is universal, being invariant under diffeomorphisms and depending only on the topological
class of the catastrophe. It is given, for each case, in the fourth column of Table 9.2. The
scaling with ν is easily seen by examining the corresponding normal form. Setting the
unfolding parameter to zero, i.e., µ = 0, in the phases listed in Table 9.1, one can render
the phase of the integrand independent of ν by rescaling the integration variables x. For
example, for A2 we set x = ν
− 1
3y. Taking into account the ν-dependence arising from the
Jacobian in the integration measure as well from the prefactor in (9.20), one infers that
the amplitude at the caustic scales as ν
1
6 for A2 and hence that β =
1
6
for this case. For
the two dimensional lenses, one has to rescale both x1 and x2 in order to remove ν from
the exponent but the argument is otherwise the same.
For each of the normal forms of the phase listed in Table 9.1, one may also analytically
compute the constant I0, and we provide its numerical value in Table 9.2. When considering
a class of lens models for modeling purposes (such as the localised models we consider later),
it may be helpful to notice an additional scaling property. At large ν, the amplitude is
determined by the form of the phase near the critical point. Indeed, this is how universality
arises. For any lens model which includes a given catastrophe, the leading terms in the
Taylor expansion of the phase about the associated critical point will, after coordinate
redefinitions, take the form of one of the “normal forms” listed in Table 9.1. Coordinate
rescalings are one of the simplest such transformations, which have a simple effect on any
model and on its Taylor expansion about any critical point. One can easily derive the
scaling behavior of the intensity under such transformations of the lens model. For an
An catastrophe, for example, we may consider a set of lens models whose phase φ(x, 0) ∼
a
n+1
xn+1 near x = 0, with a a constant. By rescaling x we can remove the a dependence
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Figure 9.3: The unfolding diagram of the seven elementary catastrophes.
from the phase and hence infer that the intensity scales as a−
2
n+1 . Physically, decreasing
a means increasing the size of the lens, so it makes sense that the corresponding intensity
grows. For a type Dn catastrophes we may likewise have a phase in the form ax
n+1
1 ±bx1x22.
Again, the a and b dependence can be removed from the phase by rescaling x1 and x2.
Hence one can infer that the intensity scales as a−
1
n−1 b−1. (As an aside, note that for D+4
the normal form used here differs, from that given in Table 9.1. The two forms may be
shown to be equivalent under a linear coordinate transformation x′i = Aijxj, i, j = 1, 2,
and hence are in the same equivalence class. In the rest of this chapter we always use the
normal forms listed in Table 9.1.)
The pattern of fringes may likewise be shown to scale as
Ψ(µ; ν) = νβΨ ((νσ1µ1, . . . , ν
σKµK), ν) , (9.22)
where the fringe exponents σi, defined by Berry [39], are also listed in Table 9.2. The sum of
the fringe exponents, γ =
∑K
i=1 σi, represents the scaling exponent for the K-dimensional
hypervolume of the diffraction pattern known as the fringe index. All of these exponents
are invariant under diffeomorphisms, making them topological features.
While these catastrophes provide an exhaustive list, the precise forms in Table 9.1 are
unlikely to arise, since apart from A±1 , they are completely de-localized, with the strength
of the lens diverging away from the critical point. Later in this chapter we shall consider
more realistic, localized lenses which generate catastrophes within them of the listed form.
In the vicinity of such a catastrophe, one can expect the behaviors indicated in Table 9.2
to hold. Note, however, that to compute the maximum intensity at such a catastrophe,
one must first redefine the coordinate x to put the exponent locally into the normal form
of the catastrophe listed in Table 9.1 (this is guaranteed to be possible by the theorems
mentioned above), and take into account the associated Jacobian factor when evaluating
the integral.
The seven elementary catastrophes listed above form an intricate hierarchy which unfold
under perturbations according to the unfolding diagram (see Fig. 9.3). As we saw before,
the fold caustic (A2) splits under a small perturbation into a maximum and a minimum
each corresponding to an A1. Analogously, butterfly caustic (A5) unfolds into a swallowtail
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caustic (A4), which in its turn unfolds into the cusp (A3) and the fold caustic (A2). The
parabolic umbilic caustic (D5) has a more intricate structure as it can unfold into both the
elliptic (D−4 ), hyperbolic umbilic (D
+
4 ) and the swallowtail caustic (A4). The elliptic (D
−
4 )
and hyperbolic umbilic caustic (D+4 ) always unfold into cusp caustics (A3).
9.3 Example: a one-dimensional lens
Picard-Lefschetz theory, as described for example in [139], enables us to deform the real
integration domain RN of the Fresnel-Kirchhoff integral (9.13) into a set of Lefschetz thim-
bles, i.e., steepest descent contours, Ji ⊂ CN each corresponding to a relevant saddle point
x¯i,
Ψ(µ; ν) =
(ν
pi
)N/2∑
i
∫
Ji
eiφ(x;µ)νdx . (9.23)
The exponent iφ(x;µ)ν evaluated along a steepest descent contour Ji has a constant
imaginary part while its real part h = Re[iφ(x;µ)ν] is monotonically decreasing. As a
consequence, the conditionally convergent oscillatory integral is transformed into a sum
of convex integrals. This is remarkable, as the originally conditionally convergent integral
is generally sensitive to regularization and also, if the integral is performed iteratively, to
the order in which the partial integrals are taken (see Appendix 9.A for an instructive
example). The integrals over Lefschetz thimbles have none of these ambiguities. It is for
this reason that we will interpret the integral over the sum of Lefschetz thimbles as the
definition of the integral taken over the real integration domain. Once we have identified
the correct set of thimbles, we can use conventional numerical methods to evaluate the
integral on each thimble.
We shall describe two distinct methods to obtain the sum of Lefschetz thimbles corre-
sponding to the Fresnel-Kirchhoff integral for a one-dimensional lens. In the first method,
we follow the techniques explained, for example, in Ref. [139]. We start by computing
all the saddle points of the exponent iφ(x;µ)ν and their corresponding steepest descent
and ascent contours . We subsequently study the intersections of the steepest ascent con-
tours with the original integration domain to find the relevant saddle points and associated
steepest descent contours Ji. This method is well suited to the Picard-Lefschetz analysis of
one-dimensional integrals, for which we can plot the steepest descent and ascent contours
in the complex plane C.
In the second method, we instead flow the real integration domain along the downward
flow of the real part of the exponent, h = Re[iφ(x;µ)ν]. We show that this downward flow
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Figure 9.4: A comparison of the Gaussian lens (dashed line) and a corresponding rational
lens model (solid line).
terminates on the correct sum of Lefschetz thimbles
∑
i Ji. The relevant saddle points
are given by the local maxima of h restricted to this thimble sum J . Note that this
second scheme is completely determined by the gradient of the h with respect to the real
and imaginary parts of the complexified coordinates x. We do not need to find all the
saddle points nor evaluate the corresponding steepest ascent and descent contours. We
moreover do not need to study the intersections of the steepest ascent contours with the
original integration domain. Any Stokes transitions are automatically taken care of. This
method is furthermore ideally suited to higher-dimensional oscillatory integrals, where the
steepest ascent and descent contours are expensive to evaluate and the intersections are
computationally difficult to find.
9.3.1 Geometric optics approximation
In the introduction to this chapter, we discussed a one-parameter family of one-dimensional
localized lenses
ϕ(x) =
α
1 + x2
, (9.24)
with α ∈ R. For plasma lenses, the parameter α follows the dispersion relation α ∝ ω−2
with ω the angular frequency of the source. The longer the wavelength, the stronger the
lens. We restrict our analysis to rational lenses for two reasons:
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1. their analytic continuation into the complex x-plane is holomorphic and consists of
only a finite number of poles,
2. the phase φ has only a finite number of saddle points and corresponding steepest-
descent contours.
The lens (9.24) is a rational approximation to the Gaussian lens
ϕ(x) = αe−x
2
, (9.25)
which has an infinite number of saddle points in the complex plane (as well as an essential
singularity at infinity). See Fig. 9.4 for a comparison. It is a wonderful fact that many real-
valued functions with intricate structure in the complex plane, can be well-approximated
with a Pade´ approximation, whose analytic continuation possesses only a finite number of
poles.
As we derived in Section 9.2.1, the Lagrangian map ξ of the rational lens ϕ,
ξ(x) = x− αx
(1 + x2)2
, (9.26)
forms caustics at the real roots of the second order derivative of the exponent
∂2φ(x)
∂x2
= 2
∂ξ(x)
∂x
= 2 + 2α
3x2 − 1
(1 + x2)3
= 0 . (9.27)
See Fig. 9.5 for the caustic surface in the x-α and the µ-α planes. For α < 1 no such
real root exists. The lensed image consists of a single-image region. For α = 1 there
is a single real-valued root at xc = 0 with multiplicity two and the corresponding point
µc = ξ(xc) = 0 in the parameter space M . In the µ-α plane, this point is non-differentiable
on the caustic set. This is an example of a cusp caustic. For α > 1 there are two symmetric
real roots. These are examples of fold caustics. For further reference, for α = 2, the two
caustics are located at
Xc = {−0.327334 . . . , 0.327334 . . . } , (9.28)
in the base space X = R. In the parameter space M the caustic appears at
Mc = ξ(Xc) = {+0.206751 . . . ,−0.206751 . . . } . (9.29)
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(a) Caustic in the x-α plane.
g h i
d e f
a b c
- 0.4 - 0.2 0.0 0.2 0.4
0.0
0.5
1.0
1.5
2.0
μ
α
Mc
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Figure 9.5: The caustics of the one-dimensional rational lens in the x-α and the µ-α plane.
The points in the left panel correspond to the Picard-Lefschetz diagrams in Fig. 9.7. The
lines correspond to the panels in Fig. 9.11.
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Figure 9.6: The normalized intensity in geometric optics, I(µ;∞), on the three horizontal
lines shown in Fig. 9.5, is plotted as a function of µ (solid curves). The contributions from
the three distinct images are shown by the dotted curves in (c).
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The relative normalized intensity of the lens in the geometric optics limit (see Section
9.2.1) is plotted in Fig. 9.6. For α = 1/2, the lens does not form a caustic. The normalized
intensity map is finite. For α = 1, we see a cusp caustic at µ = 0. For α = 2, we observe
two fold caustics at Mc enclosing a triple-image region. The black curves in the triple-image
region are the three contributions corresponding to the three images. The solid curve is
the sum over the multi-image regions depicted by the dashed curves.
9.3.2 Finding the thimbles
We now turn to evaluating the full expression (9.23). First, we need to determine which
Lefschetz thimbles contribute. We shall describe two distinct methods, the second of which
is more efficient for numerical purposes.
Method 1: following steepest ascent contours
The exponent
iφ(x;µ)ν = i
[
(x− µ)2 + α
1 + x2
]
ν (9.30)
is imaginary for real µ and x. Its analytic continuation has two poles at x = ±i, and five
saddle points in the complex x-plane, satisfying
∂φ(x;µ)
∂x
= 2(x− µ)− 2αx
(1 + x2)2
= 0 . (9.31)
For the Picard-Lefschetz analysis we start by writing the analytic continuation of the
exponent in terms of its real and imaginary part
iφ(x;µ)ν = h(u+ iv;µ) + iH(u+ iv;µ) , (9.32)
with the complex expansion x = u+ iv and the real-valued functions h,H. For generality,
we describe the flow of the integration contour in N dimensions. The real part h is, in the
Picard-Lefschetz analysis, known as the h-function. The downward flow of the h-function
γλ : CN → CN is defined by
∂γλ(z)
∂λ
= −∇u+ivh[γλ(z)] (9.33)
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with the boundary condition γ0(z) = z ∈ CN , the parameter λ in a subset of R, and the
complex gradient defined as
∇u+ivh = ∇uh+ i∇vh . (9.34)
Note that in defining the gradient, we have assumed a corresponding metric on the space
CN . In this chapter we will always associate CN with R2N and us the corresponding
Euclidean metric. We are of course free to consider different metrics. Given the saddle
points we can compute the steepest ascent and descent contours and intersect the ascent
contours with the real axis, to obtain the relevant saddle points.
Depending on µ and α either one or three of the saddle points are real-valued. The lens
thus has both single- and triple-image regions. See Fig. 9.7 for the five saddle points x¯i
and the corresponding steepest ascent and descent contours. By intersecting the steepest
ascent contours with the real line, we obtain the Lefschetz thimble (the heavy solid lines).
The thimbles run from x = −∞ to x = +∞, while passing through the poles at x = ±i.
From the caustic structure in Fig. 9.5 we can distinguish three regimes:
• In the regime α < 1, the lens forms a single image. The corresponding Picard-
Lefschetz analysis yields a single real-valued saddle point. For large |µ| there is, in
addition, a relevant complex saddle point. When |µ| decreases to 0, the complex
saddle point becomes irrelevant due to a Stokes transition. This phenomenon is
discussed in detail in the next section. For µ = 0, only the real saddle point is
relevant. Note that the thimble can for all µ be deformed to the original integration
domain R. See the lower panels of Fig. 9.5.
• For α = 1, the lens contains a cusp caustic at µc = 0. For µ 6= µc, the Picard-Lefschetz
analysis is similar to the α < 1 regime. The thimble passes through one real-valued
and one complex-valued saddle point. At the caustic µ = µc, three non-degenerate
saddle points merge forming a degenerate saddle point. This is the signature of the
cusp caustic, whose normal form is the quartic function x4. See the middle panels of
Fig. 9.5.
• In the regime α > 1, the Picard-Lefschetz analysis splits into three intervals. In the
single-image region, i.e., µ in (−∞,−µc) or (µc,∞), the Picard-Lefschetz analysis
consists of two relevant saddle points; one real and one complex. At the caustic, the
complex saddle point approaches the real line and merges with its complex conjugate
saddle point. This is the signature of the fold caustic. In the triple-image region,
i.e., µ ∈ (−µc, µc), the analysis consists of three real-valued relevant saddle points.
See the upper panels of Fig. 9.5.
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(a) α = 2, µ < −µc (b) α = 2,−µc < µ < µc (c) α = 2, µ > µc
(d) α = 1, µ < −µc (e) α = 1, µ = µc (f) α = 1, µ > µc
(g) α = 1/2, µ < 0 (h) α = 1/2, µ = 0 (i) α = 1/2, µ > 0
Figure 9.7: The Picard-Lefschetz thimbles for α = 1/2, 1, 2 as a function of µ. Paths of
steepest descent and ascent are shown as curves, with the relevant thimbles shown heavier.
Saddle points and poles of the phase are shown as points.
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Method 2: flowing the integration domain
We can alternatively obtain the Lefschetz thimble J by flowing the original integration
domain R along the downward flow of the real part h.
Given the downward flow γλ for general points z ∈ C, we flow the original integration
domain X to
Xλ = γλ(X) ⊂ C . (9.35)
The steepest descent contours Ji corresponding to the saddle points x¯i are the fixed points
of the flow, i.e.,
γλ(Ji) = Ji (9.36)
for all λ. When the h-function has saddle point in the complex plane, it follows from
Morse-Smale theory [256, 303] that the flowed contour Xλ will converge to a set of steepest
descent contours Ji as λ → ∞. Since Xλ is a continuous deformation of the original
integration domain X, it follows that Xλ converges to the Lefschetz contour, i.e.,
lim
λ→∞
Xλ = J . (9.37)
When we perform the flow of the original integration domain as a function of the
parameter µ, we obtain a family of thimbles. The thimble generally changes smoothly as
a function of µ. There are however two ways in which the Picard-Lefschetz structure of
the integral can abruptly change its geometry:
1. If for some µ, a few non-degenerate saddle points merge to form a higher order saddle
point, the number of relevant critical points will change. At these points, the integral
Ψ(µ; ν) forms a caustic. This phenomenon can be described by catastrophe theory
(see sections 9.2.2 and 9.4).
2. When the imaginary part H evaluated in two saddle points coincides for some pa-
rameter µs, the two corresponding steepest-descent contours can coincide. At such
a parameter µs, the Lefschetz thimbles flip changing the number of relevant saddle
points (see Fig. 9.8 for an illustration). This is known as a Stokes transition. The
parameters µs for which this happens form so-called Stokes lines.
We study both phenomena in detail in the Section 9.4.
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Figure 9.8: The Stokes phenomenon at which the steepest ascent and descent contours
coincide and the relevant saddle points change. Steepest ascent and descent paths are
shown as curves, with the relevant thimbles shown heavier. In the left panel, we have one
real relevant saddle point. In the central panel, we see a Stokes phenomenon. The Lefschetz
thimble passes through both a real and a complex saddle point. In the right panel, we have
one real and one complex relevant saddle point. The Stokes phenomenon occurs when the
steepest descent contour of a saddle point encounters another saddle point.
We numerically evaluate the flow Xλ by approximating X by a set of line-segments
and flowing the endpoints. Since the real part of the analytic continuation of an analytic
function does not have local extrema (this follows from the Cauchy-Riemann equation),
all points z ∈ C flow to poles as λ → ∞. The limit limλ→∞Xλ should not be interpreted
as a pointwise limit. We, for this reason, trace the length of the line-segments and add
points when neighboring points move too far apart. We moreover remove line-segments in
the neighborhoods of the poles of the h-function. The contour Xλ has converged to the
thimble when the imaginary part H is approximately constant along the line-segments.
This idea is implemented by the algorithm:
with the parameters a, b, T1, T2, T3 ∈ R, and n ∈ Z>0.
See Fig. 9.9 for the flow of the original integration domain corresponding the rational
lens for α = 2 and µ = 0. For λ = 0 the contour Xλ coincides with the real line. As λ
is increased to 1, the original integration domain smoothly flows to the Lefschetz thimble
J consisting of three steepest descent contours Ji corresponding to three relevant saddle
points x¯i. By evaluating the flow for varying α and µ, we obtain the Picard-Lefschetz
analysis of the lens.
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Require: Represent a subset [a, b] of the original integration domain X = R by the
regular lattice pi = a+ i∆x with ∆x =
b−a
n
for some n ∈ Z>0, and the line-segments
(p0, p1), (p1, p2), . . . , (pn−1, pn).
while the variance of the imaginary part H on the points pi exceeds threshold T1 do
flow the points: pi 7→ pi −∇h(pi)∆t
if the h-function evaluated in the point pi is smaller than the threshold T2 then
remove the corresponding line segments
end if
if the length of the line-segments (pi, pi+1) exceeds the threshold T3 then
split the line segment into the two lines
(
pi,
pi+pi+1
2
)
,
(pi+pi+1
2
, pi+1
)
.
end if
end while
Algorithm 1: The flow of the contour of one-dimensional oscillatory integrals.
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Figure 9.9: The downward flow of the integration domain. The contour Xλ for λ =
0, 0.2, 0.4, 0.6, 0.8, 1 is plotted as curves, the last being heavier. The five saddle points and
the two poles (at λ = ±i) are shown as points.
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For multi-dimensional oscillatory integrals, the flow algorithm can be generalized by
flowing the cells of a tessellation of the original integration domain. In this chapter, we
start our calculations with the tessellation of a rectilinear lattice. For an two-dimensional
illustration see Fig. 9.10.
Require: Represent a subset of the original integration domain X with a regular
tessellation consisting of cells Vi spanned by the points pi,1,pi,2, . . . .
while the variance of the imaginary part H on the points pi,j exceeds threshold T1
do
flow the points: pi,j 7→ pi,j −∇h(pi,j)∆t
if the h-function evaluated in the point pi is smaller than the threshold T2 then
remove the corresponding cells
end if
if the volume of a cell Vi exceeds the threshold T3 then
subdivide the cell into smaller cells
end if
end while
Algorithm 2: The flow of the contour of multi-dimensional oscillatory integrals.
There are various possible implementations of this algorithm. However, it follows from
Cauchy’s theorem that the integral is insensitive to the details of the tesselation employed.
For all reasonable tesselations, the algorithm terminates in a polynomial number of steps
as it scales roughly linearly with the number of simplices. Remarkably, this cost scaling is
no worse than that required by the geometric optics approximation.
9.3.3 Integrating along the thimbles
Given a Lefschetz thimble J for a range of α and µ, obtained with either one of the above-
described methods, we perform the resulting integral along the thimble with the trapezium
rule. Given a thimble J represented as a set of line-segments li = (pi,1, pi,2), the integral
is approximated by
Ψ(µ; ν) ≈
∑
i
eiφ(pi,1;µ)ν + eiφ(pi,2;µ)ν
2
(pi,2 − pi,1) (9.38)
summed over the line segments. For multi-dimensional oscillatory integrals, we evaluate
the integral on a linear approximation of the integrand on the tessellation of the thimble.
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Figure 9.10: Two projections of the numerically obtained two-dimensional thimble J in
C2 for a two-dimensional oscillatory integral.
Naively, one might expect to have to compute the Lefschetz contour J for every µ for which
one wishes to perform the integral. However, since the thimble is a smooth function of µ,
it suffices to compute the thimble for a range of µ. When integrating, we instead evaluate
the integral on the thimble corresponding to the closest µ for which we have evaluated the
thimble. Finally, it should be noted that for increasing ν, the support of the integral is
increasingly concentrated around the relevant saddle points. As a consequence we can, for
large ν, restrict the integral to the line segments close to the saddle points. It follows from
this that the numerical evaluation of the integral along the thimble becomes more and
more efficient as the frequency is increased. This is in sharp contrast with conventional
integration techniques which need to trace many oscillations of the integrand along the
real line.
See Fig. 9.11 for the normalized intensity profiles of the lens evaluated along the thimble
for frequencies ν = 50, 100, 500. We observe the following properties of the normalized
intensity profiles:
• In the regime α < 1, the lens leads to a single-image region. The normalized intensity
profile does not oscillate and is moreover independent of the frequency ν. See the
lower panels of Fig. 9.11.
• For α = 1, the lens forms a cusp caustic. The caustic corresponds to the peak at
µc = 0. For increasing frequency, ν, the peak is enhanced and becomes increasingly
narrow. In the eikonal limit ν →∞, the normalized normalized intensity diverges as
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Figure 9.11: The normalized intensity I(µ; ν) = |Ψ(µ; ν)|2 for α = 1/2, 1, 2 as a function
of µ for ν = 50, 100, 500.
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ν1/2 at the caustic µc (see the scaling relations in Table 9.2). See the middle panels
of Fig. 9.11.
• In the regime α > 1, the lens forms a triple-image region which is bounded by two-
fold caustics. We see that the triple-image region (−µc, µc), with µc = 0.206751 . . .
for α = 2, consists of an interference pattern bounded by two peaks at µ = ±µc. The
interference pattern in the triple-image region is the result of the three real saddle
points. The oscillations in the single-image region result from the interplay between
the relevant real and the complex saddle point. For increasing ν, the fringes of the
interference pattern shrink and spikes corresponding to the fold get sharper and are
increasingly enhanced. For the relevant scalings see Table 9.2. See the upper panels
of Fig. 9.11.
Note that the normalized intensity in the cusp exceeds the normalized intensity in the
fold caustic. This related to the co-dimension of the caustic as described in Section 9.2.2.
Moreover remark that the cusp caustic only exists at a single α for the one-dimensional lens,
while the fold caustic appears for a range of α. Table 9.2 shows the frequency dependence of
the pattern. Furthermore, note that the normalized intensity profiles at frequency ν = 500,
for α = 1/2, 1, and 2, are close to the normalized intensity maps predicted by geometric
optics (see Fig. 9.6).
In the context of astronomical radio sources, the signal is dramatically enhanced when
the relative position of the observer and the source move through the fold or the cusp
caustic of the lens. One would in this context interpret the µ axis as the line traced by the
source on the sky, i.e. µ = vt + µ0 with µ0 the initial position, v the speed of the source
in parameter space and t the time. This amplification of the signal may be relevant as
an selection effect for the recently observed Fast Radio Bursts. Note that if the observed
FRBs are indeed the result of caustics in plasma lenses, we expect the peaks to evolve in a
characteristic way and satisfy specific scaling relations in frequency space. See Section 9.6
for a more detailed discussion.
9.4 The elementary catastrophes
The unfoldings of the seven elementary singularities (see Table 9.1), form a local de-
scription of lenses near the caustics. We here study the Picard-Lefschetz analysis of the
elementary catastrophes appearing in two-dimensional lenses and evaluate the correspond-
ing normalized intensity maps using the flow algorithm described above. This analysis is
complementary to the asymptotic analysis described in chapter 36 of [312].
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9.4.1 The fold A2
The fold singularity is the simplest degenerate critical point and can be viewed as the
superposition of two non-degenerate saddle points. The Picard-Lefschetz analysis of the
unfolding of the fold singularity is illustrated in Fig. 9.12. For negative µ, there are two
relevant real saddle points (see Fig. 9.12a). As µ approaches the caustic at µc = 0, the
two saddle points merge and form the fold singularity (see Fig. 9.12b). Note that the
fold saddle point emanates three steepest ascent and three descent curves. The thimble is
non-differentiable at the degenerate saddle point. When µ is increased passed the caustic
µc, the two saddle points move off the real axis and into the complex plane (see Fig. 9.12c).
In this regime only one of them remains relevant.
(a) µ < 0 (b) µ = 0 (c) µ > 0
Figure 9.12: The saddle points and Lefschetz thimbles (shown as heavy curves) for the
unfolding for the fold singularity A2. Lighter curves show the remaining steepest ascent
and descent contours.
The Fresnel-Kirchhoff integral for the fold singularity can be related to the Airy function
Ψ(µ; ν) =
√
ν
pi
∫ ∞
−∞
e
i
(
x3
3
+µx
)
ν
dx = 2
√
piν1/6Ai[ν2/3µ] . (9.39)
Note the appearance of the singularity and fringe indices 1/6 and 2/3 as listed in Table
9.2. It straightforward to derive the scaling of the amplitude and the fringes, with the
change of coordinates z = ν1/3x. The other scaling relations are derived analogously. The
Airy function is a good illustration of the interference phenomenon present in multi-image
regions (seen in Fig. 9.13). The range µ < 0, for which the two relevant saddle points
reside on the real line corresponds to a double-image region, where two saddle points lead
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Figure 9.13: The integral Ψ(µ, ν) for the fold singularity as a function of µ for ν =
50, 100, 500.
to an interference pattern. The range µ > 0 corresponds to a zero-image region in which
the amplitude asymptotes to zero as ν →∞.
Asymptotics
Using the Picard-Lefschetz diagrams (Fig. 9.12) we can derive asymptotics for the integral
Ψ(µ; ν). For µ > 0 the Picard-Lefschetz analysis consists of a single relevant saddle point
located at i
√
µ. The exponent can be approximated around the saddle point by
φ(x;µ) = i
2
3
µ3/2 + i
√
µ(x− i√µ)2 +O ((x− i√µ)3) . (9.40)
The saddle point approximation for this point gives an exponential falloff
Ψ(µ; ν) ≈ e
− 2
3
µ3/2ν
√
2µ1/4
. (9.41)
This matches the the behaviour in Fig. 9.13.
For µ < 0, the Picard-Lefschetz analysis consists of two real relevant saddle points
located at x = ±√|µ|. A saddle point approximation around these points gives us the
oscillatory behaviour
Ψ(µ; ν) ≈ 2|µ| 14 sin
(
2|µ| 32ν
3
+
pi
4
)
(9.42)
seen in Fig. 9.13. Observe that wave function becomes increasingly oscillatory and falls off
as a power law Ψ(µ; ν) ∝ 1|µ|1/4 in the geometric limit ν →∞.
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9.4.2 The cusp A3
The cusp singularity consists of the superposition of three non-degenerate saddle points.
The singularity is of co-dimension K = 2 and has two unfolding parameters µ1 and µ2,
i.e.,
Ψ(µ; ν) =
√
ν
pi
∫ ∞
−∞
e
i
(
x4
4
+µ2
x2
2
+µ1x
)
ν
dx . (9.43)
See Fig. 9.14 for an illustration of unfolding of the cusp caustic and the Picard-Lefschetz
analysis in the (µ1, µ2)-plane.
The the exponent φ(x;µ) has three saddle points x¯i, given by the roots of the cubic
equation
x3 + µ2x+ µ1 = 0 . (9.44)
Depending on µ, either one or three of the saddle points are real-valued. The complex-
valued saddle points always come in conjugate pairs since φ(x;µ) is a real-valued function,
i.e. real for real x.
Geometric optics applied to this integral shows that the cusp caustic at (µ1, µ2) = (0, 0)
emanates two fold-lines A2 ⊂M , given by cubic root
µ2 = − 3
22/3
|µ1|2/3 . (9.45)
The fold lines are non-differentiable at the cusp singularity (µ1, µ2) = (0, 0).
In the triple-image region enclosed by the two fold-lines, the thimble passes through
three real-valued saddle points. When approaching one of the fold lines, we see that two
of the real saddle points merge and move in the complex plane. Only one of the two
complex saddle points remains relevant to the integral. This is analogous to the behavior
observed in the analysis of the fold caustic. At the cusp saddle point at (µ1, µ2) = (0, 0) all
three saddle points merge at the origin. Finally, note that the single-image region consists
of three subregions, for which the Picard-Lefschetz analysis either consists of one or two
relevant saddle points. These subregions are separated by two Stokes lines (red dashed
lines in Fig. 9.14). Along these lines, the Lefschetz thimbles flip while the saddle points
remain separated. The Stokes lines can be found by equating the imaginary parts of the
exponents evaluated at the saddle points, i.e.,
Im[iφ(x¯i;µ)ν] = Im[iφ(x¯j;µ)ν] (9.46)
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μ1
μ2
Figure 9.14: The cusp singularity in the unfolding µ-plane. The heavy solid curve is the
fold line separating the lower, triple-image region from the remaining single-image region.
The dashed curve is the Stokes line. We observe that the Stokes transition corresponds to
one complex saddle point becoming (ir)relevant, and that the caustics correspond to the
merger of two real, non-degenerate saddle points. There is only one real relevant saddle
point in the single image region. There are three real relevant saddles in the lower, triple
image region.
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(a) ν = 50 (b) ν = 100 (c) ν = 500
Figure 9.15: The normalized intensity I(µ; ν) for the cusp caustic for ν = 50, 100 and 500.
for i 6= j. For the unfolding of the cusp, we see that the Stokes lines are described by
µ2 = 3
3
√
3
√
3− 5
2
|µ1|2/3 , (9.47)
for µ1 < 0 and µ2. Note that the amplitude across a Stokes line is smooth, even though
the saddle point structure changes abruptly. The Stokes lines can be interpreted as the
points for which the saddle point approximation of the integral fails.
Numerics
Given the Lefschetz thimble, we can numerically evaluate the amplitude (see Fig. 9.15).
In the eikonal limit ν → ∞ we observe the emergence of a fold-line (A2) with a sharp
exponential falloff in most of the single-image region and the power-law falloff in the triple-
image region. We also see the emergence of a cusp caustic at the origin with a power-law
falloff along the line {µ1 = 0}.
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Asymptotics
The Picard-Lefschetz diagrams (Fig. 9.14) allow us to derive limiting behaviour for Ψ(µ; ν).
From the functional form of φ(x;µ) along the line {µ1 = 0}, i.e.,
φ(x;µ) =
µ2x
2
2
+
x4
4
, (9.48)
we observe that one of the relevant saddle points is located at the origin x = 0. For µ2 > 0
this is the only relevant saddle point, whereas for µ2 < 0 it is one of three real relevant
saddle points.
In the case µ2 > 0, we find that the single saddle leads to a power-law
Ψ(x;µ) ≈
√
ν
pi
∫ ∞
−∞
ei
µ2ν
2
x2dx =
√
2(−iµ2)−1/2 (9.49)
which in the normalized intensity corresponds to the falloff
I(x;µ) = |Ψ(x;µ)|2 ≈ 2
µ2
, (9.50)
independent of the frequency. This feature is absent in the unfolding of the fold caustic.
For µ2 < 0, the Picard-Lefschetz analysis consists of three real relevant saddle points
located at ±√µ2 and 0. The exponent at the saddle point ±√−µ2 can be approximated
by
φ(x;µ) = −µ
2
2
4
− µ2(x±
√−µ2)2 +O
(
(x±√−µ2)3
)
. (9.51)
In the saddle point approximation,
Ψ(µ; ν) ≈
√
2
−(−1)3/4 + (1 + i)e− i4µ22ν√−µ2 . (9.52)
The normalized intensity I(µ; ν) thus oscillates in µ2 with increasing frequency with power-
law suppression
I(µ; ν) ∝ 2
µ2
. (9.53)
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Along the line {µ2 = 0}, the Picard-Lefschetz analysis consists of two relevant saddle
points, one real and one complex. The real relevant saddle point is located at x¯ = −µ1/31 ,
giving the oscillatory behaviour
Ψ(µ; ν) ≈
√
2
(−1)1/4e−iµ4/31 ν
−√3µ1/31
, (9.54)
so that the normalized intensity again falls off as a power-law
I(µ; ν) = |Ψ(µ; ν)|2 ≈ 2µ−2/31 . (9.55)
9.4.3 The swallowtail A4
The swallowtail singularity is more complicated, as it consists of the superposition of four
non-degenerate saddle points. The singularity is of co-dimension K = 3 and has three
unfolding parameters µ1, µ2 and µ3, i.e.,
Ψ(µ; ν) =
√
ν
pi
∫ ∞
−∞
e
i
(
x5
5
+µ3
x3
3
+µ2
x2
2
+µ1x
)
ν
dx . (9.56)
See figures 9.17 and 9.18 for an lustration of unfolding of the swallowtail caustic and the
Picard-Lefschetz analysis in the (µ1, µ2, µ3)-space.
The analytic continuation of the exponent iφ(x;µ)ν has four saddle points x¯i, given by
the roots of the quartic equation
x4 + µ3x
2 + µ2x+ µ1 = 0 . (9.57)
Depending on µ, either zero, two or four of the saddle points are real-valued. The complex-
valued saddle points always come in conjugate pairs since φ(x;µ) is a real-valued function.
Geometric optics applied to this integral shows that the swallowtail caustic at µ =
(0, 0, 0) emanates a cusp-line and a fold-surface (see Fig. 9.16). The fold-surface (the
yellow surface in Fig. 9.16) is given by
A2 =
{
(3u4 + u2v,−4u3 − 2uv, v)|(u, v) ∈ R2} ⊂M (9.58)
satisfying the two constraints
dφ(x;µ)
dx
= 0 ,
d2φ(x;µ)
dx2
= 0 . (9.59)
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The cusp-line (the black curve in Fig. 9.16) lays on the fold-surface and is given by
A3 = {(−3t4, 8t3,−6t2)|t ∈ R} ⊂M (9.60)
satisfying the three constraints
dφ(x;µ)
dx
= 0 ,
d2φ(x;µ)
dx2
= 0 ,
d3φ(x;µ)
dx3
= 0 . (9.61)
Note that the caustics are symmetric in the (µ1, µ3)-plane and that caustics only appear
for negative µ1. This aids our analysis, since we can consider the three-dimensional swal-
lowtail unfolding as a one parameter family of unfoldings in the {µ3 = const} planes.
Figure 9.16: The swallowtail singularity in the unfolding space (µ1, µ2, µ3). The curved
surface is the fold surface separating the single- and triple-image regions. The heavy line
is the cusp line, along which we find cusp saddle points.
In figures 9.17 and 9.18 we plot three slices of the fold-surface and cusp-line for µ3 =
−1, 0 and +1. For µ3 = −1 we obtain the characteristic swallowtail shape in the fold-
surface with the cusp-line intersecting at the tips, which gives the singularity its name.
For µ3 = 0 we see the actual swallow caustic. The slice µ3 = +1, is simpler as it does not
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μ1
μ2
Figure 9.17: Picard-Lefschetz analysis of the unfolding of the swallowtail (A4) singularity
at µ3 = −1. The number of real saddles gives the number of images in geometric optics.
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contain intersections with the cusp-line and only consists of the fold-surface separating two
regions.
Given the caustics of geometric optics, we can evaluate the Lefschetz thimble. It again
suffices to study the three cases µ3 < 0, µ3 = 0 and µ3 > 0:
• We start by analysing the saddle points in the µ3 = −1 plane (Fig. 9.17). The Picard-
Lefschetz analysis for the enclosed region in the middle of the circle consists of four
relevant real saddle points. This is a quadruple-image region. Note that multiple-
image regions for localized lenses always consist of an odd number of images. In such
lenses, the swallowtail will in practice always appear near another caustic such as a
fold.
Starting from the quadruple-image region and moving through the fold-line on the
left, we observe that the two central saddle points merge to form a fold saddle point.
The two saddle points subsequently move in the complex plane, one remaining rel-
evant. Since this region corresponds to two real saddle points it is a double-image
region.
Again, starting from the quadruple-image region and moving in the vertical direction,
we observe that two of the outer saddle points merge to form a fold saddle point and
subsequently move into the complex plane. The resulting Picard-Lefschetz analysis
again consists of three relevant saddle points; two real and one complex. This again
is a double-image region. If we, however, move from this double-image region to the
double-image region on the left of the quadruple-image region, we pass through two
Stokes lines, at which the complex saddle point switches from relevant to irrelevant.
The Stokes lines are defined by
Im[iφ(x¯i;µ)ν] = Im[iφ(x¯j;µ)ν] (9.62)
for i 6= j. Note that the Stokes lines can be associated with the cusp caustic at the
tips of the fold-line. Note that the three relevant saddle points merge at these tips,
to form a cusp saddle point.
Finally, if we move from the quadruple-image region along the line µ2 = 0 to the
right, we pass through the intersection of the fold lines. At this point, both the left
and right two real saddle points merge to form a ‘double’ fold caustic. After passing
this point, the four saddle points move in the complex plane. The Picard-Lefschetz
analysis consists here of two relevant complex saddle points. This is a zero-image
region (which will not be realized in localized lenses). If we pass from the double-
image region to the zero-image region, we again observe a fold caustic in which two
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relevant real saddle points merge and move in the complex plane. This completes
the analysis of the unfolding of the swallowtail caustic at µ3 = −1.
• For µ3 = 0, the geometry of the fold-line is simpler as the quadruple-image region
has merged into the swallowtail caustic at the origin (see Fig. 9.18a). The Picard-
Lefschetz analysis of this slice is largely similar to the one at µ3 = −1. The double-
image region (including the Stokes lines) has been deformed but is otherwise the
same. The zero-image region is also unchanged. However, the intersection of the two
fold-lines is replaced by the swallowtail saddle point at the origin of in the (µ1, µ2)-
plane. Since this saddle point is the superposition of four non-degenerate saddle
points, the amplitude integral is enhanced.
• For µ3 = +1, the geometry of the caustics is depicted in Fig. 9.18b. The fold-line
separates the zero-image region on the right from the double-image region on the left.
Since the Picard-Lefschetz diagram in the zero-image region consists of four complex
saddle points – two of them being relevant – there exist two distinct ways in which we
can pass to the double-image region; either by merging the two saddle points on the
left or on the right (see upper and lower diagram). The transition between these to
takes place at the origin, where the four saddle points are located on the imaginary
axis. The double-image region consists of three subregions. The rightmost Stokes
lines at µ3 = 0 (see Fig. 9.18a) have partly moved into the zero-image region.
By patching the Picard-Lefschetz analysis at µ3 = −1, 0 and +1 together, we obtain
a complete description of the unfolding of the swallowtail singularity in the (µ1, µ2, µ3)-
space. Note that the Stokes lines obtained in figures 9.17 and 9.18 are intersections of
Stokes-surfaces, which together with the fold-surface partition the µ-space.
Numerics
Given the Lefschetz thimble, we can numerically compute the normalized intensity map of
the lens (see Fig. 9.19). The left, central and right panels depict the normalized intensity
I(µ; ν) for µ3 = −1, 0 and +1. The upper, middle and lower panels depict the different
frequencies ν = 50, 100 and 500.
We observe that for ν = 50, interference is a dominant feature of the geometry of
the caustic. The images are blurry and the geometry of the swallowtail is not resolved
(Fig. 9.19a). We do observe the power-law falloff associated with the cusp singularities,
which contrasts with the exponential falloff of the fold singularities.
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μ1
μ2
(a) µ3 = 0
μ1
μ2
(b) µ3 = +1
Figure 9.18: The Picard-Lefschetz analysis of the unfolding of the swallowtail (A4) singu-
larity at µ3 = 0 and +1. The number of real saddles gives the number of images in the
geometric optics approximation.
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In the eikonal limit ν →∞ we observe the emergence of a fold-line (A2) with cusps (A3).
For ν = 500 the swallowtail structure at µ3 = −1 is fully resolved. Note the difference in
normalized intensity between the double- and quadruple-image regions. As the frequency ν
is increased we observe that the enhanced flares, in the double-image regions, corresponding
to the cusp caustics get thinner. However, note that they are independent of the frequency
ν.
9.4.4 The elliptic umbilic D−4
The caustics described above were part of the A-family. They are of co-rank 1 and can be
described by a one-dimensional integral. This should be contrasted by the D family which
is of co-rank 2 and can only be studied in two-dimensional integrals.
The elliptic umbilic D−4 is a singularity with co-rank 2 and co-dimension K = 3. The
unfolding is described in terms of the three unfolding parameters (µ1, µ2, µ3). We consider
the interference pattern emerging from the integral
Ψ(µ; ν) =
ν
pi
∫
R2
ei(x
3
1−3x1x22−µ3(x21+x22)−µ2x2−µ1x1)νdx1dx2 . (9.63)
The analytic continuation of the exponent iφ(x;µ)ν has four saddle points x¯i, given
by the roots of the two quadratic equations
3x21 − 3x22 − 2µ3x1 − µ1 = 0 (9.64)
−6x1x2 − 2µ3x2 − µ2 = 0 . (9.65)
Depending on µ, either two or four of the saddle points are real-valued. The complex-
valued saddle points always come in conjugate pairs since φ(x;µ) is real-valued for real x.
Solving this set of equations for µ1 and µ2 we obtain the Lagrangian map as a function of
µ3,
ξµ3(x1, x2) = (3x
2
1 − 3x22 − 2x1µ3,−2x2(3x1 + µ3), µ3) . (9.66)
In the geometric limit, we form a fold-surface and three cusp lines. The fold-surface in
base space X = R2 is given by
AX2 (µ3) =
{(µ3
3
cos θ,
µ3
3
sin θ
)
|θ ∈ [0, 2pi)
}
(9.67)
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(a) µ3 = −1, ν = 50 (b) µ3 = −1, ν = 100 (c) µ3 = −1, ν = 500
(d) µ3 = 0, ν = 50 (e) µ3 = 0, ν = 100 (f) µ3 = 0, ν = 500
(g) µ3 = +1, ν = 50 (h) µ3 = +1, ν = 100 (i) µ3 = +1, ν = 500
Figure 9.19: The normalized intensity, I(µ; ν), of the unfolding of the swallowtail caustic
(A4) sliced by the surfaces {µ3 = −1}, {µ3 = 0}, {µ3 = +1} (respectively the left, central
and right panels) for the frequencies ν = 50, 100 and 500 (respectively the upper, the
middle and lower panels).
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which is a cylinder with radius µ3
3
, satisfying the equation
|M| = 0 , (9.68)
where the deformation tensor is given by
M =
[
∂2φ(x;µ)
∂xi∂xj
]
i,j=1,2
(9.69)
=
(
6x1 − 2µ3 −6x2
−6x2 −6x1 − 2µ3
)
. (9.70)
The three cusp-lines are straight lines and lay on the fold-surface,
AX3 (µ3) =
{(µ3
3
, 0
)
,
(
µ3
3
cos
2pi
3
,
µ3
3
sin
2pi
3
)
,
(
µ3
3
cos
4pi
3
,
µ3
3
sin
4pi
3
)}
(9.71)
in the X space.
In M space, after being mapped by ξµ3 , the elliptic umbilic point is located at the
origin. The fold-surface is given by
A2 =
{(
µ23
3
(∓2 cos θ + cos(2θ),−2µ
2
3
3
(±1 + cos(θ)) sin(θ),±µ3
) ∣∣∣∣θ ∈ [0, 2pi), µ3 ∈ R}
(9.72)
where the two branches corresponding to ± correspond to two disconnected pieces corre-
sponding to the two eigenvalue fields of M. The cusp lines are given by
A3 =
{
(t2, 0, t), (−t2/2,
√
3t2/2, t), (−t2/2,−
√
3t2/2, t)|t ∈ R
}
. (9.73)
The fold-surface and cusp lines are illustrated in Fig. 9.20a. The upper and the lower
surfaces denote the fold surfaces corresponding to the eigenvalue fields λ1 and λ2. The fold
surface has a harp edge at the cusp lines (in black).
Note the symmetry of the triangular singularity and point symmetry of the caustic.
By performing the Picard-Lefschetz analysis for the two slices µ3 = ±1 and µ3 = 0 we
can obtain the Picard-Lefschetz diagram of the unfolding of the singularity. See Fig. 9.21
for the Picard-Lefschetz analysis of the two slices. The small diagrams are the real parts
of the four saddle points in the (x1, x2)-plane. The black circle is the caustic in the base
space at the corresponding µ3.
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(a) Elliptic umbilic D−4 (b) Hyperbolic umbilic D
+
4
Figure 9.20: The elliptic (D−4 ) and hyperbolic umbilic (D
+
4 ) singularities in the unfolding
space (µ1, µ2, µ3). For D
−
4 , the upper and lower curved surfaces are the fold-surfaces
corresponding to the eigenvalue fields λ1 and λ2, separating the single-and triple-image
regions. The heavy lines are cusp-lines, along which we find the cusp saddle points. For
D+4 , the fold surfaces for λ1 and λ2 extend from upper left to lower right and from upper
right to lower left respectively.
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μ1
μ2
(a) µ3 = ±1
μ1
μ2
(b) µ3 = 0
Figure 9.21: Intersection of the elliptic umbilic D−4 by the surface {µ3 = −1}. The heavy
curve is the fold-line and the dashed curve is the Stokes line. The points represent the four
saddle points. Note that the saddle points away from the black lines are real-valued. The
saddle points on the black curves are complex-valued and come in conjugate pairs. The
number of real saddles gives the number of images in the geometric optics approximation.
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• We first consider the case µ3 6= 0. At the origin, the four saddle points are real-valued
(see Fig. 9.21a). As a consequence, we conclude that they are all relevant. This is
a quadruple-image region. One of the four saddle points is located inside the black
circle. The other three are symmetrically distributed around the circle.
When crossing the fold-line, the saddle point in the circle merges with one of the outer
saddle points on the circle. After passing the fold-line, the two saddle points become
complex. The saddle point with the smallest real part of the exponent iφ(x¯;µ) will
remain relevant whereas the other saddle point becomes irrelevant. The outside of
the triangle is a double-image region. Note that the real parts of the two complex
saddle points always coincides with the black circle.
When approaching one of the three the cusp points, three of the four saddle points
merge at a single point on the circle. Note that the four saddle points are collinear
in the cusps.
Finally, note that the double-image region consists of six subregions divided by six
Stokes lines. In the regions on the left, the upper right and the lower right, the
Lefschetz thimble passes through two real and one complex saddle point. In the
regions to the right, upper left and lower right, the Picard-Lefschetz analysis consist
of only two real saddle points (the ones outside the circle. The Stokes lines are again
associated with the three cusps.
• In the case, µ3 = 0, the central region is replaced by the elliptic umbilic saddle point
(see Fig. 9.21b). The rest of the µ1-µ2-plane is divided into six distinct regions by
the six Stokes lines. The upper left, lower left, and the upper right regions consist
of two relevant real saddle points. These regions correspond to the upper left, lower
left, and right region in Fig. 9.21a. The three remaining regions consist of two real
and one complex relevant saddle points.
These slices form a complete description of the Lefschetz thimble of the unfolding of
the elliptic umbilic in the µ-space.
Numerics
Given the Lefschetz thimble, we can numerically evaluate the normalized intensity map of
the lens (Fig. 9.22). The upper and lower panels depict the normalized intensity I(µ; ν)
for µ3 = ±1 and 0. The left, central and right panels depict the frequencies ν = 50, 100
and 500.
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The normalized intensity map corresponding to the unfolding of the elliptic umbilic
(D−4 ) has a triangular symmetry. As the frequency increases, the normalized intensity
profile steepest and increases in amplitude. In the plane µ3 = ±1 we observe a fold-line
in a triangular configuration with three cusp caustics at the corners. For the frequency,
ν = 50 the fold-line is relatively blurry. We again observe outward stripes emanating from
the cusp caustics. These again follow a power-law falloff independent of the frequency. As
the frequency is raised to ν = 100 and ν = 500 we observe that the fold lines become
sharper and the fringes in the quadruple image region shrink. The normalized intensity
at frequency ν = 500 is very close to the normalized intensity map predicted by geometric
optics.
9.4.5 The hyperbolic umbilic D+4
The hyperbolic umbilic D+4 completes the set of caustics appearing in two-dimensional
lenses. It is again a singularity with co-rank 2 and co-dimension K = 3. The unfolding is
described in terms of the three unfolding parameters (µ1, µ2, µ3). We consider the integral
Ψ(µ; ν) =
ν
pi
∫
R2
ei(x
3
1+x
3
2−µ3x1x2−µ2x2−µ1x1)νdx1dx2 . (9.74)
The analytic continuation of the exponent iφ(x;µ)ν has four saddle points x¯i, given
by the roots of the two quadratic equations
3x21 − µ3x2 − µ1 = 0 , (9.75)
3x22 − µ3x1 − µ2 = 0 . (9.76)
Depending on µ, either zero, two or four of the saddle points are real-valued. The complex-
valued saddle points always come in conjugate pairs since φ(x;µ) is real-valued for real x.
Solving this set of equations for µ1 and µ2 we obtain the Lagrangian map as a function of
µ3,
ξµ3(x1, x2) = (3x
2
1 − x2µ3, 3x22 − x1µ3) . (9.77)
In the geometric limit, we form a fold-surface and a cusp lines. The fold-surface in X
space is given by
AX2 (µ3) =
{(
± µ
2
3
36t
, t
)
|t ∈ R
}
(9.78)
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(a) µ3 = ±1, ν = 50 (b) µ3 = ±1, ν = 100 (c) µ3 = ±1, ν = 500
(d) µ3 = 0, ν = 50 (e) µ3 = 0, ν = 100 (f) µ3 = 0, ν = 500
Figure 9.22: The normalized intensity, I(µ; ν), of the unfolding of the elliptic umbilic
caustic (D−4 ) sliced by the surfaces {µ3 = ±1}, {µ3 = 0} (respectively the upper and lower
panels) for the frequencies ν = 50, 100 and 500 (respectively the left, the centre and right
panels).
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which is a cylinder with radius µ3
3
, satisfying the equation
|M| = 0 (9.79)
where the deformation tensor is given by
M =
[
∂2φ(x;µ)
∂xi∂xj
]
i,j=1,2
(9.80)
=
(
6x1 −µ3
−µ3 6x2
)
. (9.81)
The three cusp-lines are linear lines laying on the fold-surface,
AX3 (µ3) = {(−µ3/6,−µ3/6)} (9.82)
in the X = R2 space.
In the parameter space M , the elliptic umbilic point is located at the origin. The
fold-surface is given by
A2 =
{(
3u4 ± 6uv3,±6u3v + 3v4,∓6uv) |u, t ∈ R} (9.83)
A2 =
{(
3u4 ∓ 6uv3,∓6u3v + 3v4,∓6uv) |u, t ∈ R} (9.84)
where the two solutions correspond to two disconnected pieces corresponding to the two
eigenvalue fields of M. The cusp line in the parameter space is given by
A3 =
{
(t2/4, t2/4, t)|t ∈ R} . (9.85)
The fold-surface and cusp-line are illustrated in Fig. 9.20b. The surfaces stretching from the
upper left to lower right and upper right to lower left denote the fold surfaces corresponding
to the eigenvalue fields λ1 and λ2 of the deformation tensor M. The fold surface has a
harp edge at the cusp lines (in black).
Note the symmetry of the triangular singularity and point symmetry of the caustic. By
performing the Picard-Lefschetz analysis for the two slices µ3 = ±1 and µ3 = 0 we can
obtain an understanding of the relevant saddle points.
See Fig. 9.23 for the Picard-Lefschetz analysis of the two slices. The small diagrams
are the real parts of the four saddle points in the (x1, x2) plane. The black circle is caustic
in X space at µ3 = ±1 and 0.
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μ1
μ2
(a) µ3 = ±1
μ1
μ2
(b) µ3 = 0
Figure 9.23: Intersection of the hyperbolic umbilic D+4 with the surface {µ3 = −1}. The
heavy line is the fold-line and the dashed line is the Stokes line. The points represent the
four saddle points. Note that the saddle points away from the black lines are real-valued.
The saddle points on the black curves are complex-valued and come in conjugate pairs. The
number of real saddles gives the number of images in the geometric optics approximation.
• Consider the slice µ3 = ±1 (see Fig. 9.23a). In the upper right corner, the four
saddle points are real-valued. In the corresponding Picard-Lefschetz analysis, they
are all relevant. This is a quadruple-image region. When we pass the left or lower
fold-line, two of the four saddle points merge at the hyperbola in X space, to form
a fold singularity. Afterward, both saddle points become complex. The one with
the smallest real part of the exponent iφ(x¯;µ)ν remains relevant whereas the other
saddle point becomes irrelevant. Just like in the elliptic umbilic, the real part of the
complex saddle points remains on the hyperboloid. This is a double-image region.
Depending on whether we cross the fold line to the left or below the quadruple region,
two different saddle points merge.
If we move from the quadruple-image region to the cusp, we obtain a singularity due
to the merger of three saddle points. After passing through the cusp, only the two
real saddle points will be relevant. The two complex saddle points are irrelevant.
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From the double-image region, we can pass the second fold-line. At this fold-line,
the two remaining real saddle points merge to form a fold saddle point after which
they move in the complex plane. Note that the real parts of these two saddle points
remain on the second branch of the hyperbolic. Since the Picard-Lefschetz analy-
sis does not contain any real-valued saddle points after passing the second fold-line,
this is a zero-image region. The zero-image region is again subdivided into three
subregions. In the upper left and lower right regions, the Picard-Lefschetz analysis
consists of two relevant complex saddle points. In the lower left region, the Picard
Lefschetz analysis consists of one relevant complex saddle point.
• In the case, µ3 = 0 the analysis is similar to the one obtained for µ3 = ±1, since
the regions are trivially deformed (see Fig. 9.23b). In the upper right region, again
four saddle points are real. All of them are relevant. This is still a quadruple-
image region. The fold line along the positive µ1 and µ2 axis is double fold lines,
as the two fold lines at µ3 = ±1 have merged. The left and lower right regions are
zero-image regions. In the upper left and lower right regions, the Picard-Lefschetz
analysis consists of two relevant complex saddle points. In the lower left region, the
Picard-Lefschetz analysis again consists of one relevant complex saddle point. This
concludes the Picard-Lefschetz analysis.
Numerics
Given the Lefschetz thimble, we can numerically compute the normalized intensity map (see
Fig. 9.24). The upper and lower panels depict the normalized intensity I(µ; ν) for µ3 = ±1
and 0. The left, central and right panels depict the different frequencies ν = 50, 100 and
500.
For both unfoldings at µ3 = ±1 and µ3 = 0, the normalized intensity map closely
follows the caustics structure represented in Fig. 9.23. In the zero-image region, the nor-
malized intensity vanishes. In the double-image regions, for µ3 = ±1, the normalized
intensity oscillates forming lines of equal normalized intensity as should be expected from
the presence of the left fold line. In the quadruple-image regions, the normalized intensity
oscillates in two directions, for µ3 = ±1 forming the structure we observed for the cusp
caustic, and for µ3 = 0 forming an interference pattern with rectangular symmetry.
In the eikonal limit ν →∞, the normalized intensity becomes sharper and the caustics
become more pronounced. It should, in particular, be noted that the normalized intensity
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at the hyperbolic umbilic (in the origin in the plots corresponding to µ3 = 0), the normal-
ized intensity rises rapidly with ν. This is in correspondence with the scaling relations we
found above.
9.5 Two dimensional localized lenses
The seven elementary singularities form a dictionary of the local behavior of the lens
integral
Ψ(µ; ν) =
(ν
pi
)N/2 ∫
RN
eiφ(x;µ)νdx , (9.86)
φ(x;µ) = (x− µ)2 + ϕ(x) , (9.87)
near caustics. Their corresponding normalized intensity map completely describes the
local properties of lensed images. However, the global structure of the caustic is in general
different. Since the normal forms of the elementary singularities are polynomials, the
corresponding phase ϕ has support throughout the base space X = RN . The catastrophes
with an even co-dimension K, lead to an image with an even number of images. In contrast,
localized lenses lead to n-image regions with n an odd integer. We now turn to the study
of interference patterns appearing in localized lenses near caustics. We evaluate three
two-dimensional lenses, which simulate the behavior of a localized lens and include the
five elementary catastrophes appearing in two-dimensional lenses. In the process, we also
demonstrate the accuracy of the integration scheme along the Lefschetz thimble.
9.5.1 A generic peak
In general, lensing effects are strongest near the extrema of the variation of the phase ϕ. It
is for this reason natural to study the effect of an asymmetric peak in the phase variation
ϕ, with
ϕ(x) =
α
1 + x21 + 2x
2
2
, (9.88)
the two-dimensional generalization of the one-dimensional lens studied in Section 9.3. For
astrophysical plasma lenses, the parameter α scales according to the dispersion relation
α ∝ ν−2.
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(a) µ3 = ±1, ν = 50 (b) µ3 = ±1, ν = 100 (c) µ3 = ±1, ν = 500
(d) µ3 = 0, ν = 50 (e) µ3 = 0, ν = 100 (f) µ3 = 0, ν = 500
Figure 9.24: The normalized intensity, I(µ; ν), of the unfolding of the hyperbolic umbilic
caustic (D+4 ) sliced by the surfaces {µ3 = ±1}, {µ3 = 0} (respectively the upper and lower
panels) for the frequencies ν = 50, 100 and 500 (respectively the left, the centre and right
panels).
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The Lagrangian map is given by
ξ(x) = x+
1
2
∇ϕ(x) (9.89)
= x− α
(1 + x21 + 2x
2
2)
2
(x1, 2x2) . (9.90)
The map forms a caustic where the deformation tensor
Mij = ∂
2φ(x;µ)
∂xi∂xj
, (9.91)
with the eigenvalue and eigenvector fields λi(x), vi(x), is singular, i.e.,
|M(x)| = λ1(x)λ2(x) = 0 . (9.92)
For convenience, we order the eigenvalue and eigenvector fields by λ1(x) ≤ λ2(x).
The first caustic forms at the origin (µ1, µ2) = (0, 0) for the parameter α =
1
2
(see
Fig. 9.25). This is a cusp singularity. Note that by construction this caustic corresponds
to the eigenvalue field λ1. For
1
2
< α < 64
49
the A3 point forms an outgoing fold-line (A2)
with two cusps (A3) on the left and the right. At α = 1, a new A3 point is created, this
time corresponding to the second eigenvalue field λ2. For 1 < α <
64
49
the A3 point forms a
fold-line (A2) with two cusps (A3) at the top and the bottom. At α =
64
49
the two fold lines
merge in a hyperbolic umbilic (D+4 ) at (µ1, µ2) = (0,±1/
√
14). For α > 64
49
the two fold
lines continue to move outwards, where the fold-line corresponding to λ1 has four cusps
while the fold-line corresponding to λ2 does not contain a cusp. Outside the fold-line of
the caustics, the image consists of a single-image region. Inside the solid fold line, we find
a triple-image and a five-image region enclosed by the dashed fold line.
The analytic continuation of the exponent, φ(x;µ), possesses a pole on the two-
dimensional surface x21+2x
2
2+1 = 0. Note that poles are never isolated in multi-dimensional
complex analysis [282]. The exponent has nine saddle points x¯i. By evaluating the gradi-
ent of the h-function and flowing the original integration domain, we obtain a numerical
representation of the thimble J ⊂ C2.
Given the two-dimensional thimble J , we numerically evaluate the integral Ψ(µ; ν).
In Fig. 9.26, we plotted the normalized intensity of the sensed signal for α = 7/10, 64/49
and 4 as a function of the frequency. Observe that when the wavelength is comparable to
the size of the caustic structure, the normalized intensity is blurred. The caustics emerge
when the wavelength becomes shorter. At the frequency ν = 500, we accurately recover
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Figure 9.25: The caustics corresponding to λ1 (heavy line) and λ2 (dashed line) as a
function of α. We observe the formation of a triple- and a five-image region.
the image corresponding to geometric optics. Remark the stripes emanating from the
cusp singularities. This is the frequency independent power-law falloff we observed in the
elementary singularities.
In Fig. 9.27, we plot the cross-section of the normalized intensity map along the diagonal
µ1 = µ2 for the lens with α = 4 for ν = 50, 100 and 500. Observer the four spikes while
passing through the fold catastrophe. Note that the spikes increase in magnitude as ν
is raised. In the astronomical context, these spikes correspond to amplification in the
light-curve of the lensed source.
9.5.2 A degenerate peak
A more intricate structure arises for the lens corresponding to the degenerate peak in the
phase,
ϕ(x) =
α
1 + x41 + x
2
2
, (9.93)
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(a) α = 0.7, ν = 50 (b) α = 0.7, ν = 100 (c) α = 0.7, ν = 500
(d) α = 64/49, ν = 50 (e) α = 64/49, ν = 100 (f) α = 64/49, ν = 500
(g) α = 4, ν = 50 (h) α = 4, ν = 100 (i) α = 4, ν = 500
Figure 9.26: Intensity I(µ; ν) of the local lens at α = 0.7, 64/49, 4 for ν = 50, 100 and 500.
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(a) ν = 50 (b) ν = 100 (c) ν = 500
Figure 9.27: The normalized intensity evaluated along the diagonal in the (µ1, µ2)-plane
for α = 4 for ν = 100 and 500. The heavy curve is the envelope predicted by geometric
optics (see Eq. (9.18)).
with the Lagrangian map
ξ(x) = x+
1
2
∇ϕ(x) (9.94)
= x− α
(1 + x41 + x
2
2)
2
(2x31, x2) . (9.95)
The caustics structure of the Lagrangian map for varying α is plotted in Fig. 9.28. For
α = 1 we find two disconnected components, which are joined at α = 1.5 and form an
intricate pattern at α = 2 and α = 2.5. At α = 2 we again find a hyperbolic umbilic caustic
(D+4 ) at the two points where the cusps corresponding to the first and second eigenvalue
fields λ1, λ2 coincide. We thus see that not only the structure at the peak but also the
falloff of the variation in the phase ϕ is important in the study of caustics in lensed images.
The caustic structure is generally sensitive to the Hessian of the phase ϕ, i.e., the second
order derivatives.
After flowing the original integration contour to the Lefschetz thimble J , we numeri-
cally evaluate the amplitude Ψ(µ; ν) and the corresponding normalized intensity I(µ; ν).
The resulting normalized intensity maps are plotted in figures 9.29 and 9.30. For the fre-
quency ν = 50, the image is again rather blurry. We can see the general shape, but cannot
distinguish the detailed line structure. For the frequency ν = 100, the lines are better
resolved. However, the length scale of the caustics is comparable to the length scales of
the interference patterns in the multi-image regions. For ν = 500, we see the complete
geometric structure of the caustics. The oscillations in the multi-image regions are now
very fine. For this frequency, we are very close to the geometric optics approximation.
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Figure 9.28: The caustics of the Lagrangian map for various α. The caustics corresponding
to the first and second eigenvalue fields λ1 and λ2 are shown as dashed and solid lines
respectively.
9.5.3 The swallowtail caustic
In the previous two examples of lenses corresponding to the simple peaks, we found both
fold (A2) and cusp caustics (A3) corresponding to a single eigenvalue field, and the inter-
action between two eigenvalue fields via the hyperbolic umbilic (D+4 ). The two remaining
caustics, i.e., the swallowtail (A4) and the elliptic umbilic (D
−
4 ), appear in slightly more
involved lenses. For the swallowtail caustic, consider the lens
ϕ(x) =
αx1
1 + x41 + x
2
2
. (9.96)
Again, in the astrophysical context, α follows the dispersion relation α ∝ ν−2.
The corresponding integrand iφ(x;µ)ν, consists of 23 saddle point in the complex plane.
By deforming the integration domain to the thimble, we evaluate the two-dimensional lens
integral numerically. See figures 9.31 and 9.32 for the caustics obtained from geometric
optics and the corresponding normalized intensity maps for the frequency ν = 50, 100, 500.
• For α = 2, the lens forms a caustic corresponding to a single eigenvalue field (see
the upper panels of Fig. 9.31.). The profile a pancake with two cusps at the tips.
In the corresponding normalized intensity field, we see an interference pattern in the
triple-image region, two stripes emanating from the cusps and more strikingly two
diagonal stripes going to the left in the single image region. These stripes are a
precursor of the swallowtail caustic emerging at later α.
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(a) α = 1, ν = 50 (b) α = 1, ν = 100 (c) α = 1, ν = 500
(d) α = 1.5, ν = 50 (e) α = 1.5, ν = 100 (f) α = 1.5, ν = 500
(g) α = 1, ν = 100 (h) α = 0.7, ν = 500 (i) α = 2, ν = 500
Figure 9.29: The normalized intensity map, I(µ; ν), for different frequencies.
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(a) α = 2.5, ν = 50 (b) α = 2.5, ν = 100 (c) α = 2.5, ν = 500
Figure 9.30: The normalized intensity map, I(µ; ν), for different frequencies.
• As α is raised to 3, a second caustic emerges in the triple-image region (see the lower
panels of Fig. 9.31). This caustic corresponds to the second eigenvalue field of the
deformation tensor. At α = 3 one of the two cusps of the second fold line merges with
the outer fold line and transfers the cusp singularity via an elliptic umbilic caustic
(D−4 ). For larger α, the solid line will thus have three cusps whereas the dashed line
has only one.
However, more importantly, the lens forms a swallowtail caustic (A4) in the solid line
at α = 2. This phenomenon cannot be observed in the solid fold-line but is apparent
in the normalized intensity map. The two stripes already visible for α = 2 are
amplified. At the location where the swallowtail stripe coincides with the fold-line,
we see an amplification of the normalized intensity in the swallowtail point.
In the normalized intensity map, we see that the geometry becomes sharper and
sharper as we increase the frequency and approach the geometric optics limit. Note
that the normalized intensity of the hyperbolic umbilic (D+4 ) outshines the other
caustics at frequency ν = 500.
• Finally, for α = 4, we see that the swallowtail caustic has unfolded into its charac-
teristic shape in the solid fold-line (see Fig. 9.32). We see the same structure emerge
in the normalized intensity map. However, in addition, we how to obtain a large
number of stripes emanating from the cusp caustics.
We also see that the lens at α = 4, consists of a second hyperbolic umbilic (D+4 )
appearing at the origin, where the solid and the dashed fold-lines meet. As the
frequency is raised, we again see that the normalized intensity spikes for this caustic.
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Figure 9.31: The normalized intensity map, I(µ; ν), for α = 2, 3 and frequencies ν =
50, 100, 500.
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(a) α = 4 (b) α = 4, ν = 50 (c) α = 4, ν = 100 (d) α = 4, ν = 500
Figure 9.32: The normalized intensity map, I(µ; ν), for α = 4 and frequencies ν =
50, 100, 500.
9.5.4 The elliptic umbilic caustic
We conclude this section by studying the elliptic umbilici (D−4 ) caustic in a localized lens.
The elliptic umbilic forms when the deformation tensor is singular due to two eigenvalues
vanishing simultaneously. The geometry of the caustic however differs from the hyperbolic
umbilic (D+4 ), in that it includes the merger of three cusp caustics. We here study the
localized lens
ϕ(x) =
α(x31 − 3x1x22)
1 + x21 + x
2
2
. (9.97)
From geometric optics, we observe the caustic structure of the lens (see Fig. 9.33).
• For small, α < 1.4, the lens consists of three Zel’dovich pancakes with a triangular
symmetry. Three of the cusp caustic point to the origin of the parameter space.
• At α = 1.4, we observe that the three Zel’dovich pancakes are joined by three fold-
lines forming a triangular structure.
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Figure 9.33: The caustics of the Lagrangian map for varying α.
• As α > 1.4, the triangle decouples from the three Zel’dovich pancakes. The three
resulting fold lines move away from the origin and the triangle shrinks to a point.
The point a which the triangle is contracted to a point is the elliptic umbilic caustic.
The region enclosed by the large triangle is a 5-image region. The region enclosed by
the small triangle is a 7-image region.
Note that since the elliptic umbilic caustic only forms after three cusp caustics have formed
a triangular fold line, the caustic will be rare in simple simple lenses. It is nonetheless a
stable configuration, as a small deformation of the lens preserves the structure.
Using the Picard-Lefschetz analysis, we evaluate the normalized intensity map for the
configurations α = 1, 1.4, and 5 for the frequencies ν = 50, 100 (see Fig. 9.34).
• For α = 1, we observe that even though the triangular structure is not yet present in
the geometric optics analysis, it is present in the normalized intensity map at finite
frequency (see the left panels of Fig. 9.34). That is to say, the normalized intensity is
enhanced at the triangle, however as ν →∞ the normalized intensity at the triangle
will remain finite.
• At α = 1.4, the triangle has formed in the geometric optics analysis (see the central
panels of Fig. 9.34). In the normalized intensity maps, the triangle is enhanced. The
normalized intensity will now diverge in the geometric optics limit.
• As α is further increased to α = 5, the triangle shrinks to a point and interfer-
ence effects between the different fold lines start to appear (see the right panels of
Fig. 9.34). At α = 5, we do no longer observe the fold lines but rather observe
a triangular blob at the origin of the parameter space. This closely resembles the
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(a) α = 1, ν = 50 (b) α = 1.4, ν = 50 (c) α = 5, ν = 50
(d) α = 1, ν = 100 (e) α = 1.4, ν = 100 (f) α = 5, ν = 100
Figure 9.34: The normalized intensity map, I(µ; ν), for α = 1, 1.4, 5 and frequencies
ν = 50, 100.
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normalized intensity map of the elementary elliptic umbilic catastrophe. It is how-
ever a bit more intricate as a close inspection demonstrates that caustic structure
oscillates at a high frequency due to the interference of the elliptic umbilic with the
surrounding multi-image region.
Note that there are a few small numerical artefacts present in the normalized intensity map
for the lens at α = 5. The lens outside of the triangle, is a 5-image region in which some of
the real saddle points are located far away from the origin in the lens plane. The inside of
the triangular region is a 7-image region. The Lefschetz thimble has a complicated shape
and the tessellation of the thimble can occasionally miss a few points.
9.6 Signatures of caustics in fast radio bursts
A Fast Radio Burst (FRB) is a millisecond transient radio pulse, caused by some yet to be
identified high-energy astrophysical process. The first burst was found by Duncan Lorimer
and his student David Narkevic in 2007 while scanning through archival pulsar survey
data [242]. The burst in question had been detected in 2001 by the Parkes Observatory
in Australia. In subsequent years, several other bursts were observed, among which the
first repeating source (named FRB 121102) [301] was detected in 2012 by the Arecibo
Observatory in Puerto Rico. In the last few months, several new detections have been
announced by the Canadian Hydrogen Intensity Mapping Experiment (CHIME) collabo-
ration, including the second repeating FRB source (named FRB 180814) [75]. FRBs are
now known to be relatively common, with approximately 10, 000 bright fast radio bursts
occurring per day over the entire sky. Telescopes capable of detecting a significant fraction
of these bursts should become possible in coming decades, an exciting prospect indeed.
The source of fast radio bursts is yet to be identified. Many different models have been
proposed but none is yet compelling. They range from rapidly spinning neutron stars or
black holes and regions of very high electromagnetic fields, to more exotic sources [266, 275].
It seems likely that the bursts are extragalactic in origin, as the first observed repeater,
FRB 121102, has been identified with a galaxy at a distance of approximately 3 billion light
years [72, 73, 251]. As mentioned in the introduction, it is likely that the phenomenology
of fast radio bursts is strongly affected by astrophysical plasma lensing. They have a
characteristic time-frequency profile, their frequency typically falling during the pulse, or
series of pulses. This profile is probably due to the fact that lower frequencies are more
strongly lensed and thus follow longer geometrical paths, and also because they propagate
more slowly.
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The methods and results we have reported here should be helpful in modeling the
effects of plasma lensing on observed FRBs. The lensing may take place in a variety of
places – near the source, near the observer or in between. If the line of sight encounters
a caustic due to a plasma lens, the FRB may be amplified, enhancing the chances of
detection. For reasons we have explained, caustics are likely to be localized in frequency,
leading to the observed spectral shape. The “marching down” features could also be due
to asymmetric structures in the lens, leading to angled caustics. This requires a preferred
time asymmetry, which could in turn provide hints about the structure of the lens itself.
In the lensing example of B1957+20 [244], the lens is due to a companion wind. In this
specimen, the time-frequency caustics march both up and down. This symmetry could be
broken if the wind contained shock waves, which could preferentially move retrograde in
the rotating frame. Quantitative lens modeling can be tested on the pulsar binary system,
and then applied to FRB data. This could be the scope of a future paper.
Since the observed radio waves have a relatively long wavelength, the corresponding
diffraction catastrophes are likely to fill a significant volume in the parameter space of the
normalized intensity maps. Therefore it is important to study the complete interference
pattern. It follows from Table 9.2 that the elliptic (D−4 ), the hyperbolic (D
+
4 ) umbilic and
to a lesser extent the swallowtail (A4) caustic lead to the largest spikes in the normalized
intensity map. Of these three caustics, the swallowtail (A4) and the hyperbolic (D
+
4 )
umbilic caustics are most likely to be realized in simple lenses, of which the hyperbolic
caustic gives the greatest amplification. However, these caustics will not generically occur
in time-frequency data, as they are formed at point in three-dimensional functions. The
line of sight, is, however, reasonably likely to pass close to them, as they fill a finite volume
of the parameter space. In principle, we do expect to see the cusp (A3) points and the
fold (A2) lines caustics, in the data. However, note that these caustics lead to a lesser
amplification of the source.
As we observed in the previous sections, caustics due to multi-dimensional lenses never
occur as isolated events. The caustics of co-dimension four, i.e., the umbilics D±4 , and the
swallowtail A4 caustics, are always accompanied by cusp (A3) points and fold (A2) lines.
It thus follows that when a fast radio burst is indeed amplified by a lens, that the corre-
sponding peak in time-frequency space will be of characteristic shape. More concretely,
after identifying the time and the frequency with the two of the unfolding parameters µ, we
expect the peak to resample the normalized intensity map of the corresponding elementary
catastrophe computed in Section 9.4. That is to say, the peak corresponding to elliptic
(D−4 ) umbilic caustic should exhibit a triangular symmetry and the peak corresponding to
the swallow (A4) caustic will exhibit the characteristic swallowtail geometry in the fold-line
and two cusps caustics.
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Further investigation is required to estimate the number density of the different caustics
for generic two-dimensional lenses and the most likely normalized intensity profiles along
the line of sight.
9.7 Conclusions
Conditionally convergent oscillatory integrals play a central role in modern physics. How-
ever, these integrals are often difficult to define as their definition, in the multi-dimensional
case, can depend on the order of integration or the regularization scheme. They are, more-
over, generically impossible to evaluate analytically and too expensive to evaluate with
conventional numerical methods. In this chapter we have brought Picard-Lefschetz theory
to bear. We have shown how in a multi-dimensional oscillatory integral, the integrand
generically defines a set of relevant Lefschetz thimbles in the complexified integration do-
main, along which the integral is absolutely convergent. These thimbles can be thought of
as an ‘integrand-dependent Wick rotation’. The integral evaluated along the set of rele-
vant thimbles in fact provides an unambiguous definition of the original integral itself. We
moreover have presented a new, efficient numerical scheme both to find the thimbles and
to efficiently evaluate the integral along them in polynomial time. The virtue of this new
method that the efficiency actually increases as the integrand becomes more oscillatory.
In particular, we have studied the Lefschetz thimbles for caustic catastrophes and the
Stokes phenomenon occurring in two-dimensional lenses. Given the thimbles, we numeri-
cally evaluate the normalized intensity maps over all frequencies study the resulting inter-
ference patterns. We have shown that the normalized intensity maps smoothly converge
to the caustics predicted by geometric optics, without introducing numerical artifacts.
Our method renders feasible the calculation of interference patterns in a wide variety
of interesting astrophysical contexts, in particular to model the effect of plasma lenses on
radio sources. So far, such modeling has been restricted to the simplest examples of fold
and cusp singularities, produced by one dimensional lenses. More realistic, two-dimensional
models, including the swallowtail, elliptic umbilic and hyperbolic umbilic caustics are now
accessible. We have computed the normalized intensity maps for a few representative
examples, and commented briefly on likely observational signatures. A statistical analysis
of the normalized intensity profiles for the diffraction catastrophes generated by a realistic
plasma lens ensembles will be the subject of further investigations.
Finally, we analyzed a simple model of Young’s double slit experiment, representing
an initial exploration of the use of these methods for describing interference in quantum
mechanics.
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9.A Defining oscillatory integrals
Oscillatory integrals, which do not converge absolutely, are sometimes claimed to be ill-
defined since the key theorems of measure theory, e.g. the dominated convergence theorem
and Fubini’s theorem, do not apply [115]. We here study conditionally convergent oscil-
latory integrals for the one- and multi-dimensional case and propose a definition using
Picard-Lefschetz theory in terms of absolutely convergent ones.
9.A.1 One-dimensional integral
The Fresnel integral
F (∞) =
∫ ∞
−∞
eix
2
dx = (1 + i)
√
pi
2
(9.98)
exists, even though the integral is only conditionally convergent. The integral is usually
defined as a limit of the partial integral
F (R) =
∫ R
−R
eix
2
dx, (9.99)
i.e., limR→∞ F (R) = (1+i)
√
pi
2
following the Euler or Cornu spiral (see Fig. 9.35). This def-
inition is as important to the integral as the integrand, as different regularization schemes
– which do not approach the real line by adding points incrementally – lead to different
answers.
The definition of the conditionally convergent integral in terms of the limit R →∞ is
equivalent to the assumption of analyticity, since Cauchy’s integral theorem only applies
to integrals over R defined this way. We can alternatively define the integral by deforming
the integration contour R in the complex plane C to the Lefschetz thimble
J = {(1 + i)u|u ∈ R} = (1 + i)R , (9.100)
for which the integrand is convex and the integral is absolutely convergent, i.e.,∫
R
eix
2
dx =
∫
J
eix
2
dx (9.101)
= (1 + i)
∫
R
e−2u
2
du (9.102)
= (1 + i)
√
pi
2
. (9.103)
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Figure 9.35: The Euler or Cornu spiral, showing the value of F (R) as a function of R in
the complex plane. The spiral focuses on the point limR→∞ F (R) = (1 + i)
√
pi
2
.
Note that this definition does not depend on a limit. Defining the integral in terms of the
analytic properites of the integrand has the consequence of removing any ambiguity. There
is, in particular, no need for any regularization.
9.A.2 Multi-dimensional integrals
Multi-dimensional conditionally convergent oscillatory integrals such as∫
RN
eif(x1,...,xN )dx1 . . . dxN (9.104)
for N ∈ N and appropriate functions f , play an important role in optics but cannot be
uniquely defined using an extension of the regularization scheme described above for the
one-dimensional case. To show this, lets consider the two-dimensional analogue of the
Fresnel integral ∫
R2
ei(x
2+y2)dxdy . (9.105)
Since this integral factorizes, it is reasonable to require the integral to converge to
F (∞)2 =
(
(1 + i)
√
pi
2
)2
= ipi . (9.106)
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However, for general f(x1, . . . , xn) we are not able to write the integral as a product of
one-dimensional integrals. This thus should not be considered as a desirable definition of
the integral.
To see the dependence on the regularization scheme, consider the integral in polar
coordinates. We write
I(R) =
∫
DR
ei(x
2+y2)dxdy (9.107)
= 2pi
∫ R
0
reir
2
dr (9.108)
= ipi
(
1− eiR2
)
, (9.109)
with DR the disk of radius R centred at the origin. We thus find that the limit limR→∞ I(R)
does not exist! The function I(R) instead circles the ‘correct answer’ ipi with increasing
angular velocity.
It is instead appropriate to define the integral in terms of the Lefschetz thimble
J = {(1 + i)(u, v)|(u, v) ∈ R2} (9.110)
= (1 + i)R2 . (9.111)
Along the thimble, the integral is absolutely convergent∫
R2
ei(x
2+y2)dxdy =
∫
J
ei(x
2+y2)dxdy (9.112)
= (1 + i)2
∫
R2
e−2(u
2+v2)dudv (9.113)
= 2i
∫ ∞
−∞
∫ ∞
−∞
e−2(u
2+v2)dudv (9.114)
= ipi . (9.115)
On the thimble we can safely convert the integral over the real plane R2 into the itera-
tive integral using Fubini’s theorem, since the integral in u and v over R2 is absolutely
convergent. This definition straightforwardly generalizes to general multi-dimensional con-
ditionally convergent integrals.
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9.B Young’s double-slit experiment
In this appendix, we generalize our treatment of interference in order to tackle Young’s
famous double slit experiment. In spite of the extreme simplicity of this example, and its
centrality to introductory discussions of quantum physics, detailed interference patterns
are surprisingly hard to compute. By generalizing our treatment of the Fresnel-Kirchhoff
integral we shall be able to efficiently study the pattern created by a pair of smooth, finite
size slits in detail. In particular, we shall see how quantum interference effects disappear
in the classical limit, as ~ is taken to zero.
The generalization required is to make the interference “phase” complex in order to
damp out the amplitude away from two narrow slits. Modeling this complex phase with
a simple rational function, our numerical techniques allow us to efficiently find the rele-
vant Lefschetz thimbles and compute the detailed interference pattern at all values of the
parameters.
Consider a distant point source emitting particles towards a screen, with a thin barrier
separating the screen from the source. The barrier is opaque to the particles except in the
neighbourhood of two slits. In dimensionless coordinates (which we shall define below),
the transmission amplitude takes the form
T (x) ∝ exp
[

2 + (x− s1)2 +

2 + (x− s2)2 −
1

]
, (9.116)
consisting of two peaks each of strength unity, centered respectively at x = s1 and x = s2.
Here,  > 0 is a small number representing both the width of the slits (see Fig. 9.36) and
the opacity of the barrier: away from the slits, the latter is given by T ∼ exp(−1/).
Assuming the incident amplitude for the particles to be coherent and constant across the
slits, we may then compute the path integral amplitude just as in Section 9.1. Here, how-
ever, we deal with a particle of fixed mass m, energy E and momentum p =
√
2mE. The
last formula in (9.8), in the same small displacement-approximations made in Eq. (9.12)
above, yields a Pythagorean contribution to the phase, p(x − µ)2/(2d~) where d is the
distance from the slits to the screen. Setting x→ xa where a is the characteristic dimen-
sion of the slits and x is dimensionless, we take the quantity ~2d/(pa2) to be our new,
dimensionless ~. In terms of these dimensionless quantities, the amplitude for the particle
to arrive at position µ on the screen is therefore given by the oscillatory integral
Ψ(µ) = N
∫
e
i
~ (x−µ)2T (x)dx (9.117)
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Figure 9.36: The real transmission amplitude of the wall T (x) with two slits at s1 = −1,
s2 = 1 with width  = 0.1.
with the normalization constantN , ensuring unitarity ∫ |Ψ(µ)|2dµ = 1. The probability for
the particle to arrive at µ on the screen is given by the absolute square of the wavefunction
I(µ) = |Ψ(µ)|2 . (9.118)
Note that the dimensionless version of Planck’s constant ~ appears in this nonrelativistic
problem, whereas it cancelled out of our earlier formulae for a massless particle, as a result
of the latter’s scale covariance.
We evaluate the wavefunction (equation (9.117)), by analytically continuing the expo-
nent
φ(x;µ) =
i
~
(x− µ)2 + 
2 + (x− s1)2 +

2 + (x− s2)2 −
1

, (9.119)
in the complex plane and evaluating the Lefschetz thimble. The exponent, φ, has four
poles and nine saddle points. The poles at x = si ± i correspond to the slit centereed at
si. The saddle points are roots of a nineth order polynomial. We can associate four saddle
points to each slit. The remaining saddle point is shared and moves between the the poles
corresponding to the two slits as a function of the position on the screen µ.
Fig. 9.37 shows the corresponding Picard-Lefschetz diagrams for various positions µ for
~ = 1. In the description we will for simplicity assume the left slit to be at s1 and the right
slit to be at s2, i.e., s1 < s2:
• For positions on the screen far to the left of the slits, µ s1, the thimble consists of
five steepest descent contours. The thimble runs from the lower left to the upper right
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Figure 9.37: The Picard-Lefschetz diagram for Young’s double slit experiment for  = 0.1
from µ = −1.6,−1.5,−1,−0.5, and µ = 0. The steepest ascent and descent contours are
shown as curves, with the relevant Lefschetz thimbles shown as heavier curves. Saddle
points and singularities are shown as points. Plot shown for ~ = 1.
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via a complex saddle point. The thimble subsequently loops around the upper left
and the upper right poles. For positions µ ≤ s1+s2
2
, the wavefunction is dominated by
the left slit. It is for this reason not surprising to see that the thimble corresponding
to the right slit is representative in this regime.
• As µ approaches s1, we observe a Stokes transition after which only four saddle points
are relevant. The thimble moves from the lower-left via a saddle point to the upper
left pole, after which it passes through the saddle point between the two left poles.
The right part of the thimble is largely unchanged.
• For µ near s1, we observe yet another Stokes transition after which only three saddle
points remain relevant. The thimble runs from the lower left via the saddle point
between the to left poles to the upper right.
• When µ approaches the mid-point µ1+µ2
2
, we observe that a complex saddle point
becomes relevant after a Stokes phenomenon. The thimble now consists of four
steepest descent contours.
• For µ near the mid-point µ = µ1+µ2
2
, we observe that after yet another Stokes tran-
sition, we obtain a thimble consisting of five steepest descent contours. Note that
the middle saddle point has moved to the origin x = 0. When the position µ is
increased further, this saddle point will move to the poles corresponding to the right
slit. The corresponding Picard-Lefschetz diagrams are mirror images of the ones
discussed above.
In the semi-classical limit ~→ 0, the geometry of the Lefschetz thimble is to an increasing
extent determined by the Pythagorean term in equation (9.119). As a consequence, after
a few Stokes transitions, the eight saddle points which can be associated to the poles
corresponding to the two slits become tighter bound to the poles representing the geometry
of the right part of the thimble in Fig. 9.37. The remaining saddle point still moves between
the poles corresponding to the two slits. However, note that the integral is increasingly
dominated by the two saddle points between the four poles. These two saddle points
approach the real line at x = s1 and x = s2 in this limit.
Given the thimble, we can efficiently evaluate the oscillatory integral for various ~ (see
Fig. 9.38). For relatively large ~, the intensity on the screen is dominated by interference
effects. For both ~ = 1 and ~ = 1/2 we do not observe the classical intensity peaks
corresponding to the two slits. In the semi-classical limit, ~→ 0, we the interference pattern
is slowly replaced by the classical peaks. Note that this transition from the quantum to
the classical regime cannot be studied in the traditional thin slit approximation.
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Observe that, while the behavior of strong lenses is dominated by caustics where the
saddle points become degenerate, the qualitative behavior of the double-slit experiment
is completely determined by the Stokes transitions. The saddle points are everywhere
non-degenerate and the h-function is a Morse function. In both instances, the saddle
point approximation fails and the integral should be evaluated along the complete Lef-
schetz thimble. We expect this to be a generic feature in quantum mechanical interference
phenomena.
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Figure 9.38: The intensity I as a function of position µ for various ~
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Chapter 10
Caustic skeleton
Scientific progress is the discovery of a more and more comprehensive simplicity.
Georges Lemaˆıtre
Abstract
We present a general formalism for identifying the caustic structure of a dynamically evolv-
ing mass distribution, in an arbitrary dimensional space. The identification of caustics in
fluids with Hamiltonian dynamics, viewed in Lagrangian space, corresponds to the classifi-
cation of singularities in Lagrangian catastrophe theory. On the basis of this formalism we
develop a theoretical framework for the dynamics of the formation of the cosmic-web, and
specifically those aspects that characterize its unique nature: its complex topological con-
nectivity and multiscale spinal structure of sheetlike membranes, elongated filaments and
compact cluster nodes. Given the collisionless nature of the gravitationally dominant dark
matter component in the universe, the presented formalism entails an accurate description
of the spatial organization of matter resulting from the gravitationally driven formation of
cosmic structure.
The present work represents a significant extension of the work by Arnol’d et al. [20],
who classified the caustics that develop in one- and two-dimensional systems that evolve
according to the Zel’dovich approximation. His seminal work established the defining role
of emerging singularities in the formation of nonlinear structures in the universe. At the
transition from the linear to nonlinear structure evolution, the first complex features emerge
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at locations where different fluid elements cross to establish multistream regions. Involving
a complex folding of the 6-D sheetlike phase-space distribution, it manifests itself in the
appearance of infinite density caustic features. The classification and characterization of
these mass element foldings can be encapsulated in caustic conditions on the eigenvalue
and eigenvector fields of the deformation tensor field.
In this study we introduce an alternative and transparent proof for Lagrangian catastro-
phe theory. This facilitates the derivation of the caustic conditions for general Lagrangian
fluids, with arbitrary dynamics. Most important in the present context is that it allows
us to follow and describe the full three-dimensional geometric and topological complexity
of the purely gravitationally evolving nonlinear cosmic matter field. While generic and
statistical results can be based on the eigenvalue characteristics, one of our key findings is
that of the significance of the eigenvector field of the deformation field for outlining the
entire spatial structure of the caustic skeleton emerging from a primordial density field.
In this chapter we explicitly consider the caustic conditions for the three-dimensional
Zel’dovich approximation, extending earlier work on those for one- and two-dimensional
fluids towards the full spatial richness of the cosmic-web. In an accompanying publication,
we apply this towards a full three-dimensional study of caustics in the formation of the
cosmic-web and evaluate in how far it manages to outline and identify the intricate skeletal
features in the corresponding N -body simulations.
10.1 Introduction
Caustics1 that emerge in fluid flows are best studied in a Lagrangian space. They are im-
portant features, marking the positions where fluid elements cross and multi-stream regions
form. These caustics can be associated to the regions with infinite density, corresponding
to locations where shell-crossing occurs. In the present study, we concentrate specifically
on the role of caustics in the formation of the cosmic-web. The gravitationally driven
formation of structure in the universe is dominated by the dark matter component. Given
its collisionless nature, the formalism that we present in this study entails an accurate
description of the spatial structure that emanates as a result of its dynamical evolution.
The emerging caustics even have a direct physical impact on the baryonic matter, given
its accretion into the gravitational potential wells delineated by the evolving dark matter
distribution. Notwithstanding this cosmological focus, the caustic conditions and mathe-
matical formalism that we have derived for this are of a more generic nature, with a validity
1In singularity theory, a caustic is the curve of critical values the Lagrangian mapping q → xt(q).
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that extends to all systems which allow for a Lagrangian description.
The cosmic-web is the complex network of interconnected filaments and walls into which
galaxies and matter have aggregated on Megaparsec scales. It contains structures from a
few megaparsecs up to tens and even hundreds of megaparsecs of size. The weblike spatial
arrangement is marked by highly elongated filamentary and flattened planar structures,
connecting in dense compact cluster nodes surrounding large near-empty void regions.
As borne out by a large sequence of N-body computer experiments of cosmic structure
formation (e.g. [302, 331, 290]), these web-like patterns in the overall cosmic matter
distribution do represent a universal but possibly transient phase in the gravitationally
driven emergence and evolution of cosmic structure (see e.g. [12, 71]).
According to the gravitational instability scenario [265], cosmic structure grows from
tiny primordial density and velocity perturbations. Once the gravitational clustering pro-
cess has progressed beyond the initial linear growth phase, we see the emergence of complex
patterns and structures in the density field. The resulting web-like patterns, outlined by
prominent anisotropic filamentary and planar features surrounding characteristic large un-
derdense void regions, are therefore a natural manifestation of the gravitational cosmic
structure formation process.
The recognition of the cosmic-web as a key aspect of the emergence of structure in the
Universe came with early analytical studies and approximations concerning the emergence
of structure out of a nearly featureless primordial Universe. In this respect the Zel’dovich
formalism [344] played a seminal role. The emphasis on anisotropic collapse as agent for
forming and shaping structure in the Zel’dovich ”pancake” picture [344, 210] was seen
as the rival view to the purely hierarchical clustering view of structure formation. The
successful synthesis of both elements in the cosmic-web theory of Bond et al. [49] appears to
provide a succesful description of large scale structure formation in ΛCDM cosmology. The
cosmic-web theory emphasizes the intimate dynamical relationship between the prominent
filamentary patterns and the compact dense clusters that stand out as the nodes within
the cosmic matter distribution [49, 77, 319]. It also implies that a full understanding of
the cosmic-web’s dynamical evolution is necessary to clarify how its structural features are
connected in the intricate network of the cosmic-web. To answer this question we need to
turn to a full phase-space description of the evolving matter distribution and mass flows.
The Zel’dovich formalism [344] already underlined the importance of a full phase-space
description for understanding cosmic structure formation, however, with the exception
of a few prominent studies [20], the wealth of information in the full 6-D phase-space
escaped attention. This changed with the publication of a number of recent publications
[2, 134, 262, 296, 281] (for an early study on this observation see [64]) in which it was
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realized that the morphology of components in the evolving matter distribution is closely
related to its multistream character. This realization is based on the recognition that
the emergence of nonlinear structures occurs at locations where different streams of the
corresponding flow field cross each other.
Looking at the appearance of the evolving spatial mass distribution as a 3D phase space
sheet folding itself in 6D phase space, a connection is established between the structure
formation process and the morphological classification of the emerging structure. Caustics,
which are the subject of this study, mark the regions where the cosmic-web begins to form.
Based on recent advances and insights, in this study we discuss the role of caustics in
the formation of the cosmic-web. By tracing the caustics during the formation of the
cosmic-web we obtain a skeleton of the current three-dimensional large scale structure.
Caustics in fluids with Hamiltonian dynamics, viewed in Lagrangian space, are clas-
sified by Lagrangian catastrophe theory [15, 17, 228, 343]. Following this, these results
were soon extended to fluids with generic dynamics [60]. For the classification of caustics
emerging in the context of a one- and two-dimensional description of cosmic structure for-
mation by the Zel’dovich approximation, Arnol’d et al. [20] translated this into conditions
on the displacement field. Following up on this seminal work, Hidding et al. [203] analyzed
the overall morphology and connectivity of caustics that emerge in a displacement field de-
scribed by the one- and two-dimensional Zel’dovich approximation. The visual illustration
of the emerging structure, for a field of initially Gaussian random density and potential
fluctuations, revealed how the caustics spatially outline the spine of the cosmic-web. Feld-
brugge et al. [136] elaborated this into an analytical evaluation of the statistical properties
of caustics, assuming a random Gaussian initial density field.
In the current study we assess the caustics emerging in a one-parameter family of
sufficiently differentiable maps xt : R3 7→ R3, mapping the initial mass distribution to the
final mass distribution at time t. For practical considerations we consider the evolution of a
collisionless medium of matter in 6-dimensional phase-space. The collisionless Boltzmann
equation, known as the Vlasov equation, describes the development of the phase-space
density f(x, v) of the medium. In a gravitational field Φ, the phase-space density of mass
elements with velocity v at location x evolves according to
∂f
∂t
+ vk
∂f
∂xk
− ∂Φ
∂xk
∂f
∂vk
= 0 . (10.1)
While the medium strictly speaking cannot be considered as a physical fluid, in the sense of
a medium characterized by continuously varying one-valued quantities in Eulerian space,
we might use the term “Lagrangian fluid” or “Vlasov fluid” for the dark matter medium.
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Figure 10.1: Illustration of caustic features in the cosmic-web, and its relation with the
corresponding density field. The N-body simulation is a CDM simulation in an Einstein-
de Sitter Universe. On the basis of the initial flow deformation field, the caustics in the
matter distribution have been identified. The detailed description of these follows in section
4. The red sheets represent the cusps (A3) singularities which correspond to the walls or
membranes of the cosmic-web. The blue lines and the green points are the swallowtail (A4)
and butterfly (A5) singularities corresponding to the filaments and clusters of the large scale
structure. The dark matter distribution in the N-body simulation is represented by a log
density colour scheme.
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For reasons of lucidity, in the remainder of this study we denote a “Vlasov fluid” shortly
as “fluid”.
Within this context, we give a novel proof of Lagrangian catastrophe theory and the cor-
responding caustic conditions for three-dimensional Hamiltonian fluids. These conditions
are expressed in both the eigenvalue and the eigenvector fields of the mass flow deformation
tensor. Moreover, our scheme allows us to extend these caustic conditions to fluids with
non-Hamiltonian dynamics. Applied to the three-dimensional Zel’dovich approximation,
these conditions on the initial density field lead to a caustic skeleton of the cosmic-web.
In this skeleton the walls, filaments and clusters of the large scale structure are directly
related to the A3, A4, A5, D4 and D5 caustics of Lagrangian catastrophe theory. See Figure
10.1 for an illustration of the caustic skeleton of the Zel’dovich approximation and a dark
matter N -body simulation. A detailed analysis of the caustic skeleton of the Zel’dovich
approximation and a comparison with N -body simulations is the subject of a follow-up
paper [145].
It should be emphasized that the eigenvalue fields of the mass flow deformation tensor
have, for a long time, been successfully used in Lagrangian studies of the cosmic-web
[76, 338, 234]. In these studies, the clusters, filaments and walls are related to the number
of eigenvalues exceeding a threshold. The caustic skeleton here proposed complements
their work in that it include the information of the eigenvector fields, which so far has been
largely neglected.
The chapter begins section 10.2 with a concise description of Lagrangian fluid dynamics.
The formation of caustics and derivation of the shell-crossing conditions for the occurrence
of multistream regions in a flow field is studied in section 10.3. These conditions are
among the main results presented here. In section 10.4 we apply these shell-crossing
conditions to the classification of catastrophes, described in section 10.5, to derive the
caustic conditions. Section 10.6 discusses the relevance and significance of the caustic
structure in the context of the evolving cosmic mass distribution, and in particular the
emergence and morphological structure of the cosmic-web. Also, it discusses the further
application and development of the caustic formalism in a cosmological context, outlining
the main elements of our project. In section 10.7 we describe the dynamical framework
resulting from the considerations above. Finally, in section 10.8 we summarize the results
and discuss possible applications.
392
10.2 Lagrangian fluid dynamics
There exist multiple approaches to fluid dynamics. In the Eulerian approach, the evolution
of the smoothed density and velocity fields is analyzed. The equations of motion of Eulerian
fluids are relatively concise and give a reasonably accurate description of the mean flow in
a fluid element at a given location in the fluid. The Lagrangian view of particle flows is the
appropriate tool for following the complex dynamical evolution of fluid elements, including
the evolution of multi-stream regions and the emergence of caustics, where the caustics are
the critical values of the Lagrangian map.
In Lagrangian fluid dynamics, we assume every point in space to consist of a mass
element that is moving with the fluid. Their motion is described by a Lagrangian map xt :
L→ E, mapping the initial position q in the Lagrangian manifold L to the position xt(q) of
the mass element in the Eulerian manifold E at time t.2 In the context of Lagrangian fluid
dynamics, it is most convenient to describe the evolving fluid in terms of the displacement
map st defined by,
st(q) = xt(q)− q , (10.2)
for all q ∈ L. For the Zel’dovich approximation [344] of cosmic structure formation the
displacement field is given by
st(q) = −b+(t)∇qΨ(q) , (10.3)
with the growing mode b+ and the displacement potential Ψ (appendix 10.A). The dis-
placement potential is proportional to the linearly extrapolated gravitational potential to
the current epoch φ0, i.e.,
Ψ(q) =
2
3Ω0H20
φ0(q) , (10.4)
with H0 the current Hubble parameter and Ω0 the current total energy density. In this
chapter we always assume the maps xt and st to be continuous and sufficiently differen-
tiable. While in the Lagrangian description a mass element has a constant mass, it may
contract, expand, deform and even rotate. This is described in terms of the deformation
tensorM, the gradient of the displacement field with respect to the Lagrangian coordinates
of a mass element,
M = ∂st
∂q
=
 M1,1 M2,1 M3,1M1,2 M2,2 M3,2
M1,3 M2,3 M3,3
 . (10.5)
2Note that here we do not explicitly use a distinct notation for vector quantities: q and xt are vectors
which in conventional cosmology notation are usually written as ~q and ~xt. Throughout this chapter we
use the notation familiar to the mathematics literature.
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While mass elements in a Lagrangian fluid are characterized by a few fundamental quanti-
ties, which characterize them and remain constant throughout their evolution, most physi-
cal properties are basically derived quantities. A good example and illustration of a derived
quantity is the density field. The density in a point x′ ∈ E is defined as the initial mass
in the mass element times the ratio of the initial and final volume of the mass element.
Formally, this is expressed as a change of coordinates involving the Jacobian of the map
xt,
ρ(x′, t) =
∑
q∈At(x′)
ρi(q)
∣∣∣∣∂xt(q)∂q
∣∣∣∣−1
=
∑
q∈At(x′)
ρi(q)
∣∣∣∣I + ∂st(q)∂q
∣∣∣∣−1 . (10.6)
This can be written as
ρ(x′, t) =
∑
q∈At(x′)
ρi(q)
|1 + µt1(q)||1 + µt2(q)||1 + µt3(q)| , (10.7)
with At(x
′) the points q in Lagrangian space L which map to x′, i.e., At(x′) = {q ∈
L|xt(q) = x′}, ρi the initial density field and µti the eigenvalues of the deformation tensor
M(q), defined by
Mvi = µivi (10.8)
with eigenvector vi. The equality in equation (10.7) applies to general deformation tensors
3,
since the characteristic polynomial of the deformation tensor can be expressed in terms of
the eigenvalues
χ(λ) = det
[
∂st
∂q
− λI
]
= (µt1 − λ)(µt2 − λ)(µt3 − λ) , (10.9)
by which
det
[
I +
∂st
∂q
]
= χ(−1) = (1 + µt1)(1 + µt2)(1 + µt3) . (10.10)
3Note that here we use the general convention to represent the deformation eigenvalue field, with µi(q)
the i-th eigenvalue of the deformation tensor, M(q). This differs from the usual convention in cosmology
to use the time-independent representation of the deformation field in the context of the Zel’dovich ap-
proximation. Within this formalism, the eigenvalues λi(q) of the deformation field ψij = ∂
2Ψ(q)/∂qi∂qj ,
are related to the eigenvalues µi(q) via the linear relation µi(q, t) = −b+(t)λi(q), in which b+(t) is the
growing mode growth factor. See Appendix A for further details.
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By substituting derived quantities like density in the, often more familiar, Eulerian fluid
equations, we may obtain a closed set of differential equations for the Lagrangian map xt or
the displacement map st. Note that for practical reasons in this chapter we will sometimes
suppress the time index of the eigenvalue fields, i.e., µi = µti.
Equation (10.7) applies to a fluid with three spatial dimensions. For simplicity, we will
restrict explicit expressions to the 3-dimensional case 4. The arguments presented in this
chapter straightforwardly generalize to a Lagrangian fluid with an arbitrary number of
spatial dimension and it is straightforward to generalize equation (10.7) to d-dimensional
fluids in d-dimensional space.
The appearance of singularities in equation (10.7) is central to our discussion concerning
the nature of these singularities. They occur when a mass element reaches an infinite
density. More formally stated, as we will see in section 10.3, an infinite density occurs
when for at least one of the i = 1, . . . , d,
1 + µi = 0 . (10.11)
The regions, in which the mapping xt becomes degenerate and the density becomes infinite
are known as foldings, caustics or shocks. They mark important features in the Lagrangian
fluid and are the object of study in this chapter.
While these eigenvalue conditions provide the necessary condition for a mass element
to pass through a caustic, and reach infinite density, it does not yield the full information
necessary to infer the geometric structure, spatial connectivity and identity of the caustic.
As mass elements pass through a multistream region, the spatial properties of the flow
will determine the complexity of the folding of the phase-space sheet in which they are
embedded. In this study we demonstrate that the corresponding eigenvectors are instru-
mental in establishing the spatial outline and identify of the corresponding caustics. This
key realization emanates from the so-called caustic conditions.
Throughout our study, we assume that the displacement map st is continuous and
sufficiently differentiable. The corresponding eigenvalues are the roots of the character-
istic polynomial of the matrix M = ∂st/∂q. Since the characteristic equation is a non-
linear equation, in principle the eigenvalues could develop singularities and become non-
differentiable. However, it can be shown that the eigenvalues can be ordered such that they
are continuous. Furthermore the eigenvalues will be assumed to be differentiable whenever
4Formally, it would be appropriate to describe the fluids as (d + 1)-dimensional fluids, a combination
of their embedding in a d-dimensional space along with their evolution along time dimension t.
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the eigenvalues are distinct. When two eigenvalues coincide, the eigenvalue fields may
become non-differentiable.
10.2.1 Hamiltonian fluid dynamics
For fluids moving with no dissipation of energy, the Hamiltonian formalism may be applied.
Hamiltonian fluids have a potential velocity field
v = ∇φ (10.12)
with the velocity potential φ. The mass density ρ and the velocity potential serve as
conjugate variables for the Hamiltonian H, with the equations of motion
∂ρ
∂t
= +
δH
δφ
= −∇ · (ρv) ,
∂φ
∂t
= −δH
δρ
. (10.13)
A simple example of a Hamiltonian is
H =
∫
dx
(
1
2
ρ(∇φ)2 + e(ρ)
)
, (10.14)
where e(ρ) is the internal energy as a function of density ρ. The first equation of motion in
equation (10.13) is equivalent to the continuity equation, while the second equation implies
the Euler equation
∂v
∂t
+ v · ∇v = −1
ρ
∇p , (10.15)
in which p is the pressure of the fluid. For a thorough discussion of fluid mechanics we
refer to the seminal volumes of [232], and [233]. For detailed and extensive treatments and
analyses of Hamiltonian mechanics and Hamiltonian fluids, we refer to the reviews and
textbooks by [16], [19], [167], [255], and [288].
10.3 Shell-crossing conditions
The caustics mentioned above result from the folding of the phase space fluid. At the
initial time, t = 0, the fluid has not yet evolved. The displacement map s is therefore the
zero map (eqn. (10.2)), i.e.,
s0(q) = 0 (10.16)
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Figure 10.2: The shell-crossing process of a curve C in a Lagrangian map xt. The left
panel shows Lagrangian space, describing the initial positions of the fluid. The right panel
shows Eulerian space, describing the positions of the fluid at time t. The fluid undergoes
shell-crossing in point qs on the curve C (red) at time t. The neighboring points q
′ and q′′
have passed through the opposing segments of C. The Lagrangian mapping of the curve
xt(C) (red) develops a non-differentiable point in xt(qx), which is known as a caustic. The
arrow T (blue) is the tangent vector of the curve C in point qs.
for all q ∈ L. The map x0(q) is one-to-one, i.e., each Eulerian coordinate x corresponds
to one Lagrangian position q. Throughout the entire volume, the fluid only contains
single-stream regions. As the fluid evolves and nonlinearities start to emerge, we see the
development of multi-stream regions in the fluid. At the boundary of a multi-stream region,
the volume of a mass element vanishes and its density – following eqn. (10.7) – becomes
infinite. At such locations in phase space the map xt(q) attains a n-to-one character, with
n an odd positive integer (n = 3, 5, 7, . . .). It means that at any one Eulerian location x,
streams from n different Lagrangian positions cross.
The key question we address here is that of inferring the conditions under which a mass
element with Lagrangian coordinate q undergoes shell-crossing. Here we derive the neces-
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sary and sufficient conditions for the process of shell-crossing to occur. These conditions
are called shell-crossing conditions. They are the foundation on the basis of which we infer
– in section 10.4 – the related conditions on the displacement field for the occurrence of
the various classes of caustics. These are called the caustic conditions. We infer the caustic
conditions for generic as well as Hamiltonian fluid dynamics.
10.3.1 Shell-crossing condition: the derivation
A typical configuration resulting from the shell-crossing process – the name by which it is
usually indicated – is illustrated in figure 10.2. It focuses on points q = (q1, q2) that lie on
a smooth curve C in Lagrangian space L (fig. 10.2a). In this context, smooth refers to the
assumption that the curve C is C1 continuous. At time t, the points on the Lagrangian
curve C map to the variety xt(C) in Eulerian space E (fig. 10.2b)
5. The fluid in point qs
undergoes shell-crossing at time t. The neighboring points q′ and q′′ have passed through
the opposing segments of C. As a result of this, the curve C develops a non-differentiable
point in xt(qx), which is known as a caustic.
In a time sequence of three steps, figure 10.3 illustrates the dynamical process that
is underlying the formation of the caustic at xt(qs). The singularity at xt(qs) ∈ xt(C)
forms as the result of a folding process in phase space. We may appreciate the emerging
structure when assessing the fate of two neighboring points q′, q′′ ∈ C on both sides of
qs. While the phase space sheet xt(C) is folded, the points xt(q
′) and xt(q′′) turn around
while passing through xt(qs). In figure 10.3 we observe how the initially single-stream
phase space sheet (lefthand panel) morphs into a configuration marked by shell-crossing
as different mass elements q pile up at the same Eulerian position xt(qs) (central panel).
Subsequently, around xt(qs) we notice the formation of a multi-stream region, with the
presence of mass elements q′ having passed into a region where mass elements from other
Lagrangian locations q are to be found.
To infer the shell-crossing conditions, we investigate a curve C in Lagrangian space along
which we have points q that will find themselves incorporated in a singularity at Eulerian
position xs(qs). In the case of shell-crossing, points q near the Lagrangian location qs will
map onto the same Eulerian position x(qs). The key realization is that this occurs as
points q along a direction T tangential to C are all folded on to a single Eulerian position
xs(qs). This translates the question of the shell-crossing condition into one on the identity
5In algebraic geometry, a variety is the zero set of a function f , ie. the set of solutions x ∈ E such that
f(x) = 0.
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Figure 10.3: Folding of a one-dimensional fluid in phase space C. The three panels show
the time evolution of the Lagrangian submanifold L (red) of the fluid in phase space. We
track the evolution of two points (q′, x(q′)), (q′′, x(q′′)) forming a multi-stream region and
mark the point undergoing shell-crossing by (qs, x(qs)). Left panel: the fluid – early in its
evolution – consisting of a single-stream region. Middle panel: a fluid during the process
of shell-crossing. Right panel: a fluid consisting of a multi-stream region.
of a tangential direction T (q) along which shell-crossing may or will occur. In other words,
whether on a particular curve C – or, more general, a manifold M – there are points q
where along one or more tangential directions T (q) to that curve or manifold shell-crossing
may or will take place.
Zooming in on two points q′ and q′′ in the vicinity of the singularity point qs, we see
that as a result of the folding process the ratio of the distances of the two points in the
Lagrangian and Eulerian manifold, must go to zero in the limit that we zoom in on points
q′ and q′′ along the Lagrangian curve C at an infinitesimal distance from qs, i.e.,
∆x
|∆q| =
‖xt(q′)− xt(q′′)‖
‖q′ − q′′‖ → 0 q
′, q′′ → qs . (10.17)
The direct implication of this is, following equation (10.7), that the density in a caustic is
infinite: the volume of the mass element associated to qs vanishes at time t. In essence it
informs us that during shell crossing the points q near Lagrangian location qs, along the
tangential direction T to the Lagrangian curve C, map onto the same Eulerian position
x(qs). This means that the norm of the directional derivative of xt along the tangential
direction vanishes. In other words, along the non-zero tangent vector T along C,∥∥∥∥∂xt∂q T
∥∥∥∥ = 0 , (10.18)
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where ∂xt/∂q is the Jacobian of xt evaluated in qs (see Figure 10.2a). This is equivalent
to requiring that
∂xt
∂q
T = 0 . (10.19)
In terms of the displacement map st, this condition can be expressed as
T +
∂st
∂q
T = 0 , (10.20)
with the Jacobian ∂st
∂q
also evaluated in qs
6. Subsequently consider the eigenvalues µi and
eigenvectors vi of the deformation tensor M = ∂st∂q , defined by
Mvi = µivi . (10.21)
Under the assumption that the deformation tensor is diagonalizable7, we can construct the
diagonal matrix Md = diag(µ1, . . . , µd) and the eigenvector matrix V = (v1, . . . , vd). For
an analysis of the case of non-diagonalizable deformation tensors see appendix 10.B. In
three dimensions, with the eigenvalues µi and eigenvectors vi = (vi,1, vi,2, vi,3), the diagonal
matrix Md and eigenvector matrix V are given by
Md =
 µ1 0 00 µ2 0
0 0 µ3
 , V =
 v1,1 v2,1 v3,1v1,2 v2,2 v3,2
v1,3 v2,3 v3,3
 . (10.22)
In terms of V and Md, condition (10.20) reduces to
0 = (I +M)VV−1T = V(I +Md)V−1T (10.23)
since V is always invertible8, using the identity
MV =M(v1, . . . , vd) = (Mv1, . . . ,Mvd) = (µ1v1, . . . µdvd) = VMd . (10.24)
We thus obtain the condition
(I +Md)V−1T = 0 , (10.25)
6Unless mentioned otherwise, we will assume all Jacobians to be evaluated in qs.
7In practice, the assumption of diagonalizability is not really restrictive: non-diagonalizable matrices
are unstable, which means that they can be turned diagonalizable by means of a small perturbation in the
initial conditions.
8That is to say, the eigenvectors can always be chosen to be linearly independent.
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which holds for general diagonalizable deformation tensors. Note that the rows of V−1
consist of the dual vectors {v∗i } of the eigenvectors {vi}, defined by vi · v∗j = δij for all i
and j. Explicitly, this means that V−1 in three dimensions is given by
V−1 =
 v∗1,1 v∗1,2 v∗1,3v∗2,1 v∗2,2 v∗2,3
v∗3,1 v
∗
3,2 v
∗
3,3
 , (10.26)
with v∗i = (v
∗
i,1, v
∗
i,2, v
∗
i,3). The product V−1T is the vector composed out of the inner product
of these dual vectors with the tangent vector T , so that in three dimensions equation (10.25)
reduces to  (1 + µ1)v∗1 · T(1 + µ2)v∗2 · T
(1 + µ3)v
∗
3 · T
 = 0 . (10.27)
This represents the proof for the shell-crossing condition for one-dimensional submani-
folds. It states the condition for the tangential direction T along which Lagrangian points
get folded into an Eulerian singularity point. The obtained condition is a telling expression
for the central role of both the deformation eigenvalues and eigenvectors in determining
the occurrence of a singularity.
10.3.2 Shell-crossing condition: theorems
Following the proof outlined in the previous subsection 10.3.1, we arrive at the following
two theorems stipulating the conditions for the formation of singularities by curves C and
arbitrary manifolds M in Lagrangian space L,
Theorem: 1 A C1 continuous curve C ⊂ L forms a singularity under the mapping xt
in the point xt(qs) ∈ xt(C) ⊂ E, meaning that xt(C) is not smooth in xt(qs), if and
only if
(1 + µit(qs))v
∗
it(qs) · T = 0 (10.28)
for all i = 1, 2, . . . , dim(L), with T a nonzero tangent vector of C in qs.
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Note that the derived caustic condition is independent of the dynamics of the fluid. In
general, both the eigenvalue and eigenvector fields are complex-valued. For Hamiltonian
fluids, the relation condition simplifies since the eigenvalue and eigenvector fields are forced
to be real-valued and the eigenvectors can be chosen to coincide with their dual vectors,
i.e., v∗i = vi.
A similar argument holds for higher dimensional submanifolds of L, e.g., sheets and
volumes. These manifolds can be n-dimensional, with n = 1, . . . , 3 for three-dimensional
fluids. Given an arbitrary manifold M ⊂ L we can consider all curves C ⊂ M passing
through the point qs ∈ M . The variety xt(M) contains a singularity at xt(qs) if and only
if at least one such curve C ⊂ M gets folded under the map xt. Hence for an arbitrary
submanifold M , we should consider the one-dimensional shell-crossing condition for the
subset of vectors T ∈M 9. This proves the general shell-crossing condition:
Theorem: 2 A manifold M ⊂ L forms a singularity under the mapping xt in the point
xt(qs) ∈ xt(M) ⊂ E at time t, meaning that xt(M) is not smooth in xt(qs), if and only
if there exists at least one nonzero tangent vector T ∈ TqsM satisfying
(1 + µit(qs))v
∗
it(qs) · T = 0 (10.29)
for all i = 1, 2, . . . , dim(L).
From this theorem, we immediately observe that the eigenvectors vi are of key importance
in determining the nature of the singularity, in that the shell-crossing condition is not
simply that of 1 + µi = 0 for at least one i. More explicitly, the shell-crossing condition
says that
1 + µit(qs) = 0 OR v
∗
it(qs) · T = 0 for all i , (10.30)
9TqsM , , i.e., all tangent vectors T constrained to be located in the vector space TqsM
10. In other
words, the one-dimensional shell-crossing condition is considered for all vectors T in the vector space of
all tangential vectors to the manifold M in qs ∈M .
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indicating that, in addition to one or more eigenvalue constraints 1 + µi = 0, the shell-
crossing condition consists of complementary constraints. These single out those points qs
where the eigenvectors v∗j (qs) (with j 6= i) are orthogonal to a vector T that is restricted
to be located in the plane tangent to the manifold M in which the singularity emerges. It
is this constraint that is instrumental in defining the area occupied by the corresponding
caustic.
Note that the shell-crossing conditions are manifestly independent of coordinate choices.
While in general the eigenvalue and eigenvector fields generally do depend on the choice
of coordinates, it can be shown that they are invariant if the corresponding coordinate
transformation is orthogonal and global. These transformations include rotations and
translations. See appendix 10.C for more details.
10.4 Caustic conditions
In section 10.3, we inferred the general condition for shell-crossing. The condition estab-
lishes the relation between the eigenvalue and eigenvector fields of the deformation tensor
in Lagrangian space, and the Lagrangian regions that get incorporated in features of in-
finite density in Eulerian space. Moreover, it allows us to establish the identity of the
resulting singularity in Eulerian space.
The stable singularities that emerge can be classified by Lagrangian catastrophe theory
in the Ak, Dk and Ek series (see [18], [165] and [280]). This is described in some detail in
section 10.5 11. The Ak series is of co-rank 1, in which co-rank is the number of independent
directions in which the Hessian is degenerate. The Ak series corresponds to the caustics for
which the density diverges due to only one eigenvalue. The Dk series is of co-rank 2 and
corresponds to the points for which the density diverges due to two eigenvalue fields. The
Ek series is of co-rank 3 and corresponds to the points for which three eigenvalue fields.
However, for three-dimensional fluids, the points for which all eigenvalues simultaneously
satisfy this condition are degenerate. For this reason we will not discuss them here.
In this section we apply the shell-crossing condition to three-dimensional Lagrangian
fluids to obtain the caustics conditions which relate the classification of caustics to the
eigenvalue and eigenvector field. These conditions have not been derived in earlier work
and are necessary to perform a quantitative study of caustics in large scale structure
formation. In section 10.5, we summarize the classification of caustics in its traditional
form and compare them to the caustic conditions derived here.
11The classification ultimately has its origin in the classification of Coxeter groups
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10.4.1 The A family
The A family of caustics form when
1 + µi = 0 (10.31)
for one i. For diagonalizable deformation tensors, the eigenvector fields {vi} and their dual
vector fields {v∗i } are linearly independent.
For three-dimensional fluids, the A family consists of 5 classes running from the trivial
A1 class, corresponding to the points that never form caustics, the sheetlike A2 fold, the
curvelike A3 cusp, the A4 swallowtail, to the pointlike A5 butterfly singularity.
The trivial A1 class
The A1 class labels the points which never form caustics. According to the shell-crossing
condition, qs will form a singularity at time t if and only if there exists a nonzero tangent
vector T ∈ TqsL for which
(1 + µi(qs))v
∗
i (qs) · T = 0 (10.32)
for all i. The point qs will not satisfy this condition if 1 + µi(qs) 6= 0 for all i since the
three dual vectors {v∗i } of the (generalized) eigenvectors span the tangent space TqsL
From the shell-crossing condition we therefore conclude that the three-dimensional variety
A1,
A1 = {q ∈ L|1 + µti(q) 6= 0 for all i and t} , (10.33)
consists of the points never forming caustics. In this respect we should note that the
displacement map at the initial time is the zero map, so that the eigenvalues at the initial
time are equal to zero, i.e., µ0i(q) = 0 for all q ∈ L. Since the eigenvalues are a continuous
function of time, for the cosmologically interesting case of potential flow the requirement
for a point q to belong to A1 is equivalent to µti(q) > −1.
The A2 caustics
Based on the discussion above, we may conclude that for a given i, i = 1 . . . 3, at time t
the points
Ai2(t) = {q ∈ L|1 + µti(q) = 0} (10.34)
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form a singularity. For three-dimensional fluids, the set A2(t) forms a two-dimensional
sheet, sweeping through space as the fluid evolves. These singularities can be associated
to the A2 fold singularity class.
From this, we conclude that the set of points which form a A2 fold singularity at a time
t ∈ [0,∞) is given by
Ai2 = {q ∈ L|1 + µti(q) = 0 for some t} . (10.35)
The A3 caustics
Following up on the folding of the fluid to the Ai2 singularity, the A
i
2 manifold itself may
be folded into a more complex configuration. The result is a so-called A3 singularity. To
guide understanding in the emergence of cusps we may refer to the eigenvalue contour map
of figure 10.4.
To infer the identity of the Ai3 caustic, we restrict the criterion for shell-crossing to
points on the Ai2 manifold. In other words, we look for points qs on the surface of the
sheetlike variety Ai2(t) that fulfill the criterion for shell-crossing.
A point qs ∈ Ai2(t) forms a singularity if there exists a nonzero tangent vector T,
T ∈ TqsAi2(t), orthogonal to the SpanC{v∗j |j 6= i}. Writing the tangent vector T as a linear
combination of the eigenvectors vi,
T = α1v1 + α2v2 + α3v3 , (10.36)
with αi ∈ C. The caustic conditions tell us that
αj = v
∗
j (qs) · T = 0 for j 6= i . (10.37)
Given that we know that the ith eigenvalue is real, µi ∈ R, the eigenvector vi is also real.
This means that this condition is satisfied if and only if the tangent vector T is parallel to
vi. This is equivalent to the condition that vi is orthogonal to the normal n = ∇µti of the
manifold Ai2(t) in the point qs. Explicitly, this means that the inner product of n with vi
is equal to 0,
µti,i ≡ vi · ∇µti = 0 . (10.38)
Note that this is the condition that Arnol’d [17] found for the A3 line for the 2-dimensional
Zel’dovich approximation. As we see from the derivation above, the condition is valid in
any dimensional space and for general flow configurations.
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Figure 10.4: The formation of a cusp (A3) singularity in a Lagrangian map xt. The left
panel shows Lagrangian space, describing the initial positions of the fluid. The right panel
shows Eulerian space, describing the positions of the fluid at time t. The fluid undergoes
shell-crossing along the fold Ai2(t) (red) at time t. The fold gets mapped under the La-
grangian map to xt(A2) (red), which is folded into a cusp in the point xt(qs) corresponding
to qs. The cusp forms if and only if the normal n of A
i
2(t) is orthogonal to the eigenvector
field vi in qs. Over time, the cusp traces out the curve Ai (blue) which is mapped to xt(A
i
3)
(blue).
The points q forming a cusp at time t corresponding to eigenvalue field µi is given by the
one-dimensional variety
Ai3(t) = {q ∈ L|q ∈ Ai2(t) ∧ µti,i(q) = 0} . (10.39)
Extrapolating this to the set of all points q that at some time t ∈ [0,∞) have belonged to
or will be incorporated in a cusp singularity defines a two-dimensional variety
Ai3 = {q ∈ L|q ∈ Ai2(t) ∧ µti,i(q) = 0 for some t} , (10.40)
which is the assembly of all Ai3(t) over the time interval t ∈ [0,∞).
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Figure 10.5: The creation/annihilation of a fold (A2) sheet in a A
+
3 point. The upper three
panels show the unfolding of a A+3 singularity in Lagrangian space. The lower three panels
show the corresponding unfolding in Eulerian space. The two panels on the left show the
cusp (A3) plane on which the cusps form. The middle panels show the appearance of a A
+
3
singularity in which a fold sheet is formed/removed. The right panels show the resulting
fold (A2) sheet. The fold sheet gets folded into a cusp (A3) curve (red). This configuration
is known as the Zel’dovich pancake (Zel’dovich 1970).
Figure 10.6: The merger/splitting of a fold (A2) sheet in a A
−
3 point. The upper three
panels show the unfolding of a A−3 singularity in Lagrangian space. The lower three panels
show the corresponding unfolding in Eulerian space. The two panels on the left show two
fold (A2) sheets, two cusp (A3) curves (red) and the cusp (A3) plane on which the cusps
form. The middle panels show the merger/splitting of the two fold (A2) sheets in a A
−
3
singularity. The right panels show the resulting merged fold (A2) sheet. This configuration
is known as the Kissing Lips.
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Figure 10.7: The merger/splitting of a fold (A2) sheet in a A
−−
3 point. The upper three
panels show the unfolding of a A−−3 singularity in Lagrangian space. The lower three panels
show the corresponding unfolding in Eulerian space. The two panels on the left show two
fold (A2) sheets, and the cusp (A3) plane on which the cusps form. The middle panels
show the merger/splitting of the two fold (A2) sheets in a A
−−
3 singularity. The right panels
show the resulting merged fold (A2) sheet with the corresponding cusp (A3) curve.
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Figure 10.8: The formation of a swallowtail (A4) singularity in a Lagrangian map xt. The
left panel shows the Lagrangian space describing the initial positions of the fluid. The right
panel shows the Eulerian space describing the positions of the fluid at time t. The fluid
undergoes shell-crossing along Ai2(t) (red) at time t. The fold gets mapped in Eulerian
space, under the Lagrangian map, to xt(A2) (red), which is folded into a cusp in the point
xt(qs) corresponding to qs. The cusp forms if and only if the normal n of A
i
2(t) is orthogonal
to the eigenvector field vi in qs. Over time, in Lagrangian space the cusp traces out the
curve Ai (blue) which in Eulerian space is mapped to xt(A
i
3) (blue). Since the cusp (A
i
3)
curve is tangential to the fold (A2) curve in qs, the cusp curve xt(A
i
3) forms a swallowtail
(A4) singularity. Over time, the swallowtail traces out A
i
4 (green), which in Eulerian space
is mapped into xt(A
i
4) (green).
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Figure 10.9: The creation/annihilation of a swallowtail (A4) singularity in a A
+
4 point. The
upper three panels show the unfolding of a A+4 singularity in Lagrangian space. The lower
three panels show the corresponding unfolding in Eulerian space. The two panels on the
left show a fold (A2) sheet. The middle panels show a A
+
4 point on the fold (A2) sheet.
The A+4 point leads to the creation/annihilation of two swallowtail (A4) singularities. The
right panels show the resulting cusp (A3) curves and swallowtail (A4) singularities.
Figure 10.10: The merger/splitting of a cusp (A3) curve in a A
−
4 point. The upper three
panels show the unfolding of a A−4 singularity in Lagrangian space. The lower three panels
show the corresponding unfolding in Eulerian space. The two panels on the left show a
fold (A2) sheet, cusp (A3) curves and swallowtail (A4) singularities. The middle panels
show the merger/splitting of the cusp (A3) curves in a A
−
4 point. The right panels show
the resulting fold (A2) sheet and cusp (A3) curves singularities.
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The A±3 points
The topology of the sheetlike Ai2(t) variety changes as a function of time. These topological
changes occur at critical points of the corresponding eigenvalue field µti. It is at these points
where in Eulerian space we see the emergence of new features, the disappearance of features
and/or the merging of features. The critical points are classified as cusp singularities.
At minima of the µi field, a feature gets created. At maxima, a feature gets annihilated.
Particularly interesting points are the saddle points. In three-dimensional space, there are
two classes of saddles in the eigenvalue field µti. The index 1 saddles have a Hessian
signature (− − +), with 1 positive eigenvalue, while the index 2 saddles have a signature
(−+ +).
Based on their impact on caustic structure, Arnol’d used a slightly different classifi-
ciation scheme, in which the distinguished between A++3 , A
+−
3 and A
−−
3 points [17]. The
A++3 point are identified with the minima
12, while the A+−3 points are the saddle points
for which the A3 sheet intersects the two disjoint A2 sheets. This is illustrated in the
upper left panel in Figure 10.6. The additional A−−3 points correspond to saddle points
for which the A3 sheet does not intersect the disjoint A2 sheets. Because this concerns a
non-generic situation, we do not treat it here. Also note that higher dimensional fluids will
have additional A3 points.
In the context of this chapter we therefore use a slightly shorter notation for the maxima,
minima and saddles, classifying them as the cusp singularities A+3 an A
−
3 ,
Ai+3 = {q ∈ L|q ∈ Ai2(t) ∧ µti(q) max-/minimum of µti at some time t} ,
Ai−3 = {q ∈ L|q ∈ Ai2(t) ∧ q saddle point of µti at some time t}. (10.41)
Note that in this scheme, the saddle points with index 1 and 2 belong to the same singularity
class Ai−3 . For an illustration of the A
+
3 , A
−
3 and A
−−
3 singularities, we refer to figures 10.5,
10.6 and 10.7. From the caustics conditions we may directly infer that the Ai±3 points are
located on the Ai3 variety.
The A4 caustics
In Eulerian space the Ai3(t) variety gets folded in points associated with A4 swallowtail
singularities. The identity of the points defining the variety Ai4(t) can be inferred by the
12Note that in Arnol’d’s notation, related to the Zel’dovich formalism (see appendix A), these are the
maxima of the eigenvalue field
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application of the general shell-crossing condition (eqn. (10.29)) to the Ai3(t) variety (see
Figure 10.8). As a consequence, the Ai4 variety is defined as
Ai4(t) = {q ∈ L|q ∈ Ai3(t) ∧ µti,ii(q) = 0}, (10.42)
with µti,ii(q) the inner product of the normal n = ∇µti,i with the eigenvector vi,
µti,ii ≡ vi · ∇µti,i . (10.43)
Integrated over time, the points on the varieties Ai4(t) trace out the 1-dimensional variety
Ai4, , i.e., the 1-dimensional line A
i
4 is the set of all points A
i
4(t) over the time interval
t ∈ [0,∞),
Ai4 = {q ∈ L|q ∈ Ai3(t) ∧ µti,ii(q) = 0 for some t} . (10.44)
The A±4 points
The topology of the variety Ai3(t) changes as a function of time. To this end, we identify
the critical points of the real field µi,i,
µti,i ≡ vi · ∇µti . (10.45)
Constraining the location of these singularities to the one-dimensional curvelike variety
Ai3(t), and thus implicitly also to the two-dimensional membrane of the variety A
i
2(t), these
A±4 points mark the locations at which topological changes occur. They represent the sites
at which we see the birth of new singularities in Eulerian space, or the annihilation of and/or
merging of such features. These singularities are classified as swallowtail singularities.
The birth or death of features on Ai3(t) takes place at maxima and minima of µti,i, and
is identified with Ai+4 singularities. The merging or splitting of features happens at the
saddle points of the same field µti,i. The latter mark the A
i−
4 singularities,
Ai+4 = {q ∈ L|q ∈ Ai3(t), µti,i(q) max-/minimum of µti,i|Ai2(t) for some t},
Ai−4 = {q ∈ L|q ∈ Ai3(t) saddle point of µti,i|Ai2(t) for some t}. (10.46)
The A±4 critical points are constrained to lie on the curvelike variety A
i
2(t). Their
identity is therefore determined by the interplay between the geometric properties of two
entities. One of these is the geometry of the field µti,i, the other that of the geometry of
the curvelike variety Ai3(t). For illustrations of the A
+
4 and A
−
4 singularities we refer to
figure 10.9 and 10.10.
From the caustic conditions – as expressed in eqn. (10.42) – we may also immediately
observe that the Ai±4 points belong to the A
i
4 variety. In fact, this also represents a condition
on the topology of the field µti,i and that of the A
i
2(t) variety.
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Figure 10.11: The creation/annihilation of swallowtail singularities in a butterfly (A5)
singularity. The upper three panels show the unfolding of a A5 singularity in Lagrangian
space. The lower three panels show the corresponding unfolding in Eulerian space. The
two panels on the left show a fold (A2) sheet, and cusp (A3) curve. The middle panels
show the creation/annihilation of the butterfly (A5) singularity on the cusp (A3) curve.
The right panels show the resulting fold (A2) sheet, cusp (A3) curve and swallowtail (A4)
singularities.
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The A5 caustics
Finally, also the swallowtail curves Ai4 curve get folded in Eulerian space. It leads to
the emergence of so-called butterfly singularities, or A5 singularities. Following the same
reasoning as for the Ai3 and A
i
4 varieties, we may infer from the general shell-crossing
condition that the Ai4 curve gets folded in the points A
i
5. In general this happens when
there exists a tangent vector of A4 parallel to vi, i.e.,
Ai5 = {q ∈ L|q ∈ Ai4 and vi ∈ TqAi4} (10.47)
In the case three-dimensional case, when the displacement field st(q) is separable into
temporal and spatial parts, time evolution can be seen as a progression through a series of
surfaces. The folding points can then be found from the relation,
Ai5 = {q ∈ L|q ∈ Ai4(t) and µti,iii = 0 for some time t}. (10.48)
Figure 10.11 shows an illustration of a A5 singularity.
The butterfly singularity is the highest dimensional singularity that may surface in
three-dimensional Lagrangian fluids. It is important to realize that the butterfly singularity
only exists at one point in spacetime.
10.4.2 The D family
The D family of caustics correspond to manifolds for which the condition
1 + µi = 0 , (10.49)
holds for two eigenvalue fields simultaneously. From this, we may immediately infer that
these caustics form at the intersection of two A2(t) fold sheets, the A
i
2(t) and A
j
2(t) varieties.
In all, for three-dimensional fluids three classes of D caustics can be identified, the D−4
elliptic, the D+4 hyperbolic and the D5 parabolic umbilic caustic.
The D4 caustics
The D4 caustics are defined by the points q in Lagrangian space, at which two of the
eigenvalues have the same value. For instance, the Dij4 (t) caustic, with i 6= j, is outlined
by the points q for which at the time t the eigenvalues µi(t) and µj(t) are equal, µti = µtj.
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While the eigenvalue µti defines the fold sheet A
i
2, and the eigenvalue µti the fold sheet A
j
2,
the umbilic Dij4 caustic consist of the set of points q for which
Dij4 (t) = {q ∈ L|q ∈ Ai2(t) ∩ Aj2(t)} . (10.50)
In three-dimensional space, one would expect that the intersection of the two sheets Ai2(t)
and Aj2(t) to consist of one-dimensional curves. This would certainly be true for two
sheets that would be entirely independent of each other. However, the situation at hand
concerns a highly constrained situation, in which the two eigenvalues µi and µj are strongly
correlated.
Because of the latter, the intersection between the folds Ai2 and A
j
2 is considerably
more complex. Instead of a continuous curve, the intersection consists of isolated, singular
points. A telling illustration – and discussion – of this, for the two-dimensional situation,
can be found in [203].
D4 singularities and A3 varieties
To investigate the geometry and structure of the set Dij4 (t) we focus on the particular
situation of the set D124 (t), in which the two first eigenvalues µ1 and µ2 have the same
value, µt1 = µt2 = −1. Without loss of generality, we transform the coordinate system
such that the third eigenvector v3 defines the q3 axis. This transformation makes the q1q2-
plane the one in which we see the folding and collapse of the phase space sheets to the A12
and A22 caustics.
Assuming that the deformation tensor M is diagonalizable, in this coordinate system
it has the form,
M =
 M11 M12 0M12 M22 0
0 0 µ3
 , (10.51)
in which µ3 is the third eigenvalue of M. Because the eigenvalues are equal, we get the
following 2 conditions for the D124 caustic.
M11(q) = M22(q) ,
M12(q) = 0 . (10.52)
Hence, the deformation tensor is
M =
 µ 0 00 µ 0
0 0 µ3
 . (10.53)
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As a consequence of the inferred constraints (10.52) for the D4 singularities is that D
ij
4
points will always be located on the two corresponding A3 varieties, A
i
3 and A
j
3. We may
infer this from the following observation. In the coordinate system introduced above (cf.
eq. (10.51)), the eigenvector for the third eigenvalue µ3 is given by v3 = (0, 0, 1). The
eigenvectors v1 and v2 both lie in the q1q2-plane, and since the matrix upper 2× 2 matrix
is degenerate we have the freedom to take them to be orthogonal to the gradient of the
corresponding eigenvalue fields which will also lay in the q1q2-plane. This means that
v1 · ∇µ1 = µ1,1 = 0 ,
v2 · ∇µ2 = µ2,2 = 0. (10.54)
This proves the unfolding Dij4 → Ai3 and Dij4 → Aj3. For the relations between the sin-
gularity classes see section 10.7.1. For a formal proof see [203]. For the case of a non-
diagonalizable deformation tensor we note that a small perturbation in the initial condition
generically makes the deformation tensor diagonalizable.
The D+4 and D
−
4 caustics
Shell-crossing for A caustics is a one-dimensional process. A direct implication of this is
that the related critical points are equivalent up to diffeomorphisms. For the D family this
is no longer true. Shell-crossing for the D-family is two dimensional. As a consequence,
the D4 class consist of hyperbolic (D
+
4 ) and elliptic (D
−
4 ) umbilic points, i.e.,
Dij4 (t) = D
+ij
4 (t) ∪D−ij4 (t) . (10.55)
In order to infer the corresponding caustic conditions we consider the two constraint quan-
tities Q1(q) and Q2(q) (see eq. (10.52)),
Q1(q) =
M11(q)−M22(q)
2
,
Q2(q) = M12(q) , (10.56)
which at the D4 singularity location vanish, i.e., Q1(qs) = 0 and Q2(qs) = 0. By a Taylor
expansion of Q1(q) and Q2(q) in a neighbourhood around the D4 singularity, we find that
for points located in the q1q2-plane,
Q1(q) = a q1 + b q2 ,
Q2(q) = c q1 + d q2 . (10.57)
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Figure 10.12: The hyperbolic/elliptic umbilic (D±4 ) singularities. The upper two panels
show the elliptic umbilic (D+4 ) singularity. The lower panels show the hyperbolic umbilic
(D−4 ) singularity. The two panels on the left are their representations in Lagrangian space
and the two panels on the right their representation in Eulerian space. The black sheets
are fold (A2) sheets corresponding to one eigenvalue field. The green sheets are fold (A2)
sheets corresponding to a second eigenvalue field. The red lines are cusp (A3) curves. The
point in the center depict the hyperbolic/elliptic umbilic (D±4 ) singularities. The hyperbolic
umbilic (D+4 ) and elliptic umbilic (D
−
4 ) singularity are also known as the purse and pyramid
singularity.
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In this expansion, we have taken the D4 singularity to define the origin of the coordinate
system. The parameters a, b, c and d are the derivatives of Q1(q) and Q2(q) at the D4
location,
a =
1
2
∂(M11 −M22)
∂q1
, b =
1
2
∂(M11 −M22)
∂q2
, c =
∂M12
∂q1
, d =
∂M12
∂q2
. (10.58)
As proposed by [94], the determinant SM of the corresponding Q1Q2 map,
SM = bc− ad = 1
2
[(M112 −M222)M112 − (M111 −M122)M122] , (10.59)
is invariant under rotations in the q1q2-plane
13. In the expression above, we have used the
notation
Miik =
∂Mii
∂qk
, Mikk =
∂Mik
∂qk
. (10.60)
Using the relations between the matrix elements M11, M22 and M12 and the eigenvalues µ1
and µ2, we may recast the determinant SM in an explicit expression incorporating these
eigenvalues,
SM =
1
2
[(µ1 − µ2),2µ1,2 − (µ1 − µ2),1µ2,1] . (10.61)
As [94] pointed out, the transformation can be shown to consist of two branches. Their
identification surfaces via a rescaling of the determinant via the multiplication by a positive
number. We then find that the two branches correspond to two separate singularity classes
of the D4 family,
D±ij4 (t) = {q ∈ L|q ∈ Ai2(t) ∩ Aj2(t) ∧ sign(SM) = ±1} , (10.62)
where the points q ∈ Ai2(t)∩Aj2(t) are the points for whom at time t the caustic conditions
are simultaneously valid for two eigenvalues, i.e., 1 + µi = 1 + µj = 0. Integrated over
time, these D±ij4 (t) points trace out the curves D
±ij
4 ,
D±ij4 = {q ∈ L|q ∈ Ai2(t) ∩ Aj2(t) ∧ sign(SM) = ±1, for some time t}. (10.63)
For an illustration of the hyperbolic/elliptic umbilic (D±4 ) caustic see Figure 10.12.
13In fact, it can be shown that this determinant is a third-order invariant under rotations [94].
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The D±4 points
The topology of the D±ij4 (t) variety changes at D
±
4 and D5 points. The D
±
4 points are
analogous to the A±4 points of the A-family. The D
±
4 points occur when ith and jth
eigenvalue field, µi and µj, restricted to the points q in the D
±ij
4 variety reaches a minimum
or maximum, i.e.,
Dij+4 = {q ∈ L|q ∈ D+ij4 (t) ∧ µtk(q) max-/min. of µtk|D+ij4 (k = i or k = j) for some t}
Dij−4 = {q ∈ L|q ∈ D−ij4 (t) ∧ µtk(q) max-/min. of µtk|D−ij4 (k = i or k = j) for some t}
(10.64)
Particularly interesting is the fact that the D±4 points are always created as a pair. Two D
+
4
points are created simultaneously, as are D−4 points. By implication, also the D
±
4 curves
(eq. (10.63)) are always created in pairs. This is in contrast to the D5 points, which go
along with the creation of a pair consisting of a D+4 and a D
−
4 point.
The D5 caustics
The shell-crossing condition applied to the Dij4 variety yields the caustic conditions for
the D5 parabolic umbilic singularity. The manifold D
ij
4 forms a singularity in the point
qs ∈ Dij4 (t) if and only if the tangent vector T ∈ TqsDij4 is normal to v∗k, with k 6= i, j.
Hence, the tangent vector T ∈ spanC{vi, vk}, i.e.,
Dij5 = {q ∈ L|q ∈ Dij4 and span{vi, vj} ∩ TqDij4 6= ∅} (10.65)
For three dimensional fluids in which the deformation tensor is separable in a time factor
and a spatial factor, the normal n = ∇(µti − µtj), is orthogonal to both vi and vj,
(µi − µj),i ≡ vi · ∇(µti − µtj) = 0 ,
(µi − µj),j ≡ vj · ∇(µti − µtj) = 0 . (10.66)
The collection of all such points form the variety
Dij5 = {q ∈ L|q ∈ Dij4 (t) ∧ (µi − µj),i = (µi − µj),j = 0 for some time t} . (10.67)
The Dij5 lays on the A
i
4 and A
j
4 variety. The elliptic and hyperbolic umbilic (D
±
4 ) points
merge in parabolic umbilic (D5) points, since D
ij
5 (t) ⊂ Dij4 (t) and
SM =
1
2
{(µi − µj),jµi,j − (µi − µj),iµj,i} = 0. (10.68)
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The D5 points are stable singularities in the classification of Lagrangian singularities. For
general dynamics they are unstable and not included in the classification scheme.
10.4.3 Caustic conditions: physical significance
For a visual appreciation of the process leading to the formation of the various classes
of caustics identified in the subsections above, it is helpful to consider the phase-space
manifold on which all mass elements are located in 6-D phase-space L×E. This is called
the phase-space sheet (see e.g. [2, 296]). The dynamical evolution of a system leads to
the folding of this phase-space sheet. In a sense, we can recognize a hierarchical process
in which the phase-space sheet is wrapped into an increasingly complex pattern. In this
process we see the emergence of a hierarchy of complex spatial folds.
The phase-space sheet folding process generates higher order singularities within the A2
caustic itself. These can only be identified with the help of the complementary eigenvector
conditions. Restricting the manifold M to the points qs located in the A2 caustic, one
may identify the subset of points for whom a nonzero vector T exists that (a) is tangent
to the A2 manifold and (b) is orthogonal to the span of dual eigenvectors Span{v∗j |j 6= i}.
This subset fulfils the shell-crossing conditions and maps into a higher order singularity.
Proceeding along the sequence of caustic conditions leads to the identification of the entire
hierarchy of caustics.
The classification of A family caustic involves one eigenvalue for which 1 + µi = 0. It
is straightforward to see that a similar procedure follows for configurations involving more
than one eigenvalue for which µk = −1. For example, if both 1 + µ1 = 0 and 1 + µ2 = 0,
then T will be a vector orthogonal to the dual eigenvector v∗3. The eigenvalue conditions
therefore trace a line through three-dimensional Lagrangian space. The points q along this
line are singularity points. Along this line we subsequently seek to identify higher-order
singularities, by identifying points qs along the line for which a tangent vector T exists
fulfilling the shell-crossing conditions.
Conversely, note that if 1 + µi 6= 0 for all i, then there does not exist any T satisfying
the general shell-crossing condition.
10.4.4 Spatial connectivity: singularities and eigenvalue fields
With the purpose to provide a guide that evokes a visual intuition for the connection be-
tween the structure and geometry of the eigenvalue fields and the formation of the various
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Figure 10.13: Eigenvalue field and singularity points. In the case of the two-dimensional
Zel’dovich approximation (see appendix 10.A). The Zel’dovich approximation concerns the
specific situation of potential flow, for which the eigenvalues and eigenvectors are real, and
shows the field of the lowest eigenvalue. Top lefthand frame: the contour map illustrates the
typical structure of the eigenvalue field λ1 corresponding to a 2-D Gaussian random density
field. Indicated are the positions of different A-family singularity points and varieties. The
run of the A3 line is particular noteworthy. One may appreciate how the identity of the
various singularities is determined by the specific geometric character of the eigenvalue
field λ1(q), as expressed in its derivatives. Bottom lefthand frame: the panel depicts the
run of the eigenvalue field along the A3 curve (in the contour map of top lefthand frame).
Note the location of the A±3 points and A4 points on the extrema of the curve. The green
curve represents the level b+(t)
−1 indicating which parts of the A3 line has formed at three
instances depicted in the righthand panels. Righthand panels: the three panels show the
evolution, in Eulerian space, of the A3 line. Note the appearance of the corresponding
caustics and the relation between the geometry of the A3 line in Eulerian space and the
A±3 and A4 points corresponding to the three green lines in the lower lefthand panel. This
is a more extensive version of figure 8 in Hidding et al. 2014 [203].
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singularities, in particular those of the A-family, we include figure 10.13. It shows a contour
map representing the typical structure of the eigenvalue field µi. This field corresponds
to a two-dimensional Gaussian random density field. For reasons of convenience, we have
assumed higher eigenvalues to correspond to earlier collapse, and negative ones to no col-
lapse (in other words, we have mirrored µi). The geometry and topology of the eigenvalue
landscape is decisive for the occurrence of singularities. This may already be inferred from
the positions of different A-family singularity points and varieties, whose positions are
indicated on the contour map.
The landscape defined by the eigenvalue contours is varied, characterized by several
peaks, connected by ridges with lower µi values. These, in turn, are connected to valleys
in which µi attains negative values that will prevent collapse – along the direction of the
eigenvector vi – of the corresponding mass elements at any time. From the density relation
(eqn. (10.7)), we know that the region of space that has undergone collapse before the
current epoch (, i.e., attained an infinite density) is the superlevel set of the eigenvalue field
defined by the current value µti. For each time t, the positive value contours correspond to
the A2(t) fold sheets. Collapse occurs first at the maxima in the field. These mark the birth
of new features, and are designated by the label of A+3 points. Evidently, the steepness
of the hill around these maxima, i.e., the gradient ∇µi(q), will determine how and which
mass elements around the hill will follow in outlining the emerging feature around the A+3
points.
The run of the A3 line is particularly noteworthy. The key significance of the A3 curve
is evident from the observation that all A-family singularities are aligned along the ridge.
In two-dimensional space, the A3 curves delineate the points where the eigenvalues µi are
maximal along the direction of the corresponding local eigenvector. At these points, along
the eigenvector direction, the gradient of the eigenvalues is zero, i.e., they are the points
where the eigenvector vi is perpendicular to the local gradient of ∇µi of the eigenvalue
field. Below, in section 10.4.1, we will see that this follows directly from the shell-crossing
conditions that were derived in the previous section. Because of this there is a line-up
and accumulation of neighbouring mass elements that simultaneously pass through the
singularity. When mapped to Eulerian space, this evokes the formation of an A3 cusp.
To illustrate the connection between A3 curves and the various singularities even more
strongly, the bottom lefthand panel depicts the run of the eigenvalue field along the A3
curve. In particular noteworthy is the location of the A±3 points and A4 points on the
extrema of the curve. A prominent aspect of this is the presence of the A−3 points at saddle
junctions in the eigenvalue field. These are topologically the most interesting locations,
as they evoke the merging of separate fold sheets into a single structure. In other words,
they are the points where the topological structure of the field undergoes a transition and
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where the connectivity of the emerging structural features is established. To establish this
even more strongly, the three righthand panels of figure 10.13 represent a time sequence
of the evolving structure along the A3 line as it is mapped to its appearance in Eulerian
space. The evolution follows the linear Lagrangian Zel’dovich approximation (see [344] and
appendix 10.A). We may note the appearance and merging of the corresponding caustics.
10.5 Classification of singularities
The form and morphology in which the various singularities that were inventorized in the
previous section will appear in the reality of a physical system depends on several aspects.
The principal influence concern the dynamics of the system, as well as its dimensionality.
The dynamics determines the way the fluid evolves, to a large extent via its dominant
influence on the accompanying flow of the fluid. This affects the morphology of the fluid,
and in particular the occurrence of singularities. Evidently, also the dimensionality of the
fluid process will bear strongly on the occurrence and appearance of singularities. Higher
spatial dimensions may enlarge the number of ways in which a singularity may form. It
also influences the ways in which singularities can dynamically transform into one another.
In this section, we provide an impression of the variety in appearance of singularities.
To this end, we will first discuss the generic singularity classification scheme that we follow.
It is not the intention of this study to provide an extensive listing of all possible classes of
fluids. Instead, to make clear in how different physical situations may affect the appearance
of singularities, we restrict our presentation of classification schemes to two different classes
of fluids. We also restrict our inventory to fluids in a three- dimensional context. It is the
most representative situation, and at the same time offers a good illustration of other
configurations.
10.5.1 Classes of Lagrangian fluids
To appreciate the role of the dynamics in constraining the evolution and appearance of a
fluid, and that of the formation and fate of the singularities in the fluid, it is important to
understand and describe its evolution in terms of six-dimensional phase space.
One way of defining phase space C is in terms of the Cartesian product of Lagrangian
and Eulerian manifolds L and E, , i.e., C = L × E. In this context, the phase space
coordinates of a mass element are (q, x). Every point in phase space (q, x) ∈ C represents
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the initial and final position q and x of a mass element at some time t. Evidently, one
may also opt for the more conventional definition consisting of space coordinates x and
canonical momenta p, in which case the phase space coordinate of a mass element are given
by (x, p). However, for the description of Lagrangian fluid dynamics it is more convenient
to follow the first convention. We should note that for this description of phase space
Liouville’s theorem does not apply, specifically not for the Euclidean notion of volumes.
At the initial time t = 0, the Lagrangian map is the identity map, i.e., for all q ∈ L
x0(q) = q. In phase space C, the fluid then occupies the submanifold L0 = {(q, x0(q)) ∈
C|q ∈ L}. If we equip C with a symplectic structure ω, we can prove this to be a so-
called Lagrangian submanifold (for a precise definition of Lagrangian submanifolds see
appendix 10.D).
Differences in the dynamics of a fluid reveal themselves in particular through major
differences in the phase space structure and topology of the manifolds delineated by the
mass elements. To provide an impression of the differences in morphology and classification
of singularities emerging in fluids of a different nature, specifically that of fluids with a
different dynamical behaviour, we concentrate the discussion on two different classes of
Lagrangian fluids:
1. Generic Lagrangian fluids.
Lagrangian fluids for which the map xt : L → E is a generic continuous and differ-
entiable mapping from L to E for every time t. The dynamics does not restrict the
map x to any extent. We describe the classification up to local diffeomorphisms, i.e.,
two singularities are considered equivalent if and only if there exist local coordinate
transformations, which map them into each other.
2. Lagrangian fluids with Hamiltonian dynamics.
The evolution of the fluid is governed by a Hamiltonian. This assumption restricts
the possible evolution of the fluid. Formally, the map x corresponds uniquely to a so-
called Lagrangian map. The singularities of Lagrangian maps, known as Lagrangian
singularities, are classified up to Lagrange equivalence.
Lagrangian fluids with Hamiltonian dynamics form an important class of fluids: fundamen-
tal theories of particle physics generally allow for a Hamiltonian description. Nonetheless,
in a range of practical circumstances we may encounter fluids that are either more or less
constrained. An example are fluids with effective dynamics. They contain friction terms
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which are not described by Hamiltonian systems. Such fluid systems are less restrictive
than those that are specifically Hamiltonian. On the other hand, there are also Hamiltonian
fluids that are characterized by additional constraints.
10.5.2 Singularity classification: generic fluids
For the classification of singularities of generic one-family maps x : L → E, with L and
E three-dimensional, we follow the classification by Bruce [60]. Bruce showed that the
singularities that emerge in generic mappings are equivalent to those emerging in the
simple linear maps
xt(q) = q + t u(q) , (10.69)
in which u is a vector field on L. In general, the vector field u(q) consists of both a
longitudinal and a transversal part,
u(q) = ul(q) + ut(q) . (10.70)
The longitudinal component corresponds to potential motion and has curl zero, ∇×ul = 0,
while the transversal component has divergence zero, ∇ · ut = 0.
The classification of singularities in general Lagrangian fluid dynamics is expressed by
theorem 3. We restrict ourselves to listing the classification scheme, in terms of the generic
expressions for the maps xt(q) of each of the classified singularities. In appendix 10.E we
show that these normal forms indeed satisfy the corresponding caustic conditions. Note
that the classification was derived using the classification of jet-spaces. It successfully
cauterized the properties of caustics appearing in Lagrangian maps but did not provide a
practical way to detect them in realizations.
Theorem: 3 A stable singularity occurring in a Lagrangian fluid with generic dynamics
is, up to local diffeomorphisms, equivalent to one of the following classes:
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Singularity Singularity
class Map xt(q) name
A1 xt(q) = q trivial case
A2 xt(q) = q + t (0, 0, q
2
3 − q3) fold
A3 xt(q) = q + t (0, 0, q1q3 + q
3
3 − q3) cusp
A4 xt(q) = q + t (0, 0, q1q3 + q
4
3 − q3) swallowtail
A5 xt(q) = q + t (0, 0, q1q3 + q2q
2
3 + q
5
3 − q3) butterfly
D±4 xt(q) = q + t (0, q2q3 − q2, q22 ± q23 + q1q2 − q3) hyperbolic/elliptic
A±3 xt(q) = q + t (0, 0, (q1
2 ± q22)q3 + q33 − q3)
A±4 xt(q) = q + t (0, 0, q1q3 ± q22q23 + q43 − q3)
Note: The normal forms xt(q) form the singularity at the origin q = 0, at t = 1. The
first five singularity classes are the A-family. The subsequent class is the D-family. The
last two are the normal forms of the A3 and A4 points. The Ak class has co-rank 1 and
co-dimension k − 2. The D±4 singularities have co-rank 2 and are one-dimensional.
10.5.3 Singularity classification: Hamiltonian fluids
The evolution of Lagrangian fluids with Hamiltonian dynamics is more constrained than
that of generic Lagrangian fluids. As the fluid develops complex multistream regions, the
phase space submanifold Lt = {(q, xt(q))|q ∈ L} for fluids with Hamiltonian dynamics
remains a Lagrangian submanifold.
A key step in evaluating the emerging singularities is that of connecting the displace-
ment map st(q) to the Lagrangian map. In appendix 10.D.2, we describe in some detail
how a given Lagrangian map can be constructed from a Lagrangian submanifold L. A
Lagrangian map can develop regions in which multiple points in the Lagrangian manifold
are mapped to the same point in the base space.
Lagrangian singularities are those points at which the number of pre-images of the
Lagrangian map undergoes a change. Lagrangian catastrophe theory [14, 21] classifies
the stable singularities. This refers to the stability of singularities with respect to small
deformations of the Lagrangian manifold of L. This is true up to Lagrangian equivalence,
a concept that is a generalization of equivalence up to coordinate transformation. For a
more formal and precise definition of Lagrangian equivalence see appendix 10.D.
It can be demonstrated (see [21]) that every Lagrangian map l : L → C → E is locally
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Lagrangian equivalent to a so-called gradient map, i.e., the map xt is locally equivalent to
xt(q) = ∇qSt , (10.71)
for some St : L→ R. By recasting St in terms of a function Ψt : L→ R,
St =
1
2
q2 + Ψt(q) , (10.72)
we find that locally the map x can be written in the form
xt(q) = q +∇qΨt(q) . (10.73)
Evidently, this implies that the displacement map is longitudinal, and that the correspond-
ing Jacobian ∂st/∂q is symmetric.
The classification of singularities of a Lagrangian fluid with Hamiltonian dynamics is
expressed by theorem 4. In appendix 10.E it is shown that these normal forms indeed
satisfy the corresponding caustic conditions. For proofs we refer to Arnol’d [14]. Note that
the classification was derived using the classification of critical points of scalar functions
and the theory of generating functions. It successfully characterized the properties of
caustics appearing in Lagrangian maps but did not provide a practical way to detect them
in realizations.
Theorem: 4 A stable Lagrangian singularity of a Lagrangian fluid with Hamiltonian dy-
namics, is locally Lagrange equivalent to one of the following classes:
Singularity Singularity
class Map xt(q) name
A1 xt(q) = q trivial case
A2 xt(q) = q + t (0, 0, q
2
3 − q3) fold
A3 xt(q) = q + t
(
1
2
q23, 0, q3(q1 − 1)
)
cusp
A4 xt(q) = q + t
(
1
2
q23, 0, q1q3 + q
4
3 − q3
)
swallowtail
A5 xt(q) = q + t
(
1
2
q23,
1
3
q33, q1q3 + q2q
2
3 + q
5
3 − q3
)
butterfly
D±4 xt(q) = q + t
(± q1q2 − q1, hyperbolic/elliptic
± (1
2
q21 +
3
2
q22
)
+ 2q2q3 + 2q
3
2 − q2, q22
)
D5 xt(q) = q + t (0, q
3
2 − q2, q33 − q3) parabolic
A±3 xt(q) = q + t (q1q
2
3,±q2q23, (q21 ± q22)q3 + q33 − q3)
A±4 xt(q) = q + t
(
1
2
q23,±23q2q33, q1q3 ± q22q23 + q43 − q3
)
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Note: The normal forms xt(q) form the singularity at the origin q = 0, at t = 1. The
first five singularity classes are the A-family. The subsequent two are the D-family. The
last two are the normal forms of the A3 and A4 points. The Ak class has co-rank 1 and
co-dimension k − 2. The Dk singularities have co-rank 2 and co-dimension k − 2 [14].
Comparing the classification schemes for generic Lagrangian singularities and those for
Lagrangian fluids with Hamiltonian dynamics, we may note the similarities. Both classifi-
cations have an A and a D family. It can be demonstrated that the A singularity classes
of the scheme for Lagrangian fluids with Hamiltonian dynamics are contained in those
corresponding to the generic Lagrangian fluid. Concretely, this means that a displacement
field corresponding to the Hamiltonian Ak class is also an element of the generic Ak class.
The D families are some what different. The Hamiltonian D4 class is contained in the
generic D4 class. However, the Hamiltonian D5 class has no analogue in the generic clas-
sification scheme. This is a result of the D5 singularity not being stable under coordinate
transformations.
A final remark concerns the singularity classification schemes for higher dimensional
fluids. For these a more elaborate classification scheme applies. This classification scheme
is described in appendix 10.D.
10.5.4 Unfoldings
Singularities generally change their class upon small, but finite, deformations of the dis-
placement map st. The corresponding evolution of a singularity follows the universal un-
folding process of singularities. The general behavior is described in the following unfolding
diagram, in which the arrows indicate the singularity into which specific singularities can
transform.
A1 A2 A3 A4 A5
D4 D5
For i ≥ 2, the Ai singularities decay into Ai−1 singularities. For i ≥ 5, the Di singularities
decay into either Ai−1 or Di−1 singularities. In section 10.7 we will describe how the decay
of singularities is connected to the evolution of the large-scale structure in the Universe
and in outlining the spine of the cosmic-web.
428
10.6 The caustic skeleton & the cosmic-web
The process of formation and evolution of structure in the Universe is driven by the grav-
itational growth of tiny primordial density and velocity perturbations. When it reaches
a stage at which the matter distribution starts to develop nonlinearities, we see the the
emergence of complex structural patterns. In the current universe we see this happening at
Megaparsec scales. On these scales, cosmic structure displays a marked intricate weblike
pattern. Prominent elongated filamentary features define a pervasive network. Forming
the dense boundaries around large tenuous sheetlike membranes, the filaments connect
up at massive, compact clusters located at the nodes of the network and surround vast,
underdense and near-empty voids.
The gravitational structure formation process is marked by vast migration streams,
known as cosmic flows. Inhomogeneities in the gravitational force field lead to the dis-
placement of mass out of the lower density areas towards higher density regions. Complex
structures arise at the locations where different mass streams meet up. Gravitational col-
lapse sets in as this happens. In terms of six-dimensional phase space, it corresponds to the
local folding of the phase space sheet along which matter – in particular the gravitationally
dominant dark matter component – has distributed itself.
10.6.1 The caustic skeleton
The positions where streams of the dark matter fluid cross are the sites where gravitational
collapse occurs. The various types of caustics described and classified in our study mark
the different configurations in which this process may take place. Their locations trace
out a Lagrangian skeleton of the emerging cosmic-web, marking key structural elements
and establishing their connectivity (also see the discussion in [203]). In other words, the
A3, A4, A5, D4, D5 varieties, in combination with the corresponding A
±
3 , A
±
4 , and D
±
4 points,
are the dynamical elements whose connectivity defines the weaving of the the cosmic-web
[344, 49, 319, 12, 71]. On the basis of this observation, we may obtain the skeleton of
the cosmic-web by mapping the caustic varieties defined above to Eulerian space with the
Lagrangian map xt. Following the identification of the various caustic varieties and caustic
points in Lagrangian space, the application of the map xt will produce the corresponding
weblike structure in Eulerian space.
Of central significance in our analysis and description of the cosmic-web is the essential
role of the deformation tensor eigenvector fields in outlining the caustic skeleton and in
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Figure 10.14: Spatial distribution of singularities in the Lagrangian and Eulerian cosmic-
web. The figure compares the spine of the cosmic-web with the mass distribution in a
2-D N -body simulation. Left panel: initial field of density fluctuations and the skeleton of
identified singularities/catastrophes. Right panel: density field of an evolved 2D cosmo-
logical N -body simulation, in which the Lagrangian skeleton of singularities is mapped by
means of the Zel’dovich approximation. From Feldbrugge et al. [138].
establishing the spatial connections between the various structural features. So far, La-
grangian studies of the cosmic-web have usually been based on the role of the eigenvalues
of the deformation tensor (for recent work see [76, 338, 234]). Nearly without exception,
they ignore the information content of the eigenvectors of the deformation tensor. In this
work we actually emphasize that the eigenvectors are of key importance in tracing the
spatial locations of the different types of emerging caustic features and, in particular, in
establishing their mutual spatial connectivity. This important fact finds its expression in
terms of the caustic conditions that we have derived in this study.
The study by Hidding et al. [203] illustrated the important role of the deformation
field eigenvectors in outlining the skeleton of the cosmic-web, for the specific situation of
A3 cusp lines in the 2-D matter distribution evolving out of a Gaussian initial density field.
The present study describes the full generalization for the evolving matter distribution (a)
for each class of emerging caustics in (b) in spaces of arbitrary dimension D.
10.6.2 The 2-D caustic skeleton and cosmic-web
A telling and informative illustration of the intimate relationship between the caustic
skeleton defined by the derived caustic conditions and the evolving matter distribution is
that offered by the typical patterns emerging in the two-dimensional situation. Figure 10.14
provides a direct and quantitative comparison between the caustic skeleton of the cosmic-
web and the fully nonlinear mass distribution in an N-body simulation. The three panels in
the lefthand column show the Lagrangian skeleton for a two-dimensional fluid. The fluid is
taken to evolve according to the Zel’dovich approximation [344] (see appendix 10.A), which
represents a surprisingly accurate first-order Lagrangian approximation of a gravitationally
evolving matter distribution (see e.g. [298]). The initial density field of the displayed
models is that of a Gaussian random density field [4, 26], which according to the latest
observations and to current theoretical understanding is an accurate description of the
observed primordial matter distribution [274, 225, 84].
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To enable our understanding of the hierarchical process of structure formation and the
resulting multiscale structure of the cosmic-web, we assess the caustic structure of the
Lagrangian matter field at three different resolutions. In figure 10.14 the field resolution
decreases from the top panels to the bottom panels, as the initial density field was smoothed
by an increasingly large Gaussian filter. The contour maps that form the background in
these panels represent the resulting initial density fields. The red lines trace the A3 variety,
i.e., the A3 lines, for the largest eigenvalue µ1 field (also see fig. 10.13 to appreciate how
they are related). Also the A±3 points and D
±
4 points are shown, the first as red dots, the
latter as black triangles.
The resulting weblike structure in Eulerian space is depicted in the corresponding right-
hand panels. The A3 lines, A
±
3 points and D
±
4 points are mapped to their Eulerian location
by means of the Zel’dovich approximation. The red lines, red dots and black triangles rep-
resent the Eulerian skeleton corresponding to the Zel’dovich approximation. These are
superimposed on the density field of the corresponding N-body simulations. The compar-
ison between the latter and the Eulerian skeleton reveal that the caustic skeleton – the
assembly of A3 lines, A
±
3 points and D
±
4 points – trace the principal elements and connec-
tions of the cosmic-web seen in the N-body simulations remarkably well (see Table 10.1
for the identification of the lines and points to the cosmic-web). Moreover, by assessing
the caustic structure at different resolutions of the density field, one obtains considerable
insight into the multiscale structure and topology of the cosmic-web.
10.6.3 The 3-D caustic skeleton and cosmic-web
One of the unique features facilitated by the caustic conditions that we have derived in the
previous sections is the ability to go beyond the two-dimensional case and construct and
explore the full caustic skeleton of the three-dimensional mass distribution. In the case
of the skeleton of the cosmic-web defined by the three-dimensional mass distribution, the
cusp (A3) sheets correspond to the walls or membranes of the large scale structure [49, 319,
71, 240]. The swallowtail (A4) and elliptic/hyperbolic umbilic (D
±
4 ) lines correspond to
the filaments of the cosmic-web and the butterfly (A5) and parabolic umbilic (D5) points
correspond to the cluster nodes of the network [49, 319, 11, 71, 240]. The identification of
the caustics in the three dimensional cosmic-web is summarized in table 10.1.
To appreciate the impressive level at which the caustic skeleton is outlining the three-
dimensional weblike mass distribution, figure 10.15 provides an instructive illustration.
The figure depicts elements of the caustic skeleton of the Zel’dovich approximation in a
200h−1 Mpc box. The resulting skeleton is superposed on the log density field of a dark
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Figure 10.15: The log density field of a dark matter N -body simulation with ΛCDM
cosmology in a box of 200h−1 Mpc with 5123 particles and elements of the caustic skeleton
of the Zel’dovich approximation [240]. Top right panel: the cusp (A3) sheets (dark blue),
the swallowtail (A4) lines (light blue) and the elliptic/hyperbolic umbilic lines (yellow)
corresponding to the lowest eigenvalue field of the caustic skeleton. Note that the Zel’dovich
approximation concerns a potential flow, which means that the eigenvalue fields can be
ordered. The initial density field was smoothed on the scale 6.3h−1 Mpc. Bottom left panel:
the swallowtail (A4) lines (light blue) and the elliptic/hyperbolic umbilic lines (yellow)
corresponding to the lowest eigenvalue field of the caustic skeleton. The initial density
field is smoothed at 3.1h−1 Mpc.
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Singularity Singularity Feature in the Feature in the
class name 2D cosmic-web 3D cosmic-web
A2 fold shell-crossed region shell-crossed region
A3 cusp filament wall or membrane
A4 swallowtail cluster or knot filament
A5 butterfly not stable cluster or knot
D4 hyperbolic/elliptic cluster or knot filament
D5 parabolic not stable cluster or knot
Table 10.1: The identification of the different caustics in the 2- and 3-dimensional cosmic-
web
matter N -body simulation in a ΛCDM cosmology with 5123 particles [240]. We should
emphasize that the Zel’dovich approximation is linear and that the corresponding skeleton
is completely local in the initial conditions. While a full and detailed analysis of these
three-dimensional weblike patterns is the subject of an upcoming accompanying paper
[145], the illustrations of figure 10.15 already give a nice impression of the ability of the
caustic conditions to outline the spine of the cosmic-web.
The top righthand panel contains the cusp (A3) sheet (dark blue colour) and the swal-
lowtail (A4) and elliptic/hyperbolic umbilic (D
±
4 ) lines (light blue colour) corresponding
to the lowest eigenvalue field, superimposed on the density field of the N -body simulation
(red shaded log density field values). The pattern concerns the caustics obtained for a
displacement field that is filtered at a length scale of 6.3h−1 Mpc. Close inspection reveals
the close correspondence between the cusp sheets of the caustic skeleton and the flattened
- two-dimensional - features in the mass distribution of the cosmic-web. Notwithstandig
this, one may also observe that the two-dimensional skeleton does not capture all the
structures present in the N -body simulation. This is predominantly an issue of scale, as
the corresponding displacement field cannot resolve and trace features whose size is more
refined than the 6.3h−1 Mpc filter scale.
An impression of the more refined structure can be obtained from the bottom left panel
of figure 10.15, which follows the line-like elements of the caustic skeleton at a length scale of
3.1h−1 Mpc. More specifically, it shows the swallowtail (A4) and elliptic/hyperbolic umbilic
(D±4 ) lines of the caustic skeleton. The correspondence of these with the prominent and
intricate filamentary pattern in the cosmic mass distribution is even more outstanding than
that of the A3 sheets with the membranes in the density field. It is important to realize, and
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emphasize, that blue curves were generated using only the eigenvalue field corresponding
to the first collapse. This already creates a filament in the network of caustics, without
the need to involve the second eigenvalue. In other words, collapse along the second
eigenvector is not necessary to create a filament-like structure (also see [203]). This leads
to a radical new insight on structure formation, in that it suggests the different possible
late-time morphologies for filaments [204]. We may even relate this to the prominence of
the corresponding filamentary features: as they concern features that have experienced
collapse along two directions, the umbilic D±4 filaments will have a higher density and
contrast than the filigree of more tenuous A±4 filaments. An additional observation of
considerable interest is that the line-like A4 and D
±
4 features trace the connectivity of the
cosmic-web in meticulous detail.
10.6.4 Caustic density profiles
Also of decisive interest in their embedding in the cosmic-web, is the expected mass distri-
bution in and around the various classes of caustics.
Vesilev [321] inferred the density profiles of the various classes of singularities, in case
they emerge as a result of potential motion in a collision-less self-gravitating medium.
For each of the mass concentrations in and around these singularities, he found scale free
power-law profiles. The radially average profiles display the following decrease of density
ρ(r) as a function of radius r.
Singularity Singularity Profile ρ(r)
class name
A2 fold ρ(r) ∝ r−1/2
A3 cusp ρ(r) ∝ r−2/3
A4 swallowtail ρ(r) ∝ r−3/4
A5 butterfly ρ(r) ∝ r−4/5
D4 hyperbolic/elliptic ρ(r) ∝ r−1
D5 parabolic ρ(r) ∝ r−1 log (1/r)
With respect to these radially averaged profiles, we should realize that the mass distribution
in and around the singularities is highly anisotropic. This is true for any dimension in which
we consider the structure around the singularities.
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Notwithstanding this, we do observe that the steepest density profiles are those around
the point singularities A5 and D5. However, they are mere transient features that will
only exist for a single moment in time. The point singularities A4 and D4 display a
less pronounced behaviour. However, they move over time. Also, we see that the cusp
singularity A3 possesses a steeper mass distribution that that in and around the sheet
singularity A2.
10.6.5 Higher order Lagrangian perturbations
Evidently, the details of the dynamical evolution will bear a considerable influence on the
developing caustic structure. This not only concerns the dynamics of the system itself,
but also its description. The examples that we presented in the previous sections showed
the caustic features developing as the dynamics is predicated on the first-order Lagrangian
approximation of the Zel’dovich formalism [344]. The visual comparison with the outcome
of the corresponding N -body simulations demonstrated the substantial level of agreement.
Nonetheless, given the nature of singularities, the process of caustic formation might be very
sensitive to minor deviations of the mass element deformations and hence the modelling
of the dynamics. This may even strongly affect the predicted population of caustics and
their spatial organization in the skeleton of the cosmic-web. Some indications on the level
to which the spatial mass distribution is influenced may be obtained from an early series of
papers by Buchert and collaborators [61, 62, 64, 63, 65], who were the first to explore the
formation of structure in higher-order Lagrangian perturbation schemes and investigate in
how far they would effect the occurrenc and location of multistream regions. An important
finding from their work is that 2nd order effects are substantial, while 3rd order ones are
minimal. Elaborated and augmented by additional work [52, 294], 2nd order Lagrangian
perturbations – usually designated by the name 2LPT – have been established as key
ingredients of any accurate analytical modeling of cosmic structure growth. In a follow-
up to the present study, we investigate in detail the repercussions of different analytical
prescriptions for the dynamical evolution of the cosmic mass distribution for the full caustic
skeleton of the cosmic-web.
In addition to 2LPT, we will systematically investigate the caustic skeleton in the
context of the adhesion approximation [175, 298, 322, 176, 205, 202]. Representing a
fully nonlinear extension of the Zel’dovich formalism, it includes an analytically tractable
gravitational source term for the later nonlinear stages. It accomplishes this via an artificial
viscosity term that emulates the effects of gravity, resulting in the analytically solvable
Burger’s equation. With the effective addition of a gravitational interaction term for the
emerging structures, unlike the Zel’dovich approximation the adhesion model is capable of
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following the hierarchical buildup of structure and the cosmic-web [205, 204, 202]. At early
epochs, the resulting matter streams coincide with the ballistic motion of the Zel’dovich
approximation. At the later stages, as the mass flows approach multistream regions a
solid structure is created at the shell-crossing location. Matter inside these structures is
confined to stay inside, while outside collapsed structures the results from the Zel’dovich
approximation and adhesion are identical. The caustics from the Zel’dovich approximation
are compressed to infinitesimally thin structures, hence unifying the Zel’dovich’ idea of
collapsed structures in terms of shell crossing with a hierarchical formation model. While
offering a complete model for the formation and hierarchical evolution of the cosmic-web,
it does accomplish this by seriously altering the flow pattern involved in the buildup of
cosmic structure. This, in turn, is expected to affect at least to some extent the properties
and evolution of the caustic population and its connectivity.
10.6.6 Gaussian statistics of the caustic skeleton
In addition to characterizing the geometric and topological outline of the cosmic-web in
terms of the caustic skeleton, our study points to another important and related applica-
tion of the formalism described. The fact that the linear Zel’dovich approximation provides
such an accurate outline of the skeleton of the cosmic-web establishes an important rela-
tion between the primordial density and flow field and the resulting cosmic-web. Via the
Zel’dovich approximation, we may relate the caustic skeleton directly to the statistical
nature and characteristics of the primordial density field. In other words, we may directly
relate the structure of the cosmic-web to the nature of the Gaussian initial density field.
This, in turn, establishes a direct link between the geometric and topological properties
of the cosmic-web and the underlying cosmology. Hence a probabilistic analysis of the
caustic skeleton may define a path towards a solidly defined foundation and procedure for
using the structure of the observed cosmic-web towards constraining global cosmological
parameters and the cosmic structure formation process.
The fact that we may invoke Gaussian statistics facilitates the calculation of a wide
range of geometric and topological characteristics of the cosmic-web, as they are directly
related to the primordial Gaussian deformation field, its eigenvalues and eigenvectors.
For an example of such a statistical treatment of 2-dimensional fluids, we refer to [136].
It describes how one may not only analytically compute the distribution of maxima, or
minima, but also the population of singularities and the length of caustic lines. In an
accompaying study, we present an extensive numerical analysis of the statistics of 2- and
3-dimensional caustic skeleton will follow in [145]. This will establish the reference point for
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the subsequent solid analytical study of interesting geometric properties of the cosmic-web
(for the initial steps towards this program see [138]).
This will represent a major extension of statistical descriptions that were solely based
on the eigenvalue fields. The latter would make it possible to study the number density of
clusters and void basins, make predictions on the statistical properties of angular momen-
tum, and even several aspects of the cosmic skeleton (e.g. [116, 276]). As we have argued
extensively in previous sections, it is only by invoking the information contained in the
corresponding eigenvector fields that we may expect to obtain a more complete census of
intricate spatial properties of the cosmic-web.
10.7 Dynamics and evolution of caustics
The caustic conditions presented in this study reveal the profound relationship between
the various classes of singularities that may surface in Lagrangian fluids. Besides the
aspect of the identification and classification of singularities, we need to have insight in
the transformation and evolution of caustics and caustic networks that accompanies the
dynamical evolution of a fluid. The evolution of the fluid, dictated by the dynamics of
the system, generally involves the development of ever more distinctive structures and the
proliferation of complex structural patterns.
Tracing the evolution of a fluid starts at an initial time t = 0. At that time, the
displacement map st is the zero map. Amongst others, this implies the fluid does not (yet)
contain singularities. Starting from these near uniform initial conditions, the structure
in the evolving fluid becomes increasingly pronounced. The phase space sheet that it
occupies in six-dimensional space gets increasingly folded. Its projection on Euclidian
space follows this process, and it is as a result of the folding process that we see the fluid
developing singularities. While the dynamical evolution proceeds to more advanced stages,
we not only see the appearance of more singularities, but also the transformation of one
class of singularities into another one. A complementary process that may underlie the
changes of local geometry that of the merging of singularities into a new singularity, itself
a manifestation of the hierarchical buildup of structural complexity.
The eigenvalue landscape in figure 10.13 offers an instructive tool for facilitating and
guiding our understanding and visual intuition for the iterative folding of singularities in
phase space and the accompanying caustic transformations.
438
10.7.1 Caustic mutations and transformations: evolutionary se-
quence
The dynamical evolution of a fluid goes along with a rich palet of local processes. These
involve fundamental mutations in the local singularity structure that lead to significant
topological changes of the spatial pattern forming in the fluid. In some systems and
situations this will be a key element in the hierarchical buildup of structure.
The fundamental notion in these structural mutations in the evolving fluid is that
of the ruling dynamics of the system evoking changes in the deformation field. Small
deformations will lead to the decay of singularities into different ones belonging to other
singularity classes. Conversely, they may get folded according to a rigid order.
The sequence of singularity mutations is not random and arbitrary. Due to the strict ge-
ometric conditions and constraints corresponding to the various singularities, expressed in
the caustic conditions discussed extensively in this study, a given singularity is only allowed
to transform into a restricted set of other singularities. Conversely, a given singularity may
only have emanated from a restricted set of other singularities.
In most situations a particular singularity can have decayed from only one distinctive
class of singularities. Some may have descended from two other singularity classes. Like-
wise, most singularities can decay only into one distinctive other class of singularity. This
is true for all A-family singularities. D-family singularities have a richer diversity of op-
tions, with the D5 points being able to decay into 3 different ones, while the D4 points
may decay into 2 distinct A3 points. The entire singularity transformation and unfolding
sequence may be transparently summarized in the unfolding diagram below.
A1
Ai2 A
i
3 A
i
4 A
i
5
Dij4 D
ij
5
Aj5A
j
4A
j
3A
j
2
The unfolding diagram follows directly from Lagrangian catastrophe theory, although it
can also be derived from the caustic conditions. The unfoldings of an Aik singularities into
an Aik−1 singularities, with k ≥ 2, follow trivially from the caustic conditions. The same
holds for the unfolding of the Dij5 singularities into the D
ij
4 singularities. The decay from
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the D4 to the A3 singularities are proven in section 10.4.2. The mutations D
ij
5 → Ai4 and
Dij5 → Aj4 follow directly since the shell-crossing of the Dij5 caustic is analogous to the
shell-crossing condition on the Ai4 and A
j
4 caustics.
10.7.2 Singularity transformations
The principal family of singularities – principal in terms of rate of occurrence and spatial
dominance – is the A-family. They are induced by singularities in the geometric structure
of one of the eigenvalue fields. In physical terms, they involve one-dimensional collapse on
to the emerging singularity. Of a more challenging nature within the evolutionary unfolding
of the patterns emerging in fluid flow is the formation of the D-family of singularities. They
occur when two fold sheets corresponding to different eigenvalue fields intersect. Amongst
others, this means that the D singularities connect A singularities corresponding to two
eigenvalue fields.
Evolving A-family caustics
The most prominent and abundant singularities are those of the two-dimensional fold
sheets Ai2(t). In Eulerian space, they mark the regions where mass elements are turned
inside out as the density attains infinity. This happens while they represent the locations
where separate matter streams are crossing each other. As time proceeds, the fold sheets
Ai2(t) sweep over an increasingly larger Lagrangian region. Ultimately, integrating over
time, they mark an entire Lagrangian volume, which is labelled as Ai2. The A
i
2 set forms
a three-dimensional variety.
When we wish to identify where a particular individual fold sheet is born, we turn
to the cusp points Ai+3 . They are the points on the fold sheets where the corresponding
eigenvalue field attains an extremum. Because of this, they mark the sites of birth of the
fold singularities. As the Ai2(t) sheets unfold, at the edges their surface gets wrapped in a
higher order singularity, the cusp curves Ai3(t). In time, these curves move through space
and trace out cusp sheets Ai3. In the context of the Megaparsec scale matter distribution
in the Universe, the cusp sheets are to be associated with the walls or membranes in the
cosmic-web [49, 319, 11, 71, 240].
A dynamically interesting process occurs at the cusp points Ai−3 , which are the saddle
points of the corresponding eigenvalue field µti that at a given time are encapsulated by the
fold sheet Ai2. At the A
i−
3 points, we see the merging or annihilation of fold sheets A
i
2 into
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a larger structure (cf. figure 10.13). Mathematically, they mark the key locations where
the topology of the eigenvalue field changes abruptly. Physically, they are associated with
the merging of separate structural components, a manifestation of the hierarchical buildup
of structural complexity [319, 71].
Also the cusp curves Ai3(t) can get folded. In Eulerian space, the folding of the cusp
curves manifests itself as Ai4(t) swallowtail points. As time proceeds, these points move
through space and define the swallowtail curve Ai4. It is of interest to note that the
swallowtail curve is embedded in the cusp sheet, i.e., Ai4 ⊂ Ai3. In the context of the
cosmic structure formation process, the swallowtail curves outline and trace perhaps the
most outstanding feature of the cosmic-web, the pronounced elongated filaments that form
the of spine the weblike network [319, 11, 71].
Also these features build up in a hierarchical process of small filaments merging into
ever larger and more prominent arteries. In the context of the evolving singularity structure
that we study, this process is represented by the Ai+4 points and A
i−
4 points. They define
the decisive junctions where significant changes in topology occur. For the Ai±4 points
this concerns their identity in the gradient of the eigenvalue field, in which the Ai+4 are
maxima and minima and Ai−4 points are the saddle points. The implication of this is that
cusp curves get created or annihilated at Ai+4 points, while they merge or separate at A
i−
4
points.
The final morphological constituent in this structural hierarchy of singularities is that
of the butterfly points Ai5. They conclude the A-family of singularities, i.e., the family
of singularities that correspond to the spatial characteristics of the field of one eigenvalue
µi. The swallowtail curves A
i
4 get folded at A
i
5 butterfly points. In the three-dimensional
structural pattern that formed in the fluid, these will represent nodes. In the cosmic-
web, they define the nodal junctions, connecting to the various filamentary extensions that
outline its spine [49, 77, 319, 11, 71]. In principle, for a given initial field and dynamical
evolution, one might use these identifications to e.g. evaluate how many filaments are
connected to the network nodes [12, 276].
Evolving D-family caustics
The Ai2(t) and A
j
2(t) sheets, with i 6= j, intersect in the elliptic and hyperbolic umbilic
points D±ij4 (t). In contrast to the A family of singularities, the collapse into D singularities
is two-dimensional. It leads to the birth of the socalled umbilic points. Over time, they
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trace out the umbilic curve D±ij4 . The collapse process may occur in two distinctive ways,
indicated by the labels + and −.
The topology of the variety D±ij4 (t) changes at D
ij±
4 and D5 points. An interesting
characteristic of umbilic curves is that they are always created or annihilated in pairs.
The Dij±4 points correspond to the creation or annihilation of two D
±ij
4 curves of the same
signature. By contrast, the Dij5 points correspond to the creation or annihilation of a pair
with one D+ij4 and one D
−ij
4 point.
10.8 Discussion & conclusions
In this study we have developed a general formalism for identifying the caustic structure of a
dynamically evolving mass distribution, in an arbitrary dimensional space. Through a new
and direct derivation of the caustic conditions for the classification and characterization
of singularities that will form in an evolving matter field, our study enables the practical
implementation of a toolset for identifying the spatial location and outline of each relevant
class of emerging singularities. By enabling the development of such instruments, and the
application of these to any cosmological primordial density and velocity field, our study
opens the path towards further insight into the dynamics of the formation and evolution
of the morphological features populating the cosmic-web. In particular significant is that
it will enable us to obtain a fundamental understanding of the spatial organization of
the cosmic-web, i.e., of the way in which these structural components are arranged and
connected.
10.8.1 Phase-space structure of the cosmic-web
Caustics are prominent features emerging in advanced stages of dynamically evolving fluids.
They mark the positions where fluid elements cross and multi-stream regions form. They
are associated with regions of infinite density, and often go along with the formation of
shocks. In the context of the gravitationally evolving mass distribution in the universe,
caustics emerge in regions in which nonlinear gravitational collapse starts to take place. As
such, they are a typical manifestation of the structure formation process at the stage where
it transits from the initial linear evolution to that of more advanced nonlinear configurations
involving gravitational contraction and collapse. The overall spatial organization of matter
at the corresponding scale is that of the cosmic-web, which assembles flattened walls,
elongated filaments and tendrils and dense, compact cluster nodes in an intricate multiscale
weblike network that pervades the Universe.
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Over the past decades our understanding of the formation and evolution of the cosmic-
web has advanced considerably. The availability of large computer simulations have been
instrumental in this, as they enabled us to follow the cosmic structure formation process in
detail (see e.g. [302, 331, 290]). In combination with new theoretical insights [49, 319], this
has led to the development of a general picture of the emergence of the weblike matter and
galaxy distribution. The full phase-space dynamics of the process and its manifestation
in the emerging matter distribution is an instrumental aspect of this that only recently
received more prominent attention. While the study by Zel’dovich [344] already underlined
the importance of a full phase-space description for understanding cosmic structure forma-
tion (see also [298, 297]), with the exception of a few prominent studies [20] the wealthy
information content of full 6-D phase-space escaped attention.
A series of recent publications initiated a resurgence of interest in the phase-space
aspects of the cosmic structure
formation process. They realized that the morphology of components in the evolving
matter distribution is closely related to its multistream character [2, 134, 262, 296, 281] (for
an early study on this observation see [64]). This realization is based on the recognition
that the emergence of nonlinear structures occurs at locations where different streams of
the corresponding flow field cross each other. Looking at the appearance of the evolving
spatial mass distribution as a 3D phase space sheet folding itself in 6D phase space, this
establishes a connection between the structure formation process and the morphological
classification of the emerging structure. Moreover, to further our understanding of the
dynamical evolution and buildup of the cosmic matter distribution, we also need to answer
the question in how far the various emerging structural features connect up in the overall
weblike network of the cosmic-web.
10.8.2 Singularities and caustics
To be able to answer the questions, we study the emergence of singularities and caustics
in a dynamically evolving mass distribution. Our analysis is built on the seminal work
by Arnol’d, specifically his classification of singularities in Lagrangian catastrophe theory.
In a three-dimensional setting we can recognize two series of singularities, the Ak and Dk
series. The 4 classes of Ak singularities – A2, A3, A4 and A5 – are the singularities for
which the caustic condition holds for one eigenvalue. The D-family of umbilic singularities
– including the D+4 , D
−
4 and D5 – are caustics for which the caustic conditions are satisfied
by two eigenvalue simultaneously. In three-dimensional fluids, the case in which all three
eigenvalues simultaneously satisify the caustic conditions, the E-family caustics, is non-
degenerate.
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In order to detect these caustics in practice, we derived the caustic conditions, which
classify them in terms of both eigenvalue and the eigenvector fields of the deformation
tensor. The derivation differs from the classical derivation of catastrophe theory, in terms
of generating functions and the classification of its degenerate critical points, in that we
work with the geometry of the system. Moreover, the caustic conditions are not restricted
to Hamiltonian dynamics and apply to all systems which allow for a description with a
sufficiently differentiable Lagrangian map.
10.8.3 Caustic skeleton and cosmic-web
On the basis of the derived formalism, we show how the caustics of a Lagrangian fluid form
an intricate skeleton of the nonlinear evolution of the fluid. The family of newly derived
caustic conditions allow a significant extension and elaboration of the work described in
Arnold et al. (1982) [20]. Arnol’d et al. classified the caustics that develop in one- and
two-dimensional systems that evolve according to the Zel’dovich approximation. While [17]
did offer a qualitative description of caustics in the three-dimensional situation, this did
not materialize in a practical application to the full three-dimensional cosmological setting.
The expressions derived in our study, and the specific identification of the important role
of the deformation tensor eigenvectors, have enabled us to breach this hiatus. To identify
the full spatial distribution and arrangement of caustics in the evolving three-dimensional
cosmic matter distribution, we follow the philosophy exposed in the two-dimensional study
by Hidding et al. 2014 [203, 136]. By relating the singularity distribution to the spatial
properties of the initial Gaussian deformation field, [203] managed to identify and show
the spatial connectivity of singularities and establish how in a hierarchical evolutionary
sequence they evolve and may ultimately merge with surrounding structures.
When applied to the Zel’dovich approximation for cosmic structure formation, the
caustic conditions form a skeleton of the caustic web. In the context of the cosmic-web, we
may identify these singularities with different components. This observation by itself leads
to some radically new insights into the origin of the structural features in the cosmic-web.
The A3 cusp singularities are related to the walls of the skeleton of the comsic web. The A4
swallowtail singularities trace the filamentary ridges and tendrils in the cosmic-web. Also
the D±4 hyperbolic and elliptic umbilic singularities are related to the filamentary spine
of the spine, as they define the dense filamentary extensions of the cluster nodes. The
butterfly (A5) and parabolic umbilic (D5) singularities are both connected with the nodes
of the weblike pattern. One immediate observation of considerable interest is that the
line-like A4 and D
±
4 features trace the connectivity of the cosmic-web in meticulous detail.
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Perhaps equally or even more interesting, and of key importance for our understanding
of the dynamical evolution of the cosmic-web, is the observation that both filaments and
tendrils, as well as nodes, may have formed due to the folding by the phase-space sheet
induced by only one deformation eigenvalue: the filamentary A4 caustics and nodal A5
caustic belong to the one eigenvalue A family of caustics. In other words, collapse along
the second eigenvector is not necessary to create a filament-like structure, and not even
collapse along both second and third eigenvector is needed for the appearance of nodes (see
[203, 204]). This is a new insight as it suggests the existence of different possible late-time
morphologies for filaments and nodes [204].
A realization of key importance emanating from our work is that it is not sufficient
to limit a structural analysis to the eigenvalues of the deformation tensor field. Usu-
ally neglected, we argue – and show by a few examples – that it is necessary to include
the information contained in the (local) deformation tensor eigenvectors, our study has
demonstrated and emphasized that for the identification of the full spatial outline of the
cosmic-web’s skeleton. In an accompanying numerical study of the caustic skeleton in cos-
mological N -body simulations, we illustrate how essential it is to invoke the deformation
eigenvectors in the analysis [145]. This study will present a numerical and statistical com-
parison between the matter distribution in the simulation and the caustic skeleton of the
three-dimensional cosmic-web.
10.8.4 Extensions and applications
Amongst the potentially most important applications of the current project is the fact that
the caustic skeleton inferred from the Zel’dovich approximation adheres closely to the spine
of the full nonlinear matter distribution. The direct implication is that we may directly
link the outline of the cosmic-web to the initial Gaussian density and velocity field. On the
basis of the corresponding deformation field, one may then attempt to calculate a range
of properties analytically. The fact that we may invoke Gaussian statistics facilitates the
calculation of a wide range of geometric and topological characteristics of the cosmic-web,
as they are directly related to the primordial Gaussian deformation field, its eigenvalues
and eigenvectors. The first step towards this program were taken by [138]. A few examples
of results of such a statistical treatment for 2-dimensional fluids are described in [136].
It describes how one may not only analytically compute the distribution of maxima, or
minima, but also the population of singularities and the length of caustic lines. This
will represent a major extension of statistical descriptions that were solely based on the
eigenvalue fields (see e.g. [116, 276]). Moreover, the ability to infer solid analytical results
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for a range of parameters quantifying the cosmic-web will be a key towards identifying
properties of the cosmic-web that are sensitive to the underlying cosmology. This, in turn,
would enable the use of these properties to infer cosmological parameters, investigate the
nature of dark matter and dark energy, trace the effects of deviations from standard gravity,
and other issues of general cosmological interest.
Notwithstanding the observation that the caustic skeleton inferred from the Zel’dovich
approximation appears to closely adhere to the full nonlinear structure seen in N -body
simulations, an aspect that still needs to be addressed in detail is the influence of the
dynamical evolution on the the developing caustic structure. This concerns in particular
the description of the dynamics of the system. Given the nature of singularities, the
process of caustic formation might be very sensitive to minor deviations of the mass element
deformations and hence the modelling of the dynamics. This may even strongly affect the
predicted population of caustics and their spatial organization in the skeleton of the cosmic-
web. The Zel’dovich formalism [344] is a first-order Lagrangian approximation. A range of
studies have shown that second order Lagrangian descriptions, often named 2LPT, provide
a considerably more accurate approximation of in particular the mildly nonlinear phases
that are critical for understanding the cosmic-web [61, 64, 63, 52, 294]. In addition to a
follow-up study in which we explore the caustic structure according to 2LPT and possible
systematic differences with that predicated by the Zel’dovich approximation, we will also
systematically investigate the caustic skeleton in the context of the adhesion formalism [175,
176, 205, 202]. Representing a fully nonlinear extension of the Zel’dovich formalism through
the inclusion of an effective gravitational interaction term for the emerging structures, it
is capable of following the hierarchical buildup of structure. While it provides a highly
insightful model for the hierarchically evolving cosmic-web, it also affects the flow patterns
and hence the multistream structure in the cosmic mass distribution. In how far this will
affect the caustic skeleton remains a major question for our work.
Finally, of immediate practical interest to our project will be identification of the various
classes of singularities that are populating the Local Universe. On the basis of advanced
Bayesian reconstruction techniques, various groups have been able to infer constrained
realizations of the implied Gaussian primordial density and velocity field in a given cosmic
volume [215, 221, 235, 234]. From these constrained initial density and deformation fields,
we may subsequently determine the caustic structure in the Local Universe (see e.g. [204]).
The resulting caustic skeleton of the local cosmic-web may then be confronted with the
structures – clusters, groups and galaxies – that surveys have observed. Ultimately, this will
enable us to reconstruct the cosmic history of objects and structures in the local Universe.
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10.8.5 Summary
In summary, the ability to relate the formation and hierarchical evolution of structure in
the Universe to the tale of the emergence and fate of singularities in the cosmic density
field provides the basis for a dynamical theory for the development of the cosmic-web,
including that of its substructure. This will be the principal question and subject of the
sequel to the work that we have presented here.
10.A Zel’dovich approximation
The Zel’dovich approximation is the first order approximation of a Lagrangian pressureless
fluid evolving under self gravity, [344]. The Zel’dovich approximation is the simplest ex-
ample of a Lagrangian fluid with Hamiltonian dynamics and serves as a good illustration
of the caustic conditions. The displacement map of the Zel’dovich approximation factors
into a term depending on time and a term depending on the initial conditions
st(q) = −b+(t)∇qΨ(q), (10.74)
with the linearized velocity potential Ψ(q) and growing mode b+(t). The growing mode can
be obtained from linear Eulerian perturbation theory. Up to linear order, the linearized
velocity potential is proportional to the linearly extrapolated gravitational potential at the
current epoch φ0(q), i.e.,
Ψ(q) =
2
3Ω0H20
φ0(q), (10.75)
with current Hubble constant H0 and current energy density Ω0. The linearized velocity
potential Ψ(q) encodes the initial conditions while the growing mode b+(t) encodes the
cosmological evolution of the fluid. For the Zel’dovich approximation it is common to
define the deformation tensor as
ψij =
∂2Ψ(q)
∂qi∂qj
(10.76)
with eigenvalues λi(q) satisfying µi(q, t) = −b+(t)λi(q). The density in the Zel’dovich
approximation can be expressed as
ρ(x′, t) =
∑
q∈A(x′,t)
ρi(q)
|1− b+(t)λ1(q)||1− b+(t)λ2(q)||1− b+(t)λd(q)| , (10.77)
447
with ρi the initial density field. Caustics occur at q at time t if and only if
λi(q) =
1
b+(t)
(10.78)
for at least one i. The eigenvalues λi are functions determined by the initial gravitational
field. Equation (10.78) can be pictured as a hyperplane at height 1/b+(t). Since the
Zel’dovich approximation concerns potential flow, which means that the eigenvalues are
real and can be ordered such that λ1 ≥ λ2 ≥ λ3. The intersection of this plane with
the graph of the eigenvalues undergoes shell-crossing at that time. For the Zel’dovich
approximation the caustic conditions in terms of the eigenvalues λi are given by
A1 = {q ∈ L|λi(q) 6= 1/b+(t) for all t and i}, (10.79)
Ai2(t) = {q ∈ L|λi(q) = 1/b+(t)}, (10.80)
Ai3(t) = {q ∈ L|q ∈ Ai2(t) and λi,i(q) = 0}, (10.81)
Ai4(t) = {q ∈ L|q ∈ Ai3(t) and λi,ii(q) = 0}, (10.82)
Ai5(t) = {q ∈ L|q ∈ Ai4(t) and λi,iii(q) = 0}, (10.83)
D±ij4 (t) = {q ∈ L|λi(q) = λj(q) = 1/b+(t) and sign(SM) = ±1}, (10.84)
Dij5 (t) = {q ∈ L|q ∈ Dij4 (t) and (λi − λj),i(q) = (λi − λj),j(q) = 0}, (10.85)
and the points at which the topology of above sets changes
Ai+3 = {q ∈ L|q ∈ Ai2 ∧ λi(q) max-/minimum of λi}, (10.86)
Ai−3 = {q ∈ L|q ∈ Ai2 saddle point of λi}, (10.87)
Ai+4 = {q ∈ L|q ∈ Ai3 ∧ λi,ii(q) max-/minimum of λi,ii|A2}, (10.88)
Ai−4 = {q ∈ L|q ∈ Ai3 saddle point of λi,ii|A2}, (10.89)
Dij±4 = {q ∈ L|q ∈ D±ij4 ∧ λi(q) = λj(q) max-/minimum of λi|D±ij4 = λj|D±ij4 }.(10.90)
with the direction derivatives λi,i = ∇λi ·vi, λi,ii = ∇λi,i ·vi and λi,iii = ∇λi,ii ·vi. Note that
the eigenvectors are defined modulo multiplication by a real number and really represent
lines.
10.B Non-diagonalizable deformation tensors
In sections 10.3 and 10.4 we derived the shell-crossing conditions and caustic conditions
under the assumption that the deformation tensor ∂st
∂q
= M is diagonalizable. We here
extend these conditions to non-diagonalizable deformation tensors.
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The eigenvalues µi are the roots of the characteristic function χ(λ) = det (M− λI)
corresponding to the deformation tensor. The deformation tensor is diagonalizable if and
only if the algebraic multiplicity – the order of the root – is equal to the geometric multi-
plicity – the number of eigenvectors corresponding to the root – for all eigenvalues. Hence,
in order for the deformation tensor to be non-diagonalizable, two or more eigenvalues need
to coincide while there are fewer corresponding eigenvectors. In this case we can extend the
set of eigenvectors by adding the necessary generalized eigenvectors to put the deformation
tensor in Jordan normal form
M = VMJV−1 (10.91)
where V is the generalized modal matrix consisting of the eigenvectors and generalized
eigenvectors andMJ is the upper triangular matrix of Jordan normal form containing the
eigenvalues.
In the three-dimensional case, these non-diagonalisable deformation tensors correspond
to the hyperbolic/elliptic umbilic (D±4 ) caustics. For simplicity lets restrict to the three-
dimensional case where the shell-crossing occurs due to the first and the second eigenvalue
fields 1+µ1 = 1+µ2 = 0. In this case, we extend the set of eigenvectors {v1, v3} by adding
the generalized eigenvector v¯2. The Jordan matrix now takes the form
MJ =
µ1 1 00 µ2 0
0 0 µ3
 . (10.92)
Substituting equation (10.91) in equation (10.20) we obtain the condition that there needs
to exist a non-zero tangent vector of D±124 for which
(1 + µ1)v
∗
1 · T + v¯∗2 · T = 0 (10.93)
(1 + µ2)v¯
∗
2 · T = 0 (10.94)
(1 + µ3)v
∗
3 · T = 0 , (10.95)
replacing equations (10.27). We thus see that the D124 variety forms a D
12
5 caustic if and
only if v¯∗2 · T = 0 and v∗3 · T = 0 (for a diagonalizable deformation tensor we obtain the
second condition). This is equivalent to the condition that T is parallel to the eigenvector
v1.
Finally note that the deformation tensor can only be non-diagonalizable for non-
Hamiltonian dynamics for which the parabolic umbilic caustic (D5) is not stable (see section
10.5.2). This condition is thus not relevant for Hamiltonian and generic non-Hamiltonian
Lagrangian fluids in three dimensions.
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This analysis straightforwardly generalizes to the case in which the geometric and al-
gebraic multiplicity of the eigenvalues differs by more than one for higher dimensional
fluids.
10.C Shell-crossing conditions: coordinate transfor-
mation
The shell-crossing conditions are manifestly independent of coordinate choices. However,
the eigenvalue and eigenvector fields generally do depend on the choice of coordinates.
By themselves, they do therefore not provide valid descriptions of the dynamics of the
fluid. Suppose the displacement field can be written as s = ∇ψ for some potential ψ. The
Hessian Hx of ψ,
Hij =
∂2ψ
∂xi∂xj
, (10.96)
transforms non-trivially under the local coordinate transformation x→ X(x) , i.e.,
H → H˜ = JTHJ + JT∇(J)∇ψ , (10.97)
with J the Jacobian between the coordinate systems X and x,
Jij =
∂Xi
∂xj
. (10.98)
From this we immediately infer that the eigenvalue field and eigenvector fields are invariant
if the transformation is orthogonal and global, i.e., if JT = J−1 and ∇(J) = 0. As may be
expected, these transformations include rotations and translations.
10.D Lagrangian maps and Lagrangian equivalence
We here shortly describe the mathematical background of symplectic manifolds, Lagrangian
manifolds and Lagrangian maps. For a detailed description and derivations we refer to
[13, 21].
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10.D.1 Symplectic manifolds and Lagrangian maps
A 2n-dimensional symplectic manifold (M,ω) is a smooth 2n-dimensional manifold M ,
equipped with a closed nondegenerate bilinear 2-form ω called the symplectic form. Sym-
plectic manifolds are always even dimensional for ω to be nondegenerate. In Hamiltonian
dynamics the symplectic form ω can be associated to the Poisson brackets which encodes
the dynamics of the theory. A Lagrangian manifold L of a 2n-dimensional symplectic man-
ifold (M,ω) is a n-dimensional submanifold of M on which the symplectic form ω vanishes.
Let (B, pi) be a Lagrangian fibration of (M,ω), which is a n-dimensional manifold with a
projection map pi : M → B for which the fibers pi−1(b) are Lagrangian manifolds for all
b ∈ B.
An example of a symplectic manifold is phase space consisting of position and canonical
momenta (q1, . . . , qn, p1, . . . pn) with the symplectic form ω =
∑n
i dqi ∧ dpi. An example of
a Lagrangian fibration is {(q1, . . . , qn), pi} with the projection map pi(q1, . . . , qn, p1, . . . pn) =
(q1, . . . , qn).
Give a symplectic manifold (M,ω) with a Lagrangian fibration (B, pi) we can for every
Lagrangian manifold L define a Lagrangian map (pi ◦ i) : L → M → B, with i being the
inclusion map sending L into M . Two Lagrangian maps (pi1 ◦ i1) : L1 → M1 → B1 and
(pi2 ◦ i2) : L2 →M2 → B2 are defined to be Lagrangian equivalent if there exist diffeomor-
phisms σ, τ and ν such that τ ◦ i1 = i2 ◦ σ, ν ◦ pi1 = pi2 ◦ τ and τ ∗ω2 = ω1, or equivalently
the diagram below commutes
L1 (M1, ω1) B1
L2 (M2, ω2) B2
i1 pi1
i2 pi2
σ τ ν
10.D.2 Displacement as Lagrangian map
Given a Lagrangian submanifold L we can construct a corresponding Lagrangian map.
First map the Lagrangian submanifold L with the inclusion map i : L → C to the corre-
sponding points in phase space C, i.e., i : (q, x) 7→ (q, x) for all (q, x) ∈ L. Subsequently
map these points to a base manifold B with the projection map pi : C → B. In Lagrangian
fluid dynamics it is convenient to pick the Eulerian manifold E as the base manifold B and
define the projection map as pi : (q, x) 7→ x for all (q, x) ∈ C. As there will always be an
exact correspondence between the Lagrangian manifold L and the Lagrangian submanifold
Lt ⊂ C (there exists a unique point x ∈ E such that (q, x) ∈ Lt for every q ∈ L), we can
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associate the Lagrangian map corresponding to Lt with the map xt. In summary, the map
xt corresponds uniquely to a Lagrangian map for fluids with Hamiltonian dynamics.
A Lagrangian map can develop regions in which multiple points in the Lagrangian
manifold are mapped to the same point in the base space. The points at which the number
of pre-images of the Lagrangian map changes are known as Lagrangian singularities. La-
grangian catastrophe theory classifies the stable singularities, stable with respect to small
deformations of L, up to Lagrangian equivalence. Lagrangian equivalence is a generaliza-
tion of equivalence up to coordinate transformations. For a precise definition of Lagrangian
equivalence we refer to appendix 10.D.
10.D.3 Lagrangian map germs
In catastrophe theory it is important to consider the Lagrangian map at a point. This is
achieved by means of Lagrangian germs. Starting with a point p ∈ M we can consider
Lagrangian functions Fi : Ui → B for i = 1, 2 for small environments Ui of p which co-
incide on the intersection U1 ∩ U2. The equivalence classes of such Lagrangian functions
are Lagrangian germs. The Lagrange equivalence of Lagrangian maps straightforwardly
extends to Lagrange equivalence of Lagrangian germs. These are the equivalence classes
used in the classification of stable Lagrangian maps, where a Lagrangian germ is stable if
and only if every sufficiently small fluctuation on the germ is Lagrange equivalent to the
germ.
10.D.4 Gradient maps
Every Lagrangian germ is Lagrange equivalent to the germ of a gradient map. That is to
say, for every Lagrangian map l = pi ◦ i : L → C → E we can for a point (q, x) ∈ L locally
write the map as
l(q1, . . . , qn, x1, . . . , xn) =
(
∂S
∂q1
,
∂S
∂q2
, . . . ,
∂S
∂qn
)
(10.99)
for some function S : Rn → R. The corresponding map x is given by
x(q1, . . . , qn, t) =
(
∂S
∂q1
,
∂S
∂q2
, . . . ,
∂S
∂qn
)
(10.100)
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for some time t. By writing S = 1
2
q2 + Ψ for Ψ : R3 × R→ R we obtain
x(q, t) = q +
∂Ψ
∂q
, (10.101)
with the gradient field
s =
∂Ψ
∂q
. (10.102)
The Jacobian of the displacement map[
∂s
∂q
]
ij
=
∂2Ψ
∂qi∂qj
(10.103)
is symmetric. The set of eigenvectors {vi} can be taken to be orthonormal by which the
dual vectors coincide with the eigenvectors, i.e., v∗i = vi for all i. A Lagrangian map is
locally equivalent to the Zel’dovich approximation.
10.D.5 Arnol’d’s classification of Lagrangian catastrophes
In section 10.4, we described the classification of Lagrangian singularities in up to three
dimensions. However the classification extends to higher dimensional singularities. A
(n + 1)-dimensional fluid can contain stable singularities in the Ai, Di and Ei classes
with i ≤ n+ 2, where the D-class range starts at i = 4 and the E-class is only defined for
i = 6, 7, 8. These singularities decompose into lower-dimensional singularities as illustrated
in the unfolding diagram below.
A1 A2 A3 A4 A5 A6 A7 A8 A9 . . .
D4 D5 D6 D7 D8 A9 . . .
E6 E7 E8
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A1 : x(q, 1) = (q1, q2, q3) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = 1
A2 : x(q, 1) = (q1, q2, q
2
3) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = 2q3
µ3,3 = 2
A3 : x(q, 1) = (q1, q2, q1q3 + q
3
3) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = 3q
2
3 + q1
µ3,3 = 6q3
µ3,333 = 6
A4 : x(q, 1) = (q1, q2, q1q3 + q
4
3) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = q1 + 4q
3
3
µ3,3 = 12q
2
3
µ3,33 = 24q3
µ3,333 = 24
A5 : x(q, 1) = (q1, q2, q1q3 + q2q
2
3 + q
5
3) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = q1 + 2q2q3 + 5q
4
3
µ3,3 = 2q2 + 20q
3
3
µ3,33 = 60q
2
3
µ3,333 = 120q3
µ3,3333 = 120
A±3 : x(q, 1) = (q1, q2, (q
2
1 ± q22)q3 + q33) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = q21 ± q22 + 3q23
µ3,3 = 6q3
µ3,33 = 6
A±4 : x(q, 1) = (q1, q2, q1q3 ± q22q23 + q43) 1 + µ1 = 1 1 + µ2 = 1 1 + µ3 = q1 ± 2q22q3 + 4q33
µ3,3 = ±2q22 + 12q23
µ3,33 = 24q3
µ3,333 = 24
Table 10.2: The caustic conditions of the normal forms of the A singularity classes
454
10.E Caustic conditions of the normal forms
We here verify the caustic conditions for the normal forms in the generic classification of
singularities given in section 10.5.2. The normal forms of the the Lagrangian singularities
given in section 10.5.3 follow analogously.
The eigenvalue fields and corresponding derivatives in the direction of the eigenvector
fields are given in Table 10.2. The eigenvalues of the normal form for the trivial (A1) case
equal 1 and thus satisfy the condition 1 + µi 6= 0 for all i. The third eigenvalue of the
normal form of the fold (A2) singularity equals −1 in the origin. The derivative of the
eigenvalue field in the direction of the corresponding eigenvector field does not vanish in
the origin. The normal form thus satisfies the caustic conditions of the fold singularity.
The normal forms of the remaining singularities follow analogously.
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