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The predictability of dangerous atmospheric phenomena such as tornado outbreaks has generally been
limited to a week or less. However, recent work has demonstrated the importance of the Rossby
wavetrain phasing over the United States in establishing outbreak-favorable environments. The pre-
dictability of Rossby wavetrain phasing is strongly related to numerous climate-scale interannual vari-
ability indices, which are predictable many months in advance. To formalize the relationship between
interannual variability indices and seasonal tornado outbreak frequency, indices derived from monthly
mean Northern Hemisphere 500-hPa and 1000-hPa geopotential height ﬁelds and Niño 3.4 indices for
ENSO phase were compared to annual tornado outbreak seasonal frequencies. Statistical models pre-
dicting seasonal outbreak frequency were established using linear (stepwise multivariate linear
regressioneSMLR) and nonlinear (support vector regressioneSVR) statistical modeling techniques.
The stepwise methodology revealed predictors that are important in establishing outbreak-favorable
environments at long lead times. Additionally, the results of the statistical modeling revealed that the
nonlinear SVR technique reduced root mean square errors produced by the control SMLR technique by
28% and provided more consistent forecasts. A preliminary physical analysis revealed that years with
high outbreak frequencies were associated with the presence of 500-mb troughs over the central and
western US during the peak of outbreak season, while lower frequencies were consistent with ridging
over the US or northwest ﬂow over the Plains. These patterns support the results of the statistical
modeling, which demonstrate the utility of geopotential height variability as a predictability measure of
outbreak frequency.
 2015, China University of Geosciences (Beijing) and Peking University. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
The U.S. typically has more than 7major tornado outbreaks each
year, resulting in substantial loss of life and property (Doswell et al.,
2006). These dangerous outbreaks are typically large-scale, syn-
optically driven events that have reasonably good short term (up to
3 days in advance) predictability. However, no long-term tornado
outbreak predictive scheme exists. Recent work by Mercer et al.
(2009) and Mercer et al. (2012) recognized distinct synoptic envi-
ronments in the 500-hPa geopotential height ﬁeld associated with
enhanced tornado outbreak potential. In particular, Mercer et al.
(2012) noted distinct 500-hPa geopotential height patterns that
can be associated with enhanced tornado outbreak potential).
of Geosciences (Beijing).
eijing) and Peking University. Produ
c-nd/4.0/).(Fig.1). These results suggested that the amplitude and phase of the
Rossby wavetrain is important for outbreak formation, and that
shifts in the wavetrain pattern due to interannual variability in the
height ﬁelds could impact outbreak occurrence on an annual scale.
Most long-term forecasting techniques utilize interannual vari-
ability patterns in the Rossby wavetrain in the midlatitudes
(Shabbar et al., 2001; Durkee et al., 2008; Linkin and Nigam, 2008)
and thermodynamic characteristics (e.g. sea surface temper-
atureseSSTs) in the tropics (Smith et al., 1998; Cook and Schaefer,
2008; Hagemeyer, 2011). These studies, as well as those described
below, all demonstrate a strong relationship between the interan-
nual variability patterns and the phasing of the Rossby wavetrain.
Based on this predictability in the Rossby wave pattern, this study
seeks to determine the relationship between these interannual
variability indices and seasonal tornado outbreak activity, as a
means of providing a long-range outbreak forecast that is currently
absent from operational meteorology.ction and hosting by Elsevier B.V. This is an open access article under the CC BY-NC-
Figure 1. 500-hPa geopotential height patterns associated with (a) a tornado outbreak and (b) a primarily non-tornadic outbreak. Greater wave ampliﬁcation in (a) suggests the
importance of phasing in the Rossby wavetrain for tornado outbreaks. Results based on data from Mercer et al. (2012).
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documentation of 500-hPa height variability patterns in the
Northern Hemisphere. In their work, spatial relationships between
geographically distinct regions were determined by computing
correlations between an individual gridpoint and all other grid-
points in their Northern Hemisphere domain. Barnston and Livezey
(1987) updated the work of Wallace and Gutzler (1981) by utilizing
Varimax rotated principal component analyses (RPCA e Richman,
1986) to identify the dominant modes of variability within the
Northern Hemisphere 700-hPa height ﬁeld. Their work identiﬁed
and named many of the common patterns utilized in climate
forecasting today, including the North Atlantic Oscillation (NAO),
the Paciﬁc North American oscillation (PNA), and the West Paciﬁc
oscillation (WP). This work was updated more recently by Richman
and Mercer (2012), who utilized Promax RPCA on the 500-hPa
geopotential height ﬁelds in the NCEP/NCAR reanalysis database
(Kalnay et al., 1996), thereby relaxing the orthogonality constraint
on Varimax rotation and expanding the database to include themost recent 20 years (1948e2010). Richman and Mercer (2012)
found that their RPC score indices were more physically intuitive
than the results found by Barnston and Livezey (1987), and the
methods utilized in Richman and Mercer (2012) will be employed
in the formulation of interannual variability indices for this study.
In addition to the work in the mid-level geopotential height ﬁelds,
Thompson and Wallace (1998) identiﬁed an oscillation in the low-
level (1000-hPa) geopotential height ﬁelds that was shown to
directly modify the Rossby wave amplitude, the Arctic Oscillation
(AO). Additionally, recent work by Cook and Schaefer (2008) and
Lee et al. (2013) revealed a relationship between tornado outbreak
occurrence and the phase of the El Niño Southern Oscillation
(ENSO). All of these previously established indices clearly modify
the Rossby wavetrain over North America, either directly or
otherwise, and as such were utilized in this study for long-term
outbreak prediction.
While several studies have noted the relationship between the
Rossby wavetrain and individual interannual variability indices, no
Figure 2. Total number of outbreaks by year, as deﬁned in this study (more than 6
tornadoes and an N15 ranking index larger than 0.75). A trend line is added to show
the increase in outbreak number by year currently being observed.
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son through the use of these indices. As such, this study will utilize
500-hPa and 1000-hPa interannual height variability indices, as
well as ENSO indices, to try to predict tornado outbreak frequency
the following year. A support vector regression (SVR; Cristianini
and Shawe-Taylor, 2000) model (a learning machine method) will
be formulated and veriﬁed using these variability indices to predict
future outbreak occurrence. Note that this study does not seek the
prediction of individual outbreaks, but instead will formulate a
model to predict a number of outbreaks in a given season (a climate
scale feature). Such predictions are likely heavily dependent upon
the given year’s average position of the jet stream and associated
meridional amplitudes of the Rossby wavetrain, which are all
shown in previous work to be heavily dependent on the considered
variability indices.
Section 2 of this paper describes the datasets used and methods
employed in the formulation of the SVR. Section 3 describes the
model performance and veriﬁcation. Section 4 provides discussion
and conclusions.
2. Data and methods
2.1. Data description
To accomplish the aforementioned goals of this work, a database
of tornado outbreak occurrence (with an associated outbreak
deﬁnition), monthly 500-hPa and 1000-hPa Northern Hemisphere
geopotential heights, and ENSO indices were required. An overview
of each dataset is provided below.
i Outbreak data
Doswell et al. (2006) provided one of the ﬁrst efforts in ranking
tornado outbreaks, deﬁning a tornado outbreak as 6 or more tor-
nado reports associated with a single synoptic-scale system in a 24-
h period (1200 UTCe1159 UTC). Shafer and Doswell (2010) updated
this ranking system, compiling a database of outbreaks of all types
from 1960 to 2013 (54 years) and ranked the relative outbreak
severity using their N15 index. This ranking was based both social
factors and storm reports, including variables such as the number
of tornado reports, number of violent tornado reports, track length,
and the outbreak’s destructive potential index (DPI; Thompson and
Vescio, 1998). According to Shafer and Doswell (2010), particularly
high N15 index values were consistent with the strongest out-
breaks that contained numerous strong to violent tornadoes. While
no formal outbreak deﬁnition exists, a blended deﬁnition from
Doswell et al. (2006) and Shafer and Doswell (2010) was imple-
mented to deﬁne outbreaks in this study. In particular, an outbreak
was deﬁned as an event with 6 or more tornado reports associated
with a single synoptic-scale system that also had an N15 ranking
index greater than 0.75. This approach ensured that only the largest
tornado outbreaks were included in the study. Interestingly, this
outbreak deﬁnition yielded a statistically signiﬁcant increasing
trend over time of roughly 0.75 major outbreaks per decade (sig-
niﬁcant at p ¼ 0.008; Fig. 2). This trend is likely affected by both
anthropogenic trends in tornado reports and climate variability,
though the anthropogenic effects are likely minimal since major
outbreaks are rarely missed, even early in the database.
For each tornado outbreak year, tornado outbreak counts from
MarcheDecember were retained. Recent work by Dixon et al.
(2014) demonstrated a relative minimum in tornado activity (and
thus tornado outbreak activity) in the cold season months, partic-
ularly January and February. In removing these months, the major
tornado outbreak months were still included, but this approach
lessened the temporal extent of the deﬁned tornado outbreakseason. For this study, the years 1960e2010 were used, with 2011
through 2013 withheld as independent testing years.
ii Geopotential height data
While outbreak frequencies were used as a predict and in this
study, interannual variability indices were required as independent
predictors of outbreak number. In particular, ﬁelds which inﬂuence
the Rossby wavetrain (Mercer et al., 2012) were thought to be
important for outbreak season predictability, so interannual height
variability indices at 500-hPa and 1000-hPa, as well as a repre-
sentation of ENSO through the Niño 3.4 index, were calculated.
Following the methodology of Richman and Mercer (2012), which
formulated updated interannual variability indices for Northern
Hemisphere 500-hPa geopotential heights, monthly means of
1000- and 500-hPa geopotential height data from 1948 to 2013
were obtained from the NCEP/NCAR reanalysis dataset (Kalnay
et al., 1996). Since variability associated with the Rossby wave-
train tends to maximize in the cold season, only ﬁelds from January
and February were retained (December was tested but still showed
characteristics consistent with a warm to cool season transition
month).
Since the NCEP/NCAR reanalysis data are provided on a latitude-
longitude grid, gridpoints will converge with increasing latitude,
artiﬁcially increasing the spatial correlation between gridpoints
towards the North Pole. To alleviate this issue, the height data were
interpolated onto an equally-spaced hemispheric Fibonacci grid
(Fig. 3; Swinbank and Purser, 2006) using a Barnes analysis (Barnes
1964).2.2. Formulation of interannual variability indices
To update the interannual height variability indices displayed in
Richman and Mercer (2012), an RPCA (Wilks, 2011) was conducted
on the monthly means of 500-hPa Northern-Hemispheric geo-
potential heights from 1948 to 2013. This approach updates the
results of Richman and Mercer through 2013 and provides addi-
tional indices and patterns for February. The RPCA methodology
utilized herein followed the same approach as Richman andMercer
(2012) (e.g. S-mode analysis, Promax rotation). A scree test (Wilks,
2011) was used as a ﬁrst-guess on the correct number of RPCs to
retain for each month (e.g. Fig. 4), and this number was formalized
following the method of the congruence coefﬁcient test (Richman
and Lamb 1985; Table 1). Both January and February tests sug-
gested that eight 500-hPa interannual variability patterns con-
tained the most dominant features in the monthly 500-hPa ﬂow.
The resulting RPC score indices retained small correlations (Promax
rotation yields correlated RPC scores due to its obliquity) that were
less than 0.2 for all indices. These small correlations were deemed
insigniﬁcant for modeling purposes and all eight indices for each
month were retained.
Figure 4. The eigenvalues of 500-hPa February heights. The truncation point (indi-
cated by the arrow) is identiﬁed at the location where the slope of the eigenvalues
becomes small (near zero). Similar plots were used at 1000-hPa and for January.
Figure 3. The NCEP/NCAR reanalysis grid (a) and the interpolated Fibonacci grid (b) (from Richman and Mercer 2012).
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RPCA of the 1000-hPa height ﬁelds was completed to identify the
Arctic Oscillation (AO; Thompson andWallace 1998). As was true at
500-hPa, this RPCA followed the methodology of Richman and
Mercer (2012). Based on the results of the combined scree test
and congruence coefﬁcient tests for each month of 1000-hPa data,
4RPCs were retained for January and February. However, only one
RPC represented the AO as portrayed by Thompson and Wallace
(1998), RPC1 for both January and February. The resulting RPC
loadings for both 500-hPa and 1000-hPa represented commonTable 1
Example congruence (h) test for February 500-hPa geopotential heights. RPCs were
truncated until all congruence values had an absolute magnitude greater than 0.81
per Mercer et al. (2012). In this example, 8 RPCs were retained.
Congruence test example
RPC number h RPC number h
1 0.9227936 1 0.9146373
2 0.9176560 2 0.9176560
3 0.9451322 3 0.9451322
4 0.9174108 4 0.8114874
5 0.8891221 5 0.9126568
6 0.9035758 6 0.9027417
7 0.9491890 7 0.9523185
8 0.7808855 8 0.8814217
9 0.8515701hemispheric geopotential height variability patterns, while the RPC
scores represented the corresponding phase for the given month.
The combination of the 8 RPC 500-hPa geopotential height
indices, RPC1 of the 1000-hPa heights (the equivalent of the AO),
and the ENSO indices for January and February made up the pre-
dictor suite used to predict seasonal numbers of tornado outbreaks.
These data were used as input into statistical prediction schemes to
provide forecasts of outbreak numbers by season. Note that these
indices were lagged one year behind their associated outbreak pre-
diction (e.g. 1959 indices were used to predict 1960 outbreak
numbers).2.3. Statistical modeling methodology
i Overview of support vector regression
Support vector regression (SVR; Cristianini and Shawe-Taylor,
2000) is a nonlinear machine learning technique that has been
shown in numerous studies (e.g. Mercer et al., 2008, 2009) to
improve upon traditional linear modeling methods in terms of
prediction. SVR falls into a special class of learning machine
methods known as kernel methods, as a kernel function is the
primary way by which the SVR introduces nonlinearity into the
predictive system. The assumption is that the relationships be-
tween the predictor variables and the predictand are inherently
nonlinear (a safe assumption in meteorological studies). To intro-
duce nonlinearity into the system, a kernel map function 4 is
applied to the predictor matrix. This map function acts to project
the data into a higher dimensional hyperspace where a linear ﬁt
will describe the relationship between the variables more effec-
tively. This procedure is completed by ﬁrst deﬁning a kernel matrix:
K ¼ h4ðxÞ;4ðxÞiH (1)
deﬁned as the dot product of the kernel map function with itself
(here x represents a vector in the original data matrix and H de-
notes the kernel matrix is in nonlinear hyperspace). This kernel
matrix can be readily formulated from any nonlinear function.
Common kernel matrix formulations include:
Polynomial; k

x; xT

¼

xTx þ 1
p
(2)
Linear; k

x; xT

¼ xTx (3)
Table 2
Decision output for the SMLR. All tested RPC score indices which were considered
signiﬁcant by the stepwise analysis are displayed, along with their associated MSE
and R2 values, in order of decreasing importance according to the stepwise
procedure.
Stepwise regression results for signiﬁcant predictors
Variability index MSE R2
Jan. RPC 2 10.484 0.132
Jan. RPC 7 9.035 0.252
Feb. RPC 4 8.259 0.33
Feb. RPC 8 7.921 0.371
Jan. RPC 3 7.439 0.422
Feb. AO 7.268 0.447
Feb. RPC 3 7.049 0.476
Jan. RPC 1 6.895 0.499
Jan. ENSO 6.836 0.515
Feb. ENSO 6.678 0.537
Feb. RPC 6 6.322 0.573
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
x;xT

¼ egjjxxTjj
2
(4)
where g is a measure of Gaussian spread in the radial basis function
(a tunable parameter) and p represents a polynomial degree.
The formal goal of SVR is to ﬁnd a function f(x) that has falls
within some tolerance ε so that:
f xj
 yj
  εj for every xj
εj  0 for every xj (5)
This dependence on this loss function ε gives this type of SVR the
name ε-SVR. To formulate this function f(x), this non-linear prob-
lem has to be solved:
f ðxÞ ¼ x˛</w$4ðxÞH þ b
	
: kwk  B
 (6)
where B > 0 andw ¼ P
j
wj4ðxjÞ. To solve for f, a nonlinear
quadratic programming optimization problem must be solved:
min

aTKaþ CεTεþ b2

s:t: jKaþ b1 yj  ε0 (7)
where C is a cost (penalty) function and y is a vector of yj values (the
predictand). The optimal solution for (a*, b*) yielding a ﬁnal
formulation of f(x) is:
f : x/
X
j
a*kk

x; xT

þ b* (8)
where all non-zero ak* values are called support vectors.
ii Stepwise multivariate linear regression (SMLR) methodology
Typically, the role of SVR in modeling study is to assess its
improvement over a more traditional linear modeling method
(e.g. least squares linear regression). To provide a control
modeling framework for comparison with the SVR model per-
formance and conduct a variance-based forward selection of
predictors, a stepwise multivariate linear regression model
(SMLR) was constructed on the project dataset. SMLR is
commonly utilized in regression-based studies as a control
model (e.g. Ohring, 1972; Colquhoun and Riley, 1996; Billet et al.,
1997), as it provides a linear construction of individual variance
explained added by each predictor sequentially. Such an
approach offers additional information about the contributions
of individual predictors towards the predict while still retaining
the relatively simple linear structure of the model. Thus, the
added beneﬁt of nonlinear modeling methods such an SVR can be
assessed using SMLR as a baseline.
The stepwise forward-selection procedurewas completed based
onminimizingmean square error (MSE) andmaximizing R2, similar
to the approach utilized in identifying signiﬁcant predictors for the
SVR. The predictor row at which the MSE began to increase by
adding further predictors was identiﬁed as the truncation point for
the stepwise, meaning all variables that reducedMSE and increased
R2 signiﬁcantly were kept. Note that the stepwise was only
completed on the full 51-year dataset; no cross-validationwas done
in the predictor selection step due to computational constraints.
For this study, the predictors x, reduced by this stepwise procedure,
represent the important outbreak predictors (Table 2) for all years
from 1959 to 2009, lagged one year behind their associated tornado
outbreak counts (y).iii Support vector regression optimization methodology
As is clear from the above formulation, several tunable param-
eters exist within the SVR framework. In particular, the cost func-
tion C, which modiﬁes the importance of observations far from the
hyperplane ﬁt (higher costs increase the likelihood of overﬁtting
the model to the support vectors), the loss function εwhich can be
modiﬁed to prevent overﬁtting the SVR, and the kernel matrix
function and its associated parameters. Modiﬁcations to any of
these parameters can drastically affect the outcomes in the SVR, so
care must be taken when choosing a proper set of parameters.
To identify the optimal kernel-cost-loss combination, 120
different experiments were cross-validated using a bootstrap k-fold
cross validation routine. Cross-validation was completed by
randomlywithholding 2 of the 51 years as independent testing data
and computing root mean square error (RMSE) statistics on the
testing set. The bootstrapping was done 1000 times and in a pair-
wise manner to ensure the training/testing sets were consistent
between kernel-cost-loss combination experiments. In addition to
testing the previously listed kernel functions (Eqs. 2e4), the
following values for loss and cost functions were considered:
 ε-loss, 0.01, 0.005, 0.001.
 Cost, 1, 10, 100, 1000, 10,000.
The bootstrap cross-validation approach yielded conﬁdence
intervals of RMSE for each of the 120 experiments. Initially, any
experiment whose lower RMSE limit exceeded the median RMSE of
a different experiment was rejected outright. This led to the
rejection of all high cost squared-polynomial combinations, as
these yielded median RMSE values of roughly triple the remaining
experiments (8.8 outbreaks vs. 3 outbreaks). After removing these
initial poor performing combinations, the kernel-cost-loss combi-
nation with the smallest median RMSE was retained as the best
predicting combination. Such an approach assured the best
possible performance. Additionally, interquartile ranges (IQR) of
the bootstrap replicates for the retained kernel-cost-loss combi-
nations were determined to ensure minimal spread relative to the
SMLR bootstrapped baseline IQR (2.43). This ensured that the RMSE
was within the minimum conﬁdence level of all experiments and
had the smallest spread in its replicates, yielding the most consis-
tent results, which is important in a forecasting application. The
best performing combination was the radial kernel with ε ¼ 0.05,
g ¼ 0.01, and a cost of 10.
To support the results of the “optimal” combination described
previously, SVR performance based on ε, cost, and kernel function
Figure 5. Performance of the SVR based on the value of ε. Results are based on all
kernel-cost-loss combinations for the given value of ε.
Figure 6. Same as Fig. 5, but for the cost function.
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stances of a given value (e.g. all kernel and cost experiments with a
ε ¼ 0.01). Such an analysis revealed several interesting character-
istics of the SVR training phase. First, the SVR model seemed to be
largely independent on the value of the loss function ε (Fig. 5),
while the SVR performance suffered considerably with increasing
cost value (Fig. 6). The poorer performance with increasing cost is
likely due to overﬁtting the model with the higher cost values,Figure 7. Same as Fig. 5, but for each kernel function.which is an expected behavior with SVR. The lack of sensitivity of
the results to ε likely means that the model converges on a solution
prior to this threshold, possibly suggesting its sensitivity to over-
ﬁtting, which is consistent with the cost results. Finally, model
performance based on the kernel functionwas diagnosed (Fig. 7). It
was clear that all polynomial kernel functions, with the exception
of the 0.5 root kernel, behaved much worse than any radial basis
function kernel, and that all radial basis function kernels performed
increasingly well as the value of g was reduced. Interestingly, the
0.5 root kernel performed similarly to the small g radial basis
function kernels, but its results were more sensitive to higher costs
and thus it was not selected as the optimal kernel function. Overall,
these results support the conclusion that the best kernel-cost-loss
combination for this SVR was identiﬁed.
3. Results
3.1. Statistical modeling results
Prior to the stepwise analysis, initial linear regression results
using all tested predictors yielded an R2 of 0.606, suggesting a
strong relationship between the predictors and the tornado
outbreak frequency. However, the stepwise analysis showed that
MSE values increased after keeping 11 predictors, yielding a local
minimum of MSE of 6.322 (hence an RMSE of 2.51 outbreaks per
year) from the training set (Table 2). Additionally, this reduction in
the larger predictor set only decreased the R2 to 0.573, which still
suggests strong predictability of tornado outbreaks a year in
advance.
As stated previously, the SMLR was cross-validated using a
bootstrap k-fold routine with 1000 repetitions. The median RMSE
from this bootstrap cross-validation at a one-year lag was
approximately 2.28 outbreaks per year, a result that was consistent
with the stepwise results (Table 2). Additionally, a box and whisker
plot of the RMSE bootstrap replicates (Fig. 8, left box plot) revealed
minimal spread in the results, with an interquartile range of 2.43
and thewhisker spread extending from zero to approximately eight
outbreaks per year. The RMSE distribution was also slight platy-
kurtotic (0.67) and skewed towards higher values (skewness of
0.62, likely due to the lower boundary of zero in the distribution).
When assessing the SVR model error, the associated box and
whisker plot RMSEmedian valuewas approximately 1.96 outbreaks
per (Fig. 8, right box plot). This result only suggested roughly a 0.32Figure 8. Box and whisker plots of RMSE bootstrap replicates for SMLR (on the left)
and SVR (on the right). The SVR model displays a slightly lower median RMSE value
and better consistency among model predictions.
Figure 10. Time series of SVR performance based on the observed outbreak frequency
(top panel), SVR predicted outbreak frequency (middle panel), and the prediction error
(observed e predicted) for the SVR (lower panel). All SVR predictions are based on
instances where the given year was withheld as independent testing and the
remaining years were used as training.
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was the smaller spread in the RMSE bootstrap replicates (IQR of
1.99). This smaller spread suggested greater consistency in the SVR
predictions, which is important in such predictions. The RMSE was
less platykurtotic (0.08), though it was also skewed towards
higher values (0.88). The peakedness near the median is ideal in a
modeling study as it supports the other conclusions made that the
SVR is yielding results consistent with the median RMSE. Note that
R2 statistics were not formulated for the SVR, since the R2 is a linear
statistic and SVR is a nonlinear regression method, making its
interpretation difﬁcult. Overall, it is clear that the introduction of
nonlinearity and a machine learning method has improved both
predictability and consistency of predictions in tornado outbreak
forecasts at a one-year lag.
The bootstrap median residuals of the SVR and SMLR were
computed as well (Fig. 9), following the same sampling method
as the RMSE data. Overall, the SVR seemed to consistently
slightly under predict outbreaks (median value of 0.133 out-
breaks), while the SMLR model was consistently near zero (me-
dian value of 0.018 outbreaks). However, the SVR model had a
smaller bootstrap median residual IQR (2.43) relative to the SMLR
(2.91), suggesting that with small bias corrections, the SVR model
could be improved further (this will be considered in future
work).
In addition to the overall RMSE results, results by year were
formulated by removing the year of interest from the training set,
training on the remaining years, and then testing on the year of
interest. This approach yielded individual predictions for each of
the 51 years from both the SVR and SMLRmodels. Time series of the
observed outbreak frequencies and the predicted frequencies for
both the SVR (Fig. 10) and the SMLR (Fig. 11) revealed consistencies
between the two modeling techniques regarding which years were
predicted better or worse. Generally speaking, SMLR provided
greater variability in predictions than SVR, which likely translated
to its lower RMSE values. Additionally, both methods revealed the
same upward trend present in the observed outbreak frequency
time series (0.75 outbreaks per year), though the SMLR character-
ized this trend much more effectively than the SVR (0.69 outbreaks
per year for SMLR, 0.52 outbreaks per year for SVR). Regardless, the
smaller spread in the RMSE results and overall smaller RMSE values
suggest the SVR is the better method to use, at least for short term
predictions that are not sensitive to inconsistencies in the longer
term trend.Figure 9. Box and whisker plots displaying the median residuals of the SMLR (left) and
SVR (right).3.2. Individual contributions by predictors and physical reasoning
To establish the relative contribution of each of the predictors to
total outbreak number in the SMLR, the number of years that each
predictor contributed one or more outbreaks was determined
(based on the SMLR model coefﬁcients; Table 3), as well as the
number of years that each predictor led to a reduction of the
number of outbreaks by one or more. Of course, since this is a linear
model, some predictors contributed positively at the same time
that others contributed negatively. This approach simply identiﬁes
the relative contributions by each predictor individually to try toFigure 11. Same as Fig. 9, but for the SMLR model.
Table 3
Contributions of 1 outbreak by predictor for the SMLR model, along with SMLR
model coefﬁcients. The þ column represents the number of times 1 or more out-
breaks was added to the overall prediction by the given variability index, while the
column represents the number of times 1 or more outbreaks was removed from the
overall prediction.
Number of contributions of 1 outbreaks by variability index
Variability index Coefﬁcient þ1 1
Jan. RPC 2 0.7543 4 5
Jan. RPC 7 1.3993 11 16
Feb. RPC 4 1.3518 12 13
Feb. RPC 8 1.0233 10 7
Jan. RPC 3 1.3369 9 11
Feb. AO 0.2703 0 0
Feb. RPC 3 1.5451 13 18
Jan. RPC 1 0.8405 2 6
Jan. ENSO 3.9068 22 19
Feb. ENSO
Feb. RPC 6
4.1288
0.4719
21
2
20
3
Figure 12. January (a) and February (b) 500-hPa unstandardized anomalies (calculated
as annual meanemean of all years) for 1990, a year prior to the highly active outbreak
season of 1991. Negative contours suggest lower geopotential heights in January and
February relative to the mean, likely supportive of an equatorward shift of the jet
stream.
K.H. Sparrow, A.E. Mercer / Geoscience Frontiers 7 (2016) 21e3128gain some physical insight into the model performance. Results are
shown in Table 3. Note that a similar table for SVR cannot be
formulated, since SVR arranges the predictors in a nonlinear
manner.
The stepwise regression suggested that both ENSO patterns
were signiﬁcant, a result that supports other conclusions
throughout the literature regarding the importance of ENSO phase
on the position of the North American polar jet (Cook and Schaefer,
2008; Lee et al., 2013). The importance of ENSO phase was revealed
by its SMLR model coefﬁcient and its associated contributed/
removed numbers from Table 3. Additionally, the February AO
pattern was found to be an important predictor of tornado out-
breaks, a result that is unsurprising given the AO’s inﬂuence on
Rossby wave patterns over North America (Thompson and Wallace
1998). However, the February AO index never contributed or
removed 1 or more outbreaks from a given season, and thus is less
important than some other predictors. The remaining 8 indices
were based on the 500-hPa height ﬁelds, as described below.
January RPC1, RPC2, RPC3, and RPC7 all were selected as sig-
niﬁcant 500-hPa patterns for the month of January. This result is
consistent with the areas of activity in each RPC, in particular RPC1,
with a clear inﬂuence on North American Rossby wavetrains due to
its representation of the strength of the Aleutian low, and RPC2,
which has a direct center of activity over New England that is
inversely correlated with a center of activity over the southern
Plains. Interestingly, RPC1 contributed more negatively towards
outbreak occurrence (6 years where it led to a reduction of out-
breaks by 1 or more), while RPC2 had no such behavior. However,
the individual contributions of both RPCs were minimal compared
to other predictors (Table 3). RPC3 reveals little activity over North
America, save for the small negatively correlated region over the
Mid-Atlantic region which may be related to outbreaks in the
eastern third of the US. However, this pattern contributed largely to
increases during high years and decreases during low years
(Table 3). RPC7’s primary areas of activity are over the Eurasian
continent as well, though a positive phasing of RPC7 contributes to
negative height anomalies over the eastern US, creating northwest
ﬂow scenarios that are not ideal for tornado outbreaks. The
importance of this pattern is evident, as it contributed to 1 or more
outbreaks to 11 outbreak seasons and led to a decrease of 1 or more
outbreaks in 16 seasons (Table 3).
The important February patterns (RPC3, RPC4, RPC6, and RPC8)
reveal similar characteristics as those for January. RPC3, which
closely matches the PNA pattern as deﬁned by Richman andMercer
(2012), has been shown in the literature to have a direct impact on
wave patterns over North America (Barnston and Livezey, 1987;Richman and Mercer, 2012). Similarly to January RPC1, this
pattern contributed more negatively than positively to outbreak
occurrence, but still contributed positively for 13 seasons (Table 3).
Likewise, RPC6 reveals several areas of activity over North America,
likely corresponding to the presence of an ampliﬁed wave train
over the continent during that time that could lead to increased
outbreak activity in the spring. However, this pattern’s contribu-
tions and impacts were minimal. RPCs 4 and 8 show more indirect
relationships, as RPC4 suggests modiﬁcation of the Icelandic low,
which could propagate upstream over North America, and RPC8
shows two weakly correlated areas off the Paciﬁc and Atlantic
coasts, suggesting the presence of a weak broad-scale trough that
could be conducive for outbreak activity. RPC4 made large contri-
butions to the outbreak forecasts as well, suggesting the outbreak
forecasts are highly sensitive to this pattern (Table 3). However,
RPC8 tended to contribute more positively (10 outbreaks) than
negatively, and the SMLR was not as sensitive to its phase as RPC4.
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and outbreak frequency, the January and February 500-hPa geo-
potential height ﬁelds for the year prior to a highly active outbreak
season (1991) and a highly inactive outbreak season (1966) were
retained. Unstandardized anomaly patterns of both the January and
February ﬁelds (Fig. 12) reveal areas of generally low geopotential
heights over most of North America, which suggests an equator-
ward shift of the jet stream. In addition, the subsequent year’s May
(May 1991; Fig. 13), which is the peak month for outbreak activity,
revealed a strong negative anomaly over the central United States,
providing an environment supportive of outbreaks consistent with
Mercer et al. (2012). Similar results were found for other highly
active outbreak years that were well predicted by the SVR and
SMLR (e.g. 1982, 1998, 2010).
As expected, the results for the selected highly inactive year
(1966) were consistent with an overall weaker outbreak season.
The January and February 1965 geopotential height ﬁelds (Fig. 14)
both revealed areas of above-average geopotential heights, sug-
gesting that the jet stream during these months was shifted pole-
ward, creating a more subtropical environment less suitable for
outbreaks in the following months. These results were consistent
with those observed for May of 1966 (Fig. 15), which shows a deep
trough over the far eastern US, embedding the primary areas for
outbreak activity in northwest ﬂow, which is not conducive for
outbreak formation. Similar results were seen with other well-
predicted inactive years (e.g. 1962, 1977, 1979), revealing either a
poleward shift in the jet stream or a longitudinally displaced Rossby
wavetrain that is unsupportive of outbreak occurrence over the
United States. Despite these examples, it is important to note that
any physical relationships are speculative, andmoreworkwill need
to be done to establish the physical mechanisms governing each
pattern more robustly.3.3. Independent testing years
To demonstrate model performance on independent testing
years (2011e2013), the geopotential height indices were mapped
onto the RPC loading vectors of the data trained from 1960 to 2010,Figure 13. 500-hPa unstandardized anomalies for May 1991, the peak of the highly
active outbreak season. Note the large area of negative anomalies over the United
States, suggesting an ampliﬁed Rossby wavetrain supportive of increased outbreak
frequency.
Figure 14. Same as Fig. 12, but for the year prior to a highly inactive season (1965).and Niño 3.4 indices for these years were retained. The SMLR and
SVR models trained on 1960e2010 were used in predicting
2011e2013 with these predictors. Unfortunately, 2011 was forecast
poorly by both models, since 2011 was by far the most active
outbreak season of the full 54 years of record. However, 2012 and
2013 were forecast well, with only small errors on the order of 2
outbreaks per year for each season (Fig. 16). These results suggest
direct application of the results in predicting the onset of future
outbreaks, which provide guidance not previously available to
long-range forecasters. Additionally, since SVR is a learning
method, incorporating years such as 2011 into the training database
should help improve the forecasts further as more years are
obtained.
Despite the seemingly strong relationships between the geo-
potential height indices and the Rossby wavetrain in subsequent
months, the results of this study do not directly link the two from a
physical standpoint. Likewise, these models do not predict any
individual outbreak, but instead reveal the importance of the
phasing of the Rossby wavetrain as a predictor for an upcoming
Figure 15. Same as Fig. 13, but for a highly inactive outbreak season (1966).
Figure 16. The top panel shows observed outbreak occurrence (solid line) against
forecasted numbers of outbreaks for SVR (dashed line) and SMLR (dot-dash line) for
independent test years 2011e2013. The bottom panel shows the forecast error for SVR
(dashed line) and SMLR (dot-dashed line).
K.H. Sparrow, A.E. Mercer / Geoscience Frontiers 7 (2016) 21e3130outbreak season with modest success. Future work will consider
the detailed physical relationships between the individual patterns
and outbreak frequency, but such ideas are outside the scope of this
modeling study.4. Summary/Conclusions
The purpose of this study was to diagnose seasonal predict-
ability of tornado outbreak frequency in the United States through
500-hPa, 1000-hPa, and ENSO interannual variability indices. To
diagnose the predictability of tornado outbreak frequency by year,
an SMLR and an SVR model were formulated using 16 500-hPa RPC
score predictors (8 from January and 8 from February), two 1000-
hPa RPC score predictors (the AO pattern from January and
February), and the Niño 3.4 indices for January and February. Aforward-selection stepwise procedure was used to establish the
best predictors, yielding a subset of 11 from the original 20. Upon
determining the optimal predictor set, both SVR and SMLR models
were trained to forecast seasonal outbreak frequency. Results
revealed that the SVR model had lower overall RMSE, smaller
spread in RMSE values, and the high model accuracy at a one year
lag seems to suggest that the inﬂuence of teleconnections on
planetary wavetrain patterns carries well over into the next year/
outbreak season.
This study had several limitations associated with it. Shafer and
Doswell (2010) indicated that the anthropogenic trend in tornado
reports was minimized within their ranking scheme by applying
speciﬁc weights to each variable. While the anthropogenic trend
was minimized, there is still a statistically signiﬁcant positive trend
in outbreak frequency. It is likely that the trend can be attributed to
the remaining anthropogenic component that cannot fully be
removed, as well as climate variability that has resulted in more
outbreaks in the past few decades. Additionally, while the physical
links between outbreaks and the geopotential wavetrain seem to be
present in the results, this study is only able to provide speculative
insight as to the physical mechanisms behind the signiﬁcant pre-
dictors in this study. Formally establishing these relationships is
outside the scope of this study and will be considered in future
work. Regardless, the results clearly demonstrate considerable skill
in predicting the upcoming tornado outbreak year’s outbreak fre-
quency, an outcome that is useful to both forecasters and the
general public in terms of preparing for the upcoming severe
weather season. The hope is that the resultingmodels will be useful
in implementing current operational seasonal outbreak forecasts.Acknowledgments
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