In this paper we propose to incorporate a feedback loop, into the ordinal correlation framework and apply it to shapebased image retrieval. The user's feedback on the relevance of the retrieval results is used to tune the weights of the similarity measure. Statistics from the features of both relevant and irrelevant items are used to estimate the weights. Moreover, the information accumulated from previous retrieval iterations is used in the weights estimation. A simple measure of the discrimination power is proposed and used to show that the relevance feedback increases the capability of the ordinal correlation scheme to discriminate between relevant and irrelevant objects.
INTRODUCTION
The human perception of image similarity is subjective and context-dependent. Moreover, it is very elusive when we try to quantify it using computers and mathematical formulae. Content-based image retrieval (CBIR) systems try to use low-level features such as color, shape and texture to characterize images and estimate their similarity. This similarity is in general estimated as the distance between the feature vectors characterizing two objects or images.
Even though, it is known that low-level features such as edges and textures are essential for our perception of the world around us. Using them in a fully automated way to estimate the similarity between two images or objects, is still not an easy task. The low performance of fully automatic CBIR can be explained mainly by the incapacity of these low-level features to capture the high-level concepts represented in the images and objects. Therefore, interactive CBIR systems are trying to make use of the users' feedback to bridge the gap between low-level features extracted from the images and the high-level concepts a user may be seeking. Moreover, having the user interact with the retrieval process allows to account for the subjectivity of the users' perception.
Relevance feedback was introduced in text retrieval as early as early as the 60's and was shown to improve results significantly. It was shown later that the use of negative feedback could enhance performance strongly [I] . Relevance feedback in content-based image retrieval has been an active research field in the past few years [2], 131. The methods of relevance feedback are based on the most popnlar vector model used in information retrieval, and most of the relevance feedback research can be classified into two approaches: qnery point movement and re-weighting techniques 121.
In the following section we review the ordinal correlation framework we proposed in [4] for shape similarity estimation. And propose in section 4 to use a re-waighting technique to incorporate users' feedback, in the previously mentioned framework. In section 5, some sininlation resnlts are presented and conclusions are drawn in section 6.
ORDINAL CORRELATION FRAMEWORK
Binary contour images are first transformed using a geodesic distance transform. This transformation allows the dissemination of the information highly concentrated in the single pixel outline ofthe object into the neighboring regionpixels. Which, makes the rest ofthe correlation estimation less sensitive to small variations of the contour, errors on the alignment and scaling introduced in the first steps of the scheme. The evaluation of image similarity is based on the framework for ordinal-based image correspondence introduced in [4] . Figure I gives a general overview of this approach. The goal is to compare the two transform images using a region-based approach. To this end, we will be comparing One advantage of this approach over classical ordinal correlation measures is its capability to take into account differences between images at a scale relative to the chosen region size.
RELEVANCE FEEDBACK
In the following we propose a re-weighting technique as a straight way of integrating the relevance feedback information into the shape similarity estimation technique we proposed in [4] . This can be easily done by replacing the A first search iteration is done in the database using a query image put by the user and weights W j = 1, f o r j = 1,2, ..., m. Next, the results of this iteration are presented to the user. The user then labels few of these images as relevant and few more as irrelevant according to his information needs.
The goal is to find the weights that would make the dissimilarity scores small for the images in the relevant set, and those of the rest of the images in the database, assumed not relevant to this query. Therefore, making the discrimination between the relevant and irrelevant images easier.
Weight Estimation
The weights are automatically estimated based on the statistics of each feature separately, without need for user intervention or ad hoc thresholds. Features from both the positive feedback image set and the negative feedback image set are used in the weight estimation. No assumption of optimal relevant set or irrelevant set are made.
For a feature to be useful in discriminating between images: its variation among all the images in the database should be large, assuming that the number of relevant images to a certain query is very small compared to the number of irrelevant ones, e its variation among the relevant images should be small, its variation among the irrelevant images should be large.
Since the output of the operation OPz( .) is a vector containing differences between the metaslices 0, = \IMF -MY113, for J = 1,2, __., m. Let Y be the query image and assume that it is the centroid of the relevant set. Therefore, its features can he very well estimated as the mean of the features of the relevant set entries.
Thus,Dj = IIILf~-Aleall(Al:)jl~,forJ= 1,2, ..., m : where I is from the relevant set. It can he seen that the mean of Dj over the relevant set is the squared standard deviation of the ill;', for X in the relevant set. Therefore, for a given query image the mean of D j over a given set of images will be used as an estimate of the variation of the feature vector entries in that set. We will adopt the following notation:
I<: Number of iterative searches with user feedback.
Ro= {all images in the database}.
Rk= {retrieval set after the k'th search}, where whole database, (" 2,. . . , I< searches aRer user feedback. 
Fk= {feature vectors of the images in
Fii= {feature vectorsofthe images in RkJ = {fili E Rki}
F$-,= {feature vectors of the images in Rkxi}
Fk= { set of values for the j'th components of the feature vectors ofthe images in R k ) = {fijli E R k } . 
For the j'th feature in the k + l'st retrieval iteration the weight is estimated as
Therefore the weights will be set to zero if the feature (error between relevant image and the query image for 3 given region) of any of the relevant images is larger than that ofany ofthe irrelevant images, Alaz(F21,j) 2 A~Z T L (~L~,~) , to avoid increasing the dissimilarity score of the relevant images, Which can simply mean that this region is not relevant to the comparison of the objects, therefore its contribution to the similarity score should he nil. While the weight is computed as the ratio % which will be larger than one.
Therefore, increasing the dissimilarity scores proportionally to the value of the feature F:: This hopefully will increase the dissimilarity scores of the irrelevant images to the query much faster than those of those ofthe relevant images, making the discrimination easier.
For the case of iterative retrieval, the weights of iteration I;+ 1 can either be estimated using all the information accumulated from the previous iterations orjust part of it. Using all the history information, R = U~= , R~, , will hinder the convergence of the retrieval process, while using only the previous iteration Rkl feedback implies that the user has to mark several entries at each iteration to give a good chances for the algorithm to learn his expectations.
We opted for using the feedback info from only two iteration at most for a given search. In this iterative tuning process object relevance decay is implemented, where relevant instances of the near past are considered more heavily than those of the early past. This is done practically in the weight estimation:
Objective Measure of the Discrimination Power
The goal of the weight adaptation is to increase the capability of the similarity measure to discriminate between the relevant and irrelevant images to a given qnery image. For this pnrpose we define a simple objective measure of the discrimination power of the similarity estimation scheme.
Let DPk = w; where E(X:,,) is the the mean of the similarity scores of the images in RkI and E (Xfv,,,) is the the mean of the similarity scores of the images in R k l .
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Fig. 2.
Contours of test set after alignment.
DP should increase in the second iteration of the search, when the weights are estimated and used in the similarity score computation.
EXPERTMENTAL RESULTS
Only four categories of objects were used in this experiment, see Figure 2 , and at each iteration three images were used as the relevant set and three as the irrelevant one. The dissimilarity scores of the search results are plotted in Fig- ures 3 and 4 with and without the relevance feedback estimated weights, respectively. It can be noticed from the plot of Figure 4 , that the surfaces are flatter on the diagonal of the plot and close to zero, which means that the dissimilarity scores within a group of objects are smaller. And the transitions between the objects of a group and the subjects of another group is much steeper. 
CONCLUSIONS AND FUTURE WORK
In this paper we proposed a relevance feedback technique based on re-weighting approach for the ordinal correlation Fig. 4 . Similarity scores obtained for the contours in test set presented in Figure 2 using the weights from the feedback images.
measure, introduced in [4] : We defined an objective measure to evaluate the discrimination power of the modified similarity measure, DP increased from N 4 to N 8 after the first iteration in our experiment. Based on our experiments we can say that the use of weights increased the performance of the retrieval approach, by better clustering the images of the same categoly and increasing the distances between this small group of relevant images and those of the rest of the groups. In the future work will focus on optimal weight estimation for a given database.
