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contrast  to  existing  approaches,  we  focus  on wrapper  TSS  techniques,  where  candidate  subsets  of  training
instances  are  evaluated  using  the  SVM  training  accuracy.  We  consider  five  wrapper  TSS strategies  and
show  that  those  based  on evolutionary  approaches  can  significantly  improve  the  accuracy  of SVMs.
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. Introduction
In many real-world applications, datasets can contain noisy or
rong information. Even the best classifiers might not be able to
eal with these datasets. Training Set Selection (TSS, [1–3]) is a good
ay to alleviate this problem. It is a preprocessing technique that
nly selects relevant instances before applying the classifier. The
bjective of TSS is twofold: on the one hand, the accuracy of the
lassifier can be improved, while on the other hand, the efficiency
an be enhanced.
TSS has mainly been investigated for the K Nearest Neighbor
KNN) classifier [4], in that context it is referred to as Prototype
election (PS, [5]). There are two main groups of PS techniques.
rapper techniques use the KNN classifier to evaluate entire can-
idate subsets of instances, while filter techniques do not make use
f the KNN classifier or only use it to carry out partial evaluations.In this work we want to study if TSS techniques can also improve
he accuracy of Support Vector Machines (SVMs). As wrapper PS
echniques explicitly use the KNN classifier, they cannot be applied
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el.:  +32 92644770; fax: +32 92644995.
E-mail address: Nele.Verbiest@UGent.be (N. Verbiest).
ttp://dx.doi.org/10.1016/j.asoc.2015.09.006
568-4946/© 2015 Elsevier B.V. All rights reserved.meaningfully to improve SVM classification. It is clear, however,
that filter PS techniques can be directly applied to SVMs as they
are less dependent on the KNN classifier. On the other hand, filter
methods are in general less suited to improve the accuracy of a
classifier.
To the best of our knowledge, only two filter TSS techniques
have been proposed to specifically improve SVMs. In [6], the Multi-
Class Instance Selection (MCIS) method is proposed, which selects
instances near the boundary between one and the other classes
of datasets. This method focuses on reduction of the dataset to
improve the efficiency of the SVMs. Another approach is presented
in [7], where only training instances that are likely to become
support vectors are selected. This Sparsifying Neural Gas (SNG)
algorithm was  developed to improve the efficiency of the SVM
while maintaining or slightly improving the accuracy.
Unfortunately, these filter TSS techniques are unable to improve
the accuracy of the SVMs. Therefore we attempt to improve the
accuracy of SVMs using wrapper approaches. We adapt the five
most important wrapper TSS techniques by plugging the SVM into
the TSS methods. The wrapper techniques we consider evaluate
candidate subsets based on the so-called training accuracy, which
is the accuracy obtained when building the classifier at hand based
on the candidate subset and using this model to classify the entire
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ccuracy, and as a result subsets with a high training accuracy will
e well-suited for SVM classification.
The remainder of this paper is organized as follows: In Sec-
ion 2 we provide the necessary background on SVMs. In Section
 we present existing filter TSS techniques and in Section 4
e present the design of the wrapper TSS techniques for SVMs.
hen, we set up an experimental framework to evaluate the
pproaches’ performance in Section 5. By means of an experimen-
al evaluation on 43 real-life datasets, we show that wrapper TSS
echniques can indeed significantly improve SVM classification.
volutionary approaches, and the Generational Genetic Algorithm
GGA,[8,9]) in particular, seem to be especially well-suited for
ur purpose. In order to get more insight into the operation of
he evolutionary wrappers, we provide a more detailed analy-
is for the latter, investigating the effect of TSS on the SVM’s
upport vectors, and illustrating their behavior graphically on a
wo-dimensional artificial dataset. Finally, we conclude in Section
.
. Preliminaries
In this subsection we provide a general background on SVMs
o make the paper self-contained. We  denote instances by their
eature vectors x. For now, we consider two-class problems, the
lass of an instance is either −1 or 1. At the end of this section we
iscuss the multi-class case.
The most basic form of SVMs are separating hyperplanes, where
ne aims to separate the two classes linearly by a hyperplane. The
yperplane can be represented by a linear function f(x) that is opti-
ized such that the distance from the hyperplane to the closest
nstances from both classes is maximal. To classify a new instance
, the value f(t) is calculated. When f(t) > 0, t is classified to class 1
nd else to the negative class −1.
In practice, the data is often not linearly separable, which led
o the introduction of support vector classifiers, which allow for
verlap between the classes. The idea is to find a hyperplane that
aximizes the margin between the two classes, but allows for
ome data points to fall on the wrong side of the margin. Of course
he number of misclassified training points is bounded. It can be
hown that the resulting hyperplane is a linear combination of a
et of instances, these lie on the classification margin and are called
upport vectors.
To allow for even more flexibility, kernel-based SVMs were
ntroduced. Before constructing the separating hyperplane, the fea-
ure space is enlarged using a function h such that for two feature
ectors x1 and x2
(x1)
th(x2) = K(x1, x2) (1)
here K is a kernel function. A well-known example is the Radial
asis Function (RBF) kernel (x1, x2 feature vectors):




he separating hyperplanes are represented by a function f that
akes values in (− ∞ , ∞). However, it is more useful to obtain
robabilities. Therefore, a sigmoid model can be used to calculate
he probabilities P(y = 1|f). This scaling, referred to as Platt’s scaling
10], can also be seen as training the model to find a better thresh-
ld: instead of using the standard 0 as threshold to classify test
nstances, we can train the model based on the class probabilities
o find a better threshold.
The discussed methods apply to two-class problems. A tradi-
ional approach to handle multi-class problems is pairwise coupling
11–13], where the multi-class problem is decomposed in all possi-
le two-class problems and the majority voting principle is applied.
or instance, when there are K classes, for each pair of classesmputing 38 (2016) 10–22 11
i and j with i, j ≤ K and i /= j, the binary SVM is constructed. A
new instance is classified by all classifiers, and each class gets
a vote if the new instance is classified to that class. The class
with the highest number of votes is the final class returned for
that instance. Another approach is the so-called one-versus-all
technique. In this case, K training datasets are considered, where
in each dataset one class is the positive class and the remain-
ing classes form the negative class. The SVM is trained on each
of these training datasets and the target instance t is classified
by each SVM. Each SVM returns a probability value p express-
ing the confidence that t should be classified to the positive class.
Finally, t is classified to the class for which this probability is max-
imal.
3. Related work: filter TSS techniques for SVMs
In [5], a comprehensive overview of TSS techniques is pro-
vided. Apart from the already mentioned distinction between
wrapper and filter approaches, TSS techniques can also be cate-
gorized as edition, condensation or hybrid methods: while edition
(or editing) methods remove noisy instances in order to increase
classifier accuracy, condensation methods compute a training set
consistent subset, removing superfluous instances that will not
affect the classification accuracy of the training set. Finally, meth-
ods that eliminate both noisy and superfluous are called hybrid
ones.
As we are mainly interested in improving the accuracy of SVM
classification, we  only consider the nine editing filter techniques
discussed in [5]. They are reviewed in Section 3.1.
In addition to the nine TSS techniques from [5], which were orig-
inally developed to improve KNN, we also consider two  filter TSS
techniques that were specifically developed for SVMs. These are
discussed in Section 3.2.
3.1. Editing filter TSS methods
A basic method is the Edited Nearest Neighbor (ENN, [14])
algorithm, which considers every instance in the training set
and removes it whenever the nearest neighbor rule classifies it
incorrectly using the remaining instances as training data. Many
methods are derived from ENN, including:
• ENN with Estimation of Probabilities of Threshold (ENNTh, [15]):
proceeds like ENN, except that the removal criterion is based on
probabilities.
• All-KNN ([16]): applies ENN for different numbers of neighbors
and removes an instance whenever any of the ENN runs marked
an instance for removal.
• Modified ENN (MENN, [17]): takes into account the fact that
multiple instances can be at the same distance from the target
instance.
• Nearest Centroid Neighborhood Edition (NCNEdit, [18]): is very
similar to ENN, but uses an alternative definition to determine
the neighbors of an element based on centroids.
• Multi-Edit [19]: randomly divides the training data in blocks,
applies ENN to them and merges the resulting sets.
We also consider three methods that are not derived from ENN:
• Relative Neighborhood Graph (RNG, [20]): constructs a proxim-
ity graph and removes instances that are misclassified by the
neighbors in the graph.
• Model Class Selection (MOCS, [21]): uses a feedback system to
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Edited Normalized Radial Basis Function (ENRBF, [22]): calculates
for each instance the probability that it belongs to each class.
Instances for which the actual class does not correspond to the
class with the highest probability are removed.
.2. Filter TSS methods designed for SVM
The first SVM-specific technique is Multi-Class Instance Selec-
ion (MCIS, [6]), which can only be used in a one-versus-all setting.
hen the number of classes is K, the one-versus-all scheme
onsiders K problems, where the i-th problem considers the i-
h class as positive and the remaining classes as negative. For
ach of these problems, a subset of instances S is selected, and
he SVM is trained on S instead of on the entire training set.
he MCIS algorithm clusters only the positive class and then
emoves instances of the positive class that are close to the cen-
ers of the clusters and selects instances of the negative class that
re closest to the centers of the clusters. In this way, instances
ear the boundary between the positive and negative class are
elected.
Another technique developed to improve SVMs is the Spar-
ifying Neural Gas (SNG, [7]) algorithm, which is restricted
o two-class problems. The intention of SNG is to only select
nstances that will likely become support vectors in the final
VM classification. To this goal, a combination of learning vector
uantization techniques and the growing neural gas algorithm is
sed.
Note that neither MCIS nor SNG was developed to improve
he accuracy of SVM classification. Instead, the algorithms aim to
mprove the efficiency of SVM maintaining a good accuracy rate.
owever, as MCIS and SNG were specifically developed for SVM
lassification we do include them in our experimental study to get
 complete understanding of TSS for SVM.
. Wrapper TSS techniques for SVMs
In this section, we present our approach to use wrapper TSS
echniques for SVMs. Recall that wrapper TSS methods depend
n the classifier used, in our case SVM. One component that all
resented wrapper TSS techniques have in common is that they
valuate candidate subsets of instances based on their training
ccuracy. When the training set is given by X and subset S ⊆ X is
 candidate subset of instances, its training accuracy, denoted by
cc(S), is calculated as Algorithm 1 depicts.
lgorithm 1. Wrapper TSS for SVM
onstruct the SVM based on the instances in S
or each instance in X (including instances in S)
Classify it using the SVM obtained in the previous step
ount = number of correctly classified instances in X
eturn count/|X| as training accuracy.
Next, we plug this function acc into five wrapper TSS techniques.
elow, we summarize the procedures that these techniques follow.
n particular, Section 4.1 considers three evolutionary approaches,
hile two non-evolutionary approaches (one hybrid and one edit-
ng method) are reviewed in Section 4.2. For more technical details
f each of the described methods, we refer to the corresponding
apers.
.1. Evolutionary wrapper TSS methods
The main concept of the evolutionary methods we  consider in
his section is that they maintain a population of individuals, which
re subsets of instances in the TSS case. The algorithms initialize
he population randomly and then repeat the steps enumerated in
lgorithm 2.mputing 38 (2016) 10–22
Algorithm 2. Cycle followed by evolutionary algorithms
Repeat until a specified number of Generations is reached
Select the best individuals
Generate new individuals from the selected, using cross-over and mutation
Evaluate the fitness of the new individuals
Survivor selection: replace the worst individuals in the population
The iteration is stopped when a fixed number of evaluations is
reached and the prototype subset in the final population with the
best fitness is returned.
The fitness of an individual S is based on the value acc(S) defined
above on the one hand and on the reduction red(S) on the other
hand, where red(S) = |X|−|S||X| when X is the original training set.
These two components are balanced as follows:
fitness(S) = ˛acc(S) + (1 − ˛)red(S), (3)
with  ̨ ∈ [0, 1] a user-defined variable.
In particular, we consider three evolutionary algorithms that
follow the above general scheme, and whose particular character-
istics are summarized below:
• Generational Genetic Algorithm (GGA, [8,9]): GGA follows the
general scheme of evolutionary algorithms. The population is ini-
tialized randomly. Parent selection happens stochastically, that
is, individuals with a higher fitness have a higher chance of being
selected, but also individuals with a low fitness value can be
selected as parent. Once the parents are selected, parents are
matched randomly and offspring is generated using two-point
crossover. Mutation only happens with a small probability, and
the probability of a 0 to 1 mutation is smaller than the prob-
ability of a 1 to 0 mutation in order to force the algorithm
to obtain higher reduction rates. Survivor selection is done by
selecting the entire generated offspring and adding the fittest
individual from the previous population, this is also referred to as
elitism.
• CHC evolutionary algorithm ([23,24]): by contrast to GGA, CHC
only matches parents that differ enough in order to prevent
incest: if the similarity between two  parents is larger than
a certain threshold, no crossover takes place. The threshold
is dynamic, that is, if there are nearly no parent pairs left,
the threshold can be increased. Survivor selection happens by
merging the old population with the new one and selecting
the fittest individuals amongst them. CHC does not use muta-
tions to introduce variation but re-initializes the population if
it converges, by selecting the fittest individual found so far and
changing a fixed percentage of randomly selected genes from
1 to 0.
• Steady State Genetic Algorithm (SSGA, [23]): SSGA follows the
same procedure as GGA, but instead of selecting multiple parents
in each step, only two  parents are selected to generate offspring,
and they always replace the two  worst individuals in the popu-
lation.
4.2. Other wrapper TSS methods
Random Mutation Hill Climbing (RMHC, [25]) is a hybrid TSS
technique described in Algorithm 3.
Algorithm 3. Random Mutation Hill Climbing
Initialize a random subset of fixed number of instances S
Repeat a predefined number of times
N = neighbor solution of S: replace one instance in S by one in X.
If acc(N) ≥ acc(S),
Replace S by NFinally, the Fuzzy Rough Prototype Selection (FRPS, [26]) algo-
rithm is an editing wrapper algorithm based on fuzzy rough set
theory [27] that proceeds as illustrated in Algorithm 4.
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Table  1
Description of the 43 datasets used in the experimental study: number of attributes, number of instances and number of classes.
NAME #atts #inst #classes NAME #atts #inst #classes
appendicitis 7 106 2 iris 4 150 3
australian 14 690 2 led7digit 7 500 10
automobile 25 150 6 lymphography 18 148 4
balance 4 625 3 mammographic 5 830 2
bands  19 365 2 monk-2 6 432 2
breast  9 277 2 movement libras 90 360 15
bupa  6 345 2 new thyroid 5 215 3
car  6 1728 4 pima 8 768 2
cleveland 13 297 5 postoperative 8 87 3
contraceptive 9 1473 3 saheart 9 462 2
crx  15 653 2 sonar 60 208 2
dermatology 34 358 6 spectfheart 44 267 2
ecoli  7 336 8 tae 5 151 3
flare  11 1066 6 tic-tac-toe 9 958 2
german 20 1000 2 vehicle 18 846 4
glass  9 214 7 vowel 13 990 11
haberman 3 306 2 wdbc 30 569 2
hayesroth 4 160 3 wine 13 178 3





























icantly outperforms the others. We  report the adjusted p-values,
which represent the lowest level of significance of a hypothesis
that results in rejection.
Table 2
Parameters used for the TSS algorithms in the experimental evaluation.
Parameters
ENN Number of neighbors: 3
Multi-Edit Number of neighbors: 1
Number of sub-blocks: 3
RNG Order of the graph: 1
MENN Number of neighbors: 3
NCNEdit Number of neighbors: 3
ENRBF Sigma: 1
Alpha: 1
ENNTh Number of neighbors: 3
Noise threshold: 0.7
AllKNN Number of neighbors: 3




Balancing parameter  ̨ : 0.5
CHC Number of iterations: 10 000
Population size: 50
Balancing parameter  ̨ : 0.5
Percentage of change in restart: %35
SSGA Number of iterations: 10 000hepatitis 19 80 2 
housevotees 16 232 2 
ionosphere 33 351 2
lgorithm 4. Fuzzy Rough Prototype Selection
or all instances
Measure the quality q based on fuzzy rough set theory
rder and rename the instances such that q(i1) ≥ q(i2) ≥ . . . ≥ q(i|S|)
elect the subset Si among S1 = {i1}, S2 = {i1, i2}, S3 = {i1, i2, i3},. . .,
S|S| = {i1, i2, . . .,  i|S|} for which acc(Si) is highest.
The idea is that only high-quality instances should be selected;
he threshold for the quality measure is determined using the train-
ng accuracy.
. Experimental evaluation
In this section, we evaluate if TSS algorithms can improve the
ccuracy of SVM classification. We  first discuss the experimental
et-up of our evaluation in Section 5.1, the results are presented
nd discussed in Section 5.2.
.1. Experimental set-up
We  use 43 datasets from the Keel1 and UCI [28] dataset reposi-
ory. The properties of these datasets are described in Table 1. The
umber of instances and attributes is limited, as larger datasets
ight need specialized distributed techniques for TSS [29–33]
eyond the scope of this paper.
In this study we use the Sequential Minimal Optimization (SMO,
34]) algorithm to construct the SVM, as it is one of the fastest
nd most regularly used optimization algorithms in the context of
VMs. It divides the optimization problem in several smaller prob-
ems and solves them analytically. We  choose to use Platt’s scaling
10] after building the SVM. We  use the Radial Basis Function (RBF)
ernel with  = 0.01 and set the cost parameter C = 1. These parame-
ers could be tuned, but as we want to study the net effect of TSS, we
x the parameters in our work. We  use the pairwise coupling set-
ing to handle multi-class problems, except for the MCIS algorithm
hich can only be used in combination with the one-versus-all
trategy.
The parameters of the TSS methods, as proposed in [5,26] areescribed in Table 2.
We use a 10 fold cross validation procedure, that is, we  divide
he data in 10 folds and use each fold once as test data, and the
1 http://www.keel.es/.yeast 8 1484 10
zoo 16 101 7
remaining folds as train data. We  apply the TSS technique to the 10
training datasets, this results in 10 subsets S. We build the SVM on
each S and classify the instances in the corresponding test set using
this SVM model.
To contrast the algorithms among each other we use Friedman’s
aligned-ranks test [35–38]. This procedure calculates the average
aligned-ranks of each algorithm, obtained by computing the dif-
ference between the performance of the algorithm and the mean
performance of all algorithms for each data set. When significant
differences are detected, we  use Holm’s post-hoc procedure [39]
to test if the algorithm with the best Friedman aligned-rank signif-Population size: 50
Mutation probability: 0.01
Balancing parameter  ̨ : 0.5
RMHC Number of iterations: 10 000
Number of selected instances: 10%
FRPS OWA-weights used as in [26]
Version FRPS-4 of the algorithm in [26]
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Table 3
Average accuracy, reduction rate and running time of the evolutionary TSS wrappers
over all datasets.













– SV-CLASSMIN1: data points in class -1 that are support vectors
when applying an SVM to it
– NOSV-CLASSMIN1: data points in class -1 that are no support
vectors when applying an SVM to it.Accuracy 81.21 79.14 79.67 77.04
Reduction 0.9246 0.9055 0.6540 0
Running time (in s) 3198.7 7514 3841.4 0
.2. Results
In this Section we evaluate our proposals and compare them to
he state of the art. In Section 5.2.1 we compare the evolutionary
pproaches and select the best one, which is then compared to the
emaining TSS methods in Section 5.2.2.
.2.1. Comparison among evolutionary approaches
We proposed three evolutionary TSS techniques for SVMs: GGA,
HC and SSGA. In the following, we first compare them with respect
o classification accuracy, reduction rate and running time.
Accuracy
The goal of our work is to find a TSS method that improves the
accuracy of SVMs. Therefore, our first selection criterion to select
a good TSS method is accuracy. In Table 3, the average accuracy
over all datasets of the evolutionary TSS methods can be found,
along with the result obtained with the SVM classifier without
preprocessing. The full accuracy results can be found in Table A.1
in Appendix A. GGA is the most accurate evolutionary TSS method
on average, its accuracy is about 2 percent better than that of CHC
and SSGA, and about 4 percent better than that obtained without
TSS. We  also remark that while CHC and SSGA have comparable
accuracy, CHC only manages to improve on the baseline SVM clas-
sifier in 22 datasets, while for SSGA a net improvement occurs in
36 cases, only one less than for GGA.
To test if the differences between the evolutionary methods are
significant, we carry out the Friedman test. The p-value of this test
is 0.000069, meaning that there are indeed significant differences
detected between the three evolutionary methods. The rankings
of the methods are given in Table 4, GGA gets the best (i.e. the
lowest) ranking and is followed by SSGA and CHC. To test if GGA
significantly outperforms CHC and SSGA we carry out the Holm
post-hoc procedure. In the last column of Table 4 we  show the
adjusted p-values for the comparison between GGA and the two
other evolutionary TSS methods CHC and SSGA. Both adjusted
p-values are very low, which means that GGA outperforms the
other evolutionary approaches significantly.
Reduction
Another important aspect of TSS methods is reduction, which
we define as the percentage of removed instances. In Table 3,
we show the reduction rate of each evolutionary wrapper TSS
method, full results can be found in Table A.2 in Appendix A.
Note that all evolutionary methods remove an important part
of the data; indeed, as hybrid methods they combine editing and
condensation capabilities, and thus remove both noisy and super-
fluous instances. SSGA removes the least instances on average,
about 65 percent. GGA and CHC both remove about 90 percent of
the instances on average.
able 4
ligned Friedman rankings of the evolutionary TSS algorithms and adjusted p-values
esulting from the Holm post-hoc procedure comparing GGA to CHC and SSGA.
Friedman ranking Adjusted p-value
CHC 2.4186 0.000032
SSGA 2.0930 0.005053
GGA 1.4884 –mputing 38 (2016) 10–22
• Running time
A third aspect that should be taken into account is running time.
In Table A.3 in Appendix A we show the average running time of
the wrapper TSS methods over the 10 folds. This only includes
the running time of the TSS method, not the running time of the
following training of the SVM and the testing phase. The average
results over all datasets can be found in Table 3. As expected,
these running times are rather long: SSGA and GGA take about
one hour per dataset on average and CHC two hours.
Based on the above analysis, GGA is the most suited evolution-
ary TSS method for SVMs: it is the most accurate method among
the evolutionary ones, improves on baseline SVM classification in
37 out of 43 selected datasets, removes about 90 percent of all
instances and has a reasonable running time. Therefore, we  will
select GGA as our proposed TSS method for SVMs. In the next sub-
section, we  will compare it to other TSS methods.
Before proceeding with this comparison, however, we want to
obtain some more insight into the operation of evolutionary TSS
algorithms, and better understand their interaction with the SVM
classifier. In particular, we want to illustrate and evaluate the effect
each of the TSS methods has on the selection of support vectors
within the SVM algorithm. To this aim, we first apply them to a
dataset that is easy to visualize, namely the two-dimensional arti-
ficial banana dataset used in [5] to compare PS methods. Next, we
focus again on the 43 datasets of our experimental study: specif-
ically, we study if there exists a correlation between the accuracy
improvement by TSS and the fraction of support vectors in the
reduced datasets that were also support vectors on the original
datasets.
• Illustration on Banana Dataset
The banana dataset is an artificial data set with 5,300 data
points and two  classes composed of three well-defined clusters of
instances of the class -1 and two  clusters of the class 1. Although
the borders are clear among the clusters, there is a high overlap
between both classes. The complete data set is illustrated in Fig. 1.
We consider four types of data points:
– SV-CLASS1: data points in class 1 that are support vectors when
applying an SVM to it
– NOSV-CLASS1: data points in class 1 that are no support vectors
when applying an SVM to itFig. 1. Banana dataset.
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Fig. 2. Banana dataset after GGA preprocessing.Fig. 3. Banana dataset after SSGA preprocessing.
We  analyze what happens when evolutionary wrapper TSS
methods are used before the SVM is applied to the data. The
results for GGA, SSGA and CHC are shown in Figs. 2–4. Each
graph contains the same four types of data points as the origi-
nal dataset, but this time the support vectors are selected based
on the reduced training set.
Although the results are similar, some differences between the
TSS methods can be found. The first one is that there are few
data points that are no support vectors after SSGA was applied.
This is different for GGA and CHC: there are many data points
selected that are not used as support vectors. When we look at
Fig. 4. Banana dataset after CHC preprocessing.mputing 38 (2016) 10–22 15
the differences between CHC and GGA, we observe that the bor-
ders between the two  classes are cleaner for GGA, that is, GGA
is better at removing points that are in overlapping regions than
CHC. When we look at the difference between GGA  and SSGA, we
see that the gaps between the two  classes are larger for SSGA.
This means that for this dataset, GGA is better at detecting bor-
der points, but does not remove too many points in the sense that
there are no large gaps between the two  classes.
• Analysis on KEEL and UCI Datasets
As seen in the example of the banana dataset, TSS affects the
problem landscape in terms of the selection of support vectors,
that is: after TSS, the SVM algorithm builds a separating hyper-
plane using support vectors from a reduced training set, and
in general these support vectors will not coincide with those
obtained from the original training set. In order to investigate this
effect, we considered, for each of the 43 datasets of the exper-
imental study, and each of GGA, SSGA and CHC, the following
fraction:
f = |support vectors in S that are also support vectors in X||support vectors in S|
where X and S represent the original and reduced dataset,
respectively. In particular, we want to evaluate if there exists a
correlation between f and the improvement in terms of accu-
racy that can be obtained by applying the SVM algorithm to the
reduced dataset. To this aim, Fig. 5 provides a scatter plot that
shows, for each dataset and each TSS method, the corresponding
f value (horizontal axis), and the difference in accuracy obtained
with the reduced and unreduced datasets (vertical axis). That is,
the higher a point appears in the graph, the higher is the improve-
ment over the original data obtained by the corresponding TSS
method. The graph also shows the average f values of SSGA, GGA
and CHC.
Several observations can be made from this graph. First, on
average, TSS by means of CHC leads to maintaining consider-
ably less original support vectors (f = 0.7080) than TSS by SSGA
(f = 0.7859) and GGA (f = 0.7729). On the other hand, when we
look at the datasets for which the improvement is greatest (at
least 5%), we can see that in the case of CHC, they mostly yield
an f value lower than the average. By contrast, for SSGA and GGA,
the best results are obtained with relatively high f values.
These observations may  explain why there is much more vari-
ation in the accuracy results when CHC is used for reducing the
training data: indeed, the separating hyperplane that SVM cre-
ates after TSS will differ more from the original one when CHC
is used instead of GGA or SSGA. This may be attributed to the
fact that CHC, because of the way  it operates, is imposing a lot of
variation on its candidate solutions. SSGA, by contrast, modifies
the candidate solutions more cautiously and as a consequence
the results show a much more stable behavior in terms of accu-
racy. A possible explanation why  SSGA performs inferiorly to
GGA (which is also introducing more variation in its candidate
solutions than SSGA) may  lie in the fact that SSGA suffers from
overfitting: indeed, as the evaluation of a data point in a candi-
date solution happens using a model that was built using that
same data point (amongst others, of course), there is a larger
likelihood of overfitting than there is for instance for PS. GGA
and CHC, by construction, check more varied solutions and thus
avoid overfitting of a certain solution.
Summarizing, it may  be hypothesized that GGA strikes the right
balance between introducing variation and respecting the origi-
nal support vectors of the considered classification problems.
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Fig. 5. Effect of support vector s
Table 5














Accuracy 81.21 77.23 70.04
Reduction 0.9246 0.0959 0.9017
Running time (in s) 3198.7 205.9 2250.8
.2.2. Comparison of GGA with other TSS techniques
In this part we compare our proposal, GGA, with the other
SS techniques. We  first compare GGA against the other wrap-
er approaches FRPS and RMHC, and then compare GGA with the
aseline and filter TSS techniques.
.2.2.1. Comparison of GGA with other wrapper TSS techniques. We
rst compare the best evolutionary approach, GGA, with the other
rapper TSS techniques, FRPS and RMHC.
Accuracy
In Table 5 we show the average accuracy of GGA, FRPS and
RMHC over all datasets, full results are in Table A.1 in Appendix
A for reference. GGA clearly outperforms the other wrapper TSS
approaches, especially RMHC performs poorly compared to GGA.
This is confirmed by the Friedman test, the p-value is smaller
than 0.000001 indicating that there are significant differences
between the approaches. The rankings of the Friedman test are
listed in Table 6, GGA gets the best ranking, RMHC the worst. We
able 6
ligned Friedman rankings of GGA, FRPS and RMHC and adjusted p-values resulting
rom the Holm post-hoc procedure comparing GGA to FRPS and RMHC.
Friedman ranking Adjusted p-value
RMHC 2.9302 <0.000001
FRPS 1.8605 0.002533
GGA  1.2093 –election on SVM accuracy.
continue the evaluation with the Holm post-hoc procedure, the
adjusted p-values are listed in the last column of Table 6. The
low values show that GGA significantly outperforms both RMHC
and FRPS.
• Reduction
In Table 5 the average reduction rates of GGA, RMHC and
FRPS are compared in the second row. Full results can be found
in Table A.2 in Appendix A. The reduction rate of RMHC is 90
percent, which is a logical result as the percentage of removed
instances is fixed to 90 percent for RMHC. This reduction rate for
RMHC is about the same as for GGA, but GGA clearly outperforms
RMHC with respect to accuracy, which means that GGA is better
able to select the right 10 percent of instances. The reduction
rate of FRPS is low, only 10 percent of the instances is removed.
• Running time The last row in Table 5 shows the average running
times of the GGA, RMHC and FRPS, the running times per dataset
are listed in Table A.3. GGA is the slowest method, FRPS is much
faster and RMHC is intermediate.
5.2.2.2. Comparison of GGA with state-of-the-art filter TSS techniques.
In this part we will compare our proposal, GGA  for SVM, with
the state of the art filter TSS techniques and with the baseline
method where no TSS preprocessing is applied. Again, there are
three aspects that should be taken into account.
• Accuracy
In Table 7, the average accuracy over all datasets can be found
for the baseline, our proposal GGA and the filter TSS methods, full
results are listed in Table A.4 in Appendix A. Our proposal GGA
clearly outperforms the other methods. It is clear that none of the
filter TSS methods outperforms the baseline on average. Some of
the filter methods, like MOCS and NCNEdit do not deteriorate the
accuracy too much. The two methods SNG and MCIS that were
designed to preprocess SVM have lower accuracy rates, which is a
logical result as these methods were mainly designed to improve
the efficiency of SVMs rather than to improve their accuracy.
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Fig. 6. Accuracy of the TSS filter method
Table 7
Average accuracy, reduction rate and running time of the baseline (NO TSS), our
proposal GGA and filter TSS methods.
Algorithm Accuracy Reduction Running time
NO TSS 77.04 0 0
GGA 81.21 0.9246 3198.7
RNG 76.14 0.2276 0.6587
MOCS 76.80 0.1222 0.6874
ENN 75.73 0.2446 0.6372
MultiEdit 73.19 0.3440 0.7591
MENN 73.57 0.4857 1.0714
NCNEdit 76.10 0.2163 2.1109
ENRBF 69.40 0.3021 1.3644





AllKNN 75.13 0.3410 1.0947
SNG 69.93 0.3594 0.1700
MCIS 66.50 0.6266 0.6971
To test if these differences are significant, we  carry out the
Friedman test. The p-value is smaller than 0.000001, meaning
that there are indeed significant differences between the consid-
ered methods. The Friedman aligned ranks are listed in Table 8.
GGA has the highest ranking, followed by NCNEdit and the base-
line method. We  carry out the Holm post-hoc procedure to verify
if GGA significantly outperforms the other methods. The corre-
sponding adjusted p-values are listed in the last column of Table 8.
The low values show that GGA outperforms all other approaches
able 8
verage Friedman rankings of the filter TSS algorithms, the baseline and our proposal
GA, and adjusted p-values resulting from the Holm post-hoc procedure comparing
GA to the remaining algorithms.











NO TSS 5.8721 0.000023
NCNEdit 5.8256 0.000023
GGA 2.1163 –s in function of the reduction rate.
significantly with respect to accuracy, and that it significantly
improves SVMs.
• Reduction
The second aspect to evaluate is reduction. The average reduc-
tion rates of the filter methods and the proposal GGA is listed
in Table 7, full results are available in Table A.5 in the Appendix
A. The reduction rates of the filter methods are rather low, only
MCIS manages to remove 65 percent of the instances. In Fig. 6
we plot the accuracy rate of the TSS methods in function of the
reduction rate. It is remarkable that our proposal GGA achieves
high accuracy rates and high reduction rates at the same time.
For the filter methods, a downwards trend can be observed: the
more instances removed, the lower the accuracy. This suggests
that these basic filter approaches are not able to select the right
instances for removal.
• Running time
From the analysis above we  learn that GGA is superior with
respect to accuracy and reduction. Unfortunately this comes with
a higher computational time. In Table 7 we show the average
running time of the state-of-the-art methods and our proposal
over all datasets, full results can be found in Table A.6. The GGA
algorithm is remarkably slower than the filter methods.
We can conclude that our proposal GGA is able to improve the
accuracy of the baseline and the state-of-the-art TSS methods sig-
nificantly. It removes about 90 percent of the data and improves
the accuracy of SVMs by 4 percent, unfortunately this comes at a
higher computational cost.
6. Conclusion
In this paper, we  improve the accuracy of SVMs by means of
wrapper TSS methods. To this aim, we have adapted five wrapper
TSS techniques that were originally proposed for KNN classification
for SVMs. Instead of evaluating candidate subsets using the KNN
classifier, we  use SVMs to evaluate them. By means of an experi-
mental evaluation we  select the best wrapper approach, which is
the evolutionary method GGA, and show that it significantly out-
performs not only the remaining wrappers, but also the original
SVM algorithm as well as the state-of-the-art TSS techniques. We
hypothesize that the good behavior of GGA is due to a clever com-
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nd at the same time sufficiently respecting the original structure,
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able A.1
ccuracy of the wrapper TSS methods.
NO TSS GGA 
appendicitis 87.82 87.32
australian 85.51 87.26 
automobile 63.07 74.21 
balance 90.25 89.85 
bands 68.81 69.19 
breast 74.73 76.25 
bupa  66.93 64.06 
car  90.05 91.15 
cleveland 56.99 65.32 
contraceptive 48.27 51.54 
crx  86.30 86.80
dermatology 96.62 97.30 
ecoli  78.00 80.92 
flare  75.24 76.66 
german 74.80 77.04 
glass  65.30 67.50 
haberman 74.17 75.74 
hayesroth 81.88 86.39 
heart  82.59 83.21 
hepatitis 86.08 87.64 
housevotes 94.54 94.30 
ionosphere 89.17 90.85 
iris  93.33 96.52
led7digit 73.40 76.93 
lymphography 79.08 90.39 
mammographic 82.90 83.94 
monk2 97.27 97.30 
movementlibras 56.94 71.67 
newthyroid 96.80 96.43 
pima  75.80 77.29
postoperative 64.58 72.54 
saheart 71.64 73.26 
sonar  70.69 78.31 
spectfheart 79.49 83.10 
tae  49.71 65.49 
tictactoe 74.94 97.11 
vehicle 49.67 70.55
vowel 34.75 51.76 
wdbc  94.37 96.97 
wine  96.08 97.07 
wisconsin 96.37 97.59 
yeast  59.30 60.33 
zoo  98.50 97.14 
average 77.04 81.21 
able A.2
eduction of the wrapper TSS methods.
GGA CHC 
appendicitis 0.9528 0.9780 
australian 0.9504 0.9338 
automobile 0.8288 0.7876 
balance 0.8562 0.8030 
bands  0.9382 0.9202 
breast  0.9515 0.9426 
bupa  0.9327 0.9195 
car  0.9002 0.7717 
cleveland 0.9285 0.9330 
contraceptive 0.9155 0.7723 
crx  0.9456 0.9496 
dermatology 0.9348 0.9308 
ecoli  0.9322 0.9418 
flare  0.9392 0.8771 
german 0.9226 0.8707 
glass  0.9065 0.9335 mputing 38 (2016) 10–22
Andalusian Research Plans P12-TIC-2958, P11-TIC-7765 and P10-
TIC-6858, and by project PYR-2014-8 of the Genil Program of CEI
BioTic GRANADA.Appendix A.
See Tables A.1–A.6.
CHC SSGA RMHC FRPS
83.36 87.95 79.77 87.82
85.51 87.23 83.74 85.80
66.93 70.23 46.75 62.49
90.08 89.01 69.64 90.25
67.06 69.28 60.37 69.10
74.12 76.53 72.60 73.99
65.82 66.47 61.16 66.88
93.00 91.69 82.34 90.28
56.23 62.85 56.72 56.64
48.67 50.98 45.09 49.69
85.87 87.41 84.45 86.92
93.29 97.42 77.41 96.34
78.89 80.42 68.32 78.30
74.48 76.56 73.14 74.39
73.80 77.57 70.51 75.00
63.03 62.41 48.49 63.77
75.12 75.05 70.52 74.17
80.63 82.15 55.56 81.25
80.00 82.76 79.01 82.22
83.59 88.33 83.47 87.90
95.31 91.67 87.69 94.54
90.63 91.04 76.89 89.17
92.67 94.00 94.30 92.67
71.80 76.82 65.00 73.40
81.34 86.41 72.75 79.08
84.13 82.90 82.37 82.28
98.40 96.94 88.79 97.72
68.61 69.14 44.91 57.50
96.30 96.07 90.65 96.32
76.57 77.17 74.10 75.93
70.00 68.97 58.75 67.92
70.57 72.51 69.02 72.29
76.43 78.26 68.70 70.69
76.44 82.31 76.65 80.23
51.13 56.36 42.68 50.33
97.91 94.64 70.34 74.52
72.80 58.52 46.15 49.78
67.58 45.34 26.58 36.77
97.36 95.14 92.99 94.72
96.67 96.88 89.20 97.19
97.09 96.89 95.82 96.80
58.02 60.53 55.71 59.50
95.67 94.94 72.50 98.50
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Table  A.2 (Continued)
GGA CHC SSGA RMHC FRPS
haberman 0.9622 0.9706 0.6877 0.9020 0.4147
hayesroth 0.8694 0.9174 0.6347 0.9028 0.1479
heart  0.9539 0.9654 0.7251 0.9012 0.2807
hepatitis 0.9292 0.9417 0.6347 0.9056 0.1306
housevotes 0.9569 0.9655 0.6461 0.9018 0.0038
ionosphere 0.9437 0.9326 0.6879 0.9019 0.0199
iris  0.9452 0.9756 0.7393 0.9037 0.0304
led7digit 0.9422 0.9289 0.6638 0.9000 0.0000
lymphography 0.9017 0.8904 0.6674 0.9024 0.0601
mammographic 0.9554 0.9124 0.6862 0.9008 0.2681
monk2 0.9324 0.9434 0.6708 0.9020 0.2132
movementlibras 0.8627 0.8074 0.5957 0.9012 0.0151
newthyroid 0.9504 0.9695 0.7142 0.9018 0.0150
pima  0.9420 0.9261 0.6545 0.9002 0.0165
postoperative 0.9515 0.9553 0.6386 0.9106 0.1903
saheart 0.9456 0.9473 0.6159 0.9014 0.0031
sonar  0.9119 0.9327 0.6341 0.9038 0.0027
spectfheart 0.9459 0.9347 0.6259 0.9001 0.0017
tae  0.8521 0.8543 0.6350 0.9043 0.1038
tictactoe 0.9138 0.9019 0.6737 0.9003 0.0658
vehicle 0.9023 0.8060 0.5956 0.9002 0.0537
vowel  0.8536 0.6311 0.5338 0.9001 0.0000
wdbc  0.9598 0.9551 0.7184 0.9004 0.2000
wine  0.9438 0.9607 0.7141 0.9001 0.0799
wisconsin 0.9658 0.9684 0.7108 0.9008 0.2151
yeast  0.9248 0.8590 0.6822 0.9004 0.0180
zoo  0.9054 0.9087 0.6931 0.9043 0.0033
average 0.9246 0.9053 0.6540 0.9017 0.0959
Table A.3
Time of the wrapper TSS methods in seconds.
GGA  CHC  SSGA  RMHC  FRPS
appendicitis  424.2  1151.3  410.5  395.2  4.7
australian 999.1  8501.3  1755.4  732.5  100.9
automobile 2986.5  10056.0  3188.0  2600.7  18.3
balance 1560.9  9750.9  2221.4  1109.6  81.7
bands 749.1  4443.3  867.9  510.1  19.7
breast 721.1  1900.3  945.9  429.5  11.9
bupa 474.7  3518.9  635.2  373.3  13.7
car 7127.6  14990.6  9921.8  4068.1  1215.5
cleveland 2292.2  8624.6  2018.1  1801.1  35.1
contraceptive 3633.0  13149.1  7402.0  1941.2  972.2
crx 1344.3  5477.5  1863.8  1085.3  107.2
dermatology 5317.5  12580.7  6233.9  4150.1  102.9
ecoli 5024.9  12148.9  5090.1  3220  68.3
flare 8309.9  13853.8  12145.0  5542.2  104.5
german 2094.0  11150.8  3403.5  1251.7  460.1
glass 2957.8  10588.5  2873.1  1713.5  21.5
haberman 553.8  952.5  638.9  400.6  8.2
hayesroth 936.3  3257.8  898.9  649.0  3.2
heart 436.8  3412.2  647.0  404.7  10.3
hepatitis 368.8  2666.5  436.0  224.9  1.6
housevotes 585.5  1745.5  685.9  443.9  4.4
ionosphere 756.9  2809.4  965.4  665.9  24.6
iris 902.8  2689.0  862.9  662.9  5.4
led7digit 9689.9  13830.7  8977.7  9410.2  19.0
lymphography 1209.9  5644.3  1353.2  798.5  8.6
mammographic 1121.3  6454.8  1556.1  806.5  51.2
monk2 633.9  4327.3  823.9  461.7  25.8
movementlibras 25309.8  19817.2  23640.5  17640.1  341.8
newthyroid 865.6  4456.4  859.1  778.5  7.7
pima 1592.1  5394.5  2369.3  1222.1  141.8
postoperative 474.8  1248.5  54  321.9  2.0
saheart 605.1  2793.1  933.5  510.3  32.2
sonar 747.3  5114.9  941.8  624.1  10.9
spectfheart 636.2  5049.6  773.0  457.0  10.2
tae 795.5  6215.1  911.0  836.4  4.9
tictactoe 2439.6  9999.8  2781.2  1429.3  253.6
vehicle 3120.8  11553.8  4698.1  2144.0  393.1
vowel 18086.0  21203.1  27232.3  10838.0  1713.2
wdbc 920.8  6484.7  1196.1  768.3  62.0
wine 816.1  6704.9  771.6  717.5  7.3
wisconsin 704.9  5168.6  792.1  521.7  28.1
yeast 12999.3  12715.2  14811.4  10680.3  2338.4
zoo 4215.6  9519.9  3592.4  1440.6  5.4
average 3198.7  7514.3  3841.4  2250.8  205.9
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Table A.4
Accuracy of the baseline (NO TSS), our proposal GGA and the state-of-the-art filter TSS methods.
NO TSS GGA RNG MOCS ENN MultiEdit MENN NCNEdit ENRBF ENNTh AllKNN SNG MCIS
appendicitis 87.82 87.32 87.82 87.82 87.82 87.74 85.85 88.68 80.19 85.85 87.74 90.00 65.09
australian 85.51 87.26 85.65 85.36 86.23 87.10 87.54 85.22 86.52 87.54 87.25 85.59 88.68
automobile 63.07 74.21 58.50 60.14 46.46 44.65 49.69 51.57 43.40 44.03 44.65 75.00 70.87
balance 90.25 89.85 89.76 87.35 89.60 87.52 87.20 87.68 87.68 87.04 86.88 75.16 92.28
bands  68.81 69.19 67.52 69.25 67.42 66.58 67.67 69.32 63.01 67.95 66.30 70.28 40.00
breast  74.73 76.25 73.39 73.65 74.02 75.09 74.37 72.92 74.01 74.37 75.09 74.07 68.23
bupa  66.93 64.06 63.49 64.23 64.66 62.03 60.00 66.96 57.97 60.00 64.64 65.29 42.32
car  90.05 91.15 89.06 89.29 90.22 87.21 86.40 90.22 70.02 87.15 87.27 38.67 77.22
cleveland 56.99 65.32 56.36 56.34 55.91 56.23 55.22 58.25 57.24 52.19 54.21 47.33 57.98
contraceptive 48.27 51.54 47.05 48.13 48.06 46.84 47.59 50.10 43.72 46.98 48.34 59.80 69.05
crx  86.30 86.80 86.81 86.30 86.93 86.52 86.37 86.98 86.83 86.37 87.29 86.41 66.31
dermatology 96.62 97.30 96.34 96.35 96.90 96.65 95.25 97.21 96.09 95.25 96.37 77.50 95.92
ecoli  78.00 80.92 78.89 79.51 80.11 74.40 75.60 78.27 42.56 76.19 78.57 53.24 60.69
are  75.24 76.66 75.42 74.77 71.39 67.26 60.51 72.80 60.13 71.86 69.79 44.11 72.21
german 74.80 77.04 74.40 74.70 73.30 73.20 74.20 74.40 70.00 74.20 73.90 73.10 70.90
glass  65.30 67.50 57.07 62.47 56.20 59.35 61.21 60.28 37.38 55.61 52.80 56.36 44.20
haberman 74.17 75.74 74.43 74.83 74.16 74.84 71.90 73.53 73.53 72.55 73.86 73.33 26.47
hayesroth 81.88 86.39 68.13 85.00 65.63 47.50 65.00 50.00 38.75 56.88 61.25 58.13 51.18
heart  82.59 83.21 81.85 82.22 81.48 82.96 83.33 83.33 82.96 82.59 82.59 79.26 71.11
hepatitis 86.08 87.64 82.99 79.92 82.65 88.75 76.25 85.00 82.50 77.50 82.50 87.14 75.00
housevotes 94.54 94.30 92.35 93.95 92.01 91.81 91.38 93.10 91.81 91.38 91.81 95.00 88.79
ionosphere 89.17 90.85 88.60 88.90 87.17 83.19 88.32 88.60 79.20 88.32 87.75 72.35 86.04
iris  93.33 96.52 90.00 93.33 92.00 91.33 91.33 91.33 89.33 91.33 91.33 45.00 68.75
led7digit 73.40 76.93 71.40 73.60 56.60 27.40 17.60 72.20 74.60 37.80 51.00 85.40 53.14
lymphography 79.08 90.39 81.87 82.50 81.20 81.76 78.38 80.41 82.43 80.41 80.41 50.67 62.03
mammographic 82.90 83.94 83.50 82.17 82.66 79.28 79.88 79.52 79.16 79.52 79.28 76.71 57.47
monk2 97.27 97.30 97.27 97.27 97.27 82.41 79.17 86.11 78.94 76.39 84.49 80.95 74.54
movementlibras 56.94 71.67 59.44 59.17 61.94 48.89 57.50 58.06 59.72 58.06 62.78 85.28 23.51
newthyroid 96.80 96.43 97.25 96.80 95.87 96.28 95.35 97.67 69.77 95.35 96.28 46.36 98.67
pima  75.80 77.29 76.31 75.80 75.80 76.04 76.04 76.04 65.10 76.04 76.43 76.32 65.10
postoperative 64.58 72.54 71.25 70.14 67.64 70.11 71.26 68.97 71.26 71.26 70.11 52.22 67.01
saheart 71.64 73.26 73.17 73.17 71.87 72.08 73.16 72.29 65.37 73.16 71.65 70.87 65.37
sonar  70.69 78.31 68.81 70.71 70.71 70.19 72.60 69.71 69.23 74.52 71.63 67.50 59.62
spectfheart 79.49 83.10 79.46 79.84 75.30 75.28 77.53 79.03 79.40 77.53 77.53 85.77 71.91
tae  49.71 65.49 45.67 46.37 47.67 48.34 48.34 54.97 48.34 50.33 55.63 66.00 60.87
tictactoe 74.94 97.11 74.84 70.66 88.41 73.80 70.35 79.44 72.96 79.33 81.84 69.37 65.34
vehicle 49.67 70.55 56.27 50.37 55.10 54.37 56.38 54.96 45.04 56.50 56.74 66.07 67.29
vowel  34.75 51.76 37.68 36.36 36.77 38.08 51.21 45.56 27.07 50.30 44.75 83.50 27.70
wdbc  94.37 96.97 94.37 94.55 94.72 94.73 94.55 94.38 87.35 94.55 94.55 92.86 86.64
wine  96.08 97.07 94.97 96.08 96.60 97.75 96.63 96.07 95.51 96.63 96.63 32.94 74.47
wisconsin 96.37 97.59 97.09 97.25 97.24 96.93 97.36 97.22 92.68 97.36 96.78 94.18 89.90
yeast  59.30 60.33 58.69 59.84 59.37 56.74 58.83 58.96 31.27 58.83 58.76 67.52 48.59
zoo  98.50 97.14 88.72 96.14 93.25 88.12 89.11 95.05 94.06 90.10 91.09 74.55 90.99
average 77.04 81.21 76.14 76.80 75.73 73.19 73.57 76.10 69.40 74.12 75.13 69.93 66.50
Table A.5
Reduction of our proposal GGA and the state-of-the-art filter TSS methods.
GGA RNG ModelCS ENN MultiEdit MENN NCNEdit ENRBF ENNTh AllKNN SNG MCIS
appendicitis 0.9528 0.1624 0.1038 0.1593 0.2390 0.3459 0.1834 0.1981 0.3459 0.2495 0.3742 0.2642
australian 0.9504 0.1599 0.1032 0.1514 0.2163 0.3597 0.1818 0.1398 0.3572 0.2707 0.0989 0.4905
automobile 0.8288 0.3328 0.1181 0.3845 0.5388 0.6639 0.2460 0.4948 0.5542 0.4598 0.0678 0.6088
balance 0.8562 0.1284 0.1483 0.1559 0.2004 0.4123 0.1598 0.1150 0.3755 0.2706 0.1755 0.4669
bands  0.9382 0.3281 0.1294 0.2909 0.4463 0.6642 0.3020 0.3699 0.6627 0.4661 0.0827 0.6122
breast  0.9515 0.2535 0.1737 0.3181 0.3971 0.6237 0.3101 0.2631 0.5977 0.4188 0.0958 0.6462
bupa  0.9327 0.3855 0.1952 0.3775 0.5121 0.7823 0.3591 0.4203 0.7823 0.5620 0.0184 0.4031
car  0.9002 0.0327 0.0876 0.0775 0.1525 0.2793 0.0556 0.2998 0.2436 0.1575 0.0646 0.7081
cleveland 0.9285 0.4179 0.2836 0.4471 0.5503 0.6925 0.4280 0.4426 0.6667 0.5350 0.0346 0.5181
contraceptive 0.9155 0.5019 0.3134 0.5498 0.7011 0.8853 0.5539 0.5500 0.8759 0.7185 0.4778 0.6403
crx  0.9456 0.1513 0.0966 0.1560 0.2168 0.3582 0.1679 0.1377 0.3563 0.2421 0.5886 0.5273
dermatology 0.9348 0.0658 0.0205 0.0317 0.0624 0.1024 0.0332 0.0410 0.1018 0.0655 0.4906 0.4201
ecoli  0.9322 0.2133 0.1151 0.1958 0.3039 0.3919 0.1898 0.5744 0.3872 0.2761 0.0562 0.5141
flare  0.9392 0.2652 0.0904 0.3809 0.5427 0.6360 0.3155 0.4930 0.6021 0.4726 0.3587 0.4805
german 0.9226 0.279 0.1480 0.2983 0.3830 0.5994 0.2870 0.3000 0.5916 0.4122 0.1259 0.3424
glass  0.9065 0.3349 0.1537 0.3214 0.4678 0.5711 0.2861 0.6776 0.5587 0.4216 0.1175 0.4250
haberman 0.9622 0.358 0.1895 0.3032 0.3929 0.6020 0.3304 0.2647 0.5922 0.4873 0.2330 0.6993
hayesroth 0.8694 0.3903 0.1688 0.7313 0.7556 0.9271 0.2493 0.5854 0.8840 0.8118 0.2948 0.7124
heart  0.9539 0.2091 0.1292 0.2123 0.2584 0.4663 0.2148 0.1728 0.4531 0.3420 0.0962 0.5014
hepatitis 0.9292 0.1835 0.0876 0.1707 0.1833 0.3306 0.1792 0.1639 0.2861 0.2514 0.5963 0.6905
housevotes 0.9569 0.0771 0.0330 0.0762 0.1006 0.2275 0.0474 0.0824 0.1327 0.1068 0.6456 0.4173
ionosphere 0.9437 0.1352 0.0639 0.1421 0.1988 0.2314 0.0801 0.2953 0.2314 0.1830 0.4091 0.7072
iris  0.9452 0.0489 0.0237 0.0474 0.0489 0.0911 0.0393 0.1267 0.0911 0.0519 0.0323 0.6430
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Table  A.5 (Continued)
GGA RNG ModelCS ENN MultiEdit MENN NCNEdit ENRBF ENNTh AllKNN SNG MCIS
led7digit 0.9422 0.2742 0.0353 0.5660 0.8609 0.9953 0.3569 0.2609 0.8729 0.7093 0.5052 0.7070
lymphography 0.9017 0.2162 0.1622 0.2146 0.3281 0.4685 0.1892 0.1547 0.4467 0.3221 0.2842 0.7437
mammographic 0.9554 0.2016 0.0963 0.1988 0.2778 0.4993 0.2410 0.2063 0.4661 0.3268 0.0641 0.6342
monk2  0.9324 0.0062 0.1780 0.0411 0.2976 0.7127 0.1852 0.2060 0.5198 0.3683 0.5741 0.7613
movementlibras 0.8627 0.2373 0.0855 0.2275 0.4935 0.4855 0.1429 0.2410 0.4025 0.2923 0.6645 0.7669
newthyroid 0.9504 0.0512 0.0145 0.0579 0.0863 0.1142 0.0403 0.3023 0.1142 0.0677 0.6265 0.7889
pima  0.942 0.2783 0.1645 0.2603 0.3462 0.5642 0.2938 0.3490 0.5642 0.3915 0.5508 0.7224
postoperative 0.9515 0.3142 0.2299 0.4190 0.4700 0.9144 0.4189 0.2874 0.8519 0.5568 0.3373 0.6313
saheart  0.9456 0.3259 0.1902 0.3141 0.4173 0.6407 0.3348 0.3463 0.6407 0.4529 0.5801 0.6593
sonar  0.9119 0.1886 0.0529 0.1699 0.3114 0.3141 0.1218 0.2078 0.2933 0.2110 0.6522 0.8536
spectfheart 0.9459 0.2992 0.1365 0.2863 0.3766 0.5476 0.2684 0.2060 0.5476 0.4228 0.4930 0.6642
tae  0.8521 0.5467 0.3098 0.5857 0.7307 0.8565 0.3863 0.5335 0.8293 0.6961 0.7058 0.8959
tictactoe 0.9138 0.2416 0.0723 0.2284 0.2688 0.6439 0.2040 0.3397 0.2951 0.2810 0.6569 0.6158
vehicle  0.9023 0.2972 0.1659 0.2931 0.4363 0.5775 0.2866 0.5074 0.5774 0.4065 0.5034 0.6062
vowel  0.8536 0.1211 0.0020 0.0312 0.3031 0.1287 0.0184 0.5978 0.1219 0.0393 0.1364 0.6419
wdbc  0.9598 0.0387 0.0215 0.0307 0.0576 0.0976 0.0363 0.1621 0.0976 0.0660 0.1102 0.7238
wine  0.9438 0.0599 0.0144 0.0337 0.0593 0.0893 0.0356 0.0543 0.0893 0.0512 0.5607 0.8966
wisconsin 0.9658 0.0333 0.0241 0.0307 0.0431 0.0779 0.0327 0.0750 0.0756 0.0604 0.5654 0.6633
yeast  0.9248 0.4715 0.2830 0.4668 0.5675 0.7846 0.4613 0.6860 0.7845 0.6195 0.5493 0.8204
zoo  0.9054 0.1683 0.0384 0.0815 0.1914 0.1298 0.0473 0.0572 0.1012 0.0880 0.7973 0.7071
average 0.9246 0.2276 0.1222 0.2446 0.3440 0.4857 0.2163 0.3021 0.4517 0.3410 0.3594 0.6266
Table A.6
Running time of our proposal GGA and the state-of-the-art filter TSS methods, in seconds.
GGA RNG ModelCS ENN MultiEdit MENN NCNEdit ENRBF ENNTh AllKNN SNG MCIS
appendicitis 424.2 0.0799 0.0855 0.0802 0.0700 0.0900 0.2500 0.0900 0.2200 0.1500 0.0382 0.1260
australian 999.1 0.5217 0.5569 0.5270 2.3600 2.8300 4.1400 2.8100 2.0900 2.6500 0.1506 2.2180
automobile 2986.5 0.0955 0.1262 0.0881 0.5000 0.4600 1.1700 0.4700 0.2600 0.3500 0.0456 0.1000
balance 1560.9 0.4903 0.4791 0.4748 0.3300 0.6000 1.4800 0.8300 0.4200 0.5400 0.3300 0.2333
bands  749.1 0.2207 0.2860 0.2329 0.3000 0.2600 1.1800 0.3500 0.3100 0.4400 0.0400 0.4930
breast  721.1 0.1861 0.2060 0.1700 0.3300 0.5600 1.4100 0.5800 0.2900 0.4400 0.0347 0.4480
bupa  474.7 0.1908 0.2499 0.1933 2.3600 3.4800 7.0100 5.2000 2.6600 4.3800 0.0396 0.5220
car  7127.6 15.0440 14.1900 14.3700 0.1800 0.4700 1.1200 0.5900 0.4100 0.4600 0.2976 0.8975
cleveland 2292.2 0.1556 0.1915 0.1478 1.2100 2.2800 6.7100 3.9800 2.0300 2.6300 0.0507 0.1680
contraceptive 3633.0 0.6603 0.9102 0.5968 2.1100 2.8300 3.7800 2.1000 2.1600 2.4600 0.2977 0.6167
crx  1344.3 0.4988 0.5309 0.4960 1.6200 1.5400 2.3800 1.5400 1.5500 1.2800 0.1367 1.9570
dermatology 5317.5 0.3010 0.3156 0.3120 0.4300 0.5700 1.1600 0.8700 0.4700 0.5900 0.0791 0.3700
ecoli  5024.9 0.2379 0.2676 0.2432 2.1100 2.9600 5.4000 2.7400 2.0900 2.4900 0.1102 0.9000
flare  8309.9 0.7050 0.8727 0.5940 0.3200 0.3400 1.1100 0.6700 0.3800 0.4600 0.2281 0.3000
german  2094.0 0.6489 0.7668 0.6315 0.2200 0.3600 0.8900 0.9100 0.3000 0.4200 0.2051 2.1240
glass  2957.8 0.1281 0.1630 0.1307 0.1700 0.0800 0.3700 0.1700 0.1100 0.1200 0.0618 0.8300
haberman 553.8 0.1768 0.2232 0.1919 0.2400 0.4100 1.0900 0.4800 0.3100 0.3200 0.0351 0.2870
hayesroth 936.3 0.0878 0.1197 0.0387 0.1000 0.0900 0.3000 0.1000 0.1100 0.1500 0.0461 0.1000
heart  436.8 0.1922 0.2116 0.1914 0.1400 0.3800 1.0300 0.3200 0.2900 0.4700 0.0364 0.3200
hepatitis 368.8 0.0588 0.0657 0.0597 0.1200 0.2000 0.2500 0.1500 0.1500 0.1600 0.0337 0.6000
housevotes 585.5 0.1927 0.2019 0.1929 0.3000 0.7500 1.2300 0.8400 0.6900 0.5400 0.0549 0.1270
ionosphere 756.9 0.2732 0.2957 0.2710 0.5500 0.8800 1.5200 1.5000 0.7400 1.1100 0.1252 1.1830
iris  902.8 0.1284 0.1318 0.1286 0.6900 0.9700 2.7800 1.0900 0.6500 0.9000 0.0833 0.1100
led7digit 9689.9 0.3266 0.4341 0.1953 0.6400 1.0900 2.3600 1.4000 0.6200 0.9800 0.1711 0.4790
lymphography 1209.9 0.1044 0.1116 0.1046 0.3500 0.6200 1.5900 0.5800 0.6200 0.6800 0.0613 0.2400
mammographic 1121.3 0.5964 0.6751 0.5985 1.0600 0.7300 1.8900 0.9300 0.5900 1.0400 0.0888 0.3610
monk2  633.9 0.3864 0.3196 0.3728 1.1600 1.3100 2.7100 1.0600 1.2400 1.1500 0.1069 1.1930
movementlibras 25309.8 0.2471 0.2963 0.2503 0.1000 0.1500 0.4900 0.1400 0.1200 0.1600 0.1367 0.7100
newthyroid 865.6 0.1836 0.1907 0.1823 0.7200 1.7700 3.6300 2.3700 1.1500 1.4900 0.0675 0.1667
pima  1592.1 0.4988 0.5775 0.5113 0.1000 0.1400 0.5400 0.1100 0.1200 0.1900 0.1823 0.6850
postoperative 474.8 0.0537 0.0603 0.0455 2.1800 2.4000 4.8900 2.9300 2.0600 2.5800 2.2346 0.0800
saheart  605.1 0.2803 0.3367 0.2852 2.0400 2.5900 5.0500 3.7200 2.0600 3.2900 0.1105 0.7900
sonar  747.3 0.1519 0.1773 0.1554 0.1700 0.2400 1.0900 0.3700 0.1900 0.4200 0.0503 0.5730
spectfheart 636.2 0.1684 0.2075 0.1715 0.5800 1.4600 2.3900 1.4700 0.9500 1.1800 0.0788 0.7760
tae  795.5 0.0616 0.0938 0.0563 1.4600 2.3400 5.3900 5.0200 1.7600 2.9500 0.0402 0.1067
tictactoe 2439.6 0.6539 0.7999 0.6653 0.1100 0.0900 0.3300 0.1200 0.1000 0.1100 0.1667 0.9290
vehicle  3120.8 0.5351 0.6351 0.5382 0.4100 0.9100 1.1400 1.1400 0.5300 0.7500 0.2353 1.7850
vowel  18086.0 0.7831 0.8892 0.8632 1.6300 2.7100 2.6000 4.3400 2.3100 3.2500 0.1464 2.0191
wdbc  920.8 0.4923 0.5011 0.4964 1.1300 1.5100 1.9000 1.5800 1.3300 1.3500 0.1278 0.6040
wine  816.1 0.1506 0.1579 0.1548 0.1300 0.2000 0.8800 0.2400 0.2000 0.1700 0.0453 0.3433
wisconsin 704.9 0.5942 0.5999 0.5958 0.2100 0.5300 0.8600 0.7000 0.5300 0.3300 0.1397 1.3200
yeast  12999.3 0.7058 0.9576 0.7121 0.0400 0.1000 0.1200 0.1200 0.1100 0.1000 0.4954 1.6860
zoo  4215.6 0.0756 0.0874 0.0835 1.6600 1.7900 3.1600 1.9500 1.5100 1.3900 0.0638 0.0971
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