Abstract. We extend the concept of a Hubbard tree, well established and useful in the theory of polynomial dynamics, to the dynamics of transcendental entire functions. We show that Hubbard trees in the strict traditional sense, as invariant compact trees embedded in C, do not exist even for post-singularly finite exponential maps; the difficulty lies in the existence of asymptotic values. We therefore introduce the concept of a Homotopy Hubbard Tree that takes care of these difficulties.
Introduction
The purpose of this paper is to establish the concept of Hubbard trees for postsingularly finite exponential maps, i.e. maps of the form E λ : z → λ exp(z) for which the orbit of the singular value 0 is finite. While Hubbard trees are known to be an extremely useful concept for the dynamics of polynomials, so far they have not been introduced for the dynamics of entire functions. Part of the problem is that in the strict traditional sense, as invariant compact trees in the plane, they cannot exist for entire functions with asymptotic values such as exponential maps. We therefore introduce a modified concept that we call Homotopy Hubbard Trees and show that these provide a useful concept for the study of exponential maps. The latter have received a lot of attention over the years, and an understanding of exponential dynamics has often proved to be useful for the study of much more general classes of transcendental entire functions.
Previously, Hubbard Trees were defined only for post-critically finite polynomials in [DH1] . The Hubbard Tree is the unique smallest embedded tree that contains all critical points of the polynomial and is forward invariant under its dynamics
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(and in addition normalized on bounded Fatou components). It turns out that this definition does not immediately generalize to exponential maps: because of the existence of an asymptotic value, an exponential map cannot have an exactly forward invariant tree containing the post-singular set. We solve this by only requiring the tree to be invariant up to homotopy relative to the post-singular set. Because of the relaxed invariance condition, we call the resulting tree a Homotopy Hubbard Tree. In analogy to polynomials, the underlying abstract graph of a Homotopy Hubbard Tree, together with the dynamics of its self-map on the vertices, and a finite amount of extra information, is a useful combinatorial object. Specifically for exponential maps we call this an abstract exponential Hubbard Tree. The main results of our paper can be phrased as follows.
Main Theorem. Every post-singularly finite exponential map has a Homotopy Hubbard Tree, and this tree is unique up to homotopy relative to the post-singular set. Moreover, for every abstract exponential Hubbard Tree, there is a unique postsingularly finite exponential map realizing it.
Hubbard Trees are a convenient tool to read off dynamical properties of the map under consideration (an example is given below). Also, abstract Hubbard Trees provide a way to define the notion of core entropy (introduced by Thurston [T] for post-critically finite polynomials) for post-singularly finite parameters and study properties of the core entropy function on the parameter space. This has been done for quadratic polynomials in [DS] and independently in [Ti] . While entropy of transcendental mappings is always infinite [BFP] , core entropy of post-singularly finite exponential mappings is always finite (and non-constant) . This provides relevant information to the dynamics, in a similar sense that entropy of degree d polynomials always equals log d, while core entropy allows to distinguish different polynomial dynamical systems.
We want to point out that the construction of Hubbard Trees in this paper is quite explicit. Given the external address of a dynamic ray landing at the singular value, we show how to construct the abstract Hubbard Tree of the corresponding map algorithmically.
Post-singularly finite exponential maps have been classified previously in terms of the external addresses of the dynamic rays landing at the singular value in [LSV] . Compared to this previous classification, our result has the advantage that it establishes a bijection between the class of maps and the instances of the combinatorial model: while several addresses might correspond to the same exponential map, every abstract exponential Hubbard Tree is realized by one and only one exponential map. Also, some dynamical properties of the map are obtained more easily from the Hubbard Tree than from an external address. For example, the Hubbard Tree contains information about all periodic branch points of the Julia set, while it is computationally intensive to determine them from the external address.
Although we restrict to exponential maps in this article, our results have wider implications. Indeed, the insights gained here, together with recent results on the structure of the escaping set of entire functions with bounded post-singular sets (see [BR] ), should lead to a general theory of Hubbard Trees for all post-singularly finite transcendental entire functions. This will be the subject of a forthcoming article.
Background and relevance. The dynamics of a holomorphic map is controlled to a large extent by the orbits of its singular values (see [M] for a general introduction to holomorphic dynamical systems). Singular values are points in the range of the function that do not have a neighborhood on which all branches of the inverse function are well-defined and single-valued. For a polynomial f : C → C, every singular value is a critical value, i.e., a point w ∈ C such that f (z) = 0 for some z ∈ f −1 (w) . For a transcendental entire function function f : C → C, a singular value can also be an asymptotic value or a limit point of asymptotic and critical values. A point w ∈ C is called an asymptotic value if there exists a curve γ : [0, +∞) → C satisfying lim t→+∞ γ(t) = ∞ and lim t→+∞ f (γ(t)) = w. In any parameter space of holomorphic functions, the easiest maps to understand are those for which all singular values have finite orbits, i.e., all singular values are periodic or preperiodic under iteration of the function. These functions are called post-singularly finite (or post-critically finite in the case of rational functions). Not only are they the dynamically simplest maps (and there are only few of them because they form a countable set), but also in many cases the most important ones for the structure of the parameter space. Figuratively, one reason for studying them is because "it is easier to search for your lost keys under a lamp post, but there are lamp posts at every important street intersection so they are very helpful to find your way around". We explain this by way of analogy to the simplest and best-studied spaces of polynomial maps, the space of quadratic polynomials p c : z → z 2 + c for c ∈ C. Its connectedness locus is the Mandelbrot set M := {c ∈ C : the Julia set J (p c ) is connected}.
All branch points of the Mandelbrot set (in a sense made precise in [S, Theorem 3 .1]) are post-critically finite parameters, and under the assumption of the MLCconjecture these branch points completely describe the topology of the Mandelbrot set. In analogy to unicritical polynomials z → λ(1 + z d ) d for λ ∈ C \ {0} for d ≥ 2, exponential maps E λ : z → λ exp(z) form the simplest parameter space of transcendental entire functions because they only have one singular value. Postsingularly preperiodic parameters in the exponential parameter space have a similar meaning to post-critically preperiodic parameters in parameter spaces of unicritical polynomials.
Naturally, a lot of work has gone into investigating the dynamics of post-singularly finite holomorphic functions. For rational maps, a deep characterization theorem by Thurston [DH2] about branched self-covers of the sphere that arise from rational maps has made strong classification results possible. Post-critically finite polynomials [P] , and quite recently post-critically finite Newton maps [LMS] , have been completely classified in terms of custom-tailored combinatorial models using Thurston's theorem.
The classification achieved in [P] works as follows: for a post-critically finite polynomial, there exists a unique smallest tree embedded into its dynamical plane that contains all critical points and is forward invariant under iteration of the polynomial (and in addition normalized on bounded Fatou components in case there are any). This tree is known as the Hubbard tree [DH1] of the polynomial and it provides a sketch of the essential topological features of its Julia set from which many other topological and combinatorial data can be reconstructed quite easily. The fundamental idea of classifying post-critically finite polynomials in terms of their Hubbard trees originated from [DH1] . Their program has been carried through in greater generality in [BFH] and in full generality in [P] . The following finite amount of combinatorial information is enough to completely describe the dynamics of a post-critically finite polynomial:
• and for each vertex certain (combinatorial) angles between the edges incident to this vertex. This combinatorial data distinguishes all post-critically finite polynomials. Conversely, if we start with an expansive (in a precise sense) dynamical tree with consistent degree and angle information (this finite combinatorial object is known as an abstract Hubbard tree), then there exists a post-critically finite polynomial realizing this tree, and this tree is unique up to affine conjugation. Therefore, there exists a natural bijection between post-critically finite polynomials (up to affine equivalence) and abstract Hubbard trees. In the spirit of this classification, we are establishing a natural bijection between post-singularly finite exponential maps and abstract exponential Hubbard trees in Section 6.
Structure of the article. In Section 2, we give a combinatorial description of the escaping set of exponential maps and its dynamics in terms of external addresses. Path-connected components of the escaping set are called dynamic rays; topologically, they are arcs terminating at ∞ (in C). The preimages of a dynamic ray landing at the singular value form the boundaries of a dynamical partition. Itineraries with respect to this partition distinguish (pre-)periodic points and determine which dynamic rays have a common landing point.
In Section 3, we motivate the concept of Homotopy Hubbard Trees and give a precise definition of Homotopy Hubbard Trees for exponential maps. Some technical results on homotopies of embedded trees needed in this paper are discussed.
In Sections 4, we show that a Homotopy Hubbard Tree can be chosen to not intersect dynamic rays landing at post-singular points. Furthermore, the itinerary of the singular value with respect to a dynamical partition determines the graph structure and the dynamics of the tree. Together, these two facts imply uniqueness of Homotopy Hubbard Trees.
Section 5 deals with the construction of Homotopy Hubbard Trees. The combinatorial description of dynamic rays from Section 2 is used to show that every triple of post-singular points is separated by dynamic rays landing at a common (pre-)periodic point. Connecting the post-singular set without intersecting these separating rays yields a Homotopy Hubbard Tree.
Finally, in Section 6 we give a combinatorial classification of post-singularly finite exponential maps in terms of abstract Hubbard Trees using the transcendental analogue of Thurston's Characterization Theorem for rational maps established in [HSS] .
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Notation and terminology. The complex plane is denoted by C and the Riemann sphere by C. We denote the trace of a curve g by Tr(g). An arc is a simple (injective) curve and a Jordan curve is a simple closed curve. A (pre-)periodic point is a point that is either periodic or preperiodic under iteration of the map under consideration. We use the term 'preperiodic' in the sense of 'strictly preperiodic', i.e. excluding the periodic case.
Background on the dynamics of exponential maps
In the following, let f : C → C denote an entire function. The singular set S(f ) of f is defined to be the closure of the set of critical and asymptotic values of f .
It is the smallest subset of C such that the restriction of f to C \ f −1 (S(f )) is a covering map (see e.g. [GK, Lemma 1.1] ). The post-singular set P (f ) of f is given by
We call the function f post-singularly finite if |P (f )| < ∞.
Entire functions have an important forward and backward invariant set, the set of escaping points; it is often more important than Fatou and Julia sets because it is never empty and never all of C (see [E1] ), so it provides a non-trivial dynamically invariant decomposition of C. Here is the formal definition.
Definition 2.1 (Escaping Set). The escaping set of f is given by
In [RRRS] it was shown that for a large class of transcendental entire functions (finite compositions of functions of bounded type and finite order) the escaping set is organized in the form of disjoint dynamic rays, which are certain arcs consisting of escaping points that terminate at ∞. Definition 2.2 (Ray tails, dynamic rays and landing points). A ray tail of f is an injective curve g :
A dynamic ray of f is a maximal (in the sense of inclusions of sets) injective curve g : (τ 0 , ∞) → I(f ) such that g| [τ,∞) is a ray tail for every τ > τ 0 . We say that the dynamic ray g lands at the point z ∈ C if lim t→τ0 g(t) = z; in this case, z is called the landing point of g.
We call the dynamic ray g periodic if f
•n (Tr(g)) ⊆ Tr(g) for some n ∈ N; we call it preperiodic if some forward iterate f
•k (g) of the ray g (which by definition is again a dynamic ray) is periodic, but not g itself.
In this paper we focus on the case of post-singularly finite (psf ) exponential maps: these are (up to affine conjugation) maps of the form E λ : C → C, E λ (z) = λ exp(z), where the parameter λ ∈ C \ {0} is chosen such that the orbit of the only singular value 0 is finite and hence strictly preperiodic (the orbit of 0 cannot be periodic because 0 is an omitted value). For these functions, the set of escaping points has been described and classified in [SZ1] , using the combinatorial concept of external addresses that distinguish dynamic rays. Definition 2.3 (External addresses and the shift map). An external address s is a sequence s = s 1 s 2 s 3 . . . over the integers. We denote by S = Z N the space of all external addresses and by σ : S → S, σ(s 1 s 2 s 3 . . .) = s 2 s 3 . . ., the left shift map.
The shift space S can be totally ordered using lexicographic order (for s, t ∈ S we write s < t iff s = s 1 s 2 s 3 . . . and t = t 1 t 2 t 3 . . . have a k so that s 1 = t 1 , . . . , s k = t k and s k+1 < t k+1 ). The lexicographic order defines the order topology on S. Any total order induces a cyclic order on the same set: for distinct s, t, u ∈ S we write s ≺ t ≺ u :⇔ (s < t < u) ∨ (t < u < s) ∨ (u < s < t).
We write (s, t) for the open interval between s and t w.r.t. the cyclic order on S, i.e., we have u ∈ (s, t) if and only if s ≺ u ≺ t.
The following theorem is a weak version of the classification result proved in [SZ1] , but it is all we need for this work.
Theorem 2.4 (The escaping set of a post-singularly finite exponential map). Let E λ be a psf exponential map. Then every escaping point either lies on a unique dynamic ray or is the landing point of a unique ray. In particular, distinct dynamic rays are disjoint.
We can assign to each (pre-)periodic external address s a dynamic ray g s : (0, ∞) → C in such a way that E λ (g s (t)) = g σ(s) (F (t)) for all t > 0 where F (t) = e t − 1, and so that
Re g s (t) = +∞ and lim t→∞ Im g s (t) = − Im log λ + 2πs 1 .
Here, we chose the branch of the logarithm for which Im log λ ∈ (−π, π].
Remark. The landing point of a dynamic ray might also belong to the escaping set. In this case (as stated in Theorem 2.4), there cannot be a second dynamic ray with the same landing point. However, a non-escaping point can be the landing point of more than one dynamic ray. Indeed, (pre-)periodic rays landing together play an important role in this paper.
We partition the complex plane into horizontal strips of the form
with k ∈ Z. This partition is called the static partition for E λ . It follows from (1) that every dynamic ray is, for all sufficiently large potentials t, contained in a single sector of the static partition, i.e. there exists a k ∈ Z such that g(t) ∈ S k for t large enough.
Definition 2.5 (External address of a dynamic ray). Let g be a dynamic ray for a psf exponential map E λ . The external address Ad(g) = s 1 s 2 . . . ∈ S of the dynamic ray g is the unique external address such that for every k ∈ N we have
Remark. We see that Ad(g t ) = t for the dynamic rays g t defined in Theorem 2.4. Different dynamic rays have different external addresses (as follows from the full version of the classification result in [SZ1] ), but not every external address is the address of a dynamic ray. A sequence s ∈ S occurs as the external address of a dynamic ray if and only if it is exponentially bounded (see [SZ1, Definition 4.1 and Theorem 4.2] ).
Since dynamic rays are disjoint and converge to ∞ in a controlled way as described in (1), they have a well-defined vertical order, defined as follows.
Definition 2.6 (Vertical order of dynamic rays). Let g and g be two dynamic rays of E λ . Then for sufficiently large ξ > 0, the ray g disconnects the right half plane {z ∈ C : Re(z) > ξ} into exactly two unbounded parts (plus possibly some bounded ones), and the curve g (t) must be contained in a single one of them for all sufficiently large t. We say that g lies above g if g (for large potentials) is contained in the lower of these two unbounded components, and write g > g ; otherwise we say that g lies below g and write g < g .
It follows easily from the mapping properties of the exponential map that the vertical order of dynamic rays coincides with the lexicographical order of their external addresses (see [FS, Lemma 3.9 
]).
Lemma 2.7 (Order of rays and external addresses). For any two dynamic rays g t and g t of E λ , the ray g t lies above g t iff t > t in lexicographic ordering.
As described above for the space of external addresses, the linear order induces a cyclic order on the set of dynamic rays; we write g ≺ g ≺ g if g lies between g and g in this cyclic order. The map assigning to each ray its external address preserves the cyclic order (as it preserves the linear order inducing it).
For the purposes of this paper, we are most interested in (pre-)periodic dynamic rays and their landing behavior (compare Definition 2.2). It turns out that for psf exponential maps, every (pre-)periodic dynamic ray that is not eventually mapped onto a ray landing at the singular value 0 lands at a necessarily (pre-)periodic point. We are going to see that two of these rays land together if and only if they have the same itinerary with respect to a certain partition of the complex plane. The starting point for the construction of this partition will be the following result shown in [SZ2, Theorem 4.3] .
Lemma 2.8 (Singular value is a landing point). For every post-singularly finite exponential map E λ , there exist at least one strictly preperiodic dynamic ray landing at the singular value 0.
Choose a preperiodic dynamic ray g s landing at 0 (since there exist psf exponential maps for which several dynamic rays land together at the singular value, there might really be a choice; see [LSV] Re(g(t)) = −∞ and lim t→∞ Re(g(t)) = +∞ by the mapping properties of exponential maps.
We define a sector to be a connected component of
. These sectors partition C so that the sector boundaries are exactly the preimages of the ray g s .
Since distinct dynamic rays are disjoint, there is a unique sector D 0 containing the ray g s and its landing point 0. For k ∈ Z, the sector obtained by translating D 0 by 2kπi is called D k . Observe that for all k ∈ Z, the restriction E λ : D k → C\(Tr(g s )∪{0}) is biholomorphic. We call D := k∈Z {D k } the dynamical partition for E λ w.r.t. g s and we call ∂D := E −1 λ (Tr(g s )) the boundary of the partition D. Note that D is a collection of subsets of C, and ∂D ⊂ C.
As dynamic rays are parametrized by external addresses, the dynamical partition can also be constructed on the level of external addresses. Consider again the shift space S endowed with the lexicographic order. In the following, terms like t 0 t ∈ S with t 0 ∈ Z and t ∈ S will denote concatenation of an integer and an external address.
We start with the external address s = s 1 s 2 . . . of the dynamic ray g s . This address is not constant, so we either have s ∈ ((s 1 − 1)s, s 1 s), or s ∈ (s 1 s, (s 1 + 1)s). Denote the interval containing s by I 0 . For all k ∈ Z we define the interval
Observe that I := k∈Z {I k } is a partition of the shift space S, which we call the dynamical partition of S w.r.t. s. We denote by ∂I := σ −1 (s) ⊂ S the boundary of the partition I.
It follows from Lemma 2.7 that a dynamic ray g is contained in the sector D k of the dynamical partition D of the complex plane if and only if its address Ad(g) ∈ S is contained in the sector I k of the dynamical partition of the shift space. Recording the sectors in D to which a point in the plane is mapped under iteration of E λ yields so-called itineraries. The same applies to the partition I of the shift space.
Definition 2.9 (Itineraries of external addresses and the kneading sequence). Let * be a formal symbol not contained in Z and let t ∈ S be an external address. Then the itinerary It(t | s) of t with respect to s is the unique sequence It(t | s) = t = t 1 t 2 . . . ∈ (Z ∪ { * }) N such that
We call the itinerary ν := It(s | s) the kneading sequence of the external address s.
Definition 2.10 (Itineraries of points and dynamic rays). Let * be a formal symbol not contained in Z. For a point z ∈ C, we define the itinerary of z w.r.t. D to be the sequence
Let g be a dynamic ray of E λ . As distinct dynamic rays do not intersect, and the partition boundary ∂D consists of rays, every iterate of g is either fully contained in a single sector of the dynamical partition or part of the partition boundary. Therefore, all points on g have equal itineraries and we set It(g | D) := It(w | D) for an arbitrary point w ∈ Tr(g).
Itineraries are written in a different font to distinguish them from external addresses. Observe that the itinerary of a (pre-)periodic point is itself (pre-)periodic. Furthermore, it does not contain the symbol * because ∂D consists of escaping points.
The following theorem describes the landing behavior of (pre-)periodic dynamic rays and is crucial for the construction of Hubbard Trees for exponential maps. A proof can be found in [SZ2, Lemma 5.2 and Theorem 5.3].
Theorem 2.11 (Landing behavior of (pre-)periodic rays). Let E λ be a post-singularly finite exponential map. Let s be the external address of a dynamic ray landing at the singular value, denote its kneading sequence by ν = It(s | s).
Let t ∈ Z N be a (pre-)periodic itinerary such that σ •n (t) = ν for all n ∈ N. There exists one and only one (pre-)periodic point z t ∈ C of itinerary t. Conversely, if z ∈ C is a (pre-)periodic point and t is its itinerary, then σ
•n (t) = ν for all n ∈ N. Hence, there is a natural bijection between (pre-)periodic points and (pre-)periodic itineraries whose forward-shifts avoid the kneading sequence.
There exists an external address t ∈ S such that It(t | s) = t. The number of these external addresses is always finite, and these all are (pre-)periodic with equal period and preperiod. The period of t is a multiple of the period of t.
A dynamic ray lands at z t if and only if its itinerary equals t. By the above, every (pre-)periodic point is the landing point of at least one and only finitely many dynamic rays all of which have equal period and preperiod.
One of the main goals of this paper is to classify post-singularly finite exponential maps in terms of Hubbard Trees. A different classification of psf exponential maps has already been obtained in [LSV, Theorems 2.6 and 2.7] . It goes as follows.
Theorem 2.12 (Classification of post-singularly finite exponential maps). For every preperiodic external address s starting with the entry 0, there is a unique postsingularly finite exponential map such that the dynamic ray at external address s lands at the singular value.
Every post-singularly finite exponential map is associated in this way to a positive finite number of preperiodic external addresses starting with 0. Two such external addresses s and s are associated to the same exponential map if and only if It(s | s) = It(s | s).
We do not use this result, neither for the construction of Hubbard Trees for exponential maps nor in the proof of our own classification result. Still, it is a nice insight to have in mind during the upcoming constructions.
Convention. Let E λ be a post-singularly finite exponential map. For the rest of the paper, s will always denote the external address of a dynamic ray landing at the singular value and ν will denote its kneading sequence.
Homotopy Hubbard Trees
Hubbard Trees have been defined for polynomials over thirty years ago in [DH1] . We give here a more conceptual, but equivalent definition of Hubbard Trees which has better chances to be generalized to the case of exponential maps than the original one given in [DH1] (which uses the concept of filled-in Julia sets). In order to avoid difficulties arising from unnecessary generality, we don't give the most general definition, but a definition valid for unicritical polynomials (polynomials with only one critical point in the complex plane) with preperiodic critical value. This makes sense from a conceptual viewpoint as exponential maps are a dynamical limit of unicritical polynomials [DGH] and for post-singularly finite exponential maps the unique singular value is preperiodic.
A connected topological space H is called a (finite) topological tree if it is homeomorphic to the quotient of a countable (finite) union of disjoint arcs by an equivalence relation on the set of endpoints and it has trivial fundamental group. A subset H ⊂ X of a topological space X is called a (finite) embedded tree if it is a (finite) topological tree in the induced subspace topology.
A branch of the topological tree H at the point p ∈ H is the closure of a connected component of H \ {p}. We denote the number of branches of H at p by deg H (p) and call p a branch point of
Definition 3.1 (Hubbard Trees for preperiodic unicritical polynomials). Let p be a post-critically finite unicritical polynomial with preperiodic critical value. The Hubbard Tree H ⊂ C of p is the unique finite embedded tree such that:
• P (p) ⊂ H, i.e. the forward orbit of every critical point of p is contained in the tree. • All endpoints of H are contained in P (p).
• p(H) ⊂ H, i.e. H is forward invariant under the dynamics of p.
The naive way to generalize this definition to the case of exponential maps fails because of the existence of an asymptotic value.
Lemma 3.2 (Hubbard Trees of exponential maps must contain escaping points). Let E λ be a post-singularly finite exponential map. There does not exist a finite embedded tree H ⊂ C that is forward invariant under the dynamics of E λ and contains P (E λ ).
Proof. Let s be the external address of a dynamic ray landing at the singular value 0 and let D be the dynamical partition for E λ w.r.t. g s . Furthermore, let p, q ∈ H, p = q, be arbitrary points of well-defined and different itineraries w.r.t. D. For example, one can easily verify that there are two points on the forward orbit of 0 which differ by a multiple of 2πi and hence lie in different sectors of the dynamical partition D, so one could take p and q to be those two points. Since H is a tree, there is a unique arc γ : [0, 1] → H connecting p and q. Since H is forward-invariant, for every n ≥ 0 the points E The idea that leads us to a meaningful definition of Hubbard Trees for exponential maps is to relax the invariance condition: we do not require a Hubbard Tree to be exactly forward invariant, but only invariant up to homotopy relative to the post-singular set. Note that this relaxation is not only necessary (because there is no exactly invariant tree), but also natural from the point of view of Thurston theory: an exponential Hubbard Tree should determine a psf exponential map up to Thurston equivalence, and the Thurston equivalence class of a map is invariant under homotopies relative to the post-singular set in the domain and co-domain of the map (see Definition 6.3).
Since homotopies rel P (E λ ) cannot be pushed forward by E λ (because of the existence of non post-singular preimages of post-singular points), the right way to formulate the forward invariance condition is via backwards iteration. We want to say that the preimage E −1 λ (H) of a Hubbard Tree H contains H up to homotopy rel P (E λ ). This statement bears a problem. The preimage E −1 λ (H) is disconnected because H contains the singular value 0. Different connected components of E −1 λ (H) contain post-singular points which are by definition contained in H, and are not allowed to move during the homotopy. Hence, by connectedness, H cannot be homotoped into its preimage E −1 λ (H). By adding a preimage −∞ of 0 to the complex plane, the preimage of H becomes connected and in fact becomes an (infinite) embedded tree, so it makes sense to require that H can be homotoped into E −1 λ (H) ∪ {−∞} rel P (E λ ) in the extended plane. We are now going to make this idea precise. Let C T (as a set) be defined as the disjoint union C T := C∪ {−∞}, where for now the point −∞ is just an abstract point not contained in the complex plane. We turn C T into a topological space by choosing a neighborhood basis (V n ) of 0 and declaring the sets U n := E −1 λ (V n )∪{−∞} to be a neighborhood basis of {−∞}. The extension E λ : C T → C of E λ defined by E λ (−∞) := 0 is continuous by definition. The completion C T of C is a special case of a far more general construction of defining a completion of the domain of a holomorphic function by adding all transcendental singularities of its inverse function. See [E2] for further information. The extended map E λ is not a covering map any more, but we can still lift homeomorphisms and homotopies of the complex plane that fix 0 under E λ .
Proposition 3.3 (Lifting homeomorphisms).
Let A ⊂ C be a set containing 0 and ϕ : C → C be a homeomorphism which is homotopic to the identity relative to A. There exists a unique homeomorphism Φ : C T → C T which is homotopic to the
commutes. We call Φ the preferred lift of ϕ. Every homotopy between ϕ and id rel A lifts to a homotopy between Φ and id rel E λ −1 (A).
Proof. It follows from the Homotopy Lifting Principle that every homotopy between id and ϕ rel A lifts to a homotopy between id and a homeomorphism Φ : C → C relative to E −1 λ (A). Both the map Φ and the homotopy between Φ and the identity extend continuously to C T and fix −∞ since ϕ as well as the homotopy between ϕ and the identity fix 0.
In order to state our definition of exponential Hubbard Trees, we need a bit more vocabulary.
Definition 3.4 (Spanned subtrees). For an embedded tree H ⊂ X and a finite subset W ⊂ H we write [W ] H (or just [W ] ) for the smallest subtree of H containing W . We say that H is spanned by W if H = [W ] . Usually, we write [p 1 , p 2 , . . . , p n ] H for the smallest subtree containing the points p i ∈ H (omitting the curly brackets).
Assume that H ⊂ C is a finite embedded tree spanned by P (E λ ). By the mapping properties of exponential maps, E λ −1 (H) ⊂ C T is an infinite embedded tree where the only point of infinite degree is −∞ and every branch of E λ
(H), and therefore it makes sense to talk about the subtree H :
of the preimage tree spanned by P (E λ ). We say that H is invariant up to homotopy rel P (E λ ) if H is homotopic to H in the extended plane C T relative to P (E λ ). Let us make the last statement precise.
Definition 3.5 (Relative homotopies of embedded trees). Given a subset A ⊂ X of the space X and two embedded trees H, H ⊂ X, we say that H is homotopic to H relative to (rel) A if there exists a continuous map I : H × [0, 1] → X with the following properties:
• I 0 := I(·, 0) = id and
As one might expect from the name, this defines an equivalence relation: if two embedded trees H and H are homotopic rel A through through I : H × [0, 1] → X, also H and H are homotopic rel A through the reversed homotopy I :
. Given a second homotopy I : H × [0, 1] → X between H and an embedded tree H ⊂ X rel A, we can form the concatenation I · I :
This concatenation is a homotopy between H and H rel A and satisfies (I · I ) 1 = (I ) 1 • I 1 . Assume from now on that H is invariant up to homotopy rel P (E λ ). While H is not forward invariant as a set, we still obtain a self-map of H which is welldefined up to a certain equivalence relation: the homotopy I : H × [0, 1] → C T from Definition 3.5 yields an identification of H and H via the homeomorphism ψ := I 1 : H → H and the composition f := E λ • ψ : H → H is a self-map of the tree H. We call f the induced self-map of H. There is a distinguished point v T := ψ −1 (−∞) ∈ H, the singular point of (H, f ), with the property that f is not injective at v T while it is a local homeomorphism elsewhere, and its image f (v T ) = 0 is the singular value. We call
≥ 3} the set of marked points of (H, f ). It is the union of the forward orbit of v T under f and the set of branch points of H, and as such contains P (E λ ). Different homotopies between H and H yield different self-maps of H and we want to investigate this ambiguity. Let ϕ : H → H be another identification of H with H obtained by a homotopy between H and H rel P (E λ ), let f := E λ • ϕ be the corresponding self-map of H and set v T := ϕ −1 (−∞). As both maps ψ and ϕ are induced by homotopies relative to P (E λ ), we have ψ(p) = ϕ(p) = p for all p ∈ P (E λ ). Therefore the "change of identification" θ := ϕ −1 • ψ : H → H restricts to the identity on P (E λ ) and in particular on the set of endpoints of H. A (graphtheoretic) isomorphism between finite trees is uniquely determined by its values on endpoints; this implies θ(b) = b for all branch points b ∈ H. It might happen that
is also a branch point of H, and we have It turns out that if we just replace the forward invariance condition for Hubbard Trees by the weaker condition of being invariant up to homotopy rel P (E λ ), the graph structure of the resulting tree is not uniquely determined. For example, if there exists a periodic branch point b ∈ H of degree four, one can split it into two degree three branch points b 1 and b 2 , changing the tree only in an arbitrary small neighborhood of b as indicated in Figure 1 . If we perform this change consistently along the (forward and backward) orbit of b under the self-map f , we again obtain an invariant tree. Note, however, that in the new tree we have f
, where n is the period of b (and hence also of b 1 and b 2 ) under f , i.e. the in-tree connection of b 1 and b 2 is forward invariant.
To obtain uniqueness of the graph structure, we want f to be expansive in the following sense: the map f : H → H is called expansive if for every pair of points p, q ∈ V f with p = q there exists an n ≥ 0 such that
. Since different self-maps of H are conjugate on their sets of marked points, the definition of expansivity does not depend on the choice of homotopy between H and H . Again, the motivation for this definition comes from the polynomial case: the map obtained by restricting a unicritical polynomial with preperiodic critical value to its Hubbard Tree is always expansive in the sense that some iterated image of the in-tree connection of two marked points contains the unique critical point.
Summing up, we obtain the following definition of Hubbard Trees for exponential maps:
Definition 3.6 (Homotopy Hubbard Trees for exponential maps). Let E λ be a post-singularly finite exponential map. A Homotopy Hubbard Tree H ⊂ C for E λ is a finite embedded tree H such that:
• H is spanned by P (E λ ).
• H is invariant up to homotopy:
• The induced self-map of H is expansive.
Hubbard Trees for exponential maps are only required to be invariant up to homotopy. In order to prove a meaningful uniqueness statement, we have to define a suitable equivalence relation on Hubbard Trees that deals with the increased flexibility compared to the polynomial case. Naturally, being a Homotopy Hubbard Tree is a property of homotopy classes of embedded trees relative to the postsingular set.
Proposition 3.7 (Equivalent Hubbard Trees). Let H,H ⊂ C be finite embedded trees spanned by P (E λ ) and assume that H andH are homotopic rel P (E λ ). Then H is a Hubbard Tree for E λ if and only ifH is a Hubbard Tree for E λ .
Proof. By symmetry of Definition 3.5, both directions are equivalent, and it suffices to show one of them. Assume that H is a Hubbard Tree for E λ , and let I 0 be a homotopy between H andH rel P (E λ ). In analogy to Proposition 3.3, one shows that I 0 lifts to a homotopy
pointwise, so the restriction
is a homotopy between H andH rel P (E λ ). By the invariance of H, there exists a homotopy I :
conjugate to the self-map f := E λ • I 1 of H. This can be seen using the fact that
Therefore, the expansivity off follows from the expansivity of f .
Let us look more closely at the homotopy involved in the invariance condition of Homotopy Hubbard Trees. We want to see that after a small modification this homotopy can be replaced by a stronger kind of homotopy called an ambient isotopy.
Definition 3.8 (Ambient isotopies). Let X be a topological space and let H, H ⊂ X be two embedded trees. The trees H and H are called ambient isotopic relative to A if there exists a continuous map I : X × [0, 1] → X such that the following conditions are satisfied:
• I(·, 0) = id and I(H × {1}) = H .
• For each a ∈ A, the homotopy I is constant on {a} × [0, 1].
• For each t ∈ [0, 1], the time-t map I(·, t) : X → X is a homeomorphism. Two homeomorphisms ϕ 0 , ϕ 1 : X → X are called isotopic relative to A if there exists a homotopy between ϕ 0 and ϕ 1 which is constant on A and restricts to a homeomorphism for each fixed t ∈ [0, 1].
Remark. It is well known that ϕ is homotopic to the identity relative to A if and only if it is isotopic to the identity relative to A, see e.g. [FM, Theorem 1.12 ]. We will have use for this fact in Section 6.
For later use (in the proof of Theorem 4.8), we want to prove the following result regarding the homotopy involved in Definition 3.6: Lemma 3.9 (On the invariance condition). Let H be a Homotopy Hubbard Tree for E λ . For every neighborhood U ⊂ C T of −∞, there exists an embedded tree H ⊂ C such that H is homotopic to H rel C T \ U , and H is ambient isotopic to H in C rel P (E λ ).
One might hope to obtain an ambient isotopy between H and H rel P (E λ ). Unfortunately, such an isotopy does not exist. The tree H contains −∞, while H does not, so the ambient isotopy would have to send −∞ to some point in the complex plane. However, the space C T is not locally compact at −∞, while it is locally compact at every point in the complex plane, so there does not exist a homeomorphism of C T sending −∞ to a point in the complex plane.
Therefore, we have to take an intermediate step, homotoping only the tree H to a tree H ⊂ C. Then, we can use a classical result on homotopies between graphs on surfaces to find an ambient isotopy between the modified tree H and H. Proposition 3.10 (Homotoping −∞ into the plane). Let H ⊂ C be a finite embedded tree spanned by P (E λ ), and assume that 0 is an endpoint of H. Let
⊂ C T be the subset of the preimage tree spanned by P (E λ ). For every neighborhood U of −∞ in C T , we can find a homotopy between H and an embedded tree H ⊂ C relative to C T \ U .
Proof. The imageṼ := E λ (U ) is a neighborhood of 0. As 0 is an endpoint of H, we can find a Jordan domain V ⊂Ṽ such that H ∩ V = Tr(γ) for some arc γ : [0, 1] → V connecting 0 to some point v ∈ ∂V and satisfying γ([0, 1)) ⊂ V .
The preimageŨ := E λ −1 (V ) ⊂ U is a neighborhood of −∞ and ∂U ⊂ C is a 2πi-periodic arc. The preimage curves of γ have a natural vertical order, and only finitely many of them are contained in H . Let γ u be the uppermost and γ l be the lowermost preimage curve of γ contained in H . The arcs γ u and γ l together with the part of ∂Ũ between their endpoints on ∂Ũ bound a simply connected domain D ⊂Ũ which is contained in C. The map Φ : C T → C defined by Φ(z) = z for z ∈ C, and Φ(−∞) = ∞, is continuous and injective, but its inverse is not continuous. The domain Φ(D) is a Jordan domain in C, and it is easy to see thatH := Φ(H ) is homotopic to a treeH ⊂ C rel C \ cl C (D). The closure cl C T (D) in the extended plane C T is homeomorphic to its closure cl C (D) on the Riemann sphere because every sequence (z n ) n ⊂ D with lim n→∞ |z n | = ∞ satisfies lim n→∞ Re(z n ) = −∞. (Note that this does not hold if we just require (z n ) n ∈ U because the sequence could escape in vertical direction.) Therefore, the homotopy betweenH andH in C is pushed forward to a homotopy between H and some H ⊂ C relative to
It remains to show that H is ambient isotopic to H rel P (E λ ) in C. The question under which conditions homotopic embedded graphs on a surface are ambient isotopic has already been studied extensively. One rather general result can be found in [FM, Lemma 2.9 ]. We will state a weaker version of this result that is sufficient for our purposes.
Lemma 3.11 (Isotopies of curve systems on marked spheres). Let A ⊂ C be a finite set. Let γ 1 , . . . , γ n be a collection of pairwise non-homotopic proper arcs in C that do not intersect each other except possibly at their endpoints. If γ 1 , . . . , γ n is another such collection so that γ i is homotopic to γ i relative to A for each i, then there exists an ambient isotopy I :
Here, a proper arc is an arc γ : [0, 1] → S 2 satisfying γ −1 (A) = {0, 1}, and two arcs are called homotopic rel A if they are homotopic rel A in the sense of Definition 3.5. We cannot apply Lemma 3.11 directly to our setting because not post-singular branch points of H are allowed to move during the homotopy, so there is no decomposition of H into proper arcs. The following lemma allows us to deal with this problem.
Lemma 3.12. Let D ⊂ C be a Jordan domain, and let H,H ⊂ D be finite embedded trees such that H ∩ ∂D =H ∩ ∂D = {p 1 , . . . , p n } where the p i are indexed according to their cyclic order on ∂D. Assume that there exists a homeomorphism ϕ : H →H such that ϕ(p i ) = p i for all i ∈ {1, . . . , n}, and that the set of endpoints of H (and therefore also ofH) is a subset of {p 1 , . . . , p n }. Then, H andH are ambient isotopic rel ∂D.
Proof. We are going to prove a more general statement with H andH replaced by finite unions of pairwise disjoint embedded trees. The points p i and the branch points of H are the vertices of H, and the subarcs of H joining adjacent vertices are the edges of H. The proof works via induction on the number of edges.
There exists a component T of H and an index i such that
LetT be the component ofH with the same endpoints. We can find an isotopy of
H =H ∩ D consist of finitely many embedded trees with endpoints p 1 , . . . , p m ∈ ∂D, but the total number of edges of these trees has been reduced. Lemma 3.13. Let H be a Homotopy Hubbard Tree, and let H ⊂ C be homotopic to
Proof. It is easy to see that H is homotopic to H rel P (E λ ) in C. Hence, it remains to show that H is ambient isotopic to H relative to P (E λ ) in C. Choose a positively oriented simple closed curve Γ : [0, 1] → C with Γ(0) = Γ(1) = 0 containing P (E λ ) and satisfying the following properties:
• We can index the post-singular set as P (E λ ) = {0 = p 0 , p 1 , . . . , p n = p 0 } and subdivide Γ into arcs
Hence, Γ traverses the boundary of H, touching it only once at every post-singular point. In the same way, we choose a simple closed curve Γ that traverses the boundary of H . As H and H are homotopic relative to P (E λ ), γ i and γ i are homotopic rel P (E λ ) by the third property on the list. By Lemma 3.11, there is an ambient isotopy I : C × [0, 1] → C between ∪γ i and ∪γ i relative to P (E λ ) ∪ {∞}. The curve Γ traverses the boundaries of H 1 := I 1 (H) and H simultaneously. By Lemma 3.12, the trees H 1 and H are ambient isotopic rel Tr(Γ ) ⊃ P (E λ ).
Proof of Lemma 3.9. By Proposition 4.3, the singular value 0 is an endpoint of H. Hence, Lemma 3.9 is a direct consequence of Proposition 3.10 and Lemma 3.13.
4. The triod algorithm: determining the graph structure
In this section, we are going to show that for a fixed post-singularly finite exponential map the structure of a Homotopy Hubbard Tree as a dynamical tree (see Definition 4.2) is uniquely determined by the kneading sequence (see Definition 2.9) of the external address of a ray landing at the singular value. Together with the fact that a Homotopy Hubbard Tree does not intersect dynamic rays landing at postsingular points (up to homotopy), this implies uniqueness of Homotopy Hubbard Trees.
If several dynamic rays land at the singular value, the kneading sequences of their external addresses agree by the following lemma, so we speak of the kneading sequence of a post-singularly finite exponential map. A proof of the result can be found in [LSV, Proof of Theorem 2.7, (1) ⇒ (5)].
Lemma 4.1 (Different dynamical partitions). Let E λ be a psf exponential map for which the dynamic rays g s and g s both land at 0. Then the kneading sequences It(s | s ) and It(s | s) agree. Therefore, a post-singular point p ∈ P (E λ ) is contained in the i-th sector D i of D if and only if it is contained in the i-th sector D i of D .
Let H be a Homotopy Hubbard Tree, and f be an induced self-map of H. We are going to see that two post-singular points are contained in the same branch of H at the singular point v T if and only if their itineraries start with the same integer k i , and we index the different branches B ki by the corresponding integers. If we accept this fact for the moment, the triple (H, f, B ki ) satisfies the following definition.
Definition 4.2 (Exponential dynamical tree). An exponential dynamical tree is a triple (H, f, B ki ) where H is a finite topological tree and f : H → H is a self-map of H satisfying the following conditions:
• There exists a distinguished point v T ∈ H, the singular point, such that f is not injective at v T whereas f is a local homeomorphism at each point p ∈ H \ {v T }. • All endpoints of H are on the singular orbit.
• The singular value f (v T ) is strictly preperiodic.
• If p, q ∈ H with p = q are branch points or points on the singular orbit, then there is an n ≥ 0 such that f •n ([p, q]) contains the singular point v T (expansivity). In addition, the connected components
The set V f of marked points consists of the forward orbit of v T under f (including v T ) and the set of branch points of H.
We call two exponential dynamical trees (H, f, B ki ) and (H,f ,B ki ) equivalent if there exists a homeomorphism ϕ : H →H that restricts to a conjugation between f andf on the set of marked points V f and maps each branch B ki to the branch B ki of the same index.
Let us state some simple properties of exponential dynamical trees first. Their proof is not very hard and works in complete analogy to the proof of [BKS, Lemma 2 .3], so we omit it here. Proposition 4.3 (Basic properties of exponential dynamical trees). Let (H, f, B ki ) be an exponential dynamical tree. The singular value f (v T ) is an endpoint of H. Each branch point is periodic or preperiodic. The restriction of f to any branch of H at v T is injective.
We have seen in the previous section that different self-maps of a Hubbard Tree H yield equivalent exponential dynamical trees (see the paragraphs after Definition 3.5). Furthermore, ifH and H are equivalent Hubbard Trees, we can choose their induced self-maps to be conjugate to each other (see the proof of Proposition 3.7). Therefore, we obtain a well-defined map from the set of equivalence classes of Hubbard Trees to the set of equivalence classes of exponential dynamical trees. The main goal of this section is to give a constructive proof of the following statement.
Theorem 4.4. Let H andH be two Homotopy Hubbard Trees for a post-singularly finite exponential map E λ . Then H andH yield equivalent exponential dynamical trees.
Note that we do not require H andH to be equivalent. The proof of this theorem works in two steps. To explain the outline of the proof, we have to define kneading sequences for exponential dynamical trees also.
Definition 4.5 (Itineraries and kneading sequence). Let (H, f, B ki ) be an exponential dynamical tree. The itinerary of a point p ∈ H is the infinite sequence It(p) = t = t 1 t 2 . . . where
The itinerary It(f (v T )) =: ν = ν 1 ν 2 . . . of the singular value is called the kneading sequence of (H, f, B ki ).
The proof of Theorem 4.4 works in two steps. First we show that different Homotopy Hubbard Trees for the same psf exponential map yield exponential dynamical trees with equal kneading sequences. The second step is to show that an exponential dynamical tree is already determined (up to equivalence) by its kneading sequence.
In order to prove the first statement, we will show that for every Hubbard Tree there exists a dynamic ray landing at 0 such that up to homotopy the tree does not intersect the ray. Therefore, the preimage of the tree does not intersect the boundary of the corresponding dynamical partition (up to homotopy). This implies the statement above since itineraries are independent of the choice of partition by Lemma 4.1 and every partition sector contains at most one branch of
For the proof we need a topological characterization of dynamic rays landing at periodic post-singular points. Let p ∈ P (E λ ) be periodic. An arc γ : [0, 1] → C with γ(0) = p, γ(1) = ∞, and Tr(γ) ∩ P (E λ ) = {p} is called a leg at p. We denote its homotopy class relative to P (E λ ) ∪ {∞} by [γ] . By definition a legγ at p is in the same homotopy class as γ if there is a homotopy between γ andγ in C \ (P (E λ ) \ {p}) fixing the endpoints.
For every leg γ we setL(γ) = Γ, where Γ : [0, 1] → C with Γ(0) = p and Γ(1) = ∞ is the lift of γ starting at the unique periodic preimage p of p. Lifting is always possible as 0 / ∈ Tr(γ) and E λ : C → C \ {0} is a covering map. As P (E λ ) is forward invariant, the arc Γ satisfies Tr(Γ) ∩ P (E λ ) = {p }, so Γ is a leg at p .
The mapL defined in this way descends to a well-defined map L([γ]) = [Γ] because homotopies lift under covering maps. We call L the leg map, using the terminology from [B, Definition 4.3] .
Theorem 4.6 (Topological Characterization of dynamic rays). Let p ∈ P (E λ ) be periodic, and let γ be a leg at p. There exists a dynamic ray g ∈ [γ] if and only if [γ] is periodic under the leg map.
If [γ] is periodic under the leg map, the ray g ∈ [γ] is unique. Stated differently, distinct dynamic rays are not homotopic rel P (E λ ) ∪ ∞.
Proof. It is clear that [γ] is periodic under iteration of L if there is a dynamic ray g ∈ [γ]: every dynamic ray landing at a periodic point is periodic as a set, so [g] = [γ] is periodic under the leg map. The proof of the other direction is essentially the same as the proof of [B, Theorem 4.11] . Every iterate f := E
•n λ has the same dynamic rays as E λ , so by passing to a suitable iterate f we can assume that [γ] is fixed under iteration of the leg map for f . Applying the leg map to
[γ] at least twice, we can further assume that γ is eventually contained in a single fundamental domain F 0 for f for some static partition of f . One can then prove just as in [B, Theorem 4.11] that γ is homotopic to the dynamic ray g t of f with external address t = F 0 F 0 . . .. If there was a second dynamic ray g ∈ [γ], it would also have external address t, contradicting the fact that every external address is the address of at most one ray. See [B] for the definition of the terminology and the details of the proof.
Remark. We are slightly imprecise in the formulation of Theorem 4.6: a dynamic ray g : (0, ∞) → C landing at p neither contains p nor ∞ by Definition 2.2. When talking about the homotopy class of g, we treat it as an arc in C containing its endpoints p and ∞, so that g becomes a leg at p.
We are going to prove that for every access to a Homotopy Hubbard Tree at a post-singular point there exists a dynamic ray that approaches H through this access and does not intersect H up to homotopy. Before stating the theorem, let us formally define what we mean by an access.
Definition 4.7 (Accesses). Let H be a Homotopy Hubbard Tree for E λ . An access to H at p ∈ P (E λ ) is a prime end A = [{N j }] for the pair (C\H, H) with impression {p} (see [M, Section 17] ).
We say that a leg γ : 1] )∩H = ∅, and for every j ∈ N we have γ(t) ∈ N j for t > 0 small enough.
Theorem 4.8 (Accesses contain dynamic rays). Let H be a Homotopy Hubbard
Tree for E λ . There exists an equivalent Hubbard TreeH ∼ = H such that for each post-singular point p ∈ P (E λ ) and each access A to p inH there exists a dynamic ray g approaching p through A. m rel P (E λ ) (which is easy to see using the theory of prime ends). We first consider the periodic part of the forward orbit of 0. For m ∈ {l + 1, . . . , n}, the number of branches of H at p m is independent of m (say equal to d ∈ N) because the induced self-map f : H → H is a local homeomorphism at p m and p m is periodic. Choose a neighborhood V of 0 such that none of the legs γ (i) m for m ∈ {l + 1, . . . , n} intersect V . We set U := E λ −1 (V ) and apply Lemma 3.9 to obtain an embedded tree
m along the periodic post-singular orbit do not intersect U and therefore are disjoint from H (as H and H are equal on C \ U ) except for their endpoints. Now we see why we need Lemma 3.9: there exists an ambient isotopy I : C × [0, 1] → C between H and H rel P (E λ ), and it extends to an ambient isotopy I : m are pairwise non-homotopic rel P (E λ ) ∪ {∞} and intersect each other at most at their endpoints, the two curve systems fulfill the hypotheses of Lemma 3.11. Thus, there exists an ambient isotopy I :
m for all m ∈ {l + 1, . . . , n} and all i ∈ {1, . . . , d}. By Proposition 3.7, the tree H 0 := I 1 (H) is again a Hubbard Tree and it is equivalent to H.
The last part of the proof works by induction. Assume that H j ∼ = H is equivalent to our initial Hubbard Tree and for each post-singular point p ∈ P (E λ ) for which E
•j λ (p) is periodic and every access A to p in H j , there exists a dynamic ray g approaching p through A. Choose a small neighborhood V j of 0 such that V j does not intersect the dynamic rays landing at the points p l+1−j , . . . , p n . The preimage
(V l ) does not intersect any of the dynamic rays landing at the points p l−j , . . . , p n . By Lemma 3.9, there exists a tree H j ⊂ C which is isotopic to H j rel C T \U j and isotopic to H j rel P (E λ ) in C. By Proposition 3.7, the tree H j+1 := H j is itself a Hubbard Tree, and we have H j+1 ∼ = H j ∼ = H. By construction, for every p ∈ {p l−j , . . . , p n } and every access to H j+1 at p, there exists a dynamic ray approaching p through this access. Iterating this procedure l times yields a treẽ H := H l satisfying the conditions of the theorem.
Corollary 4.9 (Equal kneading sequences). Let H be a Homotopy Hubbard Tree for the post-singularly finite exponential map E λ , let f : H → H be an induced self-map of H, and let v T be the singular point of f . Two post-singular points p, q ∈ P (E λ ) are contained in the same branch of H at v T if and only if the first entries of the itineraries of p and q w.r.t. some, and hence any, dynamical partition (compare Lemma 4.1) are equal.
As this property is independent of the choice of H, different Homotopy Hubbard Trees yield exponential dynamical trees with equal kneading sequences. Proof. IfH ∼ = H andf is an induced self-map ofH, then there exists a homeomorphism θ : H →H that restricts to a conjugation between f andf on the set V f of marked points. This follows from the elaborations on different self-maps of the same tree after Definition 3.5 together with the proof of Proposition 3.7. As θ maps branches of H at v T to branches ofH atṽ T , it is enough to prove the Corollary 4.9 for an equivalent Hubbard TreeH.
By Theorem 4.8, there exists a dynamic ray g landing at 0 and a Hubbard Treẽ H ∼ = H such that Tr(g) ∩H = ∅. Let D be the dynamical partition w.r.t. g. Then we haveH ∩ ∂D = ∅, whereH is the subtree of the preimage tree ofH spanned by P (E λ ). It follows that post-singular points from different sectors can't be contained in the same branch ofH at −∞. Furthermore each partition sector contains at most one branch ofH at −∞, as the singular value is an endpoint of H by Proposition 4.3. Hence, p and q are contained in the same branch ofH at −∞ if and only if they are contained in the same sector of D, i.e. if their itineraries start with the same integer. Branches ofH at −∞ get identified with branches of H atṽ T , so the corollary follows.
We are now going to show that an exponential dynamical tree is already determined (up to equivalence) by its kneading sequence. The following ideas, leading to the proof of this fact, are inspired by and in many parts analogous to results of [BKS] . Let us start with a simple observation. Proof. We write It(p) = p 1 p 2 . . . and It(q) = q 1 q 2 . . .. If p 1 = q 1 , we are done. Else, we have p 1 = q 1 = k 1 , and hence p, q ∈ B k1 for the branch
]. By expansivity of (H, f ), there exists a smallest n ≥ 0, such that
. Therefore, the itineraries It(f •n (p)) and It(f •n (q)) have different initial entries.
Let (H, f, B ki ) be an exponential dynamical tree and let p, q, r ∈ V f be distinct marked points. The subtree [p, q, r] is called a triod. It must look in one of two ways (see Figure 2) . If [p, q, r] is homeomorphic to the letter 'Y', we call it branched. Else, it is homeomorphic to the letter 'I' and we call it linear. It should now be clear how to define the middle point b[p, q, r] ∈ H of the triod [p, q, r] (compare Figure 2) . Note that the middle point b[p, q, r] ∈ V f is also a marked point.
The shape of the triod [p, q, r] as well as the itinerary of the middle point b[p, q, r] can be determined algorithmically from the itineraries of the marked points p, q, and r. This algorithm is known as the triod algorithm, and we are now going to explain how it works.
Definition 4.11 (Formal triods and the formal triod map). Let * be a formal symbol not contained in Z. The space of formal (pre-)periodic points S ν ⊂ (Z ∪ { * }) N consists of all (pre-)periodic sequences t ∈ (Z ∪ { * }) N such that either t ∈ Z N and σ •n (t) = ν for all n ∈ N or t is contained in the backwards orbit
N of finite integer sequences followed by * ν. We call a point t ∈ S ν a pre-singular point if t ∈ Ω − ( * ν). We have the shift map σ : (Z ∪ { * }) N → (Z ∪ { * }) N acting on the full space of sequences. Note that we are using the same symbol for the shift-map on S. It will always be clear from the context which map we are considering.
Any triple of distinct sequences t, u, v ∈ S ν is called a formal triod [t, u, v] . Given a formal triod we define the formal triod map T as follows:
In all cases other than the stop case, T [t, u, v] is again a formal triod: since S ν is forward invariant under σ and ν ∈ S ν , the three image sequences are contained in S ν , and they are distinct, as we have {t, u, v} ∩ {kν | k ∈ Z} = ∅. By construction, the only sequence that starts with * is * ν, so in all cases other than the stop case at least two of the first entries of the involved sequences are equal integers. If exactly two of the three first entries are equal, we say that the sequence whose first entry differs from the other two gets chopped off under iteration of T . The formal triod map can be iterated as long as the stop case is not reached. We write T
•n [t, u, v] for the resulting formal triod after n iterations of T (if iteration is possible). Note that, if the triod can be iterated indefinitely, at least two sequences get chopped off infinitely often: Otherwise there would exist an n ∈ N such that two of the three sequences of the triod T
•n [t, u, v] never get chopped off. However, this implies that these sequences are equal, contradicting the fact that all three sequences stay distinct under iteration of T .
We want to define middle points of formal triods. 
and we call b(t, u, v) the middle point of the triod. If we have b(t, u, v) / ∈ {t, u, v}, we call [t, u, v] branched, and otherwise we call it linear. Sometimes, we want to be a bit more precise and call a triod pre-singularly branched or pre-singularly linear if i 0 < ∞, i.e. if it eventually reaches the stop case under iteration of the triod map.
We now prove that the triod algorithm really determines the itineraries of the branch points of an exponential dynamical tree. The proof is an adaption of [BKS, Proposition 3.5 
. On the level of formal triods, we have
If we are in one of the two preceding cases (we haven't reached the stop case in the first iteration step), we apply the same reasoning as before to the image triod. Hence, the triod algorithm correctly calculates It (b[p 1 , p 2 , p 3 ] 
Proof of Theorem 4.4. It remains to show that two exponential dynamical trees (H, f, B ki ) and (H,f ,B ki ) with the same kneading sequence are equivalent. Since every endpoint of H is a post-singular point, every branch point of H is also the branch point of a post-singular triod. Thus, the kneading sequence fully determines the itineraries of all marked points of H and for every triod [p, q, r] of marked points it determines their incidence relation by Lemma 4.13. As (H, f, B ki ) and (H,f ,B ki ) have the same kneading sequence, their marked points have the same itineraries, and we can define a homeomorphism ϕ : H →H by sending the marked points of (H, f, B ki ) to the marked points of (H,f ,B ki ) with the same itinerary and extending this map to the edges between the marked points. The exponential dynamical trees (H, f, B ki ) and (H,f ,B ki ) are equivalent via ϕ.
Theorem 4.4 is an important step in proving uniqueness of Homotopy Hubbard
Trees, but we still have to see that the embedding of the tree into the plane is also unique. Let H be a Hubbard Tree and let [p, q, r] be a triod of post-singular points. If [p, q, r] is linear with middle point p, Theorem 4.8 implies that there are two dynamic rays g p , g p landing at p and separating q from r in the sense that q and r are contained in different connected components of C \ (Tr(g p ) ∪ Tr(g p ) ∪ {p}. Conversely, if such separating rays exist, the triod [p, q, r] is linear with middle point p:
Lemma 4.14 (Separating rays determine triod type). Let H be a Homotopy Hubbard Tree and let [p, q, r] be a triod of post-singular points. If there are two dynamic rays g p , g p landing at p, such that q and r are contained in different connected components of C \ (Tr(g p ) ∪ Tr(g p ) ∪ {p}), the triod [p, q, r] is linear with middle point p.
Proof. Let It(p) = p = p 1 p 2 . . ., It(q) = q = q 1 q 2 . . ., and It(r) = r = r 1 r 2 . . . be the itineraries of the points p, q and r. By correctness of the triod algorithm (see Lemma 4.13), it is enough to show that b(p, q, r) = p.
By Theorem 2.11, there exist addresses q and r satisfying It(q | s) = q and It(r | s) = r. The triod [p, q, r] is called a triod of external addresses associated to [p, q, r] (this terminology is introduced rigorously in Section 5). It will be shown in Section 5 that [p, q, r] has the same shape as the triod [p, q, r] of associated external addresses. Finally, Lemma 5.6 implies that b(p, q, r) = p.
We are now in the position to prove uniqueness of Homotopy Hubbard Trees.
Theorem 4.15 (Uniqueness of exponential Hubbard Trees). Let H andH both be Hubbard Trees for the post-singularly finite exponential map E λ . Then H ∼ =H. 
In the same way, we choose rays γ is not homotopic to any of the rays g
. There is an index l such that g
l +1 holds. Furthermore, there are rays g 
and γ
would either be homotopic to g By Theorem 4.6, homotopic dynamic rays landing together at a periodic postsingular point are equal, so we actually have γ
for all i ∈ {l + 1, . . . , n}. The argument in the preceding paragraph also shows that the number of rays landing at p i equals d i . Analyzing the proof of Theorem 4.8, we conclude that we can choose H andH as to not intersect any dynamic ray landing at any postsingular point (periodic or not). In particular, we can find a ray g landing at 0 such that
λ (Tr(g))∪{p i }) be a conformal map. By Carathéodory's Theorem, ϕ extends continuously to ∂D and by Lemma 3.12 the trees ϕ −1 (H) and ϕ −1 (H) are homotopic rel ∂D. Pushing this homotopy forward via ϕ, we see that H andH are homotopic rel P (E λ ), hence they are equivalent.
Separating dynamic rays: embedding the tree into the plane
In this section, we are going to prove the existence of Homotopy Hubbard Trees via an explicit construction. We use the triod algorithm from the preceding section to determine the middle points of post-singular triods, and thereby the set of marked points of the Hubbard Tree, on the level of itineraries. Using Theorem 2.11, we pick (pre-)periodic points in the complex plane realizing the itineraries in the formal set of marked points (for pre-singular itineraries, the construction is a bit more involved because there is no actual (pre-)periodic point in the plane realizing this itinerary). It remains to find the right way to embed the edges of the tree into the complex plane. Our main idea is to find an embedded tree which does not intersect any dynamic rays landing at a marked point. (This statement is only approximately true; some rays landing at pre-singular marked points need to be intersected, but we do so in a controlled way.) This is partially motivated by Theorem 4.8: if there exists a Homotopy Hubbard Tree, then up to homotopy rel P (E λ ), every access to the tree at every post-singular point contains a dynamic ray. In particular, this ray does not intersect the Hubbard Tree. Another reason is the analogy to polynomials. A polynomial Hubbard Tree does not intersect any dynamic rays. If a polynomial does not have bounded Fatou components, every access to every point on its Hubbard Tree contains a dynamic ray.
The key observation is that the union of the rays landing at marked points partitions the plane in a meaningful way: there exists an embedded tree spanned by P (E λ ) that does not intersect these rays (except for some rays landing at presingular points, as noted above), and this tree is unique up to homotopy rel P (E λ ). As the rays landing at marked points form a forward invariant set, the preimage tree also does not intersect them, so the embedded tree is invariant up to homotopy. Expansivity of the induced self-map follows because different marked points have different itineraries, so the embedded tree is a Homotopy Hubbard Tree for E λ .
Let us now put this plan into practice. The partitioning property mentioned above rests on a result about dynamic rays separating marked points, namely the following: if p, q, r ∈ P (E λ ) are distinct post-singular points, and the corresponding formal triod [p, q, r] is branched, then there exist (pre-)periodic dynamic rays g 1 , g 2 , g 3 of itinerary b[p, q, r], such that p, q, and r are separated by the rays g i , i.e., such that these three points are contained in different connected components of C \ Tr(g i ). If [p, q, r] is linear, there are two (pre-)periodic rays landing at the middle point and separating the other two points from each other. We prove the existence of such separating dynamic rays on the level of external addresses. This requires a variant of the triod algorithm operating on the level of external addresses.
Definition 5.1 (Formal triods and the formal triod map). A formal triod of external addresses is a triple [t, u, v] of external addresses t, u, v ∈ S such that t ≺ u ≺ v, and It(t | s), It(u | s), It(v | s) ∈ S ν are distinct itineraries. Recall our notation I = {I k } k∈Z for the dynamical partition of the shift space S w.r.t. s (see Section 2). We define the formal triod map T S on the level of external addresses as follows:
We claim that, if the stop case is not reached, the image is again a formal triod. The following result will help us to show this fact. 
is a bijection and preserves the cyclic order.
Proof. The shift map σ is strictly monotonically increasing w.r.t. the linear order on S on both of the sets I l := {t ∈ I : t = k . . .} and I u := {t ∈ I : t = (k + 1) . . .} ∪ {(k + 1)s}. It maps I l bijectively onto {t ∈ S : t > s} and I u bijectively onto {t ∈ S : t ≤ s}. In particular, it swaps the two sets globally, i.e., σ(t) > σ(u) for all t ∈ I l and all u ∈ I u . See Figure 3 for a sketch of the mapping behavior of σ. It follows that σ| I − is a bijection. One can see that σ| I − preserves the cyclic order by checking all possible configurations of the three external addresses w.r.t. I l and I u . See Figure 3 for a configuration under which the cyclic order, but not the linear order, of the addresses t, u, and v is preserved. [t, u, v] , and triods of formal (pre-)periodic points are mapped to triods of formal (pre-)periodic points under iteration of T by the considerations after Definition 4.11. We call the triods [t, u, v] and [t, u, v] associated to each other. We define the middle point b [t, u, v] to be the middle point of [t, u, v] , and the majority vote m [t, u, v] to be the majority vote of [t, u, v] . We call [v, t, u] branched if [t, u, v] is branched, and linear otherwise. If then [t, u, v] reaches the stop case at the same iteration step and vice versa. We have seen in Section 4 that if [t, u, v] can be iterated indefinitely, all of the three sequences will eventually be contained in S ν \ Ω − ( * ν) and [t, u, v] is (pre-)periodic under iteration of T . By Theorem 2.11, there are only finitely many external addresses associated to a formal (pre-)periodic point t ∈ S ν \ Ω − ( * ν). Therefore, [t, u, v] is eventually periodic under iteration of T S .
For the proof of the existence of separating rays, which works on the combinatorial level, the following propositions will be useful. ] be its image triod and let k := m(t 1 , t 2 , t 3 ) be its majority vote. Write J n := (t n , t n+1 ) and J n := (u n , u n+1 ) for n ∈ {1, 2, 3} (with indices labeled mod 3) for the intervals of the partition of the shift space by the initial triod and the image triod respectively. Then we have
Proposition 5.3 (Pullbacks of Intervals
Proof. Since not all t i are contained in distinct partition sectors by hypothesis, we have t j / ∈ I k for at most one j. We define a triod [t 1 ,t 2 ,t 3 ] by replacing such a t j (if any) by the unique preimage of
. Furthermore, we haveJ n ∩ I k = J n ∩ I k , whereJ n := (t n ,t n+1 ).
Let v ∈ σ −1 (J n ) ∩ I k be an external address. We have σ(v) ∈ J n , i.e., σ(t n ) ≺ σ(v) ≺ σ(t n+1 ). It follows from Proposition 5.2 thatt n ≺ v ≺t n+1 , and therefore
Proposition 5.4 (Splitting of intervals). Let I, I ∈ I be partition sectors, and let J ⊂ I be an interval. If s / ∈ J, then J := σ −1 (J) ∩ I is an interval and it is of the form J = {kt : t ∈ J} for some k ∈ Z.
Proof. We have I = (ks, (k + 1)s) for some k ∈ Z. As J is entirely contained in some partition sector and s / ∈ J, we either have t > s for all t ∈ J or t < s for all t ∈ J. Assume that the first case is true (the second case works analogously). Then we have kt ∈ I for all t ∈ J. As σ| I is injective, we have J = {kt : t ∈ J}. The right part of Figure 3 illustrates why an interval containing s splits.
Proposition 5.5 (Unlinked addresses). Let t, u ∈ Z N ∪ Ω − ( * ν) be distinct (pre-)periodic itineraries, let T := (t i ) i∈I be the set of external addresses with It(t i | s) = t and let U := (u j ) j∈J be the set of external addresses with It(u j | s) = u. Then T and U are unlinked in the sense that there are no addresses t, t ∈ T and u, u ∈ U such that t ≺ u ≺ t ≺ u .
Proof. Assume to the contrary that there exist four external addresses as above. First consider the case that t 1 = * . Then t and t are contained in the boundary ∂I of the dynamical partition, so u and u are contained in different partition sectors, contradicting the fact that they have the same itinerary. Hence, we can assume t 1 , u 1 = * . But then, t ≺ u ≺ t ≺ u implies t 1 = u 1 . As σ| It 1 preserves the cyclic order, we have σ(t) ≺ σ(u) ≺ σ(t ) ≺ σ(u ). Repeating this argument inductively, we obtain u = t, contradicting our assumptions.
Let us now prove the other direction. Assume first, that there exists a (pre- Let us now begin with the construction of Homotopy Hubbard Trees. At first, we are going to determine the set of marked points of the yet to be constructed tree on the level of itineraries, using the triod algorithm. Let Ω + ( * ν) := {σ •k ( * ν) : k ≥ 0} denote the forward orbit of * ν under the shift map σ. This is a finite set because ν is preperiodic. We set
where the union runs over all formal triods consisting of sequences in Ω + ( * ν): we are adding all branch points of triods formed by post-singular points and * ν to the set of post-singular points. We call V ν the formal vertex set. Let us deduce some important properties of V ν .
Theorem 5.7 (The formal vertex set). The formal vertex set V ν has the following properties:
(1) It is forward invariant under the shift map, i.e. σ( Proof. The formal vertex set V ν is forward invariant under σ since Ω + ( * ν) is forward invariant and σ(b (t, u, v) 
For the proof of (2), assume to the contrary that there exists a triod [t,ũ,ṽ] witht,ũ,ṽ ∈ Ω + ( * ν) and b(t,ũ,ṽ) / ∈ S ν . Sincet,ũ,ṽ are all (pre-)periodic, so is b(t,ũ,ṽ), and we must have b(t,ũ,ṽ) = k 1 . . . k n ν (because all other (pre-)periodic sequences are contained in S ν ). Iterating forward n times, we obtain another triod [t, u, v] 
, where j, k > 0 and l ≥ 0. The triod [t, u, v] might be branched or linear. In both cases, by passing to an associated triod of external addresses, Lemma 5.6 guarantees the existence of external addresses s , t, u ∈ S with the following properties:
• We have t ∈ (s, s ) and t ∈ (s , s). Using Theorem 2.11 to translate these combinatorial properties into the language of dynamic rays and their landing points, we obtain two dynamic rays g s and g s landing at the singular value 0 and two post-singular points p = E •j λ (0) and q = E
•k λ (0) such that p and q are contained in different connected components of C \ (Tr(g s ) ∪ Tr(g s ) ∪ {0}). But that implies that for one of these points, say p, the itineraries of the preimages of p have different initial entries w.r.t. the dynamical partitions D induced by g s and D induced by g s . At least one preimage of p is itself a post-singular point and it has different itineraries w.r.t. the two dynamical partitions, contradicting Lemma 4.1.
Finally, let us prove (3). We can assume that [t, u, v] is branched because otherwise the middle point of the triod is contained in V ν anyway. Let T := (t i ) i∈I , U := (u j ) j∈J and V := (v k ) k∈K be the sets of external addresses with itinerary t, u and v respectively. By Lemma 5.6 and Proposition 5.5, there are three external addresses s 1 , s 2 , s 3 (w.l.o.g. indexed with respect to their cyclic order) with itinerary b(t, u, v) such that T ⊂ (s 1 , s 2 ), U ⊂ (s 2 , s 3 ) and V ⊂ (s 3 , s 1 ). If t ∈ Ω + ( * ν), we set t := t. Otherwise, t is the branch point of a triod [t 1 , t 2 , t 3 ] of post-singular points t i ∈ Ω + ( * ν) and by Lemma 5.6 we can find an external address t ∈ (s 1 , s 2 ) with itinerary t j for a suitable value of j ∈ {1, 2, 3}. We set t := t j . Proceeding with u and v in the same way, we obtain a triod [t , u , v ] of post-singular points t , u , v ∈ Ω + ( * ν), and it follows from Lemma 5.6 (the if-direction), that
Now, we are going to embed the formal vertex set into the complex plane. The resulting set will become the set of marked points of the yet to be constructed Hubbard Tree. First assume, that t ∈ V ν is not a pre-singular point, i.e. t ∈ Z N , σ
•n (t) = ν for all n ∈ N, and t is (pre-)periodic. By Theorem 2.11, there is exactly one (pre-)periodic point v t ∈ C with It(v t | s) = t. This is the point we assign to our formal vertex t. In order to deal with pre-singular points, we define
and pick a closed neighborhood U of the singular value 0 with the following properties:
(
(2) For every n ∈ {1, . . . , N + 1}, the preimage E −n λ (U ) does not intersect the union of the set of non pre-singular vertices and the dynamic rays landing at these points. (3) U is bounded by a Jordan curve such that the dynamic ray g s landing at the singular value intersects the boundary of U exactly once, i.e. there is a unique potential t 0 such that g s (t 0 ) ∈ ∂U , whereas g s (t) ∈ U for t < t 0 and g s (t) ∈ C \ U for t > t 0 . This is only to simplify topological considerations involving U . The first condition is equivalent to U ∩ E •n λ (U ) = ∅ for all n ∈ {1, . . . , N + 1} and this is obviously fulfilled for U small enough because 0 is not periodic. The second condition is equivalent to U not intersecting the union of the set of non-presingular vertices and the dynamic rays landing at those except for the singular value 0. Again, this is true for U small enough. Finally, condition (3) can always be ensured by making the neighborhood U that fulfills (1) and (2) even smaller.
Let log s,k : C \ (Tr(g s ) ∪ {0}) → D k be the branch of the inverse of E λ with the stated domain and co-domain. For any itinerary t ∈ S ν of the form t = k 1 . . . k n * ν with n ∈ {0, . . . , N }, we define
i.e. U t is the iterated preimage under E λ of the domain U constructed above by the branches of the logarithm prescribed by the entries of t. Note that by property (1) of U , distinct U t and U u are disjoint. We assign to * ν ∈ V ν an arbitrary point v * ν ∈ U * ν which will later become the singular point (see the paragraph after Definition 3.5) of the Hubbard Tree. If t = k 1 . . . k n * νk 1 . . . k n * ν is pre-singular, we associate to t the point
To any formal vertex t ∈ V ν we have thus associated a point v t ∈ C.
Definition 5.8 (Vertex set and triods of vertices). We define the vertex set V ⊂ C to be the set of all v t for t ∈ V ν . A triod of vertices
As triods of vertices are in natural bijection to triods of formal vertices, we use the terminology introduced for formal triods for vertex triods, too. In particular, we call a triod of vertices (pre-singularly) branched or (pre-singularly) linear if the corresponding formal triod is of this type.
The following notation will be useful for translating Lemma 5.6 into the language of dynamic rays and their landing points.
Definition 5.9 (Separating sets). If v = v t is a pre-singular vertex, we set
If v is not a pre-singular vertex, we set Proof. This is just a matter of translating Lemma 5.6 and Theorem 5.7 into the language of dynamic rays and their landing points using Lemma 2.7 and Theorem 2.11.
We continue our construction of Hubbard Trees. Choose a point p 0 ∈ ∂U \Tr(g s ) and write p * ν,j for the unique preimage of p (under E λ ) in the sector D j of the dynamical partition. We choose disjoint arcs γ p * ν,j : [0, 1] → U * ν from v * ν to p * ν,j such that γ p * ν,j ((0, 1)) ⊂ int(U * ν ). These curves are there to normalize the ends of the edges of the yet to be constructed Hubbard Tree that have v * ν as an endpoint. For a pre-singular vertex v t with t = k 1 . . . k n * ν, we define the pulled-back path γ pt,j := log s,k1 . . . log s,kn (γ * ν,j ) with endpoints v t and p t,j . The points p t,j are just auxiliary points, that will lie on the interior of an edge at the end of the construction.
We call an arc γ : [0, 1] → C between two different points v, w ∈ V allowable if the following conditions are satisfied:
• If r ∈ V is not a pre-singular vertex, then either Tr(γ) ∩ A r = ∅ or Tr(γ) ∩ A r = {r}.
• If r = v t ∈ V is a pre-singular vertex, then either Tr(γ) ∩ A r = ∅, or Tr(γ) ∩ A r = Tr(γ pt,i ) for some i ∈ Z if r is one of the endpoints of γ or Tr(γ) ∩ A r = Tr(γ pt,i ) ∪ Tr(γ pt,j ) for indices i = j if r lies in the interior of the path.
An allowable arc γ satisfying γ −1 (V ) = {0, 1} is called an edge. We call two vertices incident if they can be connected by an edge. Note that every allowable arc is a concatenation of finitely many edges; conversely, concatenating edges of a finite acyclic path always yields an allowable arc. Proof. Let D be a connected component of C \ v∈V A v . We start by investigating the topology of D and ∂D. It is well known that if A ⊂ C is closed and connected, every connected component of C\A is simply connected. As cl C ( v∈V A v ) is closed and connected, D is simply connected. Let B be a connected component of ∂D. We have B ⊂ ∂A v for some v ∈ V . If v = v t is a pre-singular vertex, then there exists a continuous bijection Γ : (−∞, ∞) → B such that lim t→−∞ Γ(t) = lim t→+∞ Γ(t) = ∞ (in C) and Γ(0) = p t,j for some j ∈ Z. We call p t,j the distinguished boundary point of D on A v . If v is not pre-singular, and there is only one dynamic ray g landing at v, then we have B = ∂D ∩ A v = Tr(g) ∪ {v}. If there are at least two dynamic rays landing at v, we have B = ∂D ∩ A v Tr(g) ∪ Tr(g ) ∪ {v} for some rays g, g landing at v. In both cases, we call v the distinguished boundary point of D on A v .
We claim that ∂D has at most two connected components. Assume to the contrary that there are vertices v 1 , v 2 , v 3 ∈ V such that ∂D ∩ A vi = ∅ for all i. Then, we can connect any two distinct v i and v j by a curve γ (i,j) (1) Ω 1 := {z ∈ C : Re(z) > 0} is the right half plane, (2) Ω 2 := {z ∈ C : Re(z) > 0} \ [0, +∞) is the slit right half plane, (3) and Ω 3 := {z ∈ C : 0 < Re(z) < 1} is a vertical strip.
Let us now prove existence and uniqueness of allowable arcs. First, consider the special case that there exists a connected component D of C \ v∈V A v such that ∂D ∩ A w = ∅ and ∂D ∩ A w = ∅. Let p w , p w ∈ ∂D be the distinguished boundary points. The domain D is of type (2) or (3), so there exists an arc δ : [0, 1] → D from p w to p w such that δ((0, 1)) ∈ D, and δ is unique up to homotopy rel v∈V A v . We obtain an edge γ connecting w and w after concatenating δ with γ pw or γ p w if p w = w or p w = w .
Finally, consider the general case, and set v 0 := w. Let E(v 0 ) be the component of C \ A v0 containing w , and let D 1 be the unique component of (2) or (3) since E(v 0 ) contains at least the vertex w , so there exists v 1 ∈ V such that ∂D 1 ∩A v1 = ∅. If v 1 = w , we are reduced to the special case. Else, D 1 is of type (3), and there is a unique component E(v 1 ) ⊂ E(v 0 ) of C \ A v1 containing w . We continue this argument inductively, and as the number of vertices contained in E(v i ) decreases in each step, we obtain a finite sequence w = v 0 , v 1 , . . . , v n = w of vertices such that A vi−1 and A vi both intersect ∂D i . The concatenation γ := γ 0 · γ 1 · . . . · γ n−1 , where γ i is an edge from v i to v i+1 , is an allowable path from w to w , and it is unique up to homotopy rel v∈V A v because every part γ i is. Tr(e (w,w ) ).
As every edge is contained in some component of C \ v∈V A v (except possibly for its normalized ends), and every such component contains at most one edge by Lemma 5.11, different edges are disjoint (except possibly for their endpoints), and are not homotopic rel v∈V A v . The embedded graph H is connected by Lemma 5.11, and the existence of a cycle of edges would contradict uniqueness in Lemma 5.11. Hence, H is an embedded tree. Moreover, every endpoint of H is a postsingular point: every vertex v ∈ V \ P (E λ ) is the middle point of a triod of the form [p 1 , v, p 2 ] with p 1 , p 2 ∈ P (E λ ) and the in-tree connection of p 1 and p 2 has to contain v by Lemma 5.10 and the definition of allowable arcs.
Next, we want to see that
is homotopic to H rel P (E λ ). By Proposition 3.10, we can find a homotopy I 0 between H and an embedded tree
(U ), and by our choice of the edge e (0,w0) , we can make sure
is a homeomorphism, and if v = v t is pre-singular, we have E λ ( j Tr(γ t,j )) = j Tr(γ σ(t),j ). If v is not presingular, we have H ∩ A E λ (v) = {E λ (v)}, and therefore E λ Tr(γ t,j ) . Hence, for every pair of distinct postsingular points p, q ∈ P (E λ ), the in-tree connection [p, q] H is an allowable arc. By the uniqueness of allowable arcs, there exists a homotopy I 1 between H and H rel v∈V A v . We obtain a homotopy I between H and H rel P (E λ ) by concatenating I 0 and I 1 .
It remains to show that the induced self-map f := E λ • I 1 : H → H is expansive (see the paragraph before Definition 3.6 for the definition of expansivity). By construction, we have I 1 (v * ν ) = −∞, and we deduce that V f = V for the set of marked points of the self-map f . Let p, q ∈ V f = V be two different marked points of f . By construction, two vertices v t , v u ∈ V \ {v * ν } are contained in different branches of H at v * ν if and only if the first entries of t and u are different. As different vertices have different itineraries, there exists a smallest n ≥ 0 such that the itineraries of f
•n (p) and f •n (q) have different initial entries. Hence, we have
6. Classification of post-singularly finite exponential maps
Post-singularly finite exponential maps have been classified in terms of the external addresses of the dynamic rays landing at the singular value in [LSV] , and we have stated their main result in Theorem 2.12. As an application of our construction, we give another combinatorial classification of this class of maps in terms of Hubbard Trees. Post-singularly finite polynomials have been classified combinatorially by Poirier in [P] in terms of so called abstract Hubbard Trees, which are just graph-theoretic trees together with dynamics on it and certain extra information associated to it but without an embedding into C. The exponential dynamical trees from Definition 4.2 come quite close to what we mean by an abstract exponential Hubbard Tree. We have to add a cyclic order on the branches of the tree at each marked point in order to specify a homotopy type of embeddings of the tree into the complex plane.
Definition 6.1 (Abstract exponential Hubbard Tree). An abstract exponential Hubbard Tree (H, f, B ki ∠ v ) is an exponential dynamical tree (H, f, B ki ) together with a cyclic order ∠ v on the set of branches of H at v for each marked point v ∈ V f \ {v T } such that f preserves the cyclic order. Two abstract Hubbard Trees (H, f, B ki , ∠ v ) and (H,f ,B ki , ∠ṽ) are called equivalent if they are equivalent as exponential dynamical trees and in addition the homeomorphism ϕ : H →H from Definition 4.2 can be chosen to preserve the cyclic order at marked points.
Let H be a Homotopy Hubbard Tree for the post-singularly finite exponential map E λ . In Section 4 we have seen that for any choice of induced self-map f : H → H the triple (H, f, B ki ) is an exponential dynamical tree. We have also seen that ifH is a second Hubbard Tree for E λ with choice of induced self-mapf :H →H, the exponential dynamical trees (H, f, B ki ) and (H,f ,B ki ) are equivalent. As H is embedded into the complex plane, the branches of H at a marked point v ∈ V f \{v T } come equipped with a natural cyclic order ∠ v (of course this also holds for v T , but the cyclic order of edges at v T is already contained in the sector information). Also, the trees H andH are homotopic in C rel P (E λ ), and such a homotopy preserves the cyclic order of branches at marked points. It follows that there is a well-defined map F : {psf exponential maps} → {abstract exponential Hubbard Trees}, where we consider abstract exponential Hubbard Trees up to equivalence. The classification result we want to prove in this section is that F is a bijection.
The major tool that has made classification results of this kind possible for certain classes of rational functions is Thurston's topological characterization of rational maps. An analogous result for exponential maps has been established in [HSS] . In order to state this result precisely, we need to introduce some terminology first.
Convention. In the following, S 2 denotes an oriented topological 2-sphere with two distinguished points 0 and ∞. All homeomorphisms and coverings will be understood to be orientation-preserving. We also write R 2 = S 2 \ {∞}.
Definition 6.2 (Topological exponential maps). A covering map g : R 2 → R 2 \ {0} is called a topological exponential map. It is called post-singularly finite if the orbit of 0 is finite, hence preperiodic. The post-singular set is P (g) := n≥0 g
•n (0).
Definition 6.3 (Thurston equivalence). Two post-singularly finite topological exponential maps f and g with post-singular sets P (f ) and P (g) are called Thurston equivalent if there are two homeomorphisms ϕ 0 , ϕ 1 :
commutes, and ϕ 0 is homotopic to ϕ 1 relative to P (f ).
The main result of [HSS] is a criterion for a topological exponential map to be Thurston equivalent to a (necessarily post-singularly finite) holomorphic exponential map. There exists an equivalent holomorphic map if and only if the following obstruction does not occur; see below.
Definition 6.4 (Essential curves and Levy cycles). Let g be a post-singularly finite topological exponential map. A simple closed curve γ ⊂ S 2 \ (P (g) ∪ {∞}) is called essential if both connected components of S 2 \ γ contain at least two points of P (g) ∪ {∞}. A Levy cycle of g is a finite sequence of disjoint essential simple closed curves γ 0 , γ 1 , . . . , γ m−1 , γ m = γ 0 such that for i = 0, 1, . . . , m − 1, some component γ i of g −1 (γ i+1 ) is homotopic to γ i in R 2 relative to P (g) and g : γ i → γ i+1 is a homeomorphism.
Let U i be the bounded component of R 2 \γ i and let U i be the bounded component of R 2 \ γ i . If all restrictions g : U i → U i+1 are homeomorphisms, then the Levy cycle is called degenerate.
It is easy to see that for topological exponential maps every Levy cycle is degenerate and that Levy cycles are preserved under Thurston equivalence. Furthermore, a routine hyperbolic contraction argument shows that a post-singularly finite exponential map does not have a Levy cycle. The following theorem is the main result of [HSS] . Remark. In our parametrization λ → λ exp(z) of the exponential parameter space, with λ ∈ C\{0}, no two distinct E λ and Eλ are affinely conjugate. By Theorem 6.5, two post-singularly finite maps E λ and Eλ are never Thurston equivalent for different parameters λ,λ ∈ C \ {0}.
We are going to show that distinct psf exponential maps always yield abstract Hubbard Trees that are not equivalent. For the proof, we need a result from [BFH, Corollary 6 .6] about extensions of maps between embedded graphs. Lemma 6.6 (Extension of graph homeomorphisms). Let Γ 1 , Γ 2 ⊂ S 2 be connected embedded graphs, and let f : Γ 1 → Γ 2 be a homeomorphism. Then f extends to an orientation-preserving homeomorphismf : S 2 → S 2 if and only if f preserves the cyclic order of the edges at all branch points of Γ 1 .
Theorem 6.7 (Different maps have non-equivalent trees). Let E λ and Eλ be two post-singularly finite exponential maps. Let H be a Homotopy Hubbard Tree for E λ , and letH be a Homotopy Hubbard Tree for Eλ. If H andH yield the same abstract Hubbard Tree, then we have λ =λ.
Proof. Choose dynamic rays g (resp.g) of E λ (resp. Eλ) landing at the singular value. By Theorem 4.8, we can assume w.l.o.g. that H (resp.H) does not intersect Tr(g) (resp. Tr(g)). By hypothesis, there exists a homeomorphism ϕ : H →H that restricts to a conjugation between E λ and Eλ on P (E λ ), and preserves the cyclic order at each marked point of H. By Lemma 6.6, ϕ can be extended to a homeomorphism ϕ 0 : C → C, and we can choose ϕ 0 to satisfy ϕ 0 (Tr(g)) = Tr(g). There exists a unique lift ϕ 1 : C → C of ϕ 0 satisfying ϕ 0 • E λ = Eλ • ϕ 1 and ϕ 1 (0) = 0. We want to see that ϕ 0 is homotopic to ϕ 1 rel P (E λ ). This implies that E λ and Eλ are Thurston equivalent, so we have λ =λ by Theorem 6.5 and the remark following it.
Let us first see that ϕ 1 restricts to a conjugation between E λ and Eλ on P (E λ ), just as ϕ 0 does. Let D be the dynamical partition for E λ w.r.t. g, and letD be the dynamical partition for Eλ w.r.t.g. The lifted map ϕ 1 maps the partition sector D k homeomorphically onto the sectorD k of the same index for ϕ 0 (Tr(g)) = Tr(g) and ϕ 1 (0) = 0. Hence, for all n ≥ 0, ϕ 1 sends the unique preimage of E
•n λ (0) in the sector D k to the unique preimage of E •ñ λ (0) inD k . As E λ and Eλ have the same kneading sequence (remember that the abstract Hubbard Tree in particular contains the sector information for the post-singular points), it follows that ϕ 1 (E
. The map ϕ 1 extends to a map ϕ 1 : C T → CT by setting ϕ 1 (−∞) := −∞. As ϕ 1 (P (E λ )) = P (Eλ), we have ϕ 1 (H ) =H . By Proposition 3.10, there exists an embedded tree H ⊂ C such that H is homotopic to H rel P (E λ ). Any homotopy between H and H rel P (E λ ) is pushed forward by ϕ 1 to a homotopy betweenH and an embedded treeH := ϕ 1 (H ) ⊂ C rel P (Eλ). By Lemma 3.13, H is ambient isotopic to H rel P (E λ ), andH is ambient isotopic toH rel P (Eλ). Stated differently, there exist homeomorphisms Ψ 0 , Ψ 1 : C → C such that Ψ 0 is isotopic to id rel P (E λ ), Ψ 1 is isotopic to id rel P (Eλ), and ϕ 1 := Ψ 1 • ϕ 1 • Ψ 0 satisfies ϕ 1 (H) =H. The composition ϕ 1 is isotopic to ϕ 1 rel P (E λ ), and it is equal to ϕ 0 on the set of marked points of H. By [BFH, Corollary 6.3] , there exists a homeomorphism Ψ : C → C isotopic to id relative to the set of marked points of H (and in particular relative to P (E λ )) such that ϕ 1 • Ψ = ϕ 0 . But ϕ 1 • Ψ is isotopic to ϕ 1 rel P (E λ ), so E λ and Eλ are Thurston equivalent.
We are going to explain how to obtain a topological exponential map from an abstract exponential Hubbard Tree. For convenience, we are going to embed abstract Hubbard Trees into the complex plane C (or suitable extensions of it). Note, however, that the complex structure of C does not play any role; it only simplifies the construction. At first, we define a suitable embedding of the abstract tree into the complex plane. Afterwards, we show that the self-map of the embedded tree extends to a map on the plane, and that this map is a topological exponential map.
The constructions are inspired by and similar to [LSV, Chapter 5 ], so we skim some of them and refer to [LSV] for more details.
At first, we specify a general mapping layout for all of our topological exponential maps which is independent of the Hubbard Tree that we want to realize. See Figure 5 for a sketch of the upcoming construction. Let γ h : (0, ∞) → C, γ h (t) := t be a parametrization of the horizontal line of positive reals. For each k ∈ Z, let d k : (−∞, +∞) → C, d k (t) := t + (2k − 1)πi be a parametrization of the straight horizontal line at constant imaginary part (2k − 1)π. We define a continuous map
Let (H, f, B ki , ∠ v ) (we use a different font here to distinguish the abstract tree from the embedded tree) be an abstract Hubbard Tree. The branches B k0 , . . . , B kn of H at v T are indexed by distinct integers k i ∈ Z, where k 0 = 0 (compare Definition 4.2). Denote by v
ki is the unique marked point in B ki incident to v T . Choose auxiliary points v
ki ). We define an embedding ι : H → C in the following way:
• Choose an arbitrary point v T ∈ {z ∈ C | Re(z) < −1}, and choose pairwise disjoint arcs
• For i ∈ {1, . . . , n}, choose distinct points v ki . For the embedding of B 0 , we require ι(f(v T )) = 0 and ι(B 0 ) ∩ Tr(γ h ) = ∅ in addition. Note that every oriented topological tree is planar, so there always exists such an embedding.
The image H := ι(H) ⊂ C is an embedded tree. Next, we define a slightly different embedding ι of H whose image will be the subset H of the preimage tree of H spanned by P (g) under the yet to be constructed topological exponential map g.
Let −∞ and +∞ be abstract points not contained in C and let C ∞ := C ∪ {−∞, +∞} denote the extension of the complex plane by these abstract points. We turn C ∞ into a topological space by defining U n := {z ∈ C | Re(z) < −n} ∪ {−∞} to be a neighborhood basis of −∞ and V n := {z ∈ C | Re(z) > n} ∪ {+∞} to be a neighborhood basis of +∞. For every i ∈ {0, . . . , n} letγ i : [0, 1] → C ∞ be an arc connecting −∞ to v The two embedded trees agree on {z ∈ C | Re(z) ≥ −1}.
g 0 (+∞) = ∞. We define a graph map
Our next goal is to show that the graph mapg can be extended to a postsingularly finite topological exponential map. Let us see how to use Lemma 6.6 in our setting. There exist continuous maps ϕ 1 : D → cl C∞ (D i ) and ϕ 2 : D → cl C (C \ Tr(γ h )) that restrict to orientation-preserving homeomorphisms from D onto D i and C \ Tr(γ h ) respectively. The map ϕ 1 is a homeomorphism, while every interior point of Tr(γ h ) has two preimages under ϕ 2 . We choose ϕ 1 to satisfy ϕ 1 (1) = +∞, ϕ 1 (−1) = −∞, and ϕ 2 to satisfy ϕ 2 (−1) = 0, ϕ 2 (1) = ∞. Then, there exist inverse branches ψ u : Tr(γ h ) → ∂D ∩ {z ∈ C | Im(z) ≥ 0} and ψ l : Tr(γ h ) → ∂D ∩ {z ∈ C | Im(z) ≤ 0} of ϕ 2 . We define a homeomorphism f : ∂D → ∂D via f (z) := ψ u (g 0 (ϕ 1 (z))) if Im(z) ≥ 0, ψ l (g 0 (ϕ 1 (z))) if Im(z) ≤ 0.
We view D ⊂ C as a subset of the Riemann sphere. Setting Γ 1 := ϕ −1 1 (∂D i ∪ (H ∩ D i )), Γ 2 := ϕ −1 2 (g(H ∩ D i ) ∪ Tr(γ h )), the Γ i ⊂ C are connected embedded graphs. We extend f to a homeomorphism f : Γ 1 → Γ 2 by setting f (z) = ϕ −1 2 (g(ϕ 1 (z))) for z ∈ Γ 1 \ ∂D. Then f preserves the circular order at branch points of Γ 1 becauseg preserves the circular order at branch points. By Lemma 6.6, there exists an orientation-preserving homeomorphismf : C → C extending f and satisfyinĝ f (D) = D. We define g(z) := ϕ 2 •f • ϕ −1 1 for z ∈ D i . Pasting these extensions together, we obtain a globally defined map g : C → C \ {0}. As it is a covering map, it is a post-singularly finite topological exponential map. To see that g is Thurston equivalent to a holomorphic map, we have to show that g does not admit a Levy cycle. We can assume w.l.o.g. that γ h is preperiodic (as a set) under the dynamics of g, and the forward images of γ h are pairwise disjoint (except possibly for their landing points). By construction, the boundary of the partition (D j ) j∈Z consists of the preimages of By Theorem 6.5 and Lemma 6.8, the topological exponential map g is Thurston equivalent to a holomorphic exponential map E λg . We are in the position to close the classification cycle. Proof. We have already shown that F is well-defined. We choose a representative for every equivalence class of abstract exponential Hubbard Trees and perform the construction above to obtain a post-singularly finite exponential map associated with it. This sets up a map G : {abstract exponential Hubbard Trees} → {psf exponential maps}.
Let (H, f, B ki , ∠ v ) be the chosen representative for a given equivalence class of abstract Hubbard Trees, and let E λg = G([(H, f, B ki , ∠ v )]) be the corresponding holomorphic exponential map obtained by the construction above. We want to see that F(E λg ) = [(H, f, B ki , ∠ v )], i.e., F • G = id. As we have already seen in Lemma 6.7 that F is injective, this shows that F is indeed a bijection.
By the definition of Thurston equivalence, there exist two homeomorphisms ϕ 0 , ϕ 1 : C → C such that the diagram (C, P (g)) (C, P (E λg )) (C, P (g)) (C, P (E λg ))
commutes and ϕ 0 and ϕ 1 are homotopic rel P (g). We want to see that H 0 := ϕ 0 (H) is a Homotopy Hubbard Tree for E λg , and that it yields the abstract exponential Hubbard tree that we have started with. Obviously, H 0 is a finite embedded tree spanned by P (E λg ). We want to see that H 0 is invariant up to homotopy rel P (E λg ). Set H 1 := ϕ 1 (H). As ϕ 0 and ϕ 1 are isotopic rel P (g), the embedded trees H 0 and H 1 are ambient isotopic. More precisely, the map ϕ := ϕ 1 • ϕ −1 0 : C → C is isotopic to id rel P (E λg ) such that ϕ(H 0 ) = H 1 . We want to see that H 0 = [P (E λg )] E λg −1 (H0) is homotopic to H 0 in C T rel P (E λg ).
By construction, there exists a homotopy I : H × [0, 1] → C ∪ {−∞} between H and H rel P (g) satisfying I 1 = ι • ι −1 . The homeomorphism ϕ 1 extends to a homeomorphism ϕ 1 : C ∪ {−∞} → C T by setting ϕ 1 (−∞) := −∞. By commutativity of the Thurston diagram, we have H 0 = ϕ 1 (H ). The homotopy I is pushed forward via ϕ 1 to a homotopyĨ := ϕ 1 • I between H 1 and H 0 rel P (E λg ). We have shown above that H 1 is homotopic to H 0 rel P (E λg ), so H 0 is homotopic to H 0 rel P (E λg ).
The −1 , i.e., the self-map of H 0 is conjugate to the self-map f of the abstract Hubbard Tree H. Hence, f is expansive by the expansivity of f.
This also shows that the abstract Hubbard Trees (H 0 , f, B ki , ∠ v ) and (H, f, B ki , ∠ v ) are equivalent via ϕ 0 • ι except for the fact that the sector information of H and H 0 is consistent. For a post-singular point p ∈ B ki , we have ι(p) ∈ D ki , where (D i ) i∈Z is the partition for g defined above. As Tr(γ h )∩H = {0}, we have H 0 ∩Tr(γ) = {0}, where γ := ϕ 0 • γ h . By Theorem 4.8 and Lemma 3.13, the arc γ is ambient isotopic rel P (E λg ) to a dynamic ray g s landing at the singular value. Let (D i ) i∈Z be the dynamical partition for E λg w.r.t. g s . As ϕ 0 restricts to a conjugation between P (g) and P (E λg ), and as the ambient isotopy between γ and g s does not move post-singular points, we have ϕ 0 • ι(p) ∈D ki . Hence, the sector information of H and H 0 is indeed consistent.
This concludes the classification of psf exponential maps in terms of abstract exponential Hubbard trees.
The key tools for our construction of Homotopy Hubbard Trees are dynamic rays, their landing properties, and the combinatorial encoding of both. It is natural to ask whether more general maps also have Homotopy Hubbard Trees. The escaping set of an arbitrary post-singularly finite entire function need not consist of dynamic rays. Very recently, the concept of dreadlocks has been introduced in [BR] as a generalization of dynamic rays. For every post-singularly finite entire function, the escaping set naturally decomposes into dreadlocks, and the collection of dreadlocks can be encoded in terms of external addresses. Every repelling periodic point is the landing point of at least one and at most finitely many dreadlocks, all of which are periodic of the same period. We expect to be able to use these results to prove the existence and uniqueness of Homotopy Hubbard Trees for all post-singularly finite transcendental entire functions.
An interesting question is which of these maps have a Hubbard tree in the classical sense, i.e., an embedded tree that is forward invariant as a set, not just invariant up to homotopy. By Lemma 3.2, psf exponential maps do not have a Hubbard tree essentially because of the existence of an asymptotic value. We expect this to be the only obstacle to the existence of Hubbard trees.
These questions will be addressed in a forthcoming article.
