The objective of this work is to develop a new numerical approach for the 3D modelling of flow and transient solute transport in fractured porous media which would provide an accurate and efficient treatment of 3D complex geometries and inhomogeneity distributions. For this reason, and in order to eliminate as much as possible the number of degrees of freedom, the fracture network, fractures and fractures intersections are solved with a coupled 2D-1D model while the porous matrix is solved independently with a 3D model. The interaction between both models is accounted for by a coupling iterative technique. In this way, it is possible to improve efficiency and reduce CPU usage by avoiding 3D mesh refinements of the fractures. The approach is based on the discrete fracture model in which the exact geometry and location of each fracture in the network must be provided as an input. The numerical solution is based on a multidimensional coupling strategy implemented using the boundary element method multidomain scheme for the flow and the boundary element dual reciprocity method multidomain scheme for the transport. Accurate results and high efficiency have been obtained and are reported in this chapter.
the present work is to develop a new numerical technique based on the multidimensional coupling of the boundary element method (BEM) to simulate the processes of flow and transient solute transport in 3D FPM by making use of the discrete fracture network model (DFNM). This chapter is organised in the following way. The first section describes an introduction to FPM, the aim and motivation of the present work, some references to earlier publications on the subject, the background of the conceptual model and an introduction to the numerical approach. Section 2 presents the governing equations, and Section 3 is dedicated to a description of the BEM and its features used in this work. Section 4 deals with the numerical scheme used for the porous matrix, the fracture network and the fracture intersections, introducing the concept of 'pipes'. Section 5 introduces some comments on the computational implementation of the computational code, and Section 6 shows the numerical results obtained with the method. The first part contains the validation of the method and the numerical performance of the scheme, while the second part shows results of the model applied to more realistic situations.
Fractured porous media
In the continuum approach, a porous medium can be regarded as a multiphase material body in which a representative elementary volume (REV) can be determined for it, such that no matter where we place it within a domain occupied by the porous medium, it will always contain both a persistent solid phase and a void space. The size of the REV is such that the physical parameters that represent the distributions of the void space and of the solid matrix within it are statistically meaningful [1] .
On the other hand, a fractured porous medium can be regarded as a composition of two well-distinguished entities, namely individual fractures, fracture networks and the solid medium, or porous matrix, existing between the fractures (named also the porous matrix).
A thorough description of FPM and fracture networks can be found in reference [2] . Roughly speaking, individual fractures look like plane discontinuities when viewed from afar, or like two solid surfaces that surround an interstitial 3D space when viewed from close-up. Fractures are regarded as porous media with usually higher permeability than the adjacent porous matrix [3] [4] [5] and with apertures of many orders of magnitude smaller than the integration domain.
Overview
At present there are many different approaches for modelling flow and solute transport in FPM. One possible way to classify most of the available models is in terms of the degree of detail and accuracy that each one of them can describe according to their length ranges and space scales. The two major divisions that appear [1] are the microscopic representation, in which the scale is such that it is possible to distinguish the void region inside a pore and the different phases within it, and the macroscopic representation, in which transport properties are usually averaged
The discrete fracture model
The discrete fracture network model adopted in this work can be regarded as a network of interconnected fractures embedded in a porous matrix. Each individual fracture is represented by an arbitrary surface, that can be plane or not, finite or infinite and of various shapes.
In general, the main feature of the fractures is that they might cover a wide range of scales, from submillimetric fissures to long faults of hundreds of kilometres. Another distinctive feature is that fractures might intersect each other randomly, generating a complex interconnected network. The goal of this work is to model the fractures individually, in such a way that they are deterministically prescribed so that the exact location and geometry are known and predefined.
When viewed from a close distance, each surface of the fracture network can be represented as a 3D object with one of its dimensions of several orders of magnitude smaller than the other two. This dimension is the aperture of the individual fracture, namely w f , which at the same time might vary from point to point within the fracture.
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A convenient simplification of the model is to decompose each individual fracture of the fracture network into smaller fracture elements. Each element has associated a constant aperture that might be different from the others. In this way a piecewise varying field of aperture can be prescribed over every single surface of the network. Although each fracture has three dimensions, the model proposed in this work regards the aperture as a scalar field attached to a 2D surface built from a cluster of interconnected flat fracture elements, thus being represented by two local coordinates. The fracture network is itself made of porous media, usually of higher permeability than the adjacent porous matrix in which it is embedded. For the purpose of this work, it is enough to calculate the permeability of the fracture network by means of the Poiseuille law or by data collected from experimental measurements.
Historical development of porous media modelling
In the field of deterministic fracture networks, Warren and Root [7] made a very important contribution with orthogonal structured fracture networks. Later Odeh [8] presented a generalisation of this work with arbitrary unstructured fracture network patterns. In the range of local scale modelling, it is worth mentioning the contribution of Snow [9] where he found exact expressions of permeabilities for infinite fractures. Following on, Kranz et al. [10] and Witherspoon et al. [11] worked out in the experimental field to determine permeabilities at local scale ranges. Brown and Scholz [12] and later Gentier [13] introduced a new method to systematically characterise natural fracture networks. This characterisation was subsequently used by Brown [14] and Moreno et al. [15] to determine the permeability of a single fracture by the integration of the 2D Reynolds equation.
Barton and Larsen [16] compiled many years of research on hydromechanical joint properties in a coupled joint behaviour model. Lately, Mourzenko et al. [17] reformulated the calculation of the single fracture permeability by integrating the Stokes equations, and subsequently Koudina et al. [18] contributed with the calculation of the permeability of networks made of interconnected fractures regarded as polygons. On the fracture network scale, significant efforts were made to model transport properties and to match the numerical results with those obtained from the experiment. Bond networks were extensively used by Dienes [19] , Long et al. [20] and Cacas et al. [21] with an elegant method to generate off lattice bond networks in three dimensions.
Faust and Mercer [22] have demonstrated the circumstances in which the very far field approach can be used to describe flow and heat transport in porous media.
During the eighties the trend was the application of concepts derived from the percolation theory for the study of fractures. Percolation deals with the effects of varying the richness of interconnections present in a random system. The basic idea of percolation is the existence of a sharp transition at which the long-range connectivity of the system disappears (or, going the other way, appears). This transition occurs abruptly when some generalised density in this system reaches a critical value called percolation threshold.
Researchers attempted to determine the percolation threshold, in this case interpreted as the density of fractures above which the connectivity of fractures is sufficient to enable flow through the network, or at least through part of the fractures. Dienes [19] and Charlaix et al. [23] provided key contributions in this subject bringing new light into network analysis. Also Robinson [24] , Charlaix et al. [25] , Wilke et al. [26] and Marsily [27] studied the issue of connectivity with percolation theory.
Another fruitful point of view was that of Lévy [28] when she applied the technique of multiple scales to the theoretical determination of the permeability of fractured porous media.
The general description about fracture networks in reference [1] together with reference [2] represent a convenient starting point that covers the necessary physical aspects for the numerical modelling. An innovative technique to deal with fractures as interfaces in porous blocks has been implemented and tested in two dimensions (the porous matrix is represented in two dimensions, while the fractures are represented as 1D curves) with the finite element method in reference [29] . This reference presents a strategy similar to the one employed here from the point of view of the theory involved in the numerical modelling and it represents a convenient starting point for the formulation and the derivation of the model. The present work is based on the same idea but employs a different numerical strategy since it solves 3D problems using the BEM.
Governing equations
The mathematical formulation that describes the DFNM is divided into two parts, namely flow and transport. The former is concerned about the velocity field ( v) and the hydraulic head (h) in the FPM, whereas the latter is concerned about the concentration (c) and the flux of the pollutant ( q).
Based on the hypothesis of low concentrations and incompressible medium, both parts of the model can be decoupled and solved in a sequential way. The flow problem is solved first and the velocity field becomes an input for the transport problem, driving the convective term.
Flow
The flow model in porous media is based on the continuum approach, and it is generally described by:
which was derived [30] by assuming isothermal and homogeneous flow, hydraulic conductivity independent of pressure changes, and specific storativity and hydraulic conductivity unaffected by variations of the porosity, and where h = p/ρg + z is the hydraulic head, S r = ρg(α + θβ) is the specific storativity, α = (1/(1 − θ ))∂θ/∂p is the coefficient of rock matrix compressibility, β = (1/ρ)∂ρ/∂p is the coefficient of compressibility of the fluid, θ is the porosity of the medium, p is the pressure, ρ is the density, g is the gravity acceleration, z is the coordinate along direction of gravity, and Q e refers to sources or sinks. Equation (1) represents the conservation of mass assuming the Darcy law for porous media, which relates the velocity (v) to the gradient of the hydraulic head according to
where k is the hydraulic conductivity.
Flow in the porous matrix
When the characteristic diffusion time defined as 
where subscript m stands for the porous matrix.
Flow in a single fracture
Let us consider the tangential plane to the surface that represents the fracture, and a local system of coordinates (x , y , z ) such that z is coincident with the local normal to that plane (i.e.n m,B in Fig. 1 ). The DFNM assumes that where w f is the local aperture of the fracture and L f is the extension of the fracture. Therefore, it is possible to represent the solution in the fracture as a superposition of the 2D solution on the tangential plane and a 1D profile
Using this last expression in (3) and integrating along z yields
where
is the normal velocity directed from the adjacent porous blocks to the fracture plane inn m,j direction, and the following 2D operator has been employed:
is the velocity in the jth porous block at the interface that limits with the fracture plane. For simplicity, in this work a fracture plane will be always confined between two blocks of PM, thus disregarding the case of fractures as surface boundaries of the whole integration domain that represents the FPM (Fig. 1) andw f is the equivalent aperture of the fracture.
Fracture intersections
In any arbitrary interconnected fracture network, a certain number (m f ) of fractures might intercept each other converging into a common intersection. The resulting pipe could have material properties significantly different from its adjacent environment (either fractures or porous matrix), in the same way that fractures represent a discontinuity of high conductivity for the adjacent blocks of porous matrix. Furthermore, since single fractures are represented by surfaces, it is natural to represent their intersections by 1D curves in the 3D space. In the fracture intersections or pipes (we will often refer to pipes as the theoretical representation of the real fracture intersections), integration of the continuity equation over the cross section A p ( Fig. 1 ) yields:
where v f,n = −k f (∂h f /∂n f ) is the velocity along the fracture planes adjacent to the pipe in the direction of the outward normal unitary vector (n f ) perpendicular to the longitudinal axis of the pipe, and η is the coordinate along the pipe (n p ), see Fig. 1 .
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Furthermore, assuming that: (1) the main contribution of the flux in the righthand side integral of (10) comes from the adjacent fractures, thus neglecting the part of the integral involving the contact between the lateral surface of the pipe and the porous matrix and that; (2) the hydraulic head in a given cross section of the pipe is constant (depending only on the local coordinate along the pipe η); then eqn (10) can be expressed in the following way:
where i denotes each adjacent fracture element to the pipe, the subindex p stands for the pipe, and A p is the area of the pipe cross section.
Flow in pipe connectors
In the same way that fractures intersect each other creating pipes, an arbitrary number of pipes might intersect each other creating pipe connectors. These objects can be regarded as closed volumes of similar extension in all directions and comparable with the mean diameter of all the convergent pipes A p . By analogy, it is consistent to represent pipe connectors by points called multiple pipe connectors (MPCs), disregarding their 3D structure by integration in volume. Thus, in an MPC, the following zero-dimensional version of the mass conservation is considered for the flow:
together with the continuity of hydraulic heads at the end-points of the converging pipes, given by:
where m p is the number of pipes joining in the point.
Transport
This section presents the governing equations for transport in porous matrix, fractures, pipes, and MPCs. It is considered that all these entities offer the same kind of discontinuity for both flow and transport problems, so the derivation is similar to the one for the flow, this being the only difference and the leading operator of the partial differential equation. The formulation for the complete problem where all the entities interact together and the description of the coupling strategies will be presented in the next sections. In general, the transport process under consideration can be described by the time-dependent advection-diffusion reaction (ADR)
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where v = |v|, D is the dispersion coefficient, D M is the molecular diffusivity, R is the retardation factor, and α is the dispersivity. It is practical to define the
where subscript χ can be any of m, f, or p identifying porous matrix, fractures, or pipe element, respectively; R χ is the retardation factor, the index p denotes the dimensionality of χ and i = 1, . . . , p identifies the corresponding space coordinate. Thus, the general formulation for the transport in any entity of the FPM can be summarised in the following expression:
where ρ χ depends on χ and p, and represents the coupling term between entities. Table 1 summarises all the possibilities. It can be seen that the approach can be applied for FPM in 3D or 2D. When the problem is 3D the column m = 3 applies, and for 2D problems m = 2.
Transport in the porous matrix
Assuming a small variation of solute concentration and low compressibility of the fluid, the fluid density variation can be neglected. In addition, considering a homogeneous isotropic media, the concentration in the porous matrix is described by eqn (18) with χ = m and: (For simplicity, the theory is presented for homogeneous properties, despite the fact that the domain decomposition technique mentioned below allows treatment of piecewise homogeneous media.)
Transport in fractures
Integration of (15) along z in the same way as it was done in the flow problem yields:
where q m,n,j = q ·n m,j is the normal solute flux coming from the porous matrix into the fracture. Thus, the influence of the two blocks of porous matrix (A and B) adjacent to the fracture (see Fig. 1 ) is considered as a source term inside the fracture. Finally, the formulation for a single fracture is represented by eqn (18) with χ = f and eqn (20) describing ρ f .
Transport in pipes
Integration of (15) over a given pipe cross section A p yields
where t represents time, η is the local coordinate along the pipe,n r =n p ×d is the unitary normal vector normal to the pipe at η,n p is the local unitary vector along the pipe at point η, and is the boundary of the pipe cross section, see Fig. 1 . If we assume that the solute flux between a pipe and its surrounding porous matrix, i.e. the contribution of the integral (21) between points p 1 and p 2 in Fig. 1 , is negligible in comparison with the flux between a pipe and its adjacent fractures, the integral (21) between p 2 and p 3 , then ρ p can be approximated by:
The 1D formulation for pipes is finally represented by eqn (18) with χ = p and the source term given by (22).
Transport in pipe connectors
Similar to the flow problem, the 3D structure of an MPC is collapsed into a point where L 0 o is identically zero, and the source term of (18) becomes
thus leading to the continuity of concentration
and the conservation of the normal solute flux
Numerical method
This section provides an overview of the numerical methods involved in this work: the BEM in combination with the dual reciprocity method (DRM). There are also two additional explanations regarding the domain decomposition technique and the time integration scheme.
The boundary element method
This subsection shows the main steps of the BEM applied to the Poisson equation, which is the leading equation in the present formulation. However, a complete introduction to the BEM can be found in references [31] [32] [33] . One of the main advantages of the method is that it only requires discretisation of the boundary into elements, avoiding the need to discretise in volume. The starting point of the BEM is the integral formulation of the governing differential equation. There are different ways to reach the same formulation, e.g. the Green's third identity or weighted residuals, the latter being the one that offers a more flexible and general mathematical development, in the sense that it is easier to apply to general complex partial differential equations. Consider the Poisson equation valid in with an arbitrary source term ρ
with the following conditions prescribed on = 1 + 2 (the boundary of ),
where n is the normal to the boundary . Then, the weighting of (26) with the weight function u * produces:
And integration by parts of the last expression yields
The weight function u * is chosen to be the Green function of the Laplace operator, then it satisfies, for a concentrated source located at x i
As a consequence, the integral expression (30) becomes:
Equation (32) represents the integral formulation of (26), and is the starting point of the BEM. The first three terms of (32) involve only boundary integrals. The boundary can be discretised into N e2D elements.
In the 3D case, the integration domain (used to represent the porous matrix blocks) is a volume, and its boundary is discretised by means of a collection of connected triangular or quadrilateral isoparametric elements. In the 2D case the integration domain ( ) is a surface. The BEM for the 1D case will be used to represent pipes or the intersections that occur between the fractures of the fracture network. The integration domain ( ) is a linear straight segment and their two geometrical endpoints become the boundary ( ).
In general, the boundary is discretised into N e boundary elements, such that = N e j=1 j .
The treatment of the domain integral that appears in the last term of (34) will be deferred for the next section.
Each boundary element contains a number N fn of collocation nodes, where the potential or fluxes are evaluated. In this way, the values of the potential or its normal derivative at any point defined by the local coordinates (ξ ) on a given boundary element can be defined in terms of their values at the collocation nodes, and the interpolation functions ψ k with k = 1, N fn in the following way:
By applying the discretisation of the boundary and the collocation technique, the expression (32) can be rewritten in the following way:
The notation can be simplified by making use of the matrix notation, so the last expression can be written in the following way:
where index l = 1, . . . , N fe and N fe = N e j=1 N fn,j is the total number of collocation nodes. In fact, the index l is used to identify one of the adjacent freedom (collocation) nodes from a global point of view, and is a given as a function of the indicator of element (j), and the local collocation node of that element (k). The boundary element d j can be expressed in terms of the domain local coordinates (ξ ) through the Jacobian of the transformation |J| in the following way:
where h is the dimension of . Finally, provided that the right-hand side term of eqn (38) can be written as a given vector in function of the source term, or a characteristic matrix in function of the unknown potentials and normal fluxes at the collocation nodes of the boundary, the application of the prescribed boundary conditions and the assembly of the linear set of equations, that (38) produces, yields a determined system of equations of dimension N fe × N fe of the form
where the vector of unknowns (X) contains the potentials and normal fluxes that were not prescribed as boundary conditions, the matrix A involves the coefficients of H and G, and the right-hand side term involves the source term and the boundary conditions, multiplied with corresponding H and G coefficients.
The dual reciprocity method
This section provides an overview of the DRM including the generalities, the radial basis function considered, and the strategy for the reactive, convective, and timedependent terms. The previous section gave a general overview of the BEM for the Poisson equation, avoiding the treatment of domain integrals. In general, domain integrals arise from linear but inhomogeneous terms, nonlinear terms, or timedependent terms. In this case, the source term in (26) produced the domain integral in (32) . The most often used techniques to deal with the domain integrals are: direct numerical approximation, elimination of non-homogeneous terms through exact or approximate particular solutions, and dual and multiple reciprocity methods. In principle, the domain integral would require some internal discretisation. Although internal discretisation has been extensively used up to the present, e.g. in the cell integration method [34] , providing accurate results for a variety of partial differential equations, it has the main disadvantage of requiring an extra amount of data such as internal conectivities, hence, making the code more complex and more demanding in terms of computational resources. Here, the DRM is proposed in order to avoid this inconvenience. The DRM was first proposed in 1982 [35] and subsequently used by many other researchers [36] . A thorough introduction to the method can be found in reference [37] . The main idea is to translate the source term that appears in (38) to the boundary by means of a finite set of interpolating functions and applying again the same procedure that was used to derive the integral equation (32).
General approach
The source term (ρ) in (26) can be written as a linear combination of the approximating functions f j
where N r is the number of functions required for the approximation. The approximating functions are linked to the particular solutionû of the leading operator through
Thus, eqn (26) can be written in the following way:
In the last expression it is possible to apply the weighting procedure with the fundamental solution in order to produce the integral equation
Integration by parts on both sides of the last expression, and the subsequent discretisation of the boundary, as described in the last section, yields the following integral equation, for the source point located at the ith collocation node:
whereû ij :=û j (x i ) is the jth particular solution evaluated at the ith collocation point, and ∂ nûkj := ∂û j (x k )/∂n [k] is derivative of the jth particular solution evaluated at the kth collocation node in the direction of the outward normal to the boundary element that contains the kth node. The vector of coefficients (α j ) in eqn (46) can be obtained by solving the linear system:
where ρ = ρ(x i ) is the vector of source terms evaluated at the collocation nodes (it is supposed to be known, as the source term is a prescribed scalar field),
and α is the vector of unknown coefficients. Note that in general the number of interpolating functions does not need to be equal to the number of freedom nodes. Therefore, in order to invert F it is necessary to introduce more equations or to remove information from the freedom nodes [38] . Finally, it is more practical to rewrite eqn (46) in the following matrix notation:
where the following DRM matrices have been defined
Radial basis functions
In principle, any set of approximation functions f could be used in the DRM formulation. The only restriction is that the resulting matrix F must be non-singular. At the same time it is desirable to minimise high frequency oscillations without excessively smoothing the interpolation. The interpolating functions used in this work for the transport problem in the fractures, and in the porous matrix were the so called augmented thin plate splines (ATPS) [38] , whereas the solution in the pipes is based on cubic splines. Table 2 summarises the sets of interpolating functions employed in each case. When an element of F matrix is represented by a radial basis function, then the following notation is equivalent:
where r ij is the distance between the collocation nodes i and j.
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The reaction term
The reaction term (−k r u(x)) involves the evaluation of the unknown field u in the domain. Applying the linear combination (42) to u and inverting F it is straightforward to express the potential at any point inside the domain in terms of its values at the collocation nodes. In this way, the reaction term contributes with the vector
The convective term
The convective term introduces a first order derivative in space and is represented by:
The value of ∇u at any point inside the domain can be expressed in terms of F by means of
The coefficients α j can be obtained by inversion of F as posed in eqn (47) , enhancing the system if necessary to make it determined. In the case of potential flow, the second term on the right-hand side of (53) vanishes while the first one contributes to the discrete source vector ρ in (48) according to:
Subscript p stands for the components of the Cartesian coordinates x, y, z in the 3D case or x , y in 2D, while subscripts i, j, k, and l represent any of the collocation nodes.
Miscellaneous

Time integration
The integration in time is based on the finite difference method. A two-time level scheme has been implemented such that the time derivative is approximated in the following way ∂c ∂t
and the concentration c and its flux q are given by:
Superscripts m and m + 1 indicate previous and present time levels, respectively. The variable θ φ can be adjusted from 0 to 1 yielding to different schemes (CrankNicholson, Euler implicit, Euler explicit, or any intermediate scheme). The time step δt is recalculated at every time level such that the maximum variation of concentration c/c remains bounded below a certain arbitrary threshold κ, according to:
Domain decomposition
In order to deal with different material properties, the integration domain is discretised into many subdomains. Each subdomain represents an isolated boundary element problem and produces its own system of equations. Then, every subdomain is connected to its neighbours through their interfaces in which the continuity of potentials and normal fluxes are prescribed. The matching conditions between two subdomains A and B that share a common boundary are:
where u denotes the potential (concentration for the transport problem, or hydraulic head for the flow problem), q is the flux of that quantity, andn A is the outward normal unitary vector of the boundary of the subdomain A. Popov and Power implemented a scheme of this kind using DRM and called it the dual reciprocity method multidomain (DRM-MD) approach [36, 39] . In this way, the formulation can deal with piecewise homogeneous material properties. Moreover, by increasing the mesh refinement it is possible to solve problems with strong variations of the material properties or the solution fields, in spite of dealing with meshes more similar to the ones employed by the finite elements method (FEM) or finite volume method. The BEM applied to a single domain is characterised by producing a dense system of equations, which represents a real challenge for the solver, especially for large systems. On the other hand, domain decomposition offers the means to www.witpress.com, ISSN 1755-8336 (on-line) produce sparse systems of equations. This is a desirable feature, since sparse systems can be solved in a more efficient way by iterative solvers, even though paying the price of increasing the number of degrees of freedom during the discretisation.
Numerical implementation 4.1 Introduction
This section is focused on the numerical implementation of the DRM-MD BEM described in Section 3.1 applied to the flow and transport models described in Section 2. The objective is to solve a complete 3D DFNM of a fractured porous media. Section 4.2 describes the space discretisation for each entity appearing in the model, introducing, at the same time, the concept of block. Sections 4.6-4.8 for flow and 4.9-4.10 for transport describe the discrete matrix equations to be used in each subdomain of the porous matrix, in each fracture or pipe element, respectively. Once the sets of equations are produced for each subdomain of each entity, they are all linked together in Section 5, where it is described how to couple the whole problem with an assembly scheme and a fixed point iteration strategy. Each entity is associated with a different spatial dimension leading to a different formulation. However, all of them share a common feature: they are all based on the BE-DRM-MD with the fundamental solution of the Laplace equation. The governing equations of the flow and transport models can always be rewritten into Poisson-like equations, since any other term apart from the one involving the Laplace operator is considered as a generalised source term leading to a domain integral to be processed by the DRM. The following equations summarise the kernels used for each dimension.
where x 0 is the source point, K is an arbitrary constant and . . . is the Euclidean norm in R n .
Space discretisation
In the 3D case, the integration domain is composed by a complex set of crossing fractures, represented by surfaces ∈ R 2 and embedded in R 3 . The 3D volume that is completely enclosed by surfaces with imposed boundary conditions and/or fractures will be called block (see Fig. 2 ). Thus the interstitial volumes in the fracture network are usually blocks. 
Blocks and 3D subdomains
A block can be discretised into one or many subdomains of arbitrary shape, in which case it will be defined as a single domain or multidomain block, respectively. On the other hand, the boundary of each subdomain of a given block is discretised into many boundary elements (at least four, when the subdomain is a tetrahedron).
The following possibilities for the boundary elements of each 3D subdomain were considered in the implementation. In any case, the geometry can be described by quadratic or linear shape functions, and the interpolating functions follow the isoparametric approach. (Although this condition is not necessary at all, and it does not simplify the numerical implementation as in the case of finite elements.) The possibilities are sketched in Fig. 3 . The computational implementation allows the mixing of quadrilaterals with triangular elements, provided that they all have the same degree of interpolating and shape functions (Table 3) . This feature provides more flexibility when generating meshes for complex geometries. The expressions of the interpolating and shape functions associated to each element (i.e. Jacobians, definition of local coordinates) are the ones defined in [31] and [40] . For details about the geometry modeller and mesh generator see references [41] [42] [43] .
2D subdomains
A general plane or curved surface representing a single fracture is represented by a number of 2D flat subdomains that can be triangular or quadrilateral and take part of a structured or unstructured mesh. The subdomains in the fracture described by www.witpress.com, ISSN 1755-8336 (on-line) linear shape functions and the isoparametric approach imposes linear interpolating functions. The boundary of each 2D subdomain is discretised into three (for triangles) or four (for quadrilaterals) discontinuous linear boundary elements with two freedom nodes per segment. At the same time it is possible to add internal DRM nodes in order to increase the accuracy of the DRM approximation. Figure 4 shows the location of the freedom nodes in the triangular and quadrilateral subdomains in terms of their natural local coordinates (η 1 , η 2 ). In any case, the implementation requires geometrical matching between the boundary elements of the 3D subdomains and the adjacent 2D subdomains, despite of the fact that the freedom nodes do not need to be coincident.
1D subdomains
A pipe is discretised into one or many 1D subdomains with two internal freedom nodes in the case of flow and four freedom nodes in the case of transport, i.e. two internal plus the two geometrical endpoints. In any case the two internal freedom nodes are coincident with the discontinuous freedom nodes of the adjacent 2D subdomains as shown in Fig. 5 .
Flow in the porous matrix
The flow in a 3D subdomain of the porous matrix 3D is represented by eqn (3). The corresponding integral equation applied to each freedom node associated to 3D leads to the following system of equations:
is the scaled velocity array at every ith freedom node, v m,n,i = −k m ∇h m ·n m,i is the Darcy velocity normal to the boundary evaluated at the ith freedom node. The scaling factor k can be taken as the mean value of the hydraulic conductivity, and it has been included in order to balance the order of magnitude of the coefficients taking part in the system of equations.
The matrices H 3D ∈ R N fn ×N fn and G 3D ∈ R N fn ×N Dfn are calculated using (39a) and (39b) with (63a). Here, N fn = N DRM + N Dfn is the total number of freedom nodes adjacent to the 3D , N DRM is the number of internal (DRM) nodes within 3D , and N Dfn is the total number of discontinuous freedom nodes of the subdomain, i.e. those freedom nodes attached to the boundary elements.
Flow in fractures
The steady state flow problem in a single domain 2D belonging to any surface representing the fracture is governed by (7), a Poisson-like integral equation, that can be written in matrix notation in the following way:
where the matrices H 2D ∈ R N fn ×N fn and G 2D ∈ R N fn ×N Dfn are calculated using (39a) and (39b) with (63b). v f,n is the component of the velocity vector projected onto the fracture that is normal to the boundary of a 2D subdomain. The subscript k stands for the two blocks of porous matrices adjacent to the fracture. The scaled velocityṽ ∈ R 2×2 is derived from the normal velocity in a 2D fracture element according toṽ
It has got dimensions of length and represents the variable to be stored in memory, from which the real physical velocity v n,f can be rebuilt, by multiplying with k /w f .
Flow in pipes
The multidomain discretisation of a 1D curve representing a pipe is a connected sequence of linear 1D subdomains or pipe elements, each one of them defined by www.witpress.com, ISSN 1755-8336 (on-line) 2 geometrical nodes (endpoints 1 and 4 in Fig. 6 ) and two internal nodes (2 and 3). The integral formulation for a pipe element is based on eqn (11) . The pipe element is coincident with the boundary element of the adjacent 2D fracture subdomain in both geometrical and functional senses. The geometrical matching means that it shares the same geometrical element and coordinates (a segment of a line) and the functional matching means that both entities share the same freedom nodes (nodes 2 and 3). In this work the fracture boundary elements are represented by 1D linear isoparametric discontinuous elements, with the following interpolating functions
where ξ ∈ [−1, 1] is the local coordinate along the pipe element. Consequently the non-dimensional version of (11) becomes a 1D Poisson-like equation with a linear source term:
So it is possible to integrate it twice to obtain an analytical expression for the hydraulic head along the pipe expressed in the following third-order polynomial
The coefficients c k can be calculated by imposing the usual matching conditions between the adjacent fractures and the pipe element (continuity of hydraulic head www.witpress.com, ISSN 1755-8336 (on-line) and mass conservation). The result is summarised here:
where j = 2, 3 indicates any of the internal freedom nodes.
Transport in the porous matrix
The BE-DRM formulation of the advection-diffusion equation for the porous matrix in the isotropic case is
where φ = −D m ∇c m ·n m is the diffusive flux of concentration normal to the boundary of the subdomain in the outward direction. Substitution of the time derivative yields:
The quantityD represents a mean value of the diffusion coefficient and is used only to balance the orders of magnitude of the coefficients involved. The 3D normal www.witpress.com, ISSN 1755-8336 (on-line) diffusive flux of concentration is defined as:
Transport in fractures
The integral equation that represents (15) and (20) in the 2D BEM-DRM formulation can be written in the following way:
where the right-hand side term is
and
is the normal flux of concentration coming from the two adjacent porous blocks γ = A, B. Therefore, after replacing the approximation for the time derivative, it results in the following system of equations for the 2D subdomain:
where ε f is a relaxation factor, to be explained later, and the rest of the matrices are:
is the scaled diffusive flux of concentration normal to the boundary of the fracture times the aperture of the fracture.
Transport in pipes
The partial differential equation that describes the 1D time-dependent homogeneous transport of pollutants with a variable source term ρ is
where v p is the velocity along the pipe that might vary along η, R p is the retardation factor of the pipe, and D p is the dispersion coefficient in the pipe, assuming that it is piecewise constant. We are interested in external sources reaching the 1D domain from lateral advection and diffusion conditions. They can be expressed as
where stands for the boundary of the pipe cross section. The spline method with four collocation nodes introduces four equations per each pipe element, see [44] and [45] for details on the stability analysis and calculation of the matrix elements. conditions can be used for CS. The common practice is to use 'natural' end conditions to close the system of equations by specifying the second-order derivative of the splines to be zero at the endpoints (nodes 1 and 4). In this scheme the first-order derivatives of concentration at the endpoints participate in the interpolation scheme, so the approximation also provides the physical fluxes at endpoints. The interval [x 1 , x 4 ] has been considered as subdivided into three regions I, II, and III, connected at the internal nodes 2 and 3 by the spline smoothness condition, see Fig. 6 . In this way the concentration at any point of the pipe element between x 1 and x 2 can be expressed in terms of its values at the four collocation nodes c p,j , for j = 1, 2, 3, 4 and its tangential derivative at the endpoints ψ p,1 and ψ p,4 , according to
where the superscript a, identifies one of the three regions
and ψ(ξ , t) := ∂c p /∂ξ is the derivative of c p along the dimensionless pipe coordinate ξ . The functions S a j (x) are cubic polynomials of ξ of the form
where the superscript between parenthesis indicates power. They are derived from the solution of the CS interpolation problem with imposed first-order derivatives at the endpoints 1 and 4 of the interval. These derivatives might be regarded as additional degrees of freedom. The constraints for the spline problem are the continuity of second-order derivatives in nodes 2 and 3. To close the system, zero second-order derivatives at nodes 1 and 4 are prescribed. The development of the spline method can be found in standard textbooks of numerical analysis, see for example [46] . The matrix elements s a ij are shown in reference [44] . Figure 7 shows the shape of the base functions for the CS method. Next, the integrals appearing on the right-hand side of (94) 
The time-dependent term for the CS scheme
The volume integral in (94), that involves the time-dependent term, is approximated in the following way
where B3 ∈ R 4×4 and B4 ∈ R 4×2 are defined as:
For definition of B3 and B4 see [44] .
The convective term for the CS scheme
The volume integral involving the convective term is approximated in the following way
where B5 ∈ R 4×4 and B6 ∈ R 4×2 are defined as
Here δx := x 4 − x 1 is the length of the pipe element. The matrix elements of B5 and B6 can be found in [44] .
The source term for the pipe element
The approximation of any additional source term, say b(x) is similar to the timedependent term, and involves only matrices B3 and B4
In the case of a prescribed time-dependent source term, the same approach as the one used in (58) and (60) can be applied for b(x, t), leading to
The exchange term for the pipe element
The exchange term is the normal flux of concentration exchanged with the fractures. This exchange term represents a source term for the pipe element and requires domain integration. Under the pipe element approximation, its contribution can be expressed in the following way:
The matrix B7 affects the normal derivative of concentration coming from the fractures, and can be calculated according to:
For i = 1, . . . , 4 and l = 1, 2. On the other hand, matrix B8 affects the convective part of the concentration flux coming from the adjacent fractures, and can be calculated according to:
Then, the matrix elements of B7 and B8 are: 
Coupling strategy
This section describes the strategy employed to solve the complete 3D DFNM. In principle, the calculation at every time step involves the simultaneous solution of different sets of equations introduced by:
• the blocks of porous matrix (3D problem), • the fractures (2D problem), • the pipes network (1D problem), • the MPCs (0D problem) For simplicity, the coupling is divided into two parts. The first one refers to the way in which an interconnected fracture network can be solved by gathering the 2D equations of single fractures, the 1D equations from pipes, and the 0D equations from MPCs, whereas the second part explains the way in which the interconnected fracture network is coupled with all the 3D blocks of the porous matrix. In general, the coupling strategy is similar for both flow and transport problems. (The flow problem has slightly fewer degrees of freedom than the transport problem, as the flow in the pipes is calculated with the analytical solution of the Poisson equation.) So, in order to simplify the description, this section will refer to potentials (u) and fluxes ( q), which should be understood as concentrations and concentration fluxes in the case of transport, and hydraulic heads and velocities in the case of flow, respectively.
Interconnected fracture network
The interconnected fracture network is the coupled set of fractures, pipes, and MPCs, namely the Fracture Network System (FNS). The equations coming from www.witpress.com, ISSN 1755-8336 (on-line) those entities are assembled together into a unique system of equations, of the form
where A FNS is the linear system of equations involving the fracture equations, the pipe equations, and the MPC equations, x is the vector of unknowns involving normal fluxes and potentials at the freedom nodes, and vector b is the right-hand side vector that involves boundary conditions, solutions at any previous time step, and generalised source terms. In a multidomain scheme, the fractures contribute with a number of
equations of type (67) for flow, or (87) for transport to the FNS, where N SpD is the number of p-dimensional subdomains in the problem (p = 0, 1, 2, 3) and N fn,i is the number of total freedom nodes in each subdomain (keeping into account the internal DRM nodes). In the case of the transport problem, the pipes, with four collocation nodes will contribute with a number of 4 × N S1D equations of type (96), and each MPC with more than two concurrent pipe elements (1D subdomains) will provide the remaining conservation equations leading to the assembly of a square FNS of equations. The conservation of fluxes and continuity of potentials (62) in the interface between two p-subdomains is automatically fulfilled in the assembly of the multidomain scheme, but when the degree of concurrence of entities is greater than two, then additional mass conservation equations must be considered. Thus, the total number of degrees of freedom in the FNS is
where N MPC>2 is the number of MPCs with pipe multiplicity higher than 2 (m p > 2).
Coupling the porous matrix with the fracture network
The coupling between the porous matrix and the fracture network is similar to a fixed point iterative scheme. In general, the complete DFNM can be decomposed into an arbitrary number of blocks of porous media (N BL ). Each one of them is associated with a closed system of equations of dimension
where N S3D,BL is the number of 3D subdomains in the block, and N fn,i is the number of total freedom nodes in each subdomain (taking into account the internal DRM nodes). Therefore, the total number of degrees of freedom is
The collection of blocks must be solved simultaneously with the FNS. The iterative method consists of the following steps:
1. Guess an initial value for the exchange flux between the fracture and its adjacent 3D blocks (q * m,n ). For example, its value at every freedom node can be taken to be equal to the previous time step.
2. Update the right-hand side term of the FNS with the most recent value of q * m,n . The exchange flux between blocks and FNS becomes a source term for the latter to be adjusted at every iteration step. 3. Solve the FNS to obtain the fluxes q * f,n and the potentials u * f at every freedom node of the fracture network. 4. The potentials in the fracture u * f that come out from the solution of the FNS provide some temporary Dirichlet-type boundary conditions to its adjacent porous blocks, so this step consists of the transfer of the solution of the fracture network to the boundaries of the blocks that are in close contact. 5. For each one of the N BL 3D blocks in the model:
• Update the right-hand side term with the new boundary conditions imposed by the FNS.
• Choose the solver of the block according to the previous performance.
• Solve the system of equations to get the normal fluxes at the freedom nodes of their boundary elements in contact with fractures q * * m,n . 6. Update the normal flux by swapping q * m,n = q * * m,n .
7. Test the convergence criterion according to the maximum relative variation of u * f between two successive iteration steps, e.g.
where ε establishes a convergence threshold and return to step 2 if it is not achieved. of reducing the size of the linear systems to be solved, and the main assumption is that the flow and transport are mainly taking place through the FNS. Therefore, one can solve the FNS first separately, and then account for the influence of the matrix blocks using the iterative scheme. The iterative scheme is sketched in Fig. 8 , where the vertical axis represents the normal flux, and the horizontal axis the potential in the fracture. The process starts by imposing zero normal flux (point A) as initial guess, then solving first the FNS and then the blocks, the iteration progress in the sequence A → B → C · · · approaching to the solution (point S) established in the intersection of the two curves representing the FNS and the equations introduced by the adjacent blocks. The local slope and curvature of the curves that represent the 3D block systems of equations and the FNS at the solution (point S) determine the convergence of the method. They both depend on the geometrical and physical properties of the fractures and the adjacent porous blocks (diffusivity, hydraulic conductivity, etc.). For example, if the diffusivity of the porous block is high, then a small variation in the concentration inside the fracture will induce high fluctuations of the exchange flux. Thus the local slope of the porous matrix system of equations will become higher, and the method will diverge. This situation is sketched in Fig. 9a , where the iteration starts at point A and after point F the concentrations inside the fracture become negative. Moreover, during the iteration, it might happen that the intermediate exchange flux becomes so high that it creates large oscillations, overshooting, negative concentrations in the fracture, or even divergence in the iterative scheme.
To circumvent this problem, a relaxation factor affecting the normal flux was introduced, so that the corrections of the source term in the FNS become moderated and progress in a smooth way with the iterations. In this way, the iterative scheme in the q m,n -c f plane becomes similar to the one sketched in Fig. 9b and the leading equations in the fractures, eqns (67) and (85), becomē
respectively. It is worth mentioning that although the presence of the relaxation factor slows down the convergence of the method by moderating the correction terms in the iterative scheme, it is always safer and preferable since it makes the scheme more stable. Values of relaxation factors ≈ 0.2 are used, with which less than 30 iterations are usually required in order to reach variation of concentrations in the fracture of c * f /c * f ≈ 0.05. Figure 16 presents a real convergence history in the q m,n -c f plane of the first five time steps between a fracture and its adjacent porous blocks in one of the runs of the computational code implemented for a test example.
Numerical results
Introduction
This section presents the results obtained using the developed formulation. They are intended to provide a reference for the code validation and its modelling capabilities. The code validation presented in the first two examples consists of a series of numerical tests applied. Its objective is to evaluate the accuracy and consistency of the computational code in simple reference cases. The third test example will present the modelling results for flow and transport applied to the conceptual model www.witpress.com, ISSN 1755-8336 (on-line) of a real rather complex situation which was defined according to the requirements defined in reference [47] .
Test case: 3D block without fractures
The aim of this test is to compare the numerical solution obtained with the 3D block formulation against the available analytical expressions. A 3D unitary cube composed of a single multidomain block was used as a test example in which all lateral concentration fluxes were zero in order to recover 1D time-dependent profiles for which analytical solutions are available, see reference [48] . The description of the geometry involved 81 geometrical nodes. The block was discretised into 268 tetrahedral unstructured subdomains with linear discontinuous elements. This type of discretisation leads to a single system of equations with 3216 degrees of freedom, for both flow and transport problems, and, therefore, no iterative scheme is required. Figure 10a shows the dimensions and the system of coordinates, and Table 4 shows the applied boundary conditions. At initial time, the concentration and the concentration flux are 0. The retardation factor is R m = 1, the diffusion coefficient is Figure 10a shows the vector field of diffusive flux at time t = 31.7 year, calculated according to eqn (54). Figure 10b shows the solution for the concentration at the same time during the transient. The time step was kept constant δt = 3.17 year. Figure 11a shows a comparison between the exact solution (h T = x) and the numerical solution h N for the hydraulic head along the x axis. The error in Fig. 11b is the absolute value of the difference h T − h N . Figure 12 shows a comparison between the numerical and the analytical solutions for the transport problem at t = 31.7 year. It can be observed that the numerical results of the concentrations are more accurate than the numerical results of the diffusive flux.
Test case: fractures represented as 3D or 2D entities
In this example, the developed formulation is being tested and compared against a classical 3D BEM-DRM-MD method. The test problem consists of a cube of porous media of dimensions 1 m × 1 m × 1 m traversed by a fracture of aperture w f = 4 cm which divides the porous matrix into two blocks, namely A and B. The fracture is parallel to the plane xy, and it is located at z = 0.5 m. Table 5 shows the boundary conditions, which were chosen such that the advective transport is along the x axis. The solution is symmetric in the z direction having the fracture as a plane of symmetry and is constant along the y axis. Figure 13 shows the geometry of the problem and the boundary conditions for the transport. adjacent porous blocks. Each side of the quadrilateral represents a 2D discontinuous linear isoparametric boundary element. In this way, method A leads to three different linear systems of equations of the form Ax = b (The method leads to three linear systems of equations for the flow problem and another three linear systems of equations for the transport.), one for each block and one for the fracture, their corresponding dimensions are shown in Table 6 , in which NS is the number of subdomains, NDOF is the number of degrees of freedom, and NNZ is the number of non-zero coefficients in the system of equations. In the method B, the same discretisation as before has been used for the porous matrix; however, the fracture has been discretised with a structured array of 6 × 6 × 1 hexahedral subdomains with linear isoparametric discontinuous elements. In this way, the whole problem can be expressed by two unique systems of equations one for flow and another for transport. The number of DOFs involved in method B is 6048 (i.e. number of rows of the system) and the number of non-zero entries is NNZ = 267,264. The time step for the transport problem in both methods was δt = 5.79 days. The computational code has been implemented in Fortran 90 for a Pentium III PC with 1 GHz CPU clock and 2 GB RAM. Table 7 shows the wall-clock CPU time used to solve the problems in both methods. The preprocessing time is the www.witpress.com, ISSN 1755-8336 (on-line) time used to numerically integrate the BEM matrices H and G, and to build the system of equations. In this test it was used as a direct LU solver based on Gauss elimination for sparse systems [49] . The convenience of the method A from the point of view of computational costs can be observed. Method A produces three systems of equations, each one of them solved with a direct solver, but the coupling between them involves the iterative technique described in Section 5.2. However, the CPU time used for both methods employing the same solver shows that the same problem that method B solves in approximately 1 h 55 min, can be more efficiently solved in approximately 10.7 min by method A. Figure 14a shows the concentration profile obtained with methods A and B, at two different times (115.7 days and 11.57 days) along with a line contained in the fracture plane that extends from x = 0 to x = 1 m at z = 0.5 m. Figure 14b shows the concentration profile across the fracture on a line that extends from z = 0 to z = 1 at constant x = 0.4 m and y = 0.4 m. It can be observed that method A is consistent with the reference method B. However, method A overestimates the concentrations in the fracture by a factor smaller than 10%. This overestimation observed in Fig. 14a and b is due to the simplification of the fracture into a surface, by neglecting its aperture. The hypothesis of flat potential profiles across the aperture of the fracture represents a good approximation, as can be seen in Fig. 14b . Density plots of concentration for both methods at t = 115.7 days are shown in Fig. 15a and b. Figure 16a convergence history of the first five time steps. The horizontal axis corresponds to the concentration c f at one of the freedom nodes of a fracture element -freedom node 3 in Fig. 16b . The vertical axis is the normal exchange flux of concentration between the fracture element and block A of the porous matrix. Each time step required less than 30 fixed point iterations to achieve convergency with ε < 0.04 in (123).
Case study: application to 3d fractured crystalline rocks
The proposed formulation, implemented in a computer code which was validated against several test examples, has been applied to large-scale problems.
One of the conceptual models of the LowRiskDT project [47] has been numerically modelled, and part of the reported results are presented in this section in order www.witpress.com, ISSN 1755-8336 (on-line) to show the capabilities of the developed formulation. The aim of the project is to provide risk assessments and to estimate the feasibility of conversion of abandoned underground mines into waste repositories for chemical pollutants coming from industry. The conceptual model involves a room and a tunnel both filled with clay and initially containing the chemical pollutant, in this case, Dichlorvos at 10,000 ppm. The room and its tunnel are located in a fractured crystalline matrix at 400 m deep from ground level. The modelling domain covers an extension of 600 m wide by 700 m long and 800 m deep. The numerical modelling involves near and far field models. The problem is considered as initially saturated. This hypothesis, not only simplifies the calculation but also, and most importantly, it represents the less favourable situation from the risk assessment point of view. Fracture zones in the crystalline rock are represented as fracture planes. And fracture intersections are modelled with pipe elements. Figure 17 shows the geometry and the dimen- is given in Fig. 17 The boundary conditions for the flow problem are summarised in Table 9 . In the transport problem, all the surfaces of the boundaries have zero normal derivative of concentration: ∂c m /∂n m = 0, ∂c f /∂n f = 0, and ∂c p /∂n p = 0. The excavation disturbed zone (EDZ) is a layer of high hydraulic conductivity and diffusivity that surrounds the room and the tunnel. It is caused by the excavation process, and takes into account the fissures and fractures that occur in the crystalline rock due to the excavation process. In the present model the EDZ was considered as a fracture, thus represented as a closed surface that wraps the room and the tunnel, and it is connected at the same time with some fractures coming from the boundaries. Here, a thickness of 3 m near the room, and 1 m around the tunnel was adopted as the parameters of the analogous fracture. The influence of the EDZ on the flow and transport processes has been reported in [50] . The far field is composed of 320 single-domain blocks, whereas the near field is represented by 17 multidomain blocks, composed of tetrahedral linear subdomains. All the fracture planes were discretised with triangular linear discontinuous elements. The complete model involved 337 3D blocks, 11,428 3D subdomains, 10,636 2D subdomains (for fractures), 1,788 pipe elements, and a total number of N fn = 188,352 collocation nodes was required, leading to a total number of 266,895 degrees of freedom for the flow problem and 269,187 for the transport problem. In this way the calculation involved 337 closed systems of equations for each block plus one for the FNS of dimension 74,452 × 74,452. All the underlying linear systems of equations were solved with an iterative sparse solver, employing the conjugate gradient normal residues (CGNR) method from [51] . The computational implementation used the SPARSKIT library [52] . In addition, a previous preprocessing was required in order to remove the zeros of the diagonal and to improve the convergence of the method. Table 9 : Boundary conditions for the case study.
Boundary Flow Transport
Plane yz at x = 0, h m = 0.05y q m,n = 0 h f = 0.05y q f,n = 0 h p = 0.05y q p,n = 0
Plane yz at x = 700 h m = 0 q m,n = 0 h f = 0 q f,n = 0 h p = 0 q p,n = 0
Planes xy at z = 0 v m,n = 0 q m,n = 0 xy at z = 600 v f,n = 0 q f,n = 0 xz at y = 800 v p,n = 0 q p,n = 0 xz at y = 0 h m = 0 q m,n = 0 h f = 0 q f,n = 0 h p = 0 q p,n = 0 www.witpress.com, ISSN 1755-8336 (on-line)
For this purpose, the MC64 preconditioner [53] was used in order to calculate the corresponding row and column scale factors, and to perform the corresponding column pivoting. This preprocessor transforms the original matrix in the following way:
where P is the permutation matrix and u and v are the exponential row and column scale factors, respectively. In Fig. 18a the mesh used for blocks, fractures, and pipes in the near and far field zones is shown. For simplicity the figure shows a cut. In Fig. 18b the numerical results for the flow problem is shown. They are represented by a density plot of hydraulic head and a vector plot for the velocity field. The flow and transport calculation for 20 time steps took 47 h 17 min. Figure 19 shows the time evolution of the concentration in the near and far fields. The shape of the plume reflects the typical behaviour of a moderate Pèclet number solution, the local grid Pèclet number is smaller than unity in the whole domain. The pollutant is conveyed to the surface in a slow convective motion thanks to the vertical component of the velocity field. Figure 20 shows the variation of concentration with time in a point inside the room and in the exploration well at 400 m depth. The transient time of the transport process is of the order of magnitude of 200,000 years. The concentrations found in the observation point are four orders of magnitude less than the initial concentration at the room. The maximum concentration of Dichlorvos found in the observation well will take place at approximately t = 200,000 years, and its value will be approximately c = 3 ppm. The BEM employed is based on the kernel of the Laplace operator. In the scheme used, any term apart from the Laplace operator is dealt with as if it was part of a generalised source term. This feature constitutes one of the biggest advantages of the formulation: its flexibility. The future developments of the computational code might include models with more complex transport phenomena. Under these circumstances, the changes are only done in the non-homogeneous part of the Laplace equation, without having to reformulate the kernel and the fundamental equations or the DRM matrices. Therefore, as long as the influence of the Laplace operator is relatively significant in the physical process (i.e. Pèclet numbers not very high) and the radial basis functions employed are able to represent the main features of the generalised source term, then the numerical scheme will be robust enough to solve the model in an accurate way. The present work has recently contributed with concrete results to the LowRiskDT project in the estimation of large-scale pollution impacts, and the developed computational code offers the possibility to investigate a large number of interesting features and a variety of physical situations.
