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This paper proposes a robust estimator for a general class of linear latent vari-
able models (GLLVM) (Moustaki and Knott 2000, Bartholomew and Knott
1999). It is based on a weighted score function that is simple to implement
numerically and is made consistent using the basic idea of indirect inference.
The need of a robust estimator for these models is motivated by the study of
the eﬀect of model deviations such as data contamination on the maximum
l i k e l i h o o de s t i m a t o r( M L E ) .T h i si sd o n ew i t ht h eu s eo ft h ei n ﬂuence func-
tion (Hampel 1968, 1974) and the gross error sensitivity (Hampel, Ronchetti,
Rousseeuw, and Stahel 1986). Simulation studies show that the MLE can be
seriously biased by model deviations. The performance of the robust esti-
mator in terms of bias and variance is compared to the MLE estimator with
simulation studies and with a real example from a consumption survey.
Keywords Latent variable models, mixed items, inﬂuence function, ro-
bust estimation, indirect inference.Acknowledgment The second author is partially supported by the Swiss
National Science Foundation (grant #610-057883.99)
21 Introduction
Latent variable models are widely used in social sciences for studying the
interrelationships among variables. Constructs such as intelligence, ability,
emotion, stress, wealth, and quality of life are not directly measurable but
only indirectly through a number of observed variables (indicators).
Moustaki and Knott (2000) proposed a generalized linear latent variable
model (GLLVM) framework for any type of observed data (metric and cate-
gorical) in the exponential family. The estimation of the model parameters is
done using full maximum likelihood (ML) and the EM algorithm. Moustaki
and Knott extended the work of Moustaki (1996) for mixed binary and metric
variables and Bartholomew and Knott (1999) for categorical variables. This
model has been extended by Sammel, Ryan, and Legler (1997) and Dunson
(2000) to allow for covariate eﬀects on the latent and manifest variables.
However, a classical ML approach makes the fundamental assumption
that the data are generated exactly from the model and in particular that
there are no errors in the set of responses. For example, in the case of normal
variables a subject with a response more than 3 standard deviations away
from the mean has an unexpected response under the normal model which
is considered to be either an error (e.g. recording error) or just an unusual
subject not representative of the sampled population. For binary variables it
1is harder to deﬁne when a data set is contaminated or not. For example, if the
assumed model is a Guttman model then any positive/correct response that
is followed by a negative/wrong response does not comply with the assumed
model. As we deviate from the deterministic nature of the response patterns
u n d e rt h eG u t t m a nm o d e li ti sm o r ed i ﬃcult to detect response patterns that
are not generated by the assumed model. Subjects that indicate the presence
of model deviation, i.e. they are highly improbable under the assumed model,
might have been generated by another (not assumed) model.
As an illustrative example, we will consider constructing a measurement
scale for the level of wealth using ﬁve indicators (measured on Swiss house-
holds). Two of them are binary and ask about the possession of dishwasher
and car and the other three are continuous and measure expenditures for
food, clothing and housing. See section 5 for more details. We ﬁtaG L L V M
using the MLE and our robust estimator (called IGWR) to the data and the
estimates are given in Table 1 together with their standard errors (the values
in bold correspond to signiﬁcant variables at the 5% level). The MLE of the
factor loadings shows that only the indicators of Food, Clothing and Hous-
ing expenditure are indicators of wealth, whereas the robust estimator adds
the indicator Dishwasher. This example shows that the use of an alternative
robust estimator can give a diﬀerent interpretation to the analysis, and as
it will be illustrated in Section 5 this diﬀerence is the consequence of the
2presence in the data of a few outlying observations.
Table 1 here
The question that is addressed in this paper is what is the eﬀect of these
unexpected set of responses on the ML estimator? Do the parameter esti-
mates change radically if subjects that do not ‘ﬁt the model’ are present in
t h es a m p l eo ri no t h e rw o r d si st h eM Le s t i m a t o rf o rt h eG L L V Mr o b u s t ?
If the ML estimator is not robust, that means that in principle one subject
can change the conclusions drawn from the data analysis. This is obviously
a non desirable property of the estimation procedure. In that case, a ro-
bust estimator which is built to be resistant to model deviations should be
ﬁrst developed and then used in practice. The aims of the paper are there-
fore twofold: investigate the robustness properties of the ML estimator for
GLLVM and then propose a robust estimator.
General robustness theory can be found in Huber (1981) and Hampel,
Ronchetti, Rousseeuw, and Stahel (1986) who have set the foundations. To
assess the robustness properties of any statistic such as an estimator or a test
statistic, one can use the Inﬂuence Function (IF) (Hampel 1968, 1974). To
build a robust estimator, one can consider a general class of estimators, such
as M-estimators (Huber 1964), and choose one that has a bounded IF.T h e
most eﬃcient M-estimator with bounded IF for general parametric models
3has been deﬁned by Hampel et al. (1986) and named Optimal Bias Robust
Estimator (OBRE). However, the OBRE is in practice very complicated to
compute when the models are complicated like the GLLVM. Other robust es-
timators, such as the ones based on weighted score functions, can be used, but
if the model is not based on symmetric models (such as the normal model),
care needs to be taken to avoid inconsistent estimators. In robust statistics,
this is not a new problem; see e.g. Dupuis and Morgenthaler (2002). In this
p a p e r ,w ep r o p o s et ou s eas i m p l eM- e s t i m a t o rb a s e do nw e i g h t e ds c o r e s
function, and adapt indirect estimation (Gouriéroux, Monfort, and Renault
1993, Gallant and Tauchen 1996) to make the resulting estimator consistent.
It should be stressed that GLLVM can be in principle considered as be-
longing the the class of generalized mixed eﬀect models. For the later, robust
estimators have been proposed. For example Yau and Kuk (2002) propose
a robust estimator based on adjusted dependent variables which replace so-
called pseudo observations in a system of robust estimating equations. Yeap
and Davidian (2001) propose a robust procedure in hierarchical nonlinear
models. The robust estimator we propose is diﬀerent. It can be used for
general parametric models, and hence generalized mixed eﬀect models as
well.
The paper is organized as follows. The GLLVM and the ML estimator
of the model parameters are presented in Section 2. In Section 3.1, the
4robustness properties of the ML estimator are studied by means of the IF and
the self-standardized sensitivity. A robust estimator is presented in Section
2.2 and its robustness, eﬃciency and consistency properties are studied. In
Section 4, the behavior of the ML and the robust estimator under model
contamination are studied through a simulation study and in Section 5 the
consumption data set is analyzed using both methods. Finally, Section 6
concludes.
2 Estimation of generalized linear latent vari-
able models
2.1 Approximate maximum likelihood estimator
A latent variable model aims to explain the interrelationships among p man-
ifest response variables x1,...,x p with q latent variables z1,...,z q where q is
much smaller than p. The conditional distribution of xi|z (z =[ z1,...,z q])











5with αi =[ αi0,...,α iq], z∗ =[ 1 ,z 1,...,z q]T and θi =( αT
i ,φ i)T.T h ef u n c -
tions b(αiz∗) and c(xi,φ i) take a diﬀerent form depending on the distribution
of the response variable xi (see McCullagh and Nelder 1989, Moustaki and
Knott 2000, Moustaki 2000). The assumption made is that the manifest
variables are conditionnallly independent given the latent variables so that












p]T and where the zj in z are assumed




Note that the independence assumption for the latent variables can be re-
laxed.






































∂xb(x). Note that b0(αiz∗)=E [xi|z] and that b00(αiz∗)φi=var [xi|z].
The roots of (1) deﬁne the ML estimator b αi, ∀i.D i ﬀerentiating the log-



































For the Binomial, the multinomial and the Poisson distribution the scale













To compute the ML estimator, one has to solve the integrals in (1) and
(2). There are diﬀerent ways for approximating the integrals such as the
7Gauss-Hermite quadrature (Moustaki and Knott 2000), Monte Carlo approx-
imations or Laplace approximation (Huber, Ronchetti, and Victoria-Feser
2004). All these approximations lead to approximate ML estimators. In this
paper, we use Gauss-Hermite quadratures. It should be stressed that alterna-
tive classical estimators have been proposed in the framework of generalized
mixed linear models, such asMcGilchrist (1994) the best linear unbiased pre-
diction (BLUP) based on the h-likelihood of Lee and Nelder (1996), or Green
(1987) penalized quasi-likelihood (PQL) (see also Breslow and Clayton 1993).
2.2 Robust M-estimator
As it will be shown in Section 3.1, the MLE is not robust to small model de-
viations which can take the form, for example, of outlying observations in the
sample. Therefore, we propose here to build a robust estimator belonging to
the class of M-estimator (see Huber 1981) which has well known properties.
Given a relatively general function ψ (see Huber 1981), an M-estimator is




It is known that choosing a bounded ψ or controlling the bound on ψ deﬁnes a
robust estimator. A simple choice for ψ is given by a weighted score function,











T h ew e i g h tf u n c t i o nwi can be the deﬁned through the Huber function with








and si is given in (1) and (2) combined. We will call the resulting estimator
a globally weighted robust (GWR) estimator.






When this is not the case, one can make the M-estimator Fisher consistent

























This quantity is not obvious to compute, so that we propose here another
approach for making the GWR consistent, namely indirect inference.
2.3 Robust indirect estimator
Indirect estimation (see Gouriéroux, Monfort, and Renault 1993, Gallant and
Tauchen 1996) was proposed as a procedure when the data generating model
Fθ is complex, i.e. leading to intractable likelihood functions. Basically it
involves the computation of an estimator b π for the parameters of an auxiliary
model e Fπ that does not provide a consistent estimator of θ.A c o n s i s t e n t
estimator is then obtained by simulating data from Fθ for diﬀerent values of





ψ(xh; b π)=0 (6)
10for a sample {x1,...,x n} supposedly generated from Fθ.L e th be a binding
function such that h(θ)=π,t h e nπ is Fisher consistent at Fθ if
Z
ψ(x;π)dFθ(x)=0 (7)
A consistent estimator of θ is then given implicitly by the solution in θ of
Z
ψ(x; b π)dFθ(x)=0 (8)
When h has not an explicit formulation, one can estimate the integral by
simulating n · s observations from Fθ for a given θ and use for example a



















to compute b θ. N o t et h a to n ec a nt a k eb θ
(1)
= b π and the seed parameter
should be set to a ﬁxed value for all values of θ in order to ensure successful
optimization. For the GLLVM, we therefore propose as a robust estimator
the converged b θ g i v e ni n( 9 )( w h i c hi st h es o l u t i o ni n( 8 ) )w i t hb π deﬁned
11implicitly in (6) and with ψ-function given in (4). We will call the resulting
estimator an indirect globally weighted robust (IGWR) estimator. In the
Appendix, we present an iterative procedure to compute it.
It should be noted that optimization implied in (9) is actually a special
case of the general optimization problem of an indirect estimator given by
b θ =a r gm i n
θ
(b π − π
∗(Fθ))
T Ω(b π − π
∗(Fθ))
where π∗(Fθ) is the solution in π of
P
xi∼Fθ ψ(xi;π)=0 . Ω can in principle
be chosen to maximize eﬃciency (see Gouriéroux, Monfort, and Renault
1993). For computational simplicity, one can also choose Ω = I.G e n t o na n d
Ronchetti (2003) have actually proposed to choose a function ψ deﬁning a
robust estimator for π and proved that in this case the indirect estimator b θ
is also robust. They also develop robust indirect inference.
Indirect estimation is a useful procedure for correcting the bias. A propo-
sition for bias-correcting robust estimators can be found in Dupuis and Mor-
genthaler (2002). They ﬁrst deﬁne the general class of robust weighted likeli-
hood estimators given by (4) in which the weight function can be any weight
function. Then, they propose to correct the bias by means of a ﬁrst or-
der approximation by adding to b π the quantity −K(θ)−1 R
ψ(x;θ)dFθ(x),






Dupuis and Morgenthaler (2002) propose to replace the integral in (11) by
the mean over the sample. This approach is somehow similar to ours with the
following important diﬀerences. First in (11) the derivative of the ψ-function
needs to be computed. Second, the expected value of the ψ-function is also
needed. Third, it is a one step correction.
Finally, it should also be stressed, that the IGWR estimator is actually
very general since it can be used in principle for any parametric model Fθ
and can be extended to other types of ψ-functions.
3 Statistical properties of the estimators
In this section, we ﬁrst analyse the robustness properties of the ML for the
GLLVM to show that it is necessary to have a robust estimator. We then
analyse the eﬃciency properties of the later in order to have a guideline in
choosing the constant c in (5).
133.1 Robustness properties of the ML estimator
The robustness properties of the approximate ML estimator are analysed by
means of the IF. For the simulations we will consider the case of a mixture of
normal and binary variables with one latent variable although the theoretical
results are presented for all types of responses and more than one latent
variable. We note also that since the BLUP or the PQL estimators are
similar to the MLE (using Gauss-Hermite quadratures to approximate the
integrals) in that they can be seen as maximizers of a “pseudo” likelihood
function, we do not expect them to behave diﬀerently than the MLE in terms
of robustness.










with score function s(x;θ)=[ si(x;θ)]i=1,...,p (see Hampel et al. 1986). It
is therefore proportional to the score function. For the GLLVM, the score
function depends on the point of contamination x through the quantities
f(x;θ), g(x|z,θ)=Π
p
i=1gi(xi|z,θi) and xi.F o r e x a m p l e t h e e ﬀect of an
extreme value for the ith manifest variable has an inﬂuence not only on the
ML estimator of αi and φi corresponding to this manifest variable, but also
14on the other estimates. Actually the ML estimator of the whole vector θ
can, in principle, be inﬂuenced by extreme data. What is not clear is the size







can be very large if xi is far away from its expectation, but at the same time
its conditional density gi(xi|z,θi) becomes very small and the behavior of
g(x|z,θ)
f(x;θ) is not straightforward to study. One could also expect the IF to be
bounded, since for extreme values in one of the xi, gi(xi|z,θi) should be very
small or even nil.
In order to investigate this point, we computed the IF for each parameter
as a function of one of the xi in x. The model we chose is a one-factor model
ﬁtted to two binary (i =1 ,2)a n dt h r e e( i =3 ,4,5) normal manifest variables
with parameter values
• α1 =[ 1 .0,0.7]
• α2 =[ 0 .8,1.0]
• α3 =[ 2 .0,0.6] and φ3 =1
• α4 =[ 2 .5,0.7] and φ4 =1
• α5 =[ 3 .0,0.8] and φ5 =1
Figure 1 shows the IF for each parameter αij of the model, when the
third manifest variable (i.e. the ﬁrst normal variable) takes values between
15-50 and 50 (the other manifest variables are set to a value of 1). One can
s e et h a tt h eIF increases as x3 becomes more extreme. The IF is also nil
in the most extreme cases, but this phenomenon is due to the fact that the
conditional density g(x|z,θ) is set to 0 for numerical reasons. The size of the
bias which is proportional to the IF can be quite large for all parameters. It is
however larger for the parameters corresponding to the ﬁrst normal variable,
(contaminated item). Figure 2 shows the IF for the scale parameter in the
same settings. The value of the IF can be very large, especially for the scale
estimate corresponding to the variable which values are varied.
Figures 1 and 2 here
In case of categorical responses, a contaminated value occurs when a
response category is changed to another category. The stability of the MLE
for binary responses has been studied by Tzamourani (1999).
The IF measures directional eﬀects of model deviations on the estimator.
A more global measure is given by the self-standardized sensitivity (Hampel
et al. 1986) given in general by
γ







where V (b θ,Fθ) is the asymptotic variance of b θ.I t i s d i ﬃcult to search for
16the supremum over all possible contamination points x,b u tb yc o n s i d e r i n g
several directions (diﬀerent contamination settings and diﬀerent parameter
values), one can at least ﬁnd a lower bound for the (potential) eﬀect of model
contamination on b θ. For the GLLVM we have that the asymptotic covariance






















For diﬀerent combinations of contaminations (i.e. 1st, 2nd and/or 3rd normal
variable taking extreme values), we found that γ∗ ≥ 1402 which means that
for a small amount of contamination, say 1%, the bias on the ML estimates
can be as large as 14.02!!!
The study of the IF and the self-standardized sensitivity provides infor-
mation on the asymptotic bias of the ML estimator. To make the point
even stronger, we perform simulation studies in Section 4 and compare the
performance of the ML estimator to the IGWR one.
173.2 Eﬃciency
To compute the IGWR estimator, one has to choose the bound c in the
weight function (5). Obviously, the smaller its value, the more robust is the
estimator but also the less eﬃcient. A strategy commonly used for choosing
an appropriate value for c is to ﬁx a degree of eﬃciency loss for the robust
estimator compared to the MLE and choose c accordingly.
From Genton and Ronchetti (2003), one can deduce the asymptotic co-
variance matrix of the IGWR estimator b θ and obtain










T with D(θ)= ∂
∂θh(θ). Note that for an
M-estimator as in (6), we have


































When s is suﬃciently large we have























It can be estimated by
c Ve θ = S
−1(b π,b θ)Q(b π,b θ)S
−T(b π,b θ) (12)
where Q(b π,b θ) is computed as in (10).
For a ﬁxed value of θ, one can use (12) to compute the eﬃciency of the
19IGWR estimator (versus the MLE) as a function of the bounding constant
c. With the parameter values used in our previous simulation studies and
a simulated (uncontaminated) sample of 1000 observations, we found a re-
lationship between the eﬃciency of the IGWR estimator and the bounding
constant c which is given in Figure 3. In particular, for an eﬃciency ratio
of 95%, one can use a bounding constant of approximately c =3 .5,w h e r e a s
a bounding constant of c =2 ,l e a d st oa ne ﬃciency ratio of approximately
82%. It should be noted that in principle the eﬃciency depends on the para-
meter values. A strategy that is often adopted in such cases is to try diﬀerent
bounding constants c and compute the eﬃciency given the values of the es-
timates. We will illustrate this procedure with a real example in Section
5.




In this Section, we present a simulation study that should enable one to con-
ﬁrm the results we found theoretically. In particular, we would like to check
20that the bias under contaminated data is smaller with the IGWR estimator
and that in some settings, the ML estimator can be seriously biased. In
order to see that, we have simulated 50 samples of size 200 from the mixed
GLLVM we used previously. We also contaminated the data in three dif-
ferent ways. In one case we chose randomly 3% of the ﬁrst normal variable
(i.e. observations of x3) that we set to an arbitrary value (20), in the second
case, we chose randomly 3% of the subjects and set their responses on all
the normal variables to an arbitrary value (20), in a third case, we gener-
ated 3% of the data from the mixed GLLVM with α5 =[ 3 .0,8] instead of
α5 =[ 3 .0,0.8].T h e ﬁrst two types of contamination are often referred as
point-mass contamination where observed values are replaced by arbitrary
values. The third type of contamination is referred as typical model devi-
ation where a small proportion of the subjects do not belong to the same
population. The 10 parameters of the GLLVM were estimated using three
diﬀerent estimators: the MLE, the IGWR estimator as well as a one-step
IGWR (IGWR1), with bounding constant c =3 .5. The simulation results
are presented in the form of box plots with horizontal lines corresponding to
the true parameters values.
The eﬀect on the MLE estimator is rather surprising. First, the esti-
mated means of the normal variables (α31, α41, α51) are biased when the
corresponding normal variable is contaminated: see Figure 4 for α31 (the
21other graphs are not presented here). Second, for the loadings of the normal
variables (α32, α42, α52), only when the three normal variables are simultane-
ously contaminated and in the model deviation case the corresponding MLE
is biased: see Figure 5 for α52 (the other graphs are not presented here).
Third, although the contamination is on the normal variables, the MLE es-
timator of the loadings for the binary variables (α12, α22)( n o tt h em e a n s
α11, α21) are biased when the contamination occurs on all normal variables:
s e eF i g u r e6f o rα12 (the other graphs are not presented here). Fourth, the
scale parameter is biased for the corresponding normal variable when only
one variable is contaminated (see Figure 7) as well as for the corresponding
normal variable in the case of model deviation (see Figure 8).
On the other hand, for all types of contamination, the robust estimators
are not biased (or signiﬁcantly less biased). It also seems that the IGWR1
(one-step) performs as well as the IGWR in terms of robustness properties. A
more thorough study is however needed before concluding that the two robust
estimators are equivalent in practice. We also compare the behavior of the
robust estimators when the bounding constant c changes and when there is no
data contamination. In general we found that there is no apparent diﬀerence
in terms of bias and eﬃciency between the robust estimators for the binary
parameters and the normal mean parameters. The behavior changes with
the normal loadings and the scale parameters. Indeed, for these parameters,
22it appears that the IGWR is in general less variable and less biased that the
other: see Figure 9 for φ5 (the other graphs are not presented here). The bias
and eﬃciency loss increase when the bounding constant c decreases. The best
compromise between bias and robustness seems to be achieved with c =3
which corresponds to an eﬃciency ratio compared with the MLE of about
92% (see Figure 3).
F i g u r e s4 ,5 ,6 ,7 ,8a n d2h e r e
5 Real data analysis, wealth data
To study the impact of potential (small) model deviations in practice and to
compare possible diﬀerences between a classical and a robust approach, we
analyze a data set by means of the classical and the new robust estimator.
The data are a sub-sample of the consumption survey in 1990 in Switzerland,
provided by the Swiss Federal Statistical Oﬃce. The aim here is to construct
a measurement scale for the level of wealth, and for the purpose of this
exercise, ﬁve variables have been selected. These are:
— purchase of a dishwasher (1/0) (Dishwasher)
— purchase of a car (1/0) (Car)
23— equivalent food expenditure in logarithm (Food)
— equivalent expenditures for clothing in logarithm (Clothing)
— equivalent expenditures for housing in logarithm (Housing)
The continuous variables are taken as (conditional) normal variables.
There are n =1 0 0observations. Variables from the same survey have
been analyzed previously using GLLVM by Moustaki and Knott (1997),
Bartholomew and Knott (1999) and Huber, Ronchetti, and Victoria-Feser
(2004). We ﬁt a one-factor model using the MLE and the IGWR. The bound-
ing constant c has been set to the value of 5 corresponding to an eﬃciency
level of 94% (computed on the parameter values provided by the IGWR).
The parameter values estimated by the MLE and the IGWR estimator are
presented in Table 1 together with their standard errors (the values in bold
correspond to signiﬁcant variables at the 5% level).
T h eM L Es h o w st h a to n l yt h en o r m a lv a r i a b l e s( F o o d ,C l o t h i n ga n d
Housing) are indicators of wealth, whereas the IGWR adds the variable Dish-
washer. Both analysis exclude the variable Car. The inclusion of the variable
Dishwasher (and not the variable Car) might be explained by the fact that
wealthier families have more chances of purchasing a dishwasher. Variable
Food and Housing are found with both methods equivalently related with the
latent variable, whereas the association is stronger with the Clothing vari-
24able. For a diagnostics analysis, the weights given in (5) have been computed
for each observation at the IGWR values and plotted in Figure 10. There are
apparently (only) 5 outliers and for a comparison, the scatterplots of the nor-
mal variables are given in Figure 11. One can see that these outliers can also
be seen as outliers in the scatterplots, but that there are other observations
apparently away from the bulk of the data that have not been downweighted
by the IGWR. This is not contradictory, because the IGWR gives weights ac-
cording to departures of the data from the GLLVM, and not necessarily from
the correlation structure. This example shows that the use of an alternative
robust estimator can ﬁr s tg i v ead i ﬀerent interpretation to the analysis, and
that this diﬀerence can be pointed down to the data through the analysis of
the robust weights.
Figures 10 and 11 here
6C o n c l u s i o n
In this paper we have shown that the ML estimator for the GLLVM, at least
when binary and normal manifest variables are mixed, can be biased when
the data are not exactly generated by the postulated model. We have inves-
tigated this robustness problem by means of the IF and the self-standardized
sensitivity. We have then proposed a robust estimator for the model para-
25meters, which is found to be satisfactory in terms of mean square error and
computational complexity. The analysis of the real data has also shown that
an alternative robust analysis can give a diﬀerent insight to the problem.
Although the simulations and the real example concern a GLLVM with
a mixture of binary and metric responses and one latent variable, the theo-
retical results are valid in principle for any type of responses and number of
latent variables. Moreover, the IGWR estimator can easily be extended to
GLLVM that include covariate eﬀects on the latent variables (see e.g. Sam-
mel, Ryan, and Legler 1997, Moustaki 2003) and/or to GLLVM with discrete
latent variables (see e.g. Bandeen-Roche et al. 1997) and more generally to
generalized mixed models.
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30Appendix
For simplicity of notation, we present here the case of a single latent variable.
The extension to more latent variables is straightforward. To compute the
IGWR, one can ﬁrst use a Gauss-Hermite quadrature with k weights ϕ(zt)














































































































































The IGWR can then be computed using the following procedure:
1. Choose a starting value for the parameters b θ0, a bounding constant c,
the size n∗ = n·s of the simulated samples and ﬁx the seed parameter
for the simulations.
2. Given a value for θ, compute the weights given in (5) for each obser-




3. Given a current value for rw
it(θ), sw
it(θ) and tw
it(θ),o b t a i ni m p r o v e d
estimates for α with one Newton-Raphson step on (13). Update the
scale estimates using (14). Alternatively, one can also solve (iterate
until convergence) (13) and (14).
4. Go back to step 2 until convergence.
5. Let b π = b θ be the current values of the estimates. Simulate n∗ obser-
vations from the model Fθ with θ = b π
6. Using the curent values of b θ and the current simulated sample, compute



































































































and update the value of b θ using (9).
7. Simulate n∗ observations from the model Fθ with θ = b θ a n dr e t u r nt o
step 6 until convergence.
Note that the procedure given in steps 2 to 4 is similar to the one given in
Moustaki and Knott (2000). Note also that given an estimate of θ,o n ec a n
compute the eﬃciency of the IGWR and change the value of c accordingly.
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Figure 1: IF for the ML estimator of a mixed model with two binary and
three normal manifest variables
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IF of MLE of φ 3
Figure 2: IF for the ML estimator of the scale parameter of a mixed GLLV





















































































































































































































































































































c = 3.5 c = 3.0 c = 2.7 c = 2.5 c = 2.0
IGWR1
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Figure 11: Multiscatterplots for the normal variables in the wealth dataset
44Table 1: Parameter’s estimates and standard errors for the GLLVM on the
wealth data
MLE IGWR, c =5
Parameters Estimate Stand. Err. Estimate Stand. Err.
Constants α11 -0.506 0.23 -0.589 0.26
α21 -0.623 0.23 -0.537 0.23
α31 6.922 0.23 6.887 0.28
α41 5.353 0.32 5.332 0.32
α51 7.087 0.33 7.140 0.29
Loadings α12 0.466 0.26 0.679 0.28
α22 -0.167 0.24 0.216 0.25
α32 1.021 0.18 1.098 0.21
α42 1.412 0.31 1.415 0.28
α52 1.044 0.33 1.064 0.27
Variances φ3 0.289 0.16 0.426 0.17
φ4 1.280 0.27 1.056 0.20
φ5 1.475 0.22 0.935 0.14
45