Abstract-Network congestion must be managed to increase system throughput and quality of service. The existing congestion control approaches such as source throttling and rerouting focus on controlling congestion after it has already occurred. We propose a multistep Neural Network Prediction-based Routing (NNPR) protocol to predict as well as control network traffic before congestion actually happens. A distributed real time transaction processing simulator serves as the test-bed and a cloud-based scoring engine has been used to obtain results in realtime; messages are then rerouted to prevent congestion. Various parameters which can cause congestion are studied. These include bandwidth, work size, latency, max active transactions, mean arrival time and update percentage. The performance of proposed protocol is compared with existing protocols. Through experimentation, it is demonstrated that NNPR consistently provides superior performance for all congestion loads.
INTRODUCTION
In a distributed database, transactions execute independently on multiple nodes and interact with each other via a communication network to share data. The availability of data is often augmented by replication which raises issues related to concurrency control. In a distributed real-time database system (DRTBDS), every transaction has a specified time allocated to complete, thus adding the temporal constraint as another notion of correctness. Transactions become tardy if they do not complete in the assigned time. Priorities are assigned to transactions in order to define their significance and order of executions. Transactions with soft deadlines are allowed to complete after their deadlines, though their value may be significantly diminished [1] . The primary objective of DRTDBS is to maximize the number of transactions which complete before their deadlines, and to minimize the tardy time for those which have missed their deadline.
The nodes which connect a DRTDBS may be configured by any network topology. For our study, we used the hypercube because of its superior topological characteristics such as small diameter, high connectivity, simple routing, and fault tolerance. Nodes communicate through messages by finding an efficient link which is characterized by its latency, bandwidth and arrival rate. When the arriving messages exceed the link's bandwidth, they wait in a queue. Queuing cause congestion and results in delayed or dropped messages. Congestion control techniques, such as source throttling and re-routing, are then deployed to improve quality of service. Unfortunately, most of these measures attempt to control congestion after it has already happened. Clearly, it is more desirable to proactively analyze network traffic and predict potential congestion before it occurs.
In this paper, we present a neural network based routing protocol which uses a predictive model deployed in the cloud to obtain real-time scoring. The model accurately predicts network traffic and assists with taking preemptive measures to avoid congestion from occurring, thereby increasing system throughput and enhancing performance in a real-time environment.
II. RELATED WORK
Many solutions have been proposed to control congestion by reducing the sending rate. However, decreasing traffic rate is an attempt to avoid congestion at the cost of reduced throughput rather than controlling/managing it. Congestion control techniques using prediction algorithms are more superior to general congestion control techniques in terms of network's performance. The use of neural networks for prediction is a particularly suitable method because of its highly sophisticated learning mechanism and complex computational capability.
A. Congestion Control Mechanisms
Some congestion control techniques, classified as open-loop and closed-loop control [2] , control the arrival rate of packets in the network, discard packets and/or use routing techniques. Slow start [3] is a type of congestion control mechanism, in which the sending rate of packets is dynamically adjusted to match the transmitting rate of the network. Correspondingly, fast retransmit and fast recovery is used to regain the lost packets. Random Early Detection (RED) is a congestion avoidance technique proposed by Floyd and Jacobson [4] , which controls congestion by dropping packets when queue size exceeds a threshold value. Contrarily, May et al. [5] has shown that if the average queue size exceeds the maximum threshold value, then dropping good packets do not increase the performance of the system. They demonstrated that RED implemented with small buffers does not alleviate system throughput significantly, whereas large buffers increase system throughput but parameter setting is challenging. In back pressure technique [6] , once a node becomes congested, it ceases receiving packets from its immediate upstream node. It may result in propagation of congestion across all preceding nodes. To prevent congestion of intermediate nodes, a choke packet is generated by the congested node and transmitted directly to the source node for congestion notification. Inevitably, source has to reduce its sending rate until it stops receiving these packets. This technique is effective when there are few source nodes causing congestion at a particular time. But, when the congested node has queued data from different sources, it is difficult to determine where to transmit choke packets. In an implicit signaling notification protocol, source node waits for a hint/signal to take congestion control steps [7] . Finally, in explicit congestion notification scheme [7] , a congestion bit in the header is set to communicate congestion.
B. Congestion Control using Data Mining and Predictions
Techniques such as time series, neural networks, and fuzzy logic have been commonly used to predict future trends. A common step in these techniques is to build models trained on past data. Time series predictions can be used to identify trends and seasonality in existing data and then project it into the future using statistical modeling techniques. It is important to analyze each point's correlation (measure of degree of association) with the previous point in the series. Time series prediction models include auto-regressive model, moving average model, and hybrid/integrated versions of these models [8] . Many time series models used to predict network traffic assume that data is stationary, that is, it has constant mean, constant variance, and the covariance is independent of time [9] . Jung et al. [8] used auto-regressive model to predict network congestion, followed by another method [10] which focuses on controlling the traffic using routing techniques. This method is not effective when number of parameters affecting congestion is large and exhibits complex, non-linear relationships. Such relationships are better captured by neural networks.
Bivens et al. [11] have used simple feed forward neural network (FFNN) to predict the source of congestion, and apply flow rate restriction to this node. A feedback control algorithm is proposed in [12] to predict the buffer occupancy through multi-step neural network. It also estimates the resources required through Back-Propagation (BP) neural network which is then used by the source node to adjust the sent-out rate accordingly. In [13] , two approaches are implemented using neural networks to resolve the routing and congestion control problem. The first approach uses feed-forward neural network to determine whether the link is congested or not by receiving input, such as the average number of packets, the variance of packets and the polling flag of sending packets. The second approach uses a recurrent neural network to decide the complete path from source node to destination node. Similarly, Mohan et al. [14] proposed two approaches to predict the congestion free path. In the first approach, association rule mining and traditional artificial neural network is used. Association rule mining defines the constraints, rules and statements derived from the data. Neural network takes the input such as packet drop, response time and node degree, and yields output as the congestion weight which is used to determine the best path. The second approach is an improved version of FFNN, called selfmotivated functional link FFNN. With an improvement in the architecture, the neural network is trained with additional inputs to give the best reliable path. Finally, fuzzy logic has been used to predict scales of congestion.
Kojic et al. [15] proposed Hopfield neural network based algorithm to find optimal path in networks having random topology and variable traffic conditions. To find the optimal path, their algorithm takes into account network parameters (bandwidth, delay and traffic density) and the historical information of links and routers. Through simulation experimentation, algorithm is analyzed under different network topologies and traffic conditions to prove its efficiency. "Content-Centric Networking (CCN) is a new Internet architecture, which aims to access content by a name rather than the IP address of a host" [16] . Since there are multiple sources, TCP-based congestion control mechanism is not efficient for content centric networks. Bazmi et al. [16] have proposed a neural network prediction algorithm for content-centric networks, which is implemented at each router to predict congestion based on the current state of the network.
III. THE PROPOSED PROTOCOL
This section describes the key components of this research, namely, the distributed real-time transaction processing simulator (DRTTPS), neural network model, cloud deployment for real-time scoring, and the prediction model.
A. The Simulator -DRTTPS
DRTTPS [17] is a discrete event simulator developed to simulate a distributed real-time transactional database system representing sites, nodes, network architecture, and connections in the specified topology. It enables the user to configure various parameters through its highly interactive graphical user interface. The system's workload can be controlled by varying attributes such as inter-arrival time, slack time, work-size, update percentage and resource availability. Various protocols such as those for routing, concurrency control, preemption and priority assignment can be added to DRTTPS for testing and performance analysis. Its discrete event simulation engine consists of tick (simulation clock), entities, events, event queue, event scheduler and event processor. Events are created by entities and inserted in the event queue based on their execution time. Examples of events in DRTTPS include: sending a message from one node to another, transaction arriving at a node and transaction committing. Event scheduler extracts an event from the front of the event queue, calls the event processor and updates the system state when required. More details of the simulator including setup and reporting tools can be found in [17] .
B. Neural Network Model
Artificial neural networks mimic complex problem solving capability of human brain which uses multiple layers of neurons that interact with each other. Training is the most important part of a neural network model. It is an iterative process which starts with preparation of input data followed by identification of the neural network type and structure. Network training begins with configuration of parameters such as network type, number of hidden layers, number of neurons, training time, and the training cycles. Once the training is completed, the analysis of results can guide the user to identify issues with the input data or other neural network settings. The complete process is repeated until satisfactory results are obtained. The training set generally consists of 60-70 percent of the complete dataset while testing and validation sets are approximately 15-20 percent each. Data cleansing or transformation (such as normalization and handling of missing values) is often required before feeding the input to the neural network. IBM SPSS Modeler 16.0 [18] , a data mining and analytic tool, is used to model our neural network. The complete process of developing this model is beyond the scope of this paper.
C. Cloud deployment
The next step is to deploy the model to obtain scoring in realtime so that timely decisions can be made. The deployment of predictive model is a complicated task because of its resource and time intensive nature. For real-time applications, delayed results from the predictive model may be of no value. ADAPA (Adaptive Decision and Predictive Analytics) [19] scoring engine has been used in this research for real-time scoring. ADAPA is set up and installed on a secure virtual server in the Amazon cloud. It uses open standards which facilitate quick deployment of the model by integrating with data mining platform. SPSS Modeler can export its model in Predictive Model Markup Language (PMML) [20] format, which is interpreted by ADAPA. PMML offers open standards for the predictive models. It is an XML-based language, which represents data mining models, business rules, input data, and data transformations. Once the deployment is verified, it can be used for scoring either through the ADAPA console or via a web service. The latter was used for this research.
D. Prediction Model (network congestion)
The predictor attribute used in our model is the queue length because of its direct relationship with congestion. We define congestion of a link as the average time (in ticks) needed to clear the queue, that is: l where is the size of message queue i, BW and L are the bandwidth and latency of link l, respectively.
Our goal then is to use a neural network model to predict the queue length of each link and minimize it by re-routing the messages. Through experimentation, it was determined that the primary parameters affecting congestion are bandwidth, mean arrival time, maximum active transactions, update percentage, latency and work-size. Thus, these parameters, together with tick, queue length and number of messages is selected as inputs to the neural network. The neural network is trained with different types of congestion loads i.e. high, medium, low, and no congestion. These loads can be generated by varying combinations of simulation parameters. Future queue length at a specified tick is chosen as the output/target.
For the neural network model, a periodic trace file containing all inputs is generated by the simulator. The trace file stores the snapshot of each link at every 100 th tick. The neural network model is trained with 30 simulation runs under different congestion loads. The number of training cycles which are used to train multilayer perceptron network is 250. Overfit prevention set is 50%, which means 50% of the total data is separated from the modelling data so that the network does not model errors in the system. The training process was repeated until an accuracy (R-square) above 90% was achieved.
IV. EXPERIMENTS AND RESULTS
When transactions are generated, they require locks on pages which may exist on local and/or remote nodes. Hence, nodes exchange messages amongst themselves to acquire the locks. Three routing protocols (Dijkstra's Shortest Path [21] , Routing Information Protocol (RIP) [22] , and our proposed Neural Network-based Predictive Routing protocol, NNPR) have been implemented. The baseline Dijkstra's Shortest Path (DSP) algorithm supports static routing i.e. the routes are determined and loaded into a node's data structure and they never change during the simulation execution. However in NNPR, this limitation is removed and the powerful feature of predictions has been added. The routing tables of the congested nodes are updated based on the predicted congestion. The simulations were run both within and outside trained parameters. It was observed that the maximum accuracy of the testing set inside the input training ranges is 95.7% at high congestion load (minimum is 91.0% at negligible congestion load); whereas the maximum accuracy of the testing set outside the input training ranges is 92.0% at high congestion load (minimum is 89.8% at negligible congestion load).
For sake of simplicity, we assume that hardware failures do not occur and the queue length is not limited by an upper bound. For each experiment, the baseline parameters were fixed and the parameter of interest was varied within the specified range. The primary metric chosen for performance evaluation is the percentage of transactions which complete on time (PTCT), that is, before their deadline. The input range for each parameter is chosen in a way that it shows observable results.
In all experiments, the superior performance of NNPR can be attributed to model's prediction of congestion with reliable accuracy. This allows determination of the specific tick when congestion will start to build, and updating routing tables accordingly. For example, if the model predicts 150 queued messages at 200th tick, routing tables could be updated, say at 160th tick (it is the calculated tick when congestion is expected to start to build up). If the model predicts no congestion, routing tables are not updated which reduces the overhead.
A. Impact of Bandwidth
Bandwidth is a key factor which can impact congestion in a network. If there is not enough bandwidth, messages are queued, resulting in congestion and thus a low PTCT. Fig. 1 shows the impact of bandwidth for 60 maximum active transactions which are expected to produce a high congestion load. NNPR demonstrates much superior performance as compared to DSP and RIP. For example, when bandwidth is 15, NNPR exhibits a 73% better PTCT as compared to DSP (DSP -33.81% PTCT and NNPR -58.47% PTCT). All protocols climb to 100% as the bandwidth increases. Since the performance of DSP and RIP protocols is observed to be quite similar, results from RIP are excluded from subsequent experiments.
B. Impact of Page Update Rate
The page update rate determines the percentage of write operations during a transaction's execution. Write operations block other transactions because of exclusive locks on data. This causes delay and leads to low PTCT. A page update rate of 0% implies that the transaction contains read operations only, whereas an update rate of 100% implies that all pages read must also be written back to the database. For these experiments, the baseline parameters are fixed, bandwidth is chosen as 15, and the update percentage value is varied to create medium or low congestion scenarios. NNPR consistently performs better than DSP, with approximately 25%, 38%, and 50% PTCT gain within the range of 0 to 20, 40 to 60, and 80 to 100 update percentage, respectively (Fig. 2) . A similar trend was observed with a lower bandwidth (high congestion) though the overall completion rate was significantly reduced. 
C. Impact of MAT (Maximum Active Transactions)
The Maximum Active Transactions (MAT) parameter indicates the number of transactions which can run concurrently on a node. When more transactions run simultaneously, more messages are exchanged within the network, resulting in congestion. Fig. 3 demonstrates that the performance of both DSP and NNPR decreases when MAT increases. With MAT between 10 to 20 transactions, no significant impact on performance is observed -DSP reduces PTCT from 89.5 to 87.9 % and NNPR degrades from 92.8 to 92.2 %. It is because bandwidth is abundant (20 message units) to handle the queuing of messages. However, beyond a MAT of 20, there is a transitioning from low to high congestion load, and bandwidth is no longer enough to handle the queued messages, resulting in low PTCT. During this period, DSP degrades rapidly and NNPR consistently outperforms it by producing 20 to 43% higher PTCT. 
D. Impact of Latency
Latency is the time taken by a message to travel from source to destination node. High latency network connections suffer from long delays, causing more transactions to miss their deadlines, and thus a low PTCT. For neural network training/testing, latency is always chosen as 5, with Poisson distribution across the links. However, to study the impact of latency, the same value is chosen for all links. Both DSP and NNPR demonstrate 100% PTCT at 2 ticks of latency. A steep decline in PTCT is observed for both protocols when latency is increased to 4 ticks (Fig. 4) . When latency is increased further, PTCT for both the protocols consistently declines while there is a transitioning from low to medium, and then high congested load scenarios. However, NNPR continues to exhibit better relative performance than DSP by 30 to 141% (representing an average of 12% higher PTCT). 
E. Impact of Work-size
Work-size depicts the number of pages accessed by a transaction. When more pages are required, more messages are exchanged within the network, resulting in congestion. The range of work-size is chosen from 2 to 12 pages. Fig. 5 illustrates a steep linear decrease in PTCT within the range of 4 to 10 pages (for both protocols). However, during this interval, NNPR consistently outperforms DSP, showing a net gain of 5 to 19% PTCT. Beyond 10 pages, the performance becomes comparable with a small decline of PTCT for both protocols, that is, 3.74% (NNPR) and 4.38% (DSP). Congestion results in queuing within the network, packet loss and increased delays. The existing techniques focus on congestion avoidance after it has already happened. We have proposed a protocol (NNPR) to predict as well as control the network traffic in a distributed real-time environment. For predictions, a multi-step neural network technique is used to predict congestion. The neural network model is fed with inputs including latency, tick, link, bandwidth, queue length, number of messages, work-size, page update rate, MAT and arrival rate. The output of neural network is queue length, one step (100 ticks) ahead. The neural network prediction model is developed in SPSS Modeler and trained in an off-line mode using data obtained from simulation runs representing different congestion scenarios. For real time scoring, a PMML file is exported to ADAPA running in the Amazon cloud. An ADAPA wrapper calls the prediction model through web services and predicts the data in real-time. The predicted congested link's messages are re-routed accordingly. It is observed that NNPR consistently shows superior performance under all congestion scenarios. This work can be further extended by training and testing the model for other network topologies and varying number of nodes. Similarly, the prediction time can be extended and performance of the model under hardware failure conditions could be studied.
