This paper addresses the problem of estimating the normal mean matrix with an unknown covariance matrix. Motivated by an empirical Bayes method, we suggest a unified form of the Efron-Morris type estimators based on the Moore-Penrose inverse. This form not only can be defined for any dimension and any sample size, but also can contain the Efron-Morris type or Baranchik type estimators suggested so far in the literature. Also, the unified form suggests a general class of shrinkage estimators. For shrinkage estimators within the general class, a unified expression of unbiased estimators of the risk functions is derived regardless of the dimension of covariance matrix and the size of the mean matrix. An analytical dominance result is provided for a positive-part rule of the shrinkage estimators.
Introduction
Statistical inference with high dimension has received much attention in recent years, because statistical analysis of high-dimensional data has been requested in many research areas such as genomics, remote sensing, telecommunication, atmospheric science, financial engineering, and others. Such high-dimensional data are generally hard to handle, and ordinary or traditional methods are frequently inapplicable. This has inspired statisticians to develop new research areas in high dimension from both theoretical and practical aspects. Most interests have been in development of efficient algorithm for statistical inference and in derivation of asymptotic properties with the dimension going to infinity. From a decision-theoretic point of view, however, there does not exist much literature in high-dimensional problems except for Chételat and Wells (2012) , who established the inadmissibility of the maximum likelihood estimator (MLE) for a large dimensional and small sample normal model. In this paper, we extend their result to the framework of estimating a mean matrix and we establish a unified theory for improvement on the MLE in both cases of high and low dimensions.
To explain the subjects addressed here, we begin by describing the canonical model and the estimation problem. Let X = (X 1 , . . . , X m ) t and Y = (Y 1 , . . . , Y n ) t be, respectively, m × p and n × p random matrices, where X i 's and Y i 's are mutually and independently distributed as where δ is an estimator made from X and S.
The MLE of Θ is δ M L = X, which is a minimax estimator with the constant risk mp. When n ≥ p, it is known that δ M L is improved on by the Efron-Morris (1972) type estimator
where
, and c is a suitable constant. Konno (1991 Konno ( , 1992 ) derived conditions on c for the improvement. When p > n, however, this estimator is not available because the inverse S −1 does not exist. A possible alternative is the Moore-Penrose inverse S + which will be defined in the beginning of Section 2. In the case of m = 1, Chételat and Wells (2012) suggested the shrinkage estimator interesting results provided in this paper is that we can develop a unified form for the Efron-Morris type estimators, given by
As explained in Section 2, this estimator can be defined for all the positive integers of m, p and n as well as this expression includes δ EM K and δ CW as special cases. Also this expression suggests us to consider a general class of shrinkage estimators in Section 3. In this paper, we derive a unified expression of an unbiased estimator of the risk function for shrinkage estimators within the general class.
The paper is organized as follows. In Section 2, we introduce shrinkage estimators of Θ based on a motivation from an empirical Bayes method, and we provide the unified form of the Efron-Morris type estimator. This expression not only contains the EfronMorris or Baranchik type estimators suggested so far in the literature, but also provide various forms corresponding to ordering of m, p and n. In Section 3, we consider a general class of shrinkage estimators. A unified expression is developed in Section 4 for the risk functions of the general shrinkage estimators. It is noted that the unified expression gives an unbiased estimator of the risk difference. As specific examples of shrinkage estimators, we treat the modified Efron-Morris type estimators and the modified Stein type estimators, and we get conditions for their improvement from the unified expression. Section 5 provides analytical and numerical dominance results that positivepart estimators improve the corresponding shrinkage estimators. Some technical proofs are given in Section 6.
A Bayesian Motivation
We begin by describing basic and useful properties of the Moore-Penrose inverse. For any matrix A, the Moore-Penrose inverse of A is written by Let B and C be r × p matrices of full row rank. We then have (1)
Further, for an r × r nonsingular matrix A and an r × q matrix B of full row rank, we can easily show that (B t AB)
Based on the properties of the Moore-Penrose inverse, we give a unified form of empirical Bayes estimators. Using a similar argument as in Tsukuma and Kubokawa (2007) , we can show that in the case of known Σ, the empirical Bayes estimator of Θ is given by
for a suitable constant c. Here it is observed that, for m > p,
which yields that (XΣ −1 X t ) + X = X(X t X) −1 Σ. Hence, both cases p ≥ m and m > p for the empirical Bayes estimator δ B can be unified by
Since Σ −1 is unknown, we need to estimate it. In the case of n ≥ p, Σ −1 is estimated by nS −1 , so that we get the Efron-Morris type empirical Bayes estimator
The dominance properties of this estimator have been studied by Konno (1990 Konno ( , 1991 Konno ( , 1992 ).
In the case of p > n, the rank of S is deficient and its inverse does not exist. Therefore, we here estimate Σ −1 via nS + , where S + is the Moore-Penrose inverse of S.
The matrix XS + X t is nonsingular for p > n ≥ m, while it is singular for p ≥ m > n.
Taking the shrinkage estimator suggested by Chételat and Wells (2012) into account, we can suggest the Efron-Morris type shrinkage estimator given by
for any set of (m, p, n). This gives a unified form of the Efron-Morris type estimator for any positive integers p, m and n. In fact, (XS + X t ) + can be rewritten as 
Proof. When n ≥ m > p or m > n ≥ p, the expression (2.3) follows from the fact that S + = S −1 and 
Noting that H(H
+ , we obtain the expression for the case that m > p > n. □ Konno (1990 Konno ( , 1991 Konno ( , 1992 separately considered two cases m > p and p ≥ m, and individually defined classes of shrinkage estimators. The arguments stated in the previous section suggest that we can construct a well-defined class of shrinkage estimators unifying both cases m > p and p ≥ m.
A General Class of Shrinkage Estimators
Let O(r) be the group of r × r orthogonal matrices. For r ≥ q, let V r,q be the Stiefel manifold, namely the set of r × q matrices M such that M t M = I q . It is noted that
Denote ℓ = m∧p∧n. Define the eigenvalue decomposition of S as S = HLH t , where
that R is orthogonal if ℓ = m and otherwise V is orthogonal.
For both the cases m > p and p ≥ m, a unified class of shrinkage estimators is defined by
where 
Interestingly enough, the class (3.1) can be rewritten as in the following which is an extension of Konno's (1992) class for m > p.
F , and the shrinkage estimator given in (3.1) is expressed as
Then it is seen that
Hence for any set of (m, p, n), one gets the expression (3.2). In the case of
which yields the expression (3.3). □

A Unified Expression of the Risk Functions
We now provide a unified expression of an unbiased estimator of the risk function of estimators δ SH given in (3.1).
Theorem 4.1 Let
and h n,p (Y |0 n×p , Σ) the probability density functions of X and Y , respectively. Assume that
For any positive integers m, p and n, the risk difference of δ SH and δ M L is expressed as
where ℓ = m ∧ p ∧ n and
When an ordering among m, p and n is given, the corresponding specific value of (a, b) is provided. Noting that (|n − p| + 2m) ∧ (n + p) = n + p for m > n ∧ p, we can see that specific values of (a, b) are given by
The three cases n ≥ m > p, m > n ≥ p and n ≥ p ≥ m, namely the cases satisfying n > p, are provided by Konno (1992) .
The unified expression of the risk difference given in Theorem 4.1 can provide conditions under which specific estimators improve on the MLE δ M L = X. Two examples are given below.
Example 4.1 A modified Stein type estimator is given by
This corresponds to the form
Then, from Theorem 4.1, it follows that
which is a sufficient condition for (i) of Theorem 4.1. It follows from Konno (1991) and Tsukuma and Kubokawa (2007) 
Konno (1991) showed that h c (i) ≤ 0 for any i when c i is
For these c i 's, it is seen that 2
Hence 
. This is an extension of Tsukuma and Kubokawa (2007) . □ Example 4.2 A modified Efron-Morris type estimator is given by
where δ EM is given in (2.2). This corresponds to the form
Letting c i = c in (4.2) for all i, one gets
which is less than or equal to , it is seen that the constant c which minimizes the first term is given by
Given c = c 0 , the constant d which minimizes the second term in (4.5) is given by
That is, for b ≥ 3, δ M L is improved on by the Efron-Morris type estimator
which can be further improved on by the modified Efron-Morris type estimator
for b ≥ 3 and ℓ ≥ 2. □
Positive-part Estimators and Some Numerical Results
In this section we investigate risk performances of the shrinkage estimators (3.1) by simulation. Before that, we prove that the shrinkage estimators are dominated by the corresponding positive-part shrinkage estimators.
Since S = HLH t and XHL −1/2 = RF 1/2 V t where R ∈ V m,ℓ , it is seen that
which is used to rewrite the estimator (3.1) as
Then, we define the positive-part shrinkage estimator
where In the simulations, we examined the following shrinkage estimators: 
The corresponding positive-part estimators are denoted by δ are not invariant under the above transformations because (P t SP )
Our findings of the simulations are summarized in Table 1 . When Θ = 0 m×p with n = 50, the risk improvement of positive-part estimator over the corresponding shrinkage estimator is very substantial. Through all cases, δ mST + provide large savings in risk. The simulation results also suggest that, as n is small, shrinkage and positive-part estimators are less effective.
Proofs
Proof of Theorem 4.1
For an m × p rectangular matrix X = (X ab ), define the m × p rectangular matrix of differential operators with respect to X as
the n × p rectangular matrix of differential operators with respect to an n × p rectangular matrix Y = (Y ab ).
A key tool for deriving the unbiased estimator of the risk function is the Stein identity, which is given in the following lemma. For details, see Kubokawa and Srivastava (2001) . 
. , p. It then follows that
. Konno (2009) used Lemma 6.1 to obtain the identity
where G is a p × p matrix-valued function of Y . This identity is also useful for evaluating the risk in high dimensions.
Next, we provide calculus formulas for a p × p symmetric matrix S = ( 
Proof. For the proof of (i), see Chételat and Wells (2012, (i) of Proposition 1).
Since the differential of S + is given by
it is observed that from (i)
Noting that Y (I p − SS + ) = 0 n×p , we get (ii).
The product rule is used to obtain
Using (ii) and summing up with respect to i yields (iii). □
Recall that RF R t denotes the eigenvalue decomposition of XS
The following lemma shows partial derivatives of F and R with respect to ∇ X and ∇ Y . i = 1, . . . , ℓ, k = 1, . . . , m, a = 1, . . . , m and b = 1, . . . , p, we have
Lemma 6.3 For
Proof.
is skew-symmetric, namely the (j, i)-th element is written as
which yields
It is thus seen that
which gives (i). It is also observed that for k = 1, . . . , m and i = 1, . . . , ℓ
Here it is seen that
It is noted that
Hence using the same arguments as in the proofs of (i) and (ii) yields (iii) and (iv). □ 
Lemma 6.4 Let
It will be shown that
ab (Φ). Applying the chain rule and (i) of Lemma 6.3 to D 1 gives that
which yields that
Since R aj {R
Proof of Theorem 4.1. Abbreviate Φ(F ) to Φ. The risk of δ SH is expanded as
Using Lemma 6.1, we can express E 1 as we observe that
which are substituted into (6.12) to obtain for a, c = 1, . . . , n and b, d = 1, . . . , p. Using Lemma 6.5, we get
It is here seen that 
Thus we obtain
Similarly, it is seen that since c 1 ≥ · · · ≥ c ℓ and (trF )
