Convolutional neural networks [3] have proven useful in many domains, including computer vision [1, 4, 5] , audio processing [6, 7] and natural language processing [8] . These powerful models come at great cost in training time, however. Currently, long training periods make experimentation difficult and time consuming.
: Comparison of different parallelization schemes. All models use a mini-batch size equal to 256 samples. The network is a convolutional network with the same structure and hyper-parameter setting as described by Krizhevsky et al. [1] (with the only exception of the mini-batch size). The task is classification on the ImageNet 2012 datasset [2] . All GPUs are NVIDIA TITANs with 6GB of RAM and they all reside on the same server.
Configuration
Time to complete 100 epochs 1 GPU 10. Data and model parallelism can also be hybridized, as shown in fig. 5 . We consider using 4 GPUs in three possible configurations: all model parallelism, all data parallelism, and a hybrid of model and data parallelism. In our experiment, we find that the hybrid approach yields the fastest convergence. The hybrid approach on 4 GPUs achieves a speed-up of 2.2 times compared to 1 GPU. More detailed results are shown in tab. 1. The convergence curves comparing the most interesting configurations are shown in fig. 1 .
In general, not all configurations could be explored. For instance, on a single NVIDIA TITAN GPU with 6GB of RAM we are unable to fit mini-batches larger than 256 samples. On the other hand, we find mini-batches of 64 or fewer samples under-utilize the GPUs cores. This can be seen in tab. 1 which reports the timing of the data parallelism approach using 4 GPUs.
These preliminary results show promising speed-up factors by employing a hybrid parallelization strategy. In the future, we plan to extend this work to parallelization across servers by combining data and model parallelism with recent advances in asynchronous optimization methods and local learning algorithms. GPUs.
