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1. Introduction  
An interactor matrix introduced by Wolovich & Falb (1976) has an important role in the 
design of model reference adaptive control systems (MRACS) for a class of multi-input  
multi-output (MIMO) plants. In the early stage of the research, the interactor was supposed 
to be diagonal matrix and thus there were no unknown parameters (Goodwin et al., 1980). 
But, there exist many plants which require non-diagonal interactors (Chan & Goodwin, 
1982). And the design of MIMO MRACS with non-diagonal interactors had been discussed, 
where all elements of the interactor are assumed to be known (Elliott & Wolovich, 1982; 
Goodwin & Long, 1980). However, this assumption is not adequate for adaptive control 
systems since the parameters of the interactor depend on the unknown parameters of the 
plant, i.e., the parameter values and the relative degree of each element of the plant must be 
used to determine the interactor.  Furthermore, even we know all of these information, the 
structure of the interactor is not determined uniquely.  
In order to remove the assumption, the MRACS design has been proposed where the degree 
of diagonal elements and the upper bound of the highest degree of the lower triangular 
interactor matrix are assumed to be known (Elliott & Wolovich, 1984; Dugard et al., 1984). 
Under these assumptions, off-diagonal elements of the lower triangular interactor are 
estimated, and the method seemed suitable for adaptive controller design. However, it is not 
reasonable to assume the diagonal degrees in MRACS since the determination of the 
degrees depends on the relative degree and parameter values of each element of a transfer 
matrix of a given plant. From this view point, an interactor in generic sense was considered 
under the assumption that the relative degrees of all elements of the transfer function matrix 
are known (Kase & Tamura, 1990; Mutoh & Ortega, 1993). The method covers almost of all 
classes of MIMO plants having the same numbers of inputs and outputs generally. But there 
still exist some rare plants. 
By the way, there exists an idea of the certainty equivalence principle for the indirect 
MRACS design, i.e., estimate the unknown parameters of a plant first, then design the 
controllers on-line, using those estimated parameters. However, the design was seemed 
very difficult especially for MIMO plants, since large amount of  calculation is needed to 
solve so-called Diophantine equation, beside the derivation of the interactor. In other words, 
there did not exist a suitable method to solve the Diophantine equation or to derive the 
interactor matrix. In this chapter, an indirect approach to MIMO MRACS will be shown. For 
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this purpose, it will be presented a simple derivation of the interactor matrix and preferable 
solution of the Diophantine equation. Both methods are based on the state space 
representation for the (estimated) transfer function matrix of the plant. Unlike direct 
calculation of polynomial matrices, it is preferable to compute via the state space 
representation. 
This chapter is organized as follows. In the next section, the basic controller design with 
known parameters will be shown. The derivation of the interactor matrix and the solution to 
the Diophantine equation will be also presented. Then, the indirect MRACS will be shown 
in section 3 using the results in the previous sections. Some simulation results will be 
presented in section 4 to confirm the validity of the proposed method. Concluding remarks 
will be presented in section 5. 
 
Notations (See Wolovich, 1974) 
     ][zmpR ×  : Set of mp ×  polynomial matrices with real coefficients. 
      )]([ zDri∂  : The i-th row degree of polynomial matrix ).(zD  
      )]([ zDrΓ  : The row leading coefficient matrix of ).(zD  
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2. Design for Plant with Known Parameters 
2.1 Problem Statement 
Assume that a plant to be controlled is given by 
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Without loss of generality, assume that )(zD  is column proper and )(
~
zD  is row proper. The 
purpose of control is to generate the uniformly bounded input signals )(tu  which cause the 
output signals )(ty  of the transfer function matrix )()()( 1 zDzNzG −= to follow the reference 
output signals )(tym  asymptotically. For this purpose, the following assumptions are made: 
1. det )(zN  is a Hurwitz polynomial. 
2. )( , ),2(  ),1( wtytyty mmm +++ K  are available at the time instant t , where w  is the 
degree of the interactor for )(zG , which will be discussed later. 
The control input to achieve the above objective is given by 
  )()()(
)(
)(
)(
)(
11
tyzLty
z
zY
tu
z
zX
tu m++=
−− νν
  (3) 
where ][)(  ),( zzYzX mm×∈R  satisfy the following Diophantine equation: 
  { })()()()()()()( 1 zNzLzDzzNzYzDzX −=+ −ν   (4) 
and ][)( zzL mm×∈R  satisfies the following relation: 
 .)()(lim IzGzL
z
=
∞→
  (5) 
)()( tyzL m  in eqn.(3) is available from assumption 2. )(zL is known as an interactor matrix.  
Substituting eqn.(3) to eqn.(1),  
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Thus from assumption 1, the purpose will be achieved if  
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1. det )(zL  is a Hurwitz polynomial, and 
2. The degrees of )( and )( zYzX  are, at most, 1 and 2 −− νν  respectively. 
In the following subsections, simple calculation methods of )( and )(  ),( zYzXzL satisfying 
the above constraints will be shown. 
2.2 A Simple Derivation of Interactor (Kase & Mutoh, 2008) 
Consider the problem to find an interactor )(zL  for a given mm×  non-singular transfer 
function matrix )(zG .  In the direct MRACS, an interactor with lower triangular structure is 
useful to insure the global stability of the overall system. But, in this chapter, the interactor 
is not assumed to have any special form. 
Let )C , ,( BA  denote a realization of )(zG . Then, using the Markov parameters, )(zG can be 
expressed by 
 L+++= −−− BCAzCABzCBzzG 2321)(   (7) 
If we set )(zL  by 
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If eqn.(5) holds, then  
 [ ])1(111 0:     , −×−−− == wmmwww IJJLT     (10) 
www.intechopen.com
A Design of Discrete-Time Indirect Multivariable MRACS with Structural Estimation of Interactor 
 
285 
must hold. Conversely, the identity interactor )(zL  can be obtained by solving this equation 
and the solvability of this is guaranteed if and only if 
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and define the integer w by the least integer satisfying  the above equation. Thus, using 
Moore-Penrose pseudo-inverse +
−1wT of 1−wT , L  can be calculated if and only if 
 +
−−
= 11 ww TJL . (12) 
All of L  that satisfy eqn.(11) are coefficient matrices of the identity interactor, which form a 
subset of coefficient matrices of the interactor defined by Mutoh & Ortega (1993). In the 
paper, a certain calculating algorithm was used to obtain L  and to assign stable zeros of the 
interactor as well. But, for the identity interactor, as shown above, it is quite natural to solve 
eqn.(11) using Moore-Penrose pseudo-inverse, because 1−wJ  is a fixed matrix and the 
pseudo-inverse can be calculated easily using some standard softwares in these days. Then, 
since we need a stable interactor in control design problems, the remaining problem is to 
check the location of zeros of the identity interactor given by eqn.(12). For +
−1wT , the 
following Lemma holds. 
Lemma 1.   For the integer 1−≥ wk , the following equation holds: 
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Since +kT  is the pseudo-inverse of kT , 
T
kkkk )(
++
= TTTT . 
Substituting the above equation into eqn.(15), 
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By post-multiplying the above equation by TkM  and then using eqn.(10), it follows that 
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From the existence of kP , 
 0)(
3
2
11 =
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
−
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
−
−−
T
k
T
k
T
w
T
T
T
kkmk
L
L
L
I LLO
0
TT M     (18) 
holds. Using the singular value decomposition, 1−kT  can be written as 
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for some unitary matrices 1 1  and −− kk VU . Since eqn.(10) implies 
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post-multiplying the above equation by Tkk VV 1
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is obtained from eqns.(18) and (19). Using a free parameter matrix )1( +×∈ kmmkk RZ , the 
general solution of eqn.(17) is given by 
 ( ) .111 kkkTkTkkkkkk MOTMMZTTZP +−+−+− −−=   (23) 
Finally, by choosing kZ  as in eqn.(14), eqn.(13) is obtained from eqns.(21) and (23). It is easy 
to verify that the above +kT  satisfies the rest of conditions for the pseudo-inverse, i.e. 
 ( ) .    ,    , ++++++ === kkkkkkkkkkTkk TTTTTTTTTTTT   (24) 
Therefore the Lemma has been proved.    ∇∇∇  
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In MRACS case, it can not be assumed to know the exact value of w  in eqn.(11). Lemma 1 
shows that non-zero parameters in the interactor are not changed, if the upper bound of w  
is known. This is a nice property of the proposed method for MRACS. The following 
Theorem shows that all zeros of the interactor by proposed method lie at the origin. So, the 
stability of the interactor is clear although it does not have a lower triangular form. 
Moreover, the proposed interactor is optimal for the LQ cost with singular weightings. See 
Kase et al. (2004)  for the proof. 
Theorem 1.     If the interactor is given by 
 ),()( 111 zzSzL
w
Iww
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where +L  is the pseudo-inverse of L , and 
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2.3 A Solution of Diophantine Equation (Kase, 1999; 2008) 
There are many methods to solve eqn.(4). In this subsection, a method using state space 
parameters is presented. First, the following lemma holds. 
Lemma 2. Let ],[)(  ,)(  ),( zzDzNzP mm×∈R  where )(zD  is non-singular. Then, there exist 
polynomial matrices ][)(  ),( zzRzQ mm×∈R  such that 
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Furthermore, let ) , ,( CBA  denote any realization of ).()( 1 zDzN − Then, )(zQ  and 
)()( 1 zDzR −  are given by the following equations: 
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where f  denotes the degree of f
f PzzPPzP +++= L10)( , and P  is defined by [ ]fPPP L10=P . 
www.intechopen.com
Frontiers in Adaptive Control 
 
288 
Proof.      Since 
( )LM +++
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
=
−−−− CABzCABzCBz
Iz
zI
I
zDzNzP
f
3211   )()()( P  
L
L
M
L
L
L
M
L
MOMM
L
L
L
LL
M
L
L
++++⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
++
++
++
++
+
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
+++++
+++
+++
=
−−−
−
−
×
+−−
−−
−−
−−
−
−−
−−−−
−−
−−−
BAzABzBzzS
BCAzBCAz
BCAzBCAz
BCAzCABz
CABzCBz
Iz
zI
I
CBBCABCA
CBCAB
CB
BCAzBCACABzCBz
CABzCABzCB
CABzCABzCBz
fff
f
I
f
fmm
ff
f
ff
ffff
23211
1
121
3221
221
21
1
21
1121
21
321
)( 
0
 
  0
00
000
 
 
POPOPO
T
P
PP
P
 
the results can be obtained. ∇∇∇      
Theorem 2.     Let ) , ,( CBA  denote any realization of )()( 1 zDzN − . Then, there exist  )(zX  
and )(zY which satisfy  
proper. is /)()3
proper. strictly is /)()2
(4).equation  eDiophantin)1
1
1
−
−
ν
ν
zzY
zzX  
If and only if the following relation holds: 
 νν Aw 11 −− −= LOYO   (29) 
where Y  is defined by [ ]110 −= νYYY LY  for .)( 1110 −−+++= νν YzzYYzY L  
Proof.       If eqn.(4) holds, then from Lemma 2, 
[ ] .0 111 νννν Awwmm −−+×− −=−= LOOLYO  
Conversely, if eqn.(29) holds, multiply the both sides of eqn.(29) by ∑∞
=
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1
1
i
ii BAz , it 
follows that 
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Defining )(zX  by 
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then the Diophantine equation (4) can be obtained. It is clear that 1/)( −νzzX  and 
1/)( −νzzY  are proper from the above discussion.      ∇∇∇  
It is worth noting that Theorem 2 holds for any realization of )()( 1 zDzN − . So, this method is 
easy to apply for the indirect adaptive control.  
3. Indirect Adaptive Controller Design 
Using some suitable parameter estimation algorithm, such as the least squares algorithm, 
obtain the estimated values of D
~
 and N
~
. Then, obtain the observability canonical 
realization )(ˆ  ,)(ˆ tBtA  and )(ˆ tC  from these estimated values. After that, the control input is 
generated by calculating   ),(ˆ  ,),(ˆ tzXtzL and ),(ˆ tzY  recursively. Before the discussions of 
the adaptive controller design, the following assumptions are imposed: 
1. The upper bound degree w  of the interactor is known. 
2. )( , ),2(  ,)1( wtytyty mmm +++ K  are available at the time instant .t  
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3. det )(
~
zN  is a Hurwitz polynomial. 
4. iri zD ν=∂ )](
~
[  is known and )](
~
[ zDrΓ  is a lower triangular with ones in the diagonal 
positions. 
5. )(ˆ and )(ˆ  ),(ˆ tCtBtA  converge to their true values. 
6. A lower bound of the minimum singular decomposition value minε of 1−wT  is known. 
In the adaptive controller design, it will be carried out by the recursive calculation of the 
previous section. That is, based on the )(ˆ  and  )(ˆ  ),(ˆ tCtBtA , set 
.
)(ˆ)(ˆ)(ˆˆ)(ˆ)(ˆˆ)(ˆ
0)(ˆ)(ˆ)(ˆ)(ˆ)(ˆ
00)(ˆ)(ˆ
)(ˆ     ,
)(ˆ)(ˆ
)(ˆ)(ˆ
)(ˆ
)(ˆ
32
2
1
1
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
=
⎥⎥
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢⎢
⎢
⎣
⎡
=
−−
−
−
−
tBtCtBAtCtBAtC
tBtCtBtAtC
tBtC
t
tAtC
tAtC
tC
t
ww
w
w
w
L
MOMM
L
L
M
TO  
Then, solve  
 11 )(
ˆ)(ˆ
−−
= ww tt JTL    (30) 
using pseudo-inverse of )(ˆ 1 tw−T . Assume that )(
ˆ
1 tw−Τ  is given by 
 
{ } 0)(ˆ   ,)(ˆ,),(ˆ),(ˆdiag)(ˆ
),(ˆ
00
0)(ˆ
)(ˆ)(ˆ
211
1
1
11
>=
⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
−
−
−
−−
ttttt
tV
t
tUt
irw
T
w
w
ww
λλλλΣ
Σ
K
T
   (31) 
for some unitary matrices )(ˆ  and  )(ˆ 11 tVtU ww −− . If  
 min)(
ˆ ελ <ti    (32) 
for some integers i , then modify 
 min)(
ˆ ελ =ti    (33) 
and calculate )(ˆ 1 tw
+
−
T  by 
 . )(ˆ
00
0ˆ
)(ˆ)(ˆ 1
1
1
11 tUtVt
T
w
w
ww −
−
−
−
+
− ⎥⎥⎦
⎤
⎢⎢⎣
⎡
=
Σ
T   (34) 
Next, solve 
 . )(ˆ)(ˆ)(ˆ)(ˆ)(ˆ 11 tAtttt w
ν
ν −− −= OLOY   (35) 
Note that )(ˆ 1 t−νO  always has full column rank since ))(
ˆ ),(ˆ( tAtC  is in the observability 
canonical form. So eqn.(35) is easy to solve. In general, )(ˆ 1 t−νO  is a tall matrix. For the 
solution to eqn.(35), the method employing the pseudo-inverse is effective for the plant with 
measurement noise (Kase & Mutoh, 2000). It may be also useful for the improvement of the 
transit response of MRACS. 
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Finally, calculate )(ˆ tX  by 
 )(ˆ)(ˆ
)(ˆ
0
)(ˆ)(ˆ
2
)1(
tt
t
tt
mm
VL
T
YX −⎥⎦
⎤⎢⎣
⎡
−=
−
−×
ν
ν
  (36) 
where 
 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
=
−+−+ )(ˆ)(ˆ)(ˆ)(ˆ)(ˆ)(ˆ
)(ˆ)(ˆ)(ˆ)(ˆ)(ˆ)(ˆ
)(ˆ
222 tBtAtCtBtAtC
tBtAtCtBtAtC
t
ww νν
ν
L
MM
L
V .    (37) 
Then, using )(ˆ  and  )(ˆ  ),(ˆ ttt YXL , the adaptive control input is given by 
 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+
+
+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+−
+
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
+−
−
=
)(
)1(
ˆ
)1(
)(
)(ˆ
)1(
)1(
)(ˆ)(
wty
ty
ty
ty
t
tu
tu
ttu
m
m
MMM LYX
νν
 .   (38) 
The global stability of the over-all system may be proved under the assumption 5. However, 
the details are under studying. 
4. Numerical Examples 
Consider the following plant: 
⎥⎦
⎤⎢⎣
⎡
++
++
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+++
++
=
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
++
++
=
−
bzz
zza
bzbz
zz
zbz
zz
a
zG
2.1
1.0)2.0(
2.1)2.1(0
002.03.0
2.1
11
2.0
1
1.0)(
1
2
2
 
Although the plant seems simple enough, there exist three variations of the interactor 
depend on the values of ba   and  . 
[Case 1]     9.0  ,5.1 == ba  
In this case, the interactor of the plant is  
⎥⎦
⎤⎢⎣
⎡
−
−
=
32
22
)( zzL . 
[Case 2]     9.0  ,1 == ba  
In this case, the interactor of the plant is  
⎥⎦
⎤⎢⎣
⎡
−−−
++−
=
410410
510510
)(
zz
zz
zzL . 
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[Case 3]     1.1  ,1 == ba  
In this case, the interactor of the plant is  
⎥⎥⎦
⎤
⎢⎢⎣
⎡
−+−+−
+−−+−
=
4.22.6104.28.310
8.24.6108.26.310
)(
22
22
zzzz
zzzz
zzL . 
For the above three cases, the interactor can be obtained by solving 22
ˆ)(ˆ)(ˆ JTL =tt . Using the 
above )(ˆ tL , )(ˆ tY  can be obtained by solving 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−=⎥⎦
⎤⎢⎣
⎡
)(ˆ
)(ˆ
)(ˆ
)(ˆ
)(ˆ
)(ˆ
4
3
2
tAC
tAC
tAC
t
tAC
C
t LY . 
Since C -matrix does not depend on t  in this example and ),( AC  is observable independent 
on t, )(ˆ 1 tO  always has column-full rank and thus the above equation has a solution. 
Finally, )(ˆ tX  can be calculated by 
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
−⎥⎦
⎤⎢⎣
⎡
−=
)(ˆ)(ˆ
)(ˆ)(ˆ
)(ˆ)(ˆ
)(ˆ
)(ˆ
0ˆ)(ˆ
3
2
tBtAC
tBtAC
tBtAC
t
tBC
t LYX . 
The reference signal vector was given by 
⎥⎦
⎤⎢⎣
⎡
==
25/2sin
15/sin
)()()(
t
t
trzGty mm pi
pi
. 
The least square algorithm with constant trace was used to estimate the parameters where 
the initial values of the covariance matrix is 610 , and 02.0min =ε . Fig.1, 3 and 5 show the 
tracking errors of the proposed indirect MRACS for Case 1-3 respectively. Fig.2, 4 and 6 
show the tracking errors of the proposed indirect MRACS for Case 1-3 without modification 
respectively. The results show the effectiveness of the proposed method. 
5. Conclusion 
In this chapter, an indirect MIMO MRACS with structural estimation of the interactor was 
proposed. By using indirect method, unreasonable assumptions such as assuming the 
diagonal degrees of interactor can be avoided. Since the controller parameters are calculated 
based on the observability canonical realization of the estimated values, the proposed 
method is suitable for on-line calculations. In the proposed method, the degree of the 
controllers do not depend on the estimated structure of the interactor. The global stability of 
the overall system is under studying. 
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Figure 1. Output tracking error of the proposed MRACS (Case 1; with modifications) 
 
Figure 2. Output tracking error of the proposed MRACS (Case 1; without modifications) 
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Figure 3. Output tracking error of the proposed MRACS (Case 2; with modifications) 
 
Figure 4. Output tracking error of the proposed MRACS (Case 2; without modifications) 
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Figure 5. Output tracking error of the proposed MRACS (Case 3; with modifications) 
 
Figure 6. Output tracking error of the proposed MRACS (Case 3; without modifications) 
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