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Abstract
In this paper we introduce general iterative methods for ﬁnding zeros of a maximal monotone operator in a Hilbert space which
unify two previously studied iterative methods: relaxed proximal point algorithm [H.K. Xu, Iterative algorithms for nonlinear
operators, J. London Math Soc. 66 (2002) 240–256] and inexact hybrid extragradient proximal point algorithm [R.S. Burachik,
S. Scheimberg, B.F. Svaiter, Robustness of the hybrid extragradient proximal-point algorithm, J. Optim. Theory Appl. 111 (2001)
117–136]. The paper establishes both weak convergence and strong convergence of the methods under suitable assumptions on the
algorithm parameters.
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1. Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, respectively. Let P(H) be the family of all
subsets of H . A point-to-set mapping T : H → P(H) is said to be a monotone operator if
〈z − z′, w − w′〉0 whenever w ∈ T (z), w′ ∈ T (z′).
It is said to be maximal monotone if, in addition, the graph
G(T ) := {(z, w) ∈ H × H : w ∈ T (z)}
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is not properly contained in the graph of any other monotone operator T ′ : H → P(H). Recall that the domain of T
is deﬁned by
D(T ) := {x ∈ H : T (x) 	= ∅}.
Given a maximal monotone operator T : H → P(H), we consider the following problem of ﬁnding x ∈ H such that:
0 ∈ T (x). (P)
Throughout this paper we assume that T : H → P(H) is a maximal monotone operator with the roots set S 	= ∅.
Since S is a nonempty closed convex subset of H , the projection PS from H onto S is well deﬁned. Recall [8,28] that
for any given c > 0, Jc = (I + cT )−1 is called the resolvent operator associated with T where I denotes the identity
mapping on H . There is an extensive literature concerning this classical problem (P); see for example [18,21,28].
Moreover, it can be regarded as a uniﬁed formulation of several important problems. For an appropriate choice of
the operator T , Problem (P) covers a wide range of mathematical applications; for example, variational inequalities,
complementarity problems, and nonsmooth convex optimization. Problem (P) has applications in physics, economics,
and in several areas of engineering.
One of the most efﬁcient and enforceable methods for solving Problem (P) is the proximal point algorithm (see
[8–10,14–17,19,20]) whose origins was born in the 1960s (e.g., see [8,15,17]) and attained its current formulation in
theworks of Rockafellar [19,20] where its connectionwith the augmented Lagrangianmethod for constrained nonlinear
optimization was established. Basically for a given sequence {ck} of regularization positive parameters bounded away
from zero, the algorithm generates a sequence {xk} ⊂ H starting with any vector x0 ∈ H through the iteration
0 ∈ xk − xk−1 + ckT (xk). (1)
We remark that formula (1) is equivalent to the following expression:
xk = Jck (xk−1),
where Jck := (I + ckT )−1 is the resolvent operator associated with the mapping T . It has been proved in [20] that the
maximal monotonicity of T ensures the weak convergence of the sequence {xk} deﬁned by (1) to a zero of T when
T has zeros and its unboundedness otherwise. Such weak convergence is global. However, as pointed out in [7], this
ideal form of the method is often impractical, since in many cases the exact iteration (1) maybe require a computation
as difﬁcult as solving the original problem 0 ∈ T (x). Rockafellar [20] has given a more practical method which is an
inexact variant of the method
ek ∈ xk − xk−1 + ckT (xk), (2)
where {ek} is regarded as an error sequence. The method is called inexact proximal point algorithm. It was shown in
[20] that if ek → 0 quickly enough such that∑∞k=1 ‖ek‖<∞, then xk → z ∈ H with 0 ∈ T (z).
Recently Eckstein [7] extended method (2) to Bregman-function-based inexact proximal methods and proved that if
H is ﬁnite-dimensional then the sequence {xk} generated by the algorithm converges to a root of T under the conditions
∞∑
k=1
‖ek‖<∞ and
∞∑
k=1
〈ek, xk〉 exists and is ﬁnite. (3)
Another criterion was introduced in He [12] as follows:
‖ek‖k−1‖xk − xk−1‖ with
∞∑
k=0
2k <∞. (4)
When H is ﬁnite-dimensional, Han and He [11] proved that the sequence {xk} generated by (2) converges to a solution
provided the criterion (4) holds and the regularization sequence {ck} remains bounded away from zero. It is clear that
the accuracy criterion (4) is weaker than the one in [20]. In addition, Solodov and Svaiter [22–24] recently proposed
those new accuracy criteria for the proximal point algorithm, which rather than requiring inequality (4) require only
supk0 k < 1.
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In 2002, Xu [26] introduced and studied the following modiﬁed proximal point algorithms for solving Problem (P)
in a real Hilbert space H .
Algorithm 1.1. See [26, Algorithm 5.2]. Relaxed Proximal Point Algorithm.
(i) Select x0 ∈ H arbitrarily.
(ii) Choose a regularization parameter ck > 0 with error ek−1 ∈ H and compute
yk−1 := (I + ckT )−1(xk−1) + ek−1.
(iii) Select a relaxation parameter ak−1 ∈ [0, 1] and compute the kth iterate:
xk := ak−1xk−1 + (1 − ak−1)yk−1.
Actually, another algorithm similar to Algorithm 1.1 has been given by Alexandre, Nguyen and Tossings in 1998,
i.e., the perturbed generalized proximal point algorithm in [1].
Algorithm 1.2. See [26, Algorithm 5.1].
(i) x0 ∈ H is chosen arbitrarily.
(ii) Choose a regularization parameter ck > 0 with error ek−1 ∈ H and compute
yk−1 := (I + ckT )−1(xk−1) + ek−1.
(iii) Select relaxation parameter ak−1 ∈ [0, 1] and compute the kth iterate:
xk := ak−1x0 + (1 − ak−1)yk−1.
Moreover, Xu [26] gave the following convergence criteria for the above algorithms.
Theorem 1.1. See [26, Theorem 5.2]. Let {xk} be the sequence generated by Algorithm 1.1. Assume that: (i) {ak} is
bounded away from 1, namely 0ak1 −  for some  ∈ (0, 1); (ii) limk→∞ ck = ∞; (iii) ∑∞k=0 ‖ek‖<∞. Then{xk} converges weakly to a point in S.
Theorem 1.2. See [26,Theorem5.1].Let {xk}be the sequencegeneratedbyAlgorithm1.2.Assume that: (i) limk→∞ ak=
0; (ii)∑∞k=0 ak = ∞; (iii) limk→∞ ck = ∞; (iv)∑∞k=0 ‖ek‖<∞. Then {xk} converges strongly to PS(x0).
It is well known that minimizing a convex function f is equivalent to solving 0 ∈ f (x). Let f (x) be the
-subdifferential of f at x [2]. Lemaire [13] studied the proximal point method applied to f with the following
approximate scheme:
xk ∈ (ckk f + I )−1(xk−1),
∑
ckk <∞ (5)
and ck cˆ > 0. For 0, f (x) ⊆ f (x) and equality holds for  = 0. Following [13], we call this method the
perturbed proximal point method for optimization. In [3], Burachik et al. extended the inexact scheme (5) to maximal
monotone operators in ﬁnite-dimensional spaces. For this purpose, they introduced the -enlargement of an arbitrary
maximal monotone operator T . However, the -enlargement was extended for maximal monotone operators on inﬁnite-
dimensional spaces in [6,4]. We use the notation T  for such an enlargement of T .
Deﬁnition 1.1. Let 0; the operator T  : H → P(H) is deﬁned as
T (x) = {v ∈ H : 〈w − v, z − x〉 −  for all (z, w) ∈ G(T )}.
It follows that T 0 = T and for each x ∈ H ,
T 1(x) ⊆ T 2(x) if 012.
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In particular, it holds that
T (x) ⊆ T (x) for all 0.
Therefore, T  is indeed an enlargement of T in a similar way in which the -subdifferential is an enlargement of the
subdifferential. The perturbed proximal point method
xk ∈ (ckT k + I )−1(xk−1),
∑
k <∞, (6)
where c¯ > ck cˆ > 0 was studied in [3] in ﬁnite-dimensional spaces and convergence to a solution was proved. In
this setting,
∑
ckk <∞ is equivalent to ∑ k <∞. Also the -enlarged operator appears naturally in the context of
variational inequality problems [25].
In 1999, Solodov and Svaiter [22] introduced and studied the hybrid extragradient proximal point method for
ﬁnding solutions of Problem (P). The exact proximal point method can be interpreted as an extragradient method.
Indeed the exact proximal point iteration generates xk by the rule xk = (I + ckT )−1(xk−1) where ck > 0. If we deﬁne
vk = (1/ck)(xk−1 − xk), then the pair vk, xk solves the following system in v, x:
ckv + x − xk−1 = 0 with v ∈ T (x). (7)
Conversely, if vk, xk solve the above system, then xk conforms to the rule and we have vk =(1/ck)(xk−1 −xk). It is easy
to see that xk = xk−1 − ckvk . In the Solodov and Svaiter hybrid extragradient method [22], an approximate solution of
system (7), namely v˜k, x˜k , is obtained. This pair will satisfy the following relation for some small k > 0:
ckv˜k + x˜k − xk−1 ≈ 0 with v˜k ∈ T k (x˜k). (8)
Observe that in system (8) there is an approximated inclusion controlled by k and an approximated equality. The
approximation criterion proposed in [22] is
‖ckv˜k + x˜k − xk−1‖2 + 2ckk2‖x˜k − xk−1‖2, (9)
where  is some ﬁxed number on [0, 1). In [22], the weak convergence of the hybrid extragradient proximal point
method to a solution was proved.
In 2001, Burachik et al. [5] introduced and studied a new inexact hybrid extragradient proximal point method for
solving Problem (P) which generalizes the classical proximal method, the perturbed proximal point method and the
hybrid extragradient proximal method.
Algorithm 1.3. See [5, Algorithm 2.1, p. 124]. Inexact Hybrid Extragradient Proximal Point Algorithm.
(i) Initialization: Take x0 ∈ H, k = 0.
(ii) Iterative step: Given xk−1 ∈ H and ck > 0, take
xk ≈ xk−1 − ckv˜k ,
where for some y˜k , the pair y˜k, v˜k is an approximate solution of the system
ckv + y − xk−1 = 0 with v ∈ T (y),
in the following sense: for some k0,
‖ckv˜k + y˜k − xk−1‖2 + 2ckkk + 2k‖y˜k − xk−1‖2 with v˜k ∈ T k (y˜k), (10a)
‖xk − (xk−1 − ckv˜k)‖k , (10b)
where {ck}, {k}, {k}, {k} are sequences of nonnegative real numbers such that∑
k <∞,
∑
k <∞, 0< k< 1, ckc > 0 for all k. (11)
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Remark 1.1. The assumption on {ck} is standard in the setting of proximal point methods. In [5] Burachik et al. proved
weak convergence of the algorithm under the above approximation criteria. As pointed out in [5], k, y˜k, v˜k do not need
to be computed explicitly.
Inspired by the previous research work in this direction, this paper introduces general iterative methods (Algorithms
2.1 and 2.2) for ﬁnding zeros of a maximal monotone operator in a Hilbert space which unify two previously studied
iterative methods: relaxed proximal point algorithm [26] and inexact hybrid extragradient proximal point algorithm [5].
The paper establishes both weak convergence and strong convergence of the methods under suitable assumptions on
the algorithm parameters. It is remarkable to observe that Algorithm 2.1 introduced in this paper also provides a uniﬁed
framework for convergence analysis of the classical proximal point method, the perturbed proximal point method for
optimization [13], the perturbed proximal point method [3] and the hybrid extragradient proximal point method [22].
2. Algorithms and basic results
In this section we introduce the following two iterative methods for ﬁnding zeros of a maximal monotone operator
in a Hilbert space and give some basic lemmas which will be used to prove convergence in Section 3.
Algorithm 2.1. Modiﬁed Inexact Hybrid Extragradient Proximal Point Algorithm.
(i) x0 ∈ H is chosen arbitrarily.
(ii) Given xk−1 ∈ H and ck > 0, take
yk−1 ≈ xk−1 − ckv˜k ,
where for some y˜k , the pair y˜k, v˜k is an approximate solution of the system
ckv + y − xk−1 = 0 with v ∈ T (y),
in the following sense: for some k0,
‖ckv˜k + y˜k − xk−1‖2 + 2ckkk + (2k + k)‖y˜k − xk−1‖2 with v˜k ∈ T k (y˜k), (12a)
‖yk−1 − (xk−1 − ckv˜k)‖k , (12b)
where {ck}, {k}, {k}, {k}, {k} are sequences of nonnegative real numbers such that∑
k <∞,
∑
k <∞, lim
n→∞ k = 0, 0< k< 1, ckc > 0 for all k. (13)
(iii) Select a relaxation parameter ak−1 ∈ [0, 1) and compute the kth iterate:
xk := ak−1xk−1 + (1 − ak−1)yk−1, (14)
where limk→∞ ak = 0.
Remark 2.1. As in Remark 1.1, we point out that k, y˜k, v˜k do not need to be computed explicitly. See, e.g., [5].
Remark 2.2. (i) If we take k = ak = 0 for all k, then Algorithm 2.1 reduces immediately to Algorithm 1.3. (ii) If we
put ek−1 = yk−1 − (xk−1 − ckv˜k) and
k = k = k = k = 0 for all k,
then Algorithm 2.1 reduces to Algorithm 1.1.
Algorithm 2.2. Inexact Relaxed Extragradient Proximal Point Algorithm.
(i) Select x0 ∈ H arbitrarily.
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(ii) Given xk−1 ∈ H and ck > 0, take
yk−1 ≈ xk−1 − ckv˜k ,
where for some y˜k , the pair y˜k, v˜k is an approximate solution of the system
ckv + y − xk−1 = 0 with v ∈ T (y)
in the following sense: for some k0,
‖ckv˜k + y˜k − xk−1‖2 + 2ckkk + (2k + k)‖y˜k − xk−1‖2 with v˜k ∈ T k (y˜k), (12a)
‖yk−1 − (xk−1 − ckv˜k)‖k , (12b)
where {ck}, {k}, {k}, {k}, {k} are sequences of nonnegative real numbers such that∑
k <∞,
∑
k <∞, lim
n→∞ k = 0, 0< k< 1, ckc > 0 for all k. (13)
(iii) Select a relaxation parameter ak−1 ∈ [0, 1] and compute the kth iterate:
xk := ak−1x0 + (1 − ak−1)yk−1, (15)
where limk→∞ ak = 0.
Remark 2.3. Again as in Remark 1.1, we point out that k, y˜k, v˜k do not need to be computed explicitly. See, e.g., [5].
Remark 2.4. (i) If we take k = ak = 0 for all k, then Algorithm 2.2 reduces immediately to Algorithm 1.3. (ii) If we
put ek−1 = yk−1 − (xk−1 − ckv˜k) and
k = k = k = k = 0 for all k,
then Algorithm 2.2 reduces to Algorithm 1.2.
Now deﬁne an auxiliary sequence {zk} by
zk := xk−1 − ckv˜k . (16)
In order to prove the main results in Section 3, we need the following lemmas. The proof of Lemma 2.1 is not new
but is given because of its role in the sequence of the paper.
Lemma 2.1 (c.f., Burachik et al. [5, Lemma 3.1]). Let {xk}, {y˜k}, {v˜k} be sequences that conform to restriction (12).
Let x∗ ∈ H be a solution of Problem (P). Then there exists an integer N01 such that for all kN0,
(i) ‖x∗ − xk−1‖2 − ‖x∗ − zk‖2(1 − 2 − )‖y˜k − xk−1‖2 − k where
 = sup
kN0
k < 1 − 2;
(ii) ‖yk−1 − x∗‖k +
√‖xk−1 − x∗‖2 + k .
Proof. At ﬁrst, it is easy to see that
‖x∗ − xk−1‖2 − ‖x∗ − zk‖2 = ‖x∗ − y˜k + (y˜k − xk−1)‖2 − ‖x∗ − y˜k + (y˜k − zk)‖2
= 2〈zk − xk−1, x∗ − y˜k〉 + ‖y˜k − xk−1‖2 − ‖y˜k − zk‖2.
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Since 0 ∈ T (x∗) and v˜k ∈ T k (y˜k), by the deﬁnition of T k we get ck〈0 − v˜k, x∗ − y˜k〉 − ckk . This together with
(16) implies 〈zk − xk−1, x∗ − y˜k〉 − ckk . Thus, we have
‖x∗ − xk−1‖2 − ‖x∗ − zk‖2‖y˜k − xk−1‖2 − ‖y˜k − zk‖2 − 2ckk
‖y˜k − xk−1‖2 − (k + (2k + k)‖y˜k − xk−1‖2)
= (1 − 2k − k)‖y˜k − xk−1‖2 − k . (17)
Since limk→∞ k = 0, there exists a positive integer N0 such that  = supkN0k < 1 − 2. Hence, for all kN0,
we have 1 − 2k − k1 − 2 − > 0. Thus, it follows from (17) that
‖x∗ − xk−1‖2 − ‖x∗ − zk‖2(1 − 2k − k)‖y˜k − xk−1‖2 − k
(1 − 2 − )‖y˜k − xk−1‖2 − k .
Consequently, we derive for all kN0,
‖zk − x∗‖
√
‖xk−1 − x∗‖2 + k − (1 − 2 − )‖y˜k − xk−1‖2

√
‖xk−1 − x∗‖2 + k . (18)
Now utilizing the triangle inequality, (16), (18) and the second condition in (12), we get
‖yk−1 − x∗‖‖yk−1 − zk‖ + ‖zk − x∗‖
= ‖yk−1 − (xk−1 − ckv˜k)‖ + ‖zk − x∗‖
k + ‖zk − x∗‖
k +
√
‖xk−1 − x∗‖2 + k. 
Lemma 2.2 (Burachik et al. [5, Lemma 3.2]). Let {k}, {k}, {k} be sequences of nonnegative scalars such that the
following conditions are satisﬁed:
(i) ∑∞k=0 k <∞ and∑∞k=0 k <∞,
(ii) k+1k +
√
2k + k , for all k0.
Then {k} converges to some L0.
Lemma 2.3. See [26, Lemma 2.5, p. 243]. Let {sk} be a sequence of nonnegative real numbers satisfying the inequality
sk+1(1 − k)sk + k	k + k ∀k0,
where {k}, {	k} and {k} satisfy the conditions:
(i) {k} ⊂ [0, 1],∑∞k=0 k = ∞, or equivalently,∏∞k=0(1 − k) = 0;
(ii) lim supk→∞ 	k0;
(iii) k0 (∀k0),
∑∞
k=0 k <∞.
Then limk→∞ sk = 0.
For a nonempty closed convex subset K ⊂ H and a vector x ∈ H , the orthogonal projection of x onto K , i.e.,
argmin{‖y−x‖ : y ∈ K}, is denoted by PK(x). In what follows, we state some well-known properties of the projection
operator which will be used in the sequel; see [27].
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Lemma 2.4. Let K be a nonempty closed convex subset of H . For any x, y ∈ H and z ∈ K , the following statements
hold:
(i) 〈PK(x) − x, z − PK(x)〉0;
(ii) ‖PK(x) − PK(y)‖2‖x − y‖2 − ‖PK(x) − x + y − PK(y)‖2.
Remark 2.5. Obviously Lemma 2.4(i) provides also a sufﬁcient condition for a vector u to be the projection of the
vector x; i.e., u = PK(x) if and only if 〈u − x, z − u〉0 ∀z ∈ K .
Throughout the rest of the paper, we shall use the following notations: for a given sequence {xk} ⊂ H, 
w(xk)
denotes the weak 
-limit set of {xk}; that is,

w(xk) :=
{
x ∈ H : 
 − lim
j→∞ xkj = x for some {kj } ⊂ {k}, kj ↑ ∞
}
,
where 
 − limj→∞ xkj = x means the weak convergence of {xkj } to x; i.e., xkj → x weakly.
3. Convergence analysis
Theorem 3.1. If the solution set S of Problem (P) is nonempty, then the sequence {xk} generated by Algorithm 2.1
converges weakly to an element in S.
Proof. We divide the proof into six steps.
Step 1: We claim that {xk} is bounded. Indeed, take x∗ as a solution of Problem (P). From (14) and Lemma 2.1(ii),
it follows that there exists an integer N01 such that for all kN0,
‖xk − x∗‖ = ‖ak−1(xk−1 − x∗) + (1 − ak−1)(yk−1 − x∗)‖
ak−1‖xk−1 − x∗‖ + (1 − ak−1)‖yk−1 − x∗‖
ak−1‖xk−1 − x∗‖ + (1 − ak−1)
(
k +
√
‖xk−1 − x∗‖2 + k
)
k +
√
‖xk−1 − x∗‖2 + k .
Thus, in view of Lemma 2.2, we get for some L0,
lim
k→∞ ‖xk − x
∗‖ = L. (19)
This shows that {xk} is bounded.
Step 2: We claim that limk→∞ ‖xk−1 − y˜k‖ = 0. Indeed, from Lemma 2.1(i) it follows that for all kN0,
(1 − 2 − )‖y˜k − xk−1‖2‖xk−1 − x∗‖2 − ‖zk − x∗‖2 + k (20)
which implies that for all kN0,
‖zk − x∗‖2‖xk−1 − x∗‖2 + k .
Since {xk} and {k} are bounded, {zk} is bounded. Note that as k → ∞,
‖yk−1 − zk‖ = ‖yk−1 − (xk−1 − ckv˜k)‖k → 0.
Hence it follows from the boundedness of {zk} that {yk} is bounded. Now from (14) and the boundedness of {xk} and
{yk}, we obtain
‖xk − yk−1‖ = ak−1‖xk−1 − yk−1‖ → 0 as k → ∞.
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Observe that
|‖xk − x∗‖ − ‖yk−1 − x∗‖|‖xk − yk−1‖ → 0 as k → ∞.
This together with limk→∞ ‖xk − x∗‖ = L implies that limk→∞ ‖yk − x∗‖ = L. Also since limk→∞ ‖yk−1 − zk‖ = 0
and
|‖yk−1 − x∗‖ − ‖zk − x∗‖|‖yk−1 − zk‖,
we obtain that limk→∞ ‖zk − x∗‖ = L. Consequently, by using (20) and the fact that limk→∞ k = 0, we infer that
limk→∞ ‖y˜k − xk−1‖ = 0.
Step 3: We claim that limk→∞ k = 0. Indeed, from (12a), we obtain
‖ckv˜k + y˜k − xk−1‖2 + 2ckkk + (2k + k)‖y˜k − xk−1‖2.
Since {k} and {k} are bounded, by using the fact that limk→∞ ‖y˜k − xk−1‖ = 0 and the nonnegativity of ck , we
conclude that
lim
k→∞ ‖ckv˜k + y˜k − xk−1‖ = limk→∞ ckk = 0. (21)
Since {ck} is bounded away from zero, we deduce that limk→∞ k = 0.
Step 4: We claim that limk→∞ ‖v˜k‖ = 0. Indeed, observe that
‖ckv˜k‖‖ckv˜k + y˜k − xk−1‖ + ‖y˜k − xk−1‖.
Combining this with (21) and the fact that limk→∞ ‖y˜k − xk−1‖ = 0, we obtain limk→∞ ‖ckv˜k‖ = 0. Using again the
fact that {ck} is bounded away from zero, we deduce that limk→∞ ‖v˜k‖ = 0.
Step 5: We claim that 
w(xk) ⊂ S. Indeed since {xk} is bounded, it has at least a weak cluster point and hence

w(xk) 	= ∅. Let x¯ ∈ 
w(xk); i.e., a weak cluster point of {xk}. By Step 2, x¯ is also a weak cluster point of {y˜k}. Hence
there exists a subsequence {y˜kj } converging weakly to x¯; i.e., w-limj→∞ y˜kj = x¯. Note that from Steps 3 and 4, we
obtain
lim
j→∞ kj = limj→∞ ‖v˜kj ‖ = 0.
Since v˜kj ∈ T kj (y˜kj ) and T  has a demiclosed graph [4], it follows that 0 ∈ T (x¯). In other words, x¯ is a solution of
Problem (P); i.e., x¯ ∈ S.
Step 6: We claim that {xk} converges weakly to some z ∈ S. Indeed, it sufﬁces to show that 
w(xk) consists of one
point. Let z1, z2 ∈ 
w(xk) and let
w − lim
i→∞ xki = z1 and w − limj→∞ xlj = z2.
We deduce from (19) that
lim
k→∞ ‖xk − z2‖
2 = lim
i→∞ ‖xki − z2‖
2 = lim
i→∞ ‖xki − z1 + z1 − z2‖
2
= lim
i→∞[‖xki − z1‖
2 + 2〈xki − z1, z1 − z2〉 + ‖z1 − z2‖2]
= lim
k→∞ ‖xk − z1‖
2 + ‖z1 − z2‖2. (22)
Interchanging the roles of z1 and z2 yields
lim
k→∞ ‖xk − z1‖
2 = lim
k→∞ ‖xk − z2‖
2 + ‖z2 − z1‖2. (23)
Adding up (22) and (23) we obtain z1 = z2. 
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Theorem 3.2. Let the solution set S of Problem (P) be nonempty and let {xk} be the sequence generated by Algorithm
2.2 where {k} and {ak} satisfy the additional conditions:∑ 1/2k <∞ and∑ ak =∞. If {xk} is asymptotically regular;
i.e., limk→∞ ‖xk − xk−1‖ = 0, then {xk} converges strongly to PS(x0).
Proof. We divide the proof into ﬁve steps.
Step 1: We claim that {xk} is bounded. Indeed, take x∗ as a solution of Problem (P). According to Lemma 2.1(ii),
there exists an integer N01 such that for all k0,
‖yk+N0−1 − x∗‖k+N0 +
√
‖xk+N0−1 − x∗‖2 + k+N0
‖xk+N0−1 − x∗‖ + k+N0 + 1/2k+N0 . (24)
Now we prove that for all k0,
‖xk+N0 − x∗‖M +
k∑
i=0
(i+N0 + 1/2i+N0), (25)
where M = max{‖x0 − x∗‖, ‖xN0−1 − x∗‖}.
When k = 0, from (15) and (24) we get
‖xN0 − x∗‖ = ‖aN0−1(x0 − x∗) + (1 − aN0−1)(yN0−1 − x∗)‖
aN0−1‖x0 − x∗‖ + (1 − aN0−1)‖yN0−1 − x∗‖
aN0−1‖x0 − x∗‖ + (1 − aN0−1)[‖xN0−1 − x∗‖ + N0 + 1/2N0 ]
M + N0 + 1/2N0 .
This shows that (25) holds for k = 0. Suppose that (25) holds for k − 10. Then from (15) and (24) we obtain
‖xk+N0 − x∗‖ = ‖ak+N0−1(x0 − x∗) + (1 − ak+N0−1)(yk+N0−1 − x∗)‖
ak+N0−1‖x0 − x∗‖ + (1 − ak+N0−1)‖yk+N0−1 − x∗‖
ak+N0−1M + (1 − ak+N0−1)[‖xk+N0−1 − x∗‖ + k+N0 + 1/2k+N0 ]
ak+N0−1M + (1 − ak+N0−1)
[
M +
k−1∑
i=0
(i+N0 + 1/2i+N0) + k+N0 + 
1/2
k+N0
]
M +
k∑
i=0
(i+N0 + 1/2i+N0).
This shows that (25) holds for k. Therefore, the boundedness of {xk} follows immediately from (25).
Step 2: We claim that {y˜k − xk−1} is bounded. Indeed, from Lemma 2.1(i) it follows that for all kN0,
‖x∗ − xk−1‖2 − ‖x∗ − zk‖2(1 − 2 − )‖y˜k − xk−1‖2 − k
and hence
(1 − 2 − )‖y˜k − xk−1‖2‖xk−1 − x∗‖2 + k .
This shows that {y˜k − xk−1} is bounded.
Step 3: We claim that
lim
k→∞ ‖ckv˜k‖ = limk→∞ ‖v˜k‖ = limk→∞ ‖y˜k − xk−1‖ = limk→∞ k = 0.
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Indeed, from Lemma 2.1(ii) we get for all kN0,
‖yk−1 − x∗‖k +
√
‖xk−1 − x∗‖2 + k .
This together with Step 1 implies that {yk} is bounded. Hence from (15) we derive
‖xk − yk−1‖ = ak−1‖x0 − yk−1‖ → 0 as k → ∞.
Thus, according to (12b) and the asymptotical regularity of {xk}, we conclude that
‖ckv˜k‖ = ‖yk−1 − (xk−1 − ckv˜k) + xk − yk−1 + xk−1 − xk‖
‖yk−1 − (xk−1 − ckv˜k)‖ + ‖xk − yk−1‖ + ‖xk−1 − xk‖
k + ‖xk − yk−1‖ + ‖xk−1 − xk‖ → 0 as k → ∞.
Now taking into account (12a), we have
‖ckv˜k‖2 + 2〈ckv˜k, y˜k − xk−1〉 + ‖y˜k − xk−1‖2 + 2ckk
= ‖ckv˜k + y˜k − xk−1‖2 + 2ckk
k + (2k + k)‖y˜k − xk−1‖2
and hence
(1 − 2k − k)‖y˜k − xk−1‖2 + 2ckkk − ‖ckv˜k‖2 − 2〈ckv˜k, y˜k − xk−1〉.
Noticing  = supkN0 k < 1 − 2, we derive for all kN0,
(1 − 2 − )‖y˜k − xk−1‖2 + 2ckkk − ‖ckv˜k‖2 + 2‖ckv˜k‖‖y˜k − xk−1‖.
Since limk→∞ k = limk→∞ ‖ckv˜k‖ = 0, and since {y˜k − xk−1} is bounded, it is easy to see that
lim
k→∞ ‖y˜k − xk−1‖ = limk→∞ ckk = 0.
Using again the fact that {ck} is bounded away from zero, we have
lim
k→∞ k = limk→∞ ‖v˜k‖ = 0.
Step 4: We claim that lim supk→∞ 〈x0 − y∗, xk − y∗〉0 where y∗ =: PS(x0). Indeed, pick a subsequence {xkj } of
{xk} so that
lim sup
k→∞
〈x0 − y∗, xk − y∗〉 = lim
j→∞〈x0 − y
∗, xkj − y∗〉. (26)
We may also assume that w-limj→∞ xkj = x∞. It thus follows from (26) that
lim sup
k→∞
〈x0 − y∗, xk − y∗〉 = 〈x0 − y∗, x∞ − y∗〉. (27)
It remains to shows that x∞ ∈ S. Since limk→∞ ‖y˜k − xk−1‖ = 0, x∞ is also a weak cluster point of {y˜k}. Hence there
exists a subsequence {y˜kj } converging weakly to x∞; i.e., w-limj→∞ y˜kj = x∞. Note that from Step 3 we obtain
lim
j→∞ kj = limj→∞ ‖v˜kj ‖ = 0.
Since v˜kj ∈ T kj (y˜kj ) and T  has a demiclosed graph [4], it follows that 0 ∈ T (x∞). In other words, x∞ is a solution
of Problem (P); i.e., x∞ ∈ S.
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Step 5: We claim that limk→∞ xk = y∗ := PS(x0). Indeed, for each kN0, put
	k := 2〈x0 − y∗, xk − y∗〉 and k := 2k + 2kMˆ + k ,
where Mˆ = supk1
√‖xk−1 − y∗‖2 + k . Then it follows from (15) and Lemma 2.1(ii) that
‖xk − y∗‖2 = ‖(1 − ak−1)(yk−1 − y∗) + ak−1(x0 − y∗)‖2
(1 − ak−1)‖yk−1 − y∗‖2 + 2ak−1〈x0 − y∗, xk − y∗〉
(1 − ak−1)
[
k +
√
‖xk−1 − y∗‖2 + k
]2
+ ak−1	k
(1 − ak−1)‖xk−1 − y∗‖2 + ak−1	k + k .
Combining Step 4 and condition
∑
ak = ∞ with Lemma 2.3 we can see that ‖xk − y∗‖ → 0 as k → ∞. 
Remark 3.1. It is unclear if the weak limit of {xn} in Theorem 3.1 equals to PS(x0).
Remark 3.2. We would like to point out that the convergence analysis is based on the assumption that the solution set
S of Problem (P) is nonempty. Note that Problem (P) may have no solution even if T is maximal monotone; that is, the
solution set S may be empty. If S is empty, then the sequence {xk} conforming to Algorithm 1.3 (as a special case of
Algorithm 2.1), is unbounded; e.g., see [5, Lemma 3.4, p. 131].
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