We introduce two notions for flows on quasi-diagonal C * -algebras, quasi-diagonal and pseudo-diagonal flows; the former being apparently stronger than the latter. We derive basic facts about these flows and give various examples. In addition we extend results of Voiculescu from quasi-diagonal C * -algebras to these flows.
Introduction
Flows on C * -algebras have been studied for some time; basic facts on flows and their generators, from the perspectives of functional analysis, spectral analysis, and Hilbert space representation theory, etc. are described in [5, 6] . But there remain many problems pertaining to C * -algebras. For example we still lack clear and useful criteria which distinguish various kinds of flows, e.g. approximately inner flows and, in the case of AF algebras, (approximate) AF flows. (See [21] for some results for flows on AF algebras.) We hope to contribute towards clarification of the situation by introducing other properties of flows which appear to have close bearing on these features at least in the case of simple C * -algebras. A bounded operator T on a separable Hilbert space H is called quasi-diagonal if there is an increasing sequence (E n ) of finite-rank projections on H such that lim n E n = 1 strongly and [E n , T ] → 0. This notion is extended to a norm-closed * -algebra A of bounded operators: A is called quasi-diagonal if there is such a sequence (E n ) and [E n , T ] → 0 for all T ∈ A. If A is a CProof. Note that it follows from the above estimate on [E, U t ] that [E, U t ] < δ(1 + |t|) for all t ∈ R. In addition to this estimate we use the fact that t → U t EU * t is continuous in the strong operator topology.
Let f be a non-negative C ∞ function on R such that supp(f ) ⊂ [1/3, 4/3] and f (t) = 1 for t ∈ [2/3, 1]. Definef byf (p) = (2π) −1 e −ipt f (t)dt and set C = |tf(t)|dt < ∞. Let g be a non-negative C ∞ function on R such that the support of g is compact, g(t)dt = 1 and |g ′ (t)|dt < ε/C. Set D = g(t)(1 + |t|)dt. Assuming δD < ε/2 < 1/3 we define Q = g(t)U t EU * t dt .
Then 0 ≤ Q ≤ 1, Q − E < ε/2 and [H, Q] < ε/C, where i[H, Q] is identified with − g ′ (t)U t EU * t dt. Since Sp(Q) ⊂ [0, ε/2) ∪ (1 − ε/2, 1] it follows that F = f (Q) = f (t)e itQ dt is a projection satisfying F − Q < ε/2.
It also follows that [H, F ] ≤ [H, Q]
|tf(t)|dt < ε. Since E − F < ε, this concludes the proof. (See [5] for the norm estimates used here.)
We note that a covariant representation (ρ, V ) of (A, α) naturally induces a representation ρ × V of the crossed product A × α R on the representation space H ρ of ρ. We denote by K(H ρ ) the compact operators on H ρ .
By extending Voiculescu's theorem [22] to accommodate the flow we establish the following: Theorem 1.4 Let α be a quasi-diagonal (resp. pseudo-diagonal) flow on A. If (ρ, V ) is a covariant representation of A such that ρ × V is a faithful representation of A × α R and Ran(ρ × V ) ∩ K(H ρ ) = {0} then (ρ(A), V ) is quasi-diagonal (resp. pseudo-diagonal).
Mimicking the corresponding result due to Voiculescu [24] we shall give characterizations of quasi-diagonal and pseudo-diagonal flows.
If A and B are C * -algebras then a linear map φ of A into B is called positive if φ(A + ) ⊂ B + and completely positive (or CP) if φ n = id ⊗ φ : M n ⊗ A → M n ⊗ B is positive for all n.
Theorem 1.5 Let α be a flow on a C
* -algebra A. Then the following conditions are equivalent:
1. α is quasi-diagonal.
For any finite subset F of A and ε > 0 there is a finite-dimensional C
* -algebra B, a flow β on B and a CP map φ of A into B such that φ ≤ 1, φ(x) ≥ (1 − ε) x and φ(x)φ(y)−φ(xy) ≤ ε x y for x, y ∈ F , and β t φ−φα t < ε for t ∈ [−1, 1].
3. For any finite subset F of A and ε > 0 there is a covariant representation (π, U) and a finite-rank projection E on H π such that Eπ(x)E ≥ x − ε and [E, π(x)] ≤ ε x for x ∈ F and [E, U t ] < ε for t ∈ [−1, 1]. Theorem 1.6 Let α be a flow on a C * -algebra A. Then the following conditions are equivalent:
1. α is pseudo-diagonal.
* -algebra B, a flow β on B and a CP map φ of A into B such that φ ≤ 1, φ(x) ≥ (1 − ε) x and φ(x)φ(y) − φ(xy) ≤ ε x y for x, y ∈ F , and β t φ(x) − φα t (x) ≤ ε x for x ∈ F and t ∈ [−1, 1].
3. For any finite subset F of A and ε > 0 there is a covariant representation (π, U), a finite-rank projection E on H π and a unitary flow V on EH π such that Eπ(x)E ≥ (1 − ε) x and [E, π(x)] ≤ ε x for x ∈ F and EU t π(x)U * t E − V t Eπ(x)EV * t ≤ ε x for x ∈ F and t ∈ [−1, 1].
In the above theorems the finite-dimensional C * -algebra B can be assumed to be a matrix algebra M k for some k ∈ N.
If A is separable and α is a pseudo-diagonal flow let (F n ) be an increasing sequence of finite subsets of A whose union is dense in A and choose, for each (F n , n −1 ) in place of (F , ε), a CP map φ n into M kn and a flow β (n) on M kn as specified in condition (2) of the above theorem. Thus we can define a non-continuous flow β on the direct product B = n M kn by β t (x) = n β (n) t (x n ) for x = (x n ) ∈ B and a CP map φ of A into B by φ(x) = (φ n (x)) n . Let I = n M kn , which is the ideal of B consisting of sequences converging to zero, and let Q denote the quotient map of B onto B/I. Then it follows that ψ = Qφ is an isomorphism of A into B/I satisfying ψα t = β t ψ. A separable C * -algebra is an MF algebra if it can be embedded into n M kn / n M kn for some (k n ) (see [2] for MF algebras). We may call the flow α an MF flow since it satisfies the intertwining property with β. It might be interesting to explore this class of flows.
We will show that if α is an approximately inner flow on a quasi-diagonal C * -algebra then α is pseudo-diagonal (Proposition 2.17). We will also show that if α is a pseudodiagonal flow on a unital C * -algebra then α has KMS states for all inverse temperatures (Proposition 2.8).
If A is an AF algebra and α is an (approximate) AF flow then it follows that α is quasi-diagonal (Proposition 2.18). If A is an AF algebra which has a faithful family of type I quotients then any flow on A is quasi-diagonal (Proposition 2.25).
Let α (resp. β) be a flow on a C * -algebra A (resp. B). We say that (B, β) homotopically dominates (A, α) if there are homomorphisms φ : A → B and ψ : B → A and a homotopy {χ s ; s ∈ [0, 1]} of homomorphisms of A into A such that φα t = β t φ, ψβ t = α t ψ, χ s α t = α t χ s , χ 0 = ψφ and χ 1 = id A . The main result of Voiculescu's paper [24] has the following analogue:
Theorem 1.7 Suppose that (B, β) homotopically dominates (A, α). If β is quasi-diagonal then α is quasi-diagonal.
This implies that if α is a flow on a C * -algebra A then the flow α ⊗ id on A ⊗ C 0 [0, 1) is quasi-diagonal. (The family of endomorphisms φ s , s ∈ [0, 1] of A ⊗ C 0 [0, 1) defined by φ s (x)(t) = x(st) commutes with the flow α⊗id and satisfies φ 1 = id and φ 0 = 0. This also follows directly from Proposition 2.14.) Thus approximate innerness does not follow from quasi-diagonality without further conditions on the C * -algebra. Another result of this type is that if α is a flow on a quasi-diagonal C * -algebra A then the flow
We note that we have not been able to give the pseudo-diagonal version of the above theorem. We also note that we do not know if quasi-diagonality is strictly stronger than pseudo-diagonality or not.
Let u be an α-cocycle, i.e. let u denote a continuous function from R into the unitary group of M(A) such that t → u t is continuous in the strict topology and u s α s (u t ) = u s+t for s, t ∈ R. If A is unital then the multiplier algebra M(A) is just A and the strict topology is the norm topology. We say the flow t → Ad u t α t is a cocycle perturbation of α. We note that quasi-diagonality (resp. pseudo-diagonality) is stable under cocycle perturbations (Propositions 2.2 and 2.5). We also note that if B is an α-invariant hereditary C * -subalgebra of A which generates A as an ideal then α| B is quasi-diagonal (resp. pseudo-diagonal) if and only if α is quasi-diagonal (resp. pseudo-diagonal) (Corollary 2.7).
In Section 2 we will give the above basic facts on quasi-diagonal and pseudo-diagonal flows and some examples including the proof of Theorem 1.7. For example the rotation flow on the continuous functions on the unit circle is not quasi-diagonal (and not even pseudo-diagonal) but the rotation flow on the continuous functions on the unit disk is quasi-diagonal. In Section 3 we generalize Voiculescu's Weyl-von Neumann theorem [22] to cover the present situation and thereby prove Theorem 1.4. In Section 4 we deal with the adaptation of Voiculescu's results in [24] to prove Theorems 1.5 and 1.6.
Quasi-diagonal and pseudo-diagonal flows
Let α be a flow on A. The definition of quasi-diagonality, or pseudo-diagonality, of α required the representation π in the covariant representation (π, U) of (A, α) to be faithful and non-degenerate. But the non-degeneracy of π is not essential by the following argument.
First this is evident if A is unital. Therefore we assume that A is not unital. Secondly, let π be a faithful degenerate representation of A on a Hilbert space H and U a unitary flow on H such that Ad U t π(x) = πα t (x) for all x ∈ A. Let P be the projection onto the closure of π(A)H. Note that U t P = P U t and let us denote by UP the unitary flow t → U t P on P H.
Suppose that (π(A), U) is pseudo-diagonal. We shall show that (π(A)P, UP ) is pseudodiagonal. For a finite subset F of A, a finite subset ω of P H and ε > 0 we choose a finite-rank projection E on H and a unitary flow V on EH which satisfy the conditions of the definition. Let K 1 be the subspace (1 − P )EH. We find a subspace K 2 of P H with the same dimension as K 1 such that K 2 is orthogonal to P EH and πα t (x)| K 2 ≤ (ε/2) x for x ∈ F ∪ F * and t ∈ [−1, 1]. Let W 1 be a unitary from K 1 onto K 2 and denote by P i the projection onto
, which is a unitary on H, and let F = W EW * . Since
x for x ∈ F and t ∈ [−1, 1]. The other properties follow easily. Thus the pair F and t → W V t W * satisfies the required conditions for (π(A)P, UP ). Now suppose that (π(A), U) is quasi-diagonal. Let (π,Ū) be the direct sum of (π, χ p U) over all rational numbers p, on the representation spaceH = p H, where χ p U is the unitary flow t → e ipt U t . Let P be the projection onto the closure of π(A)H as before and letP be the projection onto the closure ofπ(A)H, i.e.P = p P . We shall show that (π(A)P ,ŪP ) is quasi-diagonal.
From now on we use π, U, P to denoteπ,Ū ,P . We have now assumed that π × U is faithful besides (π(A), U) being quasi-diagonal. Let H be the self-adjoint generator of U. For a finite subset F of A, a finite subset ω of P H and ε > 0 we choose a finite-rank projection E on H such that [E, H] < ε holds in addition to the other conditions in the definition. There is a finite-dimensional subspace K 1 of (1 − P )H such that K 1 ⊃ (1 − P )EH and [P 1 , H] < ε/2, where P 1 is the projection onto K 1 . Let λ 1 , λ 2 , . . . , λ n be the eigenvalues of P 1 HP 1 in increasing order. We choose a finite-rank projection P 2 such that P 2 ≤ P , P 2 P E = 0, P 2 π(x) , π(x)P 2 ≤ (ε/2) x for x ∈ F , [P 2 , H] < ε/2 and the increasing list of eigenvalues of P 2 HP 2 are arbitrarily close to λ 1 , λ 2 , . . . , λ n . (In particular P 1 and P 2 have the same rank.) This is possible by the lemma below which uses faithfulness of π × U. Then we choose a unitary
. This implies that F satisfies the required conditions. Lemma 2.1 Suppose that A is non-unital and let π, U, P be as above. For any finite subset F of A, λ ∈ R and ε > 0 there exists a unit vector ξ ∈ P H such that π(x)ξ < ε for x ∈ F and U t ξ − e iλt ξ ≤ ε|t|.
Proof. Let z = x∈F x * x and let P H denote the spectral measure for H. Suppose that there is an ε > 0 such that ξ, π(z)ξ ≥ ε for any unit vector ξ in P H (λ − ε, λ + ε)P H. Letf be a non-negative C ∞ -function on R such that f = 0 and supp(f ) ⊂ (λ − ε, λ + ε). In order for α to be quasi-diagonal or pseudo-diagonal the C * -algebra A must be quasidiagonal. Moreover, it follows that if α is quasi-diagonal then the crossed product A × α R is quasi-diagonal. (The pair (π, U) gives a representation π × U of A × α R, which may not be faithful, such that π × U(A × α R) is quasi-diagonal. As a faithful representation of A × α R is required in the definition of quasi-diagonality we may take the direct sum of π × χ p U over all rationals p as in the previous paragraph.)
If α is a flow on an AF algebra A then the crossed product A × α R is AF-embeddable; in particular it is quasi-diagonal. (We learned this fact from M. Izumi; the argument uses the fact that the crossed product of A by α| Z is AF-embeddable, due to [23] and [9] .)
As we shall see α need not be quasi-diagonal, nor pseudo-diagonal, even if A × α R is quasi-diagonal. Proof. If A is unital this follows straightforwardly. Suppose that A does not have a unit and that α is quasi-diagonal. Thus we assume that A acts on a Hilbert space H nondegenerately and there is a unitary flow U such that α t (x) = U t xU * t for x ∈ A and (A, U) is quasi-diagonal. Let F be a finite subset of A and ω a finite subset of H. Then we choose p, e ∈ A such that 0
, where t → v t is continuous in norm [17] . We choose a finite-rank projection
(1 − E)ξ ≈ 0 for ξ ∈ Ω and [E, H] ≈ 0. By the lemma below there is a subprojection If e, p ∈ A and a finite-rank projection . From the lemma below and p ′ = EpE ≈ Ep we may suppose that F p − Ep < ε. Since F h − F ≤ ε/2 and h ≈ EeE we may also suppose that F e − F < ε.
HE , which we may suppose is smaller than ε. Proof. If A is unital this follows straightforwardly. Suppose that A does not have a unit and that α is pseudo-diagonal. Thus we assume that A acts on a Hilbert space H nondegenerately and there is a unitary flow U such that α t (x) = U t xU * t , x ∈ A and (A, U) is pseudo-diagonal. Let u be an α-cocycle in M(A). Further let F be a finite subset of A and ω a finite subset of H. Then, by the lemma below, we choose p, e ∈ A such that 0
. For u and e we choose an α-cocycle v in A+C1 such that (u t −v t )e ≈ 0 for t ∈ [−1, 1] [17] . We then express v t as wU
where Ω n (t) = {(t 1 , t 2 , . . . , t n ) : 0 ≤ t 1 ≤ t 2 ≤ · · · ≤ t n ≤ t} for t ≥ 0 and similarly for t < 0 (see Lemma 1.1 of [14] ).
is pseudo-diagonal, we choose, for G and ω, a finite-rank projection E and a
From the above expression for U (h,α) t we note that Proof. Define a flow γ on M 2 ⊗ A by γ t (e 12 ⊗ x) = e 12 ⊗ α t (x)u * t for x ∈ A. (Thus γ t (e 11 ⊗ x) = e 11 ⊗ α t (x) and γ t (e 22 ⊗ x) = e 22 ⊗ Ad u t α t (x).) We choose an approximate
By taking a net in the convex combinations of {f µ } we may further suppose that [e ij ⊗ 1, f µ ] → 0. Then we define e µ ∈ A by
which is almost equal to f µ . Thus it follows that
Since γ t (1 ⊗ e µ ) = e 11 ⊗ α t (e µ ) + e 22 ⊗ u t α t (e µ )u * t , this completes the proof for the first part. To prove the additional assertion, we choose two continuous functions f, g from [0, 1] onto [0, 1] such that f (0) = g(0) = 0, f (1) = g(1) = 1 and f g = g. Then the pair f (e µ ) and g(e µ ) satisfy f (e µ )g(e µ ) = g(e µ ). One can prove that f (e µ ) (resp. g(e µ )) is an approximate identity satisfying the required properties.
Corollary 2.7 Let α be a flow on A and let
Proof. The "only if" part follows from the definition even if B is an arbitrary α-invariant C * -subalgebra of A. (See also Theorems 1.5 and 1.6.) Suppose that α| B is quasi-diagonal (resp. pseudo-diagonal). If A is separable (or has a strictly positive element), then B ⊗ K and A ⊗ K are isomorphic with each other (see [7] ), where K is the separable C * -algebra of compact operators. Under this identification, α ⊗ id on A ⊗ K is a cocycle perturbation of α| B⊗id (see [17] ). Thus the "if" part follows from Propositions 2.2 and 2.5 in the separable case.
Suppose that A is not separable. Let F be a finite subset of A. Since the linear span of ABA is dense in A, there is a countable subset G of AB such that the closed linear span of {xy
e. it generates A 1 as an ideal of A 1 . Since α| B 1 is quasi-diagonal (resp. pseudo-diagonal), it follows that α| A 1 is quasi-diagonal (resp. pseudo-diagonal). Since F is arbitrary this completes the proof.
Recall that pseudo-diagonality follows from quasi-diagonality.
Proposition 2.8 Suppose that α is a pseudo-diagonal flow on a unital C
* -algebra A. Then α has a KMS state for all inverse temperatures including ±∞.
Proof. Let F be a finite subset F of A and ε > 0. For each (F , ε) we have a flow β on a finite-dimensional C * -algebra B and a CP map φ of A into B such that φ(1) = 1, φ(x) ≥ (1 − ε) x and φ(x)φ(y) − φ(xy) ≤ ε x y for x, y ∈ F and β t φ(x) − φα t (x) ≤ ε x for x ∈ F and t ∈ [−1, 1]. Here we have replaced the condition φ ≤ 1 by φ(1) = 1 since A is unital. To justify this we note that we may assume that 1 ∈ F , which entails that
. By functional calculus for small ε we obtain a projection p from φ(1). Since β t (p) − p is of order ε for t ∈ [−1, 1] we can perturb β by a β-cocycle which differs from 1 on [−1, 1] by up to order ε and suppose that β t (p) = p. Replacing B by pBp and φ by qφ( · )q with q = (pφ(1)p) −1/2 and restricting β we can assume that φ is unital. Since q − p is of order ε we could start with a smaller ε to obtain the right estimates.
There is a self-adjoint h ∈ B such that β t = Ad e ith . Fix γ ∈ R and define a state ϕ on B by
where Tr is a trace on B. Then ϕ is a KMS state on B with respect to β at inverse temperature γ. Let f (F ,ε) = ϕφ be a state on A where ϕ and φ depend on (F , ε). Let f be a weak * -limit point of f (F ,ε) , where the set X of (F , ε) is a directed set in an obvious way. We fix a Banach limit ψ on L ∞ (X) such that f (x) is the ψ limit of (F , ε) → f (F ,ε) (x) for x ∈ A. Note that f (xα t (y)) is the ψ limit of (F , ε) → ϕ(φ(xα t (y))), which is close to ϕ(φ(x)β t φ(y)) around ∞. Thus one can conclude that f is a KMS state at γ.
A similar proof works for a KMS state for γ = ±∞ (or a ground state and ceiling state). See [5, 6] for more details on KMS states.
We may call such a state f F ,ε on A as above a local KMS state (depending also on the choice of B, φ, β, h and Tr on B) and a KMS state f on A obtained as a limit of local KMS states locally approximable. It follows that the locally approximable KMS states at an inverse temperature form a closed convex cone. It may be natural to ask whether all the KMS states are locally approximable for a pseudo-diagonal flow on some C * -algebra. An easy example of such will be given later.
We remind the reader that if α is approximately inner then we obtain the same conclusion as in the above proposition [5] . The proof is similar. Since there is a flow on a unital AF algebra which has no KMS states for γ > 0, we know that there is a flow, on a unital AF algebra, which is not pseudo-diagonal. Obvious examples of non-pseudo-diagonal flows are as follows: Example 2.9 Let Ω be a compact Hausdorff space and α a flow of homeomorphisms of Ω such that no point of Ω is fixed under α. We denote by the same symbol α the flow of the C * -algebra on A = C(Ω) which naturally arises as α t (f )(ω) = f (α −t (ω)) for f ∈ C(Ω) and ω ∈ Ω. Then the flow α is not pseudo-diagonal since if α has a KMS state for nonzero inverse temperature then α acts trivially on π(A)
′′ , where π is the associated GNS representation of A, (since π(A)
′′ is commutative) and this implies the existence of fixed points under α in Ω.
Example 2.10 Define a flow α on the C
First consider the paranthetic assertion and note that (P − iQ)(P + iQ) ≥ 1 and
(This assertion is related to the Heisenberg uncertainty principle.)
To establish the principal assertion of Example 2.10 we may add an identity to C 0 (R), i.e. we may consider α as acting on the continuous functions on R + = R∪{∞}. We define a unitary u ∈ C(R + ) by u(t) = 1 for |t| ≥ 1 and u(t) = e iπ(t+1) for t ∈ (−1, 1). Note that α t (u) = e −ibt u for t ≥ 0, where b t is a continuous function on R with supp(
We fix t 0 ∈ (0, 1/2) and ε ∈ (0, 1/6) and introduce f, g, h ∈ C 0 (R) as in Lemma 2.12 below. In particular it follows that f α t (g) = α t (g) and f b t = b t for t ∈ [0, t 0 ], (u − 1)g = u − 1, and b t 0 h = t 0 h. By applying Theorem 1.6 to u, f, g, h, b t ∈ [0, t 0 ] etc. we obtain a unital CP map φ of C(R + ) into M n for some n and a flow β on M n such that φ(u
in addition to the conditions which ensure the conclusion of Lemma 2.12. We construct the spectral projections F, G, H ∈ M n out of φ(f ), φ(g), φ(h) corresponding to [1 − δ, 1] with a small δ > 0 as in Lemma 2.12. In particular this ensures that
. By slightly modifying F we can suppose that GF = G. By the polar decomposition of Gφ(u)
and Tr(F HF ) is almost greater than dim(F )/3 (by Lemma 2.12). Since |Tr(d t )| ≤ d t dim(F ) ≈ 0 this gives a contradiction for some t away from 0. (See [11, 3] for more details.)
Proof. The proof is similar to that of Lemma 2.4.
Lemma 2.12 Fix t 0 ∈ (0, 1/2) and ε ∈ (0, 1/6). Define g ∈ C 0 (R) by g(s) = 0 for |t| > 1 + ε and g(s) = 1 for t ∈ [−1, 1] and by linearity elsewhere. Define f ∈ C 0 (R) by f = α −ε (g) ∨ α t 0 +ε (g) where α is the translation flow of Example 2.10.
into M n and a flow β on M n satisfying the following assertion. If F , G, and H are spectral projections of φ(f ), φ(g), and φ(h), respectively, corresponding to [ 
is almost dominated by the spectral projection G t of φα t (g) corresponding to [1 − 3δ/2, 1] (and almost dominates the spectral projection corresponding to [ 
Let t 1 = −t 0 −3ε, t 2 = 2−2t 0 −6ε, and t 3 = 4−3t 0 −9ε and note that α t 1 (h)∨α t 2 (h)∨ α t 3 (h) · f = f and that there are non-negative f 1 , f 2 , f 3 ∈ C 0 (R) such that f = f 1 + f 2 + f 3 and α t i (h)f i = f i . Suppose that dim F > 3 dim H however we choose φ and β. Then, since dim F > dim(β t 1 (H)∨β t 2 (H)∨β t 3 (H)), there is a state ϕ on M n such that ϕ(F ) = 1 and ϕ(β t i (H)) = 0 for i = 1, 2, 3. By assuming that φ(f i )φα 
Note that the origin is a fixed point which is neither absorbing nor repelling.
We shall prove the first assertion here. The second one will not be proved but follows from the proof of Proposition 2.15 given later.
Let α denote the induced flow on C(D) and β the rotation flow on C(T), i.e. β t (x)(z) = x(ze −it ), where T = {z ∈ C : |z| ≤ 1}. We regard C(T) as acting on L 2 (T). Then β is implemented by the unitary flow U defined by
. . , T n , F n , G n = 0 of non-negative operators in the convex hull of the P k such that all F k and G k are projections,
We construct the sequence in the reverse order.
After choosing G k , since π k/r (x) is not compact, one can choose F k to satisfy the condition (
. By the general theory of quasi-central approximate units, (see [1] or [20] ), one can choose T k ≥ F k . If T k is chosen we set G k−1 to be the support projection of T k . After repeating this process a finite number of times we construct
We define a finite-rank projection
and the lower off-diagonal part
Thus one can conclude that [E, ρ n (x)] ≤ ε x for x ∈ F for a sufficiently small δ. The diagonal part of Eρ n (x)E is given by the direct sum of
Thus we obtain Eρ n (x)E ≥ (1 − ε) x for x ∈ F for a small δ.
Since π 0 (x) = x(0), π 0 is an α-invariant character. Hence we could choose t → 1 for a unitary flow implementing α instead of the U which has spectrum 2πZ, but then the above proof would fail.
The above proof was taken from the proof of Proposition 3 of [24] . It is appropriate to indicate how to prove Theorem 1.7 at this point. First we establish the following analogue of Proposition 3 of [24] . Proposition 2.14 Let α (resp. β) be a flow on a C * -algebra A (resp. B). Let {φ s ; s ∈ [0, 1]} be a homotopy of homomorphisms of A into B such that φ s α t = β t φ s and s Ker(
Proof. Let (ρ, V ) be a covariant representation of (B, β) such that ρ × V is faithful and contains no non-zero compact operators in its range. Then, by the assumption, s ρφ s is faithful and (ρφ 1 (A), V ) is quasi-diagonal. Let H denote the self-adjoint generator of V . Let F be a finite subset of A and ε > 0. There is a self-adjoint compact operator K on H ρ such that K < ε/2 and H 1 = H + K is diagonal. For any small constant δ > 0, there is an n ∈ N such that if
There is a finite increasing sequence F 1 , T 1 , G 2 , . . . , G n , F n = T n of non-negative compact operators in the maximal commutative von Neumann algebra generated by a family of minimal projections commuting with
ρφ k/n and U = n n=0 V . In this covariant representation space n k=0 H ρ we define a finite-rank projection E as S * S ∈ M n+1 ⊗B(H ρ ), where S is the row vector (T 0 , (
1/2 ). If δ is sufficiently small, one can show that (π, U) and E satisfy Condition (3) of Theorem 1.5 for (F , ε). (See the proof of Proposition 3 of [24] for more details.) Theorem 1.7 follows from Proposition 2.14 exactly as in Theorem 5 of [24] . Let us reproduce the proof here. We have two flows α on A and β on B such that (B, β) dominates (A, α), i.e. there are intertwining homomorphisms φ : A → B and ψ : B → A such that ψφ is homotopic to the identity in the endomorphisms of A commuting with α. The assumption that β is quasi-diagonal implies that β| φ(A) is quasi-diagonal and hence that the flowα on A/Ker(φ)
We can also show the following variant of Proposition 3 of [24] .
Proposition 2.15 Let α be a flow on a quasi-diagonal C * -algebra A and define a flow
Proof. Let (π, U) be a covariant representation of (A,
. . , n with s 0 = 0. We define a representation π n of B by π n = n k=0 πφ 1−s k and a unitary flow U (n) t = n k=0 U (1−s k )t which implements β. Given F and ε > 0 we construct the required finite-rank projection in the representation space H n = n k=0 H π of π n for some large n. The finite-rank projection E = (E kℓ ) is defined just as before as the tri-diagonal matrix S * S by choosing a finite increasing sequence T 0 , T 1 , . . . , T n of finite-rank non-negative operators as above;
is not the direct sum of n + 1 copies of the same flow it is not sufficient to assume T k almost commutes with U t(1−s k ) . To achieve Ad U (n) t (E) ≈ E we must also have
. Since E k,k+1 almost commutes with U, this amounts to
n . Let X be the linear subspace of C 0 (R + ) consisting of non-increasing C ∞ -functions f on R such that f (t) = 1 for all small t and f (t) = 0 for all large t. We regard H as the generator of t → λ t in the multiplier algebra M(A × α R) and write f (H) = f (t)λ t dt. Since f (H) with f ∈ X is a subspace in M(A× α R) and contains the identity in its closure with respect to the strict topology, there is an f − ∈ X such that [f − (H), x] ≤ (ε/4) x for all x ∈ F , where F is the given finite subset of A. Since this inequality is left invariant under the dual flow we may assume that f − (t) = 1 for t ≤ 0 and f − (t) < 1 for t > 0. Let L = min{t : f − (t) = 0} and define f + by f + (t) = 1 − f − (t + L). On the other hand there is an L ′ > 0 such that
where H now denotes the generator of U. We choose a finite-rank non-negative operator T 0 on H π such that
. This is possible since the set of finite-rank operators T satisfying 0 ≤ T ≤ f 0 (H) forms a convex set invariant under Ad U t and contains f 0 (H) in its closure with the strict topology on K(H π ) and f 0 (H) satisfies all the conditions required for T 0 with stricter coefficients. Let G 1 be the support projection of T 0 and let
We will find a finite-rank non-negative operator
For this purpose let N be a large number and let F be a finite-rank projection such
Then by taking h(t)U t T U * t dt instead of T with an appropriate function h ≥ 0 and assuming that N is large enough we can see that all the conditions are satisfied with T G 1 ≈ G 1 instead of G 1 ≤ T . We then modify T slightly to obtain a T 1 which satisfies all the conditions. Note that
By repeating this process we obtain T 0 , T 1 , . . . , T n−1 such that
. By using that A is quasi-diagonal, we then choose a finite-rank projection T n such that T n ≥ T n−1 and P
Since L n → ∞ as n → ∞ we obtain the desired sequence T 0 , T 1 , . . . , T n for some n.
Example 2.16 Let A θ denote the irrational rotation C
* -algebra generated by two unitaries u, v satisfying uv = e i2πθ vu with θ ∈ (0, 1) irrational. (Then A θ is a unital simple AT-algebra with a unique tracial state.) Let α be a flow on A θ such that α t (u) = e it u and α t (v) = e ipt v with some p ∈ R. Then α is not pseudo-diagonal. This follows because if ω is a KMS state for the inverse temperature β = 0 then one must have e −β = ω(u * α iβ (u)) = ω(uu * ) = 1 which is a contradiction. Thus α has no KMS states and α is not pseudo-diagonal.
Proposition 2.17 Let A be a quasi-diagonal C * -algebra and α an approximately inner flow on A. Then α is pseudo-diagonal.
Proof. Suppose A acts non-degenerately on a Hilbert space H such that A is a quasidiagonal set of B(H).
Let F be a finite subset of A and ε > 0. By assumption there is an h = h * ∈ A such that α t (x) − Ad e ith (x) ≤ ε/3 x for x ∈ F and t ∈ [−1, 1]. There is a finite-rank projection E on H such that ExE ≥ (1 − ε) x and [E, x] ≤ ε x for x ∈ F , and [E, h] < ε/3. Since Ee ith E − e itEhE E < ε/3 for t ∈ [−1, 1], it follows that
for all x ∈ F . Note also that ExEyE − ExyE ≤ ε x y for x, y ∈ F . By setting B = B(EH), β t = Ad e itEhE and φ(x) = ExE we obtain Condition (2) of Theorem 1.6.
If α is a pseudo-diagonal flow on A and B is an α-invariant C * -subalgebra of A then α| B is pseudo-diagonal, i.e. pseudo-diagonality is preserved under passing to an invariant C * -subalgebra. But it is not evident that this property holds for approximate innerness.
Proposition 2.18 If α is an AF flow then α is quasi-diagonal.
Proof. By assumption the C * -algebra A is an AF algebra and has an increasing sequence (A n ) of finite-dimensional C * -subalgebras such that n A n is dense in A and α t (A n ) = A n . We choose a maximal abelian C * -subalgebra D n of A n ∩ A ′ n−1 (with A 0 = C1) such that α is trivial on D n and let D be the C * -subalgebra of A generated by all D n . Let (φ n ) be a dense sequence in the characters of D. Each φ n uniquely extends to a pure α-invariant state of A which we also denote by φ n . Note that n π φn is a faithful representation of A.
In the GNS representation π φ of A for φ = φ n we define a unitary flow U by U t π φ (x)Ω φ = π φ α t (x)Ω φ , x ∈ A. It follows that (π φ , U) is a covariant representation of (A, α). Denote by E n the finite-rank projection onto the subspace π φ (A n )Ω n . Then [E n , π φ (x)] = 0 for x ∈ A n , [E, U t ] = 0 and lim n E n = 1. This shows that (π φ (A), U) is quasi-diagonal. Denoting U by U φ we conclude that ( n π φn , n U φn ) is quasi-diagonal.
From the above proof one can construct a projection of norm one φ n of A onto A n such that α t | An • φ n = φ n • α t , from which follows a stronger form of Condition (2) of Theorem 1.5. By using this fact one can show that all the KMS states are locally approximable for an AF flow (see 4.6.1 of [21] and the comment after Proposition 2.8). This remark also applies to approximate AF flows [16] .
A quasi-diagonal flow on an AF algebra is not expected to be simply a cocycle perturbation of an AF flow because there is a more general type of AF flow (see [21] for commutative derivations which generate such flows). Specifically, there is a flow α on a unital simple AF algebra A, which is not a perturbation of an AF flow, such that A has an increasing sequence (B n ) of α-invariant C * -subalgebras of A with dense union satisfying α| Bn is uniformly continuous and B n ∼ = A n ⊗ C[0, 1] with A n finite-dimensional [15] . We take an α-invariant pure state f such that f | Bn reduces to an evaluation on C[0, 1]. Then, in the GNS representation associated with f , the subspace π f (B n )Ω f is finite-dimensional, which gives the desired finite-rank projections.
Example 2.19 Let (A n ) be an increasing sequence of finite-dimensional C * -algebras and A the closure of the union n A n . Let B n = A 1 ⊕ A 2 ⊕ · · · ⊕ A n . We define an embedding of B n into B n+1 as follows: if k < n then A k of B n is identified with A k of B n+1 and A n is mapped into A n ⊕ A n+1 by duplication. Let B be the closure of the union n B n (which is also defined as the C * -algebra of bounded sequences (x n ) with x n ∈ A n such that lim n x n converges in A). We note that B has many finite-dimensional quotients. Let I n be the ideal generated by all A i ⊂ B m with i = n ≤ m. Then B/I n is isomorphic to A n . Since I n = {0}, one concludes that B is quasi-diagonal. This shows that any flow β on B is quasi-diagonal (since β fixes I n ).
Let α be an approximately inner flow on A and choose an h n = h * n ∈ A n such that Ad e ithn (x) → α t (x) for x ∈ A. We can define a flow β on B as follows. Let β (n) denote the flow on B n implemented by k≤n h k . One shows that β (n)
t (x) converges for x ∈ B and defines β as the limit.
Conversely, if a flow β is given on B then we have an h n = h * n ∈ A n such that the induced flow on B/I n is given by Ad e ithn and can argue that Ad e ithn converges to a flow on A. Hence one concludes that β is defined just as in the previous paragraph. 
Lemma 2.22 If A is a type I AF algebra then any flow on A is quasi-diagonal.
Proof. There is a strictly increasing family {I µ } of (closed) ideals of A indexed by µ in a segment [0, ν] of ordinals such that I 0 = {0}, I ν = A, µ<γ I µ is dense in I γ for any limit ordinal γ, and I µ+1 /I µ is generated as an ideal by a minimal projection for any µ < ν, i.e. I µ+1 /I µ ∼ = K or otherwise M m for some m = 1, 2, . . . (see, e.g. [20] for type I C * -algebras). In the following we allow I µ+1 /I µ ∼ = 0 and call this a composite series for A. Note that any flow α on A fixes each ideal (because the ideal is generated by projections). We shall prove the statement that any flow on A (with a composite series indexed by [ Suppose that this is shown for any ν < σ. Let A be a type I AF algebra with a composite series {I µ } with µ ∈ [0, σ]. If σ is a limit ordinal, then ν<σ I ν is dense in A. Since I ν has a composite series indexed by [0, ν] the induction hypothesis implies that any flow on I ν is quasi-diagonal which in turn implies that any flow on A is quasidiagonal. If σ is not a limit ordinal (and I σ−1 = A) then there is a minimal projection in A/I σ−1 which is an image of a projection e of A. The existence of such a projection e follows since A is AF. Let J(e) denote the ideal of A generated by e and note that A = J(e) + I σ−1 = J(e) + (1 − e)I σ−1 (1 − e). Since (1 − e)I σ−1 (1 − e) is an ideal of (1 − e)A(1 − e) and is generated by an increasing sequence (p n ) of projections it follows that the sequence J(e + p n ) is increasing and n J(e + p n ) is dense in A. Set e n = e + p n .
Let α be a flow on A. Then there is an α-cocycle u in A (or A + C1 if A is not unital) such that Ad u t α t (e n ) = e n . To prove that α is quasi-diagonal on J(e n ) it suffices to show, by Proposition 2.2, that Ad uα is quasi-diagonal on B = e n Ae n . Note that B has a composite series {J µ } with J µ = e n I µ e n ⊂ I µ and µ ∈ [0, σ]. Since B/J σ−1 ∼ = C1 and any flow on J σ−1 is quasi-diagonal one can conclude that any flow on B is quasidiagonal. Thus we conclude that α| J(en) is quasi-diagonal for any n, which implies that α is quasi-diagonal.
Remark 2.23 If A is a type I AF algebra then any flow on
A is an approximate AF flow (or a cocycle perturbation of an AF flow [16] ). The proof is quite similar to the above but using Corollary 1.6 of [17] [13, 8] .
Problem Is a quasi-diagonal flow on an AF algebra approximately inner?
Summarizing Example 2.21 gives the following.
Proposition 2.25
Let A be an AF algebra and suppose that there is a sequence {I n } of ideals of A such that n I n = {0} and A/I n is of type I for all n. Then any flow on A is quasi-diagonal.
Proposition 2.26 Let A be a unital AF algebra and let α be a flow on A. Suppose that there is a covariant irreducible representation
Then there is an increasing sequence (E n ) of finite-rank projections on H π and an α-cocyle u in A such that [E n , π(u t )U t ] = 0 and n B n is dense in A where
Proof. Let (A n ) be an increasing sequence of finite-dimensional C * -subalgebras of A such that the union is dense in A. We omit π in the arguments below.
Given a finite-rank projection E on H and ε > 0 there is a finite-rank projection 1] . Since A 1 is finite-dimensional the average of vF v * over v in the unitary group of A 1 is in a small vicinity of F (depending on ε and dim A 1 ) which yields a projection
We define V to be the unitary part of the polar decomposition of
This is an α-cocycle satisfying u t U t F = F u t U t and u t − 1 is small for t ∈ [−1, 1] because h and v − 1 are small. Note that if E satisfies that [E, U t ] = 0 then we may suppose that
We apply the foregoing procedure repeatedly and each time make a perturbation by selecting a cocycle.
Let (ξ n ) be an orthonormal basis for H. We construct a sequence (E n ) of finite-rank projections and a sequence (u (n) ) of cocycles such that
which is a cocycle perturbation of α with the cocycle u t obtained as the limit of u
t . Since B n ⊃ A n , the union n B n is dense in A. The other requirements follow easily.
Let α be a flow on a unital simple AF algebra A and consider the following conditions.
There is a covariant irreducible representation
There exists an α-cocycle u and an increasing sequence (B n ) of residually finitedimensional C * -subalgebras of A such that n B n is dense in A and each B n and its ideals are left invariant under Ad uα.
α is quasi-diagonal.
The above proposition shows that (1) implies (2) . It is immediate that (2) implies (3) since Aduα| Bn is quasi-diagonal. But to show that (3) implies (1) we would need to extract more information on (A, α) in addition to the conclusion of Proposition 2.8.
Voiculescu's Weyl-von Neumann theorem
Our aim is to prove a version of Voiculescu's non-commutative Weyl-von Neumann theorem [22] . A new feature is that we deal with a C * -algebra together with a derivation implemented by an unbounded self-adjoint operator.
Theorem 3.1 Let α be a flow on a separable C * -algebra A and (π, U) (resp. (ρ, V )) a covariant representation of (A, α) on a separable Hilbert space such that the range of ρ×V does not contain a non-zero compact operator. If Ker(ρ×V ) ⊂ Ker(π ×U), then there is a sequence
and the range of π × U does not contain a non-zero compact operator then the W n can be assumed to be unitary.
This theorem immediately allows a proof of Theorem 1.4. Proof of Theorem 1.4. Suppose that α is a quasi-diagonal flow on a C * -algebra A. Thus there is a faithful covariant representation π of A and a unitary flow U on the same space satisfying Ad U t π(x) = πα t (x) such that (π(A), U) is quasi-diagonal. By taking the direct sum of (π, χ p U) with p rational, if necessary, we may further suppose that π × U is a faithful representation of A × α R and the range of π × U does not contain a non-zero compact operator. Let (ρ, V ) be another pair such that Ker(ρ × V ) = {0} and Ran(ρ × V ) ∩ K(H ρ ) = {0}. Let F be a finite subset of A, ω a finite subset of H ρ and ε > 0. Let B be the α-invariant C * -subalgebra of A generated by F . Since B is a separable C * -algebra we can apply Theorem 3.1 to (π| B , U) and (ρ| B , V ). Since Ker(π| B × U) = {0} = Ker(ρ| B × V ) and π| B × U and ρ| B × V satisfy the range condition there is a unitary W from
This completes the proof in the quasi-diagonal case. A similar proof can be given in the pseudo-diagonal case. Now we turn to the proof of Theorem 3.1. Let σ be a completely positive map (or CP map) of A × α R into B(H). Let (e ν ) be an approximate identity in A × α R. Then σ(e ν ) is increasing and bounded in B(H) and hence converges in the strong operator topology. Denote the limit by I and remark that I is the supremum of {σ(x); x ∈ A × α R, 0 ≤ x ≤ 1} in B(H).
More generally we extend σ to a CP map from the multiplier algebra M(A × α R) into B(H). For x ∈ M(A × α R) one shows that σ(e ν x) converges in the weak operator topology since | ξ, σ((e µ − e ν )x)η | ≤ ξ, σ(e µ − e ν )ξ 1/2 η, σ(x * (e µ − e ν )x)η 1/2 for µ ≥ ν. We denote the limit by σ(x). It is also the limit of σ(e ν xe ν ) since σ(e ν x(e µ −e ν )) converges to zero for all pairs µ, ν with µ > ν as ν → ∞. Note that σ(λ(f )) for f ∈ L 1 (R) and σ(λ t ) for t ∈ R are all well-defined where λ denotes the unitary group implementing α on A and λ(f ) = f (t)λ t dt ∈ A × α R. From the definition we have that σ(1) = I.
We next define the α-spectrum of σ. Set J = {f ∈ L 1 (R); λ(f ) ≥ 0, σ(λ(f )) = 0}. Then J is a hereditary closed cone in L 1 (R) + and the α-spectrum, denoted by Sp α (σ), of σ is defined by {Kerf; f ∈ J}. When Sp α (σ) is compact and f ∈ L 1 (R) + satisfieŝ f = 1 on Sp α (σ) then it follows that σ(λ(f )) = σ(1).
Note that t → σ(λ t ) need not be continuous (even if σ is a state). Let D denote the set of ξ ∈ H such that σ(λ t − 1)ξ/it converges strongly as t → 0. If D is a dense linear subspace then the operator H ′ defined on D as the limit of σ(λ t − 1)/it is symmetric. If the closure of H ′ , which we will denote by σ(H), is self-adjoint we will say that σ is α-differentiable. If Sp α (σ) is compact then σ is α-differentiable and σ(H) is bounded (because if f ∈ L 1 (R) satisfiesf = 1 on Sp α (σ) and supp(f) is compact then it follows that σ(λ t ) = σ(λ(f )λ t ) and t → λ(f )λ t is differentiable in t). If σ is a homomorphism then t → σ(λ t ) is a unitary flow and thus σ is α-differentiable.
From now on we always assume that the C * -algebra A is separable.
there is a sequence of unitaries V n : H → H ′ such that the V n satisfy the above conditions for V and 
Note that is transitive: if σ σ ′ and σ ′ σ ′′ then σ σ ′′ as easily follows. We are now able to establish the following version of the Theorem 3.1. 
The following lemma is an adaptation of 3.5.5 of [12] . 
Proof. Let P be the spectral measure of the generator σ(H) of t → σ(λ t ). On each spectral subspace P (n, n+1]H we find a compact operator K n such that H ′ n = σ(H)P (n, n+1]+K n is diagonal with eigenvalues in (n, n + 1] and K n < 1/(|n| + 1). Then H ′ = n H ′ n is diagonal and is given by σ(H) + K where K = n K n is compact. Let (E n ) be an approximate unit for K(H) consisting of projections such that [E n , H ′ ] = 0. Note that each E n commutes with P (k, k + 1], is dominated by P [−m, m] for some m and satisfies
In the convex hull of (E n ) there is an approximate unit (F n ) for K(H) such that (F n ) satisfies [F n , σ(x)] → 0 for x ∈ A∪A× α R in addition to the conditions on H. Note that F n is of finite rank.
Let (F k ) be an increasing sequence of finite subsets of A ∪ A × α R such that k F k is dense in A∪A× α R and ε > 0. By assuming [F n , σ(x)] and [F n , σ(H)] are sufficiently small we may suppose that D n = (F n − F n−1 ) 1/2 with F 0 = 0 satisfies
The former follows from [F n − F n−1 , σ(x)] ≈ 0 as D n is just a continuous function of F n − F n−1 which can be approximated by polynomials. For the latter, where σ(H) is unbounded in general, we use the fact that both D n and σ(H) commute with
where each commutator is between elements of norm one or less. Since
1/2 the latter inequality then follows just as the former. Introduce the finite-dimensional subspace H n of H by H n = D n H. Let H ′ = n H n and define a linear map V from H into H ′ by V ξ = n D n ξ. This is an isometry since n D 2 n = 1. Let Q n be the projection onto H n in H and let σ n (x) = Q n σ(x)Q n for x ∈ A × α R. Since H n is finite-dimensional and D n = D n P [−m, m] for some m one has σ n (1) = 1 and Sp α (σ n ) is compact with
is well-defined and is equal to n σ n (H).
) and P N denotes the projection onto the first N direct summands in H ′ then
where we have used [σ(H), D n ] < ε2 −n . From this kind of computation we can conclude that (σ(H)V * P N η) N is a Cauchy sequence and so V * η ∈ D(σ(H)).
From the two inequalities above it follows that
) are equal and on this common domain
is a compact operator with norm less than ε. Since the closure of
is also compact. Thus we can conclude that the closure of σ
is compact. In the same way one concludes that V σ(x) − σ ′ (x)V is a compact operator for x ∈ F k and so for all x ∈ A and all x ∈ A × α R. Note that V σ(x) − σ ′ (x)V < ε for x ∈ F 1 . This concludes the proof of σ σ ′ = n σ n . It also follows from the foregoing construction of σ ′ and V that one has bounds V σ(H) − σ ′ (H)V < ε and V σ(x) − σ ′ (x)V < ε for x ∈ F 1 where F 1 is a prescribed finite subset of A ∪ A × α R. One can then obtain a sequence of such (σ
Since the direct sum σ ′ k is of the form σ n described in the statement this concludes the proof.
is compact, and ker σ ⊃ ker ρ. Then it follows that σ ρ.
More generally let ρ be an α-differentiable CP map of A × α R into B(H) such that Qρ is an isomorphism where Q is the quotient map from B(H) onto B(H)/K(H). Then the same conclusion follows.
Proof. We may assume that A is unital. There is a C ∞ -function f ∈ L 1 (R) such that the support off is compact, 0 ≤ λ(f ) ≤ 1 andf = 1 on Sp α (σ). Then it follows that σ(λ(f )) = 1. We denote by ρ n the representation id
where (ξ i ) is the standard orthonormal basis for C n . Since φ| Ker(σn) = 0, Ker(ρ n ) ⊂
and η k converges to zero weakly. Since φ(e ij ⊗ λ(f )) = δ ij /n we may assume
The condition required for the existence of the foregoing (η k ) is precisely the content of the additional statement. Let B be the C * -algebra generated by the range of ρ and the compact operators. Then σQ is a CP map of B into B(C n ) vanishing on K(H). Then the above arguments show that σQ id B for maps from B. Composing with the homomorphism ρ of A into B one arrives at the conclusion.
The following is an adaptation of 3.5.2 of [12] . Lemma 3.6 Let ρ be an α-differentiable CP map of A × α R into B(H) such that Qρ is a homomorphism where Q is the quotient map of B(H) onto B(H)/K(H). Let σ n : A× α R → B(H n ) be a sequence of CP maps such that dim H n < ∞, σ n (1) = 1 and Sp α (σ n ) is compact. If σ n ρ for all n then σ ≡ n σ n ρ.
Proof. For each n there is a C ∞ -function f n ∈ L 1 (R) such that the support off is compact, 0 ≤ λ(f n ) ≤ 1 andf n = 1 on Sp α (σ n ). By σ n (λ(f n )) = 1 and the assumption σ n ρ there is a sequence (V k ) of isometries of
Let (F n ) be an increasing sequence of finite subsets of A ∪ A × α R such that n F n is dense in A ∪ A × α R and let ε > 0. We construct inductively a sequence V n :
−n for all x ∈ F n , and moreover V n H n with n > 1 is orthogonal to the finite-dimensional subspace spanned by V m ξ, ρ(H)V m ξ, ρ(x)V m ξ, ρ(x * )V m ξ with ξ ∈ H m , x ∈ F n and m < n. (This last condition may require a slight modification of V n , retaining ρ(λ(f n ))V n = V n , which will not affect the condition σ n (H) − V * n ρ(H)V n < ε2 −n since ρ(H) may be replaced by bounded ρ(H)ρ(λ(f n )).) We define V = n V n , which is an isometry from n H n into H.
where if m = 1 we ignore the first direct summand, otherwise it is an operator on i<m H i , which is finite-dimensional. Then one concludes that the displayed operator is compact and that σ(x) − V * ρ(x)V < ε for x ∈ F 1 . Similarly one has
which is compact with norm less than ε.
Proof of Theorem 3.3. Let (π, U) be a covariant representation of (A, α) and ρ an α-differentiable CP map of A × α R into B(H ρ ) as in the theorem. We may assume that A is unital.
Let σ = π × U. By Lemma 3.4 we find a sequence σ n : A × α R → B(H n ) of CP maps such that dim H n < ∞, σ n (1) = 1, Sp α (σ n ) is compact and σ n σ n . Since Ker(σ n ) ⊃ Ker(σ) ⊃ Ker(ρ) Lemma 3.5 shows that σ n ρ. Since n σ n ρ by Lemma 3.6 one concludes that σ ρ.
Proof of Theorem 3.1. The first part of the theorem is a special case of Theorem 3.3. Letπ = π × U andρ = ρ × V and suppose that Ker(ρ) = Ker(π). Letρ ∞ denote the direct sum of infinite copies ofρ. Then applying the first part of the theorem toρ ∞ andπ we deduce thatρ ∞ can be approximated by a direct summandπ 1 ofπ through a unitary. Hereπ 1 is obtained as Pπ( · )P where P is a projection such that P D(π(H)) ⊂ D(π(H)) and [P,π(H)] is small depending on the approximation. Thusπ 1 is an α-differentiable unital CP map and this situation will simply be written asρ ∞ ∼π 1 . Writingπ 2 = (1−P )π( · )(1−P ) one obtains thatπ ∼π 1 ⊕π 2 and thatρ ∞ ⊕π 2 ∼π. Sinceρ⊕ρ ∞ ∼ρ ∞ , one calculates thatρ ⊕π ∼ρ ⊕ρ ∞ ⊕π 2 ∼ρ ∞ ⊕π 2 ∼π. By changing the roles ofρ and π we conclude thatρ ∼π. Since this is true for any degree of approximation one obtains the conclusion (see the arguments on page 340 of [1] for more details).
Abstract Characterizations
Voiculescu [24] gave conditions for C * -algebras to be quasi-diagonal. By mimicking his proof we shall establish Theorems 1.5 and 1.6.
Proof of Theorem 1.5. (1)⇒(2)
. Suppose α is quasi-diagonal. Then there is a faithful representation π of A and a unitary flow U on H π such that (π(A), U) is quasi-diagonal. For any finite subset F of A and ε > 0 there is a finite subset ω of unit vectors in H π such that max{| ξ, π(x)η | : ξ, η ∈ ω} ≥ (1 − ε/3) x for all x ∈ F . Then there is a finite-rank projection E on H π such that [E, π(x)] ≤ ε x for x ∈ F , (1 − E)ξ ≤ ε/3 for ξ ∈ ω and [E, H] < ε, where H is the self-adjoint generator of U. Set B = B(EH π ), β t = Ad e itEHE and φ(x) = Eπ(x)E for x ∈ A. Then it follows that φ(x) ≥ (1 − ε) x for x ∈ F , φ(x)φ(y) −φ(xy) ≤ ε x y for x, y ∈ F and β t φ −φα t < ε for t ∈ [−1, 1]. The triple B, β, φ satisfies the required conditions.
(2)⇒(3). Let F be a finite subset of A and ε > 0. Suppose there is a CP map φ of A into a finite-dimensional C * -algebra B with a flow β such that φ ≤ 1, φ(x) ≥ (1 − ε) x and φ(xy) − φ(x)φ(y) ≤ ε x y for x, y ∈ F ∪ F * and β t φ − φα t < ε for t ∈ [−1, 1]. We may assume that φ is unital. (If A is not unital, we may assume this by extending φ as such; if A is unital we modify φ using the fact that φ(1) is close to a projection.) By Stinespring's theorem there is a representation π of A and a finite-rank projection E on H π such that φ identifies with Eπ( · )E. It follows that
Since [E, π(x)] = max{ Eπ(x)(1 − E) , Eπ(x * )(1 − E) } we obtain (3) except for the condition concerned with the flow.
To prove (3) fully we have to modify φ and go back to the proof of Stinespring's theorem. For a small γ > 0 we replace φ by ϕ = γ 2 ∞ −∞ e −γ|t| β −t φα t dt.
Then ϕ(1) = 1, β −t ϕα t ≤ e γ|t| ϕ and β t ϕ − ϕα t < ε for t ∈ [−1, 1]. (This method is used in [18] .) Noting that β −t φα t − φ < ε(1 + |t|) we have ϕ − φ < ε(1 + 1/γ), which is an arbitrarily small constant if ε is chosen after γ. Hence we may assume that φ satisfies β −t φα t ≤ e ε|t| φ in addition to the conditions in (2). The above representation π is constructed as follows. Assuming B acts on a finitedimensional Hilbert space H we define an inner product on the algebraic tensor product A ⊗ H by We obtain a Hilbert space H π by the standard process of dividing A ⊗ H out by the null space followed by completion and then a representation π of A on H π from the multiplication of A on A, the first factor of A ⊗ H. Using a flow V on H such that β t (x) = V t xV * t for x ∈ B we define a one-parameter group of operators W t on H π by
the group W is well-defined and we obtain estimates e −εt 1 ≤ W * t W t ≤ e εt 1. Denoting the generator of W by iK one concludes that D(K * ) = D(K) and −ε ≤ −iK * + iK ≤ ε1. Then the closure k of K −K * has norm less than or equal to ε. Since W t π(x)W −t = πα t (x) we conclude that W * t W t ∈ π(A) ′ and so k ∈ π(A) ′ . Set U t = e it(K−k/2) for t ∈ R. The U is a unitary flow such that U t π(x)U * t = πα t (x) for x ∈ A. We denote by H ′ the subspace of H π generated by 1 ⊗ ξ with ξ ∈ H. Let E denote the projection onto H ′ . Then it follows that φ(x) = Eπ(x)E for x ∈ A. Since W t EW −t = E one obtains U t EU * t − E ≤ k |t|. Thus condition (3) follows. (3)⇒(1). We prove this by following the argument given in [24] . Let (F n ) be an increasing sequence of finite subsets of A with dense union. For (F n , n −1 ) we choose a covariant representation (π n , U n ) and a finite-rank projection E n on the representation space H n satisfying the conditions described in (3) . Let H = ∞ n=1 H n , π = ∞ n=1 π n , U = ∞ n=1 U n and E = ∞ n=1 E n . For each k ∈ N let P ′ k denote the projection in H onto the first k direct summands and let P k = (1 − P ′ k )E = E(1 − P ′ k ). If π n (H) (resp. π(H)) denotes the self-adjoint generator of U n (resp. U) then π(H) = ∞ n=1 π n (H). Since [E n , π n (x)] ≤ n −1 x for x ∈ F n and [E n , π n (H)] < n −1 one has [P k , π(x)] ∈ K for x ∈ A and [P k , π(H)] ∈ K where K denotes the compact operators on H. If we denote by π × U the covariant representation of A × α R, then it follows that σ k = P k (π × U)P k is an α-differentiable CP map of A × α R into B(P k H) such that the composition Q • σ k is an isomorphism and
where Q is the quotient map of B(P k H) into B(P k H)/K.
Let (ρ, V ) be a covariant representation on a separable Hilbert space X such that ρ × V is faithful and Ran(ρ × V ) ∩ K = {0}. We set X ∞ = X ⊕ X ⊕ · · · , ρ ∞ = ρ ⊕ ρ ⊕ · · · , and V ∞ = V ⊕ V ⊕ · · · . Let G k denote the projection onto the direct sum of the first k copies of X in X ∞ . We will show that (ρ ∞ , V ∞ ) is quasi-diagonal as required in (1). Fix k ∈ N. By Theorem 3.3 applied to (ρ ∞ , V ∞ )| G k X∞ and σ n = P n (π × U)P n we find partial isometries S n : X ∞ → H such that S * n S n = G k , Ran(S n ) ⊂ P n H and S n ρ ∞ (x)−π(x)S n → 0 for x ∈ A and S n ρ ∞ (H)−π(H)S n → 0. Similarly from the pair of (π, U) and (ρ, V ) we also find isometries T n : H → X such that T n π(x) − ρ(x)T n → 0 for x ∈ A and T n π(H) − ρ(H)T n → 0. We define an isometry W n of H into X ∞ by W n ξ = S * n ξ ⊕ T n (1 − S n S * n )ξ ⊕ 0 ⊕ 0 ⊕ · · · , which satisfies that G k X ∞ ⊂ W n H ⊂ G k+1 X ∞ and W n π(x) − ρ ∞ (x)W n → 0 for x ∈ A and W n π(H) − ρ ∞ (H)W n → 0 as n → ∞. We note that G k ≤ W n P n W * n . Now F m = P ′ m E is a finite-rank projection such that [F m , P n ] = 0 and F m P n = (P ′ m − P ′ n )E → P n as m → ∞. Thus choosing m n > n for each n sufficiently large we may suppose that W n F mn P n W * n ξ → ξ for each ξ ∈ G k X ∞ . Since F mn P n commutes with the range of σ n , W n F mn P n W * n will serve as the required finite-rank projection on X ∞ for a large n.
Proof of Theorem 1.6. (1)⇒(2). This is easy. (2)⇒(3). Given (F , ε) let G = {x, x * , xy : x, y ∈ F }. By condition (2) there is a flow β on a finite-dimensional C * -subalgebra B and a CP map φ of A into B such that φ ≤ 1, φ(x) ≥ (1 − ε) x and φ(x)φ(y) − φ(xy) ≤ ε x y for x, y ∈ G, and β t φ(x) − φα t (x) ≤ ε x for x ∈ G and t ∈ [−1, 1]. We may assume that A and φ are unital. For γ = − log ε > 0 we replace φ by ϕ = γ 2 ∞ −∞ e −γ|t| β −t φα t dt.
Since ϕ(x) −φ(x) ≤ (ε + e −γ ) x = 2ε x for x ∈ G, we may suppose, starting with ε/7 instead of ε, that φ satisfies the above properties as well as the covariance β t φα t ≤ e γ|t| φ for γ ≈ − log ε. We suppose that B acts on a finite-dimensional Hilbert space H and choose a unitary flow V on H such that β t = Ad V t | B . Then, by Stinespring's construction for φ as in the proof of Theorem 1.5, we obtain a representation π of A, a (non-unitary) flow W and a finite-rank projection E such that φ(x) = Eπ(x)E for x ∈ A, under the identification of EH with H, W t π(x)W −t = πα t (x) for x ∈ A and W t E = EW t E = V t E. By a perturbation of W we obtain a unitary flow U such that πα t (x) = Ad U t π(x), x ∈ A. Then we conclude that (π, U, E, V ) satisfies the required properties.
(3)⇒(1). The proof is similar to the proof of the corresponding implication in Theorem 1.5.
