For nonparametric regression. in the case of dependent observations. cross-validation is known to be severely affected by dependence. This effect is precisely quantified through a limiting distribution for the cross-validated bandwidth. The performance of two methods. the "leave-(2e+1)-out" version of cross-validation and partitioned cross-validation. which adjust for the dependence effect on bandwidth selection is investigated. The bandwidths produced by these two methods are analyzed by further limiting distributions which reveal significantly different characteristics. Simulations demonstrate that the asymptotic effects hold for reasonable sample sizes.
INTRODUCfION
Nonparametric regression is a smoothing method for recovering the mean function from noisy data. It has been well established as a powerful and useful data-analytic tool. See the monographs by Eubank (1988) . Haerdle (1988) . and Mueller (1988) although it suffers from considerable sample noise. See Haerdle. Hall. and Marron (1988) for a detailed discussion of this. For other bandwidth selectors. see also Rice (1984) and Marron (1988) .
However. if the observations are dependent. then the bandwidth selectors designed for independent observations will not produce good bandwidths. For instance. if the observations are positively correlated. then cross-validation will produce small bandwidths which result in rough kernel estimates. On the other hand. if the observations are negatively correlated. then cross-validation will produce large bandwidths which result in oversmooth kernel estimates.
See Hart and Wehrly (1986) . Hart (l987) . Chiu (1987) . and Diggle and Hutchinson (1989) for a detailed discussion of the dependence effect on -2-e· bandwidth selection.
For dependent observations. a central limit theorem (CLT) for the cross-validated bandwidth is given in Section 3 which quantifies the dependence effect on cross-validation by showing what this bandwidth converges to and by giving the rate of convergence for the crossvalidated bandwidth. The rate of convergence is of the same order as that given in Haerdle. Hall. and Marron (1988) for the case of the independent observations. although the convergence is now not to the optimal bandwidth. This quantification motivates a modification of cross-validation to eliminate the dependence effect.
This adjustment is called modified cross-validation (MCV) and is simply the "leave-{2e+I)-out" version of cross-validation. See Collomb (1985) . Haerdle and Vieu (1987) . and Vieu and Hart (1989) for earlier results on the application of this method to the settings of strong mixing data. Based on an autoregressive-moving average (ARMA) model for the dependent regression errors. a CLT is given in Section 3 for the modified cross-validated bandwidth. for each e~O. This CLT shows clearly how the dependence effect on cross-validation is alleviated as the value of e is increased. However. the value of e does not appear in the rate of convergence.
There are other possibilities for overcoming the dependence effect. Marron (1987) proposed partitioned cross-validation (PCV) for kernel density estimation to eliminate the sample noise inherent to crossvalidation. The idea of PCV is to split the observations into g subgroups by taking every g-th observation. For the correlated data. as long as g is large enough. the errors associated with each subgroup are essentially independent. Marron (1987) mentioned that this method of -3-cross-validation should effectively overcome the dependence effect.
While this is true. the resulting bandwidth is poor for a surprising reason. In Section 3. a CLT for the partitioned cross-validated bandwidth is derived. for each g~1. The rate of convergence is faster than that for the modified cross-validated bandwidth. This rate of convergence is of the same order as that given in Marron (1987) for kernel density estimation. However. the asymptotic expectation reveals that there is a significant distance between the partitioned crossvalidated bandwidth and the optimal bandwidth which minimizes the mean average square error. In fact the limiting distribution of this bandwidth is centered at the bandwidth which is optimal for no dependence. which is different from the true optimal. Essentially partitioned cross-validation does not work well because it is too effective at removing the dependence.
Another approach to bandwidth selection for correlated data is that of Hart (1987) . Chiu (1989) . and Diggle and Hutchinson (1989) To estimate the regression function m(x). we consider a kernel estimator as introduced by Nadaraya (1964) and Watson (1964) . Given a kernel function K and a bandwidth h. for 0 < x < 1. the Nadaraya-Watson estimator is defined by
See Chu and Marron (1989) for the comparison of this estimator to other types of kernel estimator.
The optimal bandwidth. h M . is taken as the minimizer of the mean average square error (MASE). The MASE function is defined by
where m(x j ) are kernel estimators of m(x j ). The weight function W is introduced to allow elimination (or at least significant reduction) of boundary effects by taking W to be supported on a subinterval of the unit interval (see Gasser and Mueller (1979». For any e~O. the "leave-(2e+1)-out" version of MCV is to choose the bandwidth by minimizing the modified cross-validation score 
The amount of dependence between mj(x j ) and Y j is reduced as e is increased. When e = O. MCV is ordinary cross-validation. The minimizer of CVe(h) is denoted by hCV(t)'
For any g~1. PCV is to calculate the ordinary cross-validation score CVO.k(h) of the k-th subgroup of observations. k = 1. 2 ..... g.
and minimize the average of these score functions
The minimizer of CV (h) is denoted by hCV' Since hCV is appropriate for sampled size only n/g. the partitioned cross-validated bandwidth hpcv(g) "* " is defined to be the rescaled hCV' hpcv(g)
factor is given in Section 5. When g = I, PCV is ordinary crossvalidation. For g large enough. the dependence effect inherent to CVO.k(h). for all k. becomes negligible.
RESULTS
In this section, we shall study the asymptotic behaviors of h CV (2) and hpcv(g) for any e~0 and g~1. In order to derive this, using the regression model (2.1) and the Nadaraya-Watson estimator (2.2). we must impose the following assumptions: Here and throughout this paper, the notation f denotes f duo For the -1 -1 4 6 components of MASE, the terms a1n h and b 1 h + b 2 h represent the variance and the bias square respectively. A consequence of (3.1) is that the optimal bandwidth h M can be asymptotically expressed as
where
We now quantify the dependence effect on the methods of cross-validation, the MCV for each e~0 and the PCV for each g~1. bias is to split the observations into g subgroups by taking every g-th cluster. Each cluster is composed of ( consecutive observations. Thus PCV would be able to reflect the dependence structure of the whole data set. Since~(k) is geometrically bounded. it is enough to take the value of ( as O(log n). A drawback of this approach is that it requires too many observations. Since hpcv(g) has a faster rate of convergence than hCV(e)' then pCV is adequate to the case that the variance of m is important. Remark 3.5: See sections 5.4 and 6.3 of Chu (1989) for the choice of the optimal value of g for PCV.
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SIMULATIONS
To investigate the practical implications of the asymptotic results for hCV(e) and hpcy(g) presented in Section 3. an empirical study was carried out. We shall first introduce the simulated regression settings. The sample size was n = 200. The regression model (2.1) and
The regression function was the kernel estimator (2.2) were considered. 
* .
and CV (h) respectIvely. were calculated. After evaluation on the grid. a one step interpolation improvement was done, with the results taken as the selected bandwidths. If the score functions had multiple minimizers on the grid, the algorithm chose the smaller of them (this choice was made arbitrarily).
The sample variances, the sample bias-squares, and the MSE of the bandwidth estimates~were summarized, where h denotes hCV(e) and hpcv(g)' The sample bias-square of the bandwidth estimates was taken as (h M roughly equals 1/2), the bias-squares for hCV(e) and hpcv(g) were roughly constant over e and g as predicted by our theorem. As e and g increased, the variances for hCV(e) stayed the same, but the variances A for hpcv(g) decreased also as predicted. In this case, pCV is preferred to MCV. The numerical results as given in Table 1 represent the second combination, where. = 0.6, and a = 0.0071 (h M roughly equals 1/2). In this case, the bias-squares for hCV(e) decreased to 0 as e increased.
However, the bias-squares for hpcv(g) converged to a nonzero constant as g increased. In contrast to the bias-squares, the variances for hCV(e) stayed the same for all e and the variances for hpcv(g) decreased monotonely as g increased. Here, variance is the dominant term in MSE.
Thus, using pCV to reduce the variance of bandwidth estimate would result in a smaller value of MSE than using MCV to reduce the biassquare of the bandwidth estimate.
[Put Table 1 about here.] In the case of the third combination, variance and bias-square had the same tendency as the second combination. In this case, bias-square is the dominant term in MSE. Thus using MCV to reduce bias-square would give better MSE than using PCV to reduce variance. In the final two cases where~= -0.6, and a = 0.0283 (h M roughly equals 1/2) and a = 0.0029 (h M roughly equals 1/5), the variances and the bias-squares for hpcv(g) decreased along even g's and odd g's separately. This is because~g = (~2)k where g = 2k for the even number of g and some k.
The conclusions for these two cases are the same as those for the second and the third combinations. Finally, the choice between MCV and PCV should be made on the basis of which component, variance or bias-square, is the dominant term in MSE.
SKETaIES OF PROOFS
The following notation and results will be used in this section.
For all integers i and j, let Xi be lID random variables with mean zero and all finite moments, and a i and b ij be real numbers such that 00 00
. z lail < 00 and . Z . Z Ibijl < 00. Using Theorem 2 of Whittle Proofs of (3.1):
asymptotic results of b j and v j as given above. through a straightforward calculation. then the proof of (3.1) is complete.
Proof of Theorem 1:
A A
We first give asymptotic expressions of hcv(e) and hpcv(g) for each (1987) . and Theorems 1 and 2 of Haerdle. Hall. and Marron (1988) . Thẽ~-115
A only difference is that hCV(e) should be close to COen and hpcv(g) -115 close to c-Ogn . not h M . 
