Abstract. This paper suggests a scheme for classifying online hand written characters, based on dynamic space warping of sub-strokes within the characters. A novel method for segmenting strokes into sub-strokes using velocity profiles is proposed. Each sub-stroke is a simple arbitrary shape and is encoded using three attributes. Correspondence between various sub-strokes is established using Dynamic Space Warping (DSW). A distance measure which reliably differentiates between two corresponding simple shapes (sub-strokes) has been formulated thus obtaining a perceptual distance measure between any two characters. Preliminary tests indicate an accuracy of over 85% on two different datasets of Characters.
Introduction
Online Handwritten Character recognition is the recognition of characters written on an electronic page, using a pen or stylus based interface. Temporal information about the trace of the pen or stylus is available in this online method of digitized handwriting. Robust features for recognition can be extracted from this temporal information, giving online handwriting recognition an edge over its offline counterpart. Online recognition is especially useful for signature verification and for scripts like English cursive writing and Kanji script where symbols are written in a prescribed order and a prescribed style.
Several methods of feature extraction and classification have been proposed for stroke based, character based and word based recognition engines. Connel [1] has presented an extensive survey on these various methods. Online recognizers can be broadly classified as follows • based on the geometrical and structural models [2] • based on statistical models of the contours [3] , [4] • based on elastic matching of shapes [5] With the spread of the use of online handwriting input devices, the user base includes people with disparate writing styles or lexemes. The number of strokes, order of strokes or the direction of writing a particular stroke may vary from user to user. Figure 1 shows the English uppercase letter 'B' written in different styles.
It is thus necessary to build lexemic variability into the handwriting recognition engines. Online recognition algorithms are a bane in such situations, because different lexemes have completely different temporal information. Connel [1] has proposed detailed schemes in order to adapt existing techniques to different lexemes.
It is interesting to note that in spite of the different lexemes and stroke orders, the final appearance of the character is similar. Prevost & Milgram [6] have suggested both offline and online techniques for classifying online data. However the robustness of the features obtained in online data is unavailable when made into an offline problem. The cursive script for English often contains words written with a single stroke. Nathan et al. [7] show that word level recognition (by considering each word as a symbol) puts a limit on the lexicon size. Writer independent, unconstrained vocabulary, word recognition engines give poor results. Similarly in some Asian languages like Telugu, Hindi and Kannada, the unique disjoint symbol set is unmanageably large. In both the above cases there is a strong motivation for stroke segmentation and sub-stroke based classification.
The aim of this paper is to suggest an algorithm which uses robust features available in online data and then employ Dynamic Space Warping (DSW) (essentially an offline method) for finding the correspondence between the sub-strokes, and finally suggest a perceptual distance measure between any two characters. The proposed algorithm thus tries to combine the advantages in the offline and online methods in order to take care of various writing styles. The block diagram of the proposed algorithm is shown in Figure 2 and the individual blocks are explained in the subsequent sections.
Segmentation into Sub-strokes
There are several methods of segmenting strokes into sub-strokes such as in [8] . The technique proposed in this paper is a modification of the method proposed by Li et al. [9] which exploits the velocity profile of a stroke to extract sub-strokes.
The trace of every stroke starts with zero velocity, accelerates to a maximum somewhere around the middle of the stroke, and deccelarates to zero at the end of the stroke. If a person wants to change the direction of the trace in a stroke, it is natural for him to reduce the speed of the motion, and accelerate in a different direction. We define a sub-stroke as a part of a stroke with an intentional direction change. Thus our segmentation algorithm reduces to finding out local minima in the instantaneous velocity profile of a stroke.
Instantaneous velocity is the distance traversed by the trace between two time instants divided by the difference in the time instants. Since the trace is sampled at frequency 'F S ', the instanteneous velocity profile is nothing but the Euclidean distance traversed between consecutive sample points as shown in equation (1) .
where 'X(t)' and 'Y(t)' are the X and Y co-ordinates of the 't th ' sample, 'T' is the total number of samples in a stroke and 'V U (t)' is the instantaneous velocity profile. However the velocity profile obtained is not smooth because the digital surface which records the trace, consists of discrete spatial locations. Figure 3 Smoothing is performed on the obtained velocity profile by an averaging filter at two levels, one with a smaller window 'W S ' as in equation (2) which captures local variations, and the other with a larger window 'W L ' as in equation (3) which gives a more general trend of the velocity of writing.
where 'V S (t)' and 'V L (t)' are the smoothed velocity profiles as shown in Figure 4 . We consider 'V S (t)' as the instanteneous velocity and 'V L (t)' as the dynamic average velocity of writing which serves as a threshold for finding local minima. Thus a sub-stroke is obtained as in equation (4) ( )
The first and last sample points of the stroke are also considered as sub-stroke boundaries. The selection of 'W S ' and 'W L ' is crucial and depends on the time sampling rate 'F S ' of the input device and spatial resolution (dpi) of the digital screen.
Modeling of the Shape of a Sub-stroke
The sub-strokes obtained from the segmentation algorithm in section 2 are 'simple shapes'. By a 'simple shape' we mean, that there is no change in direction of the trace of the sub-stroke. We model only simple shapes, because a complex shape with a change in direction, would have already been segmented by the algorithm in section 2. Figure 5 shows how some complex strokes are segmented into simple shapes (sub-strokes). There are many ways a simple shape can be modelled, some of which are discussed in [10] . We have considered each simple shape (sub-stroke) to be characterized by three attributes. Before describing the attributes, a few terms need to be defined.
Total sub-stroke length ('S τ ') -is defined as in equation (5) where 'τ 1 ' and 'τ 2 ' are the sub-stroke boundaries
Quartiles (Q 1 , Q 2 and Q 3 ) -Every sub-stroke is divided into 4 equal parts based on the distance traversed by the trace to give the 3 quartiles. The second quartile is the same as the mid-point of the sub-stroke. Figure 6 shows a typical sub-stroke with the three quartiles.
Chord -is the line-segment joining the two quartiles Q 1 and Q 3 , as shown in figure 6. Mid-point segment vector-is the vector joining the second quartile (the mid-point of the sub-stroke) with the mid-point of the 'chord' as shown in figure 6 .
Inclination (A 1 ), Proclivity (A 2 ), Curvature (A 3 ) -are the three attributes which characterize an arbitrary simple shape.
Orientation (Attributes A 1 and A 2 )
Since we have to deal with a variety of shapes, defining orientation is quite a difficult problem. Our perception of Orientation is very typical and depends on the shape itself. It depends in the symmetry of the object for example. Lines and circles are symmetric, while curves such as semi-circles are not symmetric. In order to achieve this kind of an perceptual effect, we define two attributes which specify orientation, namely Inclination and Proclivity.
Inclination (A 1 ) is defined as in equation (6) 
where 'θ' ∈ [0, 2*π] is the counter clock-wise angle in radians made by the 'chord' of a sub-stroke with positive X-axis. Thus A 1 is a value between 0 and 2 and is periodic with a period of π.
Proclivity (A 2 ) is defined as in equation (7) 2 A π φ =
where 'φ' ∈ [0, 2*π] is the counter clock-wise angle in radians made by the 'mid-point segment vector' with positive X-axis. Therefore A 2 is a value between 0 and 2 and is periodic with a period of 2*π.
Curvature (Attribute A 3 )
Curvature is a very important property and needs to be addressed carefully. A simple shape covers a wide range of curves from lines to conic sections to circles. Most importantly, an attribute defining Curvature should be size invariant. First the radius of curvature 'r' is found by fitting a circle through the three 'quartiles' of the sub-stroke. The radius of this circle is taken as an approximation of the radius of curvature 'r' of the whole sub-stroke. It is normalized against the length of the sub-stroke 'S τ ' as defined in equation (5) . The attribute Curvature (A 3 ) is inversely proportional to the normalized radius of curvature. Thus A 3 takes the form
where 'k' and 'n' are constants to be determined from the following constraints.
• A 3 = 0 for a straight line, since r = ∞.
• A 3 = 1 for a perfect circle where S τ would be equal to the circumference of the circle. For all the other conic section curves A 3 should lie between 0 and 1.
• A 3 = 0.5 for a perfect semicircle. Solving for these constraints, the constants are k = 0.1592 and n = 1 Curvature (A 3 ) is thus defined as in equation (9) 
The 'a th ' sub-stroke of a character 'P' is characterized by the attributes {A 1 a , A 2 a , A 3 a }. A segmented character is illustrated in Figure 7 and the corresponding attributes of the numbered sub-strokes are shown in table 1.
Dynamic Space Warping
Dynamic Space Warping deals with finding corresponding pairs between the different sub-strokes of any two characters. This is necessary because of inversion of stroke order and also distortion in the way a character is written. It is formulated as follows.
Let us assume that character 'P' has 'N' sub-strokes {P 1 , P 2 , …P N } and character 'Q' has 'M' sub-strokes {Q 1 , Q 2 , …Q M }. For convenience let N < M. First the characters are normalized to a fixed range. Then the bounding box of each sub-stroke is found as shown in figure 7 . For normalized sub-stroke 'P a ', let {X bb (a),Y bb (a)} be its centre and ( ) bb a Λ the area of its bounding box. Table 1 : Attributes of the sub-strokes in figure 7 Sub-stroke no. The Manhattan distance between sub-strokes 'P a ' and 'Q b ' is defined below
For every sub-stroke in Character 'P', we have to find a corresponding stroke in Character 'Q'. The correspondence is found based on the minimizing the total cost in terms of Manhattan distance, for finding a unique pairing between the sub-strokes in Character 'P' and Characeter 'Q'. It is a dynamic program algorithm and is formulated in three steps as follows. At every iteration a unique path is selected, i.e. if a particular combination is selected at stage 'n' then the same combination should not occur in any of the previous stages. Thus a one-one combination with the least cost, in terms of Manhattan distance, is selected. Although, it is sub-optimum in terms of the cost function, it finds a local minima which is good enough for most occasions. This recurcive method however reduces the computation time drastically.
DSW Algorithm : -

Initialisation
Thus opt ℑ is a set of 'N' elements which is the order of the sub-strokes in character 'Q', that correspond with the 'N' sub-strokes of character 'P'. i.e. is the list of sub-strokes in character 'P' which are closest to the ' j λ ' in terms of Manhattan distance.
Thus the DSW algorithm warps the spatial co-ordinates to find the best possible correspondence between the sub-strokes in two characters as shown in Figure 8 .
The Distance Measure
Distance between any two simple shapes
The formulation of the distance measure is as tricky as the selection of the attributes for the following reasons. Each of the attributes must be assigned suitable weights. Orientation is a relative attribute and is periodic. For example a line which makes 0 o with the positive X-axis, is perceptually considered farther away from a line which make an angle of 90 o with the positive X-axis, than with a line which makes an angle of 170 o . Besides, the effect of orientation depends on the 'curvature'. For example, rotating a perfect circle by any angle has simply no effect on its perception. However a line rotated by 90 o has maximum perceptual distance from the original line. while, the maximum difference for a curve is when rotated by 180 o . Thus 'Inclination' and 'Proclivity' have to be weighted by a function of 'Curvature'.
Considering all the above factors, the distance function 'D(a,b)' for sub-strokes 'P a ' and 'Q b ' with attributes {A 1 a , A 2 a , A 3 a } and {A 1 b , A 2 b , A 3 b } respectively is formulated as in equation (11) ( ) ( ) ( )
The selection of weighting factors C 1 and C 2 are very critical. The effect of Inclination (A 1 ) is maximum for a line and keeps reducing as the Curvature (A 3 ) increases. The effect is irrelevent for any shape with a Curvature greater than 0.5. The effect of Proclivity (A 2 ) is minimum for a line and a circle, but maximum for a shape similar to a semi-circle. Lastly the sum of squares of C 1 and C 2 should not be greater than 1. That is why C 1 and C 2 are selected as in Equations (12) and (13) 
The function 'd m (α,β)' is defined as in equation (14) for some 'α' and 'β' ∈ [0,2]. This is done so because the attributes A 1 and A 2 are periodic with a period 2. D(b,a) ). However D(a,b) does not exhibit the triangular inequality property. However since this distance function tries to mimic perceptual distance, exhibiting the triangular inequality property is not a must as shown in [12] .
Distance between any two characters
The final distance is calculated in equation (15) between two characters 'P' with sub-strokes {P 1 , P 2 , …P N } and 'Q' with sub-strokes {Q 1 , Q 2 , …Q M } ( ) ( )
There are two terms in equation (15). The first one represents the average distance between best corresponding sub-strokes. The second terms represent penalization of all the unpaired sub-strokes present in character 'Q'. The penalization is weighted by the area of the bounding box. The larger the bounding box, the larger the penalization. Each term is further weighted by the Manhatten distance between the bounding boxes of the sub-strokes. More importance is given to the substrokes which lie close to each other in space.
It is easy to observe that the function 'D ch (P,Q)' exhibits the same three properties of a metric, which the function 'D(a,b)' exhibits.
Results and discussion
As a preliminary testing scheme, classification of characters has been done using k-nearest neighbour classifier (k-NNC) based on the distance measure (D ch ) computed in section 5. Testing has been done on two datasets, one of Tamil characters (156 class) collected from 168 users with an average of 5 trials per user and the second dataset for English uppercase and lowercase characters (26 classes each) has been collected from 35 users with an average of 8 trials per user. Both the datasets have been collected using the Compaq tc 1100 tablet PC. The data collected contains characters written in various styles, number of strokes, order of strokes and direction of strokes. The results have been presented in table 2 using varying number of training samples per class. The value of 'k' (for the k-NNC) has been selected empirically to be 11 for Tamil dataset and 5 for English dataset. The proposed algorithm is also tested against a standard DTW implementation obtained from [13] and with an SVM implementation of resampled characters as in [14] . We can see that the proposed algorithm is quite robust even for a small number of training samples. This demonstrates the robustness of the algorithm for various lexemes and writing styles. However as the number of training samples increase, the various methods perform almost the similarly. 
Conclusion and Future work
A novel algorithm has been proposed which uses online features to segment strokes into simple shapes (substrokes). Simple shapes have been characterized using 3 attributes. Correspondence between the sub-strokes is obtained using a DSW formulation. A distance function has been proposed to find the perceptual distance between any two handwritten characters. A maximum average accuracy of 85% and 88% for Tamil and English datasets have has been obtained by using k-NNC.
Future work includes applying this algorithm for different datasets such as English words, Hindi and Kannada databases. Using the distance measure for clustering and prototype selection is also a useful direction.
