Starting with divided di erences of binomial coe cients, a class of multivalued polynomials (three parameters), which includes Bernoulli and Stirling polynomials and various generalizations, is developed. These carry a natural and convenient combinatorial interpretation. Some particular calculations are done and several factorization results are proven and conjectured.
Introduction
Our study began with a binomial identity involving an alternating sum of vector space dimensions, which arose in the course of proving Bezout's Theorem. The identity led to consideration of a class of polynomials, which are best understood as higher order divided di erences of binomial coe cients. These polynomials are closely related to many of the standard polynomials of combinatorial analysis, in particular to the Stirling polynomials, which determine their coe cients. Although it was not possible to nd a closed form in general, which was the original intention, calculation of particular values gave some new binomial identities and some new derivations of old ones. Consideration of \symmetry" properties of the polynomials led to some interesting factorization questions, resulting in several theorems and conjectures.
Since writing this paper, it was called to our attention that our polynomials are closely related to arbitrary order Bernoulli polynomials. Carlitz, in particular, 3] de ned the degenerate Bernoulli and Stirling polynomials, which can be brought into conformity with ours by a modi cation of the parameters, which we will provide in x7. His approach, which starts with generating functions, is quite di erent from ours. Our approach ends with generating functions, which are mainly used for computation. It has a more combinatorial avor and shows considerably more of the landscape along the way. It is clear that these polynomials and their relatives play an important role in many combinatorial situations where inclusion{exclusion is involved cf. 5, 11, 13]. , and is just P 0 (x); similarly, A(x; 0) = P (s) (x). These are polynomial derivatives, so they don't necessarily involve limits. Since the characteristic is 0, deg Let A n;s (x; y) = A n;0 (x; y) = x n and B n;0 (y) = n0 : (2:13) 
Di erence operators and the polynomials
To nish the proof of the theorem, let f(m) = We can deduce the following (with n; s = 0; 1; 2; : : :) B n;s (1) = 0 if n 1. (3.12)
(In fact y = 1 is a simple zero of B n;s (y) since it is a simple zero of the term where all r i = 1 and a multiple zero of all other terms.) B n;s (y) > 0 if y > n and s > 0; B n;s (n) > 0 if n > 1 and s > 1, and the (3.13) 9 sign of B n;s (y) is (?1) n if y < 1, so in particular B n;s (y) has no zeros y < 1.
(3.14)
If m is a positive integer then B n;s (m) 0 and B 
The coe cients
Recall the de nition of the Stirling numbers, notations not completely standard:
(x) n = X S 1 (n; k)x k de nes the Stirling numbers of the rst kind, and x n = X S 2 (n; k)(x) k de nes the Stirling numbers of the second kind.
Obviously the triangular unit diagonal matrices ? S 1 (n; k) and ? S 2 (n; k) are inverse to each other.
Clearly S 1 (n; k) = (?1) n?k X r 1 r n?k where 0 < r 1 < < r n?k < n.
It is well known and easy to establish that S 2 (n; k) = s + j j S 1 (s + n; s + j)x j .
Since we have previously noted that a 0j is a polynomial in s, it follows that S 1 (s + n; s + j) is a polynomial in s, divisible by (s + n) n?j , which we will return to shortly in our discussion of Stirling polynomials. Corollary 4.3. j = 0 gives b i = a i0 = s! (n + s)! S 2 (s + i; s)S 1 (s + n; s + i) = S 2 (s + i; s)S 1 (s + n; s + i) (s + n) n .
In particular, j = 0; i = n gives the highest coe cient b n = a n0 = s! (n + s)! S 2 (s + n; s) = S 2 (s + n; s) (s + n) n ;
and we now see that S 2 (s + n; s) is a polynomial in s, divisible by (s + n) n .
Hence S 2 (s + n; s) = (n + s)! s! a n0 = (n + s)! s! f n (s) = S 2 (s + n; s) and g n (s) = (?1) n S 1 (s; s ? n):
It follows from the preceding discussion that f n (s) is a polynomial of degree n divisible by (s + n) n and that g n (s) is a polynomial of degree n divisible by (s) n . Since B n0 (y) = 0 if n > 0, sja n0 whence sjf n (s) and sja 00 whence s ? njg n (s) for n > 0. The standard di erence equations, 4f k (n) = (n + 1)f k?1 (n + 1) and 4g k (n) = ng k?1 (n) are easy to establish. These, with the initial conditions f 0 (n) = g 0 (n) = 1 and f n (0) = g n (0) = n0 , determine the Stirling polynomials. They imply the duality relation g n (?s) = f n (s). Write A n;s (x; y) = X a ijn (s)y i x j and B n;s (y) = X b in (s)y i to exhibit explicitly dependence on the parameters. We can then restate theorem 2 and its corollaries by b in (s) = (?1) n?i f i (s)g n?i (n + s) (n + s) n = f i (s) (i + s) i (?1) n?i g n?i (n + s) (n + s) n?i : (4:7)
In particular, b n (s) = b nn (s) = f n (s) (n + s) n ; b 0n (s) = (?1) n g n (n + s) (n + s) n ; (4.8) and Thus all coe cients can be expressed in terms of either the top coe cients b n (s) or the bottom coe cients. Note that the preceding relation is clearly equivalent to the duality of the Stirling polynomials.
The above argument can be generalized to derive the following corollaries This remarkable corollary deserves a prominent place on the list of symmetries that will be given later. As an important special case, s = These results can also be deduced from the last corollary as well, since if n + s = ?s, then y n B n 1 y ; s = ?B n (y; s); (4:15) which is an alternative description of the same skew{symmetry.
Symmetries
The following properties of the polynomials are useful and easy to verify Proof. Use symmetries (Sii) and (Siii) with sy = s + n ? 1 ? 2x.
Using Macsyma, we found no other factors for values of n through n = 9. The factorization attempts become increasingly time{consuming. Again, one may conjecture that there are no other factors and similarly no factors for the B n (y; s) other than the linear factors previously noted. This one has also been tested by considerable additional computation.
An easy theorem to prove along these lines is Theorem 6.7. Let n + 1 be an odd prime. Then the following polynomials are irreducible Carlitz has a proof of a variant of (iv) in 4]. His method, which relies on the Clausen{ Staudt Theorem, appears to be less elementary. An analysis of p{Eisenstein occurrences of the polynomials A n (x; 0; b) will be found in 1].
Remark 6.8. The preceding theorem refers to rational irreducibility. We have recently discovered proofs of the absolute irreducibility of the multi{variable polynomials related to A n (x; y; s Now collect terms. This is how we actually found symmetry (Svi). We can also use the g.f.'s to nd new symmetries, e.g. continuing the numbering of theorem 5.1 we get a pair of apparently di erent formulas for A ns (x; y + 1) Lemma 9.4. If n is odd > 1, then 1 is a simple root of (!) n .
Proof. It is of course well known, and has been noted above that n = (1) n = 0 if n is odd > 1. By the method of the preceding proof, it will su ce to show that the odd degree coe cients of t e t ? 1 Remark 9.5. Since n 6 = 0 for n even, the preceding lemma may be restated in terms of Stirling polynomials, that 1 and ?1 are simple roots of g n (s) and f n (s) respectively for n even > 0 and double roots for n odd > 1.
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