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Abstract
A computational approach is proposed to solve the
minimum norm and/or robust pole assignment prob-
lem for linear periodic discrete-time systems. The
proposed approach uses a periodic Sylvester equation
based parametrization of the periodic pole assignment
problem and exploits the non-uniqueness of the prob-
lem by imposing conditions on the norm of the resulting
periodic state feedback and/or on the condition num-
bers of the periodic eigenvector matrices of the closed-
loop system. The solution method relies on using gradi-
ent search methods on suitably defined cost functions.
Explicit expression of the gradients of cost functions
are derived and the efficient evaluation of the cost func-
tions and gradients is discussed. Numerical examples
illustrate the effectiveness of the proposed approach.
1 Introduction
Consider the linear discrete-time periodic system of the
form
xk+1 = Akxk +Bkuk, (1)
where the matrices Ak ∈ IRn×n and Bk ∈ IRn×m are
periodic with period K ≥ 1. We consider the following
periodic eigenvalue assignment problem (PEAP): given
the completely reachable periodic matrix pair (Ak, Bk),
determine the periodic feedback matrix Fk ∈ IRm×n
such that the eigenvalues of the closed-loop monodromy
matrix ΦA+BF (K, 0) = (AK−1 + BK−1FK−1) · · · (A0 +
B0F0) are at desired locations Γ = {λ1, . . . , λn} in the
complex plane. We assume that Γ is symmetric with
respect to the real axis. This assumption guarantees
that the resulting periodic matrix Fk can be chosen
real.
In the multi-input case or when K > 1, the PEAP
has a non-unique solution. Therefore it is reasonable
to exploit the non-uniqueness by imposing additional
conditions. One aspect which is desirable from a prac-
tical point of view is to determine feedback matrices
with small gains. Intuitively this must be advanta-
geous since small feedback gains lead to smaller control
signals, and thus to less energy consumption. Small
gains are also beneficial to reduce noise amplification.
The robust pole assignment [1, 2] tries to achieve small
condition numbers for the eigenvector matrices of the
closed-loop system. Both these aspects are also rele-
vant from the numerical point of view. It was argued
in the standard case [3] that both high gains as well as
high condition numbers lead to an increased sensitiv-
ity of the closed-loop eigenvalues. It appears thus that
the simultaneous minimization of these quantities is a
desirable goal for solving the PEAP.
In this paper we address the problem to determine
the minimum Frobenius-norm periodic state feedback
which solves the PAEP and simultaneously minimizes
the sensitivity of the closed-loop eigenvalues. The norm
minimization problem for standard pole assignment
problem has been considered in [4]. Here, a Sylvester
equation based parametrization of the eigenvalue as-
signment problem is used and the minimum norm feed-
back is computed by performing a gradient search on
the free problem parameters. This approach has been
improved in [5], by eliminating artificial constraints on
the problem and by improving tremendously the com-
putational efficiency. An enhanced approach for the
minimum norm periodic pole assignement has been re-
cently developed in [6].
In this paper we propose a computational approach
which extends the method of [6] to address simulta-
neously the robust pole assignment aspect by defining
new cost functions to be minimized. By using a pe-
riodic Sylvester equation based parametrization of the
PEAP we derive explicit expressions of the gradients of
the cost functions in terms of the free problem param-
eters. The availability of analytic gradients allows an
efficient use of powerful minimization methods based
on gradient search techniques. Further we discuss the
numerical aspects of evaluating the cost functions and
their gradients. Each function/gradient evaluation in-
volves the solution of two periodic Sylvester equations.
Efficient, numerically stable algorithms to solve such
equations are based on the use of the periodic Schur
form and are described in [7, 8]. We show how to use
these algorithms to make cost and gradient evaluations
highly efficient. Finally, we present some numerical ex-
amples to illustrate the effectiveness of the proposed
approach to solve minimum norm robust pole assign-
ment problems.
Notation and notational conventions. For a
square time-varying matrix Ak, k = 0, 1, . . . , we denote
ΦA(j, i) = Aj−1Aj−2 · · ·Ai for j > i and ΦA(i, i) := I.
If Ak is periodic with period K, then the monodromy
matrix of the system (1) at time τ is ΦA(τ +K, τ). Its
eigenvalues are independent of τ and are called char-
acteristic multipliers. For an arbitrary periodic ma-
trix Xk of period K we use alternatively the script
notation X which associates the block-diagonal ma-
trix X = diag (X0, X1, . . . , XK−1) to the cyclic se-
quence of matrices Xk, k = 0, . . . ,K− 1. This no-
tation is consistent with the standard matrix opera-
tions like addition, multiplication, transposing, or in-
version. Further we denote with σX the K-cyclic shift
σX = diag (X1, . . . , XK−1, X0) applied to the cyclic se-
quence Xk, k = 0, . . . ,K−1. The notation Xij is used to
refer simultaneously to all (i, j) elements or to all (i, j)
blocks of the cyclic sequence Xk, k = 0, . . . ,K−1. With
a little abuse, we will also use this notation to denote
the submatrices of partitioned periodic matrices.
2 Computation of Robust and Minimum
Norm Feedback
To solve the PEAP we use a straightforward parame-
terization of the pole assignment problem. Let Gk ∈
IRm×n be a given periodic parameter matrix and let
A˜k ∈ IRn×n be a given periodic matrix such that
Λ(Φ
A˜
(K, 0)) = Γ, where Γ is a given set of characteris-
tic values. If we determine Fk as Fk = GkX−1k , where
the periodic matrix Xk satisfies the periodic Sylvester
equation (PSE)
AkXk −Xk+1A˜k +BkGk = 0, k = 0, . . . ,K−1, (2)
then we have X−10 ΦA+BF (K, 0)X0 = ΦA˜(K, 0), and
thus, Fk is a periodic matrix which solves the PEAP.
Usual restrictions on choosing A˜k and Gk are simi-
lar to those in the standard case [4]: (1) the peri-
odic pair (A˜k, Gk) is completely observable; and (2)
Λ(ΦA(K, 0)) ∩ Λ(ΦA˜(K, 0)) = ∅. If additionally the
periodic pair (Ak, Bk) is completely reachable, then
Xk satisfying (2) is generically nonsingular and for the
above Fk, we have X−1k+1(Ak + BkFk)Xk = A˜k. To
solve the robust pole assignment problem we also as-
sume that the resulting closed-loop monodromy matrix
ΦA+BF (K, 0) is non-defective. This can be achieved
by choosing, for instance, A˜0 in a real Jordan form
with only 1 × 1 or 2 × 2 diagonal blocks and A˜k,
k = 1, . . . ,K−1, diagonal. In this case, each Xk is
also an eigenvector matrix for the corresponding mon-
odromy matrix ΦA+BF (k+K, k). Although redundant,
the above parameterization has the main advantage to
allow the derivation of analytic expressions of gradients
of many useful cost functions which can be formulated
to eliminate the intrinsic non-uniqueness of the PEAP.
To solve the minimum norm robust PEAP consider the
following cost function to be minimized
J = α
1
2
K−1∑
k=0
κ2F (Xk) + (1− α)
1
2
K−1∑
k=0
‖Fk‖2F ,
where κF (Xk) := ‖Xk‖F · ‖X−1k ‖F is the Frobenius-
norm condition number of Xk and 0 ≤ α ≤ 1 is a
weighting factor. Notice that with α = 0, J defines a
norm minimization problem, while with α = 1 we get
a pure robust pole assignment problem. Intermediary
values of α lead to a combination of both aspects.
J can be expressed alternatively as
J = α
1
2
K−1∑
k=0
tr [XTk Xk]tr [X
−T
k X
−1
k ]
+(1− α)1
2
K−1∑
k=0
tr [FTk Fk], (3)
or, by using the script notation, as
J = α
1
2
K−1∑
k=0
tr [IkX TX ]tr [IkX−TX−1]
+(1− α)1
2
tr [FTF ], (4)
where Ik is a block diagonal matrix with all diagonal
blocks equal to zero with the exception of k-th block
which is equal to In. Using the proposed parametriza-
tion F is computed as
F = GX−1, (5)
where X satisfies the PSE
AX − σXA˜+ BG = 0. (6)
The gradient of J with respect to G can be computed
by employing the following result:
Proposition 1 Let F be the periodic feedback com-
puted as in (5), assigning the desired characteristic val-
ues Γ for given A˜ and G. Then, the gradient of J with
respect to G is given by
∇GJ = (1− α)(HT − BTUT ) + α
K−1∑
k=0
tr [XTk Xk]BTVTk
+α
K−1∑
k=0
tr [X−Tk X
−1
k ]BTWTk , (7)
where H = X−1FT , U satisfies the PSE
A˜U − σUσA− σHσF = 0 (8)
and VTk , WTk , k = 0, . . . ,K−1 satisfy the PSEs
A˜Vk − σVkσA− σRk = 0 (9)
A˜Wk − σWkσA− σQk = 0 , (10)
with Rk = IkX and Qk = IkX−1X−TX−1.
Proof. See Appendix A. 2
To compute for a given G the function J and its gra-
dient, we have to solve apparently 2(K + 1) PSEs of
essentially the same form as equation (6). By exploit-
ing the linearity of the PSE it is easy to observe that
we can solve directly for
Z =
K−1∑
k=0
(tr [XTk Xk]Vk + tr [X−Tk X−1k ]Wk)
which satisfies the PSE
A˜Z − σZσA− σP = 0, (11)
where
P =
K−1∑
k=0
(tr [XTk Xk]Rk + tr [X−Tk X−1k ]Qk). (12)
The corresponding expression of the gradient is
∇GJ = (1− α)(HT − BTUT ) + αBTZT . (13)
Further, we can even solve instead (8) and (11) a single
PSE of the form
A˜U − σUσA− σQ = 0 (14)
where Q = (1 − α)HF + αP, with P given by (12).
The expression of the gradient is now
∇GJ = (1− α)HT + BTUT . (15)
A somewhat simpler expression for the free term of
the PSE (14) results by employing an alternative cost
function J ′, which essentially leads to the same results.
The proposed modified cost function is
J ′ = α
1
2
K−1∑
k=0
tr ([XTk Xk] + tr [X
−T
k X
−1
k ])
+(1− α)1
2
K−1∑
k=0
tr [FTk Fk] (16)
and can be expressed by using the script notation as
J ′ = α(
1
2
tr [X TX ]+1
2
tr [X−TX−1])+(1−α)1
2
tr [FTF ].
(17)
We have the following result for the expression of the
gradient.
Proposition 2 Let F be the periodic feedback com-
puted as in (5), assigning the desired characteristic val-
ues Γ for given A˜ and G. Then, the gradient of J ′ with
respect to G is given by
∇GJ ′ = (1− α)HT + BTUT , (18)
where H = X−1FT , and U satisfies the PSE (14) with
Q = (1− α)HF + α(X + X−1X−TX−1).
Proof. The proof is very similar to that of Proposi-
tion 1 and relies on the above employed technique to
linearly combine the solutions of several Sylvester equa-
tions differing only in their free terms. 2
Having explicit analytical expressions for the function
and its gradient it is easy to employ any gradient based
technique to minimize J or J ′. However, since the di-
mension of the minimization problem Knm is poten-
tially large, a particularly well suited class of meth-
ods to solve our problem is the class of unconstrained
descent methods, as for instance, the limited mem-
ory BFGS method [9] used in conjunction with a line
search procedure with guaranteed decrease as that de-
scribed in [10]. Both methods are implemented within
the MINPACK-2 project (the successor of MINPACK-1
[11]) offering a convenient reverse communication inter-
face which allows an easy implementation of function
and gradient computations. The guaranteed decrease
feature of these methods ensures that for α > 0 the
condition numbers κF (Xk) decrease and thus the solu-
tion X of (6) remains invertible at each iteration once
an invertible solution has been determined at the first
iteration.
3 Numerical Aspects
In this section we address the efficient calculation of
the functions and gradients necessary in using gradient
based methods. For each function/gradient evaluation
the main computation is the solution of two PSEs, both
essentially of the form
AX − σXA˜+Q = 0. (19)
To ensure a satisfactory performance, these computa-
tions must be done efficiently by using numerically re-
liable algorithms. The key observation which allows
a drastic reduction of the computational cost is that
both cost functions J and J ′ are invariant to an or-
thogonal similarity transformation [5]. Thus, if F is
the optimal feedback for the original pair (A,B), then
F̂ = FZT is the optimal feedback for the transformed
pair (Â, B̂) = (σZTAZ, σZTB), where Z is an orthog-
onal matrix. By using such a transformation we can
tremendously reduce the computational effort neces-
sary to solve the PSEs.
Recall that by assumption A˜ in (19) is in a real Jordan
form, having only 1× 1 or 2× 2 possibly nonzero diag-
onal blocks. To simplify further the solution of (19) we
can determine an orthogonal Z such that Â = σZTAZ
is in a periodic Schur form (PSF) [12], where Â0 is in a
real Schur form and the matrices Âk for k = 1, . . . ,K−1
are upper triangular. By multiplying the equation (19)
with σZT from left, one obtains a reduced PSE
ÂX̂ − σX̂ A˜+ Q̂ = 0, (20)
where X̂ = ZTX and Q̂ = σZTQ. Notice that by this
transformation the resulted transformed PSE (20) has
exactly the same form as the original one in (19). After
solving equation (20) for X̂ , the solution of (19) results
as X = ZX̂ . For the solution of the reduced PSE (20)
an efficient method has been derived along the lines of
a more general procedure proposed in [7] (see [6, 13]
for details).
The procedure of [6] can exploit the block-diagonal
structure of A˜ and performs about 0.5Kn3 floating-
point operations (flops) to solve one reduced PSE of the
form (20). By assuming A already reduced to the PSF,
the total cost to evaluate either J or J ′ and their gradi-
ents is about 4Kn3 flops, from which about 3Kn3 flops
are necessary to form the free term of (20). Note that
without the preliminary reduction to the PSF, each
function and gradient evaluation would require at least
12Kn3 additional flops.
The preliminary orthogonal transformation is also use-
ful to remove the restrictive condition Λ(ΦA(K, 0)) ∩
Λ(Φ
A˜
(K, 0)) = ∅ and thus to allow a partial eigenvalue
assignment. By using an orthogonal similarity trans-
formation
σZTAZ =
[ A11 A12
0 A22
]
, σZTB =
[ B1
B2
]
,
we can reduce the matrix A to an ordered PSF (see
[12]), where the characteristic values of A11 are those
corresponding to satisfactory poles (which will be kept
unmodified), while the characteristic values of A22 will
be moved to desired values. Now we can compute by
using gradient search techniques the solution F2 of a
reduced order PEAP such that the characteristic values
of A22 + B2F2 are assigned to desired locations. The
final feedback results as F = [ 0 F2 ]ZT .
4 Numerical Examples
Example 1. This is a constant system example from [2]
with
Ak =
 e 0 00 e−1 0
0 0 1
 , Bk =
 e− 1 01 1− e−1
1 0

for k = 0, 1. We assigned the poles at Γ =
{0.6, 0.7,−0.7} and we computed for α = 0, 0.5 and
1 the optimum periodic feedback by minimizing both
J and J ′. For each solution we computed the result-
ing feedback norm ‖F‖F as well as the 2-norm and
Frobenius-norm condition numbers κ2(Vk) and κF (Vk),
where Vk is the eigenvector matrix of the monodromy
matrix Φ(A+BF )(k+2, k). We also computed the opti-
mal robust feedback minimizing J ′′ :=
∑
κ2(Vk). The
results are summarized in the following table, where for
completeness, we also included results for the solution
computed in [2]:
Criteria ‖F‖F κ2(V0) κ2(V1) κF (V0) κF (V1)
Ex. in [2] 4.59 1.67 11.17 3.27 12.26
J(α = 0) 1.62 57.59 40.72 59.14 44.46
J(α = 0.5) 2.84 2.89 2.77 4.32 4.21
J ′(α = 0.5) 2.55 3.54 3.22 5.00 4.65
J(α = 1) 3.60 2.87 2.89 4.24 4.24
J ′(α = 1) 3.92 2.87 2.16 4.24 3.67
J ′′ 7.20 1.00 1.00 3.00 3.00
It can be seen that, for this example, that the proposed
approach computes better results in terms of
∑
κ2(Vk)
than the method of [2] for all considered nonzero values
of α. Moreover, in the case of minimizing J ′′, we even
succeeded to achieve κ2(V0) = κ2(V1) = 1, that is, to
obtain orthogonal eigenvector matrices. The explana-
tion for this lies in the parametric freedom of the prob-
lem. The PEAP can freely manipulate N = n(Km−1)
parameters of the total of nmK parameters contained
in Gk. The orthogonality of eigenvectors imposes ad-
ditionally N˜ = Kn(n − 1)/2 algebraic equations. In
our case N = 9 > N˜ = 6, thus orthogonal eigenvec-
tors can be achieved by using our parametrization. For
reference purposes we give the values of the periodic
feedback minimizing J ′′:
F1 =
[ −2.9255 0.0979 0.4220
−3.9647 0.5417 0.6962
]
,
F2 =
[ −2.1550 0.1820 0.4041
−4.1761 1.6204 1.3413
]
.
Example 2. This is the multi-rate sampled-data system
example of [2] with
A0 =

0 0 0 0 0
0 0 0 0 0
0 0 e 0 0
0 0 0 e−1 0
0 0 0 0 1
 , B0 =

1 0
0 1
e− 1 0
0 1− e−1
1 0

A1 =

0 0 0 0 0
0 1 0 0 0
0 0 e 0 0
0 1− e−1 0 e−1 0
0 0 0 0 1
 , B1 =

1 0
0 0
e− 1 0
0 0
1 0

We assigned the poles at Γ = {0.5, 0.6,−0.6, 0.7,−0.7}
obtaining the following results:
Criteria ‖F‖F κ2(V0) κ2(V1) κF (V0) κF (V1)
Ex. in [2] 4.83 9.12 4.33 20.18 9.12
J(α = 0) 1.57 371.7 492.1 485.8 576.1
J(α = 0.5) 4.45 8.0 6.30 15.40 11.09
J ′(α = 0.5) 4.36 7.99 7.19 15.02 12.23
J(α = 1) 5.13 8.06 6.23 15.44 11.01
J ′(α = 1) 4.58 8.09 6.22 15.45 11.00
J ′′ 4.97 7.86 3.86 18.35 8.17
As can be observed from the table, all solutions com-
puted for the nonzero values of α are qualitatively the
same with the results of [2]. For reference purpose we
give the computed periodic feedback minimizing J ′′:
F1 =
[
0.2687 −0.0243 −2.9971 0.0256 0.3901
0.0450 −2.2733 −0.1224 2.3404 0.0314
]
,
F2 =
[ −0.1446 0.0127 −1.7855 −0.0045 0.0725
−0.1762 0.8689 −0.4829 −0.4798 −0.6458
]
.
5 Conclusions
We focussed on developing a numerical approach to
exploit the intrinsic non-uniqueness of the PEAP. One
possibility to address the non-uniqueness is by formu-
lating the PEAP as a minimum norm robust pole as-
signment problem. By using a convenient parameteri-
zation, that solution of the PEAP is sought which min-
imizes a special cost function defined as a weighted sum
between the Frobenius-norm of the periodic state feed-
back matrix and the condition numbers of the closed-
loop eigenvector matrices. The derived explicit ex-
pressions for the cost function gradient allow the use
of powerful gradient search based minimization tech-
niques. The efficient evaluation of the cost function
and its gradient is of paramount importance for the
usefulness of the proposed approach. The main nu-
merical aspects of these computations have been thor-
oughly discussed, including the efficient solution of the
involved periodic Sylvester equations. The presented
numerical examples indicate that our method provides
comparable or even better results than the recently pro-
posed robust pole assignment method in [2]. The ex-
tension of the proposed approach to periodic systems
with variable dimensions of the state and input vec-
tors is apparently possible. This aspect is however still
under investigation.
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A Proofs
To prove Proposition 1 we use the following result [6].
Lemma 1 Let Ak, Bk, Ck, Dk be n× n periodic ma-
trices of period K ≥ 1. Let X be the solution of the
PSE
AX + σXB = C. (21)
Then
tr [DX ] = tr [UC] ,
where U satisfies the PSE
BU + σUσA = σD. (22)
Proof of Proposition 1. We can write the cost function
(4) in the form
J = (1− α)J1 + α
K−1∑
k=0
J
(k)
2 J
(k)
3 , (23)
where J1 = 12 tr [FTF ], J (k)2 = 12 tr [IkX TX ] and J (k)3 =
1
2 tr [IkX−TX−1]. It follows that
∇GJ = (1−α)∇GJ1+α
K−1∑
k=0
(∇GJ (k)2 J (k)3 +J (k)2 ∇GJ (k)3 ).
For J1 = 12 tr [FTF ] we deduce the gradient ∇GJ1 from
the first order variation
∆J1 := tr [(∇GJ1)T∆G] = tr [FT∆F ].
From (5) we get
∆F = ∆GX−1 − GX−1∆XX−1.
and we have successively
∆J1 = tr [FT (∆G − F∆X )X−1]
= tr [X−1FT (∆G − F∆X )]
= tr [X−1FT∆G]− tr [X−1FTF∆X )] .
From (6) follows that ∆X satisfies the PSE
A∆X − σ∆XA˜+ B∆G = 0.
By using Lemma 1, we can write
tr [X−1FTF∆X )] = tr [UB∆G],
where U satisfies the PSE
A˜U − σUσA− σ(X−1FTF) = 0,
which, with H = X−1FT , is in fact the equation (8).
We further obtain
∆J1 = tr [(H− UB)∆G]
from which the gradient of J1 results as
∇GJ1 = HT − BTUT . (24)
We compute next the gradient of J (k)2 =
1
2 tr [IkX TX ].
As before, by using Lemma 1 we have
∆J (k)2 = tr [IkX T∆X )] = tr [VkB∆G],
where Vk satisfies the PSE (9) with Rk = IkX . From
∆J (k)2 := tr [(∇GJ (k)2 )T∆G], we obtain the gradient as
∇GJ (k)2 = BTVTk . (25)
For the term J (k)3 =
1
2 tr [X
−T
k X
−1
k ] we use again
Lemma 1 and we have successively
∆J (k)3 = tr [X
−T
k ∆(X
−1
k )] = tr [X
−T
k X
−1
k ∆XkX
−1
k ]
= tr [X−1k X
−T
k X
−1
k ∆Xk]
= tr [IkX−1X−TX−1∆X ]
= tr [WkB∆G],
where Wk satisfies (10) with Qk = IkX−1X−TX−1.
We obtain the gradient of J (k)3 as
∇GJ (k)3 = BTWTk . (26)
To obtain (7), we assemble ∇GJ according to (23) by
using (24), (25), and (26). 2
