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COMPARAISON DE L’APPROCHE GLOBALE ET DE L’APPROCHE LOCALE 
 
Youssef OYAKRIM 
 
RÉSUMÉ 
 
La présente étude a pour but de développer une méthode de classification automatique des 
sujets asymptomatiques (AS) et des sujets gonarthrosiques (OA) en se basant sur leurs 
données cinématique globales et locales lors d’un cycle de marche normale. 
 
Quatorze participants asymptomatiques et 30 patients gonarthrosiques (regroupés en deux 
groupes de sévérité de la gonarthrose selon l’échelle de Kellgren & Lawrence (KL), 16 avec 
un degré de sévérité dite légère et 14 avec un niveau de sévérité certain ou évolué) ont 
participé à cette étude. Le système de classification développé se décompose en  trois 
modules: 1- Module d’acquisition des données cinématiques (adduction-abduction, flexion-
extension et rotation interne-externe) à l’aide d’un exosquelette placé sur l’articulation du 
genou ; 2- Module d’extraction des caractéristiques selon deux approches, globale et locale. 
L’approche globale consiste à caractériser les données cinématiques en leur totalité tout en 
cherchant le sous-cycle du signal cinématique le plus discriminant tandis que l’approche 
locale caractérise les données cinématique par des points d’intérêts. 3- Module classification 
se fait par deux niveaux d’ordre hiérarchiques, une première classification pour discriminer 
les sujets AS des OA, et une autre classification pour ressortir les grades de sévérité des 
sujets OA selon deux groupe (OAKL1,2 et OAKL3,4). Le système de classification utilisé se 
base sur la méthode des sous-espaces en utilisant la décomposition en valeur singulière 
(SVD). 
 
Les résultats de classification obtenus montrent que le signal cinématique d’adduction-
abduction est le plus discriminant pour les deux approches globales et locales. Le taux de 
classification des représentations globales des sujets AS et OA est de 93,18%, et de 93,33% 
entre OAKL1,2 et OAKL3,4. Alors que le taux de classification des représentations locales entre 
les sujets AS et OA est de 77,27% et de 83,33% entre les sujets OAKL1,2 et OAKL3,4. 
 
Pour conclure, les données cinématiques globales d’adduction-abduction permettent une 
meilleure classification hiérarchique entre les sujets AS et OA en premier lieu et entre les 
grades des sujets OA (OAKL1,2 et OAKL3,4) en deuxième lieu. 
 
 
Mots-clés : Gonarthrose, asymptomatique, genou, biomécanique, cinématique, cycle de 
marche, classification, adduction-abduction. 
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ABSTRACT 
 
This study is aimed at developing a way to automatically classify asymptomatic subjects 
(AS) and osteoarthritic subjects (OA) based on global and local kinematic data obtained 
during one normal walking cycle. 
 
Fourteen asymptomatic participants and 30 osteoarthritic patients (divided into two groups 
according to the severity of their disease, based on the Kellgren & Lawrence (KL) scale: 16 
mild cases, and 14 advanced cases) took part in this study. The classification system 
developed consists of three modules: 1- a module for kinematic data acquisition (adduction-
abduction, flexion-extension, and internal-external rotation) by means of an exoskeleton 
placed over the knee joint; 2- a module for extracting the characteristics of the data using two 
approaches, global and local. The global approach characterizes all the kinematic data, 
seeking the most discriminating subcycle of the kinematic signal, while the local approach 
characterizes the kinematic data by points of interest; and 3- a module for data classification 
in two hierarchical levels, one to discriminate AS subjects from OA patients, and the other to 
sort the severity of the disease of the OA patients into two groups (OAKL1,2 and OAKL3,4). The 
classification system selected is based on a subspace method, using singular value 
decomposition (SVD). 
 
The classification results obtained show that the adduction-abduction kinematic signal is the 
most discriminating for both the global and the local approach. The rate of classification of 
the global representations of the AS subjects and OA patients is 93.18%, and 93.33% 
between OAKL1,2 and OAKL3,4. The rate of classification of the local representations between 
the AS subjects and the OA patients is 77.27%, and 83.33% between the OAKL1,2 and 
OAKL3,4 patients. 
 
In conclusion, a better hierarchical classification between the AS subjects and the OA 
patients, and between the degrees of severity of the disease in the OA patients (OAKL1,2 and 
OAKL3,4), is achieved with the global adduction-abduction kinematic data. 
 
 
Keywords : Osteoarthritis, asymptomatic, knee, biomechanics, kinematics, gait cycle, 
classification, adduction-abduction. 
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 INTRODUCTION 
 
Le genou est une articulation de grande complexité anatomique et biomécanique dont 
dépendent la mobilité et la stabilité du corps humain. La gonarthrose ou l’arthrose du genou, 
forme d’arthrite la plus courante, est considérée comme l’une des plus importantes maladies 
dégénératives du genou, la plus commune et la plus coûteuse (Adams et al., 1999). La 
gonarthrose touche plus de trois millions de Canadiens, ce qui représente environ 10 % de la 
population adulte (IRSC, 2006). De plus, elle représente la cause majeure de limitation des 
activités et d’invalidité chez les personnes âgées (Bessette et Choquette, 2001; IRSC, 2006; 
Murphy et al., 2006) et se caractérise par des douleurs, un gonflement articulaire et une 
limitation du mouvement. 
 
En clinique, la gonarthrose peut être diagnostiquée de deux façons. La première consiste en 
un examen radiologique par rayons X, imagerie par résonance magnétique (IRM) ou 
arthroscopie. Ces examens permettent de recueillir des données sur l’intégrité des structures 
au genou, mais ils ne permettent pas de décrire les aspects fonctionnels du genou puisqu’ils 
sont faits dans un état statique. De plus, la radiologie par rayons X est irradiante pour les 
patients. La deuxième façon comporte une évaluation sommaire orthopédique pratiquée en 
cabinet médical par le médecin ou l’orthopédiste. L’évaluation comprend différents tests 
manuels, questionnaires et mesures de force musculaire et d’amplitude articulaire. Les 
examens cliniques permettent de connaître l’impact de la blessure sur la fonction du genou. 
Néanmoins, ces examens ne sont pas assez sensibles pour permettre au clinicien de faire un 
choix éclairé quant au traitement à prescrire (Kurz et al., 2005; Rudolph, Schmitt et Lewek, 
2007). Des études récentes ont démontré que les données biomécaniques sont essentielles 
pour une évaluation fonctionnelle de l’état du genou (Hunter, 2009; Kurz et al., 2005; Lam et 
al., 2009; Webster et al., 2005).  
 
L’objectif général de ce projet de recherche est d’élaborer une méthode de classification 
automatique de sujets asymptomatiques et gonarthrosiques en fonction des données 
biomécaniques du genou. Voici les objectifs spécifiques : (i) Classifier les sujets 
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asymptomatiques et les sujets gonarthrosiques selon les données cinématiques; (ii) Classifier 
les sujets gonarthrisiques selon la sévérité de leur pathologie, (iii) Comparer deux 
représentations des données cinématiques, à savoir la représentation globale et la 
représentation locale. 
 
 
 CHAPITRE 1 
 
 
ANATOMIE DU GENOU 
1.1 Introduction 
Pour bien répondre à la problématique de cette étude, il est fort important d’acquérir des 
connaissances sur la fonction du genou et la gonarthrose. Le chapitre, divisé en deux parties, 
est une introduction à l’analyse de l’articulation du genou. La première partie est une mise en 
contexte des différentes composantes constituant l’articulation du genou et de leur rôle 
dynamique. La deuxième partie s’articule autour de la gonarthrose (appelée aussi l’arthrose 
du genou) considérée comme l’une des plus importantes maladies dégénératives du genou. 
Cette partie met en contexte les principales manifestations cliniques, les facteurs de risques 
de contracter la pathologie et les différentes techniques de diagnostic. 
1.2 Anatomie du genou 
Le genou est l’articulation la plus complexe du corps humain (Figure 1.1). Il constitue la 
jonction entre la partie haute et la partie basse de la jambe. Cette articulation est constituée de 
deux jointures placées côte à côte : la jointure fémoro-tibiale qui se situe entre le fémur et le 
tibia et la jointure fémoro-patellaire qui se trouve entre le fémur et la rotule. 
 
Le genou est constitué de trois segments osseux : les condyles fémoraux, les plateaux tibiaux 
et la rotule. Ces trois segments sont recouverts d’une fine couche de cartilage articulaire qui 
répartit les charges et réduit la pression au point de contact au sein de l’articulation. Le 
mouvement articulaire se fait par le glissement entre ces différentes parties cartilagineuses. 
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Figure 1.1  Coupe sagittale de l’articulation genou. 
Adaptée du CD Netter Interactive Atlas Of Humain Anatomy 3.0 (3e Édition) 
 
 
Les surfaces des segments osseux qui constituent l’articulation du genou ne sont pas 
entièrement en contact entre eux, elles sont séparées par le ménisque dans la partie 
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fémoro-tibiale. L’articulation du genou est constituée également de ligaments, de tendons et 
de muscles. Les ligaments croisés antérieurs (LCA) et ligaments croisés postérieurs (LCP) 
jouent le rôle de stabilisateur et de support de l’articulation, alors que les tendons 
transmettent la force musculaire. Finalement, les muscles jouent le rôle de commande 
motrice ou de frein pour l’articulation. Ils permettent de garder la mobilité de l’articulation 
tout en assurant sa stabilité. Ces différentes structures ainsi que leur fonctionnalité sont 
présentées à la section 1.2. 
1.2.1 Le fémur 
Le fémur, os intermédiaire entre le bassin et la jambe, est situé tout au long de la cuisse et 
enveloppé par différents muscles (Figure 1.2). Il est l’os le plus long et le plus fort du corps 
humain. Sa robustesse lui permet de supporter des contraintes mécaniques et des pressions 
pouvant atteindre 280 kg/cm2. Il s’articule dans sa partie proximale avec l’os iliaque, nommé 
aussi os des iles, puis s’allonge obliquement jusqu’au genou. Cette structure améliore 
l’équilibre du corps et rapproche le genou du centre de gravité. Pour mieux décrire le fémur, 
nous pouvons le décomposer en trois composantes. La première est la tête fémorale. Elle est 
caractérisée par la forme de 2/3 d’une sphère et elle est tapissée d’une fine couche de 
cartilage articulaire (pour en savoir plus, voir la section 1.2.4). Sa forme sphérique lui permet 
de bien s’emboîter dans la partie concave de l’os coxal de la hanche. La deuxième 
composante, la diaphyse ou la partie centrale, constitue le corps pilier du fémur. La troisième 
est une composante distale comportant trois parties : la surface patellaire, la surface 
articulaire avec la rotule et la surface articulaire avec les condyles. 
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Figure 1.2  Le fémur (a) vue antérieure et (b) vue postérieure. 
Adaptée du site www.doctorology.net 
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1.2.2 Le tibia 
Le tibia, tiré du mot latin jambe, se classe deuxième après le fémur en force et en longueur 
(Figure 1.3). Il est légèrement convexe en avant et sa partie supérieure est large, épaisse et 
triangulaire. 
 
 
 
Figure 1.3  Tibia et fibula de la jambe droite :  
vue antérieure (à gauche) et vue postérieure (à droite).  
Adaptée de Humain Anatomy (2000) 
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1.2.3 La rotule 
La rotule (Figure 1.4), du nom latin Rotula qui signifie roue, se nomme os plat et se trouve 
sur la partie frontale du genou entre le fémur et le tibia. La rotule a deux rôles essentiels : 
 
• Elle protège le genou et, plus précisément, le tendon du quadriceps. 
• Elle sert de poulie pour augmenter le bras de levier sur lequel s'appuient les tendons 
quadrucipitals et rotuliens (procure 30 % de force au quadriceps). La rotule permet 
également de déplacer vers l’avant le tendon du quadriceps. 
 
 
 
 
 
Figure 1.4  La rotule : vue antérieure (à gauche) et vue postérieure (à droite). 
Tirée d’Anatomie et physiologie humaine 3e édition, Marieb, 2005 
1.2.4 Le cartilage articulaire 
Le cartilage articulaire est une mince couche de cartilage qui recouvre l’extrémité inférieure 
du fémur et la partie supérieure du tibia ainsi que la surface postérieure de la rotule. Il offre 
une surface ferme et lisse qui facilite et réduit les forces appliquées sur le genou durant son 
activité. Il est de couleur blanc brillant et d’épaisseur qui varie entre 1et 7 mm. La structure 
du cartilage a été appréhendée par plusieurs chercheurs. Les premières études menées par 
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Hunter datent de l’année 1973. Depuis, plusieurs travaux de recherches ont démontré que la 
principale composition du cartilage est la matrice extracellulaire et les chondrocytes (Adouni 
et Shirazi-Adl, 2009; Frank, 1990). La matrice extracellulaire est un milieu sans vaisseaux et 
sans nerfs. Il est de couleur blanc bleuté chez les personnes jeunes et devient de couleur 
blanc jaunâtre chez les personnes âgées. Cette matrice est composée essentiellement d’eau 
(entre 60 % et 80 % de son poids total). Le cartilage articulaire est constitué de quatre zones 
regroupées selon la composition et la structure du milieu (Figures 1.5 et 1.6) : 
 
 
 
Figure 1.5  Le cartilage articulaire. 
Adaptée de Mandelbaum et al.,(1998) 
 
La distribution des fibres de collagènes tout au long du cartilage permet de distinguer quatre 
zones. La première, zone superficielle, représente 10 à 20 % de l’épaisseur du cartilage. Dans 
cette zone, les fibres de collagènes sont disposées parallèlement à la surface articulaire. La 
deuxième couche, zone intermédiaire, représente 40 à 60 % de l’épaisseur du cartilage. Les 
fibres de collagène dans cette zone sont orientées de façon aléatoire et leur densité est moins 
importante que celle de la surface. La troisième couche, zone profonde, représente 30 % de 
l’épaisseur du cartilage. Dans cette zone, les fibres de collagènes sont disposées 
perpendiculairement à la zone calcifiée qui constitue la quatrième zone. Comme son nom 
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l’indique, cette zone est calcifiée sur 5 à 10 % de l’épaisseur du cartilage; elle est plus rigide 
et en contact direct avec la plaque osseuse. 
 
 
Figure 1.6  Le cartilage articulaire. 
Tirée du site : http://www.polymtl.ca/lm2/recherche/modelisation_micrometrique.php 
 
L’organisation des fibres de collagène, décrite précédemment, donne au cartilage la propriété 
de résistance aux contraintes mécaniques.  
1.2.5 Le ménisque 
Le ménisque est un fibrocartilage en forme d’un croissant interposé entre les condyles 
fémoraux (interne/externe) et les compartiments du plateau tibial correspondant (Figure 1.7). 
Son principal rôle consiste à rendre les surfaces articulaires du tibia plus profondes pour 
absorber les chocs transmis à l’articulation du genou. Les ménisques se décomposent en une 
partie interne et une partie externe. Le ménisque interne est sous la forme d’un « C » et le 
ménisque externe sous la forme d’un « O ». Le ménisque interne est caractérisé, d’une part, 
par un diamètre plus petit que le ménisque externe et, de l’autre, par une largeur et une 
épaisseur plus grande que le ménisque externe. Les deux ménisques, fixés sur le plateau 
tibial, forment une cavité réceptrice des condyles fémoraux correspondants. 
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Figure 1.7  Le ménisque – Vue supérieure du genou droit. 
Adaptée du site : http://biokineticist.com/knee%20-%20meniscus.htm 
 
Les études de Spilker, Donzelli et Mow (1992) ont démontré que le ménisque joue un rôle 
très important dans la transmission des forces liées aux charges sur le genou grâce à ses deux 
cavités biphasiques et à son comportement en fluage et en relaxation. 
1.3 La gonarthrose 
Il s’agit de la forme d’arthrite la plus répandue dans le monde, l’une des plus importantes 
maladies dégénératives du genou et la plus coûteuse (Adams et al., 1999) (Figure 1.8). Elle 
touche 27 millions d’États-Uniens (Lawrence et al., 2008) ce qui représente 12,1 % de la 
population adulte (Diseases, 2002). Cette pathologie provoque des douleurs qui diminuent, 
voire limitent, la capacité fonctionnelle du genou (Arden et Nevitt, 2006). Elle touche 80 % 
des gens arthrosiques, dont 25 % ne peuvent plus accomplir leurs tâches quotidiennes (WHO 
Scientific Group, 2003). 
 
Les articulations du corps humain peuvent être toutes sujettes à l’arthrose. Les articulations 
du genou, de la hanche et des doigts sont très vulnérables parce qu’elles endurent des forces 
et des charges et sont sollicitées de façon répétitive. La figure 1.9 illustre les différentes 
formes d’arthrose et leur pourcentage respectif. 
12 
 
 
Figure 1.8  Genou sain et genou gonarthrosique. 
Tirée du site : www.ch-verdun.fr/le-chv/lexique-du-chv/l2019arthrose-du-genou 
 
 
 
Figure 1.9  Diagramme des sujets atteints d’arthrose dans les articulations périphériques. 
L’arthrose du genou touche 48 % des sujets. 
Tirée de Cohorte de Dicomano (Mannoni et al., 2003) 
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Le genou est exposé à plusieurs contraintes mécaniques, ce qui le rend vulnérable aux 
blessures : traumatismes, luxations et entorses. Le National Centre for Education Statistics 
aux États-Unis rapporte plus de 7 000 000 d’opérations chirurgicales effectuées annuellement 
liées aux troubles du genou (Scott, 1994). 
 
La gonarthrose est observée lorsqu’il y a déséquilibre entre la résistance des tissus 
articulaires et l’articulation du genou ou, encore, lorsqu’il y a usure du cartilage articulaire 
qui couvre les extrémités osseuses de l’articulation. Dans le cas normal, appelé aussi non 
pathologique ou asymptomatique, le cartilage diminue le frottement entre les différentes 
parties osseuses. La dégradation du cartilage articulaire affecte la bonne répartition des forces 
sur l’articulation, ce qui nuit aux propriétés biomécaniques et provoque des douleurs 
chroniques dans l’articulation du genou (Lequesne et Menkes., 1995). Citation de Sokoloff : 
« Le cartilage vit bien dans une large fourchette de charges; en deçà et au-delà, il souffre » 
(Sokoloff, 1969). 
1.3.1 Différents types de la gonarthrose 
Nous distinguons deux types d’arthrose : l’arthrose primitive et l’arthrose idiopathique. 
L’arthrose primitive (ou primaire) est la forme d’arthrose la plus courante. Elle survient de 
manière spontanée (Buckwalter et Mankin, 1997). L’arthrose idiopathique (ou secondaire) 
touche le plus souvent les personnes de plus de 40 ans (Buckwalter et Martin, 2006) et les 
personnes moins jeunes à la suite d’une blessure articulaire ou inflammatoire (Buckwalter et 
Martin, 2006). 
 
Selon la gravité de l’érosion cartilagineuse, l’usure du cartilage articulaire peut être complète 
ou incomplète. L’usure est complète quand le cartilage articulaire est complètement disparu : 
l’os commence à se frotter contre os, ce qui provoque des douleurs insupportables qui 
peuvent aller jusqu’à la paralysie de l’articulation. L’usure est incomplète quand l’épaisseur 
du cartilage devient irrégulière, ce qui rend le mouvement articulaire assez douloureux. Il 
existe trois types de gonarthrose en fonction du compartiment atteint : 
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1) l’arthrose fémoro-tibiale interne qui représente 67 % des cas de gonarthrose 
(McAlindon et al., 1992); 
2) l’arthrose fémoro-tibiale externe qui représente 16 % des cas de gonarthrose 
(McAlindon et al., 1992); 
3) l’arthrose fémoro-patellaire (entre le fémur et la rotule) qui représente 88 % des cas de 
gonarthrose (McAlindon et al., 1992). Ce type d’arthrose, souvent négligé, peut être la 
cause d’une invalidité importante (McAlindon et al., 1992). 
 
Si les quatre types d’arthrose sont présents dans le genou, il s’agit alors d’une gonarthrose 
globale. Une étude statistique réalisée sur un groupe de 777 participants de plus de 50 ans a 
démontré que 40 % des participants ont une affection fémoro-tibiale et fémoro-patellaire, 
24 % des cas, fémoro-patellaire et 4 %, fémoro-tibiale (Duncan et al., 2006). 
1.3.2 Les principaux facteurs de l’apparition de la gonarthrose 
Les principaux facteurs de risques contribuant à l’apparition de la gonarthrose ont fait l’objet 
de plusieurs études (Felson, 1995; Hunter, 2009). Des facteurs comme l’obésité, l’âge, le 
sexe, la quantité d’une activité physique qui sollicite l’articulation, l’hypermobilité de 
l’articulation et les troubles musculaires sont considérés comme les principaux facteurs de 
l’apparition de la pathologie. 
1.3.2.1 L’âge et le sexe 
En 1986, l’American College of Rheumathology (ACR) a ciblé l’âge supérieur à 50 ans 
comme un critère clinique de présenter une gonarthrose (Altman et al., 1986). D’autres 
études, comme l’enquête de la National Health and Nutrition Examination Survey 
(NHANES) et Jamard et al. (2000), ont montré que la prévalence de la maladie est de l’ordre 
de 3 % dans la tranche d’âge – 45 à 54 ans – et de 15% dans la tranche – 65 à 74 ans. Cette 
enquête est corroborée par Lawrence et al., (2008) qui confirment l’augmentation de la 
prévalence de la gonarthrose avec l’âge. De même, l’étude de Decade (2005) a démontré une 
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relation directe et exponentielle entre l’âge et la prévalence de la gonarthrose. Les recherches 
menées par Arden et Nevitt (2006) classent la gonarthrose en deuxième position dans la liste 
des pathologies qui causent l’incapacité fonctionnelle chez les personnes de 50 ans et plus. 
 
Une revue de la littérature a démontré que les femmes ont un risque plus élevé d’être 
atteintes de l’arthrose du genou et de la main quel que soit leur âge (Srikanth et al., 2005). Le 
risque est encore plus élevé chez les personnes âgées de 50 à 55 ans (Lawrence et al., 2008). 
 
 
 
Figure 1.10  Prévalence autodéclarée et nombre de sujets souffrant d’arthrite ou de 
rhumatisme selon l’âge et le sexe, personnes à domicile de 15 ans et plus, Canada, 2000. 
Tirée de l’enquête sur la santé dans les collectivités canadiennes, 2000, Statistique Canada 
(L'arthrite au Canada une bataille à gagner, 2003) 
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Figure 1.11  Nombre de sujets souffrant d’arthrite ou de rhumatisme selon l’âge et le sexe, 
personnes à domicile de 15 ans et plus, Canada, 2000  
Tirée de l’enquête sur la santé dans les collectivités canadiennes, 2000, Statistique Canada 
(L'arthrite au Canada une bataille à gagner, 2003) 
1.3.2.2 L’obésité 
Les recherches menées tout au long de ces dernières années montrent une relation directe 
entre l’obésité et la prévalence de la gonarthrose; en fait, le poids corporel élevé induit une 
surcharge sur l’articulation du genou et ses composantes (Figure 1.12). La gonarthrose a 
tendance à se manifester davantage chez les personnes obèses que chez les personnes non 
obèses (Cicuttini, Spector et Baker, 1997). Une étude sur 300 sujets dans la population 
marocaine, dont la moyenne d’âge est de 56,6 ± 9,4 ans, a montré une interaction entre la 
gonarthrose et l’indice de masse corporelle (IMC) indépendamment du sexe des sujets 
(Rostom et al., 2007). Le risque de la gonarthrose est majoré de 15 % pour chaque 
augmentation d’une unité d’IMC (Anderson et Felson, 1988). Le risque de souffrir d’une 
gonarthrose augmente de 35 % pour chaque augmentation du poids corporelle de cinq 
kilogrammes (Hart et Spector, 1993). 
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Figure 1.12  Centre de gravité du corps humain dans deux positions : debout 
 (gauche) exerce une pression sur les membres inferieurs et fléchie (droite). 
Tirée de Whittle (2003) 
 
Par ailleurs, des études récentes ont montré, qu’indépendamment de l’IMC, il existe une 
relation entre le tour de taille et la gonarthrose (Ghroubi et al., 2007). Les auteurs ont conclu 
que le tour de taille pourrait être un indice prédictif de la pathologie. 
1.3.2.3 Les traumatismes 
Les traumatismes comme les lésions ligamentaires et les lésions méniscales ont un impact 
direct sur la répartition des forces sur l’articulation du genou et, surtout, sur le mouvement de 
rotation, ce qui cause des fibrillations, puis des fissures cartilagineuses (Lequesne, 2004). Les 
lésions du ménisque interne et externe induisent souvent une instabilité du genou et le risque 
d’être atteint de la gonarthrose (Dojcinovic et al., 2005). « Le facteur principal qui conduit 
au développement d’une arthrose est l’association d’une lésion concomitante du ménisque 
interne » (Dejour et al., 1988; Dojcinovic et al., 2005). 
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Les ruptures intra-ligamentaires représentent 10 % des lésions du ligament croisé antérieur et 
peuvent induire une arthrose précoce (Dojcinovic et al., 2005). De même, la faiblesse du 
quadriceps a été ciblée comme facteur favorisant l’apparition de la gonarthrose (Slemenda et 
al., 1997) : Les sujets asymptomatiques utilisent le quadriceps pour un effet moteur ou de 
frein du tibia avant de toucher le sol, alors que les personnes gonarthrosiques utilisent le sol 
pour freiner ou réduire la vitesse de la marche. 
1.3.2.4 Le sport 
Plusieurs études ont émis l’hypothèse de l’existence de liens entre la pratique de sports et la 
gonarthrose (Cooper et Coggon, 1999; Lequesne, Dang et Peyron, 1989; Neyret, Donell et 
Dejour, 1994; Rannou, Poiraudeau et Revel, 2001). Par exemple, les études de Boyer et al., 
(1981), menées sur 201 patients masculins de 40 ans et ayant consulté un clinicien, ont 
démontré que 87 % d’entre eux avaient des antécédents de pratique de sport. 
 
Par ailleurs, l’ACR recommande la pratique d’une activité physique aérobique raisonnable 
pour les sujets gonarthrosiques (Rolland et al., 2000). Nous pouvons donc remarquer la 
multitude des facteurs de risques que représentent la gonarthrose. Les données dans la 
littérature sont souvent contradictoires. 
1.3.2.5 La génétique 
Des facteurs génétiques peuvent mettre en évidence la prévalence de l’arthrose, tel que l’a 
montré l’étude menée par (Bardin et Cornélis, 2000). Le risque est d’autant plus élevé chez 
les personnes apparentées que dans la population générale. D’autres recherches encore à un 
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stade très préliminaire sur le gène COL2A11 et les récepteurs de la vitamine D relèvent des 
soupçons quant à leurs rôles dans l’apparition de l’arthrose. 
 
L’étude de Chitnavis et al. (1997) a conclu l’hypothèse suivante : « Les frères ou les sœurs 
d’un patient ayant nécessité une prothèse totale de genou ont un risque relatif, par rapport 
aux conjoints, de 4,5 d’avoir une prothèse totale de genou. » De plus, les études de 
NHANES, Anderson et Felson, (1988) ont dévoilé un lien entre les caractéristiques ethniques 
et la gonarthrose; la fréquence de cette dernière est plus observée chez les femmes de peau 
noir que chez les femmes caucasiennes après l’élimination des autres facteurs tel que l’âge et 
le poids. 
1.3.2.6 Alignement des membres inferieurs 
L’axe des membres inférieurs est défini par l’alignement entre la tête fémorale et le centre de 
la cheville passant par le centre du genou. Cet alignement définit la répartition des champs de 
force sur l’articulation du genou. Ainsi, un mauvais alignement des membres inférieurs peut 
causer des troubles importants du fonctionnement et de la biomécanique du genou.  
 
 
 
 
                                                 
1 COL2A1 : collagène de type II, alpha 1 (arthrose primaire, dysplasie spondylo, congénitale), également connu 
sous le nom COL2A1, gène humain qui fournit des directives pour la production de la pro-alpha1 (II) et de la 
chaîne de collagène de type II. 
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Figure 1.13  Illustration de trois types de désalignement autour du genou dans 
 le plan frontal et de leur effet sur les os des membres inférieurs. Alignement normal (a), 
alignement varus (b), et alignement valgus (c). 
Tirée de Boivin et al.,(2008) 
 
La figure 1.13 illustre les trois cas d’alignement des membres inférieurs. L’alignement est 
considéré comme normal quand tous les points des membres inférieurs (tête fémorale, centre 
du genou et centre de la cheville) sont placés sur le même axe (Figure 1.14 (a)). Un 
alignement est considéré comme varus, ou genu varum, quand les deux genoux s’écartent 
vers l’extérieur de l’axe normal (Figure 1.13 (b)). Dans ce cas, une pression est exercée sur la 
partie interne de l’articulation du genou. À l’opposé, pour un alignement valgus, ou genu 
valgum, les membres inferieurs ont la forme d’un " X " (Figure 1.13 (c)) : les deux genoux 
sont rapprochés, tandis que les chevilles sont écartées. Les forces sont alors réparties sur la 
partie externe du genou. 
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1.3.3 Diagnostic de la gonarthrose 
1.3.3.1 Diagnostic par un médecin 
Les cliniciens suspectent la gonarthrose à l’apparition, notamment, de raideur articulaire qui 
est l’un des premiers signes cliniques (Tableau 1.1). La raideur articulaire a tendance à se 
manifester le matin pendant quelques minutes, puis s’atténue avec l’activité articulaire. Le 
crépitement osseux est aussi un signe indicatif de l’arthrose. Il est causé par le frottement du 
fémur sur le tibia à cause du manque ou de l’insuffisance de lubrifiant articulaire, ce qui 
conduit à la formation d’ostéophytes.  
 
La raideur articulaire et le crépitement osseux peuvent être accompagnés de douleurs à 
l’articulation. Ces douleurs s’intensifient avec la pratique d’activités sportives dans un 
premier stade. Dans un stade développé, ils peuvent surgir à la pratique d’activités 
quotidiennes tels que marcher, monter ou descendre un escalier (Turcot, 2007). 
 
Tableau 1.1  L’arthrose : approche diagnostique et thérapeutique 
Tiré de Bessette (2001) 
 
Signes Cliniques de la gonarthrose 
Déformation en varus ou valgus, contracture en flexion 
Atrophie du quadriceps 
Gonflement osseux et épanchement intra-articulaire 
Kyste de Baker 
Douleur articulaire et péri-articulaire (bursite ansérine ou tendinite de la patte d’oie) 
Articulaire avec douleur en flexion et crépitations 
Instabilité ligamentaire dans les cas d’arthrose sévère 
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D’autres études ont montré que plusieurs personnes présentant des signes radiologiques de 
l’arthrose n’avaient aucun symptôme (Bagge et al., 1992). L’étude de Cohen, de Lara et 
d’Auquier (1982) réalisée sur 142 patients sur une période de plusieurs années a démontré 
que la douleur chez les patients apparaissent durant un laps de temps limité chiffré à 30 % de 
la durée totale de l’observation. 
1.3.3.2 Diagnostic par plusieurs modalités d’imagerie 
L’évaluation par les différentes modalités d’imageries joue un rôle important dans le 
diagnostic de la gonarthrose et de sa sévérité. Cette modalité d’évaluation permet également 
de faire le suivi de la progression de la pathologie. Il existe différentes modalités d’imagerie 
utilisées en rhumatologie qui permettent le diagnostic de la gonarthrose. Nous pouvons, entre 
autres, citer la radiographie conventionnelle, l’imagerie par résonnance magnétique (IRM) et 
l’arthroscanner. Ces types de diagnostic précisent la gravité de la gonarthose et confirment 
les diagnostiques faits par le médecin. 
 
La radiologie conventionnelle 
La radiologie conventionnelle est la modalité de référence pour le diagnostic de l’arthrose 
(Altman et al., 1983) (Figure 1.14). Elle représente la technique la plus utilisée pour 
l’évaluation de l’arthrose. L’examen radiographique standard consiste à prendre trois 
radiographies : une sur le genou de face et en extension (en charge), une deuxième à 30 ° de 
la flexion en charge avec les quadriceps contractés (en schuss), puis une dernière en défilé 
fémoro-patellaire à 30 ° et 60 ° de la flexion. 
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Figure 1.14  Deux images radiologiques du genou. À gauche, la radiographie montre le 
compartiment fémoro-tibial en bonne santé, tandis que la radiographie de droite  
montre un rétrécissement de l'espace articulaire. 
Tirée de Michel Bonnin et Chambat (2008) 
 
L’étude de Bessette et Choquettes, (2001) mentionne que la radiographie est insuffisante 
pour confirmer le diagnostic de l’arthrose. Par contre, elle nous renseigne sur le degré de 
sévérité de l’arthrose et permet de faire un suivi structural de la pathologie (Buckland-
Wright, 2006). 
 
L’imagerie par résonance magnétique 
L’IRM permet de diagnostiquer la gonarthrose à un stade précoce (Abadie et al., 2004; 
Blumenkrantz et Majumdar, 2007; Eckstein, Mosher et Hunter, 2007). Elle constitue une 
évaluation multiplanaire à haute résolution. Le haut taux de contraste entre les images donne 
une meilleure reconnaissance des structures articulaires (os, tissus mous articulaires et péri-
articulaires) (Abadie et al., 2004). La quantification de l’épaisseur cartilagineuse et la 
détection d’ostéophytes sont les points forts de l’IRM (Blumenkrantz et Majumdar, 2007). 
De plus, l’IRM détecte également les ruptures ligamentaires, les lésions méniscales et les 
inflammations articulaires (Conaghan et al., 2006). 
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Figure 1.15  Imagerie par résonance magnétique du genou d’un patient gonarthosique 
montrant les différentes lésions, source de douleurs. 
Tirée de David T.Frlson et Schaible (2009) 
 
Malgré les avantages l’IRM, elle présente quelques lacunes. En effet, la séquence d’images 
IRM est réalisée en position couchée, ce qui ne tient pas compte du poids corporel à 
l’articulation du genou. De plus, les coûts reliés à cette modalité de diagnostic sont très 
élevés. 
 
Arthroscopie 
L’arthroscopie du genou est une technique minimalement invasive qui combine 
l’intervention chirurgicale d’un côté et l’imagerie de l’autre. Par un ou plusieurs petits 
orifices et à l’aide d’un arthroscope (Chassaing et Lemoine, 2004), un liquide physiologique 
opaque est introduit au cœur de l’articulation du genou. L’arthroscopie permet de faire deux 
types d’évaluations : directe ou indirecte. L’évaluation est indirecte lorsqu’une radiographie 
est prise pour le diagnostic. Elle est directe à la suite de la visualisation des structures 
articulaires, méniscales ou ligamentaires à l’aide de la mini-caméra située au bout de 
l’arthroscope (Chassaing et Lemoine, 2004). Cependant, cette technique d’imagerie est 
considérée comme minimalement invasive et coûteuse (Ravaud, Ayral et Dougados, 1999). 
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Figure 1.16  Arthroscanner mettant en évidence une large  
ulcération du cartilage condylien médial. 
Tirée d’Étienne André (2006) 
1.3.3.3 Questionnaire 
Les questionnaires représentent une autre forme d’évaluation complémentaire aux examens 
cliniques et aux méthodes d’imageries. Les questionnaires permettent d’évaluer l’échelle de 
douleur ressentie par le patient et introduisent un nouveau facteur complémentaire à 
l’examen du clinicien (de Bock et al., 1994). Par exemple, la gravité de la douleur peut 
orienter la décision du médecin sur le choix thérapeutique (Peat, Croft et Hay, 2001). Le 
questionnaire le plus reconnu est le WOMAC (Tableau 1.2). La section de douleur du 
WOMAC est l’une des échelles de douleur les plus recommandées pour les patients 
arthrosiques (Tsai et Tak, 2003) et il existe deux méthodes pour y répondre, soit par l’échelle 
de Lickert avec 5 réponses possibles (nulle = 0; minime = 1; modérée = 2; sévère =3; 
extrême = 4), soit par une échelle analogique visuelle de 100 mm. Les questionnaires 
permettent aussi d’évaluer les symptômes et les limitations physiques et motrices d’un 
patient durant ses activités normales ainsi que l’évaluation de sa qualité de vie et de son état 
par rapport au traitement prescrit (Brazier et al., 1999; Garratt, Brealey et Gillespie, 2004). 
 
 
 
26 
Tableau 1.2  Les 24 questions de l'index du WOMAC 
Adapté du site : http://www.gera.fr/Downloads/Formation_Medicale/Genou-
douloureux/womac%20+%20kellgren-lawrence.pdf 
 
Douleur Quelle est l’importance de la douleur ? 
 Lorsque vous marchez sur une surface plane? 
Lorsque vous montez ou descendez les escaliers? 
La nuit, lorsque vous êtes au lit? 
Lorsque vous vous levez d’une chaise ou que vous vous asseyez? 
Lorsque vous vous tenez debout? 
Raideur Quelle est l’importance de la raideur de votre articulation 
 Lorsque vous vous levez le matin? 
Lorsque vous bougez, après vous de vous assoir, couché ou 
reposé durant la journée? 
Importance 
fonctionnelle 
Quelle est l’importance de la difficulté que vous éprouvez à : 
 monter ou descendre les escaliers 
vous relevez de la position assise? 
vous penchez en avant? 
entrer dans la voiture et en sortir? 
enfiler vos collants ou vos chaussettes? 
enlever vos collants ou vos chaussettes? 
vous asseoir sur le siège de la toilette et vous relever? 
faire le ménage « à fond » de votre domicile? 
faire l’entretien quotidien de votre domicile? 
marcher sur un terrain plat? 
vous asseoir, vous tenir debout? 
faire des courses? 
vous étendre sur le lit, sortir du lit? 
Cotation 
Deux systèmes : 
échelle de Lickert : 
   (nul = 0; minime = 1; modéré = 2; sévère = 3; extrême = 4) ; 
échelle visuelle analogique de  100 mm. 
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1.4 Conclusion 
Dans le chapitre, nous avons abordé l’articulation du genou, les différentes composantes qui 
la constituent et leur rôle dans sa dynamique. Nous avons également décrit la gonarthrose et 
les facteurs de risques menant à son apparition et à son évolution. Finalement, nous avons 
présenté les deux principales façons de diagnostiquer la gonarthrose. La première consiste en 
un examen radiologique par rayons X, imagerie IRM ou l’arthroscopie. Ces examens 
permettent de recueillir des données sur l’intégrité des structures du genou, mais ils ne 
permettent pas de décrire les aspects fonctionnels du genou puisqu’ils sont faits dans un état 
statique. De plus, la radiologie par rayons X est irradiante pour les patients. La deuxième 
façon consiste en une évaluation sommaire orthopédique pratiquée en cabinet médical par le 
médecin ou l’orthopédiste. Cette évaluation est constituée de différents tests manuels, de 
questionnaires et de mesures de force musculaire et d’amplitude articulaire. Les examens 
cliniques permettent de connaitre l’impact de la blessure sur la fonction du genou. 
Néanmoins, ces examens ne sont pas assez sensibles pour permettre au clinicien de faire un 
choix éclairé quant au traitement à prescrire (Kurz et al., 2005; Rudolph, Schmitt et Lewek, 
2007). 
 
Par ailleurs, des études récentes ont montré que les données biomécaniques sont essentielles 
pour une évaluation fonctionnelle de l’état du genou (Hunter, 2009; Kurz et al., 2005; Lam et 
al., 2009; Webster et al., 2005). Au chapitre 2, nous présentons les aspects reliés aux données 
biomécaniques du genou. 
 
 

 CHAPITRE 2 
 
 
LA BIOMÉCANIQUE DU GENOU 
2.1 Introduction 
L’étude de la biomécanique du genou décrit la fonction de l’articulation du genou en termes 
de composantes mécaniques (McLeod, 1980). Les données biomécaniques peuvent être 
cinétiques tridimensionnelles (3D) (forces de réaction au sol), cinématiques (mouvements 
des os du genou) et accélérométriques (accélération des mouvements à proximité du centre 
de gravité du genou). Dans le cadre du projet de recherche, les données biomécaniques 
utilisées correspondent à la cinématique du genou, à savoir le déplacement angulaire du tibia 
par rapport au fémur en fonction du cycle de marche. 
 
Le présent chapitre offre une mise en contexte de la cinématique du genou pour mieux 
comprendre la problématique reliée à ces travaux de recherches. Il présente le cycle de 
marche avec ses différentes phases (Section 2.2) et décrit les données cinématiques du genou 
(Section 2.3). 
2.2 Cycle de marche 
La marche est le moyen de déplacement naturel de l’être humain durant lequel les membres 
inférieurs sont fortement sollicités. Les personnes souffrant de pathologie aux membres 
inferieures ont tendance à avoir des perturbations sur l’effort musculaire et à faire plus 
d’effort pour des petits mouvements. Leur schéma de marche est, par conséquent, une 
combinaison de mouvements normaux et anormaux. 
 
De nos jours, les chercheurs des laboratoires d’analyse de mouvement cherchent de nouvelles 
techniques de diagnostic en exploitant le cycle de marche des personnes pour prédire une 
déformation ou une pathologie. L’utilisation d’une telle approche permet aux cliniciens de 
façonner leur verdict par rapport à une consultation grâce à la cueillette de données non 
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visibles à l’œil nu. La compréhension du cycle de marche doit être acquise par tous les 
spécialistes du domaine de la santé : médecins, cliniciens, kinésithérapeutes, prothésistes, 
orthésistes et ingénieurs (Perry, 2010). 
 
 
 
Figure 2.1  Cycle de marche normale du pied droit (en gris). 
Tirée de Whittle (2003)  
 
La marche est une série de mouvement des membres inférieurs permettant la translation du 
corps vers l’avant. Au cours de son déplacement, les deux membres inférieurs subissent des 
pressions du poids corporel : l’un constitue la source de soutien tandis que l’autre constitue la 
source de mobilité. Ils permutent de fonction tout au long de la durée de la marche. Le 
transfert du poids corporel d’un membre à un autre se fait au contact des deux membres avec 
le sol. Une seule séquence de cette transition de marche est appelée cycle de marche (CM). 
Pour simplifier le cycle, nous choisissons la période du contact du pied au sol comme repère 
de début et de fin de cycle. Le CM est un intervalle entre deux occurrences successives d’un 
événement répétitif de la marche (Whittle, 2003). 
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Le cycle de marche se divise en deux phases : la phase d’appui (Stance phase) et la phase 
d’envol (Swing phase). La phase d’appui représente 60 % du cycle de marche (Figure 2.2). 
Elle désigne la période durant laquelle le pied touche le sol pour soutenir le poids corporel. 
Durant la phase d’envol, qui représente les 40 % du cycle de marche, le pied est en 
suspension avant de passer à la phase d’appui suivante (Perry, 2010). 
 
 
Figure 2.2  Cycle de marche normal composé d’une phase d’appui et d’une phase 
d’envol. 
Adaptée de Perry (2010) 
 
 
Tableau 2.1  La période de contacte du pied au sol 
Tiré de Perry (2010) 
 
Phase d’appui (Stance)   60 % 
    Phase de mise en charge 10 %  
    Phase de milieu d’appui 40 %  
    Phase de fin d’appui 10 %  
Phase d’envol (Swing)  40 % 
2.2.1 Phase d’appui 
La phase d’appui est la période durant laquelle la jambe touche le sol. Cette phase peut être 
divisée en cinq sous-phases selon le rôle du genou et du pied pendant le CM normal (Figure 
2.3) (Fuentes, 2010). 
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Figure 2.3  Sous-phases de la phase d'appui. 
Tirée de Fuentes (2010) 
 
Contact initial : 1 à 2 % du CM  
Le contact initial se manifeste par l’amortissement du mouvement de la jambe avec le sol. Le 
contact du pied au sol assure la stabilité de la jambe. 
 
Phase de chargement : 1 à 10 % du CM  
Le genou continue sa progression vers l’avant et il se stabilise tout en absorbant le poids 
corporel. Le genou est une articulation qui assure, en même temps, la stabilité et la mobilité. 
 
Milieu de la phase d’appui : 10 à 30 % du CM  
Durant cette phase, le corps pivote par-dessus le pied qui est au sol. L’articulation du genou 
assure principalement la stabilité des membres inférieurs. 
 
Fin de la phase d’appui : 30 à 50 % du CM  
Durant cette phase, le genou connait un mouvement de flexion complet, ce qui lui permet 
d’allonger la longueur du pas. Le genou assure la stabilité du corps pendant l’appui unipodal. 
 
Phase de préenvol : 50 à 60 % du CM  
Le genou permet à la jambe de se mettre dans une position adéquate pour effectuer une 
poussée vers l’avant. 
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2.2.1 Phase d’envol 
La phase d’envol est la période durant laquelle le pied est en suspension à la recherche d’un 
nouveau point de déplacement. Cette phase se divise en trois sous-phases selon le rôle du 
genou et du pied pendant le CM normal (Figure 2.4) (Fuentes, 2010). 
 
 
 
Figure 2.4  Sous-phases de la phase d'envol. 
Tirée de Fuentes (2010) 
 
Début de la phase d’envol : 60 à 73 % du CM 
Le genou subit une flexion pour libérer le pied du sol tout en fournissant une progression de 
la jambe vers l’avant. 
 
Milieu de la phase d’envol : 73 à 87 % du CM 
Durant cette phase, le genou subit une extension passive soutenue par l’impulsion générée 
par la flexion de la hanche.  
  
Fin de la phase d’envol : 87 à  100 % du CM 
Le genou ralentit son extension pour préparer le contact au sol. Cette phase marque la fin de 
du déplacement de la jambe vers l’avant.  
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2.3 La cinématique du genou 
La cinématique du genou est l’étude des mouvements des segments osseux constituant 
l’articulation tout en quantifiant leurs déplacements. La cinétique articulaire du genou 
correspond aux forces et aux moments appliqués à l’articulation durant le CM. Ces forces 
influencent la cinématique du genou selon les trois plans de mouvement. Le mouvement 
principal du genou est la flexion-extension qui combine un roulement suivi d’un glissement 
dans le plan sagittal. Il existe d’autres mouvements complémentaires tels que l’adduction-
abduction et la rotation interne-externe. 
2.3.1 Axes rotationnels du genou 
L’articulation du genou est une articulation complexe dotée de trois principales axes de 
rotation qui changent avec l’angle de rotation, de flexion et d’extension (Pollo, Jackson et 
Komdeur., 2003). Le genou pivote sur six axes de liberté : adduction-abduction, 
flexion-extension et la rotation interne-externe (Ramsey et Wretenberg, 1999) (Figure 2.5). 
Ainsi, cette articulation à la propriété de bouger selon trois plans de rotation : sagittal, 
transversal et frontal. Pour réaliser une étude complète sur le mouvement du genou, il faut 
donc tenir compte des trois plans (Figure 2.6). 
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Figure 2.5  Axes de rotation du genou. 
Tirée de Boivin (2010) 
 
Durant un CM, le principal mouvement du genou est la flexion et l’extension accompagnées 
par une petite rotation interne-externe. Les variations de mouvements d’adduction-abduction 
ne peuvent pas être remarquées visuellement chez les personnes ayant des troubles de 
l’articulation du genou, puisque leur variation d’amplitude n’est pas très importante (Whittle, 
2003). 
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Figure 2.6  Les trois mouvements de rotation du genou. 
Tirée du site http://www.boutiquecourir.com/caps-2010-01-04.html 
2.3.2 La flexion-extension du genou 
Il s’agit d’un mouvement de roulement et de glissement des condyles fémoraux sur les 
plateaux tibiaux. Le genou est à 0 º de flexion en extension presque complète si le pied 
touche le sol. Au début, la flexion commence par un glissement isolé, puis un roulement 
(Figure 2.7 (a)) se manifeste progressivement jusqu'à l’atteinte de 60 % du mouvement (entre 
60 º et 90 º) et, finalement, le roulement diminue et la flexion se limite par un glissement pur 
(Figure 2.7 (b)). Le mouvement de flexion-extension est le mouvement angulaire sur le plan 
sagittal autour de l’axe médio-latéral du fémur (Figure 2.5). 
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Figure 2.7  La flexion du genou : a) Effet de roulement pur; b) Effet du glissement pur; c) 
Principe de roulement et de glissement du genou. 
Tirée de Laurent (2003) 
 
Le mouvement de flexion-extension est toujours calculé par rapport à l’axe référentiel de la 
cuisse. La figure suivante montre que si la hanche est fléchie, la flexion peut atteindre les 
140 º. Par contre, si la hanche est en extension, la flexion n’est que de 120 º. (Figure 2.8). 
 
 
 
Figure 2.8  Mouvements de flexion-extension du genou. 
Tirée de Kapandji (1994) et Laurent (2003) 
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Dans un CM normal, le genou subit une série de mouvements de flexion-extension répartis 
sur différentes phases (Tableau 2.2) : 
 
Tableau 2.2  Les différents mouvements de flexion-extension  
du genou durant un CM normal 
Adapté de Turcot (2007) 
 
Phases Mouvements 
Contact initial Extension 
Chargement Flexion à 15 ˚ 
Appui intermédiaire Extension 
Appui final Finalisation de l’extension 
Pré envol Flexion passive 
Initiation de l’envol Flexion 
Envol intermédiaire Extension passive 
Envol final Extension 
2.3.3 Rotation interne-externe du genou 
Durant le mouvement de flexion-extension, le genou subit des mouvements de rotation 
interne-externe en raison de certains facteurs anatomiques tels que les formes asymétriques 
des extrémités osseuses du fémur et du tibia et la longueur et l’orientation des ligaments 
latéraux (Tableau 2.3). Nous parlons de rotation externe pendant le mouvement d’extension 
du genou, et de rotation interne pendant le mouvement de flexion du genou. La rotation du 
genou ne se déroule qu’avec le genou fléchi (Figure 2.9). Une rotation interne peut atteindre 
les 30 ° (Figure 2.9 (a)), tandis que la rotation externe peut atteindre les 40 ° (Figure 2.9 (c)) 
par rapport à la position référence normale (Figure 2.9 (b)). Le mouvement de rotation 
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interne-externe consiste en un mouvement angulaire qui se déroule dans le plan transverse 
autour de l’axe longitudinal du tibia (Figure 2.5). 
 
 
 
Figure 2.9  Les degrés de flexion du genou par rapport à la position de référence (b). 
Tirée de Laurent (2003) 
 
 
Tableau 2.3  Les principaux facteurs anatomiques en rapport avec 
 le mouvement de rotation interne-externe du genou 
Tiré de Laurent (2003) 
 
Formes asymétriques des extrémités osseuses du fémur et du tibia 
L’inégalité des courbures condyliennes 
La forme des cavités glénoïdes 
La longueur et l’orientation des ligaments latéraux 
2.3.4 Adduction-abduction du genou 
L’adduction-abduction (Figure 2.10) est le mouvement du tibia par rapport au fémur en 
varus-valgus. Le mouvement d’adduction resserre la zone fémoro-tibiale interne avec un 
écartement de la zone fémoro-tibiale externe, tandis que le mouvement d’abduction écarte la 
zone fémoro-tibiale interne avec un resserrement de la zone fémoro-tibiale externe. Le 
40 
mouvement d’adduction-abduction est calculé par les mouvements angulaires sur le plan 
frontal autour de l’axe flottant perpendiculaire à l’axe médio-latéral du fémur et à l’axe 
longitudinal du tibia (Figure 2.5). 
 
 
 
Figure 2.10  Mouvement d'abduction (a) et d'adduction (b) du genou droit. 
Tirée de Sims et Jacobson (2004) 
2.4 Acquisition des données cinématiques du genou 
Le système d’acquisition des données biomécaniques est constitué de marqueurs, de caméras 
et d’un tapis roulant. Les trajectoires des marqueurs sont suivies par un système de saisie de 
mouvements tridimensionnelle (3D). Les systèmes de saisie de mouvements sont 
généralement composés de caméras optoélectroniques qui permettent de suivre les 
coordonnées 3D des marqueurs actifs (CODA, Dynamics Charnwood, Optotrak, Northern 
Digital et NDI) ou passifs (VICON et Motion Analysis) placés sur des parties sous-jacentes à 
l’articulation du genou. Les marqueurs passifs envoient des signaux infrarouges vers les 
marqueurs et détectent leur réflexion à l’aide de plusieurs caméras (un minimum de 2 à 3, 
mais 6 à 8 caméras sont souvent recommandées). Les marqueurs actifs sont sous forme de 
diodes électroluminescentes (DEL) qui sont alimentés et câblés. Chaque DEL envoie une 
séquence d’impulsions qui est par la suite enregistrée par trois caméras montées sur des bases 
fixes. 
(a) (b) 
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Il existe deux approches de fixation des marqueurs sur les participants. La première approche 
consiste à placer le marqueur directement sur la peau et généralement sur un repère osseux 
anatomique. La deuxième approche consiste à fixer un ensemble d’au moins trois marqueurs 
à chaque segment de membre, soit directement sur la peau, soit sur une structure rigide. La 
figure 2.11 présente un système de fixation non invasive du genou (Knee KG, Emovi, 
Montréal, Canada). 
 
 
 
Figure 2.11  Système d'attache conçu et validé par 
 (Hagemeister et al., 2005; Labbe et al., 2008)  
2.5 Conclusion 
Les troubles du genou sont de plus en plus fréquents et les appareils qui sont sur le marché 
pour diagnostiquer les blessures des articulations ne permettent de voir qu’une image statique 
des os ou des ligaments. Il existe plusieurs instruments sur le marché en termes 
d’investigation radiologique tel que les rayons X qui sont essentiels pour voir s’il y a une 
fracture ou non; ou bien l’imagerie par IRM qui est essentielle pour d’autres types indications 
qui permet, par exemple, de confirmer ou non l’existence d’une lésion méniscale, mais qui ne 
permet pas de savoir si la symptomatologie ou le trouble du patient est vraiment secondaire à 
cette blessure.  
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Étant donné que les personnes gonarthrosiques éprouvent beaucoup de douleur lorsqu’ils 
sollicitent leur genou, l’examen biomécanique du genou permet donc une meilleure 
compréhension du comportement de l’articulation et permet ainsi de découvrir ce que les 
autres investigations technologiques ne peuvent pas détecter. Il présente un examen 
complémentaire avec tous ce qui existe déjà : l’évaluation du médecin, l’évaluation physique 
et l’évaluation à base de radiologie. Grâce à l’introduction et à la promotion de la technologie 
informatique, le mouvement biomécanique est ainsi mieux analysé. 
 
 
 CHAPITRE 3 
 
 
LA CLASSIFICATION 
3.1 Introduction 
La classification des formes est un domaine important de l'informatique dans lequel les 
recherches sont particulièrement actives. Il existe en effet un très grand nombre 
d'applications qui peuvent nécessiter un système de classification automatique telles que la 
classification de l’écriture, de la parole et des données biomécaniques. 
 
L’introduction et la promotion de la technologie dans l’aide au diagnostic du cycle de marche 
sont devenues très répandues. En effet, cette technologie permet d’effectuer des mesures très 
complexes et très précises du mouvement biomécanique de l’être humain sur un intervalle de 
temps très court. L’analyse du cycle de marche présente un outil non invasif pour le calcul 
des facteurs mécaniques impliqués dans les processus pathologiques tel que l'arthrose du 
genou (OA) (Astephen et Deluzio, 2004). De nos jours, la problématique n’est plus de 
reproduire les données du mouvement biomécanique de l’être humain, mais surtout de savoir 
comment les utiliser afin qu’elles soient cliniquement interprétables (Whittle, 2003). 
L’introduction de cette méthode dans le domaine médicale comme évaluation d’aide au 
diagnostic non invasive comporte quelques contraintes : les données sont de grande 
dimension et difficiles à interpréter par les cliniciens (Deluzio et Astephen, 2007; Jones et al., 
2006; Jones, Holt et Beynon, 2008). 
 
Bien qu’il existe plusieurs études et procédés pour représenter le bon cycle de marche, 
l’applicabilité clinique de ce dernier reste encore restreint par le manque de techniques 
appropriées pour l’analyse des données (Astephen et Deluzio, 2004). Par conséquent, 
plusieurs programmes informatiques et statistiques ont été introduits pour la classification et 
la compréhension des données biomécanique de grande envergure.  
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Au cours des dernières décennies, le volume des bases de données a fortement augmenté et la 
notion du temps est devenue un critère primordial en raison de la nature complexe des 
troubles réels. Il y a plusieurs années, l’homme s’est lancé à la recherche de plusieurs 
techniques de classifications automatiques de données. L’un des premiers ouvrages de base 
est celui de Sokal et Sneath (1963). Depuis, plusieurs recherches et études se sont intéressées 
au domaine de la classification pour faciliter l’extraction des données là où elles sont en 
grand nombre et les critères de sélection moins visibles. 
 
Les techniques de la classification de données sont reconnues par leurs propriétés 
d’exploitations multidimensionnelles. Leur rôle est de fouiller les données pour ressortir les 
hypothèses les plus pertinentes qui seront vérifiées par la suite. (Jean-Pierre Nakache et 
Confais, 2005). L’objectif des méthodes de classification est de regrouper les objets du même 
groupe entre eux sous forme de classes en s’appuyant sur un ensemble d’études. Le 
processus d’un classificateur normal est défini comme suit : (i) explorer les données; (ii) 
prétraiter les données; (iii) réduire la dimension des données (dans certains cas); (iv) ressortir 
les résultats (Figure 3.1). L’évaluation d’un classificateur est vérifiée par la comparaison des 
résultats obtenus avec les hypothèses posées au début. 
 
Ce chapitre regroupe deux parties. La première s’articule autour de la classification de 
formes qui présente (i) le prétraitement des données, (ii) la sélection des caractéristiques, (iii) 
les différents types de classificateurs ainsi que les méthodes d’évaluations. La deuxième 
section regroupe les principaux travaux de recherches en lien avec la classification de 
données biomécaniques du genou. 
 
 
 
Figure 3.1  Le processus de classification de données. 
Classification Sélection des 
caractéristiques 
Prétraitement 
Base de 
données 
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3.2 La classification de formes 
3.2.1 Le prétraitement des données 
Le but du prétraitement est, d'une part, de réduire la variabilité causée par les conditions 
d'acquisition des données et, de l’autre, d'éliminer les distorsions et les données inutiles, ce 
qui permet de consolider la robustesse globale d'un système de classification. La 
normalisation des données est souvent considérée comme un prétraitement qui permet de 
comparer les bonnes valeurs entre elles. L’une des techniques la plus utilisée pour une 
normalisation d’amplitude, que nous pouvons citer, est la méthode de normalisation des min-
max. Cette méthode consiste à mesurer l’écart entre n’importe quelle donnée par rapport à la 
valeur minimale. Voici la formule : 
 
 ݔכ ൌ ܺ െ min ሺܺሻmaxሺܺሻ െ min ሺܺሻ 
(3.1)
 
où ܺ ൌ ሺݔଵ, ݔଶ, … , ݔ௡ሻ est un vecteur de n dimension qui représente les données. 
 
Une autre méthode, souvent utilisée, est la normalisation par le test Z (Mendenhall, Beaver et 
Beaver, 2006). Elle consiste à calculer l’écart entre la valeur de la variable et la moyenne de 
toutes les données തܺ, puis elle est pondérée par rapport à l’écart type ߪሺܺሻ total des 
variables. Voici la formule : 
 
 ݔכ ୀ ܺ െ തܺσሺܺሻ  
(3.2)
3.2.2 Sélection des caractéristiques 
Cette étape consiste à trouver des caractéristiques utiles pour représenter les données, ce qui 
peut être fait par l’utilisation d’une des techniques de réduction de la dimension pour réduire 
le nombre des attributs et ne retenir que les principaux. L’analyse en composantes principales 
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(ACP) est parmi les algorithmes de réduction de dimension le plus souvent employé dans la 
littérature. 
3.2.3 La classification 
Au cours des dernières décennies, grâce à l’avancement technologique dans les différents 
domaines de la recherche, la taille des bases de données a grandement augmenté. Plusieurs 
études et recherches se sont penchées sur les techniques de fouilles des données pour extraire 
les données pertinentes là où elles sont difficiles à interpréter. Le data mining, aussi connu 
sous l’exploration des données, est le procédé qui traite les données de grandes dimensions 
pour les rendre plus compréhensibles et les transformer en une entité intelligible. 
L’utilisation de ce savoir dans les domaines professionnels permet de découvrir les 
corrélations significatives qui peuvent coexister entre les données elles-même, les extraire et 
enfin les exploiter. Plusieurs domaines d’application ont adopté le data mining comme 
stratégie d’analyse des données, de prédiction, de détection des données et de recherche des 
critères de sélection. L’une des applications la plus répandue et la plus importante du data 
mining est la classification automatique des données. Elle consiste à traiter les données pour 
trouver celles cachées qui pourront amener à classifier et à affecter chaque objet à sa propre 
classe. Le principe de base est de trouver les variations inter-classes ou intra-classes qui 
permettront le regroupement des objets en classe. Nous pouvons citer, par exemple, le 
rapport de similarité entre les objets et les groupes. Ce rapport doit être très élevé pour les 
objets du même groupe et très faible entre les objets de différents groupes. 
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Figure 3.2  Le principe de la classification. 
 
Les algorithmes de classification de données sont répartis en deux grandes familles : la 
famille des classificateurs supervisés où l’algorithme doit apprendre par des exemples pré-
classés et la famille des classificateurs non supervisés où l’algorithme doit prédire le groupe 
d’appartenance de chaque objet en fonction des relations co-existantes entre eux. 
3.2.3.1 La classification supervisée  
La classification supervisée est uneméthode qui permet d’apprendre par des exemples pré-
classifiés. L’algorithme doit apprendre et trouver les relations existantes entre les différentes 
classes. La classification supervisée est décomposé en deux phases : la phase d’apprentissage 
et la phase de décision. La phase d’apprentissage consiste à extraire un sous-ensemble 
d’apprentissage Ω de l’ensemble X qui nous permettra de déterminer la meilleure fonction de 
classification φ (Figure 3.3). La phase de décision consiste à classifier à l’aide de la fonction 
de classification φ les nouveaux objets n’appartenant pas à l’ensemble d’apprentissage Ω 
(Figure 3.4). L’algorithme de la classification supervisée est décrit dans la figure 3.5. 
 
 
C1
C2 
C3 
Données sous forme de 
caractéristiques principales. 
Données classifiées 
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Figure 3.3  Phase d’apprentissage du processus de classification. 
 
 
 
 
Figure 3.4  Phase de décision du processus de classification. 
 
 
 
 
Figure 3.5  Processus d’une classification automatique supervisée. 
 
Parmi les algorithmes d’apprentissage supervisés les plus utilisées, nous trouvons les 
machines à vecteurs de support (SVM), le K plus proche voisin (KNN), les réseaux de 
neurones et les arbres de décision.  
Ensemble de test 
Sélection des attributs 
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Les machine à vecteurs de support SVM 
Les machines à vecteurs de support, connues sous l’abréviation anglaise SVM (Support 
Vector Machine), est l’une des méthodes d’apprentissage supervisés la plus utilisée et la plus 
facile à intégrer dans un processus de classification (Hsu, Chang et Lin, 2003). Les SVM ont 
été créées par Vladimir Vapnik (1995) et leur solide base théorique a fait d’elles un outil 
opérationnel très important dans le domaine de la classification (Lingras et Butz, 2007; M. 
Hasan et Boris, 2006). Elles se basent sur les fonctions de noyau qui sont reconnues par leur 
simplicité à séparer les données. Le principe des SVM consiste à trouver un classificateur 
séparateur de données capable de maximiser la distance entre deux classes (Mohamadally et 
Fomani, 2006). La figure 3.6 ci-dessous schématise deux types de séparateurs hyperplans 
entre deux classes de points (John, Shawe-Taylor et Cristianini, 2000) : 
 
 
 
Figure 3.6  Problème de discrimination à deux classes avec un séparateur linéaire (a) et un 
séparateur non linéaire (b). 
Tirée de John, Shawe et Cristianimi (2000) 
 
Il existe deux types de séparateurs SVM : le modèle linéairement séparable (Figure 3.6 [a]) 
est un modèle simple qui permet de trouver rapidement le séparateur hyperplan optimal. Le 
modèle non linéairement séparable (Figure 3.6 [b]) est souvent utilisé pour résoudre des 
problèmes réels plus complexes. Cependant, le temps de calcul est très grand. Il existe une 
multitude d’hyperplans pouvant séparer les classes en deux. Les SVM peuvent choisir le 
meilleur hyperplan appelé « hyperplan optimal ». 
Y
X
(a
Y
X
(b
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K plus proche voisin 
Le K plus proche voisin (K Nearest Neighbor classifier) est l’un des algorithmes de 
classification le plus utilisé dans les domaines de reconnaissance de formes. Le principe de 
ce classificateur consiste à chercher, dans un ensemble d’échantillons de référence, les K plus 
proches voisins d’un nouvel échantillon à classifier. Une fois les K échantillons déterminés, 
nous procédons à une règle de vote majoritaire pour trouver la classe d’appartenance (Quang, 
2005). Le classificateur K plus proche voisin est défini par deux paramètres : le nombre de 
voisin K et la fonction de similarité qui a pour rôle de comparer un nouveau cas avec les 
données de référence. La distance euclidienne représente la fonction de similarité la plus 
souvent utilisée. Elle est décrite selon l’équation (3.3) : 
 
 
݀൫ݔ௜, ݔ௝൯ ൌ ඩ෍ሺݔ௜஼ െ ݔ௝஼ሻଶ
௡
஼ୀଵ
 
(3.3)
 
Où d est la distance euclidienne dans l’espace ܴ௡, n est la dimension de nos caractéristiques, 
ݔ௜ ൌ ሺݔ௜ଵ, ݔ௜ଶ, ݔ௜ଷ, . . , ݔ௜௡ሻ est un nouvel élément à classifier et ݔ௝ ൌ ሺݔ௝ଵ, ݔ௝ଶ, ݔ௝ଷ, . . , ݔ௝௡ሻ est 
un élément pré-classé. 
 
 
 
Figure 3.7  Distance euclidienne entre X et les deux classes C1 et C2 
 
 
X
C1 
C2
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Pour trouver le groupe d’appartenance du point X (Figure 3.7) à l’aide du classificateur KNN 
(݇ ൌ 4ሻ, nous cherchons les quatre plus proches voisins en calculant la distance euclidienne 
entre l’élément X et les éléments des deux groupes. Voici un exemple parmi les quatre 
proches voisins trouvés : trois voisins appartiennent à la classe C1 et un seul voisin appartient 
à la classe C2. Par majorité, l’élément X est classifié membre de la classe C1.  
 
La facilité d’intégration et de mise en œuvre de l’algorithme, en plus de son efficacité à 
classifier les classes réparties de manière irrégulière, représentent les points forts du 
classificateur KNN. Cependant, il y a des inconvénients. En effet, l’introduction d’un groupe 
de données d’apprentissage pour la classification peut influencer la totalité du résultat. Il 
suffit d’avoir un cas particulier ou un cas mal classé pour induire tout le résultat en erreur. 
Autre inconvénient : Le temps d’exécution de l’algorithme dépend directement de la taille de 
la base de données d’apprentissage.  
 
Les réseaux de neurones 
Inspirés du fonctionnement des réseaux de neurones, les algorithmes de ces réseaux ont 
connu de très grand succès dans leur implantation dans les différents domaines de recherche, 
de traitement de signaux, de cryptographie, etc. Ils ont la capacité de mémoriser des 
connaissances de façon expérimentale pendant un processus d’apprentissage et d’affecter un 
poids (coefficient) pour chaque connexion de neurones afin de mémoriser la connaissance 
(Gosselin, 1996).  
 
Les réseaux de neurones sont constitués d'un grand nombre d'unités élémentaires de 
traitement, appelées neurones formels, qui opèrent en parallèle. La fonction d'un réseau de 
neurones est déterminée par la topologie des connexions entre ses unités, par l'intensité de ses 
connexions et par le type de traitement effectué dans chacune de ses unités. De tels réseaux 
peuvent assurer des tâches de haut niveau comme la classification et l'optimisation. De façon 
générale, un réseau de neurones est composé de trois couches : la couche d’entrée, la couche 
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cachée et la couche de sortie. La figure ci-dessous schématise l’emplacement de chaque 
couche : 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8  Topologie d’un réseau de neurones. 
 
Les réseaux de neurones sont parmi les méthodes de classification les plus efficaces et les 
plus utilisées dans les différents domaines de la recherche. Leur rapidité et leur efficacité à 
traiter les données de grande envergure et la possibilité de les combiner avec d’autres 
méthodes de classification leur confèrent de la robustesse (Talbi, 2000). Les réseaux de 
neurones n’utilisent pas de modèle mathématique complexe pour leur fonctionnement; 
chaque cas est traité à sa façon. Le taux d’erreur résultant de cette méthode est très faible par 
rapport aux autres méthodes de classification (Talbi, 2000). Malgré tous ces avantages, les 
réseaux de neurones présentent quelques limites comme l’impossibilité d’interprétation 
mathématique des résultats obtenus. Ils sont également considérés comme une boîte noire 
pour l’utilisateur (Forest, 2006). L’apprentissage chronophage est une autre limite (Talbi, 
2000). 
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Les arbres de décision 
Les arbres de décisions sont des méthodes de classification hiérarchique. Ils peuvent 
automatiser la répartition d’un ensemble en groupes homogènes et permettent de représenter 
graphiquement un ensemble de règles de façon simple et compréhensible. Les arbres de 
décision nous renseignent sur la pertinence des attributs par rapport à leurs classes. Il existe 
plusieurs arbres de décision qui peuvent représenter un ensemble de données, et celui qui 
possède la plus petite taille reste le meilleur choix, puisqu’il contient les attributs les plus 
discriminants et les plus significatifs (Hai Anh, 2004). 
3.2.3.2 La classification non supervisée  
La classification avec apprentissage non supervisée se base sur des algorithmes qui 
définissent eux-mêmes les classes en regroupant les objets similaires entre eux. C’est un 
algorithme qui se base sur l’observation et la découverte. Parmi les algorithmes 
d’apprentissage non supervisé, nous trouvons l’algorithme à K moyennes (k-means 
algorithm) et les réseaux de neurones (carte de Kohonen). 
 
K-moyen 
L’algorithme à K moyennes est une technique de classification non supervisée fréquemment 
utilisée dans la littérature, qui a été créé par Queen, (1971) et remodelé sous sa forme actuelle 
par Forgy. L’algorithme permet de diviser un groupe de données en K classe homogènes, K 
étant un nombre fixé par l’utilisateur. Chaque observation appartient à la partition dont la 
moyenne est la plus proche. 
 
Carte de Kohonen 
Le phénomène d'auto-organisation biologique est bien connu dans le système nerveux des 
vertébrés, plus particulièrement, dans le cortex visuel et le cortex auditif. En effet, des 
stimulations rétiniennes d'orientations différentes, mais voisines, activent des régions 
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visuelles corticales voisines. Il a été démontré que ces dispositions du cerveau ne sont pas 
génétiques, mais liées à un apprentissage. Des modèles d'auto-organisation, inspirés de 
l'organisation corticale des vertébrés, ont été proposés en 1973 par von del Malsburg, ensuite 
en 1979, par Willshaw et Malsburg et, enfin en 1982, par Kohonen. Ce dernier a proposé 
diverses variantes pour la classification dont les algorithmes de quantification vectorielle à 
apprentissage. 
3.2.3.3 Évaluation d’un classificateur 
L’évaluation des performances d’un classificateur se fait généralement par le calcul du taux 
de classification global, la sensibilité et la spécificité. La matrice de confusion peut être 
également présentée pour une meilleure interprétation des résultats. 
 
Taux de classification 
La méthode du taux de classification est l’une des plus simples et la plus naturelle des 
méthodes d’évaluation d’un classificateur. Elle consiste à calculer le nombre d’ensemble des 
données bien classifiées par rapport au nombre d’ensemble des données totales. La relation 
est décrite comme suit : 
 
 ܶܽݑݔ ݀݁ ݈ܿܽݏݏ݂݅݅ܿܽݐ݅݋݊ ൌ ܦ݋݊݊é݁ݏ ܾ݅݁݊ ݈ܿܽݏݏ݂݅݅é݁ݏܾܰݎ ݐ݋ݐ݈ܽ ݀݁ݏ ݀݋݊݊é݁ݏ  
(3.4)
 
Le taux d’erreur est calculé par : 
 
 ܶܽݑݔ ݀ᇱ݁ݎݎ݁ݑݎ ൌ 1 െ ܶܽݑݔ ݀݁ ݈ܿܽݏݏ݂݅݅ܿܽݐ݅݋݊ (3.5)
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Matrice de confusion 
La matrice de confusion est une représentation matricielle qui détermine l’erreur de 
classification à partir d’un ensemble de données de test. La matrice de confusion est une 
matrice carrée de taille [C x C] où C représente le nombre de classes. Les colonnes de cette 
matrice correspondent au nombre d’occurrences d’une classe estimée, alors que les lignes 
correspondent au nombre d’occurrences d’une classe réelle. Le tableau 3.4 représente un 
exemple d’une matrice de confusion avec deux classes. La précision du classificateur est 
calculée par la formule (3.6), tandis que la sensibilité et la spécificité sont respectivement 
calculées par les formules (3.7) et (3.8). 
 
Tableau 3.1  Présentation de la matrice de confusion 
de deux groupes 
 
Groupe d'analyse 
(Classe réelle) 
Résultat de classification 
(Classe prédite) 
Gr1 Gr2 
Gr1 (n=X) Vrai + Faux - 
Gr2 (n=Y) Faux + Vrai - 
 
Vrai positif (Vrai +) = Participant du groupe Gr1 correctement classifié. 
Vrai négatif (Vrai -) = Participant du groupe Gr2 correctement classifié. 
Faux positif (Faux +) = Participant du groupe Gr2 classifié comme étant du groupe Gr1. 
Faux négatif (Faux -) = Participant du groupe Gr1 classifié comme étant du groupe Gr2. 
 
La formulation mathématique des paramètres d’évaluation d’un classificateur : 
 
 ܲݎéܿ݅ݏ݅݋݊ ൌ ሺܸݎܽ݅ ݌݋ݏ݅ݐ݂݅ ൅ ܸݎܽ݅ ݊é݃ܽݐ݂݅ሻܾ݊ݎ ݐ݋ݐ݈ܽ ݀݁ݏ ݏݑ݆݁ݐݏ  
(3.6)
   
 
ܵ݁݊ݏܾ݈݅݅݅ݐé ൌ ܸݎܽ݅ ݌݋ݏ݅ݐ݂݅ሺܸݎܽ݅ ݌݋ݏ݅ݐ݂݅ ൅ ܨܽݑݔ ݊é݃ܽݐ݂݅ሻ  
(3.7)
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ܵ݌é݂ܿ݅݅ܿ݅ݐé ൌ ܸݎܽ݅ ݊é݃ܽݐ݂݅ሺܸݎܽ݅ ݊é݃ܽݐ݂݅ ൅ ܨܽݑݔ ݌݋ݏ݅ݐ݂݅ሻ 
(3.8)
 
Pour qu’un classificateur soit considéré comme précis, il doit être à la fois hautement 
sensible et spécifique (Manal et al., 2000). Par contre, cette condition est plutôt rare (Nendaz 
et Perrier., 2004). 
 
La validation de l’ensemble d’apprentissage et de test 
La validation croisée (Cross Validation) est un bon outil d’estimation des modèles de 
prédiction. Il existe différents types d’algorithmes de la validation croisée parmi lesquels on 
trouve la méthode du Holdout, le test-set et le K-fold.  
A. Validation croisée par la méthode du Holdout 
Il s’agit d’une méthode de validation qui subdivise les formes d’une base de données en trois 
sous-ensembles : ensemble d’entraînement, de validation et de test. La figure 3.9 représente 
un exemple de la répartition des formes de la base de données. L’ensemble de test et celui 
d’entrainement sont de la même taille (N/2), sachant que N est la taille totale de la base 
d’échantillons. 
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Figure 3.9  Représentation des données de la validation croisée. 
 
B. Validation croisée par la méthode du test set 
Il s’agit d’une technique qui subdivise la base de données en deux sous-ensembles : un 
ensemble de donnée de validation qui représente environ 30 % des échantillons de la base et 
un ensemble de données d’entraînement qui représente les 70 % restants. La validation 
croisée par test set présente l’avantage d’être très simple à appliquer. Cependant, l’utilisation 
de 30 % des échantillons de la base pour le test se traduit par une grande perte de données. 
Ainsi il y a moins de données pour établir le modèle de classification et plus de variances 
dans les données, ce qui peut fausser tout le résultat de la classification. 
C. La validation croisé K-fold 
Le K-fold permet de subdiviser la base des échantillons en k partition de même taille. Parmi 
les sous échantillons K, un sous-échantillon unique est maintenu pour la validation. Le reste, 
K-1 sous-échantillons, est considéré comme données d’entraînement. Le processus de 
validation est répété K fois. Les résultats de validation seront, soit mis en moyenne, soit 
combinés pour ne donner qu’un seul résultat. La figure 3.10 schématise l’algorithme de la 
méthode de validation croisé K-fold. 
Base d’échantillons 
Base de test  
(1/2)
Base d’entraînement 
(1/2)
Base d’apprentissage 
(4/5)
Base de validation 
(1/5)
Validation croisée
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Figure 3.10  Algorithme de la validation croisée K-Fold. 
3.3 La réduction des données 
La réduction des données est une étape importante dans la classification des données. Cette 
étape consiste à trouver les caractéristiques utiles capables de représenter l’ensemble des 
données. Dans un espace Rn, où n est le nombre total des attributs, nous choisissons un 
nombre d’attributs les plus discriminants (݉), tel que ݉ ൏ ݊. Le choix d’un nombre 
d’attributs ݉ consiste à réduire la dimension des données dans le but d’avoir un taux de 
classification le plus élevé. Les algorithmes de réduction de la dimension ont été programmés 
dans plusieurs logiciels de statistique pour faciliter les tâches et faire gagner du temps aux 
 Échantillon de la validation 
 Échantillon d’entraînement 
1er k 
2e k 
Dernier k 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
K partitions de 
même taille 
Données 
Taux de classification 
pour le 1er k 
Application 
du modèle 
Taux de classification 
pour le 2e k 
Application 
du modèle 
Taux de classification 
pour le dernier k
Application 
du modèle 
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utilisateurs. Parmi ceux-ci, on cite le logiciel Statistical Package for the Social Science 
(SPSS2). 
3.4 La classification de données biomécaniques du genou 
La cinématique des personnes OA a été étudiée principalement dans le plan sagittal (Al-
Zahrani et Bakheit, 2002; Astephen et Deluzio, 2004; Baliunas et al., 2002; Gök, E. et 
Yavuzer, 2002; Kaufman et al., 2001; Messier et al., 1992). Les auteurs ont comparé les 
paramètres spécifiques du cycle de marche, tel que l’angle du genou au contact du talon au 
sol, l’angle maximal du genou pendant le chargement, l’angle minimal du genou à la fin de la 
phase de soutien, l’angle maximal du genou pendant la phase d’oscillation et l’amplitude des 
mouvements au cours du cycle de marche. 
 
Les résultats de recherche de la cinématique sur le plan frontal et transversal sont rares. La 
rotation tibiale a été étudiée uniquement dans une position statique à l’aide d’un système 
d’imagerie ultrason à 20˚ de flexion du genou et les conclusions de Nagoa, Tachibana et 
Mizuno al., (1998) ont confirmé que les personnes OA ont tendance à réduire la rotation 
interne de leur genou, ce qui augmente la sévérité de la pathologie. 
 
Une récente étude sur la cinématique 3D sur 39 patients atteints d'arthrose avec divers degrés 
de sévérité a montré une excellente corrélation entre l'alignement mécanique du genou et le 
mouvement d’adduction-abduction durant le cycle de marche (Boivin et al., 2008). Les 
auteurs ont utilisé un système de fixation externe (knee KG, Emovi, Montréal) qui permet la 
mesure précise et reproductible de la cinématique du genou dans les trois plans anatomiques. 
 
 
 
                                                 
2 SPSS : Statistical Package for the Social Science est un logiciel d’analyse statistique, de la société (IBM SPSS 
Data Collection). La première version du logiciel a vu le jour en 1968. 
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Ils ont également montré que la cinématique sur le plan frontal se transforme avec l’évolution 
de la sévérité de la pathologie (Boivin, 2010). 
 
L’analyse en ACP a été introduite par plusieurs auteurs pour réduire, comparer et discriminer 
les données biomécaniques du genou des sujets AS et OA pour bien les étudier (Astephen et 
al., 2008; Deluzio et Astephen, 2007; Jones, Holt et Beynon, 2008; Labbe et al., 2010; 
Landry et al., 2007). Dans l’étude de Labbe et al. (2010), l’analyse en ACP a été utilisée pour 
ressortir les bonnes caractéristiques qui expriment la grande variabilité entre les 
enregistrements cinématiques du genou. Quatre composantes principales ont été trouvées et 
approuvées pour tenir compte de la plupart des variabilités. L’étude d’Astephen et al. (2008) 
a pour objectif de ressortir les relations coexistant entre les données biomécaniques et la 
sévérité de l'arthrose. L’analyse en ACP et l'analyse discriminante ont été utilisées pour 
déterminer les combinaisons de l'électromyographie, cinématiques et cinétiques les plus 
discriminantes qui sont la source du changement de la forme du signal biomécanique au 
genou, à la hanche et aux chevilles durant le cycle de marche normal. Deluzio et Astephen 
(2007) ont utilisé une analyse ACP sur les données cinétiques et cinématiques. Landry et al., 
(2007) ont utilisé une analyse ACP sur les données cinématiques pour ressortir les 
principales caractéristiques biomécaniques liées à l'arthrose du genou. Lianne Jones et 
Beynon (2008) ont utilisé l’analyse ACP comme outil de réduction de la dimension et la 
méthode fondée sur le principe de Dempster-Shafer (DS) pour la classification.  
 
Les réseaux de neurones dans une analyse statistique ont été utilisés sur des données de 
forces de réaction au sol (GRF) afin de concevoir et de tester des systèmes de diagnostic pour 
l’analyse de mouvements et de vérifier leur utilité clinique à classifier les sujets AS des OA. 
La discrimination est faite à l’aide des perceptrons multicouches combinés avec les 
classificateurs statistiques. Dix caractéristiques d’entrées ont été suffisantes pour former un 
perceptron multicouche. Le taux de classification a été évalué à 80 % (Lafuente et al., 1998). 
Dans une autre étude, Sen Köktas et al. (2010) ont proposé la classification des sujets OA des 
sujets AS. Plusieurs paramètres ont été pris en considération : le cycle de marche, les 
données cliniques des sujets tels que l’âge, l’IMC et le niveau de douleur ressenti. Deux 
61 
types de classificateur ont été utilisés : les réseaux de neurones pour ressortir les principales 
composantes discriminantes des signaux cinétiques et cinématiques; et les arbres de décision 
pour orienter le raisonnement. Le taux de réussite de cette technique a été estimé à 80 %. 
 
Les SVM ont fait l’objet d’autres études de recherche dans la littérature. L’étude de Lai et 
al.(2009) repose sur l’utilisation des SVM pour discriminer les sujets AS des sujets atteints 
de douleurs fémoro-patellaires. L’étude s’est basée sur 14 composantes GRF et sur 
16 composantes cinématiques de 14 sujets AS et de 13 sujets éprouvant des douleurs dans le 
compartiment fémoro-patellaire. Les résultats de cette étude ont montré que l’utilisation des 
GRF est plus discriminante (85 %) que les données cinématiques (74 %). L’algorithme « hill-
climbing » a été introduit pour la sélection des caractéristiques des sous-ensembles des 
données cinétiques et cinématiques combinées. Cet algorithme a permis de sélectionner un 
sous-ensemble de six caractéristiques (deux des GRF et quatre caractéristiques 
cinématiques). Le taux de classification à l’aide de ces six caractéristiques est de 89 %. 
 
Dans son travail (2008), Levinger a étudié les composantes de fréquences des signaux 
accélérométriques du tibia durant la marche entre les personnes gonarthrosiques et les 
personnes asymptomatiques dans les trois axes de direction : antéropostérieure (AP), médio-
latérale (ML) et verticale. Ce travail a pour but d’étudier les données biomécaniques du 
genou atteint d’arthrose et l’évolution de son rétablissement après une arthroplastie3 totale de 
l’articulation. Une transformée de Fourier rapide (FFT) a été appliquée sur les trois signaux 
accélérométriques du tibia afin de les décomposer en une série de signaux de différentes 
fréquences (harmoniques) pour faciliter leur interprétation. 
 
 
 
 
 
                                                 
3 L’arthroplastie est la chirurgie de restauration ou de reconstruction d'une articulation ankylosée dans le but 
d'en rétablir la mobilité des os ainsi que la fonction des muscles et des tendons qui la contrôlent. (Grand 
dictionnaire terminologique) 
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Dans leur étude, Mezghani et al. (2008) ont proposé la classification des sujets OA et des 
sujets AS en utilisant les données GRF. L’extraction des caractéristiques est faite sur la 
variation des forces en fonction du temps. Deux aspects ont été utilisés : les coefficients 
polynomiaux et les coefficients de la décomposition en ondelettes (Y. Meyer, 1990). La 
classification est réalisée par la méthode de KNN. Le taux de bonne classification a été 
estimé respectivement à 67 % et à 91 %. 
 
Le tableau 3.2 est une synthèse générale des travaux de classification des données 
biomécaniques.  
 
Tableau 3.2  Résumé de la revue de littérature 
 
Auteur Données Méthode utilisée 
(Labbe et al., 2010) Cinématiques ACP 
(Sen Köktas et al., 2010) Cinétiques et cinématiques 
Réseau de neurones + 
arbre de décision 
(Lai et al., 2009) Cinétiques et cinématiques 
Algorithme « hill-
climbing » 
(Astephen et al., 2008) Cinétiques et cinématiques ACP 
(Jones, Holt et Beynon, 2008) Cinétiques et cinématiques ACP 
(Mezghani et al., 2008) Cinétiques Ondelettes 
(Levinger, 2008) Cinématiques FFT 
(Landry et al., 2007) Cinétiques et cinématiques ACP 
(Deluzio et Astephen, 2007) Cinématiques ACP 
(Lafuente et al., 1998) Cinétiques Réseau de neurones 
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3.5 Conclusion 
Dans ce chapitre, nous avons détaillé les aspects reliés aux différents types de classificateur 
et les méthodes pour les évaluer. Les études traitant des différentes techniques et méthodes 
de classification des données biomécaniques du genou atteint d’arthrose dans la littérature 
sont rares. Jusqu’à présent, aucune recherche n’a utilisé la cinématique du genou pour 
classifier les degrés des sujets gonarthrosiques, ce qui nous amène au chapitre suivant. 
 
 

 CHAPITRE 4 
 
 
PROBLÉMATIQUE DE RECHERCHE ET OBJECTIFS DU MÉMOIRE 
4.1 Problématique de recherche 
Les technologies modernes utilisées dans les laboratoires de biomécaniques et d'analyses de 
la marche permettent d’amener non seulement de nouvelles perspectives sur la 
compréhension du cycle de marche, mais offrent également des possibilités d’élaborer des 
méthodes automatiques et objectives de diagnostic. Les méthodes actuelles d'analyse des 
données biomécanique du genou prennent généralement beaucoup de temps et sont souvent 
subjectives. 
4.2 Hypothèses 
Pour résoudre adéquatement cette problématique, nous postulons les hypothèses suivantes : 
 
- il est possible d’utiliser une évaluation biomécanique du genou comme outil d’aide au 
diagnostic pour une population gonarthrosique; 
 
- il est possible que les données cinématique du genou permettent de classifier et de 
discriminer les sujets asymptomatiques (AS) des sujets gonarthrosiques (OA) ainsi 
que leur degré de sévérité (OA : 1-douteux, 2-minime, 3-certain et 4-évolué) selon 
deux niveaux de classification hiérarchiques (Figure 4.1); 
 
- il est possible de caractériser les signaux cinématiques du genou par des points 
d’intérêts (représentation locale); 
 
- il est possible de caractériser les données cinématiques du genou en leur totalité 
(cycle de marche) ou en partie (sous-cycle du cycle de marche) (représentation 
globale). 
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Figure 4.1  Hypothèse de classification selon les deux niveaux de classification 
hiérarchiques. 
4.3 Objectifs de la recherche 
Plusieurs études ont montré que l’analyse de la biomécanique du genou donne une 
information pertinente sur la fonction de l’articulation. L’objectif principal de ce mémoire est 
d’élaborer une méthode d’évaluation biomécanique adaptée à une population gonarthrosique. 
Pour y parvenir, nous nous intéressons aux tâches suivantes : 
 
- élaborer une méthode de classification automatique pouvant différencier les schémas 
biomécaniques (cinématiques) entre les sujets OA et les sujets asymptomatiques; 
 
- classifier les sujets OA selon le degré de sévérité de leur pathologie; 
 
- comparer les représentations locales avec les représentations globales des données 
cinématiques pour voir laquelle des représentations est la plus discriminante. 
- élaborer une nouvelle méthode automatique d’aide au diagnostic de la gonarthrose. 
1er niveau de classification 2e niveau de classification 
Sujets AS 
Sujets OA 
Sujets AS 
Sujets OA 
OA douteuse 
OA minime 
OA certaine 
OA évoluée 
 CHAPITRE 5 
 
 
MÉTHODOLOGIE 
5.1 Introduction 
Le présent chapitre aborde la méthodologie utilisée pour répondre aux objectifs de recherche 
qui consistent, rappelons-le, (i) à classifier les sujets asymptomatiques et les sujets 
gonarthrosiques en fonction des données cinématiques; (ii) à classifier les sujets 
gonarthrosiques selon la sévérité de leur pathologie et (iii) à comparer deux représentations 
des données cinématiques, à savoir la représentation globale et la représentation locale. Ce 
chapitre se divise en sept sections : la base de données (5.2), le filtrage (5.3), 
l’échantillonnage (5.4) l’organigramme de la méthodologie adopté (5.6), le système de 
classification (5.7) et l’extraction des caractéristiques (5.8). L’évaluation et la validation du 
système de classification sont détaillées dans la section (5.9). 
5.2 Base de données 
La base de données utilisée a été élaborée dans le cadre de deux études de doctorat au 
laboratoire de recherche en imagerie et orthopédie (LIO). La première porte sur la mise au 
point d’une approche d’évaluation de la cinématique tridimensionnelle du genou des sujets 
gonarthrosiques (Boivin, 2010) et la deuxième, sur l’évaluation et la validation d’une 
nouvelle méthode accélérométrique tridimensionnelle (3D) pour estimer les impacts 
articulaires chez une population gonarthrosique (Turcot et al., 2008). 
 
La méthode d’acquisition des données combine l’utilisation d’un tapis roulant, 
d’accéléromètre 3D, des gyroscopes 3D, de marqueurs réfléchissants fixés rigidement sur un 
exosquelette et d’une méthode d’étalonnage fonctionnelle posturale.  
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Figure 5.1  Vue frontale de l'exosquelette utilisée pour l'acquisition des données 
cinématique du genou. Axes du système coordonnés avec les accélérations externe et interne 
du tibia (ࢇሬԦࢋ࢚, ࢇሬԦ࢏࢚) et du fémur (ࢇሬԦࢋࢌ, ࢇሬԦࢋࢌ), corps rigide utilisé doté de quatre marqueurs 
réfléchissant pour la réflexion, un accéléromètre triaxial (Ax, Ay et Az) et un gyroscope à 
trois axes (Gx, Gy et Gz). 
Tirée de Turcot et al., (2008) 
 
 
Exemple du positionnement des 
marqueurs de mouvement du membre 
inférieur évalué 
 
Photo de la portion fémorale de 
l’exosquelette 
 
Photo d’un corps rigide composé de 
quatre marqueurs de mouvement et 
disposé au fémur et au tibia 
 
 
 
Figure 5.2  Photos illustrant les composantes de la partie fémorale et tibial du système 
d’attache KneeKG. La disposition des marqueurs sur un participant (a); l'exosquelette (b) et 
le corps rigide composé de marqueurs de mouvement (c). 
Tirée de Boivin (2010) 
(a) (b) (c) 
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Le système de capture de mouvement utilisée est de type passif. Il est composé de caméras 
optoélectroniques qui permettent de suivre les coordonnées 3D des marqueurs. Le système de 
capture envoie des signaux infrarouges et détecte la réflexion à partir des marqueurs grâce à 
six caméras vidéos de type Vicon (Vicon 460, Oxford Metrics). Les marqueurs sont fixés sur 
des corps rigides et sont placés sur les repères anatomiques osseux de façon non invasive là 
où le mouvement entre la peau et les os sont minimes (utilisation du KneeKG4) (Figures 5.1 
et 5.2). Les localisations anatomiques estimées des marqueurs servent à définir un système de 
référence local pour chaque segment corporel et, ainsi, décrire leurs déplacements 
segmentaires et angulaires. Le système de capteur de mouvement suit les trajectoires 3D des 
marqueurs réfléchissant. Les données cinématiques du genou 3D sont estimées à partir des 
trajectoires de ces marqueurs Le système d’analyse de mouvement reconstruit les trajectoires 
tridimensionnelles de chacun des marqueurs selon un repère référentiel spatial global et fixe. 
Les forces de réaction au sol du pied (données de cinétique) sont mesurés grâce à l’utilisation 
d’un tapis roulant (ADAL 3D, France) équipé de deux plateformes de force indépendantes 
(de marque Kistler). (Figure 5.3). 
 
Notre base de données contient, entre autres, les données cinématiques de 44 sujets 
appartenant à deux groupes : un groupe de 14 sujets asymptomatiques (AS) et un groupe de 
30 sujets gonarthrosiques (OA). Les sujets OA sont regroupés selon les critères radiologiques 
(Tableau 5.1) : 16 sujets de degré OAKL1 et OAKL2, et 14 sujets de degré OAKL3 et OAKL4  
(Tableau 5.2). 
 
 
 
 
                                                 
4 KneeKG  est un dispositif non invasif, fiable et valide qui permet d’évaluer et d’analyser la fonction 
biomécanique du genou en 3D, en temps réel, en mouvement et en charge. Il est développé au laboratoire de 
recherche en imagerie et orthopédie de l’école de technologie supérieure (ETS) situé au centre de recherche du 
CHUM (CRCHUM) de l’hôpital Notre-Dame, Montréal, Canada. 
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Figure 5.3  Équipement d'acquisition des données cinématiques. 
 
 
Tableau 5.1  Critères radiologiques selon l’échelle de Kellgren et Lawrence (KL) 
Adapté de Kellgren et Lawrence (1957) 
 
Degré KL Critères radiologiques Nomination 
0 Radio Normale AS 
1 
Pincement de l'interligne articulaire avec ou sans 
ostéophytes 
OAKL1 
2 Ostéophytes, absence ou faible pincement articulaire OAKL2 
3 
Ostéophytes de moyenne importance, pincement 
articulaire, sclérose, déformation possible 
OAKL3 
4 
Gros ostéophytes, pincement marqué de l'interligne 
articulaire, sclérose sévère, déformation 
OAKL4 
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Tableau 5.2  Les sujets, leur nomination et le nombre de participants de la base de données 
 
Sujets Nomination Nombre de participants 
AS AS 14 
OAKL1 et OAKL2 OAKL1,2 16 
OAKL3 et OAKL4 OAKL3,4 14 
 
Les sujets AS ne doivent éprouver aucune douleur au compartiment du genou et ne doivent 
présenter aucun signe clinique de l'arthrose en fonction du critère de l'American College of 
Rheumatology (ACR). Pour les sujets OA, les critères d'exclusion généralisée sont : la 
polyarthrite rhumatoïde, l’anamnèse du genou ou de la chirurgie du genou, présence d'un 
handicap ou d'une malformation grave de la hanche ou des membres inférieurs, et toutes 
autres conditions qui pourraient influencer l'évaluation de la marche ou la sécurité de 
l’évaluation. Les critères d'inclusion et d’exclusion de tous les participants ont été évalués 
par un médecin physiatre du CHUM (Centre hospitalier de l’université de Montréal). Le 
tableau 5.3 résume les caractéristiques démographiques des sujets des deux groupes. 
 
Tableau 5.3  Les caractéristiques démographiques et vitesse de marche des sujets AS et OA 
 
 
Groupe OA 
(N = 30) 
Groupe AS 
(N = 14) 
Âge  62,06 ± 7,37 65, 07 ± 5,88 
Taille (m) 1,61 ± 0,09 1,61 ± 0,85 
Poids (kg) 81,79 ± 18,11 64,82 ± 11,63 
Proportion des hommes dans le 
groupe 
27 % 29 % 
Vitesse de marche (m/s) 0,81 ± 0,25 0,89 ± 0,19 
Remarque : Les valeurs moyennes sont présentées ± l’écart type 
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5.3 Filtrage 
Le prétraitement des données cinématiques adopté consiste à faire un filtrage et un ré-
échantillonnage. Les données cinématiques sont constituées des coordonnées des marqueurs 
dans l’espace 3D. Ces données sont essentiellement affectées par un bruit causé par les 
artefacts d’acquisition de données. Pour supprimer ce bruit, la méthode automatique Singular 
Spectrum Analysis (SSA) a été utilisée avec une fenêtre de longueur 10 (Aissaoui et al., 
2006; Boivin, 2010) . Cette méthode est une approche non paramétrique qui est appliquée 
pour l’analyse des séries chronologiques. 
5.4 Échantillonnage 
La durée d’un cycle de marche présente une grande variabilité entre les sujets qui entraîne 
une variabilité des données cinématiques qui peut entraîner à son tour des erreurs de 
classification. Pour normaliser la durée du cycle de marche, Boivin (2010) et Turcot et 
al.(2008) ont procédé à un découpage temporel qui consiste à normaliser le début et la fin du 
cycle de marche à l’aide de la composante de force verticale (FV) qui correspond à l’instant 
où l’amplitude des forces de réactions au sol dépassent les 2 % du poids corporel des sujets. 
Les signaux cinématiques sont ensuite ré-échantillionnés en 1 et 100 % (1 % correspond au 
début et 100 %, à la fin du signal cinématique). Ils ont ainsi obtenu un nombre de points fixes 
sur chaque signal, à savoir 100 points. La figure 5.4 représente les signaux cinématiques 
d’adduction-abduction, de flexion-extension et de rotation interne-externe des sujets AS, 
OAKL1,2 et OAKL3,4  de notre base de données. 
5.5 Sélection des cycles  
Les études de (Boivin, 2010) et (Turcot et al., 2008) ont conservées une moyenne de 
combinaison de 10 à 15 cycles de marche qui ont démontré les meilleures reproductibilités 
inter cycle pour les deux types de patron biomécanique de la marche (cinétique et 
cinématique) pour chaque sujet. La sélection des meilleurs cycles est faite à l’aide d’une 
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fonction de calcule automatisée en choisissant la plus petite valeur moyenne du calcul de 
l’erreur quadratique moyenne (EQM) entre chaque cycle.et la moyenne de l’ensemble des 
cycles (Boivin, 2010). Les données cinématiques et cinétiques de la base de données sont 
représenté respectivement par les figures Figure 5.4 et Figure 5.5. 
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Figure 5.4  Représentation des trois signaux cinématiques de la base de données  
 l’adduction-abduction, la flexion-extension et la rotation interne-externe  
AS (bleue), OAKL1,2 (rouge) et OAKL3,4 (vert). 
 
─ Sujets AS 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
─ Sujets AS 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
─ Sujets AS 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
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Figure 5.5  Représentation des trois signaux de forces cinétiques de la base de données  
 les forces verticales, les forces antéropostérieures et les forces médiolatérales  
AS (bleue), OAKL1,2 (rouge) et OAKL3,4 (vert). 
 
─ Sujets AS 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
─ Sujets AS 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
─ Sujets AS 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
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5.6 Organigramme 
Le diagramme en bloc du système de classification élaboré est illustré à la figure 5.6. Le 
système commence par l’acquisition des données cinétique (FV) et cinématiques (adduction 
abduction, flexion-extension et la rotation interne-externe) d’un nouveau sujet dont nous 
voulons connaître la classe d’appartenance. Une extraction des caractéristiques est réalisée 
afin de réduire la dimension de nos signaux avant d’entamer le processus de classification. 
Les données cinématiques acquises sont comparées en premier lieu avec les deux bases de 
données des sujets AS et OA. Si notre sujet est classé dans la classe OA, nous procédons à un 
autre niveau de classification hiérarchique, puis nous le comparons avec les deux bases 
OAKL1,2 et OAKL3,4. Comme le montre le schéma, le système de classification élaboré se 
divise en deux niveaux hiérarchiques. Le premier niveau discrimine les sujets AS des sujets 
OA et le deuxième niveau classifie les sujets OA selon leur degré de sévérité OAKL1,2 et 
OAKL3,4. 
 
 
 
Figure 5.6  Diagramme en bloc du système de classification élaboré. 
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5.7 La classification 
Le système de classification adopté consiste à minimiser le résidu de la projection sur une 
base orthonormée par une décomposition en valeur singulière (SVD) sur un sous-cycle pour 
les données cinématiques globales et sur une combinaison de points d’intérêt pour une 
classification des données locales. La méthode élaborée consiste à créer un sous-espace 
déterminé par une décomposition en SVD. Les méthodes de classification axées sur les SVD 
(Golub et Khan, 1965) ont suscité l’intérêt de plusieurs chercheurs. Ces méthodes reposent 
sur des outils d’algèbres linéaires et de projection matricielle. Elles sont bien connues par 
leur efficacité en classification et leur simplicité d’intégration. 
5.7.1 Définition de la décomposition en valeur singulière 
La décomposition en SVD est une technique de factorisation des matrices. Le principe de la 
décomposition en SVD d’une matrice ܣ  (valeurs réelles) de dimension ሺܮ ൈ ܥሻ est fort 
simple. Voici sa formule : 
 
 
 ሾܷ, ܵ, ܸሿ ൌ ܸܵܦሺܣሻ ՞ ܣ ൌ ܷ ܵ ்ܸ  (5.1)
 
 
 
 
 
 
 
U et V sont des matrices orthonormées respectivement de taille ܮ ൈ ܮ et ܥ ൈ ܥ et S est une 
matrice pseudo-diagonale contenant les éléments ߪଵ, ߪଶ, … , ߪ୫୧୬ሺ௅,஼ሻ qui sont appelées les 
valeurs singulières de ܣ (et de  ܣ்). Les matrices ܷ ൌ ሺ ݑଵሬሬሬሬԦ, ݑଶሬሬሬሬԦ, ݑଷሬሬሬሬԦ, … , ݑ௅ሬሬሬሬԦ ሻ  et ܸ ൌ
ܣ ܷ ܵ ்ܸ = ൈ ൈ
ሺܮ ൈ ܥሻ ሺܮ ൈ ܮሻ ሺܮ ൈ ܥሻ ሺܥ ൈ ܥሻ 
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ሺ ݒଵሬሬሬሬԦ, ݒଶሬሬሬሬԦ, ݒଷሬሬሬሬԦ, … , ݒ஼ሬሬሬሬԦ ሻ orthonormées réunissent deux conditions : tous les vecteurs de la base 
sont de norme 1 et orthogonaux deux à deux : 
 
Condition 1 : La norme de chaque vecteur égale 1 
 
 ԡݑଵሬሬሬሬԦԡ ൌ ԡݑଶሬሬሬሬԦԡ ൌ ԡݑଷሬሬሬሬԦԡ ൌ … ൌ ԡݑ௅ሬሬሬሬԦԡ ൌ 1 
ԡݒଵሬሬሬሬԦԡ ൌ ԡݒଶሬሬሬሬԦԡ ൌ ԡݒଷሬሬሬሬԦԡ ൌ … ൌ ԡݒ஼ሬሬሬሬԦԡ ൌ 1 
(5.2)
 
Condition 2 : Produit scalaire 2 à 2 égale 0 
 
 
Pour tout ݅ ് ݆,
ݑపሬሬሬሬԦ · ݑఫሬሬሬሬԦ ൌ 0  
ݒపሬሬሬԦ · ݒఫሬሬሬԦ ൌ 0 
݅, ݆ ൑ ܮ 
i, j ൑ C 
(5.3)
Les valeurs singulières de la matrice A se composent de ݉݅݊ ሺܮ, ܥሻ réels positifs et sont 
classées en ordre décroissant, tel qu’il est montré dans l’équation suivante :  
 
 ߪଵ ൒ ߪଵ ൒ ڮ ൒ ߪ୫୧୬ ሺ௅,஼ሻ ൒ 0 (5.4)
   
 
Le rang de la matrice A nous indique le nombre de valeurs singulières non nulles que possède 
la matrice A. 
 
 ݎ ൌ ݎܽ݊݃ ሺ ܣ ሻ ൌ ܰ݋ܾ݉ݎ݁ ݀݁ ݒ݈ܽ݁ݑݎݏ ݏ݅݊݃ݑ݈݅èݎ݁ݏ ݊݋݊ ݊ݑ݈݈݁ݏ ݀݁ ܣ (5.5)
 
Les r premières colonnes de la matrice ܸ ൌ ሺ ݒଵሬሬሬሬԦ, ݒଶሬሬሬሬԦ, ݒଷሬሬሬሬԦ, … , ݒ஼ሬሬሬሬԦ ሻ sont appelées vecteurs 
singuliers de la partie droite de la matrice A associées aux valeurs singulières correspondant. 
Tandis que les r premières colonnes de la matrice  ܷ ൌ ሺ ݑଵሬሬሬሬԦ, ݑଶሬሬሬሬԦ, ݑଷሬሬሬሬԦ, … , ݑ௅ሬሬሬሬԦ ሻ sont appelées 
vecteurs singuliers de la partie gauche de la matrice A associées aux valeurs singulières 
correspondant. Il est possible de réduire la dimension de la matrice A en écrivant la SVD 
sous sa forme réduite : 
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 ܣ ൌ ௥ܷ ܵ௥ ௥்ܸ  (5.6)
 
௥ܷ et ௥ܸ constituent respectivement les premières r colonnes de U et de V, alors que ܵ௥ de 
taille ݎ ൈ ݎ est une matrice diagonale avec les r valeurs singulières non nulles de A. Les r 
premières colonnes de la matrice U forment une base orthonormée de l’espace colonne de la 
matrice A, tandis que les r premières colonnes de la matrice V forment une base orthonormée 
de l’espace ligne de la matrice A. Les L – r colonnes de la matrice U forment une base 
orthonormée de l’espace nul à gauche de A, et les C – r colonnes de la matrice V forment une 
base orthonormée de l’espace nul à droite de A. Voici la forme réduite de la matrice A : 
 
 
ܣ ൌ ෍ ௜ܷ ௜ܵ ௜்ܸ
௥
௜ୀଵ
 
(5.7)
 
Ainsi, les zéros des valeurs singulières peuvent être négligés puisqu’ils ne portent pas 
d’information pertinente. La formule (5.7) peut encore être abrégé par la question suivante : 
quelles sont les valeurs singulières qui se rapprochent le plus de zéro? 
5.7.2 La projection sur une base orthonormée 
Le procédé de la décomposition en SVD fournit une méthode constructive pour obtenir deux 
bases orthonormées U et V. Soit ܧ௡ un espace vectoriel euclidien de dimension ݊, où ݊ est un 
entier naturel. Si on considère A une base orthonormée de ܧ௡, ܣ ൌ ሺ ݁ଵሬሬሬԦ, ݁ଶሬሬሬԦ, ݁ଷሬሬሬԦ, … , ݁௡ሬሬሬሬԦ ሻ, alors, 
la formule de projection du vecteur ݔԦ sur une base orthonormée dans l’espace vectoriel ܧ௡  
s’écrit comme suit : 
 
׊ ݔԦ  א ܧ௡, ݔԦ ൌ ෍ሺ݁పሬሬԦ · ݔԦሻ
௡
௜ୀଵ
݁పሬሬԦ 
(5.8)
 
La figure 5.7 illustre un exemple de projection du vecteur ݔԦ sur une base orthonormée A avec 
n = 3. 
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Figure 5.7  Représentation géométrique de la projection du vecteur ࢞ሬԦ  sur  
une base orthonormée ࡭ ൌ ሺ ࢋ૚ሬሬሬሬԦ, ࢋ૛ሬሬሬሬԦ, ࢋ૜ሬሬሬሬԦ ሻ. 
5.7.3 Système de classification 
Soit A et B deux bases qui représentent deux groupes de sujets différents de taille respective 
de ሺܮଵ ൈ ܥଵሻ et ሺܮଶ ൈ ܥଶሻ. Les colonnes de la base de données contiennent les différents 
sujets du groupe, tandis que les lignes correspondent à la taille des signaux de données de 
chaque sujet (exemple à la figure 5.8). Les tailles des signaux de données des deux groupes 
doivent être égales, nous pouvons donc alléger la notation et écrire ሺܮଵ ൌ ܮଶ ൌ ܮሻ. Soit ܰܥሬሬሬሬሬԦ 
un nouveau cas dont nous voulons connaître le groupe d’appartenance. Le système de 
classification commence par une décomposition en SVD sur les deux bases A et B : 
 
 ሾ ଵܷ, ଵܵ, ଵܸሿ ൌ ܸܵܦሺܣሻ  
ሾܷଶ, ܵଶ, ଶܸሿ ൌ ܸܵܦሺܤሻ 
(5.9)
 
݁ଶሬሬሬԦ 
݁ଵሬሬሬԦ 
݁ଷሬሬሬԦ 
ݔԦ 
ሺ݁ଶሬሬሬԦ · ݔԦሻ 
ሺ݁ଵሬሬሬԦ · ݔԦሻ ሺ݁ଷሬሬሬԦ · ݔԦሻ 
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Figure 5.8  Réorganisation de la base A de taille (LxN). L : taille du signal  
cinématique et N : nombre de sujets de la base A. 
 
À la suite de la décomposition en SVD sur nos deux bases A et B, nous obtenons 
respectivement deux bases orthonormées ଵܷ, ଵܸ et ܷଶ, ଶܸ. Les bases orthonormées ଵܸ et ଶܸ 
forment des bases orthonormées de l’espace ligne de chacune des lignes des A et des B, 
tandis que les bases orthonormées ଵܷet ܷଶ forment respectivement des bases orthonormées 
de l’espace colonne de chacune des colonnes des A et des B. Dans notre cas, nous nous 
intéressons aux bases orthonormées ଵܷ ൌ ൫ ݁1ଵሬሬሬሬሬሬԦ, ݁1ଶሬሬሬሬሬሬԦ, ݁1ଷሬሬሬሬሬሬԦ, … , ݁1௅ሬሬሬሬሬሬԦ ൯  et 
ܷଶ ൌ ൫ ݁2ଵሬሬሬሬሬሬԦ, ݁2ଶሬሬሬሬሬሬԦ, ݁2ଷሬሬሬሬሬሬԦ, … , ݁2௅ሬሬሬሬሬሬԦ ൯, puisque les colonnes des deux bases (A et B) portent 
l’information des sujets de chaque groupe. La taille des bases ଵܷ et ܷଶ correspond à la taille 
du signal de données (exemple à la figure 5.9). 
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Figure 5.9  Présentation de la matrice U de taille (L x L). 
 
Soit un nouveau cas ܰܥሬሬሬሬሬԦ, dont nous voulons connaître son groupe d’appartenance. À l’aide de 
l’équation (5.8), la projection de ܰܥሬሬሬሬሬԦ sur les deux bases A et B se définit comme suit : 
  
 
ଵܷ ൌ ൫ ݁1ଵሬሬሬሬሬሬԦ, ݁1ଶሬሬሬሬሬሬԦ, ݁1ଷሬሬሬሬሬሬԦ, … , ݁1௅ሬሬሬሬሬሬԦ ൯ , ܰܥሬሬሬሬሬԦ ൌ ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௅
௜ୀଵ
 ݁1పሬሬሬሬሬԦ 
ܷଶ ൌ ൫ ݁2ଵሬሬሬሬሬሬԦ, ݁2ଶሬሬሬሬሬሬԦ, ݁2ଷሬሬሬሬሬሬԦ, … , ݁2௅ሬሬሬሬሬሬԦ ൯ , ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௅
௜ୀଵ
 ݁2పሬሬሬሬሬԦ 
 
(5.10)
Comme il a été cité antérieurement, rappelons le, les valeurs singulières de la matrice S 
indiquent le poids de chaque vecteur orthonormé de la matrice U et V. D’après l’équation 
(5.5), le rang de A et de B divulgue respectivement le nombre ݎଵ et ݎଶ de valeurs singulières 
non nulles sur chacune des deux bases.  
 
Les valeurs ݎଵet ݎଶ indiquent le nombre de vecteurs orthonormés dont le poids est différent de 
0. Ainsi, la formule de projection (5.10) peut s’écrire sous la forme suivante (5.11) : 
 
ݑଵሬሬሬሬԦ ݑଶሬሬሬሬԦ ݑଷሬሬሬሬԦ     . . . . . .            ݑ௅ሬሬሬሬԦ 
Taille du signal de 
données 
1 
 
 
 
 
 
L 
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ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௥భ
௜ୀଵ
݁1పሬሬሬሬሬԦ ൅ ෍ ൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௅
௜ୀ௥భାଵ
݁1పሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௥భ
௜ୀଵ
 ݁1పሬሬሬሬሬԦ  ൅ ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௥మ
௜ୀଵ
 ݁2పሬሬሬሬሬԦ  ൅ ෍ ൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௅
௜ୀ௥మାଵ
 ݁2పሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௥మ
௜ୀଵ
݁2పሬሬሬሬሬԦ ൅ ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
(5.11)
 
Les résidus ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ et ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ représentent la projection de ܰܥሬሬሬሬሬԦ sur les vecteurs dont le 
poids des valeurs singulières égale 0, ce qui signifie que les zéros des valeurs singulières 
peuvent être représentés comme résidu, puisqu’ils ne portent pas d’information pertinente. 
Ainsi, la projection se focalise sur les vecteurs les plus représentatifs. Une question se pose : 
Existent-ils d’autres vecteurs dont le poids (valeurs singulière) est négligeable? Pour trouver 
une réponse, d’un côté, nous supposons qu’il existe un autre seuil où les vecteurs 
orthonormés sont considérés comme des résidus. De l’autre, nous supposons qu’il existe 
ܶ ൏ ݉݅݊ሺݎଵ, ݎଶሻ vecteurs singuliers pertinents. Voici la formule de projection : 
 
 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
்
௜ୀଵ
݁1పሬሬሬሬሬԦ ൅ ෍ ൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௅
௜ୀ்ାଵ
݁1పሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
்
௜ୀଵ
 ݁1పሬሬሬሬሬԦ  ൅ ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
்
௜ୀଵ
 ݁2పሬሬሬሬሬԦ  ൅ ෍ ൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
௅
௜ୀ்ାଵ
 ݁2పሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
்
௜ୀଵ
 ݁2పሬሬሬሬሬԦ  ൅ ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
݄ܵܽܿܽ݊ݐ ݍݑ݁ ܶ ൏ ݉݅݊ሺݎଵ, ݎଶሻ  
(5.12)
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À l’aide de la formule de projection (5.12), la projection du nouveau cas ܰܥሬሬሬሬሬԦ sur les deux 
bases orthonormées ଵܷ ൌ ൫ ݁1ଵሬሬሬሬሬሬԦ, ݁1ଶሬሬሬሬሬሬԦ, ݁1ଷሬሬሬሬሬሬԦ, … , ݁1௅ሬሬሬሬሬሬԦ ൯ et ܷଶ ൌ ൫ ݁2ଵሬሬሬሬሬሬԦ, ݁2ଶሬሬሬሬሬሬԦ, ݁2ଷሬሬሬሬሬሬԦ, … , ݁2௅ሬሬሬሬሬሬԦ ൯ se fait 
sur les T vecteurs orthonormés les plus pertinents. Le reste est considéré comme des résidus.  
 
Le système de classification adopté utilise les résidus pour définir le groupe d’appartenance 
du cas ܰܥሬሬሬሬሬԦ. Il suffit de comparer la norme des résidus ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ à ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ. Si la norme du 
ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ est inferieure à la norme du ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ, ܰܥሬሬሬሬሬԦ appartient donc à la base A. Sinon, il 
appartient à la base B. Voici un résumé du procédé : 
 
 ܵ݅ ฮܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦฮ ൑ ฮܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦฮ  
       ܰܥሬሬሬሬሬԦ  א ܣ 
ܵ݅݊݋݊ 
       ܰܥሬሬሬሬሬԦ  א ܤ 
 
 
5.7.4 L’algorithme du classificateur 
Soit A et B deux bases de données où les colonnes représentent les différents sujets des bases, 
et les lignes représentent la taille du signal de données. Soit ܰܥሬሬሬሬሬԦ un nouveau cas à classifier, 
l’algorithme de classification se résume dans la figure 5.10 suivante : 
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Figure 5.10  L’algorithme de classification. 
 
 
ሺ ଵܷ, ଵܵ, ଵܸሻ ൌ ܸܵܦሺܣሻ ሺܷଶ, ܵଶ, ଶܸሻ ൌ ܸܵܦሺܤሻ 
ଵܷ ܷଶ 
Projection ܰܥሬሬሬሬሬԦ sur les T 
premiers vecteurs 
orthonormées de ଵܷ 
Projection ܰܥሬሬሬሬሬԦ sur les T 
premiers vecteurs 
orthonormées de ܷଶ 
ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
 
 ܰܥሬሬሬሬሬԦߝ ܣ ܰܥሬሬሬሬሬԦ ߝ ܤ 
Oui Non 
Fixer un seuil T<min(rang(A), rang(B)) 
ฮܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦฮ ൑ ฮܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦฮ 
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5.7.5 Explication graphique du classificateur 
Supposons que les tailles des deux bases orthonormées sont de taille ሺ3 ൈ 3ሻ, ଵܷ ൌ
൫ ݁1ଵሬሬሬሬሬሬԦ, ݁1ଶሬሬሬሬሬሬԦ, ݁1ଷሬሬሬሬሬሬԦ ൯ et ܷଶ ൌ ൫ ݁2ଵሬሬሬሬሬሬԦ, ݁2ଶሬሬሬሬሬሬԦ, ݁2ଷሬሬሬሬሬሬԦ ൯, la figure 5.11 illustre un exemple de projection 
graphique de ܰܥሬሬሬሬሬԦ sur les deux bases orthonormées. Les formules de projections sont définies 
par l’équation (5.13). 
 
 
 
Figure 5.11  Projection graphique du ࡺ࡯ሬሬሬሬሬሬԦ sur les deux bases orthonormées ࢁ૚ ൌ
൫ ࢋ૚૚ሬሬሬሬሬሬሬԦ, ࢋ૚૛ሬሬሬሬሬሬሬԦ, ࢋ૚૜ሬሬሬሬሬሬሬԦ ൯ et ࢁ૛ ൌ ൫ ࢋ૛૚ሬሬሬሬሬሬሬԦ, ࢋ૛૛ሬሬሬሬሬሬሬԦ, ࢋ૛૜ሬሬሬሬሬሬሬԦ ൯. 
 
 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
ଷ
௜ୀଵ
 ݁1పሬሬሬሬሬԦ ൌ ൫݁1ଵሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯݁1ଵሬሬሬሬሬሬԦ ൅ ൫݁1ଶሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯݁1ଶሬሬሬሬሬሬԦ ൅  ൫݁1ଷሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯݁1ଷሬሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
ଷ
௜ୀଵ
 ݁2పሬሬሬሬሬԦ ൌ ൫݁2ଵሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯݁2ଵሬሬሬሬሬሬԦ ൅ ൫݁2ଶሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯݁2ଶሬሬሬሬሬሬԦ ൅  ൫݁2ଷሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯݁2ଷሬሬሬሬሬሬԦ 
(5.13) 
 
Si par exemple,  les deux premiers vecteurs orthonormés sont les plus pertinents ሺܶ ൌ 2ሻ, 
l’équation (5.13) s’écrit donc comme suit : 
 
݁1ଶሬሬሬሬሬሬԦ 
݁1ଵሬሬሬሬሬሬԦ
݁1ଷሬሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൫݁1ଶ
ሬሬሬሬሬሬԦ · ݔԦ൯ 
൫݁1ଵሬሬሬሬሬሬԦ · ݔԦ൯ ൫݁1ଷሬሬሬሬሬሬԦ · ݔԦ൯ 
݁2ଶሬሬሬሬሬሬԦ 
݁ଶଵሬሬሬሬሬԦ 
݁2ଷሬሬሬሬሬሬԦ
ܰܥሬሬሬሬሬԦ ൫݁2ଶ
ሬሬሬሬሬሬԦ · ݔԦ൯ 
൫݁2ଵሬሬሬሬሬሬԦ · ݔԦ൯ ൫݁2ଷሬሬሬሬሬሬԦ · ݔԦ൯ 
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ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
ଶ
௜ୀଵ
 ݁1పሬሬሬሬሬԦ  ൅  ൫݁1ଷሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯ ݁1ଷሬሬሬሬሬሬԦ ൌ ෍൫݁1పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
ଶ
௜ୀଵ
݁1పሬሬሬሬሬԦ ൅ ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
ܰܥሬሬሬሬሬԦ ൌ  ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
ଶ
௜ୀଵ
 ݁2పሬሬሬሬሬԦ  ൅ ൫݁2ଷሬሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯ ݁2ଷሬሬሬሬሬሬԦ ൌ ෍൫݁2పሬሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯
ଶ
௜ୀଵ
݁2పሬሬሬሬሬԦ ൅ ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
(5.14)
 
L’établissement du seuil T à 2 implique que nous avons constitué un espace repère de T 
dimension pour chacune des bases A et B au moyen des deux premiers vecteurs orthonormés. 
L’exemple ci-dessous représente un plan 2D. Les normes des résidus ܴéݏଓ݀ݑଵሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ et ܴéݏଓ݀ݑଶሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ 
représentent respectivement la distance de la projection de ܰܥሬሬሬሬሬԦ sur les deux axes ݁1ଷሬሬሬሬሬሬԦ et ݁2ଷሬሬሬሬሬሬԦ . 
La norme la plus petite définit la distance la plus courte entre le point de projection et notre 
repère 2D. Le diagramme de la figure 5.12 résume les étapes du système de classification 
adopté. 
 
 
 
Figure 5.12  Algorithme du fonctionnement du système de classification. 
 
Le système de classification élaboré utilise une classification hiérarchique deux par deux 
(Figures 5.12 et 5.5). Pour le premier niveau de classification, nous regroupons les sujets 
asymptomatiques dans une base de données notée BaseAS et les sujets OA (tous degré de 
sévérité confondues) dans une base de donnée notée BaseOA. Dans le second niveau de 
 
 ܰ ܥሬሬሬሬሬԦ ߝ ܦܤఈ 
ܴఈ ൏ ܴఉ 
 ܰ ܥሬሬሬሬሬԦ ߝ ܦܤఉ 
Oui 
Non 
ሺܷఈ, ܵఈ, ఈܸሻ ൌ ܸܵܦሺܦܤఈሻ 
൫ ఉܷ, ఉܵ, ఉܸ൯ ൌ ܸܵܦሺܦܤఉሻ 
ܰܥሬሬሬሬሬԦ 
ܴ௜ ൌ ቯܰܥሬሬሬሬሬԦ െ ෍൫݁ଓఫሬሬሬሬԦ · ܰܥሬሬሬሬሬԦ൯ ݁ଓఫሬሬሬሬԦ
்
௝ୀଵ
ቯ 
R : Résidu 
i : Index de la base de données ݅ ߝ ሼߙ, ߚሽ 
NC : Nouveau cas à classifier 
j : Index des vecteurs orthonormés 
T : T < min (rang(DBα), rang(DBβ)) 
N : Nombre totale des vecteurs orthonormés 
௜ܷ ൌ ሺ ݁ଓଵሬሬሬሬሬԦ, ݁ଓଶሬሬሬሬሬԦ, … , ݁ଓேሬሬሬሬሬሬԦ ሻMatrice orthonormée  
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classification, nous regroupons les sujets gonarthrosiques de degrés KL1 et KL2 dans une 
seule base (BaseOAKL1,2) et les degrés KL3 et KL4 dans une autre base (BaseOAKL3,4). Le 
tableau 5.4 montre le regroupement des sujets de la base de données. 
 
Tableau 5.4  Regroupement des bases de notre base de données 
 
Nomination des bases BaseAS BaseOA BaseOAKL1,2 BaseOAKL3,4 
Sujets AS 
OAKL1 
OAKL2 
OAKL3 
OAKL4 
OAKL1 
OAKL2 
OAKL3 
OAKL4 
Nombre de sujets 14 30 16 14 
 
 
 
 
Figure 5.13  La représentation des deux niveaux de la classification hiérarchique. 
1er niveau de classification 2e niveau de classification 
BaseAS 
BaseOA 
BaseAS
BaseOA BaseOAKL1,2 
BaseOAKL3,4 
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5.8 La sélection des caractéristiques 
La sélection des caractéristiques de la section 3.2.2 consiste à trouver les caractéristiques 
utiles pour représenter les données. Dans notre cas, nous parlons de deux types d’extraction 
des caractéristiques : L’extraction des caractéristiques globales, lorsque nous considérons le 
signal cinématique en partie (sous-cycle) ou en totalité (cycle total) et l’extraction des 
caractéristiques locales, lorsque nous décrivons le signal cinématique par des points 
spécifiques durant le cycle de marche. 
 
Quel que soit le type de sélection choisie, la sélection des caractéristiques des sujets AS et 
des sujets OA ainsi que leurs degrés se fait également par deux niveaux hiérarchiques de 
sélection de caractéristiques : un premier niveau entre les sujets AS et OA et le second entre 
les degrés des sujets gonarthrosiques OAKL1,2 et OAKL3,4 (Figure 5.14). 
 
 
 
Figure 5.14  La représentation des deux niveaux hiérarchiques de  
sélection des caractéristiques. 
 
 
1er niveau de sélection des caractéristiques 2e niveau de sélection des caractéristiques 
BaseAS 
BaseOA 
BaseAS
BaseOA
BaseOAKL3,4 
BaseOAKL1,2 
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5.8.1 Sélection des caractéristiques des représentations globales 
L’approche globale consiste à caractériser les signaux cinématiques en partie (partie foncée) 
ou bien en leur totalité (partie claire) comme illustré à la figure 5.15. 
 
 
 
Figure 5.15  Représentation de chacune des phases d'un cycle de marche normal. La partie 
claire représente le cycle de marche au complet. La partie foncée représente un sous-cycle  
du cycle de marche. 
Tirée et modifiée de Skinner, (2006) 
 
La caractérisation du signal en sa totalité implique des contraintes de surdimensionnement de 
la base de données, ce qui affaiblit les chances de trouver un bon système de classification. 
L’une des hypothèses suggérée consiste à trouver un sous-cycle du signal global de marche 
qui renferme l’information pertinente pour la bonne discrimination des sujets des différents 
groupes. Pour y parvenir, une technique expérimentale a été élaborée afin de trouver le sous-
cycle des signaux cinématiques le plus discriminant. La technique est décrite par les six 
étapes suivantes : 1 – La taille de la fenêtre glissante ou du sous-cycle s’initialise à 2 (Vec 
=2); 2 – La fenêtre glissante se place au début du signal cinématique (Pos = 1); 3 – Une 
nouvelle base de données contenant le sous-cycle du signal cinématique choisie 
Base(Pos,Pos+vec-1) est construite; 4 – Ensuite, le système de classification est réalisé sur la 
nouvelle base de données et il est évalué par une validation croisée. Le taux de classification 
est enregistré pour une utilisation ultérieure; 5 – La position de la fenêtre glissante sur le 
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signal cinématique est incrémentée, puis les étapes 2, 3 et 4 sont répétées jusqu’à ce que la 
fenêtre glissante arrive à la fin du signal cinématique (101-Vec); 6 – Après, la taille de la 
fenêtre glissante (Vec = Vec+1) est incrémentée, puis elle est placée de nouveau sur le début 
du signal cinématique (étape 2). Le système d’extraction et de test des caractéristiques 
globales se termine lorsque la taille de la fenêtre glissante devient plus grande que la taille du 
signal cinématique global (Vec > 100) (Figure 5 16). 
 
 
 
Figure 5 16  Algorithme de recherche du meilleur sous-cycle du cycle de marche. 
Non 
Initialiser taille fenêtre à 2 (Vec = 2) 
Placer la fenêtre sur le début du signal 
cinématique. Pos = 1 
Nouvelle base de données 
Base(Pos,Pos+vec-1) 
Appliquer le système de classification 
Pos = (101-Vec) ?
Incrémenter la taille de la fenêtre 
Vec = Vec+1 
(Vec > 100) ?
Fin 
Glisser la fenêtre d’un pas 
Pos = Pos + 1 
Non 
Oui 
Oui 
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5.8.2 Sélection des caractéristiques des représentations locales 
L’approche locale consiste à caractériser les données cinématiques par des points spécifiques 
sur la courbe des données. L’appellation la plus courante des caractéristiques locales est « les 
points d’intérêts ». Les données cinétiques ne sont pas considérées pour la classification. 
Elles sont considérées uniquement pour la détermination des points d’intérêts cinématiques 
(Tableau 5.5). 
Tableau 5.5  Les caractéristiques de l’approche locale 
 
L
es
 d
on
né
es
 c
in
ét
iq
ue
s 
 Forces verticales 
Pfv1 Contact initial 
Pfv2 1er maximum entre 15 % et 35 % 
Pfv3 2e maximum entre 45 % et 65 % 
Pfv4 Minimum entre Pfv1 et Pfv2 
Pfv5 Envol du pied (Toe-off) 
Pfv6 Fin du cycle 
Pfv7 Début du simple appui 
Pfv8 Fin du simple appui 
L
es
 d
on
né
es
 c
in
ém
at
iq
ue
s 
 Flexion-extension 
Pflex1 Valeur maximale de la flexion-extension 
Pflex2 Valeur minimale de la flexion-extension 
Pflex3 Valeur minimale entre Pfv2 et Pflex1 
Pflex4 Valeur maximale entre Pfv1 et Pfv2 
 Adduction–Abduction 
Pabd1 Valeur maximale de l’adduction-abduction 
Pabd2 Valeur minimale de l’adduction-abduction 
Pabd3 Valeur minimale entre Pfv3 et Pfv6 
Pabd4 Valeur maximale entre Pfv3 et Pfv6 
Pabd5 Valeur minimale entre Pfv1 et Pfv2 
Pabd6 Valeur maximale entre Pfv1 et Pfv2 
 Rotation interne-externe 
Prot1 Valeur maximale de la rotation interne-externe 
Prot2 Valeur maximale de la rotation interne-externe 
Prot3 Valeur minimale entre Pfv3 et Pfv6 
Prot4 Valeur maximale entre Pfv3 et Pfv6 
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Les signaux cinématiques sont représentés par 14 points d’intérêts : Quatre pour la flexion-
extension (Pflex1, Pflex2, Pflex3 et Pflex4), six pour le signal cinématique d’adduction-
abduction (Pabd1, Pabd2, Pabd3, Pabd4, Pabd5 et Pabd6) et, finalement, quatre pour le 
signal cinématique de rotation interne-externe (Prot1, Prot2, Prot3 et Prot4). Le tableau 5.5 
résume les caractéristiques locales et leur signification (exemple à la figure 5.17). 
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Figure 5.17  Exemple de représentation des points d'intérêts sur les signaux cinématiques. 
•
•
• • 
•
• 
• 
•
• 
Pflex3 Pflex4 
Pabd3 
Pabd4 
Pabd5 Pabd6 
Prot2 
Prot3 
Prot1 
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L’hypothèse posée est que les 14 points ne portent pas tous de l’information pertinente et 
qu’il existe un nombre n de caractéristiques locales qui peuvent représenter la totalité des 
signaux cinématiques. Pour y arriver, une technique expérimentale a été élaborée afin de 
trouver le meilleur choix de caractéristiques locales (Figure 5 16). 
 
 
 
Figure 5.18  Algorithme de sélection des meilleures caractéristiques locales. 
Non
Non
Oui
Oui
Initialiser nombre de caractéristique à 2 (C = 2) 
ܥ݋ܾ݉݅݊ܽ݅ݏ݋݊ ൌ ൬14!ܥ! ൰ ൌ
14!
ܿ! ൈ  ሺ14 െ ܿሻ! 
Pointer sur la première combinaison des caractéristiques (Comb = 1) 
Nouvelle base de données avec seulement la combinaison des 
données cinématiques pointée par Comb 
Appliquer le système de classification 
Comb > ൫ଵସ!஼! ൯ 
Incrémenter le nombre de caractéristiques  
C = C+1
 (C > 14) ? 
Fin
Pointer la combinaison suivante 
Comb = Comb + 1
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Voici l’algorithme élaboré : 1 – Le nombre de caractéristiques est initialisé à deux (C = 2); 2 
– Le nombre de combinaisons possibles C parmi 14 est calculé par l’équation (5.15), puis la 
première combinaison (Comb = 1) est pointée; 3 – Une nouvelle base de données est créée 
avec les C points d’intérêt pointés par Comb; 4 – Notre système de classification est appliqué 
tout en sauvegardant le taux; 5 – Le pointeur de combinaison Comb est incrémenté, puis les 
étapes 3 et 4 sont répétés tant que le pointeur n’est pas encore arrivé à la fin des 
combinaisons. Une fois que toutes les combinaisons sont épuisées, le nombre de 
caractéristiques C est incrémenté, puis les étapes 2, 3, 4 et 5 sont répétés tant que  ܥ ൑ 14. 
 
 ܥ݋ܾ݉݅݊ܽ݅ݏ݋݊ ൌ ൬14!ܥ! ൰ ൌ
14!
ܿ! ൈ ሺ14 െ ܿሻ! 
(5.15)
5.9 Évaluation du classificateur 
Tel qu’il a été abordé dans le chapitre 2, l’évaluation des performances d’un classificateur se 
fait généralement par le calcul du taux de classification globale, la sensibilité et la spécificité. 
La matrice de confusion est utilisée pour mieux représenter et interpréter les résultats du 
classificateur. 
5.9.1 Taux de classification 
Le taux de classification est l’une des méthodes d’évaluation la plus simple et la plus 
naturelle d’un classificateur. Elle consiste à calculer l’ensemble des données bien classées 
par rapport à l’ensemble des données totales. Voici la relation : 
 
 ܶܽݑݔ ݀݁ ݈ܿܽݏݏ݂݅݅ܿܽݐ݅݋݊ ൌ ܦ݋݊݊é݁ݏ ܾ݅݁݊ ݈ܿܽݏݏé݁ݏܾܰݎ ݐ݋ݐ݈ܽ ݀݁ ݀݋݊݊é݁ݏ  
(5.16)
 
Voici le calcul du taux d’erreur : 
 
 ܶܽݑݔ ݀ᇱ݁ݎݎ݁ݑݎ ൌ ሺ1 െ ܶܽݑݔ ݀݁ ݈ܿܽݏݏ݂݅݅ܿܽݐ݅݋݊ሻ (5.17)
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5.9.2 Matrice de confusion 
La matrice de confusion est une technique qui détermine l’erreur de classification de 
l’ensemble du test par rapport à l’ensemble totale des données. La matrice de confusion est 
une matrice carrée de taille [2 x 2] où 2 représente le nombre de classes de notre base de 
données. Les colonnes de cette matrice correspondent au nombre d’occurrences des classes 
estimées, alors que les lignes correspondent au nombre d’occurrences des classes réelles. La 
matrice de confusion constitue un très bon outil de mesure de la qualité d’un système de 
classification. Dans notre cas, nous utilisons deux matrices de confusions, une pour chaque 
niveau de classification. La première entre les sujets AS et OA, et la deuxième entre les 
grades des sujets OA (OAKL1,2/OAKL3,4) (Tableau 5.6). 
 
Tableau 5.6  Les matrices de confusion des deux niveaux de classification AS/OA et 
OAKL1,2/OAKL3,4 
 
1er niveau de classification 2e niveau de classification 
 
5.9.3 Validation du classificateur 
Le système de validation utilise la technique du Leave-one-out. Leave-one-out ou la 
validation croisée est un cas particulier du K-fold présenté dans le chapitre 2. Cette technique 
consiste à faire ressortir un seul échantillon de la base d’échantillon et de le considérer 
Groupe 
d'analyse 
(Classe réelle) 
Résultat de classification 
(Classe prédite) 
AS OA 
AS 
(n = 14) 
Vrai Faux 
OA 
(n = 30) 
Faux Vrai 
Groupe 
d'analyse 
(Classe réelle) 
Résultat de classification 
(Classe prédite) 
OAKL1,2 OAKL3,4 
OAKL1,2 
(n = 16) 
Vrais Faux 
OAKL3,4 
(n = 14) 
Faux Vrais 
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comme échantillon de validation. Le reste des échantillons de la base N-1 est pris comme 
échantillon d’entraînement. Le processus de validation sera répété N fois (N : nombre de 
sujets de notre base de données) (Figure 5.19). Dans notre cas, N = 44 sujets pour une 
validation entre les sujets AS et OA et N = 30 entre les degrés des sujets OA (OAKL1,2 et 
OAKL3,4). La validation croisée peut être coûteuse pour le calcul, lorsque la base de données 
est grande, ce qui n’est pas le cas présent. 
 
 
 
Figure 5.19  Méthode de validation leave-one-out. 
5.10 Conclusion 
Dans ce chapitre, nous avons présenté tous les aspects techniques reliés à la méthodologie 
adoptée. Le système de classification conçu utilise la SVD pour trouver la partie du signal la 
plus discriminante pour les représentations globales et la meilleure combinaison des 
caractéristiques pour les représentations locales par la recherche de l’espace où les données 
sont les plus représentatives possibles. Cette technique est évaluée par la matrice de 
confusion et validée par la méthode du « leave-on-out ». 
 
N-1 Échantillons 
 
 
 
 
Taux de classification pour 
l’énième échantillon 
 
 
Application 
du modèle 
 
 
 
 
 
N Échantillons 
Données 
 
i Échantillon 
 CHAPITRE 6 
 
 
RÉSULTATS 
6.1 Introduction 
Le présent chapitre présente les résultats de la méthode de classification adoptée et il se 
décompose en deux grandes parties : la première s’articule autour des résultats des 
présentations globales du signal cinématique. Dans cette partie, nous utilisons le système de 
classification élaboré dans le chapitre 5 qui se base sur la méthode de minimisation de résidu 
de la projection sur une base orthonormée par la décomposition en SVD sur un sous-cycle du 
cycle de marche pour trouver le sous-cycle le plus discriminant. Quant à la deuxième partie 
du chapitre, elle s’articule autour des résultats de classification des représentations locales. 
Dans cette partie, nous utilisons le même système de classification sur une combinaison des 
points d’intérêts des données cinématiques pour trouver la combinaison la plus discriminante.  
6.2 Classification basée sur la présentation globale des données cinématiques 
L’approche globale consiste à caractériser les signaux cinématiques en leur totalité durant le 
cycle de marche normal par la recherche de sous-cycle du cycle de marche le plus 
discriminant. Le système de classification utilisé cherche à minimiser le résidu de la 
projection sur une base orthonormée par la décomposition en SVD sur un sous-cycle du cycle 
de marche pour trouver le sous-cycle le plus discriminant. Pour y parvenir, la classification 
des sujets AS et des sujets OA ainsi que leur degré se fait par deux niveaux de classifications 
hiérarchiques : une première partie entre AS et OA et une seconde entre les degrés des sujets 
gonarthrosiques OAKL1,2 et OAKL3,4. 
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6.2.1 Classification basée sur la présentation globale des données cinématiques des 
sujets AS et OA 
Les résultats de classification des données cinématiques d’adduction-abduction, de flexion-
extension et de rotation interne-externe entre les sujets AS et OA sont résumés dans le 
tableau 6.1. 
 
Tableau 6.1  Taux de classification des signaux cinématiques des sujets AS et OA. 
 
Signal cinématique 
Taille du 
sous-cycle 
Sous-cycle 
Nombre de 
vecteurs 
orthonormés 
Taux 
Adduction-
abduction 
30 10 % - 39 % 12 93,2 % 
31 10 % - 40 % 12 93,2 % 
Flexion-extension 
25 28 % - 52 % 12 88,6 % 
26 28 % - 53 % 12 88,6 % 
Rotation interne-
externe 
35 11 % - 45 % 12 84,1 % 
37 22 % - 58 % 14 84,1 % 
42 22 % - 63 % 13 84,1 % 
44 22 % - 65 % 14 84,1 % 
 
Deux sous-cycles sont considérés comme les plus discriminants pour le signal d’adduction-
abduction (10 % - 39 %) et (10 % - 40 %). La taille des deux sous-cycles est respectivement 
de 30 et de 31. Les vecteurs orthonormés les plus pertinents sont les 12 premiers et donnent 
un taux de classification de 93,18 %.  
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La figure 6.1 illustre le graphe 3D des taux de classifications de la fenêtre glissante de 
taille 31 en fonction de son emplacement sur le signal cinématique d’adduction-abduction et 
du nombre de vecteurs orthonormés. La figure 6.2 représente la projection de la figure 6.1 sur 
le plan 2D. Le spectre de couleur utilisé varie en fonction du taux de classification. Le 
meilleur taux de classification pour la fenêtre glissante de taille 31 correspond à l’intersection 
entre le nombre de vecteurs orthonormés (12) et de l’emplacement (10) sur le cycle de 
marche. Les deux graphes des figures 6.1 et 6.2 démontrent que le meilleur taux de 
classifications suit une logique normale. Les taux de classifications augmentent aux alentours 
de l’intersection discriminante. La partie la plus discriminante sur le signal cinématique 
d’adduction-abduction entre les sujets AS et OA est illustrée par la figure 6.3. 
 
 
Figure 6.1  Taux de classification du signal d'abduction-abduction sujets AS et OA en 
fonction de la position du sous-cycle (10 % - 40 %) et du nombre de vecteurs orthonormés – 
Représentation 3D. 
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Figure 6.2  Taux de classification du signal d'abduction-abduction sujets AS et OA en 
fonction de la position du sous-cycle (10% - 40%) et du nombre de vecteurs orthonormés – 
Représentation 2D. 
 
La figure 6.1 illustre le graphe 3D des taux de classifications de la fenêtre glissante de 
taille 31 en fonction de son emplacement sur le signal cinématique d’adduction-abduction et 
du nombre de vecteurs orthonormés. La figure 6.2 représente la projection de la figure 6.1 sur 
le plan 2D. Le spectre de couleur utilisé varie en fonction du taux de classification. Le 
meilleur taux de classification pour la fenêtre glissante de taille 31 correspond à l’intersection 
entre le nombre de vecteurs orthonormés (12) et de l’emplacement (10) sur le cycle de 
marche. Les deux graphes des figures 6.1 et 6.2 démontrent que le meilleur taux de 
classifications suit une logique normale. Les taux de classifications augmentent aux alentours 
de l’intersection discriminante. La partie la plus discriminante sur le signal cinématique 
d’adduction-abduction entre les sujets AS et OA est illustrée par la figure 6.3. 
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Figure 6.3  Représentation de la partie cinématique du signal d’adduction- 
abduction la plus discriminante entre les sujets AS/OA – sous-cycle (10 % - 40 %). 
 
En ce qui concerne le signal cinématique de flexion-extension, deux sous-cycles sont 
considérés comme les plus discriminants (28 % - 52 %) et (28 % - 53 %). La taille des deux 
sous-cycles est respectivement de 25 et de 26. Les vecteurs orthonormés les plus pertinents 
sont les 12 premiers et donnent un taux de classification de 88,6 %. La figure 6.4 illustre le 
sous cycle discriminant (28 % - 53 %) sur les données cinématiques de flexion-extension 
entre les sujets AS et OA. 
 
 
 
Figure 6.4  Représentation de la partie cinématique du signal de flexion- 
extension la plus discriminante entre les sujets AS et OA – sous-cycle (28 % - 53 %). 
 
─ Sujets AS 
─ Sujets OA 
■ Partie du signal discriminatif 
─ Sujets AS 
─ Sujets OA 
■ Partie du signal discriminatif 
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Pour terminer, quatre sous-cycles du cycle de marche sont considérés comme les plus 
discriminants pour le signal cinématique de rotation interne-externe : (11 % - 45 %), (22 % - 
58 %), (22 % - 63 %) et (22 % - 65 %). La taille des quatre sous-cycles est respectivement de 
35, 37, 42 et 44. Les vecteurs orthonormés les plus pertinents pour les quatre sous-cycles sont 
respectivement au nombre de 12, 14, 13 et 14. Le taux de classification pour les quatre sous-
cycles et de 88,1 %. La figure 6.5 illustre le sous-cycle discriminant (28 % - 53 %) sur les 
données cinématiques de rotation interne-externe entre les sujets AS et OA. 
 
 
 
Figure 6.5  Représentation de la partie cinématique du signal de rotation interne- 
externe la plus discriminante entre les sujets AS et OA sous-cycle (22 % - 63 %). 
 
En comparant les taux de classification des données cinématiques entre les sujets AS et OA, 
nous constatons que le signal cinématique d’adduction-abduction représente le signal le plus 
discriminant avec un taux de classification de 93,2 %. Les sous-cycles du signal cinématique 
d’adduction-abduction les plus discriminants sont de (10 % - 39 %) et de (10 %  - 40 %). Ces 
deux sous-cycles correspondent au milieu de la phase d’appui auxquels s’ajoute une partie de 
la fin de la phase d’appui du cycle de marche normal. La figure 6.6 résume les meilleurs taux 
de classification des différents signaux cinématiques ainsi que leurs sous-cycles 
discriminants. 
 
─ Sujets AS 
─ Sujets OA 
■ Partie du signal discriminatif 
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Figure 6.6  Représentation des meilleurs taux de classification des sujets AS et OA pour 
chacun des signaux cinématiques d'adduction-abduction, de flexion-extension et de rotation 
interne externe.(SC désigne le sous-cycle du cycle de marche le plus discriminant; VO 
indique le nombre de vecteurs orthonormés utilisés). 
 
6.2.2 Classification basée sur la présentation globale des données cinématiques des 
sujets OAKL1,2 et OAKL3,4 
Les résultats de classification des données cinématiques d’adduction-abduction, de 
flexion-extension et de rotation interne-externe entre les sujets OAKL1,2 et OAKL3,4 sont 
résumés dans le tableau 6.2. 
 
 
 
75,00%
80,00%
85,00%
90,00%
95,00% 93,2 % 93,2 %
88,6 % 88,6 %
84,1 % 84,1 % 84,1 % 84,1 %
SC= (10%-39%); VO= 12 SC=(28%-52%); VO= 12 SC=(11%-45%); VO= 12Flexion-extension Adduction-abduction Rotation interne-externe 
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Tableau 6.2  Taux de classification des signaux cinématiques des sujets OAKL1,2 et OAKL3,4 
 
Signal cinématique 
Taille du 
sous-cycle 
Sous-cycle 
Nombre de 
vecteurs 
orthonormés 
Taux 
Adduction-
abduction 
34 66 % - 99 % 12 93,3 % 
35 66 % – 100 % 12 93,3 % 
Flexion-extension 
18 2 % - 19 % 14 90 % 
20 7 % - 26 % 10 90 % 
27 5 % - 31 % 12 90 % 
28 5 % - 32 % 11 90 % 
Rotation interne-
externe 
17 1 % - 17 % 8 90 % 
18 1 % -18 % 8 90 % 
20 1 % - 20 % 9 90 % 
29 23 % - 51 % 13 90 % 
30 23 % - 52 % 13 90 % 
 
Deux sous-cycles sont considérés comme les plus discriminants pour le signal d’adduction-
abduction : (66 % - 99 %) et (66 % - 100 %). La taille des deux sous-cycles est 
respectivement de 34 et de 35. Les vecteurs orthonormés les plus pertinents pour la 
discrimination des sujets OAKL1,2 et OAKL3,4 sont les 12 premiers et ils donnent un taux de 
classification de 93,33 %.  
 
La figure 6.7 illustre le graphe en 3D des taux de classifications de la fenêtre glissante de 
taille 31 en fonction de son emplacement sur le signal cinématique d’adduction-abduction et 
du nombre de vecteurs orthonormés. La figure 6.8 représente la projection de la figure 6.7 en 
2D. Le spectre de couleur utilisé varie en fonction du taux de classification. Le meilleur taux 
de classification pour la fenêtre glissante de taille 31 correspond à l’intersection entre le 
nombre de vecteurs orthonormés (12) et de l’emplacement (10) sur le cycle de marche. La 
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figure 6.9 illustre la partie la plus discriminante sur le signal cinématique d’adduction-
abduction entre les sujets OAKL1,2 et OAKL3,4. 
 
 
 
Figure 6.7  Taux de classification du signal d'abduction-abduction sujets OAKL1,2 et 
OAKL3,4 en fonction de la position du sous-cycle (66 % - 100 %) et du nombre de vecteurs 
orthonormés - Représentation en 3D. 
 
 
Figure 6.8  Taux de classification du signal d'abduction-abduction sujets OAKL1,2 et 
OAKL3,4 en fonction de la position du sous-cycle (66 % - 100 %) et du nombre de vecteurs 
orthonormés – Représentation en 2D. 
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La figure 6.7 illustre le graphe en 3D des taux de classifications de la fenêtre glissante de 
taille 31 en fonction de son emplacement sur le signal cinématique d’adduction-abduction et 
du nombre de vecteurs orthonormés. La figure 6.8 représente la projection de la figure 6.7 en 
2D. Le spectre de couleur utilisé varie en fonction du taux de classification. Le meilleur taux 
de classification pour la fenêtre glissante de taille 31 correspond à l’intersection entre le 
nombre de vecteurs orthonormés (12) et de l’emplacement (10) sur le cycle de marche. La 
figure 6.9 illustre la partie la plus discriminante sur le signal cinématique d’adduction-
abduction entre les sujets OAKL1,2 et OAKL3,4. 
 
 
 
Figure 6.9  Représentation de la partie cinématique du signal d’adduction-abduction 
 la plus discriminante entre les sujets OAKL1,2 et OAKL3,4 du sous-cycle (66 % - 100 %). 
 
En ce qui concerne le signal cinématique de flexion-extension, quatre sous-cycles sont 
considérés comme les plus discriminants (2 % - 19 %), (7 % - 26 %), (5 % - 31 %) et (5 % - 
32 %). La taille des deux sous-cycles est respectivement : 18, 20, 27 et 28. Les vecteurs 
orthonormés les plus pertinents sont respectivement les 14, 10, 12 et 11 premiers et donnent 
un taux de classification de 90 %. La figure 6.10 illustre le sous-cycle discriminant (5 % - 
31 %) sur les données cinématiques de flexion-extension entre les sujets OAKL1,2 et OAKL3,4. 
 
 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
■ Partie du signal discriminatif 
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Figure 6.10  Représentation de la partie cinématique du signal de flexion extension 
 la plus discriminante entre les sujets OAKL1,2 et OAKL3,4 du sous-cycle (5 % - 31 %). 
 
Enfin, cinq sous-cycles du cycle de marche sont considérés comme les plus discriminants 
pour le signal cinématique de rotation interne-externe (1 % - 17 %), (1 % - 18 %), (1 % - 
20 %), (23 % - 51 %) et (23 % - 52 %). La taille des cinq sous-cycles est respectivement 17, 
18, 20, 29 et 30. Les vecteurs orthonormés les plus pertinents pour les cinq sous-cycles sont 
respectivement au nombre de 8, 8, 9, 13 et 13. Le taux de classification pour les cinq sous-
cycles et de 90 %. La figure 6.11 illustre le sous-cycle discriminant (28 % - 53 %) sur les 
données cinématiques de rotation interne-externe entre les sujets OAKL1,2 et OAKL3,4. 
 
 
 
Figure 6.11  Représentation de la partie cinématique du signal de rotation interne-externe 
 la plus discriminante entre les sujets OAKL1,2 et OAKL3,4 du sous-cycle (23 % - 52 %). 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
■ Partie du signal discriminatif 
─ Sujets OAKL1,2 
─ Sujets OAKL3,4 
■ Partie du signal discriminatif 
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En comparant les taux de classification des données cinématiques entre les sujets OAKL1,2 et 
OAKL3,4, nous constatons que le signal cinématique d’adduction-abduction représente le 
signal le plus discriminant avec un taux de classification de 93,3 %. Les deux sous-cycles du 
signal cinématique d’adduction-abduction les plus discriminants, (66 % - 99 %) et (66 % - 
100 %), correspondent à la phase d’envol du cycle de marche. La figure 6.12 présente les 
meilleurs taux de classification des différents signaux cinématiques ainsi que leurs sous-
cycles discriminants. 
 
 
Figure 6.12  Représentation des meilleurs taux de classification des sujets OAKL1,2 et 
OAKL3,4 pour chacun des signaux cinématiques d'adduction-abduction, de flexion-extension 
et de rotation interne externe. (SC désigne le sous-cycle du cycle de marche le plus 
discriminant; VO indique le nombre de vecteurs orthonormés utilisés). 
 
 
88,00%
89,00%
90,00%
91,00%
92,00%
93,00%
94,00% 93,33 % 93,33 %
90,00 %90,00 %90,00 % 90,00 % 90,00 % 90,00 % 90,00% 90,00% 90,00%
SC= (66%-99%); VO= 12 SC=(5%-31%); VO= 12 SC=(1%-20%); VO= 9Adduction-abduction Flexion-extension Rotation interne-externe
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6.2.3 Matrice de confusion 
Les meilleurs taux de classification entre les sujets AS et OA sont les données cinématiques 
d’adduction-abduction. La matrice de confusion des sujets asymptomatiques et 
gonarthrosiques est représenté par le tableau 6.3. 
 
Tableau 6.3  La matrice de confusion des résultats de la classification du signal 
cinématique d’adduction-abduction entre les sujets AS et OA 
 
Groupe 
d'analyse 
(Classe réelle) 
Résultat de classification 
(Classe prédite) 
AS OA 
AS (n = 14) 11 3 
OA (n = 30) 0 30 
 
Les taux de classification, de sensibilité et de spécificité des sujets AS et OA sont calculés 
comme suit : 
 
 ܲݎéܿ݅ݏ݅݋݊ ൌ ሺ11 ൅ 30ሻሺ14 ൅ 30ሻ ൌ 93,2 % 
 
   
 
ܵ݁݊ݏܾ݈݅݅݅ݐé ൌ 11ሺ11 ൅ 3ሻ ൌ 78,6 % 
 
   
 
ܵ݌é݂ܿ݅݅ܿ݅ݐé ൌ 30ሺ0 ൅ 30ሻ ൌ 100 % 
 
 
Les meilleurs taux de classification entre les sujets OAKL1,2 et OAKL3,4 sont les données 
cinématiques d’adduction-abduction. La matrice de confusion des sujets OAKL1,2 et OAKL3,4 est 
représenté dans le tableau 6.4. 
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Tableau 6.4  La matrice de confusion des résultats de la classification du signal 
cinématique d’adduction-abduction entre les sujets  OAKL1,2 et OAKL3,4 
 
Groupe 
d'analyse 
(Classe réelle) 
Résultat de classification 
(Classe prédite) 
OAKL1,2 OAKL3,4 
OAKL1,2 (n=16) 15 1 
OAKL3,4 (n=14) 1 13 
 
Les taux de classification, de sensibilité et de spécificité des sujets OAKL1,2 et OAKL3,4 sont 
calculés comme suit : 
 
 ܲݎéܿ݅ݏ݅݋݊ ൌ ሺ15 ൅ 13ሻሺ16 ൅ 14ሻ ൌ 93,3% 
 
   
 
ܵ݁݊ݏܾ݈݅݅݅ݐé ൌ 15ሺ15 ൅ 1ሻ ൌ 93,7% 
 
   
 
ܵ݌é݂ܿ݅݅ܿ݅ݐé ൌ 13ሺ1 ൅ 13ሻ ൌ 92,3% 
 
 
Les matrices de confusion indiquées dans les tableaux 6.3 et 6.4 représentent les résultats de 
classification du signal cinématique d’adduction-abduction. Ce signal est le plus discriminant 
pour les sujets AS et OA ainsi que pour leurs degrés OAKL1,2 et OAKL3,4. Le taux de 
classification des sujets AS et OA est de 93,2 % avec un taux de sensibilité de 78,6 % et un 
taux de spécificité de 100 %, tandis que le taux de classification des degrés des sujets 
gonarthrosiques OAKL1,2 et OAKL3,4 est de 93,3 %. Le taux de classification de chacun des 
sujets OAKL1,2 et OAKL3,4 est respectivement de 93,7 % et de 92,3 %. 
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6.3 Classification basée sur la présentation locale des données cinématiques 
Tout d’abord, la classification établie en fonction des approches locales consiste à 
caractériser les signaux cinématiques par des points d’intérêts, puis à chercher la 
combinaison la plus discriminante. La classification minimise le résidu de la projection sur 
une base orthonormée par la décomposition en valeur singulière sur une combinaison des 
caractéristiques locales. En fait, la classification des sujets AS et des Sujet OAKL1,2,3,4 ainsi 
que leur degré se fait par deux niveaux de classifications hiérarchiques : une première partie 
entre AS et OAKL1,2,3,4 et la seconde partie entre les degrés des sujets gonarthrosiques OAKL1,2 
et OAKL3,4. 
6.3.1 Classification basée sur la présentation locale des données cinématiques des 
sujets AS et OA 
Les meilleurs taux de classification des représentations locales entre les sujets AS et OA sont 
représenté par le tableau  6.5. Le meilleur taux de classification entre les deux groupes, AS et 
OA, est de 77,3 %. Trois groupes dont les tailles des variables locales sont respectivement de 
5, 5 et 6 avec un nombre de vecteurs orthonormés égal à 2 ont donné les meilleurs résultats 
de classification. Les signes  désignent les caractéristiques cinématiques choisies, tandis 
que les signes  désignent les caractéristiques ignorées. 
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Tableau  6.5  Les combinaisons des caractéristiques locales les plus  
discriminantes des sujets AS/OA 
 
Nombre des variables locales 5 5 6 
L
es
 d
on
né
es
 c
in
ém
at
iq
ue
s 
 Flexion-extension    
Pflex1 Valeur maximale de la flexion-extension    
Pflex2 Valeur minimale de la flexion-extension    
Pflex3 Valeur minimale entre Pfv2 et Pflex1    
Pflex4 Valeur maximale entre Pfv1 et Pfv2    
 Adduction –abduction (add-abd)    
Pabd1 Valeur maximale de l’add-abd    
Pabd2 Valeur minimale de l’add-abd    
Pabd3 Valeur minimale entre Pfv3 et Pfv6    
Pabd4 Valeur maximale entre Pfv3 et Pfv6    
Pabd5 Valeur minimale entre Pfv1 et Pfv2    
Pabd6 Valeur maximale entre Pfv1 et Pfv2    
 Rotation interne-externe (Rot)    
Prot1 Valeur maximale de la Rot    
Prot2 Valeur maximale de la Rot    
Prot3 Valeur minimale entre Pfv3 et Pfv6    
Prot4 Valeur maximale entre Pfv3 et Pfv6    
Nombre de vecteurs orthonormés 2 2 2 
Taux de classification 77,3 % 
 
6.3.2 Classification basée sur la présentation locale des données cinématiques des 
sujets OAKL1,2 et OAKL3,4 
Les meilleurs taux de classification des représentations locales entre les sujets OAKL1,2 et 
OAK3,4 se trouvent dans le tableau 6.6. Le meilleur taux de classification noté entre les deux 
groupe OAKL1,2 et OAKL3,4 est de 83,33 %. Trois groupes dont les tailles des variables locales 
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sont respectivement de 8, 8 et 10 avec des vecteurs orthonormés respectivement au nombre 
de 6, 6 et 7 ont donné les meilleurs taux de classification.  
 
Tableau 6.6  Les combinaisons des caractéristiques locales les plus  
discriminantes des sujets OAKL1,2/OAKL3,4 
 
Nombre des variables locales 8 8 10 
L
es
 d
on
né
es
 c
in
ém
at
iq
ue
s 
 Flexion-extension    
Pflex1 Valeur maximale de la flexion-extension    
Pflex2 Valeur minimale de la flexion-extension    
Pflex3 Valeur minimale entre Pfv2 et Pflex1    
Pflex4 Valeur maximale entre Pfv1 et Pfv2    
 Adduction – abduction (add-abd)    
Pabd1 Valeur maximale de l’add-abd    
Pabd2 Valeur minimale de l’add-abd    
Pabd3 Valeur minimale entre Pfv3 et Pfv6    
Pabd4 Valeur maximale entre Pfv3 et Pfv6    
Pabd5 Valeur minimale entre Pfv1 et Pfv2    
Pabd6 Valeur maximale entre Pfv1 et Pfv2    
 Rotation interne-externe (Rot)    
Prot1 Valeur maximale de la Rot    
Prot2 Valeur maximale de la Rot    
Prot3 Valeur minimale entre Pfv3 et Pfv6    
Prot4 Valeur maximale entre Pfv3 et Pfv6    
Nombre de vecteurs orthonormés 6 6 7 
Taux de classification 83,3 % 
 
 

 DISCUSSION ET CONCLUSION 
Discussion des résultats 
Cette étude a permis une classification des sujets AS et OA ainsi que de leurs degrés en 
fonction des données cinématiques du genou. Les données cinématiques globales permettent 
une meilleure classification que celles locales. La classification par les données cinématiques 
globales tient compte du signal en sa totalité tout en donnant une information sur le cycle de 
marche la plus discriminante. Les deux sous-cycles (10 % - 39 %) et (10 % - 40 %) du cycle 
de marche du signal d’adduction-abduction correspondent au milieu et à la fin de la phase 
d’appui du pied durant le cycle de marche. Les deux sous-cycles permettent de classifier les 
sujets asymptomatiques AS des sujets gonarthrosiques OA avec un taux de classification de 
93,2 %, de sensibilité de 78,6 % et de spécificité de 100 %. Quant aux deux sous-cycles 
(66 % - 99 %) et (66 % - 100 %) du signal d’adduction-abduction, ils correspondent à la 
phase d’envol du pied du cycle de marche. Les deux sous-cycles permettent une 
classification suivant la sévérité de la gonarthrose selon deux groupes OAKL1,2 et OAKL3,4 
avec un taux de classification de 93,3 %. Le taux de classification des sujets OAKL1,2 est de 
93,7 %, tandis que le taux de classification des sujets OAKL3,4 est de 92,3 %. Les taux de 
classification obtenus sont plus élevés que ceux obtenus dans la littérature (Astephen et al., 
2008; Deluzio et Astephen, 2007; Jones, Holt et Beynon, 2008; Lai et al., 2009; Landry et al., 
2007; Sen Köktas et al., 2010). 
 
Ainsi, pour discriminer les sujets AS des sujets OA nous nous sommes basés sur le milieu et 
la fin de la phase d’appui du signal cinématique d’adduction-abduction. La période durant 
laquelle le pied est au contacte directe avec le sol. Durant cette phase, le genou connait un 
mouvement de flexion complet, ce qui lui permet d’allonger la longueur du pas tout en 
assurant la stabilité du corps et se termine par la poussée de ce dernier vers l’avant. Ce 
résultat dévoile le facteur poids (chargement) sur l’articulation du genou durant son extension 
complète comme étant un facteur qui peut être utilisé pour discriminer les sujets AS des 
sujets OA. En ce qui concerne la classification des degrés de sévérité des sujets OA nous 
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nous sommes basés sur toute la période d’envol du signal cinématique d’adduction-
abduction. Durant cette phase, le genou subit une flexion pour libérer le pied du sol tout en 
fournissant une progression de la jambe vers l’avant. Au milieu de cette phase le genou 
connait une extension passive soutenue par une impulsion générée pas la flexion de la 
hanche. À la fin de cette phase, le genou ralentit son extension pour préparer le contact du 
pied avec le sol. Ce résultat nous montre que l’absence du facteur poids (charge) sur la sur 
l’articulation du genou accompagné par un mouvement de flexion-extension peux être un 
facteur qui nous permettra de classifier les degrés de sévérité de la gonarthrose.  
 
Ces résultats dévoilent l’implication du signal cinématique d’adduction-abduction dans la 
classification des sujets OA ainsi que leurs grades. Cela indique que le plan frontal de 
l’articulation du genou renferme l’information discriminatoire pour la classification. 
L’alignement des membres inférieurs peut être un des facteurs qui a permis d’observer le bon 
taux de classification du signal cinématique d’adduction-abduction par rapport aux signaux 
cinématiques de flexion-extension et de rotation interne-externe. 
Limites de la technique 
Cette étude représente quelques limites telle que la taille de la base de données. En effet la 
classification de la base de données de sujets OA en quatre groupes de sévérités OAKL1, 
OAKL2, OAKL3, et OAKL4, au lieu des deux groupes OAKL1,2 et OAKL3,4 reste une limite à 
cause du nombre restreint des sujets OA (30 sujets) comparé à la taille du signal cinématique 
(100 points). Afin de remédier à cette limite, nous suggérons d’augmenter la taille de la base 
de données. 
 
Les résultats de classification des représentations globales des sujets AS et OA en premier 
lieu et les sujets OAKL1,2 et OAKL3,4 en deuxième lieu dépendent de la taille du sous-cycle, de 
l’emplacement du sous-cycle, du nombre de vecteurs orthonormés choisis et de la taille de la 
base de données, alors que la classification des données cinématique locales dépend du 
nombre de caractéristiques locales et du nombre de vecteurs orthonormés. Par conséquent, 
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nous proposons de trouver une méthode automatique et objective de sélection des 
caractéristiques pour chacune des représentations locales et globales. 
 
Le système de classification développé peut être amélioré en : 
 
- augmentant la taille de la base de données pour pouvoir classifier les sujets AS, OA 
ainsi que leurs degrés de sévérité; 
 
- utilisant une méthode automatique et objective de sélection des meilleurs 
caractéristiques. Des méthodes telles que les algorithmes génétiques et les réseaux de 
neurones qui ont démontré leurs robustesses dans la littérature (Lafuente et al., 1998; 
Sen Köktas et al., 2010). Elle pourrait ainsi être appliquée. 
Conclusion 
La problématique de cette recherche a été d’amener une nouvelle technique automatique de 
classification des sujets asymptomatiques (AS) des sujets gonarthrosiques (OA) en fonction 
des données biomécaniques du genou. Les sujets OA ont été classé en deux groupes selon 
l’échelle radiologique de Kellgren et Lawrence (KL); OAKL1,2 : OA douteux et minime et 
OAKL3,4 : OA certain et évolué. La base de données contient, entre autres, les données 
cinématiques de 44 sujets appartenant à deux groupes : un groupe de 14 sujets AS et un 
groupe de 30 sujets OA. Les sujets OA sont regroupés en : 16 sujets OAKL1,2 et 14 sujets 
OAKL3,4. 
 
Une méthode de classification selon deux niveaux hiérarchiques a été développée pour 
répondre à notre problématique. Le premier niveau de classification discrimine les sujets AS 
des sujets OA et le deuxième niveau hiérarchique classifie les sujets OA selon leur degré : 
OAKL1,2 et OAKL3,4. A cet effet, l’extraction des caractéristiques a été faites selon deux 
approches différentes : une locale et l’autre globale. D’un côté, l’approche globale détermine 
les signaux cinématiques en leur totalité par la recherche du sous-cycle du cycle de marche le 
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plus discriminant. Alors que l’approche locale établit les données cinématiques en 14 points 
d’intérêts. Le système de classification adopté minimise le résidu de la projection sur une 
base orthonormée par la décomposition en valeur singulière (SVD).  
 
La méthode de classification que nous avons développé présente un excellent niveau de 
classification sur les représentations globales du signal cinématique d’adduction-abduction 
avec des taux de classification de 93,2 % entre les sujets AS et OA, et de 93,3 % entre les 
sujets OAKL1,2 et OAKL3,4.. Les deux sous-cycles du premier niveau de classification (entre 
AS et OA) sont de : (10 % - 39 %) et (10 % - 40 %) du cycle de marche et les deux sous-
cycles du deuxième niveau de classification (entre OAKL1,2 et OAKL3,4) sont de : (66 %- 
99 %) et (66 %- 100 %) du cycle de marche. En ce qui concerne la classification des 
représentations locale, nous avons démonté que le signal cinématique d’adduction-abduction 
est le signal le plus discriminant. Nous avons trouvé un taux de classification de 77,3 % entre 
les sujets AS et OA en n’utilisant que cinq sur 14 variables locales, et le taux de 83,3 % entre 
les sujets OAKL1,2 et OAKL3,4 en utilisant que huit sur 14 variables locales. 
 
Le faite de prendre en considération deux niveaux de classification hiérarchiques, nous a 
permis de trouver les données les plus discriminantes pour chaque niveau de classification. 
Les données discriminant des sujets AS et OA sont différents de ceux des sujets OAKL1,2 et 
OAKL3,4. Ainsi, La classification des sujets AS et OA et leur grade ne peuvent pas être réalisé 
par un seul niveau de classification. 
 
Cette étude démontre que la biomécanique du genou de façon générale et la cinématique de 
façon spécifique sont utiles dans un cadre clinique pour diagnostiquer la gonarthrose. 
L’approche globale permet une meilleure classification que l’approche locale. Le signal 
cinématique d’adduction-abduction est le plus discriminant quel que soit le type d’approche 
adopté : locale ou globale. 
 
 
 ANNEXE I 
 
 
AUTOMATIC CLASSIFICATION OF ASYMPTOMATIC AND OSTEOARTHRITIS 
SUBJECTS BASED ON KINEMATIC DATA OF THE KNEE 
 
Youssef Ouakrim1,2,3, Neila Mezghani1,2,3, Jacque A de Guise1,2,3. 
MITACS / CORS 2010 Annual Conference (Poster) | Congrès conjointe annuel de 
MITACS et SCRO 2010 (Affiche); 25 – 28 Mai 2010 ; Edmonton, AB, Canada. 
 
INTRODUCTION: The development of an automatic classification system to differentiate 
asymptomatic subjects (AS) from osteoarthritis subjects (OA) based on their global 
kinematics data. This approach consists of the global treatment of kinematic signals.  
 
OBJECTIVE: This study aims to investigate a computer aided diagnosis technic for 
gonarthrosis based on the global kinematics data of the patient during a normal walking 
cycle.  
 
METHODOLOGY: Fourteen asymptomatic participants and 13 osteoarthritis patients 
(divided into two groups based on the severity of their gonarthrosic condition, according to 
the Kellgren & Lawrence (KL) grading scale, 16 in what is considered a mild state and 14 in 
an established or advanced state) took part in this study. The classification system we have 
developed is made up of three modules: 1- Kinematic data acquisition module (adduction-
abduction, flexion-extension, and interne-external rotation), using an exoskeleton placed on 
the knee joint; 2- Characteristic extraction module, using a global approach, in which all the 
kinematic data collected are searched for the subcycle with the most discriminating signal; 
and 3- Classification module, which sorts the data hierarchically in two stages: the first to 
distinguish AS from OA, and the second to reveal the levels of OA severity of (OA-KL12 
and OA-KL34). This classification system is based on the subspace method, using singular 
value decomposition (SVD).  
 
RESULTS: The results of the classification show that the adduction-abduction kinematic 
signal is the most discriminating, with a classification rate of 90.9% between AS and OA, 
and of 92.59% between OA-KL12 and OA-KL34.  
 
CONCLUSION: The global kinematic adduction-abduction data permit a good hierarchical 
classification, first of AS as distinct from OA subjects and then of OA subjects into grades 
OA-KL12 and OA-KL34. 
 
 
 
1-Laboratoire de recherche en imagerie et orthopédie (LIO), 2-Centre de recherche du 
CHUM – Pavillon Notre-Dame, 3-Département du génie de la production automatisée, École 
de technologie supérieure. 
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