Abstract. We present a new dynamic probabilistic state exploration algorithm based on hash compaction. Our method has a low state omission probability and low memory usage that is independent of the length of the state vector. In addition, the algorithm can be easily parallelised. This combination of probability and parallelism enables us to rapidly explore state spaces that are an order of magnitude larger than those obtainable using conventional exhaustive techniques. We implement our technique on a distributed-memory parallel computer and we present results showing good speedups and scalability. Finally, w e discuss suitable choices for the three hash functions upon which our algorithm is based.
Introduction
Complex systems can be modelled using high-level formalisms such as stochastic Petri nets and process algebras. Often the aerst phase in the logical and numerical analysis of these systems is the explicit generation and storage of the model's underlying state space and state transition graph. In special cases, where the state space has suaecient structure, an eaecient analytical solution can be obtained without the explicit enumeration of the entire state space. Several ingenious techniques, predominantly based on the theory of queueing networks, can be applied in such cases ë3ë. Further, certain restricted hierarchical structures allow states to be aggregated and the state space to be decomposed ë5, 16ë. In this paper, however, we consider the general problem where no symmetry or other structure is assumed.
Conventional state space exploration techniques have high memory requirements and are very computationally intensive; they are thus unsuitable for generating the very large state spaces of real-world systems. Various authors have proposed ways of solving this problem by either using shared-memory multiprocessors ë2ë or by distributing the memory requirements over several computers in a network ë7, 6ë.
Allmaier et al. ë2ë present a parallel shared memory algorithm for the analysis of Generalised Stochastic Petri Nets घGSPNsङ ë1ë. The shared memory approach means that there is no need to partition the state space as must be done in the case of distributed memory. This also brings the advantage of simplifying the load balancing problem. However, it does introduce synchronisation problems between the processors. Their technique is tested on a Convex SPP 1600 shared memory multiprocessor with 4GB of main memory. The authors observe good speedups for a range of numbers of processors employed and the system can handle 4 000 000 states with 2 GB of memory.
Caselli et al. ë6ë oaeer two w ays to parallelise the state space generation for massively parallel machines. In the data-parallel method, a marking of a GSPN with t transitions is assigned to t processors. Each processor handles the aering one transition only and is responsible for determining the resulting state. This method was tested on a Connection Machine CM-5 and showed computation times linear in relation to the number of states. In the message-passing method the state space is partitioned between processors by a hash function and newly discovered states are passed to their respective processors. This method achieved good speedups on the CM-5, but was found to be subject to load imbalance.
Ciardo et al. ë7ë present an algorithm for state space exploration on a network of workstations. Their approach is not limited to GSPNs but has a general interface for describing state transition systems. Their method partitions the state space in a way similar to ë6ë but no details on the storage techniques used are given. The importance of a hashing function which evenly distributes the states across the processors is emphasised, but the method also attempts to reduce the number of states sent b e t ween processors. It was tested on a network of SPARC w orkstations interconnected by an Ethernet network and an IBM SP-2 m ultiprocessor. In both cases a good reduction in processing time was reported although with larger numbers of processors, diminishing returns occurred. The largest state space successfully explored had 4 500 000 states; this required four hours of processing on a 32-node IBM SP-2.
All the techniques proposed so far do not take advantage of the considerable gains achieved by using dynamic storage techniques based on hash compaction. The dynamic storage method we present here has several important advantages: memory consumption is low, space is not wasted by a static allocation and access to states is simple and rapid. We also present a parallel version of our technique which results in further performance gains.
After introducing the problem of state space exploration in Section 2, we give the details of the storage allocation algorithm in Section 3 and of the parallel state space generation algorithm in Section 4. Numerical results on the performance of the algorithm are in Section 5 and Section 6 discusses suitable hashing and partition functions. Section 7 concludes and considers future work. 3 Dynamic Probabilistic Hash Table Compaction The memory consumed by the state exploration process depends on the layout and management of the two main data structures of Fig. 1 . The FIFO queue can grow to a considerable size in complex models. However, since it is accessed sequentially at either end, it is possible to manage the queue eaeciently by storing the head and tail sections in main memory, with the central body of the queue stored on disk. All of these probabilistic methods rely on static memory allocation, since they pre-allocate large blocks of memory for the explored-state table. Since the number of states in the system is in general not known beforehand, the preallocated memory may not be suaecient, or may be a gross overestimation. We n o w introduce a new probabilistic technique which uses dynamic storage allocation and which yields a good collision avoidance probability.
The system is illustrated in Fig. 2 The probability q that all states are not uniquely represented, resulting in the omission of one or more states from the state space, is of course simply:
Thus the probability of state omission q is proportional to n 2 and is inversely proportional to the hash table size r. Increasing the size of the compressed state descriptors b by one bit halves the omission probability.
Space complexity
If we assume that the hash table rows are implemented as dynamic arrays, the numberofbytes of memory required by the scheme is:
Here h is the numb e r o f b ytes of overhead per hash table row. For a given number of states and a desired omission probability, there are a numb e r o f c hoices for r and b which all lead to schemes having diaeerent memory requirements. 
Parallel State Space Exploration
We n o w i n vestigate how our technique can be further enhanced to take advantage of the memory and processing power provided by a network of workstations or a distributed-memory parallel computer. We will assume that there are N nodes available. Each node has its own processor and local memory and can communicate with other nodes via a network.
In the parallel algorithm, the state space is partitioned between the nodes so that each node is responsible for exploring a portion of the state space and for constructing a section of the state graph. A partitioning hash function h 0 घsङ ! घ0; : : : ; N , 1ङ is used to assign states to nodes, such that node i is responsible for exploring the set of states E i and for constructing the portion of the state graph A i where:
E i = fs : h 0 घsङ = ig A i = fघs 1 ! s 2 ङ : h 0 घs 1 ङ = ig It is important that h 0 घsङ a c hieves a good spread of states across nodes in order to achieve good load balance. Naturally, the values produced by h 0 घsङ should also be independent of those produced by h 1 घsङ and h 2 घsङ to enhance the reliability of the algorithm.
The operation of node i in the parallel algorithm is shown in Fig. 3 In practice, it is ineaecient to implement the communication as detailed in Fig. 3 , since the network rapidly becomes overloaded with too many short messages. Consequently state and identity messages are buaeered and sent in large blocks. In order to avoid starvation and deadlock, nodes that have very few states left in their FIFO queue or are idle broadcast a message to other nodes requesting them to aeush their outgoing message buaeers. The algorithm terminates when all the F i 's are empty and there are no outstanding state or identity messages. We use Dijkstra's circulating probe algorithm ë10ë to determine when this occurs.
In ator was written in C++, with support for two popular parallel programming interfaces, viz. the Message Passing Interface घMPIङ ë12ë and the Parallel Virtual Machine घPVMङ interface ë11ë. Models are speciaeed using the DNAmaca interface language ë17ë which allows the high-level speciaecation of generalised timed transition systems including GSPNs, queueing networks and Queueing Petri nets ë4ë. The high-level speciaecation is then translated into a C++ class which is compiled and linked to a library implementing the core state generator. The state space and state graph are written to disk in compressed format as the algorithm proceeds.
We obtained our results on a Fujitsu AP3000 distributed-memory parallel computer with 12 processing nodes ë15ë. Each node has a 200 MHz UltraSparc processor, 256Mb RAM and 4GB local disk space. The nodes run the Solaris operating system and support MPI. They are connected by a high-speed wormholerouted network with a peak throughput of 200Mbès घthe AP-netङ. The graph on the left in Fig. 5 shows the time घdeaened as the maximum processor run timeङ taken to explore state spaces of diaeerent sizes घup to k = 9ङ using 1, 2, 4, 8 and 12 processors on the AP3000. The k = 8 state space घ4 459 455 statesङ can be generated on a single processor in under 17 minutes; 12 processors require just 115 seconds. The k = 9 state space घ11 058 190 statesङ can be generated on a single processor in 45 minutes; 12 processors require just 296 seconds.
The graph on the right in Fig. 5 shows the speedups for the cases k = 4; 5; 6; 7; 8; 9. The speedup for N processors is given by the run time of the sequential generation घN = 1ङ divided by the run time of the distributed generation with N processors. For k = 9 using 12 processors we observe a speedup of 9.12, giving an eaeciency of 76क. Most of the lost eaeciency can be accounted for by communication overhead and buaeer management, which is not present i n the sequential case. Since speedup increases linearly in the number of processors for k é 6, there is evidence to suggest that our algorithm scales well.
The memory utilization of our technique is low: a single processor generating the k = 8 state space uses a total of 74Mb RAM घ16.6 bytes per stateङ, while the k = 9 state space requires 160Mb RAM घ14.5 bytes per stateङ. 9 bytes of the memory used per state can be accounted for by the 40-bit secondary key and the 32-bit unique state identiaeer; the remainder can be attributed to factors such a s hash table overhead and storage for the front and back of the unexplored state queue. By comparison, a minimum of 48 bytes would be required to store a state descriptor in a straightforward exhaustive implementation घ22 16-bit integers plus a 32-bit unique state identiaeerङ. The diaeerence will be even more marked with more complex models that have longer state descriptors, since the memory consumption of our technique is independent of the number of elements in the state descriptor.
Moving beyond the maximum state space size that can be generated on a single processor, the graph on the left in Fig. 6 shows the real time required to generate larger state spaces using 12 processors. For the largest case घk = 12ङ 55 minutes are required to generate a state space with 111 414 940 tangible states and a state graph with 1 078 917 632 arcs. The graph on the right in Fig. 6 shows the distribution of the states generated by each processor for the case k = 12. In comparison to the results reported above घsee Table 4ङ , Ciardo et al used conventional exhaustive distributed generation techniques to generate the same sample model for the case k = 8 in 4 hours using 32 processors on an IBM SP-2 parallel computer ë7ë. They were unable to explore state spaces for larger values of k.
To enhance our conaedence in our results for the case k = 12, we use Eq. घ5ङ
to compute the probability o f h a ving omitted at least one state. For a state space of size n = 1 0 8 states, the omission probability q is given by: q ए n 2 N r 2 b = 10 16 12 ࣿ 350 003 ࣿ 2 40 = 0 :00217
i.e. the omission probability is approximately 0.2क. This is a small price to pay for the ability to explore such large state spaces, and is probably less than the chance of a serious घman-madeङ error in specifying the model. To further increase our conaedence in the results, we c hanged all three hash functions and regenerated the state space. This resulted in exactly the same number of tangible states and arcs. This process could be repeated several times to establish an even higher level of conaedence in the results. 
Conclusion and future work
We h a ve presented a new dynamic probabilistic state exploration technique and developed an eaecient, scalable parallel implementation. In contrast to conventional state exploration algorithms, the memory usage of our technique is very low and is independent of the length of the state vector. Since the method is probabilistic, there is a chance of state omission, but the reliability of our technique is excellent and the probability of omitting even one state is extremely small. Moreover, by performing multiple runs with independent sets of hash functions, we can reduce the omission probability almost arbitrarily at linear computational cost.
Our results to date show good speedups and scalability. It is the combination of probability and parallelism that dramatically reduces both the space and time requirements of large-scale state space exploration. We note here that the same algorithm could also be eaeectively implemented on a shared-memory multiprocessor architecture, using a single shared hash table and a shared breadth aerst search queue. There would be no need for a partitioning function and contention for rows in the shared hash table would be very small. Consequently, it should again be possible to achieve good speedups and scalability.
Our technique is based on the use of hashing functions to assign states to processors, hash table rows, and compressed state values. The reliability analysis requires that the hash functions distribute states randomly and independently and we h a ve shown how to generate hashing functions which meet these requirements. To illustrate its potential, we h a ve explored a state space with more than 10 8 tangible states and 10 9 arcs in under an hour using 12 processors on an AP3000 parallel computer. The probability of state omission is just 0.2क.
Previously, the memory and time bottleneck in the performance analysis pipeline has been state space exploration. We believe that our technique shifts this bottleneck away from state space generation and onto stages later in the analysis pipeline. Future work will focus on completing the performance analysis pipeline with a parallel functional analyser and a parallel steady-state solver. The functional analyser will ensure that the generated state graph maps onto an irreducible Markov c hain by eliminating transient states and by v erifying that the remaining states are strongly connected. The steady-state solver will then solve the state graph's underlying Markov c hain for its steady-state probability distribution using standard techniques for linear simultaneous equations.
