To meet growing food demand with limited land and reduced environmental impact, soil testing and formulated fertilization methods have been widely adopted around the world. However, conventional technology for investigating nitrogen fertilization rates (NFR) is time consuming and expensive. Here, we evaluated the use of visible near-infrared shortwave-infrared (VIS-NIR-SWIR: 400-2500 nm) spectroscopy for the assessment of NFR to provide necessary information for fast, cost-effective and precise fertilization rating. Over 2000 samples were collected from paddy-rice fields in 10 Chinese provinces; samples were added to the Chinese Soil Spectral Library (CSSL). Two kinds of modeling strategies for NFR, quantitative estimation of soil N prior to classification and qualitative by classification, were employed using partial least squares regression (PLSR), locally weighted regression (LWR), and support vector machine discriminant analogy (SVMDA). Overall, both LWR and SVMDA had moderate accuracies with Cohen's kappa coefficients of 0.47 and 0.48, respectively, while PLSR had fair accuracy (0.37). We conclude that VIS-NIR-SWIR spectroscopy coupled with the CSSL appears to be a viable, rapid means for the assessment of NFR in paddy-rice soil. Based on qualitative classification of soil spectral data only, it is recommended that the SVMDA be adopted for rapid implementation. 
Introduction
Nitrogen (N) is an essential nutrient required for crops and a basic resource for maintaining the Earth's ecosystems. Considering the challenges associated with feeding >20% of the world's population (approximately 1.3 billion) with only 9% of the world's arable land, yields must be increased to keep up with growing demands associated with a rapidly growing human population. According to statistics from the FAO [1] there were 150.8 million of people undernourished in China from 2012 to 2014. Among existing agricultural practices, the application of N fertilizer has gained increasing popularity, and has played a major role in significantly increasing crop yield, especially in intensive paddy-rice systems [2] . This is because rice, which grows under flooded low-land conditions in paddies, is a key staple food for daily consumption in China, making up about 43.7% of the total national grain production [3] .
China is a dominant force in the international N fertilizer market, consuming about 18% (approximately 190 kg·ha ) of global N fertilizer applied to paddy-rice, which is 90% greater than the global average [4] . However, less than half is taken up by crops, while the rest is lost to the environment in gaseous (NH3, NO, N2O, and N2) or dissolved (NH 4+ and NO 3− ) forms [5, 6] . This has led to adverse impacts on the environment, including loss of biodiversity [7] , eutrophication [8] , and soil acidification [9] . Thus, N fertilizer is one of the most environmentally sensitive factors in rice production. The determination of appropriate N fertilization rate (NFR) will lead to greater profitability of crops and sustainability of the environment [10] . Therefore, there is an increasing requirement for the study of NFR in paddy-rice fields.
Over the past decades, researchers have attempted to develop reliable methods to estimate optimal NFR to solve the economic and environmental problems associated with the over-application of N. Soil testing and formulated fertilization technology is a scientific fertilization technology widely adopted in China and around the world. It can be used to determine soil nutrient status, balance soil N levels, maintain soil fertility, decrease nutrient loss, and reduce environmental pollution [11, 12] . However, routine soil testing is often both time-and labor-intensive. In order to enhance or complement the conventional laboratory techniques used for quantitative soil information, exploring a more time-and cost-effective method is of vital importance.
Instead of the complex chemical and physical analyses involved in routine soil testing, visible (VIS: 400-700 nm), near-infrared (NIR: 700-1100 nm), and shortwave-infrared (SWIR: 1100-2500 nm) spectroscopy has been suggested as a useful, rapid, and inexpensive tool for estimating the concentration of N in soil [13, 14] . Over the past 10 years, with the goal of taking full advantage of the VIS-NIR-SWIR spectroscopy technique to measure soil properties of targeted samples more efficiently, soil spectral libraries including larger and more geographically diverse soils with their corresponding spectra have been established. These libraries consist of soil spectra and corresponding laboratory analytical data, which can be used to develop calibration models for the prediction of soil properties in a local field by using spectra only. Several of such databases exist today, such as those described by Shepherd and Walsh [15] , Brown et al. [16] , Sankey et al. [17] , Knadel et al. [18] , Viscarra Rossel and Webster [19] , Stevens et al. [20] , Shi et al. [21] , and Gogé et al. [22] . Among physical and chemical soil properties, soil N, organic carbon (C), clay content, pH, and cation-exchange capacity (CEC) have been reported to be the most successfully predicted with moderate or better accuracies using different multivariate calibration methods. However, it remains unknown whether the large VIS-NIR-SWIR spectral database can be applied to the development of recommendations for NFR.
As one of the major rice producers, China has a large area of paddy fields, mainly in northeast and southeast China (e.g., southern part of the Qinling-Huai River, the Yangtze River Delta, and the Three-River Plain). Therefore, accurate characterization of the spatial variability of soil N is essential for informed decision-making, sustainable development of rice production, and rural ecological-environment protection. Here, the objective of this study was to examine the feasibility of using VIS-NIR-SWIR to guide the development of NFR recommendations based on the Chinese Soil Spectral Library (CSSL).
Materials and Methods

Chinese Soil Spectral Library
A total of 2072 top layer (0-20 cm) soil samples were collected from paddy-rice fields in 10 provinces ( Figure 1 ) in China; of these, 17 outlier samples were removed because of their unusual spectra. Each topsoil (0-20 cm) samples with a 10 m 2 plot were collected and mixed at each sample site. Stones and plant residues were excluded. Then, samples were air dried, ground, sieved to less than 2 mm, and divided into two parts by the quartering method for chemical analysis and spectroscopic measurement. The remaining samples were used as the primary components of the nationwide CSSL.
Chemical Analyses
The soil total N (TN) content was measured by the semi-micro Macro Kjeldahl method. We systematically selected one quarter of which for validation from the whole data to represent the full range of TN contents. The data were ranked from the lowest to highest values in TN, and were stratified into 518 strata. A sample was then systematically taken from each stratum, then the remaining for calibration.
Spectral Measurements
Each sample was placed in a petri dish 10 cm in diameter and 1.5 cm deep. The VIS-NIR-SWIR spectroscopy measurements were carried out with an ASD FieldSpec ® Pro FR spectrometer (Analytical Spectral Devices Inc., Boulder, CO, USA), with a high-intensity contact probe. The instrument has a spectral range of 350 to 2500 nm and a resolution from 3 nm (at 700 nm) to 10 nm (at 1400 and 2100 nm) because of its three detectors. We used it with an independent light source to minimize measurement errors caused by stray light. The spectrometer was calibrated before each scan using a Spectralon ® panel with 99% reflectance. Three random measurements were made at each sample within an area. Ten internal scans were made for each measurement to minimize noise and maximize the signal-to-noise ratio. A total of 30 spectra were averaged into one spectrum for each sample recorded. 
Chemical Analyses
All spectra were first resampled to a uniform resolution of 1 nm, which gave us 2151 reflectance variables for each spectrum. The resampled spectra were then reduced to 400-2450 nm (2051 bands) to eliminate significant noise at the edges of each spectrum. To further reduce noise or to enhance the signals, or both, the Savitzky-Golay algorithm [23] and first derivatives were chosen with polynomials of order 2, and 17 filter widths were performed.
Spectroscopic Modelling
In this study, two different strategies can be used for modelling: one is quantitative estimation of soil N prior to classification, and the other is qualitative classification. We compared three: partial least-squares regression (PLSR), one of the most popular multivariate techniques for spectral calibration and prediction; locally weighted regression (LWR), a promising algorithm for large and heterogeneous datasets; and the support vector machine discriminant analogy (SVMDA), a kernel-based learning algorithm that is widely used for pattern classification.
Partial Least-Squares Regression
Partial least-squares regression takes the dependent variables into account when calculating the principal components. The advantages of PLSR are that it is able to handle data with strong collinearity and noise as well as situations in which the number of variables considerably exceeds the number of available samples. Leave-one-out cross-validation was used to determine the optimal number of factors to be retained in the calibration models by minimizing the prediction error of validation. Martens and Naes [24] provide details.
Locally Weighted Regression
Locally weighted regression searches for the samples from the calibration set most spectrally similar to the new sample to be predicted. This algorithm is based on three main steps: (1) it decomposes and compresses the spectral library data matrix into a number of principal components (PCs); (2) the unknown sample is then projected in the new space and a subset of samples similar to that sample expressed in the same PC scores and selected based on the Mahalanobis distance; (3) once the subset is chosen, a tri-cube weight function is used for the calculation of the different weights for each calibration sample in the regression model, depending on its spectral distance to the unknown sample. In this study, the LWR approach was based on PLS for data reduction, and 100 similar samples were set as the number of local points. For details, see Naes et al. [25] .
Support Vector Machine Discriminant Analogy
A support vector machine's basic principle is that an input vector is mapped from the input domain into a higher dimensional feature space via a kernel function, by which data are spread out in a way that facilitates the finding of an interpolation function. The SVM discriminant analogy, the SVMDA, performs calibration and application of SVM classification models. Such a non-linear model consists of a number of support vectors (essentially samples selected from the calibration set) and non-linear model coefficients which define the non-linear mapping of variables in the input x-block. The model allows prediction of the classification based on either the class field of the calibration x-block or a y-block which contains integer-valued classes. The kernel function uses a search over the grid of appropriate parameters using cross-validation to select the optimal SVM parameter values (cost and gamma) and builds an SVM model using those values. In this study, principal component analysis (PCA) was used to compress the spectral matrix. Classification was modeled by LIBSVM developed by Chang and Lin [26] , and a Gaussian Radial Basis Function (RBF) was applied as kernel function. Suykens and Vandewalle [27] provide details.
Assessment of Statistics
The coefficient of determination between the measured and predicted values for calibration (Rc 2 ) and validation (Rv 2 ) datasets and the ratio of performance to deviation (RPD) were used to evaluate the performance of the above models. For the VIS-NIR-SWIR estimation of a soil property such as TN, an RPD > 1. 4 indicates an acceptable predictive model and an RPD > 2.0 indicates an excellent quantitative model [28] . Generally, a model that performs well would have large values of R 2 and RPD. The confusion matrix was used to describe the classification accuracy (or rating accuracy) and to characterize the errors. In the confusion matrix, the numbers of samples in training rates (columns) are cross-tabulated against the samples actually classified into each rate (rows). We calculated the overall accuracy representing the percentage of training area samples allocated into the right rate (elements on the main diagonal of the matrix), the producer's accuracy (number of samples allocated correctly in each row), and the user's accuracy (number of appointed samples allocated correctly in each row). Additionally, Cohen's kappa coefficient was calculated as a quality index that considers the effects of chance agreement [29] . Landis and Koch [30] classified kappa values into different categories: 0-0.20, 0.21-0.40, 0.41-0.60, 0.61-0.80, and 0.81-1, which indicate slight, fair, moderate, substantial, and almost perfect agreements, respectively.
All pre-processing steps were programmed and implemented in MatLab version 7 (The MathWorks Inc., Natick, MA, USA) and PLS_Toolbox 7.9 (Eigenvector Research Inc., Wenatchee, WA, USA).
Calculating the NFR
To calculate the required amount of N fertilizer (46.4% N in urea) per hectare, we used the following equation [31, 32] :
in which Nf is the required amount of N fertilizer per hectare (kg·ha ); and Ef is the use efficiency of N fertilizer. According to the study of soil testing and formulated fertilization on Chinese paddy-rice fields in Anhui [33] , Fujian [34] , Heilongjiang [35] , and Zhejiang [36] , here we considered the yield goal of rice (Yg) to be 9000 kg·ha ; and Ef was 40% for the current season. Nm was converted from measured soil TN assuming that the amount of inorganic N present in TN was 2% [37] . Six levels of TN concentrations (L) were classified according to the 2nd National Soil Survey [38] . Based on those levels, the calculated Nf values for different NFR are shown in Table 1 . . The statistical characteristics of the calibration dataset and the validation dataset were similar to that of the whole dataset, which indicates that the calibration and validation datasets sufficiently represented the whole dataset. 
Results and Discussion
Soil TN Concentrations and Reflectance Spectra
Prediction of PLSR and LWR
The prediction results of PLSR and LWR are shown in Figure 3 . Six colored spots represent six different concentration rate groups, as shown in Table 1 However, a portion of the spots are clearly outside of the gray zones; in particular, the PLSR model tends to strongly overestimate low values and underestimate high values. This phenomenon is consistent with findings in recent literature [16, 40] . The LWR model has alleviated problems of underestimation and overestimation in head and tail zones through local samples modeling. Therefore, it can be concluded that the LWR method produces more accurate predictions than PLSR for large-scale samples.
To generate a robust model for future use, a library should cover as much of the variation in soil properties as possible. However, there are still nearly half of spots outside the gray zones of LWR, and the R 2 was lower than that reported in previous studies in which the number of samples was much lower than in this study [28, 41] . This finding may be explained by the high variability of the high number of samples included in this study. Additionally, the diversity of soil genesis and mineralogical backgrounds may cause differences in soil reflectance, and thus lead to a decrease in the accuracy of predictions [21] . Therefore, there is still room for improvement of the prediction accuracy of LWR using CSSL, such as by optimizing pre-processing methods and optimal model parameters.
Although several studies on VIS-NIR-SWIR predictions for the content of inorganic N or mineral N in soil have reported promising results, with R 2 values between 0.7 and 0.8 and RPD values of approximately 2 [42, 43] , several other investigators have obtained less accurate results (R 2 < 0.5) [44, 45] . Such contradictory results also appeared in our CSSL database (results not shown), but they will be further explored to study its feasibility and stability in order to promote its application. At present, we therefore recommend using the ratio of the TN transformed into inorganic N to work on, although it could further reduce the final accuracy of NFR assessment.
Classification of SVMDA
The misclassification fraction (error rate) using the model's cross-validation predictions in Figure 4 shows the results of searching over ranges of cost and gamma to find the best values to use to build the final SVMDA model. The bold "X" identifies cost (31.6) and gamma (0.1) values which produce the model with the smallest misclassification fraction for cross-validation predictions of calibration data. These values are then used to build the actual SVMDA model using the whole calibration dataset, and to make predictions on a validation dataset. 
Assessment of NFR
The producer's accuracy of each rate and the Cohen's kappa coefficient for PLSR, LWR, and SVMDA are shown in Table 3 . The NFR results of PLSR and LWR were calculated from their validation results. The Cohen's kappa coefficients for LWR (0.47) and SVMDA (0.48) are very similar, and the two approaches are considered to have moderate accuracy, while PLSR has a fair accuracy (Cohen's kappa coefficient = 0.37). Rates 2, 3, 4, and 5 have similar producer's accuracies for the three methods while the producer's accuracies for Rates 1 and 6 vary widely between different methods. The user's accuracy was calculated by merging the rating results highlighted in shades into one column. The user's accuracy for PLSR was generally higher than 70%, while those of LWR and SVMDA were higher than 80%. The amounts of N over-fertilization and under-fertilization predicted using the three algorithms were calculated by the wrongly classified samples (located outside the diagonal of the matrix), and are shown in Table 3 .
Compared with LWR and SVMDA, PLSR has the lowest producer's accuracies in classifying Rates 1 and 6. Although it produced an acceptable quantitative estimation model for TN concentration (RPD>1.4), for a satisfactory qualitative classification of each rate, the quality of correctively classified samples should be located as much as possible in the diagonal of the matrix, much like how the same-colored spots should be concentrated in the gray zone as much as possible in Figure 3 (close to a 1:1 line). According to PLSR, higher amounts of N are required for both N over-fertilization and under-fertilization compared to LWR and SVMDA (Table 3) . From both economic and environmental perspectives, PLSR should not be used for developing fertilization recommendations. Columns represent the composition of the six classes and the producer's accuracy in % (quality of correctively classified samples (located in the diagonal of the matrix); e.g., in the PLSR method for 70 samples from R1, 38 were classified as R1, leading to a producer's accuracy of 54.3%; others were misclassified as R2 (27) and R3 (3)); Lines show the assignment of the classified samples to the six rates and the user's accuracy (quality of the appointed samples assigned by shades; e.g., 70 samples were classified as R1 by PLSR, but only 65 samples (92.9%) (shown as shades) were classified correctly; others were classified as R3 (3) and R4 (1).
Although the Cohen's kappa coefficient of LWR is slightly lower than that of SVMDA, the N fertilizer requirements predicted by LWR are lower than those predicted by SVMDA. However, SVMDA only requires qualitative classification of soil spectral data, while LWR performs quantitative estimation of soil N prior to classification; therefore, the development of the SVMDA model is more time-consuming than development of the LWR model. Additionally, LWR had a higher Rv 2 and its RPD had good prediction performance, while the kappa had moderate performance. This indicates that although higher values are obtained, the Rv 2 or RPD could not sufficiently assess the accuracy of NFR. It is worth noting that the incorrectly classified samples are mostly located in adjacent columns (shown as shades in Table 3 ) to the correct rates, which means the approach might be applicable as long as the error is within the tolerance range. We conclude that combining environmental factors and budget requirements is required to choose a suitable method for NFR predictions in future research.
Despite our success, we would like to see more studies conducted with VIS-NIR-SWIR spectroscopy in the local field for estimating NFR. Smaller areas tend to be less variable in terms of the dependent variable [46] , which also indicated that if the library dataset can lay the foundation, the LWR or SVMDA (or both) for a local dataset could do so, and possibly perform better. Recent advances in proximal soil sensing indicated that VIS-NIR-SWIR can also be performed directly in the field with mobile or non-mobile instruments, which improve time-and cost-effectiveness [47, 48] , which might be beneficial for NFR recommendations in field. However, in situ measurements may not work as well as laboratory measurements because of the influence of external environmental factors [49] , such as ambient light, texture, color, temperature, soil structural conditions, and especially the impact of moisture with unknown content [50] [51] [52] . One of our aims is to create a site-specific or "geographically-local" spectral library of paddy-rice soils from the whole plant area in China at an affordable price. For this purpose, we would require a rigorous protocol [53] for measuring spectra in flooded soil conditions in paddy-rice fields and a robust standard combination of pre-treatment to remove the effects of external environmental factors, statistical modelling and uncertainty analysis of the geographical locations. Some tentative methods for removing the effects of moisture on the VIS-NIR-SWIR spectra in the field will also be adopted; for example, direct standardization (DS) and external parameter orthogonalization (EPO) [54, 55] . We believe the above investigation is a promising start, and we intend to build on it.
Conclusions
This study examined the use of the CSSL to derive spectroscopic models of NFR recommendations for paddy-rice soils in China. PLSR, LWR, and SVMDA were compared to explore their accuracies with regard to NFR. We concluded that the following:
(1) The LWR model performed better than the PLSR model in the validation process with regard to quantitative estimation of TN concentrations. Rv 2 and RPD for LWR were higher than those obtained from PLSR models. This suggests that large spectral libraries can be very useful to predict soil TN with high accuracy. (2) The qualitative classification accuracies of NFR using LWR and SVMDA with moderate accuracy were more suitable than PLSR. The development of the SVMDA model is also more timeconsuming than development of the LWR model, which only requires qualitative classification of soil spectral data while LWR performs quantitative estimation of soil N prior to classification.
