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ON SUBORDINATE RANDOM WALKS
ANTE MIMICA
Abstract. In this article subordination of random walks in Rd is considered. We prove
that subordination of random walks in the sense of [BSC12] yields the same process as
subordination of Le´vy processes (in the sense of Bochner). Furthermore, we prove that
appropriately scaled subordinate random walk converges to a multiple of a rotationally
2α-stable process if and only if the Laplace exponent of the corresponding subordinator
varies regularly at zero with index α P p0, 1s .
1. Introduction
A subordinator T “ pTtqtě0 is a non-decreasing Le´vy process (i.e. a stochastic process
having stationary and independent increments) defined on a probability space pΩ,F ,Pq.
From the definition it follows that T takes values in r0,8q and the Laplace transform of
Tt is given by
Ee´λTt “ e´tφpλq, λ ą 0 ,
where φ is called the Laplace exponent of T . It is of the following form (see [Ber96, III.1])
φpλq “ bλ`
ż
p0,8q
p1´ e´λsqµpdsq , (1.1)
where b ě 0 is the drift of the subordinator and µ is a measure on p0,8q satisfyingş
p0,8qp1 ^ sqµpdsq ă 8 called the Le´vy measure of T . It is known that φ is a Bernstein
function, meaning that φ : p0,8q Ñ R is a C8-function satisfying
φpλq ě 0 for all λ ą 0
and
p´1qn´1φpnqpλq ě 0 for all λ ą 0 and n P N
(here φpnq denotes the n-th derivative of φ). It is known that every Bernstein function φ
satisfying lim
λÓ0
φpλq “ 0 has a unique representation given by (1.1) (see [SSV12, Theorem
3.2]).
Let Z “ pZnqně0 be a random walk in Rd independent of T , that is Z0 “ 0 and
Zn “ ζ1 ` . . . ` ζn for n ě 1, where pζnqně1 is a sequence of independent and identically
distributed random vectors in Rd defined on the probability space pΩ,F ,Pq idependent of
T .
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We define subordinate random walk X “ pXnqně0 as
X0 “ 0 and Xn “
nÿ
k“1
ξk for n ě 1, (1.2)
where ξ1, ξ2, . . . are independent and identically distributed having the following distribu-
tion
Ppξ1 P Bq “ bPpZ1 P Bq `
8ÿ
m“1
ż
p0,8q
qm´1tm
m!
e´qtµpdtqPpZm P Bq, B Ă Rd Borel (1.3)
and q ą 0 is such that φpqq “ q.
Remark 1.1. The choice of q ą 0 is made so that Ppξ1 P Rdq “ 1:
Ppξ1 P Rdq “ b` q´1
ż
p0,8q
peqt ´ 1qe´qtµpdtq “ φpqq
q
“ 1.
The condition φpqq “ q is not a big restriction, since we can always consider normalization
ψpλq “ qφpqq´1φpλq of φ that satisfies the latter condition.
This procedure is known as discrete subordination introduced in [BSC12]. In this article
we will embed subordinate random walks into a Le´vy process (actually compound Poisson
processes) by using time change by a Poisson process (see [Sat99, Section 1.4] and Section
2). This gives us an opportunity to link discrete subordination with subordination of Le´vy
processes (in the sense of Bochner, see [SSV12, Chapter 13]). It turns out that, understood
as Le´vy processes just described, discrete subordination and subordination of the random
walk by the subordinator give rise to the same process as the following proposition states.
Proposition 1.2. Let Z “ pZnqně0 be a random walk in Rd, T “ pTtqtě0 an independent
nonconstant subordinator and let X “ pXnqně0 be the corresponding discrete subordinate
random walk defined by (1.2) and (1.3). If N “ pNtqtě0 is a Poisson process with intensity
q ą 0 independent of X, T and Z, then the processes Xˆ “ pXˆtqtě0 and X˜ “ pX˜tqtě0 defined
by
Xˆt “ XNt and X˜t “ ZNTt , t ě 0
are compound Poisson processes having the same charcteristics.
Let Z “ pZnqně0 be the simple symmetric random walk in Zd, that is Z0 “ 0,
Zn “ ζ1 ` . . . ` ζn, for n ě 1 and pζnqně1 is a sequence of independent and identi-
cally distributed random vectors in Zd such that Ppζ1 “ ejq “ Ppζ1 “ ´ejq “ 12d , where
ej “ p0, . . . , 0, 1, 0, . . . , 0q P Zd has 1 at the j-th coordinate, 1 ď j ď d .
Consider a nonconstant subordinator T “ pTtqtě0 with the Laplace exponent φ and a
sequence pξnqně1 of independent and identically distributed random variables with the
distribution given by (1.3) with q “ 1. Note that φ strictly increases (so that the inverse
φ´1 exists). We aim to consider convergence of the processes Xpnq “ pXpnqt qtě0, n P N
defined by
X
pnq
t “
a
φ´1pn´1q
Nntÿ
k“1
ξk, n ě 0, (1.4)
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where N “ pNtqtě0 is a stochastic process that is either a Poisson proces with intensity 1
independent of the sequence pξnqně1 or Nt “ ttu, t ě 0. In the former case (see Proposition
1.2)
X
pnq
t
d“
a
φ´1pn´1qZNTnt , (1.5)
while in the latter case
X
pnq
t “
a
φ´1pn´1q
tntuÿ
k“1
ξk. (1.6)
Our aim is to investigate (weak) limits of the processes Xpnq, i.e. we will establish a type
of a functional limit theorem by imposing conditions on the Laplace exponent φ. Note
that the processes defined by (1.5) are actually random sums and find their application in
economics, financial mathematics and queuing theory(see [EKM03],[Gut09]).
The following tightness result in the space
Dpr0,8q,Rdq :“ tf : r0,8q Ñ Rd : f is right continuous with left limitsu
(with an appropriate topology) will be proved in Section 3 . Condition that will ensure
tightness for subordinate random walk is certain upper scaling condition of the inverse of
the inverse of the Laplace exponent.
Proposition 1.3. Assume that the the Laplace exponent φ of a subordinator satisfies
φp1q “ 1 and there exist c ą 0 and γ ą 1 such that lim sup
λÓ0
φ´1pλxq
φ´1pλq ď cxγ for all x ě 1.
Then the sequence pXpnqqně1 defined by (1.4) is tight in the space Dpr0,8q,Rdq .
Now we explore convergence of the sequence pXpnqqně1. A measurable function f : p0,8q Ñ
p0,8q is said to vary regularly at 0 with index ρ P R if
lim
λÓ0
fpλxq
fpλq “ x
ρ for all x ą 0 .
A Le´vy process (see Section 2) W pαq “ pW pβqt qtě0 is called rotationally invariant β-stable
process in Rd (β P p0, 2s) if
Ereiϑ¨W pβqt s “ e´t|ϑ|β for all ϑ P Rd and t ě 0 .
Theorem 1.4. Assume that the Laplace exponent φ of a subordinator satisfies φp1q “ 1.
The sequence pXpnqqně1 converges in Dpr0,8q,Rdq if and only if φ varies regularly at zero
with index α P p0, 1s. In this case the limit is p2dq´αW p2αq .
The following example is interesting, since it approximates Brownian motion by a com-
pound Poisson process that has steps with infinite variance.
Example 1.5. Consider a Bernstein function
φpλq “ cλ log `1` 1
λ
˘
, c “ 1
log 2
.
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Since lim
λÓ0
φpλq “ 0, φ is the Laplace exponent of a subordinator. Note that φ varies
regularly at 0 with index 1 . By Theorem 1.4, the corresponding subordinate random walk
X
pnq
t “
a
φ´1pn´1q
tntuÿ
i“1
ξi
converges to a multiple of Brownian motion by p2dq´1. Let d “ 1. Unlike in Donsker’s
invariance principle, Eξ21 “ `8 . Indeed,
Eξ21 “
8ÿ
m“1
EZ2m
ż
p0,8q
tm
m!
e´tµpdtq “
8ÿ
m“1
m
ż
p0,8q
tm
m!
e´tµpdtq
“
ż
p0,8q
8ÿ
m“1
tm
pm´ 1q!e
´tµpdtq “
ż
p0,8q
tµpdtq “
ż 8
0
µpt,8q dt.
By [SSV12, pp. 230-231, table entry 27], the Le´vy measure of φ is given by
µpdtq “ c1´e´tp1`tq
t2
dt
and so
lim
tÑ8
µpt,8q
1
t
“ c.
Therefore, there exists a constant c1 ą 0 so that
Eξ21 ě c1
ż 8
1
dt
t
“ `8 .
2. Le´vy processes
A stochastic process X “ pXtqtě0 defined on a probability space pΩ,F ,Pq taking values
in Rd pd ě 1q is a Le´vy process if X0 “ 0, it has stationary and independent incremets
and paths that are P-a.s. right-continuous with left limits. It is well known that the
characteristic function of Xt is
Eeiϑ¨Xt “ e´tψpϑq , t ą 0 , ϑ P Rd,
where ψ : Rd Ñ C is called the characteristic exponent of X and has the following Le´vy-
Khintchine representation
ψpϑq “ iβ ¨ ϑ` 1
2
Qϑ ¨ ϑ`
ż
Rdzt0u
p1´ eiy¨ϑ ` iy ¨ ϑ1t|y|ď1uqνpdyq, ϑ P Rd. (2.1)
Here β “ pβ1, . . . , βdq P Rd, Q is a d ˆ d positive semi-definite matrix and ν is the Le´vy
measure, i.e. a measure on Rdzt0u satisfying ş
Rdzt0up1 ^ |y|2qνpdyq ă 8 . If β “ 0 and
Q “ 0, we will call X a pure jump Le´vy process. A triplet pβ,Q, νq is called the Le´vy
triplet of X and every Le´vy process is uniquely determined by its Le´vy triplet (see [Sat99,
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A particular example of a Le´vy process that will be used in this section is a compound
Poisson process (see [Sat99, Section 1.4]). It is a Le´vy process X “ pXtqtě0 with the
characteristic exponent of the form
ψpϑq “ q
ż
Rd
p1´ eiy¨ϑqηpdyq, ϑ P Rd,
where q ą 0 and η is a measure on Rd such that ηpt0uq “ 0 . The corresponding Le´vy
triplet is pβ, 0, νq, where
β “ pβ1, . . . , βdq, βj “ ´q
ż
0ă|y|ď1
yjηpdyq, j “ 1, . . . , d (2.2)
and
νpBq “ qηpBq , B Ă Rd Borel . (2.3)
In particular, for η “ δ1, X is the Poisson process with intensity q .
The following construction of a compound Poisson process will be useful (see [Sat99,
Theorem 1.4.2]). Let N “ pNtqtě0 be the Poisson process with intensity q ą 0 and let
pζnqnPN be a sequence of independent random variables with law ρ defined on a common
probability space pΩ,F ,Pq independent of N . Define a random walk Z “ pZnqně0 by
Z0 “ 0 and Zn “ ζ1 ` . . . ` ζn for n ě 1 . Then the process X “ pXtqtě0 defined by
Xt “ ZNt is a compound Poisson process.
Proof of Proposition 1.2. The process Z˜ “ pZ˜tqtě0 defined by Z˜t “ ZNt is a compound
Poisson process with (see (2.2) and (2.3))
βZ˜ “ ´q
ż
0ă|y|ď1
yPpζ1 P dyq and νZ˜pdyq “ qPpζ1 P dyq.
By [Sat99, Theorem 30.1], X˜ is a Le´vy process with the Le´vy triplet pβX˜ , 0, νX˜ q, where
βX˜ “ bβZ˜ ´
ż
p0,8q
ż
0ă|y|ď1
yPpZ˜s P dyqµpdsq (2.4)
and
νX˜pBq “ qbPpζ1 P Bq `
ż
p0,8q
PpZ˜s P Bqµpdsq. (2.5)
On the other hand, Xˆ is a compound Poisson process and its Le´vy triplet pβ
Xˆ
, 0, ν
Xˆ
q is,
by (2.2) and (2.3), given by
β
Xˆ
“ ´q
ż
0ă|y|ď1
yPpξ1 P dyq and νXˆpdyq “ qPpξ1 P dyq.
Then (1.3) yields
β
Xˆ
“ ´qb
ż
0ă|y|ď1
yPpZ1 P dyq ´
ż
p0,8q
ż
0ă|y|ď1
8ÿ
m“1
pqsqm
m!
e´qsyPpZm P dyqµpdsq
“ ´qb
ż
0ă|y|ď1
yPpζ1 P dyq ´
ż
p0,8q
ż
0ă|y|ď1
yPpZNs P dyqµpdsq “ βX˜
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and, for a Borel set B Ă Rdzt0u,
ν
Xˆ
pBq “ qbPpZ1 P Bq `
ż
p0,8q
8ÿ
m“1
pqsqm
m!
e´qsPpZm P Bqµpdsq
“ qbPpζ1 P Bq `
ż
p0,8q
PpZNs P Bqµpdsq “ νX˜pBq .
Hence, Xˆ and X˜ are Le´vy processes with same Le´vy triplets. 
3. Tightness result
We recall that the process Xpnq was defined by
X
pnq
t “
a
φ´1pn´1q
Nntÿ
k“0
ξk, n ě 0,
where T “ pTtqtě0 is a subordinator with the Laplace exponent φ, pξnqně1 is a sequence
of independent and identically distributed random vectors with the distribution given
by (1.3) and N “ pNtqtě0 is either the Poisson process with intensity 1 independent of
the sequence pξnqně1 or Nt “ ttu for t ě 0 . The aim of this section is to prove that
the sequence pXpnqqně1 is tight in the Skorokhod space Dpr0,8q,Rdq endowed with the
Skorokhod topology. We refer the reader to [JS03, VI.1b] for a definition of the Skorokhod
topology.
Lemma 3.1. Let φ : p0,8q Ñ p0,8q be a the Laplace exponent of a subordinator with the
Le´vy measure µ.
(i) Then ż
p0,rs
tµpdtq ď erφpr´1q for all r ą 0
and
µpt,8q ď p1´ e´1q´1φpt´1q for all t ą 0 .
(ii) For all λ, x ą 0 we have φpλxq ď px_ 1qφpλq.
(iii) If φ is trictly increasing and varies regularly at 0 with index α ą 0, then φ´1 varies
regularly at 0 with index 1{α.
Remark 3.2. Lemma 3.1 (iii) can be compared with [BGT87, Proposition 1.5.15], where
asymptotic inverse and conjugacy are considered. Although this is a special case of the
aforementioned result, we give simplified proof for strictly increasing functions φ.
Proof. (i) Starting from (1.1) and using an elementary inequality
1´ e´x ě xe´x, x ě 0
it follows that
φpλq ě
ż
p0,λ´1s
p1´ e´λtqµpdtq ě
ż
p0,λ´1s
λte´λtµpdtq ě e´1λ
ż
p0,λ´1s
tµpdtq,
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yielding the first estimate. By (1.1),
φpλq ě
ż
pλ´1,8q
p1´ e´λtqµpdtq ě p1´ e´1qµpλ´1,8q
and the second estimate follows.
(ii) Let λ ą 0. If x ě 1, then 1´ e´tx ď xp1´ e´tq for all t ě 0, hence
φpλxq “ bλx`
ż
p0,8q
p1´ e´λxtqµpdtq ď bλx`
ż
p0,8q
xp1´ e´λtqµpdtq “ xφpλq .
For x ď 1 we use that φ is non-decreasing to conclude that φpλxq ď φpλq.
(iii) Let x ą 0. By regular variation of φ, for any 0 ă ε ă xα there exists δ ą 0 such that
xα ´ ε ď φpλxq
φpλq ď x
α ` ε, 0 ă λ ă δ.
Since φ is strictly increasing and continuous, the last display implies
lim sup
λÓ0
φ´1pλpxα ´ εqq
φ´1pλq ď x ď lim infλÓ0
φ´1pλpxα ` εqq
φ´1pλq .
Let y ą 0. By taking x “ py ` εq1{α we get lim sup
λÓ0
φ´1pλyq
φ´1pλq ď py ` εq1{α and, since ε ą 0
was arbitrary, this implies lim sup
λÓ0
φ´1pλyq
φ´1pλq ď y1{α. For 0 ă ε ă y and x “ py ´ εq1{α we
obtain lim inf
λÓ0
φ´1pλyq
φ´1pλq ě py ´ εq1{α and so lim infλÓ0
φ´1pλyq
φ´1pλq ě y1{α. 
Lemma 3.3. Assume that φ is strictly increasing with b “ 0 and φp1q “ 1. There exists
a constant c0 ą 0 such that for any K,β, a ą 0 and n P N we have
Pp|
ÿ
kďan
ξk| ą K?
φ´1pn´1qq ď c0apK
´2´β φ´1pn´1qq
φ´1pK´βn´1q `K´βq .
Proof. Let tpZpkqn qně1 : k P Nu be a family of independent copies of the random walk
pZnqně1 defined by Z0 “ 0, Zn “ ζ1 ` . . . ` ζn, for n ě 1, where pζnqně1 is a sequence
of independent and identically distributed random vectors in Zd such that Ppζ1 “ ejq “
Ppζ1 “ ´ejq “ 12d , j “ 1, . . . , d. It follows from Chebyshev inequality that, for r ą 0 and
l,m1, . . . ,ml P N the following holds
Pp|
lÿ
k“1
Zpkqmk | ą rq ď
E|řlk“1 Zpkqmk |2
r2
“ m1`...`ml
r2
and this gives the following estimate
Pp|
lÿ
k“1
Zpkqmk | ą rq ď m1r2 ^ 1` . . .` mlr2 ^ 1. (3.1)
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By (1.3) with q “ 1 and (3.1),
Pp|
ÿ
kďan
ξk| ą K?
φ´1pn´1qq
“
8ÿ
m1,...,mtanu“1
ź
jďan
ż
p0,8q
tmj
mj!
e´tµpdtqPp|
ÿ
kďan
Zpkqmk | ą K?φ´1pn´1qq
ď
ÿ
iďan
8ÿ
mi“1
ż
p0,8q
tmi
mi!
e´tµpdtqpmiφ´1pn´1q
K2
^ 1q
ź
jďan
j ­“i
p
8ÿ
mj“1
ż
p0,8q
t
mj
mj !
e´tµpdtqq.
Since
8ř
m“1
ş
p0,8q
tm
m!
e´tµpdtq “ şp0,8qpet ´ 1qe´tµpdtq “ φp1q “ 1, the product term in the
last display is equal to 1 and so, for β ą 0,
Pp|
ÿ
kďan
ξk| ą K?
φ´1pn´1qq ď an
ż
p0,8q
8ÿ
m“1
tm
m!
pmiφ´1pn´1q
K2
^ 1qµpdtq
ď anp
ż
p0,φ´1pK´βn´1q´1s
tµpdtqK´2φ´1pn´1q `
ż
pφ´1pK´βn´1q´1,8q
µpdtqq.
Now we apply Lemma 3.1 (i) to get
Pp|
ÿ
kďan
ξk| ą K?
φ´1pn´1qq
ď anpeφ´1pK´βn´1q´1K´βn´1K´2φ´1pn´1q ` e
e´1K
´βn´1q
“ aeK´2´β φ´1pn´1q
φ´1pK´βn´1q ` aee´1K´β.

Recall that a random time τ is a stopping time with respect to the process Xpnq if
tτ ď tu P σpXpnqs : s ď tq for any t ą 0. In particular, if Nt “ ttu, then σpXpnqs : s ď tq “
σpξk : k ď ntq and so
ttnτ u “ mu “ tm
n
ď τ ă m`1
n
u P σpξk : k ď mq, m P NY t0u. (3.2)
Lemma 3.4. Let pτnqně1 be a sequence of random times such that τn is a stopping time
for the process Xpnq for any n P N and let phnq be a sequence of non-negative numbers.
There exists a sequence of functions gn : R
d Ñ r0,8q satisfying lim
nÑ8 gnpϑq “ 1 for all
ϑ P Rd such that
Ereiϑ¨pXpnqτn`hn´Xpnqτn qs “ Ereiϑ¨Xpnqhn sgnpϑq, ϑ P Rd.
Proof. If N is a Poisson process, then Xpnq is a Le´vy process and so the claim follows from
the strong Markov property for Le´vy processes with gn ” 1, n P N.
Let us consider now the case Nt “ ttu. First we remark that
Zn :“ Nτn`hn ´Nτn ´Nhn “ tnpτn ` hnqu´ tnτnu´ tnhnu P t0, 1u P´ a.s., n P N.
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For ϑ P Rd we calculate
Ereiϑ¨pXpnqτn`hn´Xpnqτn qs
“ Erexpti
a
φ´1pn´1q
tnτnu`tnhnuÿ
k“tnτnu`1
ϑ ¨ ξkuei
?
φ´1pn´1qqZnϑ¨ξtnτnu`tnhnu`1s
“
8ÿ
m“0
Erexpti
a
φ´1pn´1q
m`tnhnuÿ
k“m`1
ϑ ¨ ξkuei
?
φ´1pn´1qqZnϑ¨ξm`tnhnu`1 ; tnτnu “ ms.
Now we use that pξkqkě1 are independent and identically distributed and (3.2) to deduce
Ereiϑ¨pXpnqτn`hn´Xpnqτn qs
“
8ÿ
m“0
Erexpti
a
φ´1pn´1q
m`tnhnuÿ
k“m`1
ϑ ¨ ξkusErei
?
φ´1pn´1qqZnϑ¨ξm`tnhnu`1sPptnτnu “ mq
“ Erexpti
a
φ´1pn´1q
tnhnuÿ
k“1
ϑ ¨ ξkusErei
?
φ´1pn´1qqZnϑ¨ξ1s.
By dominated convergence theorem,
gnpϑq :“ Erei
?
φ´1pn´1qqZnϑ¨ξ1s, ϑ P Rd, n P N
satisfies lim
nÑ8 gnpϑq “ 1 for all ϑ P R
d.

Lemma 3.5. For any ϑ “ pϑ1, . . . , ϑdq P Rd and t ą 0 we have
Ereiϑ¨Xpnqt s “ Erpφp1q ´ φp1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
qNts.
Proof. Since pξkqkě1 is independent, identically distributed and independent of N , we get
Ereiϑ¨Xpnqt s “ ErErei
?
φ´1pn´1qϑ¨ξ1sNts.
It is enough to note that
Erei
?
φ´1pn´1qϑ¨ξ1s “
8ÿ
m“1
Erei
?
φ´1pn´1qϑ¨Zms
ż
p0,8q
tm
m!
e´tµpdtq
“
8ÿ
m“1
ż
p0,8q
ptErei
?
φ´1pn´1qϑ¨ζ1 sqm
m!
µpdtq
“
ż
p0,8q
petErei
?
φ´1pn´1qϑ¨ζ1 s ´ 1qe´tµpdtq
“ φp1q ´ φp1´ Erei
?
φ´1pn´1qϑ¨ζ1sq.
Now it is enough to note that
Erei
?
φ´1pn´1qϑ¨ζ1s “ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
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
Proof of Proposition 1.3. To prove tightness we use Aldous’ criterion (see [Ald78, Theorem
1]), that is we show that for a sequence of bounded stopping times pτnqně1 (with respect
to the natural filtration of Xpnq for any n P N) and a sequence phnqně1 of positive numbers
converging to 0 the following holds
Yn :“ Xpnqτn`hn ´Xpnqτn converges to 0 in probability as nÑ8 (3.3)
and, for any t ą 0 the following tightness of pXpnqt qně1: for any ε ą 0 there exists K ą 0
such that
lim sup
nÑ8
Pp|Xpnqt | ą Kq ă ε. (3.4)
In order to prove (3.3), it is enough to prove convergence in distribution to 0. By Lemma
3.4 and Lemma 3.5, for any ϑ P Rd we have
lim
nÑ8Ere
iϑ¨Yns “ lim
nÑ8Ere
iϑ¨Xpnq
hn s
“ lim
nÑ8Erp1´ φp1´
cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
qqNnhn s. (3.5)
Assume first that N is the Poisson process with intensity 1. By using (3.5) and formula
ErθNts “ etpθ´1q, θ, t ą 0 (3.6)
we obtain
lim
nÑ8Ere
iϑ¨Yns “ lim
nÑ8 e
´nhnφp1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
q, ϑ P Rd.
To evaluate the limit we use Lemma 3.1 (i) to get
0 ď nhnφp1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
q
ď nhnφpφ
´1pn´1q|ϑ|2
2d
q ď nhnp |ϑ|
2
2d
_ 1qφpφ´1pn´1qq “ hnp |ϑ|
2
2d
_ 1q. (3.7)
Then lim
nÑ8Ere
iϑ¨Yns “ 1 and so convergence in distribution to 0 by continuity theorem.
Further, by Lemma 3.3 it follows that, for any β, t ą 0 and K ě 1,
Pp|Xpnqt | ą Kq “ Pp|
ÿ
kďNnt
ξk| ą K?
φ´1pn´1qqq
“
8ÿ
m“1
Pp|
ÿ
kďm
n
n
ξk| ą K?
φ´1pn´1qqPpNnt “ mq
ď
8ÿ
m“1
c0
m
n
pK´2´β φ´1pn´1q
φ´1pK´βn´1q `K´βq
pntqm
m!
e´nt
“ c0pK´2´β φ
´1pn´1q
φ´1pK´βn´1q `K´βqt
8ÿ
m“1
pntqm´1
pm´1q! e
´nt
“ c0tpK´2´β φ
´1pn´1q
φ´1pK´βn´1q `K´βq.
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Therefore
lim sup
nÑ8
Pp|Xpnqt | ą Kq ď c1tpK´2´β`βγ `K´βq
for some constant c1 ą 0 and so, by choosing β ą 0 small enough so that
´ 2´ β ` βγ ă 0, i.e. β ă 2
γ ´ 1 (3.8)
and then K ě 1 large enough, we get (3.4), finishing the proof of tightness in this case.
Let Nt “ ttu. From (3.5) we obtain
lim
nÑ8Ere
iϑ¨Yns “ lim
nÑ8 e
´tnhnu lnp1´φp1´
cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
qq
“ lim
nÑ8 e
tnhnuφp1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1q
d
q “ 1
by (3.7), showing the required convergence in distribution. Further, by Lemma 3.3, for
any t, β ą 0 and K ě 1
lim sup
nÑ8
Pp|Xpnqt | ą Kq “ lim sup
nÑ8
Pp|
ÿ
kďnt
ξk| ą K?
φ´1pn´1qq
ď c0t lim sup
nÑ8
pK´2´β φ´1pn´1q
φ´1pK´βn´1q `K´βq ď c1tpK´2´β`βγ `K´βq.
Choosing β ą 0 as in (3.8) we may choose K ě 1 large enough so that (3.4) holds.

4. Weak convergence
We start with a few auxilliary results.
Lemma 4.1. Let panqně1 and pbnqně1 be sequences of non-negative numbers such that
lim
nÑ8 an “ a P p0,8q, limnÑ8 bn “ 0 and let f : p0,8q Ñ p0,8q be a monotone function that
varies regularly at 0 with index ρ P R . Then
lim
nÑ8
fpanbnq
fpbnq “ a
ρ.
Proof. Assume that f is non-decreasing. For any 0 ă ε ă a and n P N large enough we
have
fppa´ εqbnq
fpbnq ď
fpanbnq
fpbnq ď
fppa` εqbnq
fpbnq .
This implies
pa´ εqρ ď lim inf
nÑ8
fpanbnq
fpbnq ď lim supnÑ8
fpanbnq
fpbnq ď pa` εq
ρ.
Letting εÑ 0 we obtain
lim
nÑ8
fpanbnq
fpbnq “ a
ρ.
If f is non-increasing, the proof is similar. 
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Lemma 4.2. Let φ : p0,8q Ñ p0,8q be a Bernstein function.
(i) If φ varies regularly at 0 with index ρ P R, then ρ P r0, 1s .
(ii) Let panqně1 be a sequence of positive numbers such that an ď 1 for all n P N and
lim
nÑ8an “ 1. Then
lim
nÑ8
φpanxq
φpxq “ 1 uniformly in x ą 0.
Proof. (i) Let x ě 1 . By Lemma 3.1 (ii), it follows that
x ě lim
λÓ0
φpλxq
φpλq “ x
ρ,
hence ρ ď 1. On the other hand, since φ is non-decreasing,
1 ď lim
λÓ0
φpλxq
φpλq “ x
ρ
and so ρ ě 0 .
(ii) By Lemma 3.1 (ii), for any x ą 0, φpxq “ φpanxa´1n q ď a´1n φpanxq and so
an ď φpanxq
φpxq ď 1
yielding the claim. 
The following sufficient result for regular variation is taken from [Fel71] .
Lemma 4.3. Let pλnqně1 and panqně1 be sequences of positive numbers such that
lim
nÑ8
an
an`1
“ 1 and lim
nÑ8λn “ 0 .
If f : p0,8q Ñ p0,8q is monotone,
gpyq “ lim
nÑ8anfpλnyq P r0,8s
exists on a dense subset of p0,8q and it is finite and positive on some interval, then f
varies regularly at 0 with index α P R .
Proof. See [Fel71, Lemma VIII.8.3] . 
Proof of Theorem 1.4. Assume that Xpnq converges to X “ pXtqtě0 in Dpr0,8q,Rdq.
Then X
pnq
t converges in distribution to Xt for any t ą 0 and, by Lemma 3.5 the following
limit exists
lim
nÑ8Ere
iX
pnq
t ¨ϑs “ lim
nÑ8Erp1´ φp1´
cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
qqNnts (4.1)
for any ϑ “ pϑ1, . . . , ϑdq P Rd . If pNtqtě0 is the Poisson process with intensity 1 by (3.6)
and (4.1) the following limit exists
lim
nÑ8Ere
iX
pnq
t ¨ϑs “ lim
nÑ8 e
´ntφ
ˆ
1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
˙
. (4.2)
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For Nt “ ttu, we see that the following limit exists
lim
nÑ8Ere
iX
pnq
t ¨ϑs “ lim
nÑ8 e
´tntu log
ˆ
1´φ
ˆ
1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
˙˙
“ lim
nÑ8 e
´tnφ
ˆ
1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
˙
. (4.3)
Therefore, in both cases
lim
nÑ8nφp1´
cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
q
exists.
Define
an “
1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
φ´1pn´1q|ϑ|2
2d
and bn “ φ´1pn´1q |ϑ|
2
2d
.
Since an ď 1 for all n P N, lim
nÑ8 an “ 1 and limnÑ8 bn “ 0, Lemma 4.2 implies that
lim
nÑ8
φp1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
q
φpφ´1pn´1q |ϑ|2
2d
q
“ lim
nÑ8
φpanbnq
φpbnq “ 1; (4.4)
hence, in both cases, the limit
lim
nÑ8nφpφ
´1pn´1q |ϑ|2
2d
q “ lim
nÑ8nφ
ˆ
1´ cos
?
φ´1pn´1qϑ1`...`cos
?
φ´1pn´1qϑd
d
˙
(4.5)
exists. By Lemma 4.3 (with λn “ φ´1pn´1q and an “ n) we conclude that φ varies
regularly at 0 with index α P R. Lemma 4.1 ensures that 0 ď α ď 1. Note that (4.1),
(4.5) and (4.2) (or (4.3)) yield
Ereiϑ¨Xts “ lim
nÑ8Ere
iϑ¨Xpnqt s “ lim
nÑ8 e
´tnφpφ´1pn´1q |ϑ|2
2d
q “ lim
nÑ8 e
´tφpφ
´1pn´1q
|ϑ|2
2d
q
φpφ´1pn´1qq . (4.6)
Hence, if α P p0, 1s
Ereiϑ¨Xts “ e´tp2dq´α |ϑ|2α ,
and so X “ p2dq´αW p2αq is a multiple of a rotationally invariant 2α-stable process. On
the other hand, if α “ 0 we get
Ereiϑ¨Xts “ e´t ,
which is impossible, since for ϑÑ 0 we get a contradiction: 1 “ e´t for all t ě 0 .
Assume that φ varies regularly at 0 with index α P p0, 1s. By Lemma 3.1 (iii), φ´1 varies
at 0 with index 1{α and so
lim sup
λÓ0
φ´1pλxq
φ´1pλq ď x
1{α, x ě 1.
Note that we can always replace 1{α in the last display by any γ ą 1{α ě 1. Hence we
may use Proposition 1.3 to obtain tightness of the sequence pXpnqqně1 in Drp0,8q,Rdq.
To prove convergence, it is enough to prove convergence of finite-dimensional distributions
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(see [Kal02, Theorem 16.10]). By Lemma 3.4, for any 0 ď s ă t (with τn “ s i hn “ t´ s)
we get
lim
nÑ8Ere
iϑ¨pXpnqt ´Xpnqs qs “ lim
nÑ8Ere
iϑ¨Xpnqt´ss .
Hence, by (4.6),
lim
nÑ8Ere
iϑ¨pXpnqt ´Xpnqs qs “ e´pt´sqp2dq´α |ϑ|2α . (4.7)
Let j P N, 0 “ t0 ď t1 ă t2 ă . . . ă tj and ϑp1q, ϑp2q, . . . , ϑpjq P Rd. Using independent
increments property of Le´vy processes (if N is Poisson process) or independence (if Nt “
ttu) and (4.7) we get
lim
nÑ8E exp ti
jÿ
k“1
ϑpkq ¨Xpnqtk u “ limnÑ8E exp ti
jÿ
k“1
kÿ
l“1
ϑpkq ¨ pXpnqtl ´X
pnq
tl´1
qu
“ lim
nÑ8E exp ti
jÿ
l“1
jÿ
k“l
ϑpkq ¨ pXpnqtl ´X
pnq
tl´1
qu
“
jź
l“1
lim
nÑ8E exp ti
jÿ
k“l
ϑpkq ¨ pXpnqtl ´X
pnq
tl´1
qu
“
jź
l“1
exp t´ptl ´ tl´1qp2dq´α|
jÿ
k“l
ϑpkq|2αu
“ E exp ti
jÿ
k“1
ϑpkq ¨Xtku,
where the last line is obtained by using independent increments property of a Le´vy process
X “ p2dq´αW pαq. Now it is enough to apply continuity theorem for characteristic functions
to obtain convergence in distrubution of pXpnqt1 , . . . ,X
pnq
tj
q to pXt1 , . . . ,Xtj q. 
References
[Ald78] D. Aldous, Stopping times and tightness, Ann. Probab. 6 (1978), no. 2, 335–340.
[Ber96] J. Bertoin, Le´vy processes, Cambridge University Press, Cambridge, 1996.
[BGT87] N. H. Bingham, C. M. Goldie, and J. L. Teugels, Regular variation, Cambridge University Press,
Cambridge, 1987.
[BSC12] A. Bendikov and L. Saloff-Coste, Random walks on groups and discrete subordination, Math.
Nachr. 285 (2012), 580–605.
[EKM03] P. Embrechts, C. Klu¨pperberg, and T. Mikosch, Modelling extremal events, Springer, Berlin,
2003.
[Fel71] W. Feller, An introduction to probability theory and its applications, John Wiley and Sons, New
York, 1971.
[Gut09] A. Gut, Stopped random walks, Springer, Berlin, 2009.
[JS03] J. Jacod and A. N. Shiryaev, Limit theorems for stochastic processes, Springer, Berlin, 2003.
[Kal02] O. Kalenberg, Foundations of modern probability, Springer, Berlin, 2002.
[Sat99] K.-I. Sato, Le´vy processes and infinitely divisible distributions, Cambridge University Press, Cam-
bridge, 1999.
ON SUBORDINATE RANDOM WALKS 15
[SSV12] R. L. Schilling, R. Song, and Z. Vondracˇek, Bernstein functions: theory and applications, Walter
de Gruyter, Berlin, 2012.
University of Zagreb, Department of Mathematics, Bijenicˇka cesta 30, 10000 Zagreb,
Croatia
E-mail address: amimica@math.hr
