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ABSTRACT We investigated the condi-
tions under which inhomogeneity in
electrical conductivity may significantly
modify the magnetic evoked field
(MEF) due to primary currents (i.e.,
neuronal currents) in the brain. In the
case of an isolated turtle cerebellum
immersed in a large bath of physiolog-
ical saline, our theoretical analysis
showed the cerebellar surface to signif-
icantly enhance the MEF due to a pri-
mary current, by a factor of as much as
two, for experimentally determined val-
ues of the conductivities of the cerebel-
lar tissue and saline. A further paramet-
ric investigation of the conductivity
effect revealed that conductivity
boundaries may significantly modify the
MEF due to neuronal currents located
within 1 mm of a conductivity boundary,
as would be the case for active neu-
rons near an edema, an anoxic fringe
such as might occur during stroke, or a
ventricle in the human head. For a
stationary neural source, conductivity
boundaries may modify the magnitude
of its MEF without affecting its temporal
waveform. However, this boundary
effect was found to be small for a
model geometry locally approximating
cortical sources in a sulcus or a fissure,
where the boundary effects from adja-
cent sulcal walls tend to cancel each
other.
INTRODUCTION
Conductivity boundaries distort the current in a volume
conductor such as the human head. The magnetic field B
and electrical potential 4) produced by a current generator
in a head, assumed to be a piecewise homogeneous,
isotropic conductor, are in general given by the following
equations (Barr et al., 1966; Geselowitz, 1967, 1970):
B(r)= Af JP(r') x V( dv'
IOAO, 4~(r') ( xdS' (la)
4)(r) = 4a j Jp(r') * V (R)dv'
+ 4 a f t(r') V * dS', (Ib)
where r' and r are the position vectors to the source and
field points, respectively, At0 is the permeability of free
space, Jp(r') represents a primary current density due to
current generators such as neurons in the brain, R =
ir - rl is the distance from the volume element dv' (or
surface vector element dS') to the field point, Aa =
- ' is the difference in conductivity at a boundary S
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separating a primed region from the adjacent double-
primed region and cr is the average electrical conductivity
at the field point where 4) is evaluated. The gradient
operator is with respect to source points. In these equa-
tions, the first term represents the contribution by the
primary source Jp(r') and the second term the boundary
effects where the integral is over the surface of each
boundary in the conducting medium. Commonly, the
term "secondary source" is applied to Aatn, where n is
the unit vector normal to the surface S at the source point
of evaluation, because the boundary effect can be consid-
ered as being due to a distributed set of dipolar current
sources having moments of Ao-b (Geselowitz, 1967,
1970).
The second term may significantly alter the magnetic
field as well as the electrical potential on the surface (e.g.,
scalp) of such a volume conductor. The skull has been
shown to significantly modify the spatial pattern of the
magnetic field outside the head when its inner surface
deviates from sphericity (Stok et al., 1987; Janday and
Swithenby, 1987; Hamalainen and Sarvas, 1987, 1989;
Meijs et al., 1988). Edema and regions of calcification
may also distort the spatial pattern of magnetic field
(Ueno et al., 1983). Other model studies have shown that
the magnetic field may be modified by the interior wall of
the base of skull (Iramina and Ueno, 1988) and by low
and high conductivity surfaces along the midline (Cuffin,
1982, 1985; Janday and Swithenby, 1987). These results
indicate that the boundary effect must be seriously reck-
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oned with to correctly interpret the magnetic field as well
as the surface potential.
This study evaluates the distortions introduced by
conductivity boundaries, by manipulating the distance of
a primary source from conductivity boundaries and the
ratio of conductivities across such a boundary. In earlier
studies (e.g., Janday and Swithenby, 1987; Hamalainen
and Sarvas, 1989; Ueno et al., 1985), this distance was
generally chosen to be >1 cm, primarily for computa-
tional reasons as will be elaborated later. In contrast the
present analysis focused on distances of <1 cm, mostly <1
mm, because cortical sources can be within a few hundred
microns of the cerebrospinal fluid. The conductivity ratio
was also varied within a physiological range, based on our
experimental measurements (Okada et al., 1989) as well
as on published values by other investigators (e.g.,
Nicholson and Rice, 1986).
The conductivity effects were initially studied to under-
stand the magnetic evoked field (MEF) produced by an
isolated turtle cerebellum immersed in a large bath of
physiological saline (Okada et al., 1987; Okada and
Nicholson, 1988). For the turtle cerebellum we initially
found that the boundary effect was surprisingly large; the
calculated magnetic field enhancement due to the boun-
dary was in some cases much larger than the MEF due to
the primary neuronal currents (Huang et al., 1989). We
thus carried out a parametric analysis of the boundary
effect not only for this geometry, but also for other
geometries modeling cortical sources. Our results provide
some new insight into the conditions in which the boun-
dary effect may be quite important and those in which the
boundary effect may be ignored in interpreting the mag-
netic field from the human brain.
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FIGURE 1 Geometry of the experimental arrangement for an isolated
turtle cerebellar preparation. The primary neuronal current was mod-
eled by a current dipole Q perpendicular to the cerebellar surface, 10
mm below the origin. The component of the magnetic field normal to
bath surface (Bz) was calculated along the y-axis and the surface
electric potential (surfac) along the x-axis. P and P' are the positive
extremum for the tsurfac and the outwardly directed field extremum of
the Bz, respectively.
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METHODS
The turtle cerebellum (5 mm in diameter and 1 mm thick) was
considered to be immersed vertically in a large bath of physiological
saline at a depth of 10 mm (referred to the center of the cerebellum)
(Fig. 1). This geometry mimicked our experimental arrangement
(Okada and Nicholson, 1988). The neuronal current source evoked by
an external stimulation was modeled by a single 10 nA m current dipole
(Q) placed along the center axis of the cerebellum, perpendicular to the
cerebellar surface. For this geometry, we calculated the electrical
potential on the bath surface (4surfac) and on the cerebellar surface and
the component of the magnetic field normal to bath surface (Bj) that are
due to Q and those due to the distributed set of secondary sources at the
boundary between the cerebellum and saline.
Three methods were used to determine 41 at the cerebellar boundary
with the primary source Q located in the center of each model
cerebellum (Fig. 2):
(a) Method of images. The cerebellum was approximated by an
infinite slab of thickness D - a + b (consider that a primary source Q
was located at the distance of a from surface S, and b from surface S2)
and conductivity ai, immersed in physiological saline of conductivity qo,,,
(Fig. 2 A). As described in the next section, the potential 4f on both
S2 Si
S2 Si
FIGURE 2 Model geometries for turtle cerebellar preparation. (A)
Infinite slab of 1 mm thickness. (B) Rectangular box of 5 x 5 x 1 mm.
(C) Oblate spheroid of 5 mm diameter and 1 mm thickness. Equivalent
primary source Q was located 10 mm below the bath surface.
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surfaces of the slab could be found from an analytical equation that
related 4' to the sum of potentials due to all the images of Q.
(b) Method of integral equation (boundary element method). The
cerebellum was represented by a rectangular box of 5 x 5 mm in surface
dimension and 1 mm in thickness, having a conductivity ani. This was
immersed in a saline of conductivity ao,, (Fig. 2 B). The potential on
the cerebellar surfaces S, and S2 and on the bath surface S3 were found
from Fredholm's integral equation described in the next section.
(c) Method ofPoisson equation. The cerebellum was represented by
an oblate spheroid, 5 mm in diameter along its major axis and 1 mm
along its minor axis, with a conductivity of ri. This was immersed in
saline of conductivity aout (Fig. 2 C). The potential 4' on the cerebellar
surface was found from the analytical solution of the Poisson equation
subjected to the boundary conditions for an oblate spheroid immersed in
a homogeneous conducting medium as described in the next section.
In solving the integral equation, we considered two cases. In the first
case, we included the bath surface S3 as well as surfaces S, and 52
(Fig. 2 B), ignoring the surfaces on the four sides of the rectangular box.
The surfaces on the sides of the box did not contribute significantly to
the potential on the large surfaces S, and 52 because the rectangular box
was relatively large compared to its thickness. The numerical results
showed that the maximum potential on the bath surface was, for the
ratio of conductivity used in our present analysis, at least three orders of
magnitude smaller than the maximum potential on the cerebellar
surface. Thus, S3 could be ignored in comparing the potential on the
cerebellar surface calculated with the boundary element method to
those obtained from the methods of images and Poisson equation (see
Fig. 5).
The analytical equations for the three methods enabled us to calculate
4' on the surfaces of the model cerebellum, assuming it was immersed in
an infinite homogeous volume conductor. Once 4' was found, Eq. 1 could
be applied to find B and surfacc In the integrand, Jp was replaced by Q
times a delta function, Jp(r) Q 6(r - r0), where the current dipole Q
was at the location r0.
The comparison of results from these three methods enabled us to
validate our analytical and numerical solutions. Once these methods
were cross-validated, surfaceand Bz were calculated from the computed
values of 4', using the integral equation method.
In addition to the turtle cerebellum, the boundary effect was studied
in other conductivity geometries to gain a wider picture of this important
effect. One geometry modeled a neural source located at a varying
distance from a region of differing conductivity. The second geometry
mimicked a cortical neuronal source located in one side of a sulcus or a
fissure.
THEORETICAL RESULTS
1. Method of images
Consider that a primary source Q is located in an infinite
slab of conductivity Sin at the distance of a from surface S1
and b from surface S2 (Fig. 3). These two surfaces
produce an infinite number of pairs of images along the
axis of symmetry. Each pair of images are characterized
by the following formula:
( Uout -+ Oin)m (o QQ
=fout + (Tin Q=2aOr
b GFin ' out
FIGURE 3 Images of the primary source Q in an infinite slab of
thickness a + b immersed in an infinite homogeneous volume conductor.
Image pairs up to the third order are shown in pairs (by arrows with
lighter arrowheads) for two ratios of conductivity. The magnitudes of
the secondary sources are not correctly indicated here. Note also that Q
was 0.3 mm for S2 in the calculations for Fig. 5, unlike this arbitrary
example.
tion as the primary source. But, when ai, > aout, their
directions alternate as indicated in Fig. 3 b.
The potential 4)prim on SI due to the primary source
alone is given by:
Q cos
7prim4ra, a2+ y2 + z (3)
where y and z are the coordinates on the S1 plane, 0 is the
angle between the current dipole and the position vector
for the field point.
The total potential on S, due to both the primary source
and images for a general asymmetric case is given as:
Q X A2n cos
2
4irX n- \2-a [2nb + (2n + I)a]2 + y2 + z2
Q X A2n-I cos2 (4)
47a n-I\2a/ [2nb + (2n-l)a]2 +y2 +z2'
where a and b are defined as in Fig. 3 (see Appendix for
the derivation). Note that 4) = 4prim when ai. = aout as it
should be when there is no conductivity boundary, 4' =
24)prim as it should be for a semiinfinite volume conductor
when fout = 0 and b is large. When the primary source is in
the middle of the slab (a = b), the potential 4) on SI due to
the primary source and the images can be found from a
special case of Eq. 4 as:
s Q E AOA cosO
47rr n-0 \2a/ [(2n + l)a] + y + z (5)
(2)
where mn is the order of the image. Note that this equation
reduces to Qm = Q when m = 0. Thus, when ai,, < a..,
(Fig. 3 a), the image dipoles will have the same orienta-
2. Boundary element method
The distribution of 4) on the rectangular boundary sur-
faces was obtained by solving the Fredholm's equation
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(Barnard et al., 1967a and b; Lynn and Timlake, 1968a
and b):
SIk(r) = _¢(r) - Aaj J4j (r') dflkj (6)
OUk 4irf
where 4,, is the potential produced by the primary source
only, a, is the conductivity in the source region, is the
average conductivity at the boundary Sk, Auj = a" -'on
boundary Sj (the primed and double-primed regions are
the cerebellum and saline, respectively, when Sj is the
cerebellar surface and they are the saline and air regions,
respectively, when Sj is the bath surface), and dgkj is the
solid angle of the surface element on Si seen from a point
of observation on the surface Sk, i.e.,
dfl (r - r') . dS, (7)d2kj=I
-r 13~ dS"J
where n is directed from the primed to the double-primed
regions at surface Sj, r', and r are the position vectors from
the origin to the source and field point, respectively.
The theoretical results in this section are not new, but
we consider here the aspects of this equation that are
unique to our rectangular box geometry. First, note that
the potential on a flat surface Sk is due to the primary
source plus the secondary sources on the other surfaces,
excluding the surface Sk itself, because the solid angle
equals zero when j = k. To solve the integral equations
numerically, the surface Sk was divided into N elements
A(k) (i = 1, 2, . . ., N), resulting in a set of linear equations
which could be described by the matrix expression
4) =G + D$. (8)
The elements of matrix 4), G, and D were defined as:
¢(k) = I +(r) dS(r),
g()= (r) dS(r),i (k) k) ~
g~
k)
_k) Aun,dim ak JA(k) ( (r) dS(r), (9)
where a(k) was the area of the ith element A(k) on surface
Sk and Q&(n(r) was the solid angle subtended by Aw at r'
viewed from point i on surface Sk*
The solution of the set of linear equations (Eq. 8) for
our problem was stable, because a deflation technique
could be used to circumvent the problem of singularity in
the matrix of equations that arises when the conductivity
is zero in some region (Lynn and Timlake, 1968b). To
investigate the stability and convergence, it was solved
numerically for 4) by utilizing Jacobi's iterative algo-
rithm. Initially, we let the G (matrix) term as the zeroth-
order approximation of the solution (the potential due to
the primary source only without any boundary effect) and
substituted the zeroth-order solution of (column vector)
into the right-hand side of Eq. 8 to evaluate the first-order
approximation of 4). Then we found the second-order
approximation of 4) from the first-order solution, and so
on. This procedure was iteratively continued until the
required accuracy was achieved. Because the procedure
converges, the discrepancy between two adjacent order
solutions can be made as small as desired. The total
number of surface elements was chosen to be 200 to 3,200
depending on the distance of the primary source Q from a
boundary surface and the size of the surface. The size of
surface element was typically -0.25 x 0.25 mm.
It is useful to visualize the secondary sources set up at
each boundary in different conditions. Fig. 4 illustrates
three cases for a rectangular box. When there is no
conductivity difference between the cerebellum (or any
other tissue) and saline, there is of course no secondary
source (Fig. 4 A). When the outside conductivity is lower
than the tissue (Fig. 4 B), the secondary sources are
directed opposite to the primary source. This type of
boundary attenuates the external magnetic and electric
signals due to the primary source. When the conductivity
is higher in the saline than in the tissue (Fig. 4 B), the
secondary sources are oriented in the same way as the
primary source, thereby enhancing the electric and mag-
netic signals due to the primary source. The magnitude of
the boundary effect is determined by the difference in
conductivity and the potential 4) on each surface.
3. Method of Poisson equation
For the third method, a closed analytical solution to the
Poisson equation was obtained for an oblate spheroid
embedded in an infinite conducting medium with the
primary source represented by a current dipole Q (cf.
Smythe, 1968, for the general technique). That is, we
A
Q
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FIGURE 4 Illustration of secondary sources set up at the boundary of
the model cerebellar surface for three ratios of conductivity.
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solved the following Poisson equation:
V2c = - , with boundary conditions
'Tin
4sin - (out ain d= ou 014Out (10)
an ouan
where p is the monopole source density.
The oblate spheroid is generated by rotating an ellipse
around its minor axis. The equation of the spheroid is:
z2 x 2
+ F2 + 1+ 2 + C2 t
and that of the hyperboloid is:
2 2 2
2 + ex2 Y2 =C -< < (12)
In terms of the oblate spheroidal coordinate system
(Q, ¢, /), the Poisson equation becomes:
- O2) + (I + ? )
+ (13)(I 2)+ (I+ ?4) C2 Oin
The coordinate transformation between the rectangular
and spheroidal coordinate systems is given by:
x = c (1 42)II2(1 + 2 )I/2 Cos 0,
y = C(1 _ 42)1/2(1 + ?2)1/2 sin X,
z ctt, (14)
where c2 = a2 b2 is the eccentricity (a and b are the
major and minor axes of the spheroid).
The potential due to a current dipole Q can be written
as Q V04), where 4) is the potential due to a unit monopole
source at the location t0, A0, 00, and V0 denotes the
gradient with respect to 40, A0, 00 (Berry, 1956). The total
potential can be considered as the summation of the
potential due to the primary source (4)pim) and the
secondary source (4).r) caused by the conductivity discon-
tinuity at the spheroidal surface. In the inner region, the
potential due to the primary and secondary sources are,
respectively, given as follows:
sprim = 7 j (2n + 1)Q"(jj)P. (Q)P
.1O[Pn(j;o)PnQo )], (DO< r< {a) (15)
=) Q - j An (2n + 1)Pn(Ir)Pn (Q)p4°ncn-O
.VO[Pn(jtO)PnQ0o) ] (t0< < r {a) ( 16)
where 40, AO refer to the location of the current dipole,
while (, ta refer to the locations on the surface of the
spheroid, p is the unit vector of the current dipole, j is the
imaginary unit, and Pn and Q,, are the associated
Legendre functions of the first and second kind with real
or imaginary arguments. In the outer region, the potential
due to the primary and secondary sources are, respec-
tively, given as:
~prim I j (2n + ) Qjj_)P. Q)4r- raU, C n-O
.Vo1Qn(jro)PQo )], (G>OD) (17)
-= -Z jBn (2n + 1)Q(jjP)Pn ()41¢ut cn-0
0IV[QW(jO)PA(to )]I ( > a) 1 8)
Using the boundary conditions, one can find the coeffi-
cients An in Eq. 16 and Bni in Eq. 18. We can show that the
resulting potential on the boundary of the oblate spheroid
is:
6=-- 2E } (-ln)(2n + 1)47rain n-0
(rin °out) Qn(Bra)Pn(I.a)
LQn(I~a) laoutPn (Ira) - (in PQ(j Q M(fla)]
*Pn( jt) Pn'(jO), (19)
where the prime denotes the derivative with respect to 40
and A0. The first term in the bracket represents the
contribution from the primary source and the second term
represents the contribution from the secondary sources on
the spheroidal boundary. The second term vanishes when
ain = 0out. This solution reduces to the equation given by
Berry (1956) for the case au0 = 0 and ain = 1, that is for
the case of a spheroidal conductor surrounded by a
nonconducting medium, such as air:
Xtr 4 j2 (-1I) (2n + 1)
[Qn(Ira) -PnP(j~a)] Pn(t)Pn(j~0). (20)
Eq. 19 can be used to find the analytical expression for the
magnetic field outside the spheroid in a manner analogous
to the equation given by Cuffin (1977) for the special case
ofa=
NUMERICAL RESULTS
1. Electrical potential on
boundary surfaces
Fig. 5 shows the potential on the cerebellar surface along
a line passing through its extremum (cf. Fig. 2) on surface
S, for a current dipole located at 0.3 mm from S2 (b = 0.3
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FIGURE 5 Potential profiles along a lihne on S, passing through the potential extremum of each model cerebellum, calculated with the method of
images (thin solid line), the boundary element method (thick solid line), and the method of Poisson equation (dashed line). (a) 4) for the
homogeneous case. (b) 4) for a highly conducting surround. (c) 4o for a poorly conducting surround. (d) 4) profile for three ratios of conductivity,
calculated with the boundary element method. Q at 0.2 mm from the center toward S, in 1-mm-thick model cerebella.
mm in Fig. 3. The potential profiles were calculated with
the three different methods. In the case of the oblate
spheroid, the abscissa is the arc distance from the poten-
tial extremum on the spheroidal surface. The potential
profiles were calculated for three conditions defined by
Uout = 0.1, 0.01, and 1.0 S/m with Uin = 0.1 S/m (Fig. 5,
a-c).
In applying Eq. 4, it was necessary to include up to the
tenth-order images to obtain a convergence to <0.1 % of
error. While, nine iterations were needed to compute
potential with the same accuracy for the second method
(Eq. 6). As for Eq. 19, the computation of all Legendre
functions of the first and second kind were based on
recurrence relations (Abramowitz and Stegun, 1972).
For function Q,, when the magnitude of argument was
<1.5, the summation converged slowly and it was neces-
sary to keep more than 20 terms in the summation to get
the same accuracy as the other methods.
The agreement is quite good among the three methods.
The potential 4D calculated at the extremum on S1 was
16.24, 16.24, and 16.21 mV for the methods of image,
integral equation and Poisson equation, respectively, for
the case in = Cout = 0.1 S/m. The small discrepancies that
are evident for the other two conditions (cin aou,; Fig. 5,
b and c) can be explained by differences in the geometry
of the model cerebella. As mentioned earlier, the potential
on a given surface (e.g., S1) is due to the primary source
and the secondary sources on the other surfaces, not
including the given surface itself, when it is flat. When the
surface is curved, as in a spheroid, the potential at a given
point on a surface is affected by the secondary sources on
the same surface. The discrepancies between the spheroid
and the other two geometries are mostly due to this
additional effect. This degree of agreement among three
methods showed that the cerebellum was sufficiently thin
and flat that it could be accurately modeled by a slab, a
rectangular box, or an oblate spheroid. Moreover, this
result demonstrates that the numerical methods as well as
the analytical formulas we derived were correct.
Fig. 5 d shows the effect of varying the conductivity of
the volume conductor relative to the model cerebellum
(rectangular box) of conductivity Oin = 0.1 S/m. The
potential on surface S1 is larger when ai0 > ro0. (0.1 vs.
0.01 S/m) and lower when ai, < ro-, (0.1 vs. 1.0 S/m), in
comparison with the homogeneous case. The potential
declines rapidly away from the extremum, the relative
fall-off being sharper when a£out/Tojn is lower.
2. External magnetic field due to
primary and secondary sources
The boundary effect on the magnetic field at bath surface
is illustrated in Fig. 6 for the rectangular box of conduc-
tivity ain = 0.1 S/m with a primary source in the middle of
1160 Biophysical Journal Volume 57 June 1990
-2 -1 0 1 2
b "Gin =0.1
_"out 0.01 in= 0.1
1out =0.01
10 _/ou(out I.O
0- -l-
251. D5 l
0 0
20 I-I I I - 6
4
10
3
5I
20
15
10
-2 _t
Biophysical Journal Volume 57 June 1990
k-
c)
R6-
6
u
.
c
.O
-
C
cj
6
E
5*
I.
+
2
6._
6
-
go
E-
as
6
.2
6-
16
10
5
0
-5
-10
*b-
Oout 1.0
Oout =O. 1
clout =0.01
(Fin= 0.I
I,
-2 -1 0 1 2
Position along y axis (c m)
FIGURE 6 One-dimensional profile of the magnetic field (B.) along the
y-axis on bath surface. (a) Comparison of the magnetic fields due to the
primary source (10 nA * m current dipole) and secondary sources.
Biprim = B, in the homogeneous case. B, - B, inhomogeneous case due to
the secondary source line. (b) Comparison of the total magnetic field in
the homogeneous and inhomogeneous cases. Calculations based on the
boundary element method for a rectangular box model cerebellum.
the box. These results were obtained with the boundary
element method, taking into account the bath surface (S3)
as well as the cerebellar surfaces (SI and S2). When au.. =
1.0 S/m, the secondary source produced the magnetic
field in the same direction as that of the primary source.
The magnitude of the normal component of the magnetic
fields due to the secondary source (B.) was nearly twice
as much as that of the primary source (Bprm) (Fig. 6 a), so
the sum of their magnetic fields was enhanced by a factor
of about three (Fig. 6 b). The magnitudes were 0.39 pT
for the contribution due to the primary source located in
the center of the box and 0.87 pT for the contribution due
to the boundaries (S1 and S2 together), for experimentally
determined values of ain = 0.20 S/m and ao.U = 1.33 S/m
for the turtle cerebellum and the physiological saline
(Okada et al., 1989). When ao.u = 0.01 S/m, the B. was
opposite to the Bprim but their magnitudes were compara-
ble (Fig. 6 a). The resulting sum of their magnetic fields
was, therefore, quite flat (Fig. 6 b). The results clearly
show that the secondary sources may produce magnetic
fields that are larger than those due to the primary
source.
The results for the surface potential are identical to the
above results for the magnetic field on bath surface. That
is, the ratio tsec/bprim along the x-axis on the surface of the
bath varies in the same way as BSec/Bpnm as a function of
the conductivity ratio, when bpnm and 4M are defined as
the potentials due to the first and second terms of Eq. 1.
A further parametric analysis showed that the critical
variable for this boundary effect was ao,I/ain. The mag-
netic field B. normalized with respect to the Bprim alone is
a function of aout/ujn. This ratio Bs./Bprm is independent of
individual magnitudes of aout and ain, as can be seen from
the analytical equations of the previous section. The
semilogarithmic diagram of Fig. 7 shows that the effect of
the secondary source reaches an asymptotic value of
- 1.0, completely cancelling the magnetic field due to the
primary source, as the conductivity of the surrounding
medium approaches zero. On the other hand, when the
outer conductivity becomes higher relative to that of the
tissue, the magnetic field due to the secondary sources
enhances the field due to the primary source without a
clear asymptote within the range of our investigation.
This parametric relation also holds for the surface poten-
tial.
3. Magnetic field distortion due to
one boundary
Implications of the strong boundary effect found above
were investigated for interpreting the magnetic field
produced by the human brain. To generalize the above
ci
3
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FIGURE 7 Ratio Bs,c/Bprim as a function of u,/arn at the field extremum
P', calculated with the boundary element method for the rectangular
box model cerebellum.
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result, two geometries were considered: First, as shown in
the inset to Fig. 8, we studied how the boundary effect
was related to the distance of a primary current to a single
boundary such as one pial surface. The large effect of the
secondary source for the turtle cerebellum was due in part
to the presence of a second surface close (1 mm away) to
the first. This interaction was eliminated and the boun-
dary effect was evaluated for the case that is purely due to
the proximity of a primary source to a single boundary. In
this calculation the primary source (a current dipole Q)
was located 10 mm below the top boundary. The boun-
dary element method was applied to this geometry with
the conductivity of the source region (ain) set to 0.1 S/m
and the conductivity of the adjacent region (.out) set to
0.01 or 1.0 S/m. The conductivity of air above the top
boundary was of course zero. The number of boundary
elements on SI, having a dimension of 10 x 10 mm, was
varied between 10 x 10 (surface element= 1.0 x 1.0
mm) and 40 x 40 (surface element = 0.25 x 0.25 mm) to
ascertain that the grid size was sufficiently small even at a
primary source-SI distance of 0.1 mm.
It was found that the magnetic field due to the second-
ary source was larger than that for the primary source
when the primary source was within 0.2 mm of the
boundary. The boundary effect was equally strong for the
case when a tissue with a conductivity of 0.1 S/m was
adjacent to a highly conducting medium (e.g., cerebrospi-
nal fluid) with a conductivity of 1.0 S/m and for the case
where it was next to a poorly conducting medium with a
conductivity of 0.01 S/m (Fig. 8). The contribution of the
secondary sources was substantial for sources located
within a few millimeters of the boundary (-40% at 2
mm). As in the case of Fig. 7, this boundary effect was a
function of 0-ou1ain, the effects being mirror images when
the ratios were the reciprocals of each other. This result
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should be relevant for realistic physiological situations,
because neuronal sources can be within a few millimeters
of a conductivity boundary such as an edema where the
conductivity should be higher, or an anoxic boundary
where the conductivity should be lower than the conduc-
tivity of the normal tissue. The conductivity ratios of
0.1-10 are within a physiological range (Nicholson and
Rice, 1986; Hansen, 1985).
4. Magnetic field due to cortical
sources in sulci and fissures
The large effects of conductivity boundaries are quite
disturbing for those interested in inferring properties of
the human brain based on noninvasive measurements of
the extracranial magnetic field. The following results
show, however, that the secondary effects at a sulcus or a
fissure can be ignored when interpreting the magnetic
field from cortical sources.
The sulcal area of the cortex is filled with cerebral
spinal fluid in a thin space of less than a few millimeters
(Gyldensted and Kostlejanetz, 1975). Thus, the second-
ary sources on one side of a sulcus may cancel those in the
opposite side. We modeled this situation by a primary
source in a tissue of conductivity 0.1 S/m next to a sulcus
of conductivity 1.0 S/m (see inset of Fig. 9). The distance
of the primary source to one sulcal wall was fixed at 0.5
mm and the second sulcal wall was moved away from the
first wall. The boundary element method was again used
to calculate the normal component (B,) of the magnetic
field at the top boundary.
As shown in Fig. 9, one wall of the sulcus reduced the
boundary effect of the other wall. When two surfaces
were very close, the secondary sources on the boundary
surfaces had the same magnitude but opposite sign, so
they canceled each other. When one surface was far
away, the secondary sources on that surface became
smaller, the net effect being similar to the case of a single
surface as in Fig. 8, so the curve reached an asymptotic
value determined by the distance of the primary source to
the nearest boundary surface and the conductivity ratio at
the boundary.
DISCUSSION
The above theoretical analysis provides an insight not
only into the boundary effects for a turtle cerebellum, but
also for more general situations that are applicable to
interpreting magnetoencephalograms from the human
brain. In this analysis we concentrated on the boundary
effects due to primary sources located quite close to
surfaces delimiting regions of differing electrical conduc-
tivities. The ratio of conductivities across several types of
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FIGURE 8 Bsec/Bprim at the field extremum P' on bath surface as a
function of the distance of the primary source Q from a boundary S,
separating two regions of conductivities ain and ao.,.
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FIGURE 9 Bsec/Bprim at the field extremum P' on bath surface as a function of width d of a region with conductivity f- 1.0 S/m embedded in a region
with conductivity of 0.1 S/m. Q of 10 nA * m was located at 0.5 mm from S, and 10 mm below bath surface.
boundaries was chosen within a range of values known to
exist in the head. In previous investigations the boundary-
to-source distance was chosen to be rather large, >1 cm.
This choice was forced by the constraints in the numerical
techniques used to solve the potential and magnetic field
problems. The numerical technique based on the boun-
dary element method requires that each surface be
divided into boundary surface elements. The size of
surface elements is determined by the distance between
the primary source and the boundaries as well as conduc-
tivity ratios across the boundaries. As shown in Fig. 5, the
potential on one surface declined rapidly away from the
potential extremum, reaching half the maximum ampli-
tude within 0.5 mm of the distance on either side of the
extremum when the source was 0.7 mm from the surface.
In this case we found that it was necessary to choose
surface elements having dimensions of 0.125 x 0.125 mm
to obtain adequate convergence of the numerical solu-
tions. When the entire head is modeled as a volume
conductor, as in the earlier investigations, the number of
surface elements can become unwieldy unless the primary
source is kept away from its closest boundary. In one
study, for example, (Meijs et al., 1987) the total number
of surface elements was 1,280 with a distance of 2.5 cm
between the primary source modeling a cortical source
and the scalp surface.
In our study this problem was circumvented by choos-
ing simple geometries and in some cases by calculating
the boundary effects over a local region. We feel that this
approach is justified because the boundary effects are
mostly constrained within such local regions when the
primary source is quite close to the boundaries as in our
case.
The turtle cerebellum enabled us to study the boundary
effect using three independent methods for the purpose of
cross validation. Prior to our calculations, we expected the
magnetic field due to the boundaries to be a fraction of
the field due to the primary source. Having obtained the
unexpectedly large boundary effect based on the boun-
dary element method, this result was verified with the
other independent methods. The shape of the turtle
cerebellum enabled us to model it as a slab or an oblate
spheroid as well as a rectangular box and, thus, it was
possible to develop the analytical and numerical solutions
for the methods of images and the Poisson equation.
The strong boundary effect is due to the proximity of
the primary source to a boundary as well as to the
relatively high conductivity ratio across the boundary. As
shown in Fig. 8, the magnetic field due to the boundary
increased rapidly as the primary source approached
within 0.5 mm of the boundary. This effect is enhanced by
adjacent surfaces when the primary source is embedded
in a small active tissue surrounded by a region of differing
conductivity.
The conductivity ratio of 0.1 to 10 is within the
physiological range. For example, the ratio between the
extracellular conductivity of cortical tissues and the cere-
brospinal fluid can be as much as 6 to 10 (Nicholson and
Rice, 1986). On the other hand, the extracellular conduc-
tivity of an anoxic region can be as little as 25% of that of
a normoxic region (van Harreveld et al., 1965; Hansen
and Olsen, 1980). According to Fig. 7, the magnetic field
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may be enhanced by 200% when the outer conductivity is
10 times the inner conductivity and reduced by as much
as 90% when the ratio is reversed.
The ratio Bsec/Bprim for the different geometries
(Figs. 7-9) indicates that the boundary effects should
enhance the surface potential and magnetic field due to
primary sources located in a tissue next to a region of
higher conductivity (having a diameter >20 mm) and
reduce those due to primary sources located in a tissue
next to a region of lower conductivity. This result suggests
that the external magnetic field and surface potential
may be significantly enhanced when these signals are
generated by neuronal sources next to a large edema or a
region of the brain such as a temporal lobe that is removed
for clinical reasons. On the other hand, these signals may
be reduced when they are generated by primary sources
next to an ischemic region, such as may occur during
stroke, or a region of calcification.
Importantly, however, the above results indicate that
the boundary effect should not be significant for the
signals generated by cortical sources in one wall of a
sulcus or a fissure in a normal brain. Cortical sources in
sulci and fissures are dominant generators of the external
magnetic field, since they are closest to the detectors.
Also, functionally, these cortical sources are quite inter-
esting in elucidating higher brain functions. The results in
Fig. 9 indicate that the strong boundary effect of one
sulcal wall should be cancelled by that of the opposite wall
when they are separated by less than -10 mm. The sulci
and fissures in the normal brain are narrower than 5 mm
(Gyldensted and Kostlejanetz, 1975) and, therefore, we
expect that the external magnetic signal to be relatively
free of the bouifdary effect in this case. The sulci in
pathological cases (e.g., senile dementia and Alzheimer's
disease), however, may be as wide as 10 mm (Huckman et
al., 1975) and, therefore, the magnetic signals from the
cortex of such patients may be enhanced compared with
that of the normal, simply due to this anatomical differ-
ence.
The boundary effect should simply change the magni-
tude of the external magnetic field or surface potential
without affecting their temporal waveforms if the pri-
mary source is stationary, i.e., if it does not move as a
function of time. The enhancement or reduction of the
overall magnitude of these signals should not cause seri-
ous difficulties in inferring functions of the brain, because
their absolute magnitudes are usually not as important as
their relative magnitudes. However, if the primary source
does shift its location relative to a boundary, the temporal
waveform of these external signals need not correspond
exactly to the signals due solely to the primary source.
This possibility should be especially real when the pri-
mary source is within -0.5 mm of a highly conductive
region such as the cerebrospinal fluid environment in a
widened sulcus or a region filled with cerebrospinal fluid
after removal of a tissue in surgery.
Although the boundary effects are exactly the same for
the magnetic field and surface potential, these two signals
are in general different (Okada, 1983; Okada et al.,
1989). Examining Eq. 1, one sees that the potential on the
scalp should be strongly influenced by the secondary
sources just below the measurement position, namely
those at the boundaries of the scalp, skull, and other
interfaces. The moments of these secondary sources
should be small relative to those near the primary source,
but they should strongly influence the scalp potential
because of their short distances to the measurement
position. Also, small perturbations in the thickness of
these layers can be magnified and distort the scalp
potential. Unlike the electrical potential, the magnetic
field is a vector quantity and thus it is possible to measure
one of its components, namely the component normal to
the scalp, that is less perturbed than the scalp potential.
Because the secondary sources are directed normal to the
boundary surface, the magnetic field due to the secondary
sources at the scalp and skull should be parallel to their
respective tangential plane of the boundary containing
the secondary sources (Grynszpan and Geselowitz, 1973).
Thus, the radial component of the magnetic field should
be less affected by the secondary sources close to the
measurement position than the scalp potential, even if one
takes into account the nonspherical shape of the human
head. The extracranial magnetic field should be less
affected by the parameters such as conductivity and
thickness of the scalp and skull, as compared to the scalp
potential.
In sum, the present result shows that both the external
magnetic field and surface potential may be significantly
enhanced or reduced by the presence of abnormal regions
in the brain such as an edema or an ischemic tissue or by
the presence of a large ventricle as in the case of hydroce-
phalics and in various cases of cerebral atrophy (e.g.,
Alzheimer). The sulci and fissures, however, are not
expected to significantly distort these signals in normal
populations because they are narrower than 5 mm. The
distortion should affect the scale factor of these signals
when they are produced by stationary primary current
generators. Their temporal waveforms, however, will be
distorted when the generator shifts its location as a
function of time.
APPENDIX
When a current dipole Q is located between two infinite parallel
conducting plates separated by a distance a + b, a set of suitably placed
image sources of appropriate magnitude can satisfy the required boun-
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dary conditions:
in =bout and an = °out anUt (Al)
Suppose that the primary source is located at distance a from S. and at
distance b from S2 (cf. Fig. 3). These two surfaces produce pairs of
images of the primary source along the axis of symmetry. Each pair of
images are given by Eq. 2. The potential on S, due to the primary source
in a homogeneous case (arn- ao,,) is given by Eq. 3 in the main text.
In inhomogenous cases, the potential on S, is given by the sum of the
potential due to the primary source (Eq. 3) and those due to the images.
There are two first-order image sources with respect to S, and S2 which
produce the following potential on S,:
Q cos (uaout
-uinAimage 4iranaa2 + y2 + z2 \Oru, + ain
Q CosO0 'fu -Oi M4+ r in (2b + a)2 + y2 + z2 aout (A2)
where y and z are the coordinates on the S, plane, 0 is the angle between
the current dipole and the position vector for the field point.
The potential on S, due to two second-order image sources is:
,(2) Q cosO Out - 0in 2
image 47rain (2b + a)2 + y2 + z2 °out + gin)
+ Cos +/aout - (A3)
i47rain (2b + 3a)2 + y2 + z2 uOUot + gin (f
In general, the potential on S, due to the pair of mth-order image
sources can be found as:
¢(m)_ _ Q cos 0 (°,out - ain
image =- 4
n [(im- l)b + ma]2 + y2 + z2 aout + a,in/
+ Q CosO (cr,,,t - 'i (A4)4ircin [(m + l)b + ma]2 + y2 + z2 a(et + ')Jin
for m - 1, 3,. . ., odd, and
(m) = - Q cos o (aOUt - a,in
image 47roin [mb + (m - l)a]2 + y2 + z2 aout + ain)
+ QCosO Orout, i (A5)47rain [mb + (m + l)a]2 + y2 + z2 aout + ain A
for m - 2, 4, . . ., even. Thus, we have the representation of the total
potential on surface S, (due to both primary source and images) as given
by Eq. 4.
When a - b, which is when the primary source is in the middle of the
slab, this equation can be reduced to:
Q - /A,\2n cos 6
4L7ran-0 \2a/ [(4n + I)a]2 + y2 + z2
QqZ.,A, 2-ICosO(M
+ 4- E'; (2) [4- ]2 + y2 + Z2 *(6
One can rewrite the dummy index n - 2n, and reduce the two
summations as one series, as given by Eq. 5.
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