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Abstract—While machine learning has achieved remarkable
results in a wide variety of domains, the training of models
often requires large datasets that may need to be collected
from different individuals. As sensitive information may be
contained in the individual’s dataset, sharing training data may
lead to severe privacy concerns. One effective approach to
build the privacy-aware machine learning methods is to leverage
the generic framework of differential privacy. Considering that
stochastic gradient descent (SGD) is one of the mostly adopted
methods for large-scale machine learning problems, two decen-
tralized differentially private SGD algorithms are proposed in
this work. Particularly, we focus on SGD without replacement
due to its favorable structure for practical implementation. In
addition, both privacy and convergence analysis are provided
for the proposed algorithms. Finally, extensive experiments are
performed to verify the theoretical results and demonstrate the
effectiveness of the proposed algorithms.
I. INTRODUCTION
With the rapid development of wireless sensor networks and
smart devices, it is nowadays becoming easier to collabora-
tively collect data from multiple devices for data processing
and analysis. In particular, in systems like Internet of Things
(IoT) [1], a wide variety of smart devices (e.g., wearable
devices, mobile phones, vehicles, home appliances) are con-
nected to Internet and can be used to collect useful data with
the help of various existing technologies. For example, as an
important emerging application in IoT, IoT health monitoring
systems have drawn a lot of attention (e.g., see [2] and the
references therein). In a health monitoring system, wearable
sensors are used to collect the patients’ health data, which
are later utilized to develop disease prediction models through
machine learning techniques. Considering the size of the
IoT systems and the sensitivity of the collected data, there
is a compelling need to design efficient decentralized data
processing methods. Compared to centralized data processing,
the decentralized approaches mainly have two advantages in
IoT enabled applications [3]. First of all, decentralization
can offer better scalability by exploiting local computational
resource of the IoT devices. In addition, considering that data
collected from individuals (e.g., medical and financial records)
are sensitive and private, another advantage of decentralized
processing is to avoid direct data sharing between individual
IoT devices and the (possibly) untrusted central node, leading
to improved privacy.
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Due to its simplicity and scalability, stochastic gradient
descent (SGD) is a popular method for large scale data mining
[4] and has been extensively studied in the literature [5]–[7].
For example, the well-known AlphaGo [8], the first computer
Go program to beat the best human professional Go players,
and its improved version AlphaGo Zero [9], both use the
SGD method to update the trained neural network. As another
example, a deep learning algorithm for faster computations in
predictions of earthquakes is proposed in [10], which improves
the calculation time by 50,000%; In this algorithm the SGD
method is used to compute the adaptive learning rates during
training. In addition, SGD admits decentralized implementa-
tion by allowing the individuals to compute and share the
gradients derived from their local training samples, and hence
is suitable for various collaborative learning applications in
IoT. However, sharing the local gradients may jeopardize the
privacy of the IoT users, since an adversary may be able to
infer users’ private local data (e.g., the health information in
the IoT health monitoring systems) from the shared gradients
[11]. With such consideration, differential privacy [12] has
been incorporated into SGD to guarantee a quantifiable level
of privacy.
Several differentially private SGD algorithms have been
proposed in the literature [3], [11], [13]–[17]. In particular,
there are mainly two ways to achieve differential privacy. The
first is to add noise to the trained models [15]. However,
[15] assumes that the data is held centrally and hence cannot
be generalized to the decentralized setting directly. Another
way to achieve differential privacy in SGD is to add noise to
the gradients at each iteration of SGD [3], [13], [14], [16],
[17]. However, the convergence of the proposed algorithms
in [3], [13], [16], [17] is not guaranteed. [14] proposes to
reduce the amount of noise per iteration by subsampling and
can guarantee the convergence. Nonetheless, it requires O(n)
passes over the dataset (where n is the training dataset size). In
IoT, the devices usually have limited storage and computation
capability, and therefore, can only store a limited number of
training samples and run a limited number of passes over the
dataset. In addition, despite that [14] and [16] obtain privacy
amplification by subsampling, such methods are not suitable
for the distributed scenarios since the set of nodes taking part
in each step of the algorithms are required to keep secret. This
requires all the nodes to communicate in all steps and leads
to a humongous amount of communication when the number
of participating nodes is large [18].
In general, the most commonly used sampling methods are
independent and identically distributed (i.i.d.) sampling [19]
and without-replacement sampling [20]. Let it and [n] denote
the index of the training sample used at time t and the whole
training dataset, respectively. The mathematical description for
i.i.d. sampling is P (it = j) = 1/n, ∀j ∈ [n]; for without-
replacement sampling, it is P (it = j) = 1/(n− t+ 1), ∀j ∈
[n]/{i1, · · · , it−1}. Although the convergence of non-private
SGD methods is well understood when the training samples
are i.i.d. sampled from a given dataset (see for instance
[21]–[23]), the requirement of differential privacy adds new
challenges to the convergence analysis of differentially pri-
vate SGD algorithms. For example, to guarantee differential
privacy, [13] requires to run SGD with gradients computed
over small batches of disjoint samples from the dataset, which
cannot be guaranteed if the training dataset is i.i.d. sampled.
Such problems can be solved by applying without-replacement
sampling, since each training sample will be used only once
(and therefore disjoint). In addition, [24] shows that without-
replacement sampling is strictly better than i.i.d. sampling after
sufficiently many passes over the dataset under smoothness
and strong convexity assumptions. Finally, in practical imple-
mentations of SGD algorithms, without-replacement sampling
is often easier and faster to implement, as it allows sequential
data access [20]. However, to the best of our knowledge, there
is no decentralized differentially private without-replacement
SGD algorithm in the literature.
In this work, two decentralized SGD algorithms with both
privacy and convergence guarantees are proposed. In particu-
lar, the scenario in which multiple nodes, which are equipped
with IoT devices and limited numbers of training samples,
aim to learn a global model over the whole dataset (i.e.,
all the training samples from the nodes) is considered. It is
assumed that each node has two models: a local model that
is only available to itself and a global model that is known
to the public. At each iteration, a node can decide to update
either the local model or the global model. To fulfill privacy-
aware decentralized SGD in such settings, we first generalize
the algorithm in [13] into the decentralized and without-
replacement sampling setting, in which the collaborative nodes
always update the global model.1 Note that in this case the
global model is not necessary better than the local model
since noise is added to the gradients during each iteration,
especially in the high privacy requirement settings. Therefore,
in the second proposed algorithm, each node further leverages
the deep-Q learning algorithm [8] to help determine whether
to use and update the global model or not. The contribution
of this work is summarized as follows.
• We first generalize the differentially private SGD al-
gorithm in [13] to the decentralized and without-
replacement sampling setting, which is suitable for var-
1Note that the nodes usually have multiple independent learning tasks. In
particular, “one vs. all” multi-class models are commonly used for multi-class
classification in the differential privacy literature (e.g., [15]), which means
each node has to train one binary classifier for each class. In such cases, the
proposed algorithm can benefit from decentralized processing since a node
can perform updating iterations for other tasks while waiting for the latest
model of a task.
ious collaborative learning applications in IoT. Then, a
deep-Q learning based decentralized differentially private
SGD is proposed to further improve the performance.2
• We provide both privacy and convergence analysis for
the proposed algorithms, based on the recent results on
without-replacement SGD [20], [25]. The analysis shows
that the proposed algorithms converge well even when the
nodes can only afford running one pass over the dataset.
• We conduct simulations to verify our analysis. Using
two public datasets, the effectiveness of our proposed
algorithms is demonstrated.
The remainder of this article is organized as follows. Sec-
tion II reviews preliminaries and notations used in this work.
The problem is formulated and presented in Section III. The
fully collaborative decentralized differentially private algo-
rithm is presented in Section IV. Section V presents the Deep-
Q learning based collaborative decentralized differentially pri-
vate algorithm. The effectiveness of the proposed algorithms
is examined through simulations in Section VI. Related works
are discussed in Section VII. Conclusions and future works
are presented in Section VIII.
II. PRELIMINARIES AND NOTATIONS
In this section, we start by reviewing some important defini-
tions and existing results.
A. Machine Learning and Stochastic Gradient Descent
Suppose that there is a training data set S =
{(x1, y1), · · · , (xn, yn)} with n training instances i.i.d.
sampled from a sample space Z = X × Y , where X is a
space of feature vectors and Y is a label space. LetW ⊆ Rd be
a hypothesis space equipped with the standard inner product
and 2-norm || · ||. The goal is to learn a good prediction model
h(w) ∈ F : X → Y which is parameterized by w ∈ W .
The prediction accuracy is measured by a loss function
f :W×Z → R. In particular, given a hypothesis w ∈ W and
a training sample (xi, yi) ∈ S, we have a loss f(w, (xi, yi)).
SGD [5] is a very popular optimization algorithm, which aims
to minimize the empirical risk F (w) = 1n
∑n
i=1 f(w, (xi, yi))
over the training data set S of n samples and obtain the
optimal hypothesis w∗ = argminw F (w). For simplicity, let
fi(w) = f(w, (xi, yi)) for fixed S. In each iteration, given a
training sample (xt, yt), SGD updates the hypothesis wt as
follows:
wt+1 = Gft,ηt = wt − ηt∇ft(wt), (1)
in which ηt is the learning rate and ∇ft(wt) =
∇f(wt, (xt, yt)) is the gradient. We will denote Gft,ηt as Gt
for ease of presentation.
In order to perform the convergence analysis later, some
basic properties of loss functions are defined as follows.
Definition 1. Let f :W → R be a function:
2Note that the proposed method can work in distributed collaborative
learning scenarios other than IoT. In addition, it can be implemented in a
centralized way without influencing the privacy and the accuracy performance.
• f is convex if for any u, v ∈ W ,
f(u) ≥ f(v)+ < ∇f(v), u− v >
• f is L-Lipschitz if for any u, v ∈ W ,
||f(u)− f(v)|| ≤ L||u− v||
• f is γ − strongly convex if for any u, v ∈ W ,
f(u) ≥ f(v)+ < ∇f(v), u− v > + γ2 ||u− v||2
• f is µ− smooth if for any u, v ∈ W ,
∇f(u)−∇f(v) ≤ µ||u − v||
Example: Logistic Regression. The above three parameters
(L, γ, µ) can be derived by analyzing the specific loss function.
Here, we give an example using the popular L2-regularized
logistic regression model with the L2 regularization parameter
λ ≤ 0, which can also be found in [15]. Assuming that each
feature vector is normalized before processing, i.e., ||x|| ≤ 1,
the loss function (for L2-regularized logistic regression model)
on a sample (x, y) with y ∈ {+1,−1} is defined as follows:
f(w, (x, y)) = ln(1 + exp(−y < w, x >)) + λ
2
||w||2. (2)
Note that there are two cases depending on whether λ > 0
or not [26]. If λ > 0, the loss function f(w, (x, y)) is strongly
convex. Suppose the norm of the hypothesis is bounded by R,
i.e., ||w|| ≤ R, then it can be proved that L = 1 + λR, µ =
1 + λ and γ = λ. If λ = 0, the loss function is only convex,
and we can deduce that L = µ = 1 and γ = 0.
We now need to introduce some important properties of
gradient descent updates that will be used in the convergence
analysis and privacy analysis of the proposed differentially
private SGD algorithms.
Definition 2. Let G : W → W be an operator that
maps a hypothesis to another hypothesis. G is said to be
ρ−expansive if supw,w′ ||G(w)−G(w
′)||
||w−w′|| ≤ ρ and σ−bounded
if supw||G(w) − w|| ≤ σ.
Lemma 1. [27]–[29] Assume that f is µ-smooth, then the
following results hold.
• If f is convex, then for any η ≤ 2µ , Gf,η is 1-expansive.
• If f is γ − strongly convex, then for η ≤ 1µ , Gf,η is
(1− ηγ)-expansive.
Lemma 2. Suppose that f is L-Lipschitz, then the gradient
update Gf,η is (ηL)-bounded.
Lemma 3. (Growth Recursion [27]) Fix any two sequences
of updates G1, · · · , GT and G′1, · · · , G′T . Let w0 = w′0, wt =
Gt(wt−1) and w′t = G
′
t(w
′
t−1) for t = 1, · · · , T . Then δ0 = 0
and for 0 ≤ t ≤ T
δt ≤


ρ||wt−1 − w′t−1||, if Gt = G′t is ρ− expansive.
min(ρ, 1)||wt−1 − w′t−1||+ 2σt,
if Gt is ρ− expansive and
Gt and G
′
t are σt − bounded.
(3)
B. Differential Privacy
In this subsection, we will review some definitions commonly
used in differential privacy.
Definition 3. Two datasets S and S′ are neighboring, denoted
by S ∼ S′, if they differ only on a single element.
Definition 4. A (randomized) algorithm A is said to be (ǫ, δ)-
differentially private if for any neighboring datasets S, S′, and
any event E ⊆ Range(A), Pr[A(S) ∈ E] ≤ eǫPr[A(S′) ∈
E] + δ, in which Range(A) is the codomain that consists of
all the possible outputs of A.
Definition 5. Let q be a deterministic query that maps a
dataset to a vector in Rd. The L2-sensitivity of q is defined to
be ∆2(q) = maxS∼S′ ||q(S)− q(S′)||
Next, we introduce how to add noise to the query to ensure
(ǫ, δ)-differential privacy.
Theorem 1. [30] Let q be a deterministic query that maps
a dataset to a vector in Rd. Let ǫ ∈ (0, 1) be arbitrary. For
c2 ≥ 2ln(1.25/δ), adding Gaussian noise sampled according
to
N (0, σ2);σ ≥ c∆2(q)
ǫ
(4)
ensures (ǫ, δ)-differential privacy.
III. PROBLEM FORMULATION
In this work, a network consisting of M computational nodes
equipped with IoT devices is considered. It is assumed that
each node in the network has a local dataset of nM training
samples. The set of all the training samples from all the nodes
in the network form the global training database and the goal
of the nodes is to collaboratively learn a hypothesis w that
minimizes the empirical risk F (w) = 1n
∑n
i=1 f(w, (xi, yi))
over the whole training dataset. It is assumed that each node
stores two models: a local model (i.e., a local hypothesis
wL) that is only known to itself and a global model (i.e.,
a global hypothesis wG) that is shared among all the nodes
in the network. In this work, it is assumed that all the nodes
know the index of the last node that updates the global model
and are able to contact it directly. For instance, the nodes
can broadcast a message to the whole network indicating the
step count and their indices after they update the global model.
This message contains only two integers so the communication
overhead is insignificant. At each iteration, a node randomly
samples a mini-batch of training samples from its own local
dataset without replacement and determines whether to use
and update the global model or not. If a node decides not to
use and update the global model, it simply updates its own
local model; otherwise, it first contacts the last node that has
updated the global model and fetches the latest global model.
Then it updates the global model using its local model and
training samples through the SGD method.3 Nonetheless, since
the global model is publicly known, one can infer the training
3It is assumed that all the nodes are honest and therefore they will not
share wrong information with their collaborative peers.
sample (x, y) in (2) given the loss function f , previous global
model wt and the updated global model wt+1, which leads
to privacy concerns and deters the nodes from collaborating.
Therefore, each node will add noise to the gradients for privacy
preservation.
IV. FULLY COLLABORATIVE DECENTRALIZED
DIFFERENTIALLY PRIVATE SGD
In this section, a fully collaborative decentralized differentially
private without-replacement SGD algorithm (Algorithm 1)
is proposed, which can be considered as a decentralized
implementation of the algorithm in [13]. In addition, analysis
on both convergence and privacy for Algorithm 1 is provided.
In particular, each node is assumed to always update the global
model using its own training samples by following the SGD
update rule given by (5).4 Note that similar to that of [13],
mini-batch SGD [31] is considered in the following discussion.
In particular, instead of a single data point, multiple data points
are sampled and used to update the model at each step. The
traditional SGD can be considered as a special case in which
the size of mini-batch is 1.
Algorithm 1 Fully Collaborative Decentralized Differentially
Private SGD
1. Input: initial vector: w0, size of local mini-batch: b,
number of local nodes:M , number of training data samples
for each node: nM , number of iterations: T =
n
b .
2. for t = 0, 1, · · · , T do
3. for local nodes m:
4. if update: fetch the wGt from the latest global model,
obtain the mini-batchDm(t), and compute∇fDm(t)(wGt ) =
1
b
∑
i∈Dm(t)∇fi(wGt ), add noise Nt to the gradient and
then update wGt+1 according to the following rule
wGt+1 = w
G
t − ηt(∇fDm(t)(wGt ) +Nt). (5)
else: do nothing
6. end if
7. end for
6. end for
Lemma 4. Suppose that the loss function f is L-Lipschitz
and convex, let Dm(t), D
′
m(t) be two neighboring mini-batch
datasets differing at i-th data point. For Algorithm 1, we have
supDm(t)∼D′m(t)||wt+1 − w′t+1|| ≤
2ηtL
b
. (6)
Proof. Please see Appendix A.
With Lemma 4, the following theorem is immediate.
Theorem 2. Suppose that the loss function f is L-Lipschitz
and convex, if the noise term ηtNt is sampled according to (4),
with ∆2(q) =
2ηtL
b , then Algorithm 1 is (ǫ, δ)-differentially
private.
4Note that in this case, for each node, its local model and global model
will always be the same.
Proof. See Appendix B.
Remark 1. Theorem 2 shows that by using the mini-batch
SGD of size b, there is an improvement of factor b in the
sensitivity bounds and therefore leads to a better privacy
performance. In particular, there is an improvement of factor
b2 in the variance of the Gaussian noise required to ensure
differential privacy.
Remark 2. Due to the nature of without-replacement sam-
pling, the privacy is composed in a parallel way. The whole
process can be understood in this way: assume that each node
has a sensitive local dataset and a budget of (ǫ, δ) in terms
of differential privacy for each individual sample. By ensuring
(ǫ, δ)-differential privacy at each iteration, the budgets of the
corresponding training samples are used. However, since these
samples will not be used in the future iterations, the algorithm
is (ǫ, δ)-differentially private over the entire dataset.
In order to perform the convergence analysis, the commonly
used assumption in optimization [7], [28], [32], [33] is taken
as follows.
Assumption 1. ||∇fi(w)||2 ≤ B2, ∀w, i, in which B is a
positive constants.
The following theorem shows the convergence rate of the
Algorithm 1 for convex loss function f .
Theorem 3. Suppose that the hypothesis space W has diam-
eter R and the loss function f is convex and L-Lipschitz on
W . Furthermore assume that Assumption 1 holds, then for any
1 ≤ T ≤ nb , if we run Algorithm 1 for T iterations with step
size ηt = η, we have
E[
1
T
T∑
t=1
F (wGt )− F (w∗)] ≤
R2
2ηT
+ B2
η
2
+
4 ln(1.25/δ)ηL2
ǫ2b2
+
2(2 + 12
√
2)RL
3
[√
bT
n
+
2√
n+
√
n− bT
]
,
(7)
in which 1nF (w·) =
∑n
i=1 f(·) is the empirical risk.
Proof. The convergence rate of Algorithm 1 can be obtained
by adding a (Gaussian) noise term to the gradients (and
considering its influence over the iterations) in the convergence
analysis of the non-private without-replacement SGD, which
is given in [20]. For more details, please see Appendix C.
Remark 3. The term induced by the privacy requirement is
4 ln(1.25/δ)ηL2
ǫ2b2 , it increases as ǫ and δ decrease. Intuitively, a
higher privacy requirement (and therefore a Gaussian noise
with larger variance) will lead to a worse learning perfor-
mance. When ǫ is close to 0, 4 ln(1.25/δ)ηL
2
ǫ2b2 always dominates
the other terms and the algorithm may not be able to converge
with limited amount of training samples.
Remark 4. By properly selecting the step size η (e.g., η ∝
1√
n
), the convergence rate is given by E[ 1T
∑T
t=1 F (w
G
t ) −
F (w∗)] ≤ O( 1√
n
). This indicates that Algorithm 1 has compa-
rable convergence rate with the non-differentially-private SGD
algorithms that use i.i.d. sampling [19] when each individual
function fi is convex, as long as the term induced by the
privacy requirement does not dominate.
The following theorem shows the convergence rate of Al-
gorithm 1 for γ-strongly convex loss function f .
Theorem 4. Suppose that the loss function f is γ-strongly
convex and L-Lipschitz, and assumption 1 holds, then for any
1 ≤ T ≤ nb , if we run Algorithm 1 for T iterations with step
size ηt =
2
γt , we have
E[
1
T
T∑
t=1
F (wGt )− F (w∗)]
≤ 2(2 + 12
√
2)2B2
γT
[
3
2b
+
4
n
+ (
1
b
+
2
n
) log(
n
n− b(T − 1))
]
+
2G2(log(T ) + 1)
γT
+
8 ln(1.25δ )L
2(log(T ) + 1)
b2ǫ2γT
≤ c
[
B2 log(T )
γT b
+
B2 log(T )
γT
+
ln(1.25δ )L
2 log(T )
b2ǫ2γT
]
,
(8)
in which 1nF (w·) =
∑n
i=1 f(·) is the empirical risk and c is
some finite positive constant.
Proof. Similarly, the convergence rate of Algorithm 1 in this
case can be obtained by adding a (Gaussian) noise term to
the gradients (and considering its influence over the itera-
tions) in the convergence analysis of the non-private without-
replacement SGD, which is given in [20]. For more details,
please see Appendix D.
Remark 5. Note that every single stochastic gradient update
is counted as one iteration. In the multi-task scenarios, while
one node is waiting for the updates of the other nodes for
a task, it can perform updating iterations for the others.
Therefore, for M tasks, M nodes will make the iteration
numbers advance M times faster and the training process
can be finished M times faster. As a result, there is a linear
speedup with respect to the number of participating nodes.
Remark 6. As indicated in [20], the factor log(T ) can be
removed if proper proof techniques are applied. For example,
by using a weighted average with a weight of t+ 1 for each
hypothesis wt, [34] obtains the convergence rate of O(
1
t ) for
the non-differentially-private SGD algorithms. Similar results
can be obtained by applying the same techniques to Algorithm
1 which indicates that Algorithm 1 has comparable conver-
gence rate with the non-differentially-private SGD algorithms
that use i.i.d. sampling when each individual function fi is
strongly convex, as long as the term induced by the privacy
requirement does not dominate.
V. DEEP-Q LEARNING BASED COLLABORATIVE
DECENTRALIZED DIFFERENTIALLY PRIVATE SGD
In Algorithm 1, it is assumed that the nodes in the network
always update the global model. On the one hand, the nodes
need to contact the other nodes to obtain the latest global
model, which induces communication overhead as well as
latency during message passing. On the other hand, noise is
added to ensure differential privacy in each SGD update, which
may also induce accuracy degradation. Since each node will
also learn a local model which is updated without privacy
concerns, the local model may sometimes be better than the
global model, especially when the privacy requirement is high
(i.e., small ǫ). Therefore, each node has to learn a control
policy to determine whether to update the global model or not
at each iteration. In fact, this model learning process can be
considered as a Markov Decision Process (MDP) [35]. In this
MDP, the collaborative nodes are the players, the current local
models and the loss are the states and the action for each node
is whether updating the global model or not.
Reinforcement learning based methods are commonly used
to solve such MDP problems in practice due to the following
two advantages: reinforcement learning methods do not require
prior knowledge of the underlying system dynamics and the
designer is free to choose reward metrics that best match the
desired controller performance [36]. There have been some
works that employ reinforcement learning as the controller of
optimization algorithms. For example, [36] uses reinforcement
learning to control the damping parameter in the Levenberg-
Marquardt algorithm (LMA) and [37] uses reinforcement
learning to determine the step size of neural network training.
Inspired by the success of reinforcement learning methods
in the above applications as well as the success of deep Q-
networks in ATARI and Go games [8], a deep-Q network is
adopted to control the behavior (i.e., updating the local model
or the global model) of the nodes in this work.5
The deep-Q learning algorithm used in this work is pre-
sented in Algorithm 3. In particular, the nodes act as the
agents and the states of the environment are defined by the
local models. There are two possible actions for each node:
updating the local model or the global model. The basic idea
of deep-Q learning is to approximate the action-value (Q)
function in traditional Q-learning by a deep neural network.
However, reinforcement learning is known to be unstable when
a nonlinear function approximator (i.e., neural network) is used
to represent the Q-function. Therefore, similarly to [8], two
neural networks are created for each node. The first network
θt includes all the updates in the training while the second
(target) network θ′ is used to retrieve the Q values and is
periodically updated to be the same as the first network. In
addition, experience replay is also used. After each action,
the experience (transition) is stored in the replay memory
as a tuple of < state, action, reward, nextstate >. During
5The deep-Q based method proposed in this work is only our first attempt to
explore the possibility of using reinforcement learning to work as a controller
to guide the learning process of the collaborative nodes. The optimization of
the controller remains an interesting future work.
each iteration, a random mini-batch of the transitions are
sampled and used to update the Q-network θt. In particular,
for each transition (sj , a
m
j , rj , sj+1), the target network is
used to compute the approximated target value yj = rj +
γDQmaxa′ Qˆm(sj+1, a
′, θ
′
). Finally, based on the current
network θt and the state st, the action a
m
t is determined.
Interested readers may refer to [8] for more details.
To this end, a Deep-Q learning based collaborative differen-
tially private SGD algorithm (i.e., Algorithm 2) is proposed.
For node m, given the training samples samplemt and the
current local model wlmt at time t, it first obtains the current
state st = [w
Lm
t , f(w
Lm
t , sample
m
t )] and uses the Deep-Q
learning to determine whether to update the global model
or the local model. Then after updating the local (or global)
model, it can use theupdated loss f(wlmt+1, sample
m
t ) to update
the deep neural network for Deep-Q learning.
Algorithm 2 Deep-Q Learning based Collaborative Decentral-
ized Differentially Private SGD
1. Require: initial vector wL10 , · · · , wLM0 , wG0 , size of local
mini-batch b, number of local nodes M , total number of
training data samples n, the number of training data samples
for each node nM , number of iterations T .
2. for t = 0, 1, · · · , T do
3. for local nodes m:
4. if update, run Algorithm 3 and obtain action amt ∈
{Local,Global}
• If Local, obtain the mini-batch Dm(t) compute the
gradient∇fDm(t)(wLmt ) and update its weights wLmt+1 =
wLmt − 2ηLmt ∇fDm(t)(wLmt )
• If Global, fetch the wGt from the latest global model, ob-
tain the mini-batchDm(t), and compute∇fDm(t)(wGt ),
add noise Nt to the gradient and then update w
G
t+1 and
wLmt+1 according to the following rule
wGt+1 =
wGt + w
Lm
t
2
− ηLmt (∇fDm(t)(wGt )+Nt), (9)
wLmt+1 = w
G
t+1. (10)
else: do nothing
5. end if
6. end for
7.end for
Note that in Algorithm 2, the privacy concern only ex-
ists when the nodes update the global model. In (9), there
are two terms that may lead to privacy leakage: wLmt and
∇fDm(t)(wGt ). Suppose that the latest time that node m
updates the global model is t−j−1 and thereforewLmt−j = wGt−j
is publicly known, we have the following Lemma.
Lemma 5. Suppose that the loss function f is L-Lipschitz,
convex and µ-smooth, let Dm(t − j : t) , {Dm(t −
j), · · · , Dm(t)}, D′m(t−j : t) , {D′m(t−j), · · · , D′m(t)} be
two neighboring datasets differing at only one sample located
Algorithm 3 Deep-Q Learning Algorithm with input
samplemt and w
Lm
t for node m
1. Require: replay memory RMm, action-value function
Qm with weights θt, target action-value function Qˆm with
weights θ
′
, the previous action of the node amt−1, the
previous loss ft−1.
2. Given the training sample samplemt , set the current
state st = [w
Lm
t , f(w
Lm
t , sample
m
t )] and the previous state
st−1 = [wLmt−1, f(w
Lm
t−1, sample
m
t−1)]. Set the reward as
rt−1 = −f(wLmt , samplemt−1).
3. Store transition (st−1, amt−1, rt−1, st) in RMm.
4. Sample random mini-batch of transitions
(sj , a
m
j , rj , sj+1) from RMm.
Set yj =
{
rj , if terminates at step j + 1.
rj + γDQmaxa′ Qˆm(sj+1, a
′, θ
′
), otherwise,
(11)
in which γDQ is the discounting factor. Perform a gradient
descent step on (yj − Qm(sj , aj, θt)) with respect to the
network parameter θt. In addition, reset Qˆm = Qm every
C steps.
5. With probability pexplr select a random action a
m
t ,
otherwise select amt = argmaxaQ(st, a, θt).
6. Feed amt to Algorithm 2.
in the i-th mini-batch. For Algorithm 2, if ηLmt is chosen such
that ηLmt ≤ 12µ , ∀t, we have
supDm(t−j:t)∼D′m(t−j:t)||wt+1 − w′t+1|| ≤ maxk∈[t−j,t]
2ηLmk L
b
.
(12)
Proof. See Appendix E.
Theorem 5. Suppose that the loss function f is L-Lipschitz,
convex and µ-smooth, if the noise term ηLmt Nt is sampled
according to (4), with ∆2(q) = ||wt+1−w′t+1|| which is given
by Lemma 5, then Algorithm 2 is (ǫ, δ)-differentially private.
Proof. See Appendix F.
The following theorem shows the convergence rate of Al-
gorithm 2 for convex loss function f .
Theorem 6. Suppose that the hypothesis space W has di-
ameter R, the loss function f is convex and L-Lipschitz on
W , and Assumption 1 holds. Let pLmt,L and pLmt,G denote the
probabilities (given by the Deep-Q learning algorithm) that
node m chooses to update the local model and global model,
respectively. Then for any 1 ≤ T ≤ nb , if we run Algorithm 2
for T iterations with step size ηLmt = η, we have
E[
1
T
T∑
t=1
F (pLmt,Lw
Lm
t + p
Lm
t,Gw
G
t )− F (w∗)]
≤ pLmt,LE[
1
T
T∑
t=1
F (wLmt )] + p
Lm
t,GE[
1
T
T∑
t=1
F (wGt )]− F (w∗)
≤ (M + 1)R
2
4Tη
+ ηB2 +
4 ln(1.25/δ)ηL2
b2ǫ2
∑
m′ |pLm′t,G |
T
+
2(2 + 12
√
2)RL
3
[√
bT
n
+
2√
n+
√
n− bT
]
,
(13)
in which F (·) = 1n
∑n
i=1 f(·) is the empirical risk, and∑
m′ |pLm′t,G | is the expected total number of time instances
that the nodes update the global model.
Proof. To show the convergence of Algorithm 2 in the convex
case, we first introduce a weighted average of the local model
(i.e., wLmt ) and the global model (i.e., w
G
t ), denoted by
wˆt = p
Lm
t,Lw
Lm
t +p
Lm
t,Gw
G
t . Following similar arguments as the
convergence proof of Algorithm 1, the convergence rate of wˆt
can be obtained. Then the convergence of the local models is
immediate due to the convexity of the loss function. For more
details, please see Appendix G.
Remark 7. By properly selecting the step size η
(e.g., η ∝ 1√
n
), the convergence rate is given by
E[ 1T
∑T
t=1 F (p
Lm
t,Lw
Lm
t + p
Lm
t,Gw
G
t )− F (w∗)] ≤ O( 1√n ). This
indicates that Algorithm 2 has comparable convergence rate
with Algorithm 1. In particular, when the first term is not
dominant, there is also a linear speedup w.r.t the number of
participating nodes.
In addition, according to the definition of w∗,
E[ 1T
∑T
t=1 F (w
G
t )] − F (w∗) ≥ 0 and therefore
pLmt,L [E[
1
T
∑T
t=1 F (w
Lm
t )] − F (w∗)] ≤ O( 1√n ). As a
result, there exists a positive constant pminL ≤ pLmt,L , ∀t,m
such that E[ 1T
∑T
t=1 F (w
Lm
t )]−F (w∗) ≤ O( 1pmin
L
√
n
), which
indicates the convergence of the local models.
Remark 8. Since
∑
m′ |pLm′t,G | ≤ T , the term induced by noise
in Theorem 6 is no larger than that in Theorem 3, which
indicates that when these two terms dominate the other terms
(e.g., high privacy requirement scenario), Algorithm 2 is likely
to have better performance.
To explore the convergence rate of the Algorithm 2 when
the loss function f is λ-strongly convex, we add the following
Assumption.
Assumption 2. At each time instance 0 ≤ t ≤ T , each node
updates once (it can be either the local model or the global
model, which is determined by the deep-Q learning algorithm).
Theorem 7. Suppose that the loss function f is γ-strongly
convex and L-Lipschitz, and Assumption 1 and Assumption 2
hold. Let pLmt,L and p
Lm
t,G denote the probabilities (given by the
Deep-Q learning algorithm) that node m chooses to update
the local model and global model, respectively. For any 1 ≤
T ≤ nbM , if we run Algorithm 2 for T iterations with step size
chosen as follows,
ηLmt =
1
aγt
, ∀m, (14)
in which a = min{pL1t,L, pL1t,G, · · · , pLMt,L , pLMt,G } > 0, we have
M∑
m=1
E[||wLmt+1 − w∗||2] + E[||wGt+1 − w∗||2]
≤ O(MB
2
a2t
+
MB2 log t
a2bt
+
ML2 ln(1.25δ )
a2b2ǫ2t
).
(15)
Proof. In this case, we first show that
∑M
m=1 E[||wLmt+1 −
w∗||2] + E[||wGt+1 − w∗||2] ≤ (1 − 2aγηt)[
∑M
m=1 E[||wLmt −
w∗||2] + E[||wGt − w∗||2]] + v(t) for some function v(t) by
generalizing the arguments in [25] to our setting with multiple
local models and one global model. Then the convergence is
proved by induction. For more details, please see Appendix
H.
Remark 9. Note that the parameter a may depend on the
exploration rate pexplr in the deep-Q learning algorithm,
which is initialized to be large and then annealed down to
a small constant (e.g., 0.1). In particular, since there is a
probability of pexplr with which a node will randomly select
an action, we have
pexplr
2 ≤ a ≤ 1− pexplr2 .
In addition, we can also adapt the deep-Q learning algo-
rithm to provide each node m a positive probability distribu-
tion of choosing the local (i.e., pLmt,L ) or the global model (i.e.,
pLmt,G), then we can bound them by specifying the action space
(e.g., clipping them to be 0.1 (0.9) whenever they are smaller
(larger) than 0.1 (0.9)).
Remark 10. Note that in the strongly convex individual
function scenario for Algorithm 2, we assume that all the
nodes update once at each time instance, which means that
we can only take random permutation over the dataset of
each individual node when we apply the theory of transductive
Rademacher complexity (see Appendix I). On the other hand,
in the other scenarios discussed above, the nodes that update
at each time instance are not predetermined, so we can instead
take random permutation over the whole dataset. Because of
this, the linear speedup w.r.t the number of participating nodes
is not observed.
VI. SIMULATION RESULTS
This section presents simulation results to evaluate the effec-
tiveness of the proposed algorithms. In particular, two widely
used public datasets are considered: Covertype and MNIST.
MNIST is a computer vision dataset which consists of 70,000
28× 28 pixel images of handwritten digits from 0 to 9 while
Covertype is a larger dataset with 581,012 data points and
a dimension of 54. Without loss of generality, we reduce
the data samples in MNIST to 50 dimensions with principal
component analysis (PCA)[38] in our simulation. In addition,
the data of both datasets are normalized and projected on
the surface of the unit ball before learning. For the Deep-Q
learning based algorithm, we build a 3-layer fully connected
deep neural network for each node and choose the parameters
according to [8]. In particular, the input layer consists of
d + 2 neurons, where d is the dimension of the training
samples; the hidden layer consists of 128 neurons and the
output layer consists of 2 neurons. The activation functions of
all the three layers are linear and the weights are initialized by
performing Xavier initialization in Tensorflow. The exploration
rate pexplr is set as 1 in the beginning and then annealed
down to 0.1 within n2Mb steps; Adam optimization algorithm
is used to train the Deep-Q neural network with a learning
rate of γDQ = 0.01; the mini-batch size and the size of the
replay memory Dm for the deep-Q learning algorithm are set
as 10 and 20, respectively.6 In the simulation, the MNIST
dataset is divided into a training subset of 60,000 samples
and a testing subset of 10,000 samples while the Covertype
dataset is divided into a training subset of 464,809 samples
and a testing subset of 116,202 samples. Each node randomly
draws nM samples from the training subset as its local training
dataset. We build “one vs. all” multi-class logistic regression
models for both datasets.7 Then the nodes run the proposed
algorithms (one pass over their local training dataset) to train
the models, followed by the testing.
A. The Impact of Privacy Requirement
In this subsection, we investigate the impact of privacy re-
quirement on the accuracy of the proposed algorithms. In
particular, it is assumed that there are 10 collaborative nodes
with 60,000 training samples for both datasets. The privacy
parameter δ is set to 1n2 . The step sizes ηt are set according
to the theoretical analysis in Section IV. In particular, we set
ηt = 0.1 for the convex case and the regularization parameter
is set to λ = 0.0001 for the strongly convex scenarios. The
mini-batch size is set to b = 50 while the nodes only run one
pass over the whole dataset. For the strongly convex case, the
diameter of weights w is set to R = 1/λ.
Figure 1 and Figure 2 show the classification accuracy of the
proposed algorithms for the Covertype dataset in the convex
and strongly convex scenarios, respectively. In particular, the
simulation results of 4 scenarios are presented: the fully col-
laborative and noiseless case (denoted as “Noiseless”); the dif-
ferentially private and fully collaborative case (i.e., Algorithm
1, denoted as “DP-Fully collaborative”); the differentially
private and Deep-Q learning based algorithm (i.e., Algorithm
2, denoted as “DP-Deep-Q”); the baseline algorithm proposed
in [17] (denoted as “DP-SGD-5”). In particular, for “DP-SGD-
5”, we follow [17] and initiate a random walk which uniformly
selects a random node to update a global model at each
6Note that the mini-batch size of the deep-Q learning algorithm is different
from those of the differentially private SGD algorithms. In the simulation, we
fix the mini-batch size of the deep-Q learning algorithm to 10 and examine
the impact of the mini-batch size of the differentially private algorithms in
Section VI-B
7This means that 10 (7) binary models (one for each digit) are constructed
and the output with the highest confidence is chosen as the prediction for the
MNIST (Covertype) dataset.
iteration. Each iteration is ensured to be ( ǫ5 ,
δ
5 ) differentially
private and the nodes stop updating the global model once their
privacy budgets are depleted (i.e., the training samples have
been visited 5 times).8 In addition, we use the same learning
rate as that in [17] and set ηt =
1√
t
. It can be observed
that Algorithm 2 outperforms both Algorithm 1 (which is
a decentralized implementation of the algorithm proposed in
[13]) and “DP-SGD-5”. In particular, while Algorithm 1 gives
higher accuracy than “DP-SGD-5”, another improvement of
up to 10% in accuracy can be achieved by using the Deep-Q
learning based algorithm in both convex and strongly convex
scenarios.
Figure 3 and Figure 4 show the accuracy of the proposed
algorithms for the MNIST dataset in the convex and strongly
convex scenarios, respectively. In particular, compared to “DP-
SGD-5”, Algorithm 1 performs better with a higher accuracy
of up to 20%. In addition, another improvement of up to 15%
in accuracy can be achieved by using the Deep-Q learning
based algorithm in both convex and strongly convex scenarios.
B. The Impact of the Mini-batch Size
In this subsection, the impact of mini-batch size is investigated.
Similarly, it is assumed that there are 10 collaborative nodes
with 60,000 training samples for both datasets. Figure 5 and
Figure 6 show the accuracy of Algorithm 1 and Algorithm
2 with different mini-batch sizes for the MNIST dataset. It
can be observed that increasing the mini-batch size b can
improve the accuracy when ǫ is small, since an improvement
of factor b in privacy (which is the bottleneck in this case)
can be obtained according to Theorem 2 and thus a smaller
noise is enough to achieve the same privacy requirement. As
a result, the accuracy degradation caused by the added noise
decreases as b increases. Nonetheless, on the one hand, a large
mini-batch size reduces the total number of iterations, which
may result in a worse accuracy performance. On the other
hand, larger mini-batch size b leads to fewer learning iterations
(which is given by n2b ) for the Deep-Q neural network, which
can further degrade the performance of Algorithm 2 since the
Deep-Q neural network may not be optimized in such cases.
As a result, the performance of the algorithms may degrade
as the mini-batch size increases, especially for large ǫ cases in
which the noise induced by the privacy requirement in each
iteration is small and has little impact on the performance of
the algorithms. Therefore, one should choose the mini-batch
size carefully, especially in the case that the total number of
training samples are limited.
C. The Impact of the Number of Participating Nodes
In this subsection, we investigate the impact of the number
of participating nodes. In particular, it is assumed that each
node has 60,000 training samples for both datasets. Table I
8Note that [17] uses Laplace mechanism to ensure ǫ-differential privacy.
To accommodate the (ǫ, δ)-differential privacy considered in this work, we
replace the Laplace mechanism by the Gaussian mechanism. In addition, we
present “DP-SGD-5” as a baseline rather than “DP-SGD” since it performs
better in accuracy as shown in [17].
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and Table II show the accuracy of the proposed algorithms in
different scenarios for the Covertype dataset and the MNIST
dataset with ǫ = 1, respectively. It can be observed that as
the number of participating nodes grows, the accuracy for
both Algorithm 1 and Algorithm 2 increases since there are
more training samples in total which can reduce the impact
of the noise added at each iteration. In addition, Algorithm
2 is always better than Algorithm 1 and as the number of
collaborative nodes grows, they are expected to approach
the performance of the noiseless case. In particular, in the
simulated scenarios, the accuracy degradation induced by
privacy is within 6% and 4% for Algorithm 2 when there
are 20 collaborative nodes for the MNIST dataset and the
Covertype dataset, respectively. However, the performance in
the strongly convex scenario is not necessarily better than that
of the convex case for the differentially private algorithms. In
particular, the objective function is not very strongly convex
for small λ. In such cases, choosing a linearly decreasing
learning rate (i.e., 1λt ) may increase the variance of the
differentially private SGD algorithms. In fact, choosing the
learning rate in stochastic approximation schemes is often a
matter of art, and the differentially private setting makes it
even more complicated [13].
VII. RELATED WORKS
There have been many prior works on privacy-preserving
convex optimization. In these works, there are mainly three
approaches - output perturbation [14], [39]–[44], objective
perturbation [11], [39], [45], and gradient perturbation - [14],
[46]–[48] to realize differential privacy. Output perturbation
works by first finding the exact convex minimizer and then
adding noise to it, while objective perturbation works by
TABLE I: The Accuracy of Proposed Algorithms for Covertype Dataset
Number of nodes 1 3 5 10 20
Noiseless (convex)
56.24% 61.64% 61.90% 62.83% 64.10%
Algorithm 1 (convex)
54.21% 58.22% 58.63% 59.82% 60.22%
Algorithm 2 (convex) -
59.05% 59.22% 60.65% 61.23%
Noiseless (strongly con-
vex)
62.79% 64.44% 65.31% 65.96% 66.04%
Algorithm 1 (strongly con-
vex)
50.60% 51.68% 52.60% 55.24% 57.73%
Algorithm 2 (strongly con-
vex)
- 55.25% 59.27% 61.34% 62.37%
TABLE II: The Accuracy of Proposed Algorithms for MNIST Dataset
Number of nodes 1 3 5 10 20
Noiseless (convex)
77.74% 84.07% 85.49% 86.83% 87.69%
Algorithm 1 (convex)
63.86% 71.48% 74.04% 76.80% 78.17%
Algorithm 2 (convex) -
77.17% 79.87% 80.52% 81.93%
Noiseless (strongly con-
vex)
84.80% 88.13% 88.51% 88.76% 88.96%
Algorithm 1 (strongly con-
vex)
55.04% 63.46% 65.63% 68.00% 73.9%
Algorithm 2 (strongly con-
vex)
- 71.03% 75.39% 80.93% 82.97%
solving a randomly perturbed optimization problem. Similarly,
gradient perturbation works by adding noise to the gradients
in each iteration during the learning process. For example,
[46] proposes Proximal Stochastic Variance Reduction Gra-
dient (Prox-SVRG) and Accelerated Mirror Descent method
(AccMD) based differentially private algorithms, in which
noisy gradients are used to ensure differential privacy. An-
other differentially private approach is Private Aggregation
of Teacher Ensembles (PATE) [49]. In the PATE approach,
multiple teachers are trained on disjoint sensitive data, and the
teachers aggregate consensus answers are used to supervise the
training of a student model. Differential privacy is achieved by
publishing only the student model (but keeping the teachers
private) and adding carefully-calibrated noise to the aggregate
answers from the teachers. However, convergence results are
unknown for such private non-convex optimization. In this
work, we focus on SGD based gradient perturbation methods
due to its simplicity.
In particular, some SGD-based differentially private algo-
rithms have been proposed in the literature. [13] proposes
to add noise to the gradients at each iteration of SGD and
differential privacy is ensured when the training samples at
each iteration are disjoint. However, convergence analysis is
not provided in [13]. [14] reduces the amount of noise per
iteration by subsampling and can guarantee the convergence.
Nonetheless, it requires O(n) passes over the dataset (n is
the training dataset size). [41] extends the algorithm in [14]
and reduces the number of required iterations by utilizing the
full gradient descent method. [16] introduces the concept of
privacy accounting, in which the privacy cost is accumulated
as the training progresses. However, it is still hard to adjust
to a predefined privacy level. In [15], permutation-based SGD
is adopted, in which the training data are sampled without
replacement. In this case, a predefined privacy requirement is
easy to satisfy since each data sample will be only sampled
once. However, [15] assumes that data are held centrally and
cannot be generalized to the decentralized setting directly. In
addition, the above works often require multiple passes over
the dataset, which may not be feasible for systems in which
the learning nodes only have limited storage and computation
capability. [3], [17] propose decentralized differentially private
SGD algorithms based on random walk. Nonetheless, the
convergence of the algorithm is not provided. [44] proposes
to add noise to the aggregated gradients obtained through
secure multi-party computation (MPC) protocols. However,
the employment of MPC induces additional bandwidth cost. In
this work, we first generalize the algorithm in [13] into the de-
centralized and without-replacement sampling setting and then
propose a deep-Q based algorithm for better performance. In
addition, both privacy and convergence analysis are provided.
VIII. CONCLUSIONS AND FUTURE WORKS
In this work, the scenario in which multiple nodes (with
limited training samples) collaboratively learn a global model
is studied. Two decentralized differentially private SGD algo-
rithms are proposed and both privacy and convergence analysis
are provided. In addition, simulations are conducted to verify
the analysis and the effectiveness of the proposed algorithms.
On the other hand, since we only consider the cases in which
the objective functions are convex, differentially private non-
convex optimization problems remain our future work.
APPENDIX A
PROOF OF LEMMA 4
Proof.
||wGt+1 − wG
′
t+1|| = ηt||∇fDm(t)(wGt )−∇fD′m(t)(w
G
t )||
=
ηt
b
||∇fi∈Dm(t)(wGt )−∇fi∈D′m(t)(w
G
t )||
≤ 1
b
[||Gi(wGt )− wGt ||+ ||G′i(wGt )− wGt ||]
≤ 2ηtL
b
,
in which Gi(w
G
t ) = w
G
t − ηt∇fi∈Dm(t)(wGt ) and G
′
i(w
G
t ) =
wGt − ηt∇fi∈D′m(t)(wGt ). The last inequality is due to Defini-
tion 2 and Lemma 2.
APPENDIX B
PROOF OF THEOREM 2
Proof. Combing Lemma 4 and Theorem 1, each update step
in Algorithm 1 is (ǫ, δ)-differentially private. Since each
mini-batch is only visited once, Algorithm 1 is also (ǫ, δ)-
differentially private over the whole dataset.
APPENDIX C
PROOF OF THEOREM 3
Proof. Let fDm(t)(w
G
t ) =
1
b
∑
i∈Dm(t) fi(w
G
t ) we have
E[
1
T
T∑
t=1
F (wGt )− F (w∗)]
= E[
1
T
T∑
t=1
(F (wGt )− fDm(t)(wGt ))]
+ E[
1
T
T∑
t=1
fDm(t)(w
G
t )− F (w∗)]
= E[
1
T
T∑
t=1
(F (wGt )− fDm(t)(wGt ))]
+ E
[ 1
T
T∑
t=1
[fDm(t)(w
G
t )− fDm(t)(w∗)]
]
,
(16)
in which the expectation is over the random permutation used
to sample the training samples from the dataset of node m
without replacement. We first attempt to bound the second
term.
E[
1
T
T∑
t=1
[fDm(t)(w
G
t )− fDm(t)(w∗)]]
= E
[ 1
T
T∑
t=1
1
b
∑
i∈Dm(t)
[fi(w
G
t )− fi(w∗)]
] (17)
According to the update rule wGt+1 = w
G
t −ηt∇fDm(t)(wGt )+
Nt, we have
||wGt+1 − w∗||2 = ||wGt − w∗ − ηt∇fDm(t)(wGt ) +Nt||2
= ||wGt − w∗ − ηt∇fDm(t)(wGt )||2 + ||Nt||2
+ 2 < wGt − w∗ − ηt∇fDm(t)(wGt ), Nt >
= ||wGt − w∗||2 − 2ηt < wGt − w∗,∇fDm(t)(wGt ) >
+ η2t ||∇fDm(t)(wGt )||2 + ||Nt||2
+ 2 < wGt − w∗ − ηt∇fDm(t)(wGt ), Nt > .
(18)
According to Theorem 2, Nt is Gaussian noise sampled
according to N (0, σ2) where σ2 = 8 ln(1.25/δ)η2tL2b2ǫ2 , by taking
expectation over the noise distribution, we have
E < wGt − w∗ − ηt∇fDm(t)(wGt ), Nt >= 0 (19)
Due to convexity, we have
fDm(t)(w
∗) ≥ fDm(t)(wGt )+ < ∇fDm(t)(wGt ), w∗ − wGt >
(20)
Therefore,
EfDm(t)(w
G
t )− fDm(t)(w∗) ≤ E < ∇fDm(t)(wGt ), wGt − w∗ >
≤ 1
2ηt
E[||wGt − w∗||2 − ||wGt+1 − w∗||2]
+ E
ηt
2
B2 + E
1
2ηt
||Nt||2
(21)
Plug (21) into (17), we have
E
[ 1
T
T∑
t=1
[fDm(t)(w
G
t )− fDm(t)(w∗)]
]
≤ 1
T
E
T∑
t=1
1
2ηt
[||wGt − w∗||2 − ||wGt+1 − w∗||2]
+
1
T
EB2
T∑
t=1
ηt
2
+
1
T
E
T∑
t=1
1
2ηt
||Nt||2
≤ 1
T
E
[ 1
2η1
||wG1 − w∗||2 −
1
2ηT
||wGT+1 − w∗||
+
1
2
T∑
t=2
(
1
ηt
− 1
ηt−1
)||wGt − w∗||2
]
+
1
T
B2
T∑
t=1
ηt
2
+
1
T
E
T∑
t=1
1
2ηt
||Nt||2
≤ R
2
2TηT
+
B2
T
T∑
t=1
ηt
2
+
1
T
E
T∑
t=1
1
2ηt
||Nt||2
(22)
Then we try to bound the first term in (16), since fi is
L-Lipschitz, we have supw∈W ||fi(w)|| ≤ LR. According to
Lemma 6, Lemma 7 and Lemma 8 (see Appendix I)
E[
1
T
T∑
t=1
(F (wGt )− fDm(t)(wGt ))]
=
1
T
T∑
t=1
(t− 1)b
n
E[F1:(t−1)b − F(t−1)b+1:n]
≤ (2 + 12
√
2)LR
T
T∑
t=2
b(t− 1)
n
(
1√
(t− 1)b +
1√
(n− (t− 1)b))
≤ (2 + 12
√
2)bLR
Tn
∫ T
t=0
(
√
t
b
+
t√
n− tb)
=
(2 + 12
√
2)bLR
Tn
×[√
1
b
2
3
T
3
2 +
2
3b2
[2n
√
n−√n− bT (2n+ bT )]
]
=
2(2 + 12
√
2)LR
3
[√
bT
n
+
2
T
(
√
n
b
−√n− bT (1
b
+
T
2n
))
]
≤ 2(2 + 12
√
2)LR
3
[√
bT
n
+
2
T
(
√
n
b
−√n− bT 1
b
)
]
=
2(2 + 12
√
2)LR
3
[√
bT
n
+
2
bT
(
bT√
n+
√
n− bT )
]
=
2(2 + 12
√
2)LR
3
[√
bT
n
+
2√
n+
√
n− bT
]
(23)
Therefore, if constant learning rate η1 = η2 = · · · = ηT = η
is adopted, we have
E[
1
T
T∑
t=1
F (wGt )− F (w∗)] ≤
R2
2ηT
+ B2
η
2
+
4 ln(1.25/δ)ηL2
ǫ2b2
+
2(2 + 12
√
2)RL
3
[√
bT
n
+
2√
n+
√
n− bT
]
(24)
APPENDIX D
PROOF OF THEOREM 4
Proof. Let At = w
G
t − w∗ and gDm(t) =
1
b
∑
i∈Dm(t)∇fi(wGt ) we have
E[||At+1||2] = E[||wGt − ηtgDm(t) +Nt − w∗||2]
= E[||At − ηtgDm(t)||2] + E[||Nt||2]
+ 2E < At − ηtgDm(t), Nt >,
(25)
According to Theorem 2, Nt is Gaussian noise sampled
according to N (0, σ2) where σ2 = 8 ln(1.25/δ)η2tL2b2ǫ2 , by taking
expectation over the noise distribution, we have
E < At − ηtgDm(t), Nt >= 0, (26)
and
E[||Nt||2] = 8 ln(1.25/δ)η
2
tL
2
b2ǫ2
. (27)
Further, we decompose the term E[||At − ηtgDm(t)||2] by
using Assumption 1 as
E[||At − ηtgDm(t)||2]
= E[||At||2] + η2tE[||gDm(t)||2]
− 2ηtE < gDm(t), At >
≤ E[||At||2] + 2η2tE[||gDm(t) −∇F (wGt )||2]
+ 2η2tE[||∇F (wGt )||2]
− 2ηtE < ∇F (wGt ), At >
+ 2ηtE < ∇F (wGt )− gDm(t), At >
(28)
Since wGt depends only on α(1), · · · , α((t − 1)b), we can
use Lemma 7, Lemma 8 and Arithmetic Mean-Geometric
Mean (AM-GM) inequality to get
E[< ∇F (wGt )− gDm(t), At >]
≤ γ
4
E[||At||2] + 1
γ
E[||∇F (wGt )− gDm(t)||2]
≤ γ
4
E[||At||2] + 1
γ
E[||∇f1:b(t−1) −∇fb(t−1)+1:n||2]
(29)
By definition of strong convexity, we have
< ∇F (wGt ), At >≥ F (wGt )− F (w∗) +
γ
2
||At||2 (30)
Plugging (26), (27), (28), (29) and (30) into (25), changing
sides and dividing by 2ηt, we get
E[F (wGt )− F (w∗)] ≤ (
1
2ηt
− γ
4
)E[||At||2]− 1
2ηt
E[||At+1||2]
+ (ηt +
1
γ
)E[||∇F (wGt )− gDm(t)||2]
+ ηtE[||∇F (wGt )||2] +
1
2ηt
E[||Nt||2]
≤ ( 1
2ηt
− γ
4
)E[||At||2]− 1
2ηt
E[||At+1||2]
+ (ηt +
1
γ
)
2b2(2 + 12
√
2)2B2
n2
(
t− 1
b
+
(t− 1)2
n− (t− 1)b )
+ ηtB
2 +
4 ln(1.25/δ)ηtL
2
b2ǫ2
.
(31)
Averaging both sides over t = 1, · · · , T and using Jensen’s
inequality, we have
E[
1
T
T∑
t=1
F (wGt )− F (w∗)]
≤ 1
2T
T∑
t=1
E[||At||2]( 1
ηt
− 1
ηt−1
− γ
2
)
+
T∑
t=1
(ηt +
1
γ
)
2(2 + 12
√
2)2B2b2
n2T
(
t− 1
b
+
(t− 1)2
n− (t− 1)b )
+
1
T
T∑
t=1
ηtB
2 +
1
T
T∑
t=1
4 ln(1.25/δ)ηtL
2
b2ǫ2
.
(32)
By choosing ηt =
2
γt , we have
1
2T
T∑
t=1
E[||At||2]( 1
ηt
− 1
ηt−1
− γ
2
) = 0. (33)
In addition, since T ≤ nb , we have
T∑
t=1
(
t− 1
b
+
(t− 1)2
n− (t− 1)b )
=
T−1∑
t=0
(
t
b
+
t2
n− tb )
≤ T (T − 1)
2b
+
n2
b2
(
T−2∑
t=0
1
n− tb +
1
b
)
≤ 3n
2
2b3
+
n2log( nn−b(T−1) )
b3
,
(34)
and
T∑
t=1
(
t− 1
bt
+
(t− 1)2
nt− (t− 1)bt)
=
T−1∑
t=0
(
t
b(t+ 1)
+
t2
n(t+ 1)− (t− 1)b(t+ 1))
≤
T−1∑
t=0
(
1
b
+
t
n− tb)
≤ n
b2
+
n
b
(
T−2∑
t=0
1
n− tb +
1
b
)
≤ 2n
b2
+
nlog( nn−b(T−1) )
b2
.
(35)
Since T = nb , we have
n
n−b(T−1) = T . Using
∑T
t=1
1
t ≤
log(T ) + 1, we have
E[
1
T
T∑
t=1
F (wGt )− F (w∗)]
≤ 2(2 + 12
√
2)2B2
γT
[
3
2b
+
4
n
+ (
1
b
+
2
n
) log(
n
n− b(T − 1))
]
+
2B2(log(T ) + 1)
γT
+
8 ln(1.25δ )L
2(log(T ) + 1)
b2ǫ2γT
≤ c
[
B2 log(T )
γT b
+
B2 log(T )
γT
+
ln(1.25δ )L
2 log(T )
b2ǫ2γT
]
.
(36)
where c is some finite positive constant.
APPENDIX E
PROOF OF LEMMA 5
Proof. Since nodem updates the global model at time t−j−1,
(9) can be written as follows:
wGt+1 =
wGt + w
Lm
t−j −
∑j
k=1 2η
Lm
t−k∇fDm(t−k)(wLmt−k)
2
− ηLmt ∇fDm(t)(wGt ) +Nt,
(37)
in which Dm(t − k) is empty, and therefore,
∇fDm(t−k)(wLmt−k) = 0 if node m does not update its
local model at time t − k either. Since Dm(t − j : t) and
D
′
m(t− j : t) differs at only the i − th mini-batch, there are
two possible cases.
case 1: (i = t) In this case, we have
||wGt+1 − wG
′
t+1|| = ηLmt ||∇fDm(t)(wGt )−∇fDm(t)(wGt )||
≤ 2η
Lm
t L
b
,
(38)
case 2: (i ∈ [t− j, t)) In this case,
||wGt+1 − wG
′
t+1|| =
1
2
||wLmt − wL
′
m
t ||, (39)
in which wLmt and w
L
′
m
t are the local models of node m after
j updates using the local mini-batches Dm(t− j : t− 1) and
D
′
m(t − j : t − 1), respectively. According to Lemma 1-3,
when fi’s are convex, we have
||wLmk − wL
′
m
k || ≤
||w
Lm
k−1 − wL
′
m
k−1||, if Dm(k − 1) = D
′
m(k − 1).
||wLmk−1 − wL
′
m
k−1||+
4ηLm
k−1
L
b , if Dm(k − 1) 6= D
′
m(k − 1).
As a result,
1
2
||wLmt − wL
′
m
t || ≤ max
k∈[t−j,t)
2ηLmk L
b
. (40)
In particular, when fi’s are γ-strongly convex, we have
||wLmk − wL
′
m
k || ≤

(1− ηLmk−1γ)||wLmk−1 − wL
′
m
k−1||, if Dm(k − 1) = D
′
m(k − 1).
(1− ηLmk−1γ)||wLmk−1 − wL
′
m
k−1||
+
4ηLm
k−1
L
b , if Dm(k − 1) 6= D
′
m(k − 1).
(41)
However, it can be easily verified that (40) still holds in the
strongly convex case. Combining (38) and (40), we have
||wGt+1 − wG
′
t+1|| ≤ max
k∈[t−j,t]
2ηLmk L
b
. (42)
APPENDIX F
PROOF OF THEOREM 5
Proof. Combing Lemma 5 and Theorem 1, it follows that each
update step in Algorithm 2 is (ǫ, δ)-differentially private. Since
each mini-batch is only visited once, Algorithm 2 is also (ǫ, δ)-
differentially private over the whole dataset.
APPENDIX G
PROOF OF THEOREM 6
Proof. Suppose that node m obtains a mini-batch of training
sample and decides to update either its local model or the
global model at time t. Let wˆt = p
Lm
t,Lw
Lm
t + p
Lm
t,Gw
G
t ,
fDm(t)(wˆt) =
1
b
∑
i∈Dm(t) fi(wˆt) we have
E[
1
T
T∑
t=1
F (wˆt)− F (w∗)]
= E[
1
T
T∑
t=1
(F (wˆt)− fDm(t)(wˆt))]
+ E[
1
T
T∑
t=1
fDm(t)(wˆt)− F (w∗)]
= E[
1
T
T∑
t=1
(F (wˆt)− fDm(t)(wˆt))]
+ E
[ 1
T
T∑
t=1
[fDm(t)(wˆt)− fDm(t)(w∗)]
]
.
(43)
We bound the second term first. According to the update rule,
we have
E[||wGt+1 − w∗||2] + E[||wLmt+1 − w∗||2]
= pLmt,L
[
E[||wLmt − 2ηLmt ∇fDm(t)(wLmt )− w∗||2]
+ E[||wGt − w∗||2]
]
+ 2pLmt,GE[||
wGt + w
Lm
t
2
− ηLmt ∇fDm(t)(wGt )− w∗ +Nt||2]
(44)
In particular, the first term of (44) admits
E[||wLmt − 2ηLmt ∇fDm(t)(wLmt )− w∗||2
= E[||wLmt − w∗||2] + 4(ηLmt )2E[||∇fDm(t)(wLmt )||2]
− 4ηLmt E[< wLmt − w∗,∇fDm(t)(wLmt ) >].
(45)
and the second term of (44) admits
E[||w
G
t + w
Lm
t
2
− ηLmt ∇fDm(t)(wGt )− w∗ +Nt||2]
= E[||w
G
t + w
Lm
t
2
− ηLmt ∇fDm(t)(wGt )− w∗||2] + E[||Nt||2]
≤ 2E[||w
G
t − w∗
2
− ηLmt ∇fDm(t)(wGt )||2]
+ 2E[||w
Lm
t − w∗
2
||2] + E[||Nt||2]
≤ 2E[||w
G
t − w∗
2
||2] + 2(ηLmt )2E[||∇fDm(t)(wGt )||2]
+ 2E[||w
Lm
t − w∗
2
||2] + E[||Nt||2]
− 4ηLmt E[<
wGt − w∗
2
,∇fDm(t)(wGt ) >].
(46)
in which the first equality is due to the fact that Nt is zero-
mean Gaussian noise.
Due to convexity, we have
< wLmt − w∗,∇fDm(t)(wLmt ) >≥ fDm(t)(wLmt )− fDm(t)(w∗)
(47)
< wGt − w∗,∇fDm(t)(wGt ) >≥ fDm(t)(wGt )− fDm(t)(w∗)
(48)
Plugging (45), (46), (47) and (48) into (44) yields
E[fDm(t)(p
Lm
t,Lw
Lm
t + p
Lm
t,Gw
G
t )]− fDm(t)(∗)
≤ pLmt,LE[fDm(t)(wLmt )− fDm(t)(w∗)]
+ pLmt,GE[fDm(t)(w
G
t )− fDm(t)(w∗)]
≤ 1
4ηLmt
[
E[||wLmt − w∗||2] + E[||wGt − w∗||2]
− E[||wLmt+1 − w∗||2]− E[||wGt+1 − w∗||2]
]
+ ηLmt B
2 +
1
2ηLmt
pLmt,GE[||Nt||2].
(49)
Let ηLm1 = η
Lm
2 = · · · = ηLmT = η. We have
E[||Nt||2] = 8 ln(1.25/δ)η
2L2
b2ǫ2
(50)
Averaging both sides over t = 1, · · · , T , we have
E[
1
T
T∑
t=1
[fDm(t)(wˆt)− fDm(t)(w∗)]]
≤ (M + 1)R
2
4Tη
+ ηB2 +
4 ln(1.25/δ)ηL2
b2ǫ2
∑
m′ |pLm′t,G |
T
,
(51)
in which
∑
m′ |pLm′t,G | is the expected total number of time
instances that the nodes update the global model.
Note that the first term in (43) can be bounded the same as
that of (23). As a result, we have
E[
1
T
T∑
t=1
F (pLmt,Lw
Lm
t + p
Lm
t,Gw
G
t )− F (w∗)]
≤ pLmt,LE[
1
T
T∑
t=1
F (wLmt )] + p
Lm
t,GE[
1
T
T∑
t=1
F (wGt )]− F (w∗)
≤ M + 1
4Tη
+ ηB2 +
4 ln(1.25/δ)ηL2
b2ǫ2
∑
m |pLmt,G |
T
+
2(2 + 12
√
2)RL
3
[√
bT
n
+
2√
n+
√
n− bT
]
.
(52)
APPENDIX H
PROOF OF THEOREM 7
Proof. Note that in this case, the global model that node m
uses to update may not be wGt since it may already be updated
by the other nodes. Therefore, let wG
t+ 1
2
denote the global
model which is utilized by node m at time t, we have
E[||wLmt+1 − w∗||2] + E[||wGt+1 − w∗||2]
= pLmt,LE[||wLmt − 2ηLmt ∇fDm(t)(wLmt )− w∗||2]
+ pLmt,LE[||wGt+ 1
2
− w∗||2]
+ 2pLmt,GE
[
||
wG
t+ 1
2
+ wLmt
2
− ηLmt ∇fDm(t)(wGt+ 1
2
)− w∗
+Nmt ||2
]
(53)
In particular, we have
E[||wLmt − 2ηLmt ∇fDm(t)(wLmt )− w∗||2]
≤ E[||wLmt − w∗||2] + (2ηLmt )2E[||∇fDm(t)(wLmt )||2]
− 4ηLmt E[< wLmt − w∗,∇fDm(t)(wLmt ) >]
≤ E[||wLmt − w∗||2] + 8(ηLmt )2E[||F (wLmt )||2]
+ 8(ηLmt )
2
E[||F (wLmt )−∇fDm(t)(wLmt )||2]
− 4ηLmt E[< wLmt − w∗,∇fDm(t)(wLmt ) >]
(54)
E
[
||
wG
t+ 1
2
+ wLmt
2
− ηLmt ∇fDm(t)(wGt+ 1
2
)− w∗ −Nt||2
]
≤ 2E[||
wG
t+ 1
2
− w∗
2
||2] + 2(ηLmt )2E[||∇fDm(t)(wGt+ 1
2
)||2]
− 4ηLmt E[<
wG
t+ 1
2
− w∗
2
,∇fDm(t)(wGt+ 1
2
) >]
+ 2E[||w
Lm
t − w∗
2
||2] + E[||Nt||2]
≤ 2E[||
wG
t+ 1
2
− w∗
2
||2] + 4(ηLmt )2E[||F (wGt+ 1
2
)||2]
+ 4(ηLmt )
2
E[||F (wGt+ 1
2
)−∇fDm(t)(wGt+ 1
2
)||2]
− 4ηLmt E[<
wG
t+ 1
2
− w∗
2
,∇fDm(t)(wGt+ 1
2
) >]
+ 2E[||w
Lm
t − w∗
2
||2] + E[||Nmt ||2]
(55)
In addition, according to (29) and strong convexity, we have
− E[< wLmt − w∗,∇fDm(t)(wLmt ) >]
= −E[< wLmt − w∗,∇F (wLmt ) >]
+ E[< wLmt − w∗,∇F (wLmt )−∇fDm(t)(wLmt ) >]
≤ −γE[||wLmt − w∗||2] +
γ
2
E[||wLmt − w∗||2]
+
1
2γ
E[||∇F (wLmt )−∇fDm(t)(wLmt )||2]
=
1
2γ
E[||∇F (wLmt )−∇fDm(t)(wLmt )||2]
− γ
2
E[||wLmt − w∗||2]
(56)
Similarly,
− E[< wGt+ 1
2
− w∗,∇fDm(t)(wGt+ 1
2
) >]
≤ 1
2γ
E[||∇F (wGt+ 1
2
)−∇fDm(t)(wGt+ 1
2
)||2]
− γ
2
E[||wGt+ 1
2
− w∗||2]
(57)
Plugging (54),(55),(56) and (57) into (53) gives
E[||wLmt+1 − w∗||2] + E[||wGt+1 − w∗||2]
≤ (1− 2pLmt,L ηLmt γ)E[||wLmt − w∗||2]
+ (1− 2pGt,LηLmt γ)E[||wGt+ 1
2
− w∗||2]
+ [8(ηLmt )
2 +
2ηLmt
γ
]×
2b2(2 + 12
√
2)2B2
n2m
(
t− 1
b
+
(t− 1)2
nm − (t− 1)b)
+ 8(ηLmt )
2B2 + 2pLmt,GE[||Nmt ||2],
(58)
in which nm =
n
M is the total number of training samples
that node m has. Let a = min{pL1t,L, pL1t,G, · · · , pLMt,L , pLMt,G },
we have
(1− 2pLmt,L ηLmt γ)E[||wLmt − w∗||2]
+ (1− 2pLmt,GηLmt γ)E[||wGt+ 1
2
− w∗||2]
≤ (1 − 2aηLmt γ)
[
E[||wLmt − w∗||2] + E[||wGt+ 1
2
− w∗||2]].
(59)
Let
vm(t) = [8(η
Lm
t )
2 +
2ηLmt
γ
]×
2b2(2 + 12
√
2)2B2
n2m
(
t− 1
b
+
(t− 1)2
nm − (t− 1)b)
+ 8(ηLmt )
2B2 + 2pLmt,GE[||Nmt ||2].
(60)
Assume that at time t, the global model has already been
updated by another node m′, according to (58) we have
E[||wLm′t+1 − w∗||2] + E[||wGt+ 1
2
− w∗||2]
≤ (1− 2aηLm′t γ)
[
E[||wLm′t − w∗||2] + E[||wGt − w∗||2]
]
+ vm′(t)
(61)
Combing (58) and (61), we have
E[||wLmt+1 − w∗||2] + E[||wLm′t+1 − w∗||2] + E[||wGt+1 − w∗||2]
≤ (1− 2aηLmt γ)
[
E[||wLmt − w∗||2] + E[||wGt+ 1
2
− w∗||2]]
+ vm(t) + E[||wLm′t+1 − w∗||2]
≤ (1− 2aηLmt γ)E[||wLmt − w∗||2] + vm(t)
+ E[||wGt+ 1
2
− w∗||2] + E[||wLm′t+1 − w∗||2]
≤ (1− 2aηLmt γ)E[||wLmt − w∗||2] + vm(t)
+ (1 − 2aηLm′t γ)
[
E[||wLm′t − w∗||2] + E[||wGt − w∗||2]
]
+ vm′(t)
(62)
By taking ηLmt =
1
aγ(t−1) , ∀m, and extending (62) to the
M nodes case, we have
M∑
m=1
E[||wLmt+1 − w∗||2] + E[||wGt+1 − w∗||2]
≤ (1− 2
t
)
[ M∑
m=1
E[||wLmt − w∗||2] + E[||wGt − w∗||2]
]
+
M∑
m=1
vm(t).
(63)
In addition, when ηLmt =
1
aγ(t−1) , ∀m,
[8(ηLmt )
2 +
2ηLmt
γ
]×
2b2(2 + 12
√
2)2B2
n2m
(
t− 1
b
+
(t− 1)2
nm − (t− 1)b)
≤ 2(2 + 12
√
2)2B2[
8
a2γ2t
+
2
aγ2
](
1
nm[T − (t− 1)])
(64)
Since each node updates once at every time instance, T =
n
bM =
nm
b . Therefore,
M∑
m=1
E[||wLmt+1 − w∗||2] + E[||wGt+1 − w∗||2]
≤ (1− 2
t
)
[ M∑
m=1
E[||wLmt − w∗||2] + E[||wGt − w∗||2]
]
+ 2M(2 + 12
√
2)2B2[
8
a2γ2t
+
2
aγ2
](
1
nm[T − (t− 1)] )
+
8M
a2γ2t2
B2 + 2
M∑
m=1
E[||Nmt ||2].
(65)
According to Theorem 5,
E[||Nmt ||2] =
8 ln(1.25δ )L
2
b2a2ǫ2γ2(t− j)2 , (66)
in which t − j − 1 is the time instance that node m updates
the global model.
In addition,
1
nm
(
1
t(T − t) +
t∑
j=3
(
t∏
i=j
i − 2
i
)
1
(j − 1)(T − (j − 2)))
≤ 1
nmt(t− 1)
∫ t
1
x
T − xdx ≤
T log t
nmt2
=
log t
bt2
(67)
1
nm
[
1
T − t +
t∑
j=3
(
t∏
i=j
i− 2
i
)
1
T − (j − 2) ]
≤ 1
nmt
∫ t
1
x
T − xdx ≤
log t
bt
(68)
Therefore, by induction, we have
M∑
m=1
E[||wLmt+1 − w∗||2] + E[||wGt+1 − w∗||2]
≤ O(MB
2
a2t
+
MB2 log t
a2bt
+
ML2 ln(1.25δ )
a2b2ǫ2t
).
(69)
APPENDIX I
TRANSDUCTIVE RADEMACHER COMPLEXITY
We introduce some notion of transductive Rademacher com-
plexity [50] that will be used in the convergence analysis of
the proposed differentially private SGD algorithms.
Definition 6. Let V be a set of vectors v = (v1, · · · , vn)
in Rn. Let s, u be positive integers such that s + u = n,
and denote p = su(s+u)2 ∈ (0, 0.5). We define the transduction
Rademacher Complexity Rs,u(V) as
Rs,u(V) = (1
s
+
1
u
)Er1,··· ,rn(supv∈V
n∑
i=1
rivi) (70)
where r1, · · · , rn are i.i.d. random variables such that ri = 1
and ri = −1 with probability p, ri = 0 with probability 1−2p
Lemma 6. [20] Let V = vi, i ∈ [n]; vi ≤ B, we have
Rs,u(V) ≤
√
2( 1√
s
+ 1√
u
)B
Lemma 7. [25] Let α be a random permutation over
1, · · · , n chosen uniformly at random variables conditioned
on α(1), · · · , α(tb), which are independent of α(tb +
1), · · · , α(n). Let sa:b = 1b+1−a
∑b
i=a si. Then, we have
∀t > 1,
E[
1
n
n∑
i=1
si − 1
b
b∑
j=1
sσ(tb+j)] =
tb
n
E[s1:tb − stb+1:n] (71)
Lemma 8. [25] Suppose S ⊂ [−B,B]n for some B > 0. Let
α be a random permutation over 1, · · · , n. Then we have
E(sups∈S(s1:tb−stb+1:n)) ≤ Rtb,n−tb(S)+12B( 1√
tb
+
1√
n− tb )
√
E[sups∈S(s1:tb − stb+1:n)]2 ≤
√
2Rtb,n−tb(S) + (72)
12
√
2B(
1√
tb
+
1√
n− tb )
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