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A note on existence and uniqueness of limit
cycles for Lie´nard systems.
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Abstract
We consider the Lie´nard equation and we give a sufficient condition to ensure exis-
tence and uniqueness of limit cycles. We compare our result with some other existing
ones and we give some applications.
Key words: Lie´nard equation, limit cycles, existence and uniqueness
1 Introduction
In this paper we consider the Lie´nard equation:
x¨+ f(x)x˙+ g(x) = 0 , (1)
where f, g : R→ R, with particular attention to the existence and uniqueness
of limit cycles. This is a classical problem of non–linear oscillation for second
order differential equations. Different assumptions on f and g and different
methods used to study the problem, gave rise to a large amount of literature on
this topic; for a review of results and methods, reader can consult [7], Chapter
IV of the book [13] or [12]. In the following we will give some more references.
We make the following assumptions on f and g:
(A) f is a continuous function and g verifies a locally Lipschitz condition;
(B) f(0) < 0, f(x) > 0 for |x| > δ, for some δ > 0, and xg(x) > 0 for x 6= 0.
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For the Lie´nard equation condition (A) assures existence and uniqueness of the
Cauchy initial value problem, in fact passing to the Lie´nard plane the second
order differential equation is equivalent to the following first order system:

x˙ = y − F (x)y˙ = −g(x) , (2)
where F (x) =
∫ x
0 f(ξ) dξ. Hence assuming hypothesis (A) the right hand side
of (2) is Lipschitz continuous, from which the claim follows.
Assumption (B) guarantees that the origin is the only singular point of the
system, which results a repellor, moreover orbits of (2) turn clockwise around
it. Hypothesis on the sign of f(0) can be weakened by asking xF (x) < 0 for
|x| small, we nevertheless prefer the former formulation (A) because of the
applications we will give in the last part of the paper.
Assuming assumptions (A) and (B) on f and g, our main result will be the
following
Theorem 1.1 Let G(x) =
∫ x
0 g(ξ) dξ and suppose that F and G verify:
(C) F has only three real transversal zeros, located at x0 = 0, x2 < 0 < x1.
Assume moreover that F is monotone increasing outside the interval [x2, x1];
(D) G(x1) = G(x2);
(E) lim supx→+∞[G(x) + F (x)] = +∞ and lim supx→−∞[G(x)− F (x)] = +∞.
Then system (2) has a unique periodic orbit in the (x, y)–plane which is stable.
Because of the equivalence of equation (1) and system (2) also the former has
a unique limit cycle if Theorem applies.
We postpone the proof of the Theorem to the next section, in the following
we will discuss the role of our hypotheses and compare this result with other
existence and uniqueness results concerning Line´nard systems.
Our result follows from investigating the geometry of limit cycles, in particular
their (eventual) intersections with the lines x = x1 and x = x2. With Proposi-
tion 2.1 we give sufficient conditions to ensure intersection of limit cycles with
one or both lines x = x1 and x = x2. Our result will then follow joining these
informations with the result of Theorem 1 [9].
First of all we stress that assumptions are quite standard ones. Hypotheses (A),
(B), (C) and (E) guarantee existence of limit cycles as it will be shown in § 2.1.
Hypotheses on F and the equality for G at roots of F (x) = 0 are fundamental
for our proof. While we can already find in literature such hypotheses of F ,
the link between zeros of F and values of G at these points are new, as far as
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we know. We remark that hypothesis (C) can be weakened by allowing F to
have zeros inside (x2, x1), other than x0 = 0, where it doesn’t change sign.
We already gave some bibliography of results concerning existence and/or
uniqueness of limit cycles for Lie´nard equations; we don’t try to compare our
result with all the existing ones, we will restrict ourselves to emphasize the
strong point of our Theorem and to compare it with some general results.
First of all we don’t assume any parity conditions on F and/or g, on the
contrary if F and g are odd, then Theorem 1.1 contains the Levinson–Smith
result [3] as particular case: let x1 = −x2 be the non–zeros root of F (x) = 0,
G(x) is even because of oddness of g, and then G(x1) = G(−x2).
The monotonicity on F is required only outside the interval determined by
the smallest and largest zeros, namely its derivative F ′(x) = f(x) can have
several zeros inside this interval, this is a more general situation than the
results of Massera [4] and Sansone [5]. The last one follows from our result by
remarking that if g(x) = x, then G(x) = x2/2 and let ∆ > 0 be such that
F (∆) = F (−∆) = 0, we get G(∆) = G(−∆).
The Second remark concerns the hypothesis (D): it’s easy to verify if this
condition on G holds, just compare the function at two points. We don’t need
to use the inversion of any function as in the Filippov case [1] (and in all
results inspired by his method), or to impose conditions on functions obtained
by composition and inversion. These facts make our Theorem easily applicable
as results of section 3 will show.
2 Main result
The aim of this section is to prove our main result, Theorem 1.1. The proof is
divided in two steps, presented in § 2.2 and § 2.3. Before let us introduce two
preliminary results, first, Proposition 2.1, whose role is to give information
about the geometry of limit cycles w.r.t. lines x = xi, where xi are non zero
roots of F (x) = 0. Second, give a proof (§ 2.1) of existence of limit cycles
assuming hypotheses (A), (B), (C) and (E), as claimed in the introduction.
Proposition 2.1 Let f and g verify hypotheses (A) and (B). Let F (x) =∫ x
0 f(ξ) dξ , G(x) =
∫ x
0 g(ξ) dξ and assume F (x) verify hypothesis (C). Then
• if G(x1) ≥ G(x2) all (eventual) limit cycles of (2) will intersect the line
x = x2;
• whereas if G(x1) ≤ G(x2) all (eventual) limit cycles of (2) will intersect the
line x = x1.
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Proof. Let us denote by XL(x, y) = (y − F (x),−g(x)) the Lie´nard field as-
sociate to (2) and let us consider the family of ovals given by: EN = {(x, y) ∈
R
2 : y2/2 +G(x)−N = 0}.
Let us consider the case G(x1) ≥ G(x2), the other can be handle similarly and
we will omit it. The oval EG(x2) doesn’t intersect the line x = x1, whereas EG(x1)
passes through points
(
x2,±
√
2 (G(x1)−G(x2))
)
. Namely EG(x1) contains in
its interior EG(x2) which contains the origin in its interior.
The flow of Lie´nard system (2) is transversal to EG(x2) (more precisely it points
outward w.r.t to EG(x2)):
< ∇EG(x2), XL(x, y)
∣∣∣∣
EG(x2)
>= −F (x)g(x) ≥ 0 ,
equality holds only for x = 0 and x = x2. Let us call (x
∗
1, 0) the unique
intersection point of EG(x2) with the positive x–axis.
Hence from Poincare´–Bendixson Theorem no limit cycle can be completely
contained in the strip [x2, x
∗
1)×R, moreover orbits of (2) spiral outward leaving
EG(x2). Thus any (eventual) limit cycle must intersect the line x = x2. ✷
2.1 Existence of limit cycles
Let us investigate the existence of limit cycles. Consider assumption (E), if
limx→±∞G(x) = +∞, we observe that assumption (C) guarantees that exists
ǫ > 0 and α < 0 < β such that
∫ β
α f(ξ) dξ > ǫ. Moreover f(x) > 0 for
x 6∈ [α, β]. We can then apply Theorem 1 of [8] to obtain existence of limit
cycles.
On the other hand, let us assume limx→+∞G(x) < +∞ (the case limx→−∞G(x) <
+∞ can be handle similarly and we omit it), then using Theorem 3 of [10] we
complete the proof of the existence of limit cycles.
2.2 Uniqueness: Step I
In [9] the following result has been proved
Theorem 2.2 Let f and g verify hypotheses (A), (B) and let F verify hy-
pothesis (C). Let x2 < 0 < x1 be the non–zero roots of F (x) = 0. Assume that
all limit cycles of (2) intersect the lines x = x2 and x = x1. Then system (2)
has at most one limit cycle, if it exists it is stable.
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Let us give by completeness its proof.
Proof. We claim that for any limit cycle, γ, of system (2) we have:∮
γ
g(x) dt = 0,
∮
γ
g(x)y dt = 0 and
∮
γ
g(x) [y − F (x)] dt = 0 ;
this can be proved easily by remarking that g(x)y = d
dt
(
1
2
y2
)
. Hence:
∮
γ
g(x)F (x) dt = 0 . (3)
Hypotheses (B) and (C) give F (x)g(x) < 0 for all x ∈ (x2, 0) ∪ (0, x1), then
using the monotonicity of F outside [x2, x1] and the hypothesis that all limit
cycles intersect both line x = x1 and x = x2, we claim that if γ1 and γ2 are
two limit cycles of (2), γ1 contained in the interior of γ2, one has:∮
γ1
g(x)F (x) dt <
∮
γ2
g(x)F (x) dt ,
which contradicts (3) and so the number of limit cycles is at most one. ✷
The weak point of this result is the assumption that all limit cycles must in-
tersect both lines x = x1 and x = x2, in general this is not true and moreover
it can be difficult to verify. With our result we give sufficient hypotheses to
ensure this fact. Our Theorem is based on a slightly generalization of The-
orem 2.2 that we state here without proof, which can be obtained following
closely the previous one.
Theorem 2.3 Assume (A), (B) and (C) of Theorem 1.1 hold, let Nx1,x2 de-
note the number of limit cycles of system (2) which intersect both lines x = xi,
i = 1, 2. Then Nx1,x2 ≤ 1.
We are now able to prove the main part of our result.
2.3 Uniqueness: Step II
The number of limit cycles of system (2) is by definition Nl.c. = Nx1,x2 +Nx1 +
Nx2 , being Nxi the number of limit cycles which intersect only the line x = xi.
So to prove our main result we only need to control Nxi.
¿From Proposition 2.1 and assumption (D) we know that all limit cycles must
intersect both lines x = xi, i = 1, 2. Namely Nxi = 0, i = 1, 2.
As already remarked in § 2.1 our hypotheses imply existence of at least one
limit cycle, Nl.c. ≥ 1, thus we finish our proof recalling that Theorem 2.3 gives
Nl.c. ≤ 1.
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Before passing to the applications of our Theorem, let us consider in the next
paragraph what can happen when we do not assume hypothesis (D).
2.4 Removing the assumption G(x1) = G(x2)
The first remark is that assumption (D) cannot be removed without avoiding
cases with more than one limit cycle, as the following example shows.
Remark 2.4 (A case with G(x1) < G(x2)) Starting from a classical coun-
terexample of Duff and Levinson [2] to the H. Serbin conjecture [6], we exhibit
a polynomial system where all hypotheses (A)–(E) are verified but (D), which
has 3 limit cycles.
Let us consider the equation:
x¨+ ǫf(x)x˙+ g(x) = 0 , (4)
where ǫ is a small parameter, g(x) = x and f is a polynomial of degree
6, f(x) =
∑3
l=0 a2lx
2l + Ax + Bx3, where a0I0 = −4/81, a2I2 = 49/81,
a4I4 = −14/9, a6I6 = 1, I2k =
∫ 2pi
0 sin
2 θcos2kθ dθ and A,B to be determined.
Coefficients (a2l)2l are fixed in such a way that, passing to polar coordinates,
for ǫ small enough and A,B = 0, system (4) has three limit cycles.
In fact let us introduce polar coordinates: x = r cos θ, y = r sin θ, then (4) can
be rewritten as: 
x˙ = yy˙ = −g(x)− ǫf(x)y ,
thus:
dr
dθ
=
ǫrf(r cos θ) sin2 θ
1 + ǫf(r cos θ) sin θ cos θ
.
If r and |ǫ| are small enough, we can rewrite the previous equation as:
dr
dθ
= ǫ
[
H0(r, θ) + ǫH1(r, θ) + ǫ
2H2(r, θ, ǫ)
]
, (5)
where Hi are analytic functions of r, θ and ǫ. Let ρ > 0 and let us denote by
r(θ, ρ, ǫ), the solution of (5) with initial datum r = ρ, then our system has a
limit cycle if and only if ρ is an isolated positive root of r(2π, ρ, ǫ) − ρ = 0.
Integrating (5) we get:
r(2π, ρ, ǫ)− ρ = ǫF¯ (ρ) + ǫ2R2(ρ, ǫ) , (6)
where F¯ (ρ) =
∫ 2pi
0 ρf(ρ cos θ) sin
2 θ dθ and R2(ρ, ǫ) is some analytic remainder
function. With our choice of (a2l)0≤l≤3 we obtain: F¯ (ρ) = ρ(ρ
2 − 1/9)(ρ2 −
4/9)(ρ2 − 1), and then from (6) we conclude that if |ǫ| is sufficiently small,
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r(2π, ρ, ǫ)− ρ has three positive isolated simple roots, ǫ–close to 1/3, 2/3 and
1.
The method used to find the number of limit cycle doesn’t involve the values
of A,B, we claim that we can vary these parameters in such a way F (x) =∫ x
0 f(ξ) dξ verifies hypothesis (C), with |x2| > x1 and then G(x) = x
2/2 doesn’t
verify hypothesis (D). Just as an example consider:
F (x) =
x
π
(
−
4
81
+
196
81
x2
3
−
112
9
x4
5
+
64
5
x6
7
+
1
200
x+
1
2
x3
)
,
which has three real zeros x0 = 0, x2 < 0 < x1 and its monotone increasing
outside (x2, x1). Moreover f(x) = F
′(x) has four zeros in the same interval 1 .
To conclude this part let us remark that adding further assumptions on F (x),
one can ensure that all limit cycles must intersect both lines x = x1, x = x2,
thus obtaining a existence and uniqueness result for (2). For instance one can
prove the following
Theorem 2.5 Assume f and g verify hypotheses (A) and (B). Let F and
G be the primitives of f and g vanishing at x = 0 and assume they verify
hypotheses (C) and (E). Assume one of the following conditions hold:
(D′) G(x1) > G(x2) and there exists x
∗
2 ∈ (x2, 0) such that F (x
∗
2) ≥
√
2G(x1);
(D′′) G(x1) < G(x2) and there exists x
∗
1 ∈ (0, x1) such that F (x
∗
1) ≤ −
√
2G(x2).
Then Lie´nard system (2) has one and only one limit cycle.
Proof. We only prove the previous Theorem assuming (D′), being the other
case very similar. Let us assume G(x1) > G(x2) and that there exists x
∗
2 ∈
(x2, 0) such that F (x
∗
2) ≥
√
2G(x1), we will prove that any orbit which inter-
sects the line x = x∗2 must intersect also the line x = x1.
Considering the oval EG(x1) = {(x, y) ∈ R
2 : y2/2 + G(x) − G(x1) = 0} one
realizes that there exists a unique point (0, yA) with yA <
√
2G(x1), whose
future orbit will intersect the line x = x1 at the point (x1, 0).
Let us consider now a point (x∗2, yB), with yB ≥ F (x
∗
2), we claim that its future
orbit will intersect the y–axis at some (0, yB′) such that yB′ >
√
2G(x1).
This can be proved by considering the evolution of the function Λ(x, y) =
y2/2 +G(x) under the flow of the Lie´nard system.
1 Using Sturm’s method to find real roots of polynomials we obtain that the zeros of
F belong to the intervals: x2 ∈ [−1.130,−1.129] and x1 ∈ [0.247, 0.248], whereas ze-
ros of f verify: x′4 ∈ [−0.969,−0.9688],x
′
3 ∈ [−0.343,−0.342], x
′
2 ∈ [−0.173,−0.172]
and x′1 ∈ [0.139, 0.140].
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Summarizing the orbit of all point of the form (x∗2, yB) such that yB > F (x
∗
2),
will intersect the line x = x1 with positive y coordinate. This conclude the
proof once we remark that orbits of points (x∗2, y
′) such that y′ < F (x∗2), turn
clockwise and will intersect again the line x = x∗2 at some point (x
∗
2, y
′′) with
y′′ ≥ F (x∗2).
To complete the proof of the Theorem one remark that by Proposition 2.1 all
limit cycles must intersect the line x = x2, hence they must intersect the line
x = x∗2, being x2 < x
∗
2. By the first part these limit cycles intersect also the
line x = x1 and then applying Theorem 2.2 we conclude the proof. ✷
3 Some applications
In this section we give some applications of Theorem 1.1. The first applica-
tion concerns Lie´nard’s systems (2), where F and G verify all hypotheses of
Theorem 1.1 but (D) (§ 3.1 and § 3.2). Our aim is to show that we can find
a new Lie´nard system (slightly modified version of the original one) for which
Theorem 1.1 holds, then exhibiting one and only a limit cycle. The second
application is of different nature, starting with a given Lie´nard system, which
doesn’t verify assumptions of Theorem 1.1, we prove existence and uniqueness
of limit cycles for a new system obtained from the first one just by introduc-
ing two parameters. We will consider the polynomial case (§ 3.3) and a more
general one (§ 3.4).
3.1 Case I: deform g
Let us recall that F has three real zeros, x0 = 0 and x2 < 0 < x1, let us
assume G(x1) 6= G(x2). Let us introduce the 1–parameter family of functions:
gλ(x) =

g(x) if x ≥ 0λg(x) if x < 0 . (7)
Then (gλ)λ verifies hypotheses (A) and (B) of Theorem 1.1, provided λ > 0.
Let us define Gλ(x) =
∫ x
0 gλ(ξ) dξ; let λ∗ = G(x1)/G(x2) > 0, then Gλ∗(x1) =
Gλ∗(x2). Hence also hypotheses (D) and (E) hold and the differential equation:
x¨+ f(x)x˙+ gλ∗(x) = 0 ,
has a unique isolated periodic solution.
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3.2 Case II: deform F
Let us assume G(x1) < G(x2). The idea is now to modify the roots of F in such
a way hypothesis (D) holds. We do this in a simple way, more sophisticated
ones are possibles.
Let λ > 0 and let us introduce the 1–parameter family of functions (Fλ)λ,
defined by:
Fλ(x) =

F (x) if x ≥ 0F (λx) if x < 0 ,
clearly (Fλ)λ verifies hypothesis (E) if F does; (Fλ)λ is no longer Lipschitz at
x = 0 but existence and uniqueness of the Cauchy problem are still verified.
Thanks to the form of g and hypothesis on G, there exists a unique x∗2 < 0
such that G(x∗2) = G(x1), moreover x2 < x
∗
2. Let λ∗ =
|x2|
|x∗2|
and x¯λ∗ = x2/λ∗.
We claim that x¯λ∗ is the unique negative zeros of Fλ(x). Hence hypotheses
(C) and (D) hold, in fact: Fλ has three zeros, x0, x1 > 0 (as F does) and x¯λ,
moreover G(x¯λ) = G(x
∗
2) = G(x1). Hence
x˙ = y − Fλ∗(x)y˙ = −g(x) ,
has a unique limit cycle.
3.3 Polynomial Case
Let us consider a polynomial P2n+1(x) = a2n+1x
2n+1 + a2nx
2n + · · · + a1x,
assume n ≥ 1, a2n+1 > 0 and hypothesis (C) doesn’t hold. We claim that we
can introduce a modified Polynomial Pλ(x) = P2n+1(x)− λx and a function g
verifying hypotheses (A), (B) and (D) such that

x˙ = y − Pλ(x)y˙ = −g(x) , (8)
has a unique limit cycle.
P2n+1(x) has at most 2n local maxima and minima, so let us define:
ξ+ = min{x > 0 : ∀y > x : P
′
2n+1(y) > 0 and P
′′
2n+1(y) > 0}
ξ−= max{x < 0 : ∀y < x : P
′
2n+1(y) > 0 and P
′′
2n+1(y) > 0} .
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Let us consider λ± ≥ 0 such that:
P2n+1(x) ≤ λ+x for all 0 < x < ξ+ and P2n+1(x) ≥ λ−x for all ξ− < x < 0.
Such λ± can be obtained as follows. Consider straight lines y = µx tangent
to y = P2n+1(x) for x ∈ (0, ξ+), they are in finite number, so one can take
λ+ = max |µi|; if P2n+1(x) < 0 on (0, ξ+) we set λ+ = 0. A similar construction
can be done for λ−.
Let λ¯ = max{λ+, λ−} then we claim that for all λ > λ¯, Pλ(x) = P2n+1(x)−λx
satisfies hypothesis (C). By construction Pλ(x) < 0 for all x ∈ (0, ξ+) and
Pλ(x) > 0 for all x ∈ (ξ−, 0). Because a2n+1 > 0, for sufficiently large |x|, Pλ(x)
has the same sign than x, then for x > 0 large enough, Pλ(x) > 0, hence there
is at least one zeros of Pλ(x). Actually this will be the only one. For suppose
there are more zeros 2 and call them x¯1 < x¯2 < x¯3; by construction for all
x ∈ (x¯1, x¯2) we have P2n+1(x) > λx whereas P2n+1(x) < λx for x ∈ (x¯2, x¯3).
This implies P2n+1(x) non–convex for x > ξ+, against the definition of ξ+.
The case for negative x can be handle in a similar way. Let us call x1 the
positive zeros and x2 the negative one. Summarizing: Pλ(x) has threes real
zeros: x0 = 0, x2 < 0 < x1, moreover Pλ(x) < 0 for 0 < x < x1, and Pλ(x) > 0
for x2 < x < 0. Remark that x1 > ξ+ and x2 < ξ−, namely Pλ(x) is monotone
increasing outside [x2, x1].
Let g be any locally Lipschitz function such that: xg(x) > 0 for x 6= 0 and∫ x1
x2
g(ξ) dξ = 0, then Theorem 1.1 applies and (8) has a unique limit cycle.
3.4 Generalization of the polynomial case.
In this section we will generalize the result of the previous section, by proving
an existence and uniqueness result for the Lie´nard equation.
Theorem 3.1 Let us consider the Lie´nard equation:
x¨+ f(x)x˙+ g(x) = 0 , (9)
where f and g verify:
(A) f is continuous and g is locally Lipschitz;
(B′) limx→±∞ f(x) = +∞ and xg(x) > 0 for all x 6= 0.
Then there exist λˆ, such that for all λ ≥ λˆ there exists µ = µ(λ) and system:
x¨+ fλ(x)x˙+ gµ(x) = 0 , (10)
2 They will be at least three, if transversal, because Pλ(ξ+) < 0 and Pλ(x) > 0 for
x large enough. Non–transversal zeros can be removed by small increment of λ.
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has a unique limit cycle, where fλ(x) = f(x)−λ and gµ will be defined in (11).
Remark 3.2 Hypothesis (B′) is a strong one, even if it is always verified
for the important class of polynomial Lie´nard equations. It can be relaxed by
assuming limx→±∞ F (x) = ±∞ and F to be monotone increasing outside some
interval containing the origin, where as usual F (x) =
∫ x
0 f(ξ) dξ.
Proof. For any λ1 > f(0), system (9) where fλ1(x) = f(x) − λ1 replaces
f(x), has at least a limit cycle (see Theorem 3 of [10]). Then one can find a
λˆ ≥ λ1 such that for all λ ≥ λˆ, Fλ(x) = −λx+
∫ x
0 f(ξ) dξ verifies hypotheses of
Theorem 1.1. Just use monotonicity of F , as we did in the previous section for
the polynomial case, to ensure that with λ large enough, Fλ has only two non
zeros roots and it is monotone increasing outside the interval whose boundary
is formed by the two non zeros roots..
Let us call x2(λ) < 0 < x1(λ), the non–zeros roots of Fλ(x) = 0. Then we can
modify g (for instance as we did in § 3.1) introducing:
gµ(x) =

g(x) if x ≥ 0;µg(x) if x < 0, (11)
in such a way
∫ x1
x2
g(ξ) dξ = 0. Namely also hypothesis (D) of Theorem 1.1
holds, and so system 10 has a unique limit cycle. ✷
The role of f and g in the previous Theorem can be in some sense inverted.
More precisely, one can prove the following result
Remark 3.3 Let us given the global center system:
x¨+ g(x) = 0 , (12)
with g locally Lipschitz, xg(x) > 0 for x 6= 0, G(x) =
∫ x
0 g(ξ) dξ and assume
limx→±∞G(x) = +∞. Take any x2 < 0 < x1 such that G(x2) = G(x1)
then we can perturb (12) by adding any continuous friction term f(x)x˙, such
that F (x) =
∫ x
0 f(ξ) dξ verifies F (x1) = F (x2) = 0 and F (x) is monotone
increasing outside the interval [x2, x1], obtaining a Lie´nard system: x¨+f(x)x˙+
g(x) = 0 with one and only one limit cycle.
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