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1 Introduction
In 1987, Schneider presented a general paradigm that provides a single proof of a number of
fault-tolerant clock synchronization algorithms [1]. Ilis proof was subsequently subjected to the
rigor of mechanical verification by Shankar [2]. lh)wever, both Schneider and Shankar assumed
a condition Shankar refers to as bounded delay. This condition states that the elapsed time
between synchronization events (i.e. the time that tile local process applies an adjustment to
its logical clock) is bounded. This property is really a result of the algorithm and should not
be assumed in a proof of correctness. The purpose of this paper is to remedy this by providing
a general proof of this property in the context of the general paradigm proposed by Schneider.
The argument given here is based on the proof of this property for the algorithm of Welch and
Lynch [3, Section 6]. The notation used is from [2] except where noted.
2 Clock Definitions
Any implementation that satisfies the delinitions and constraints in Shankar's report will provide
the following guarantee [2].
Theorem 1 (bounded skew) For any two clocks p and q that are nonfaulty at time t,
IVCW,)- vG(t)l <
That is, the difference in time observed by two non-faulty clocks is bounded by a small
amount. This gives the leverage needed to reliably build a fault-tolerant system. This section
l)resents tim definitions and conditions to be met to guara,ntee this result. Much of it is taken from
sections 2.1 and 2.2 of Shankar's report documenting his mechanization of Schneider's proof [2].
Modifications to the conditions needed for this revision of the theory are also presented .
2.1 Notation
A fault-tolerant clock synchro_fization system is composed of an interconnected collection of
l)hysically isolated clocks. Each redundant clock will incorporate a physical oscillator which
marks passage of time. Each oscillator will drift with respect to real time by a small amount.
1)hysical clocks derived from these oscillators will similarly drift with respect to each other.
There are two different views of physical clocks relating different perceptions of time. Real time
will be denoted by lower case letters, e.g. t, s: Vat time. Typically, time is taken as ranging over
the real numbers. Clock time will be represented by upper case letters, e.g. T, S: Var Clocktime.
While Clocktime is oftea treated as ranging over the reals [3, 2, 4], a physical realization of a
clock marks time in discrete intervals. It is more appropriate to treat values of type Clocktime
asrepresentingsomeintegral numberof ticks. Therearetwo setsof functionsassociatedwith
the physicalclocks1:functionsmappingrealtime to clocktime for eachprocessp,
PCp : time _ Clocktime;
and fimctions mapping (:lock time to real time,
p% : Clocktime _ time.
The intended semantics are for PCp(t) to represent the reading ofp's clock at real time t, and for
p%(T) to denote the earliest real time that p's clock reads T. By definition, PCv(pcp(T)) = T,
for all T. We assume nothing about the relationship ofp%(PCp(t)) to t.
The purpose of a clock synchronization algorithm is to make periodic adjustments to local
(virtual) (:locks to keep redundant clocks within a bounded skew of each other. This periodic
adjustment makes analysis difficult, so an interval clock abstraction is used in the proofs. Each
process p will have an infinite number of interval clocks associated with it, each of these will be
indexed by the number of intervals since the beginning of the protocol. An interval corresponds
to the elapsed time between adjustments to the virtual clock. These interval clocks are equivalent
to a process' physical clock l)lus an offset. As with the physical clocks, they are characterized
by two functions: IC_ : time ---*Clocktime; and iCip : Clocktime ---*time. If we let adj_ : Clocktime
denote the cumulative adjustment made to a clock as of the ith interval, we get the following
definitions for the ith interval clock:
= pc (T- ,djg).
From these definitions it is simple to show i • iICp(,cv(T)) = PCv(p%(T - adj,)) + adj_ = T, for
all T. Sometimes it is more useful to refer to the incremental adjustment made in a particular
interval than to use a cumulative adjustment. By letting ADJiv = adj_ +_ - adjiv we get the
following equations relating successive interval clocks:
icp+'(7') = ic (T- ADJip).
IShankar's presentation includes only the mappings from time to Clocktime. The mappings from Clocktime to
time are added here, because it is a more natural representation for some of the proofs.
A virtual clock,VCp : time ---*Clocktime, is defined in terms of the interval clocks by the equation
i <t<tip+lYCp(t) = ICip(t), for l_p __ .
i denotes tile instant in real time that process p begins the ith interval clock. NoticeThe symbol tp
that there is no mapping fl'om CIocktime to time for the virtual clock. This is because VCp is
not necessarily monotonic; the inverse relation might not be a function for some synchronization
protocols.
Synch ronization protocols provide a mechanism for processes to read each others clocks. The
adjustment is computed as a function of these readings. In Shankar's presentation, the readings
of remote ,:locks are captured in function ®_+1 : process _ Clocktime, where Gp+a(q) denotes
process p's estimate of q's ith interval clock at real time t/p+1 (i.e. IC¢(t;+')). Each process
executes tim same (higher-order) convergence function, cfn: (process, (process _ Clocktime)) ---,
Clocktime, to determine the proper correction to apply. Shankar defines the cumulative adjust-
ment in terms of the convergence fimction as fi)llows:
.(ljl_+l : cftt(p, _)?1) _ PCp(t;+l)
adj ° : O.
The followiug can be simply derived from the preceding definitions:
' '+' w;+'(t?' o?'vc,,(tp ) = )= )
IC_+'(t) = cfn(1,, O_+1) + PC.(t) - PCp(t_ +t)
ADJ = o,(p,o?l)-
Using some of these equations and the conditions presented in the next section, Shankar mechan-
ically veritied Schneidcr's paradigm. This l_aper presents a. general argument for satisfying one
of the assumptions of Shankar's l)roof. The argument requires some modifications to Shankar's
constraints, and introduces a few new a.ssuml)ti,ms. In addition, some of the existing constraints
are rendered unnecessary.
A new constant, R : Clocktime, is iatro(luced which denotes the expected duration of a
synchronization interval as measured I)y clock time (i.e. in the absence of drift and jitter,
no correction is necessary for the clocks to remain synchronized. In this case the duration
of an interval is exactly R ticks). We also introduce a collection of distinguished clock times
S i : CIocktime, such that S i = iR.+S ° and S ° is a particular clock time in the first synchronization
defined to equal iCip(Si). The only constraintsinterval. We also introduce the abbreviation Sp
on S i are that for each nonfaulty clock p, and real times tl and t2,
(vG,(t,) = S _) ^ (VCdt2) = X_) _ t_ = t2,
and there exists some real time t, such that
VCp(t) = S i.
The rationale for these constrM,lts is that we want to unambiguously define a clock time
in each synchronization interwd to simplify the arguments necessary to bound separation of
good clocks. If we choose a clock time near the instant that an adjustment is applied, it is
possible theft the VC will never read that value (because the clock has been adjusted ahead), or
that the va.lue will be reached twice (due to the clock being adjusted back). In [3], the chosen
unambiguous event is the clock time that eaxh good processor uses to initiate the exchange
of clock vMues. For other algorithms, any clock time sufficiently removed from the time of
the adjustment will sullice. A siml)le way to slttisfy these constraints is to ensure for all i,
_ 7'i+1 = l(Ti(ti+l_l
,_'i+ ADd; < 7'i+l-p < 5 'i+l AI)J_, where :p -:r,-p ,"
l'C_(t)
l,cp(7')
VG,(t)
1c;(t)
icy(T)
1
tp
ADJL
o;+f
cfn(p, O; +1 )
The reading of p's physical (:lock at real time t.
The earliest real time that p's physical clock
reads T.
The reading of p's virtual clock at time t. This
is the logical time used by the system.
The reading ofp's ith interval clock at real time t
The earliest real time that p's ith interval clock
reMs T.
The real time that processor p begins the ith
synchronization interval.
Cumulative adjustment to p's physical clock up
i
to and including tv.
adj,+ 1 -- adj
An array of clock readings (local to p) such that
O_(q) is p's reading of q's ith interval clock at t_,.
Convergence function executed by p to establish
correct VCp(t;+l ).
Table 1: Clock Notation
Table 1 summarizes the notation for the key elements required for a verified clock synchro-
nization algorithm.
2.2 The Conditions
This sectionintroducesthe conditionsrequiredby Shankar'smechanicalproofof Schneider's
Theory. The changesneededfor thegeneralextensionto the theoryarealsointroducedhere.
The first conditiondefinesinitial skew,_s, which is a boundon the differencebetweengood
clocks at the heginning of the protocol.
Old Condition 1 (initial skew) bbr nonfaulty processors p and q
IPCp(0)-/'C_(0)l < ds
This condition will be replaced by the following;
New Condition 1 (bounded delay init) For non,faulty processes p and q
i 0_ _<
a constraint similar to tile original condition can be ea._ily derived from this new condition
using the constraint on clock drift. Given suitable constraints on the convergence function, it
will be shown that for non faulty processes p and q, and all i,
Is_ - %'il -- liCp(S') - ic_(S;)[ < D'.
That is, fl' will be shown to bound the separation of clocks at a particular Clocktime in each
interval.
The rate at which a good clock can drift from real-time is bounded by a small constant p.
Old Condition 2 (bounded drift) There is a nonnegative constant p such that if clock
p is nonfaulty r_t time s, s >_ t, then
(1 - p)(._ - t) < l'Cp(s) - l'Cp(t) < (1 + p)(s - t)
This characterization of drift is not quite accurate, and is only valid if Clocktime ranges over
the rationals or reals. If we treat Clocktime as an integer, the inequality does not hold for all s,
t, or p. We restate the condition for the mapl)ing from Clocktime to time. To allow for future
modifications to the theory which allow for recovery from transient faults, we also remove the
implicit assumption that non-faulty clocks have been so since the beginning of the protocol.
New Condition 2 (bounded drift) There is a nonnegative constant p such that if p's
clock is nonfaulty during the interval from T to S, (S >_ T), then
(S - T)/(I + p) < pcp(S ) - pcv(T) <_ (1 + p)(S - T)
TILe 1)enetit of changing the lower I)ound to (S - 7")/(1 + p) is that we can derive the following
constraint on tile mapping from time to Clocktime:
(l)cp(S) - pcv(T))/(1 + P) <_ PCv(pcv(S)) - PCp(pcv(T)) <- (1 + p)(pcp(S) - pcp(T))
This is not as strong an assumption as Shaukar's original condition. IIowever, if the unit of time
is taken to be a tick of Clocktime and Clocktime ranges over the integers, we can then derive the
following bound on drift that is sufficient for preserving Shankar's mechanical proof (with minor
modifications):
i(s - t)l(1 +/,)J < - Pc (t) < F(1+ - t)].
Note that using Shankar's algebraic relations defining various components of clocks, we can use
these constraints to bound the drift of any interval clock (iCip) for any i.
The following corollary to bounded drift limits the amount two good clocks can drift with
respect to each other during the interval from T to S.
[pc,,(S) - pcq(S)l <_ [pcv(T) - pcq(T)l + 2p(S - T)
Shankar stated the above corollary with respect to the original formulation of bounded drift.
We can also derive an additional corollary (this adapted from lemma 2 of [3]).
[(pcv(S ) - S)- (pcp(T)- T)I _<pIS- TI
A similar relation holds for PC.
Shankar assumes a bound on the duration of the synchronization interval.
Old Condition 3 (bounded interval) For nonfaulty clock p
• i <O< rmi n < t'p+l - t v_ rmax
The terms rmi n and rmax are uninstantiated constants. In our formulation, we assume that
a nominal duration (R) of an interval is determined from the implementation. We set a lower
bound on R by placing restrictiotls on the events S i. The term ot(fl' + 2A') will be shown to
bound ADjip for nonfaulty process p. The function a is introduced in condition 11, fl_ is a
bound on the separation of clocks at a particular Clocktime in each interval, and A _ bounds the
error in estimating the value of a remote clock.
New Condition 3 (bounded interval) For nonfaully clock p,
S i + a(/3' + 2A') < 7_ +_ < S i+l - a(B' + 2A')
A trivial consequence is that R > 2a(fl' + 2A'). Clearly, we can let rmi n = (R - a(fl' +
2A'))/(1 + p) and rmax = (l + p)(R + a(/3' + 2A')). The values for h', fl', and ,_() will be
determined by the implementation. The constraints on these values will be presented later.
Shankar and Schneider I)oth assume the following in their proofs. The condition states that
the elapsed time between two processes starting their ith interval clock is bounded. This prop-
erty is closely related to the end result of the general theory (bounded skew), and should be
derived in the context of an arbitrary algorithm.
Old Condition 4 (bounded delay) For nonfaulty clocks p and q
- t;l _<
The related property, that for nonfaulty clocks p and q,
is proven independently of the algorithm in section 3. This gives sufficient information to prove
bounded delay directly from the algorithm, however, this proof depends upon the interpretation
of T_. Two interpretations and their corresponding proofs are given later.
The next condition states that all good clocks begin executing the protocol at the same
instant of real time (and defines that time to be 0).
Old Condition 5 (initial synchronization) For nonfaulty clock p
0 0tp = I
This is clearly unsatisfiable, and will be discarded. It is used in proving the base case of the
induction proof which establishes that good clocks are within _s of other good clocks, immedi-
ately following applying a correction. A satisfiable condition for that proof is that
New Condition 5 (initial synchronization) For nonfaulty clock p
0 0lCp(tp) = 7`0
where 7 ,0 is some constant clock time known to all good clocks (i.e. T o is the clock time in
the initial state). This just states that all nonfaulty clocks start the protocol at the same
Clocktime. It is possible that this condition can be eliminated entirely.
Since we do not want process q to start its (i + 1)th clock before process p starts its ith,
Shankar states a nonoverlap condition
Old Condition 0 (nonoverlap)
fl <_ rmi n
i < tq+l.This, with bounded interval and bounded delay, ensures that for good docks p and q, t v _
We restate the condition in ternis related to this presentation
New Condition 6 (nonoverlap)
/7 <_ (R - _(S3' + 2A'))/(1 + p)
This essentially defines an additional constraint on R; namely that R > (1 + p)fl + a(fl' + 2A').
All clock synchronization protocols require each process to obtain an estimate of the clock
values for other processes within the system. Error in this estimate can be bounded, but not
eliminated.
Old Condition 7 (reading error) For nonfiiulty clocks p and q
• i i+1llCq(t v )-O_,+l(q)[ < A
llowever, in stating this condition an important consideration was overlooked. In some pro-
tocols, the ability to accurately read another processor's clock is dependent upon those clocks
being already synchronized. Therefore, we add a precondition to the condition. Another useful
obscrvation is that an estimate of a remote clock's value is subject to two interpretations. It
can lie used to approximate the difference in Clocktime that two clocks show at an instant of
real time, or it can be used to approximate the separation in real time that two clocks show the
same Clocktime.
New Condition 7 (reading error) For nonfaulty clocks p and q, if]sip - a_] < fl',
, ,+,, _ o. +t ;a;:,;+, -(,"c;(:,,+')- ,,a,:,,+,1. IICq(tp ) (q)[ = I(O;+t(q)--"p,+p )) -+m+p ))1-< A
- (+cv(+p )- +cq(_lp ))1 < Ae. l((-)_+t(q) IC_(t+p+')} - + ,++i .+ ,-,,+,
ICp(t. ))- (/cip(S ;) - ic_(,S';))l < A'3. I(O/p+l(q)- + i+l
The first clause just restates the existing read error condition to illustrate that the read er-
ror can also be viewed as tile error in an estimate of the difference in readings of Clocktime,
i.e. tile estimate allows us to al)proximately deterntine another clocks reading at a particular
instant of time. The second clause recognizes that this difference can also be used to obtain
an estimate of the time that a remote clock shows a particular Clocktime. The third clause is
the one used in this paper; it relates real time separation of clocks when they read S + to the
estimated difference when the correction is apl)lied. A bound on this could be derived from the
second clause, but it is likely that a tighter bound can be derive(1 from the implementation.
Since the guaranteed skew is derived, in part, from the read error, we wish this bound to be as
tight as possible. For this reason, we add it as an assumption to be satisfied in the context of a
particular implementation.
The remaining constraints are unaltered in this presentation. They are exactly as Shankar
stated them. The first of these is that there is bound to the number of faults which can be
tolerated.
Old Condition 8 (bounded faults) At arty time t, the number of fitulty processes is at
most F.
Synchronization algorithms execute a convergence function cfn(p, O) which must satisfy the
conditions of translation invariancc, pTY+cisiou c_+hanccmc_l, and accuracy preservation irrespec-
tive of the physical constraints on the system. Shankar mechanically proves that Lamport and
Melliar-Smith's Interactive Convergence function [5] satisfies these three conditions [2]. A me-
chanically checked proof that the fault-tolerant midpoint function used by Welch and Lynch [3]
satislies these conditions is presented in [6]. Schneider presents proofs that a number of other
protocols satisfy these properties in [1].
Translation invariance states that the value obtained by adding z to the result of the conver-
gence function should be the same as adding x to each of the clock readings used in evaluating
the convergence function.
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Old Condition 9 (translation invariance) fbv any function 0 mapping clocks to clock
vf_lue8_
cfn(p, (An: O(n) + x)) = cfn(p, O) + x
PT_cision enhancement is a formalization of tile concept that, after executing the convergence
function, the values of interest shouhl be close together.
Old Condition 10 (precision enhancement) Given any subset C of the N clocks with
ICI >_N-F, and clocks p and q i_zC, then for any readings 7 and 0 satisfying the conditions
1. for any I in C, Iv(e)- 0(e)l _<x
2. for any l, m in C, Iv(e)- _(m)l _<y
s. for any l, in C, IO(e)- O(m)l_<y
there is a bound r(x, y) such that
Icfn(p, 7 ) - cfn( q,O)l <_ 7r( x, y)
Accuracy preservatiou formalizes the notion that there should be a bound on the amount of
correction applied in any synchronization interval.
Old Condition 11 (accuracy preservation) Given any subset C of the N clocks with
ICI >_N - F, and clock ,'eadi,tgs 0 such that for any I and m in C, the bound IO(l)- O(m)l < x
holds, theT_ is a bound oz(x ) such that for any q in C
Jef,(p,O)- O(q)l _<_(x)
In the course of his proof of Theorem 1, Shankar derives the following additional conditions
for an algorithm to be verified in this theory.
1. lr(2A + 2/3p, _s + 2p(rmax + f3) + 2A) < bs
2. dis + 2prmax < di
3. or(dis + 2p(rmax + fl) + 2A) + A + 2pfl < di
These l)revent trivial bounds for the prol)erties of precision enhancement and accuracy preserva-
tiolt. Future plans include revisiting Shankar's proof to try to improve on these constraints. The
next section uses the new conditions presented in this section, along with the old constraints on
the convergence function to provide a general proof of hounded delay.
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3 A General Solution for Bounded Delay
' " ' i i denotes the realSchneider s schema assumes that ItS,- tq[ _<fl for good clocks p and q, where t v
time that clock p begins its ith interval clock (this is condition 4 in Shankar's presentation).
Anyone wishing to use tile generalized proof to verify an implementation correct must prove that
this property is satisfied ill the context of their implementation. In the case of the algorithm
presented ill [3], this is a non-trivial proof.
The difficulty stems, in part, from the inherent ambiguity in the interpretation of t_+1 in
the context of an arbitrary algorithm. Relating the event to a particular clock time is difficult
because it serves as a crossov(,r point between two interval clocks. The logical clock implemented
by the algorithnl undergoes an instantaut'ous shift in its representation of time. Thus the local
clock readings surrounding the time of adjustment may show a particular clock time twice, or
never. The event l_+l is determined by the algorithm to occur when ICiv(t) = T_ +1, i.e. T_ +1
is the clock time for applying the adjustment ADJ_ = (adjip +a - adjip). This also means that
1_+1 • i ,i+1= zcv(l p ). In an instantaneous adjustment algorithm there are at least two possibilities:
1. T¢ +1 =(i+l)R+7 ,0 , or
2. T¢ +' = (i + 1)R + T ° - Al)Jip.
A more stable frame of reference is needed for bounding the separation of events. Welch and
Lynch exploit their mechanism for reading remote clocks to provide this frame of reference. Every
clock in the system sends a synchronization pulse when its virtual clock reads S i = iR + S °,
i denote the earliest real time thatwhere S O denotes the first exchange of clock values. Let av
ICiv(t) = S i. If we ignore any iml)lied interpretation of event s/v, and just select S i which satisfy
condition 3 we have sufficient information to prove hounded delay for an arbitrary algorithm.
The g(,neral proof follows closely the argument given in [3]. The proof adapted is that of
i-t_l< _. ToTheorem 4 of [3, section 6]. We wish to prove for good clocks p and q that Itv
establish this we first prove the following:
Theorem 2 (bounded delay off,_et) For nonfitulty clocks p and q, and for i > O.
(a) If i > 1, then [ADJI;-1[ < c_(fl' + 25').
Proof: By induction on i. The hase case (i = 0) is trivial; part (a) is vacvously true and ('b) is
true I)y assumption.
Assuming that (a) and (b) are true for i we proceed by showing they hold for i + 1
tl
(a)
We begin by recognizing that (a) is an instance of accuracy preservation. ADJ (i+D-1 = adjlp+1 -
adjip = cfn(p, Oip+l) - __p,_pl(;i(ti+l_,.Since ICp(tp'i+1)= 0_,+1 (p)(no error in reading own clock), we
have an instance of accuracy preservation:
14-0,, el,+') - o_+'(p)l _<,_(_).
All that is required is to show that ,6'+ 2A' substituted for x satisfies the hypotheses of accuracy
preservation.
We need to establish that for good/', m,
io_+'(e.)-oW(,,.)l _<_' + 2A'
We know fl'om the induction hypothesis that for good clocks p and q,
I_; - -_1 = lidp( Si ) - iciq,.-(_i_l,, -< _'
Using reading error and tit(., induction hyl)othesis we get for nonfaulty clocks p and q
I(O_+_(q) - ICp(tp''+_)) -(ic_(S')- ic_(S'))l < A'
We proceed as follows:
IO_+'(e)- o_+'(m)l
= I(O':'(e) - ok÷'(m)) + (1c_(t':,) -w_(t':'))
+ (icip(S i) - icip(Si))+ (ici_(S i) -ici(Si)) + (icim(S i) - icim(Si)) I
_< lici(S _) - ic_(Si)l + [(O_+'(g) - IC;(t_,ii+, ))_ (icip(S i) _ iei(Si))l
+ I(0;+'(,.)- tc'(:+_))- • ._ "_.,,,._,, (,%(.s)- i_i,,(s'))l
_< /_' + 2A'
We get the last step by substituting t and m for p and q respectively in the induction hypothesis,
then using reading error twice, substituting first e for q and then m for q.
(b)
All supporting lemmas introduced in this section ilnplicitly assume both the induction hypothesis
and part (a) for i + 1. In Welch and Lynch's presentation they introduce a variant of precision
enhancement. We restate it here in the context of the general protocol:
12
Lemma 1 For good clocks p and q,
I(ic_(.S")-' _ '_• wq(5 )) - (AD.] I, - ADJiq)l < n-(2A' + 2,fl' + 2A')
Proof: We begin by recognizing that ADJip = cJ'n(p,(A&Op+l(g) - ICip(tip+l)))(and similarly
for ADJiq). A simple rearrangement of tile terms give us
I(.iC/p(SI) - ic_( 5'i ) ) - (A D,II, - A D Jiq )l
= I(AD.]I,-ic_p(Si)) - (AI),I_- ic_(Si))l
To use translation inva.ri_u_ce, we first need to convert the terms ic_(5 '/) and iciq(S i) to Clocktime.
We do this via tile integer floor aud ceiling functions. Without loss of generality, assume that
( AD Sip - ic_(5'i)) > (AD,I, i, - ici,(5 'i)).
I(ADjip- icip(Si)) - (ADJ_ - ic_(Si))l
< ](ADJ,- Lic_p(S')J)-(ADJ_q-fi_(,S'_)])I
= i,,:,,(p,(.xe.o_+,(e)-;c;;(t;:')- Lic;(S')J))- cf,,(q,(.xe.o;+'(e)- ic_(t_+_)- [ic_(Si)l))l
All that is required is to demonstrate that if (M.OI+I(e) - IC_(t/p +1) - lic_(S')J) = _ and
(,xe.oiq+_(e)_ i i+_ICq(tq ) - [ic_(Si)]) = O, they satisfy the hypotheses of precision enhancement.
Wc know from reading error and the induction hypothesis that
i(ol),(e ) _ i _+,lC,(t,, )) - (ic_(s;) - ici(s_))l < A'
To satisfy the first hyl)otlmsis of precision cnhancenwnt we notice that
I(M'O/_+t(g) - -_"p,"vtC'itti+')-[ic_(Si)J) (_) -(M"O_+' (g) - IC_(t_ +') - [ic_(Si)])(t)l
= - __,, ,, )- ) (O'q+'(g)- [ic_(Si)])l
= i((%+'(e) - K.,(_"'+')) - (i:cV.S")l - _4(s")))
-((o_'(e)- '_ _+'l(,q(tq ))- (fidq(S;)] - ic_(S_)))l
< 2A' + 2
Therefore, we can substitute 2A'+2 for x to satisfy the first hypothesis of precision enhancement.
3'o satisfy the second and third hyl)othcsis we proceed a.s follows (tile argument presented is
for (M.oI+t(g)- -'.,,v'p'f'it'i+_,- Lici,(si)J) = 7). We ,,eed a y s,,ch that
i(_e.o_+,(e) _ ..:,,,_,,,:.,¢,,+,_,- LicV.s'qj)(e)- (_e.o_+'(e) - :c],(t_+,)- Lic_(s_)J)(m)l<_y.
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Weknowthat
i(_e.%+'(0- ic_(t_+')- ti4(s')])(e)- (_t.o_+'(0- Ic_(t_+,)- k;4(s')J)(m)l
= i(o;_÷'(e)- _c;_(_;;+')-t_4(s')])- (o_+_(m)- _rc;(_;_+')- t_c_(s')J)
= io,_+,(e)- o_?,(m)l.
The argument in part (a) shows that this value is bounded by 13' + 2A _ which is the desired y
for the remaining hypotheses of precision enhancement. •
Now we bound the separation of icip+'(T) and icf+'(T) for all T.
Lemma 2 For good clocks p and q, and clock time T,
]ic_+'(7')- ic_+'(T)[ _< 2p(lT- Si[ + a(/Y + 2A')) + _r(2A' + 2,fl' + 2A')
Proof: The proof is taken verbatim (modulo notational differences) fi'om [3, Lemma 10].
Note that ic/p+l(T)= .. i,tCp(,,I - ADJip) and ici,+'(7 ') = ic_(T - ADJ,). Now
[ic_+'(7') - ic_+'(T)]
< fi4(T- ADJ_)- _4(S')- (T- ADS'.- S;)l
+[ic_(T- ADJ,)- ic_(S i) - (T- ADJ_ - Si)[
+[(ieip(S i) - ic_(Si)) - (ADJ; - ADJ,) I
The three terms are bounded separately. Ily the second corollary of bounded drift we get
[ic_(T - ADJ_) - ,cv(5.i .i) _ (T _ ADdip _ Si)[
< p[7'- S i- ADJ,[
<_ p([T- S i] + a(fl' + 2A')). from part (a) for i + 1.
The second term is similarly bounded. Lemma 1 bounds the third term. Adding the bounds
and simplifying gives the result. •
This leads to the desired result:
Lemma 3 For good clocks p and q,
Is_+1 - s_+'l _< 2p(R + a(fl' + 2A')) + a'(2h' + 2,/_' + 2A') <_/3'
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Proof: This is simply an instanceof Lenlma2 with S i+1 substituted for 7'.
This completes the proof of Theoretu 2. Algebraic manipulations on tile inequality
2p(R + _(/_' + 2A')) + _-(2A' + 2,/_' + 2A') _</_'
give us an upper bound for R.
3.1 Relationship to Shankar's Mechanical Proof
We begin by noticing that both instantaneous adjustment schemes presented in this paper allow
for a sim])le derivation of a fl that satisties the co,dition of bounded delay. These are sufficient
to establish condition 4. Notice that knowledge of the algorithm is required in order to fully
establish this property.
1. When V_ +' = (i + 1)R + "1'°, let fl = fl' + 2/,(T_ +' - Si).
2. When _p'I'i+l ..... (i + 1) IL + T ° A l).]ip, let fl /_' 2p( S i [Cp(tp) ).ii
This implies that all down stream proofs need not I)e altered, llowever, it is possible that some
bounds and arguments can be improved. This leaves us with a set of conditions which are much
easier to satisfy for a particular implementation. A proof that an implementation is an instance
of this extended theory requires the following:
• Prove the properties of translation inwriance, precision enhancement and accuracy preser-
vation for the chosen convergence function.
• Ide,ltify data structures i,, the inqJlementation which correspond to the Mgebraic defini-
tions of clocks. Prove that the structures used in the iml)lementation satisfy the definitions.
• Prove that the in,plemcntation correctly executes a variation of the following algorithm:
i--0
do forever {
exchange clock values
determine adjustment for this interval
determine T i+! (local time to apply correction)
when ICi(t) = T TM apply correction; i _-- i + 1
}
• Prove the new condition of read error in the context of the algorithm.
• Solve the four (three from [2], one froln above) derived inequalities using values determined
fi'om the implenmntation.
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, Prove correct a mechanism for establishing initial synchronization 0 0
• (18p-_ql _/_'). Ensure
that/_' is as small as possible within the constraints of the aforementioned inequalities.
• If the protocol does not behave in the manner of either instantaneous adjustment option
presented in this paper, it will be necessary to use another means to establish Vi : It_ -t_l _<
f3f,.o,,,vi: I_ - _,',1_<f_'.
3.2 EIII)M Proofs of Bounded Delay
Tile ElIDM (version 5.2) proofs and supporting (tetilfitious and axioms are in the modules delay,
delay2, delay3 and delay4. I$TEX formatted listings of these modules are in the appendix. 2
Some of the revised constraints presented in section 2 are in module delay. The most difficult
aspect of the proofs was determining a reasonable predicate to express nonfaulty clocks. Since
we would like to express transient fault recovery in the theory, it is necessary to avoid the
axiom correct_closed fi'om Shailkar's module clockassumptions 3 The notion of non-faulty clocks
is expressed by the following from module delay.
correct_during: function[process, time, time --* bool] =
(_p,t,s : t < s A (Vtl : t _< tl A ti <_ s _ correct(p, tl)))
wpred: function[event -_ function[process --* bool]]
rpred: function[event -_ function[process -* bool]]
wvr_pred: function[event _ function[process _ bool]] =
( _ i: ( _p: wpred(i)(.)v rpred(i)0,)))
wpred.ax: Axiom count(wpred(i), N) > N - ._'
wpred_correct: Axiom wpred(i)(p) D correct_during(p, t_, t_+')
wpred_preceding: Axiom wpred(i + l)(p) _ wpred(i)(p) V rpred(i)(p)
wpred_rpred_disjoint: Axiom -_(wpred(i)(p) A rpred(i)(p))
wpred_bridge: Axiom
wvr_pred(0(P)^ correct_during(p,_÷', t_+_) D wpred(i+ Z)(_)
Also, modllle delay3 states the following axiom:
recovery_lemma: Axiom
delay_pred(i) A ADJ_pred(i + 1)
h rpred(i)(p)A correct_during(p, t.i+', t._,+2) A wpred(i + 1)(q)
I-'Y' - _+'1-< l_'
2A slightly modified version of Shankar's module clockassumptions is also included in the appendix for
corn pleteness.
3This axiom has not yet been removed from the general theory. None of the proofs of bounded delay offset
depend oil it, however.
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Therearetwopredicatesdefined,wpred and rpred. Wpred is used to denote a working clock, i.e.
it is not faulty and is in the proper state. Rpred denotes a process that is not faulty, but has not
yet recovered proper state ill formation. Correct is a predicate taken from Shankar's proof which
states whether or not a clock is fault-free at a particular instance of real time. Correct_during is
used to denote correctness of a clock over an interval of time. In order to reason about transient
recovery it is necessary to provide an rpred that satisfies these relationships. If we do not plan
oil establishing transient recovery, let rpred(i) = (.kp :false). In this case, axioms recovery_lernrna
and wpred_rpred_disjoint are vaclLously true, and tile remaining axiom are analogous to Shankar's
correct_closed. This reduces to a system il_ which the only correct clocks are those that have
been so since the beginniHg of the i)rotoc(_l. This is precisely what should be true if no recovery
is possible.
The restated property of boHided drift is captured by axioms RATE_I and RATE_2. The new
constraints for bounded interval are rts_new_l and rts_new_2. Bounded delay init is expressed by
bnd_delay_init. The third (:l;zuse of the new rci_dillg error is reading_error3. The other two clauses
are not used in this proof. An a(l(litio_lal assumption not included in the constraints given in
section 2 is that there is no error in re;_di,,g your own clock. This is captured by read_self.
In addition there were a few ass,Jmptions in(:lu(led defining interrelationships of some of the
constants required by the theory.
The statement of Theorem 2 is bnd_delay_ofFset in module delay2. The main step of the
inductive proof for part (a) is captured by good_Readclock. This, with accuracy preservation was
suificient to establish bnd_delay_offset_ind_a. Part (b) is more involved. Lemma delay_prec_enh in
module clelay2 is the machi,m checked version oflemma 1. Module delay3 contains the remaining
proofs for part (b). Lemm:t 2 is presented as bound_future. The first two terms in the proof
are bounded by lemma bouncl_futurel, the third I)y delay_prec_enh. Lemma bound_FIXTIME
completes the proof.
Module delay4 contai_,s tile [)roofs that each of the proposed substitutions for /3 satisfy
the condition of bounded dela.y. Option 1 is captured by optionl_bounded_delay, and option 2 is
expressed by option2_bounded_delay. The EH i)m proof chain status, demonstrating that all proof
obligations have been met, can tie found ill the a ppe,/dix. The task of mechanically verifying
the proofs also forced some minor revisiol,s to som('_ han(I proofs in an earlier draft of this paper.
The errors revealed by tim mechanic_d proof i_lclu(led inwdid substitution of reals for integers,
and arithn,etic sign errors.
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4 Concluding Remarks
This paper presents a mechanic_flly confirmed l)roof for satisfying tile condition bounded delay
in the context of an arbitrary clock synchronizatior, algorithm. The general theory presented
by Schneider (and nmchanically verified hy Sha, nkar) assumes this property. Ilowever, for some
clock synchronization algorithms, the difficulty of tile proof required to establish this property
is comparable to that of directly proving t]_e algorithm col"rect. If we wish to use Schneider's
paradigm to simplify the verification of clock sy,chronization systems, a general proof of bounded
delay is required. The proof given by Welch and Lynch for a related property was generalized
and recast in the context of Schneider's ge,er,_l theory. In additiont changes to the underlying
assumptions of the theory were givell. Thes(, changes shotfld ease the task of satisfying the
assumptions in the course of verifying a.n itlll)lemel,t_ttion. The proofs presented here were
suificient to convince EIIDM that the l)rope,'ty of bounded delay can be satisfied in a general
manner. Furthermore, Shaukar's mechanica.1]y cl_ecked proofs still hold for the modified theory
(modulo minor changes). It is possible that reworking Shankar's proofs using the new constraints
will yield better bounds on the derived constraints.
A Proof Chain Status
Terse proof chains for module delay4
Use of the formula
delay.RhTE_lemma1_iclock
requires the following TCCs to be proven
delay_tcc.RATE_2_TCC1
delay_tcc. RATE_2_iclock_TCCl
delay_tcc.rate_simplify_TCC1
Use of the formula
division.div_ineq
requires the following TCCs to be proven
division_tcc.mult_div_l_TCC1
division_tcc.mult_div_TCC1
division_tcc.div_cancel_TCC1
division_tcc.ceil_mult_div_TCC1
division_tcc.div_nonnegative_TCC1
division_tcc.div_ineq_TCC1
division_tcc.div_minus_l_TCC1
Use of the formula
delay2.bnd_delay_offset
requires the following TCCs to be proven
delay2_tcc.ADJ_pred_TCC1
delay2_tcc.ADJ_pred_TCC2
Use of the formula
natinduction.induction
requires the following TCCs to be proven
natinduction_tcc.ind_m_proof_TCCl
Use of the formula
noetherian[naturalnumber, natinduction.lessJ.general_induction
requires the following assumptions to be discharged
noetherian[naturalnumber, natinduction.less].well_founded
SUMMARY
The proof chain is complete
The axioms and assumptions at the base are:
clockassumptions. IClock_defn
clockassumptions.accuracy_preservation_ax
clockassumptions.precision_enhancement_ax
clockassumptions.rho_0
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clockassumptions.translation_invariance
delay.RATE_l
delay.RATE_2
delay.R.FIX_SYNC_O
delay.bnd_delay_init
delay.fix_between_sync
delay.read_self
delay.reading_error3
delay.rts_new_l
delay.rts.new_2
delay.synctime_defn
delay.wpred_ax
delay.wpred_correct
delay.wpred_preceding
delay3.betaprime_ax
delay3.recovery_lemma
delay4.option1_alg
delay4.option2_alg
division.mult_div_l
division.mult_div_2
division.mult_div_3
floor_ceil.ceil.defn
floor_ceil.floor_defn
multiplication.mult.non_ne E
multiplication.mult_pos
noetherian[EXPR, EXPR].general_induction
Total: 30
The definitions and type-constraints are:
absmod.abs
clockassumptions.Adj
clockassumptions.okay_Keadpred
clockassumptions.okay_pairs
delay.ADJ
delay.FIXTIME
delay.correct_during
delay.fixtime
delay.iclock
delay2.ADJ_pred
delay2.delay_pred
delay3.good_interval
multiplication.mult
Total: 13
The formulae used are:
absmod.abs_3_bnd
absmod.abs_com
2O
absmod.abs_geO
absmod.abs_plus
delay. ADJ_leml
delay.ADJ_lem2
delay.FIXTIME_bound
delay.RATE_1.iclock
delay.RATE_2_simplify
delay.RATE_2_simplify_iclock
delay.RATE_lemma1_iclock
delay. KATE_lemmal_iclock_sym
delay. RATE_lemma2
delay. RATE_lemma2_iclock
delay.R11hack
delay.correct_during_hi
delay.correct_durinE_sub_lefr
delay.correct_during_sub_right
delay.correct_during_trans
delay.dill_squares
delay.iclock_ADJ_lem
delay.iclock_defn
delay.mult_abs_hack
delay.mult_assoc
delay.rate_simplify
delay.rate_simplify_step
delay.wpred_fixtime
delay.wpred_fixtime_low
delay.wpred_hi_lem
delay2.ADJ_hack
delay2.abs_hack
delay2.absceil
delay2.absfloor
delay2.abshack2
delay2.abshack3
delay2.abshack4
delay2.abshack5
delay2.abshack6a
delay2.abshack6b
delay2.abshack7
delay2.bnd_delay_offset
delay2.bnd_delay_offset_O
delay2.bnd_delay_offset_ind
delay2.bnd_delay_offset_ind_a
delay2.bnd_delay_offset_ind_b
delay2.ceil.hack
delay2.delay_prec_enh
delay2.delay_prec_enh_stepl
delay2.delay_prec_enh_stepl_sym
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delay2.floor_hack
delay2.good_ReadClock
delay2.prec_enh.hypl
delay2.prec_enh_hyp_2
delay2.prec_enh_hyp_3
delay2_tcc.ADJ_pred.TCC1
delay2_tcc.ADJ_pred_TCC2
delay3.ADJ_bound
delay3.A1pha_O
delay3 R_O_hack
delay3 R_O_lem
delay3 abs_O
delay3 abs_minus
delay3 abshack
delay3 abshack2
delay3 abshack_future
delay3 bound_FIXTIME
delay3.bound_FIXTIME2
delay3.bound_future
delay3.bound_fuZurel
delay3.bound_future1_step
delay3.bound_future1_szep_a
delay3.bound_future1_sZep.b
delay3.delay_offset
delay3.good_interval_lem
delay4.option2_convert_lemma
delay4.option2_good_interval
delay_Zcc.RATE_2_TCC1
delay_tcc.RATE_2_iclock_TCCl
delay_tcc.rate_slmplify_TCC1
division.div_cancel
division.div_ineq
divlsion.mult_div
division_tcc.ceil_mult_div_TCCl
division_tcc.div_cancel_TCC1
division_tcc.div_ineq_TCC1
division_tcc.div_minus_1_TCCl
division_tcc.div_nonnegative_TCC1
division_tcc.mulz_div_1_TCC1
dlvision_tcc.mulz_div_TCC1
mulriplicaZion.distrib
mul_iplication.distrib_minus
mulriplication.mult_com
multiplication.mult_Et
mulZiplication.mulZ_Idistrib
multiplication.mult_Idistrib_minus
mulZiplication.mult_leq_2
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multiplication.mult_lident
multiplication.mult_rident
multiplication.pos_product
na_induction.induction
natinduction_tcc.ind.m_proof_TCCl
noetherian[naturalnumbsr, natinduction.less].well.founded
Total: 102
The completed proofs are:
absmod.abs_3_bnd_proof
absmod.abs_com_proof
absmod.abs_geO_proof
absmod.abs_plus_pr
delay. ADJ_leml_pr
delay.ADJ_ism2_pr
delay.FIXTIME_bound_pr
delay.RATE_l_iclock_pr
delay.RATE_2_simplify_iclock_pr
dslay.RATE_2_simplify_pr
delay.RATE_lemma1_iclock_pr
delay.RATE_lemma1_iclock_sym_pr
delay.RATE_lemma2_iclock_pr
delay.RATE_lemma2_pr
delay.Rllhack_pr
delay.correct_during_hi_pr
delay.correct_during_sub_left_pr
dslay.correct_during_sub_right_pr
delay.correct_during_trans_pr
delay.diff_squares_pr
dslay.iclock_ADJ_lem_pr
delay.iclock_defn_pr
delay.mult_abs_hack_pr
delay.mult_assoc_pr
delay.rate_simplify_pr
delay.rate_simplify_step_pr
delay.wpred_fixtime_low_pr
delay.wpred_fixtime_pr
delay.wpred_hi_lem_pr
delay2.ADJ_hack_pr
delay2.abs.hack_pr
delay2.absceil_pr
delay2.absfloor_pr
delay2.abshack2_pr
delay2.abshack3_pr
delay2.abshack4_pr
delay2.abshackS_pr
dslay2.abshack6a_pr
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delay2.abshack6b_pr
delay2.abshackT_pr
delay2.bnd_del_off_O_pr
delay2.bnd_de1_off_ind_a_pr
delay2.bnd_delay_offset_ind_pr
delay2.bnd_delay_offset_pr
delay2.cei1_hack_pr
delay2.delay_prec_enh_pr
delay2.delay_prec_enh_stepl_pr
delay2.delay_prec_enh_stepl_sym_pr
delay2.floor_hack_pr
delay2.good_ReadClock_pr
delay2.prec_enh.hyp1_pr
delay2.prec_enh_hyp_2_pr
delay2.prec_enh.hyp_3_pr
delay2_tcc.ADJ_pred_TCC1_PROOF
delay2_rcc. ADJ_pred_TCC2_PROOF
delay3.ADJ_bound_pr
delay3.Alpha.O_pr
delay3.R_O_hack_pr
delay3.R_O_lem_pr
delay3.abs_O_pr
delay3.abs_minus_pr
delay3.abshack2_pr
delay3.abshack_future_pr
delay3.abshack_pr
delay3.bnd_delay_offset_ind_b.pr
delay3.bound_FIXTIME2_pr
delay3.bound_FIXTIME_pr
delay3.bound.future1_pr
delay3.bound_futurel.step_a_pr
delay3.bound.fururel.step_b_pr
delay3.botn%d_future1_step_pr
delay3.bound_fu_ure_pr
delay3.delay_offset_pr
delay3.good_interval_lem_pr
delay4.option1_bounded_delay_pr
delay4.option2_bounded_delay_pr
delay4.option2_convert_lemma_pr
delay4.option2_good_interva1_pr
division.div_cance1_pr
divislon.div.ineq_pr
division,mult_div_pr
division_tcc.ceil_mult_div_TCC1_PROOF
division_tcc.div_cancel_TCCl_PROOF
division_tcc,div_ineq_TCCl_PROOF
division__cc.div_minus.l_TCCi_PROOF
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division_%cc.div_nonnegative_TCCl_PROOF
division_tcc.mult_div_l_TCCl_PKOOF
division_tcc.mult_div_TCC1_PROOF
multiplication.distrib_minus.pr
multiplication.distrib_proof
multiplication.mult_com_pr
multiplication.mult_gt_pr
multiplication.mult_Idistrib_minus_proof
multiplication.mult_Idistrib_proof
multipllcation.mult_leq_2_pr
multiplication.mult_lident_proof
multiplication.mult_rident_proof
multiplication.pos_product_pr
natinduction.discharge
natinduction.ind_proof
natinduction_tcc.ind_m_proof_TCC1_PROOF
tcc_delay.RATE_2_TCCI_PROOF
tcc_delay.RATE_2_iclock_TCC1_PROOF
tcc_delay.rate_simplify_TCC1_PROOF
Total: 104
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B .I TF Formatted Listings
clockassumptions: Module
Using arith, countmod
Exporting all with countmod, arith
Theory
N: nat
N_O: Axiom N > 0
process: Type is nat
event: Type is nat
time: Type is number
Clocktime: Type is integer
l, m, n, p, q, Pl, P2, ql, q2, P3, q3: Vat process
i, j, k: Vat event
x,y,z,r,s,t: Vat time
X, Y, Z, R, S, T: Var C[ocktime
7, O: Vat function[process -_ Clocktime]
6,p, train, rm=x,_: number
A, #: Clocktime
PC.1 (.2), VC.1 (.2): function[process, time -* Clocktime]
t'2",1,function[process, event -, time]
0,_-,2.. function [process, event _ function [process _ Clocktime]]
1C'2z(.3): function[process, event, time --_ CIocktime]
correct: function[process, time ---, bool]
c]'n: function[process,function[process--, Clocktime]-* Clocktime]
n-: function[number, number _ number]
a: function[number -* number]
delta_0: Axiom b > 0
mu_O: Axiom/= > 0
rho_0: Axiom p > 0
rho_l: Axiom p < 1
rmin_O: Axiom rmin> 0
rmax_0: Axiom r_,,_ > 0
beta.0: Axiom/3 > 0
lamb_0: Axiom A > 0
init: Axiom correct(p, 0) D PCp(O) >_ 0 A PCp(O) < tz
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correct_closed: Axiom s > t A correct(I, , s) D correct(p, t)
rate_l: Axiom correct(p, s) A s >_ t D PCp(s) - PCp(t) < [(s - t). (1 + p)]
rate_2: Axiom correct(l,, s) h s >_ t D PCp(s) - PCp(t) >_ - t). (1 - p)j
• i <rtsO: Axiom correct(p, t) A l _< t_+1 D t - tp _ rmax
• i >rtsl: Axiom correct(p, t) A t > t_+l D I - tp _ r,,,i,,
• ' i <
rts_0: Lemma correct(p,t_ +1) D t_+1 - tp _ r,,,,_.
• • i>rts_l: Lemma correct(I,,t_+l) D t;+1 -tp _ rmin
i correct(q, t) D tprts2: Axiom correct(p,t) A t > tq +/3 A t > i
i<flrts_2: Axiom correct(p, t_) A correct(q,/_) D t_,- tq _
°= 0
synctime_0: Axiom tp
VCIock_defn: Axiom
i " , ,i
correct(p,t) A I _> tp A t < L;+' D VC_,(Q = ICe(t)
ad3"_: function[process, event --+ Clocktime] =
(Al,.i: ( if i > 0 then cfi,(l,,Oi_) - " iPCv(t,, ) else 0 end if))
,i adjipICIock_defn: Axiom correct(p, t) D ICy(t) = PCp(I) +
Readerror: Axiom correct(p, t_+') ^ correct(q, t_+')
D1o?'(q)- " '+'lCq(tp )] < A
translation_invariance: Axiom
cfn(p, ( Apt --_ Clocktime : 7(Pl) + X)) = cfn(p, 7 ) + X
ppred: Vat function[process -+ bool]
F: process
okay_Readpred: function [function[process --_ Clocktime], number,
function[process --, bool] -+ bool] =
( )_'y,y, ppred:(Vl, m: ppred(l) A ppred(m) D 17(1)- 7(m)l _< Y))
okay_pairs: function[function[process _ Clocktime],
function[process --+ Clocktime], number,
function[process --_ bool] _ bool] =
( )_ 7, 0, x, ppred : ( V P3: ppred(p3) D 17(P3) - 0(P3)I _(x))
N_maxfaults: Axiom F_< N
precision_enhancement_ax: Axiom
count(ppred, N) _> N - /;'
A okay_Readpred(7 , y, ppred)
A okay_Readpred(0, y, ppred)
A okay_pairs(7, 0, x, ppred) A ppred(p) A ppred(q)
3 Icfn(p, 7)- cfn(q,O)l <_ rr(x,y)
27
correct_count: Axiom count(( A p : correct(p, t)), N) __N - F
okay_Reading: function[function[process --* Clocktime], number, time
boot] =
(AT,y,t : (Vpl,ql :
correct(p,,t) A correct(ql,t) :3 lT(Pi)- 7(q,)l-< g))
okay_Readvars: function[function[process --* Clocktime],
function[process _ Clocktime], number, time
bool] =
(A_,O,z,t: (Vpz: correct(p3, t) D 17(P3)- 0(p3)1 < z))
okay_Readpred_Reading: Lemma
okay_Reading(7, y, t) D okay_Readpred(7, y, ( A p : correct(p, t)))
okay_pairs_Readvars: Lemma
okay_Readvars(7 , 8, x, t) D okay_pairs(7, 0, z, ( Ap : correct(p, t)))
precision_enhancement: Lemma
okay_Reading(7, y, t_+l)
A okay.Reading(O, y, t_+1)
A okay_Readvars(7, O, z, t/p+1)
A correct(l,, t_+')A correct(,/, I/_+')
D Icf,,(p,7)- cfn(q,O)l <_ 7r(x,V)
okay_Reading_defn_lr: Lemma
okay_Reading(7, #, t)
3 ( Vpl, ql : correct@l, t) A correct(ql, _) 3 17(Pl) - 7(ql)[ < V)
okay_Reading_defn_rl: Lemma
( V pt, ql : correct(p1, t) A correct(q1, t) 3 17(Pl) - 7(ql )l < V)
3 okay_Reading(7, y, t)
okay_Readvars_defn_lr: Lemma
okay_Readvars(7,0, z,t) D (Vp3: correct(p3, t) D h'(p3)- O(p3)l < a:)
okay_Readvars_defn_rl: Lemma
( V I'3: correct(p3, t) 3 IT(P:,) - 0(p3)1 < z) D okay_Readvars(7, 0, z, t)
accuracy_preservation_ax: Axiom
okay_Readpred(7, z, ppred) A count(ppred, N) >_ N - F' A ppred(p) A ppred(q)
3 Icfn(p,'r)- 7(q)[ <-tr(z)
Proof
okay_Reading_defn_rl_pr: Prove
okay_Reading_defn_rl {Pl _ pt_P1S, qt _ ql_P1S} from okay_Reading
okay_Reading_defn_lr_pr: Prove okay_Reading_defn_lr from
okay_Reading {pl _ pl_CS, ql _- q1_CS}
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okay_Readvars_defn_rl_pr: Prove okay_Readvars_defn_rl {P3 *- pa@P1S} from
okay_Readvars
okay_Readvars_defn_lr_pr: Prove okay_Readvars_defn_lr from
okay_Readvars {P3 _-" p3_CS}
precision_enhancement_pr: Prove precision_enhancement from
precision_enhancement_ax {ppred *- ( A q: correct(q, t_+_))},
okay_Readpred_Reading {t _- ti+1 },
okay_Readpred_Reading {t *-- t_+1, 7 _ 0},
okay_pairs_Readvars {t *-- t_+1 },
correct_count {t _ t_+1 }
okay_Readpred_Reading_pr: Prove okay_Readpred_Reading from
okay_Readpred {ppred _ ( A p: correct(p, t))},
okay_Reading {Pl *- l@Plb', ql *- re@/>IS}
okay_pairs_Readvars_pr: Prove okay_pairs_Readvars from
okay_pairs {ppred *- ( )_p : correct(p, l))}, okay_Readvars {P3 _-- p3@PIS}
rts_O_proof': Prove rts_O from rtsO {t *- l/v+1 }
rts_l_proof: Prove rts_l from rtsl {l *-- t/_+1 }
End clockassumptions
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delay: Module
Using arith, clockassumptions
Exporting all with clockassumptions
Theory
p, q, Pl, ql: Var process
i: Var event
X, S, T: Var Clocktime
s,t,tl,t2:Var time
7' Var function[process_ Clocktime]
/_':number
R, A_: Clocktime
ppred,ppred1:Var function[process---*bool]
5'0: Clocktime
S .1" function[event --* CIocktime] = ( A i : i. R + S°)
pc.z(.2): function[process, Clocktime -* time]
ic*_(.3): function[process, event, Clocktime --* time] -
( A p, i, T : p%(T .i- adjp) )
"2" function[process, event _ time] -- ( A p,i: ic/v(Si)),9,1 •
TO: Clocktime
7'*_" function[process,event --_ Clocktime]
,|"
synctime_defn: Axiom t/v+l = zc_(T_"i i+l)
0 • ,0
synctimeO_defn: Axiom tp = pep(/ )
correct_durlng: function[process, time, time _ bool] =
(Ap, t,s :t < _ A (Vtl: t < tlA tl < s D correct(p,tz)))
wpred: function[event -* function[process _ bool]]
rpred: function[event _ function[process -* bool]]
wvr_pred: function[event -* function[process _ bool]] =
( A i : ( Ap : wpred(i)(p) V rpred(i)(p)))
wvr_defn: Lemma wvr_pred(i) = ( A p: wpred(i)(p) V rpred(i)(p))
wpred_wvr: Lemma wpred(i)(p) D wvr_pred(i)(p)
rpred_wvr: Lemma rpred(i)(p) D wvr_pred(i)(p)
wpred_ax: Axiom count(wpred(i), N) >_ N - /;'
wvr_count: Lemma count(wvr_pred(i), N) _>N - F
wpred_correct: Axiom wpred(i)(p) D correct_during(p, t/v, t/v+1)
wpred_preceding:Axiom wpred(i-fl)(p)D wpred(i)(p)V rpred(i)(p)
wpred_rpred_disjoint: Axiom -_(wpred(i)(p) A rpred(i)(p))
3O
wpred_bridge: Axiom
wvr_pred(i)(p) A correct_during(p, t/p+1, t_+2) 2) wpred(i + 1)(p)
wpred_fixtime: Lemma wpred(i)(p) D correct_during(p, s_, t_,+1)
wpred_fixtime_low: Lemma wpred(i)(p) D correct_during(p, t_, s/p)
correct_during_t rans: Lemma
correct_during(p, L, t2) A correct_during(p, t2, s)
2) correct_during(p, t, s)
correct_during_sub_left: Lemma
correct_during(p, t, s) A t < t2 A t2 _< s 2) correct_during(p, t, t2)
correct_during_sub_right: Lemma
correct_during(p, t, ,_) A t _< t2 A t2 _< s D correct_during(p, t2, s)
wpred_lo_lern: Lemma wpred(i)(p) D correct(p, tp)
wpred_hi_lern: Lemma wpred(i)(p) D correct(p, t_+1)
correct_during_hi: Lemma correct_during(p, t, s) D correct(p, s)
correct_during_lo: Lemma correct_during(p, t, s) D correct(p, t)
clock_ax: Axiom PCp(pcv(T)) = T
iclock_defn: Lemma ic_(T) = pcp(T - adj,)
iclock_lem: Lemma correct(p, pcp(T - ad_)) D ICp(,ep(] )) - T
,,|Dj_,2: function[process, event --+ Clocktime] -- ( A p,i: adjip+1 - adj,)
ICIock_ADJ_lem: Lenlma correct(Is, t ) D [C_+l(t) "- ]Cip(t) + ADJ_
iclock_ADJ_lem: Lemma icip+'(T)= ieip(T- ADJip)
rts_new_l:Axio,n correct(p,¢+') DS_+ ,_(_' + 2, A') < T_+_
rts_new_2:Axiom correct(p,t_) D _t_< S_- '_//_'+ 2 * A')
FIXTIME_bound: Lemma correct(p,t_ +1) 2) Si+l > _qi+ 2 * a(,8' + 2 * A')
R_bound: Lemma correct(p, t_+t) 2) It > 2 • c_(f3' + 2 • A')
RATE_l: Axiom correct_during(p, pep(T),p%(S))A c; >_T
2)pc_(s) - pc_(T) _<(,S"- T).(1 +p)
RATE_2: Axiom correct_during(p, pcp(T),pcp(S)) A S > T
2) pcp(S) - pcp(T) _> (S - T)/(I + p)
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RATE_1_iclock: Lemma
correct_during( p, ic_ (T), ic_ (5')) A S >_T
3 ic_(S)- ic_(T) _< (S- T)*(1 + p)
RATE_2_iclock: Lemma
correct_during(p, iclv(T ), iciv( S) ) A S >_ T
D %(s)- i4(T) >_(s- T)/(l + p)
r_te_simptify:Lemma s > 'r _ (s - _')/(i + p) _>(s - 7'). (i - p)
rate_simplify_step: Lemma S >_ T 2) (l 4- p) * (S - '1'). (1 - p) _< S - T
• RATE_2_simplify: Lemma
correct_during(p, pcv(T), ps,(S)) A S > T
2)p%(S) - m_(T) _>(s - v), (L - p)
RAT E_2_simplify_iclock: Lemma
correct_during(p, icip(T ), icip( s) ) A ,S' > T
2)i4(s)- -i_.VT)__(s- _'), (_ - p)
RAT E_hmmal: Lemma
correct_during(p, pcv( T), pcp( S ) )
A correct_during(q, pc_(T), i,cq(S)) A S "> T
Ip%(S)- p%(S)l _<Ip%(T)- m_(V)l + 2• 0 * (S - T)
RATE_lemmalJclock: Lemma
correct_during(p,' i , • i -,,%(7 ), ,9(_s ))
• ., _ .i , 7'A correct_during(q, lcq(] ), zcq(S)) A S >
Iie_(S) - ic_(S)l _< lic_(T)- ic_(T)I + 2, p,(S- T)
RATE_lemma2: Lemma
correct_during(p, pep(T), Per(S)) A 5' >_ T
2) i(pcv(S) - S) - (pcp(T) - T)I _<p, (IS - TI)
RATE_lemma2_iclock: Lemma
correct_during(p," i , " i , T,%(7 ), ,%(5 )) ^ S >
I(ic_(S)-S)- .i ,,(,%(s) - _')I _<p * (IS - "rl)
bnd_delay_init: Axiom wpred(0)(p) A wpred(0)(q) D Is° - _°I_<_'
reading_error3: AMom
i t_+i)correct_during(p, sv,
A correct_during(q,s_,g_ +1) ^ Is_ - s_l < fl'
2) I(O_+'(q) - lC_(t;+'))- (s_ - s_) I < A'
ADJ_leml: Lemma correct_during(p, @, t; +l)
2) (ADJj -- cf.(p,( Apl: O_+l(pl)- IC;(I_+'))))
ADJ_lem2: Lemma correct_during(p, s_, t; +1)
2) (ADJj = cJ'n(p, Oip+')- ICiv(tiv+'))
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read_self: Axiom wpred(i)(p) D O_ +1 (p) = .,.zr'ip_vt'i+_)
fix_between_sync: Axiom
, i As_ < ti+lcorrect_during(p, tiv, t_+') 3 tp < ,%
Proof
FIXTIME_bound_pr: Prove FIXTIME_bound from rts_new_l, rts_new_2 {i _ i + 1}
R_bound_pr: Prove R_bound from FIXTIME_bound, ,S'.1 , S .1 {i *-- i + I}
iclock_defn_pr: Prove iclock_defn from ic**_(.3)
wpred_fixtime_pr: Prove wpred_fixtime from
fix_between_sync,
wpred_correct,
correct_during_sub_right {s *--ti+l, t*--t/v, t2 *--s;}
wpred_fixtime_low_pr: Prove wpred_fixtime_low from
fix_between_sync,
wpred_correct,
correct_during_sub_left {s _--/;_+1 l *-- tl, , 12 _--,_ip}
correct_during_sub_left_pr: Prove correct_during_sub_left from
correct_during {s *-- t2 }, correct_during {tl *-- tj @pl }
correct_during_sub_right_pr: Prove correct_during_sub_right from
correct_during {t *- 12}, correct_during {tl ,- tl@pl}
correct_during_trans_pr: Prove correct_during_trans from
correct_during,
correct_during {s _ t2, tl _ tl@pl},
correct_during {t *-- t2, tl _ q@pl}
wpred_wvr_pr: Prove wpred_wvr from wvr_defn
rpred_wvr_pr: Prove rpred_wvr fi'om wvr_defn
wvr_defn_hack: Lemma
(V p: wvr_pred(i)(p) = ((A p: wpred(i)(p) V rpred(i)(p))p))
wvr_defn_hack_pr: Prove wvr_defn_hack from wvr_pred {p ,- p@c}
wvr_defn_pr: Prove wvr_defn from
pred_extensionality
{predl _-- wvr_pred(i),
pred2 *-- ( A p : wpred(i)(p) V rpred(i)(p))},
wvr_clefn_hack {p *- p@pl }
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wvr_count_pr: Prove wvr_count from
wpred_ax,
count_imp
{ppredl *-- wpred(i),
ppred2 _- ( A p : wpred(i)(p) V rpred(i)(p)),
. N},
wvr_defn,
imp_pred_or {ppredl ,-- wpred(i), ppred2 _ rpred(i)}
w, x, y, z: Var number
mult_abs_hack: Lemma x*(l -p) _< #A # < x*(l -t-p) _ ly-xJ <_ p.x
mult_abs_hack_pr: Prove mult_abs_hack from
mult_ldistrib {y *-- 1, z _ p},
mult_ldistrib_minus {y *-- 1, z _ p},
mult_rident,
abs_3_bnd {x *-- y, y _ x, z *--- p* x},
muir_corn {y _ p}
RATE_l_iclock_pr: Prove RATE_lJclock from
RATE_I {S *- S - adj,, 7' -- 7' - adjp},';
iclock_defn,
iclock_defn {T _ ,5'}
RATE_2_iclock_pr: Prove RATE_2_iclock from
RATE_2 {S .- S-adj,, T _ T-adj,},
iclock_defn,
iclock_defn {]1 _ S}
RATE_2_simplify_iclock_pr: Prove RATE_2_simplify_iclock from
RATE_2_.simplify {S *-S-,,dj_, 7'_- 7"-.dj;i },
iclock_defn,
iclock_defn {T*-- 5"}
RATE_lemmal_sym: Lemma
correct_during(p, p%(T), pcp( S ) )
A correct_during(q, pcq('l'), pcq(S))A S >_T A p%(S) >_ pcq(S)
D lp%(S) - I,%(S)I < l/sc_,(7') - p%(T)J + 2 • p, (S - T)
Rllhack: Lemmaw_<xAy_<zAy>xDlY-Xl gl z-wl
Rllhack_pr: Prove Rllhack from J * l j {x _ y - x}, I* ]1 .- z - w}
:H
RATE_lemmal_sym_pr: Prove RATE_lemmal_sym from
RATE_I,
RATE_2_simplify {p _ q},
Rllhack
{_,.- p_.q(s),
Y - P5 (s),
,v _- vq(T) + (S - T). (I - p),
z _ pcp(T) -I- (S - T).(1 + p)},
mult_Idistrib {x _ ,5'- T, y _- I, z _ p},
mult_Idistrib_minus {x *- 5' - T, y _ 1, z *- p},
abs_plus {x _ pcp(T) - pcq(T), y _ 2, p. (5' - T)},
mult_com {x*-p, y*-- S-T},
abs_ge0 {x *-- 2 */)* (S - T)},
mult_non_neg {x _-- p, y _-- ,g - T},
rho_O
RATE_lemmal_pr: Prove
RAT E_lem m a l..sy m,
RATE_lemmal_sym {p
abs_com {x *'- pcv(S ),
abs_com {x _--pcv(T ),
RATE_lemmal from
*-q, q_-p},
Y _- pq(S)},
y _- vq('r)}
RAT E_lemma 1Jclock_sym: Lemma
correct_during(p, "ci ...... iptl ),%(5))
. .' _ i4( s >_r^ i,._s'_> i4(s)A correct_during(q, ,%(1 ), 5')) A m' , -
• .i r .i ,,D lic'v(S)- ic_(S)l _<l%(r)- ,q(7)l + 2• p.(S - T)
RATE_lemmal_iclock_sym_pr: Prove RATE_lemmal_iclock_sym from
RATE_1_iclock,
RATE_2_simplify_iclock {p _ q},
Rllhack
_ .- i4(s),
y _- ic;(s),
_,,,-- ic_(r) + (S - T). (1 - p),
• i ,, 7')•- .%(_) + (s - . (I + n)},
mult_Idistrib {x *-- S - T, y _- I, z _ p},
mult_Idistrib_minus {x _ 5'- T, y *- 1, z _ p},
abs_plus {x _ iciv(T) .. i.,
-,q(_ ), :q- 2. p.(,s'- r)),
mult_com {x _- p, y _ 5' - T},
_b__geO{_ _ 2 • p. (s - T)},
mult_non_neg {x _ p, y _ 5'- T},
rho_O
RATE_lemma15clock_pr: Prove RATE_lemmal_iclock from
RAT E_lemma l_iclock_sym,
RATE_lemmal_iclock_sym {p ,-- q, q _- p},
abs_com {x __ . i ' ,zc.v.(5),y _- ic_(S)},
abs_com {x ,-- ic'v(T ), y _ ic'q(T)}
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RATE_lemma2_pr:Prove RATE_lemma2 from
RAT E_I,
RAT E_2_simplify,
mult_abs_hack {x ,.-- S - T, y +-- pcp(S) - pcm(T)},
abs_ge0 {x +- _' - T}
RATE_lemma2Jclock_pr: Prove RATE_lemma2Jclock from
RATE_lemma2 {S _ S'- ,,,lj_, T *-- T-adjip},
iclock_defn {7' *-- S},
iclock_defn
wpred_lo_lem_pr: Prove wpred_lo_lem from
wpred_correct,
' t,_t_}correct_during {s _-- t_+1, t _ tp,
wpred_hi_lem_pr: Prove wpred_hi_lem from
wpred_correct,
correct_during {8 _ t_+', t,-- t_, t, ,-- t_+l }
correct_during_hi_pr: Prove correct_during_hi from correct_during { Q _ s}
correct_during_lo_pr: Prove correct_during_lo from correct_during {lz _ t}
mult_assoc: Lemma x * (y * z) = (x * y) * z
mult_assoc_pr: Prove mult_assoc from
.1..2 {y_y*z},
*1 **2 ,
.| * *2 {x ,--- y, y _- z},
*l**2{x,--x*y, y_-z}
diff_squares: Lemma (1 + p)*(1 - p) = 1 - p*p
diff_squares_pr: Prove dill_squares from
distrib {x _- 1, y _- p, z _- 1 - p},
mult_lident {x <--- 1 -p},
mult_ldistrib_minus {x ,- p, y *-- 1, z *-- p},
mult_rident {x _ p}
rate_simplify_step_pr: Prove rate_simplify_step from
mult_com {x ,-- (S - 7'), y _- (1 - p)},
mult_assoc {x _ 1 + p, y _ 1 - p, z <---S - T},
diff_squares,
distrib_minus {x _ 1, y _- p.p, z _ S - T},
mult_lident {x _- S - T},
pos_product {x _- p.p, y _ S - T},
pos_product {x .- p, y <-- p},
rho_O
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rate_simplify_pr: Prove rate_simplify from
div_ineq
{z _- (1 -t- p),
y _- (s - T),
_- (a + p).(s - T), (1 - p)},
div_cancel {x .- (1 + p), y *-- (S- T).(1 - p)},
rho_O,
rate_simplify_step
RATE_2_simplify_pr: Prove RATE_2_simplify from RATE_2, rate_simplify
iclock_lem_pr: Prove iclock_lem from
iclock_defn, IClock_defn {t _ ic_(T)}, clock_ax {T _- T- adj,}
ICIock_ADJ_lem_pr: Prove ICIock_ADJ_lem from
ICIock_defn, ICIock_defn {i ,-- i+ 1}, AD_
iclock_ADJ_lem_pr: Prove iclock_ADJ_lem from
iclock_defn {T _ T- ADJ;}, iclock_defn {i _ i+ 1},AD_
ADJ_leml_pr: Prove ADJ_leml from
ADJ_lem2,
translation_invariance {X _ lCi(ti+l), "[ _ O/p+1}
ADJ_lem2_pr: Prove ADJ_lem2 from
adj_,_ {i _ i + 1},
ICIock_defn {t _ t_+t, i _ i},
correct_during_hi {t _ _p,
End delay
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delay2: Module
Using arith, clockassumptions, delay
Exporting all with clockassumptions, delay
Theory
P, q, Pl, ql" Var process
i: Var event
delay_pred: function[event ---*bool] =
(A i: (Vp, q: wpred(i)(p) A wpred(i)(q) D IS/p- s_l _<fl'))
ADJ_pred: function[event _ bool] =
(Ai:(Vp:i>_ 1Awpred(i-1)(p)DJAl)J_ -1 <_c_(/3' + 2 . A')))
delay_pred_lr: Lemma
delay_pred(i) D (wpred(i)(p) A wpred(i)(q) D Is_, - s,i_l<_ t3')
bnd_delay_offset: Theorem ADJ_pred(i) A delay_pred(i)
bnd_delay_offset_O: Lemma ADJ_pred(0) A delay_pred(0)
bnd_delay_offset_ind: Lemma
ADJ_pred(i) A delay_pred(i) D ADJ_pred(i + 1) A delay_pred(i + 1)
bnd_delay_offset_ind_a: Lemnm delay_wed(i) D ADJ_pred(i + 1)
bnd_delay_offset_ind_b: Lemma
delay_pred(i) A ADJ_pred(i + 1) D delay_pred(i + 1)
good_ReadCIock: Letnma
delay_pred(i) A wpred(i)(p)D okay-Readpred(O_+l,fl' + 2, A',wpred(i))
delay_prec_enh: Lemma
delay_pred(i) A wpred(i)!p) A wpred(i)(q)
I(s_- s_)-(ADJ;,- A1)J;)I <__r(2, A' + 2,_' + 2, A')
delay_prec_enh_step1: Lemma
delay_pred(i} A wpred(i)(/,) A wpred(i)(q)
DI¢,0,, (,xp, : c-V2_0,_)- __,>,_,>
@,(q,(Az,,: o_+_(z,,)- "- ,'c,,(r.',,+')-r._l))l
<_ _-(2 • A' + 2, fir + 2, A')
delay_prec_enh_stepl_sym: Lemma
delay_pred(i) A wpred(i)(p) A wpred(i)(q) A (ADJ¢ - s,
_ • [(,,i (ti+l< [cfn(p,(),p, : O_+'(l,_)-__p,-,, )- [sip]))
cfn(q,( Apl : O_+l(pj) rc, ir_i+l- -..,,<,,.°,,)- r_l))l
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prec_enh_hypl: Lemma
delay_pred(i) A wpred(i)(p) A wpred(i)(q)
Dokay_pairs((Apl O_+l(pz) - ,i i+1: sc_(t_ )- L4J),
(,xp, :O_+'0,,) i i+,- sc_(,_)- r.,_l),
2.A'+2,
wpred(i))
prec_enh_hyp_2: Lemma
delay_pred(i) A wpred(i)(p)
D okay_Readpred(( ApI: 0_,+1(pl) - ICip(t_ +1) - [s_J),
/7' + 2 * A',
wpred(i))
prec_enh_hyp_3: Lemma
delay_pred(i) A wpred(i)(q)
D okay_Readpred(( A pl: Oi/+l(pi) - IC;(t_ +1) - r,_l),
fl' + 2 * A',
wpred(i))
Proof
delay_pred_lr_pr: Prove delay_pred_lr from delay_pred
delay_prec_enh_stepl_pr: Prove delay_prec_enh_stepl from
precision_enhancement_ax
{ppred _ wpred(i),
y ,- fll+2,A',
z *-- 2. A'+ 2,
,i i+17 +-" ( A pi: Oiv+i(p,) - ICp(tp )- l*;J),
0 ( A 1', : ®_+1(1'1 ) ,i i+l+- - _c._(_)- r41)}.
prec_enh_hypl,
prec_enh_hyp_2,
prec_enh_hyp_3,
wpred_ax
prec_enh_hyp_2_pr: Prove prec_enh_hyp_2 from
good_ReadCIock,
okay_Readpred
{'_+- ( Av, : %+i (v,) - #c:i-_,._'_+')- t-D,J),
y _-/3t+2*A ',
ppred #- wpred(i)},
okay_Readpred
(-_.--o_+',
V _ fl'+2* A',
ppred _- wpred(i),
1 *---l@p2,
m _ re@p2}
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prec_enh_hyp_3_pr: Prove prec_enh_hyp_3 from
good_ReadCIock {p *-- q},
okay_Readpred
{7 .--( ap_ : o_+_(l,,) - _o_(t_+_)- f,_]),
y *--/_l + 2 * AI,
ppred _ wpred(i)},
okay_Readpred
o;+",
y _fll+2*A',
ppred _ wpred(i),
l _ l@p2,
m *- re@p2}
bnd_del_off_O_pr: Prove bnd_delay_offset_O from
ADJ_pred {i _ 0},
delay_pred {i _ 0},
bnd_delay_init {IS _- p(_p2, q *--- q@p2}
bnd_delay_offset_ind_pr: Prove bnd_delay_offset_ind from
bn d_delay_offset_ind_a, bn d_delay_offset_ind_b
bnd_delay_offset.pr: Prove bnd_delay_offset from
induction {prop ,-- ( ,_ i : ADJ_pred(Q A delay_pred(i))},
bnd_delay_offset_0,
bnd_delay_offset_ind {i ,-- j@pl}
a, b, c, d, c, f, g, It: Var number
abs'_hack: Lemma la - bl
< le - fl + I(a - c) - (d - e)l + I(b - c) - (d - f)]
abs_hack_pr: Prove abs_hack from
abs_corn {x _'- f, y _'- c},
abs_com
abs_plus
{z_
y_
abs_plus
abshack2:
{x _(d- f). y_ (b-c)},
(/- _),
((a- c) - (d- c)) + ((d- f) - (b- c))}.
{x .- ((. - _) - (,_- _)). _ .- ((,_ -/) - (_,- _))}
Lemmalal<_bAIcl<dAle[<dDla I+lcl+lel <b+2*d
abshack2_pr: Prove abshack2
4O
good_ReadCIock_pr: Prove good_ReadCIock from
okay_Readpred
y_/31+2*A I,
ppred _ wpred(i)},
delay_pred {p _/@I H, q _- m@pl},
delay_pred {q _-/@pl},
delay_pred {q _ m@pl },
reading_error3{q _ /@pl },
reading_error3{q _ m@pl },
abs_hack
{a _--O;+' (/_pl),
b,---O_,+_(m@pl),
i i+1 ),
a _-_,
e _-- s
81_p1,
abshack2
{a _ e@p7 - f@p7,
b ,-- _',
c _ ((a@p7 - c@1,7) - (d(¢_1,7 - e@p7)),
d_A t,
e _-- ((b@p7 - c@p7) - (d@p7 - f@p7))},
wpred_fixtime,
wpred_fixtime {p _ l@pl},
wpred_fixtime {p _ m(i))pl }
bnd_del_off_ind_a_pr: Prove bnd_delay.offset_ind_a from
ADJ_pred {i _ i + l},
ADJ_lem2 {p _ p@pl},
accuracy_preservation_ax
{ppred *-- wpred(i),
_ #2ti+1
",.lp@p l ,
p _ p@pl,
q _ p@pl,
:r _ _' +2*A'},
wpred_ax,
read_self {p _ p@pl},
good_ReadClock {p _ p@pl },
wpred_fixtime {p _ p@pl }
abshack4: Lemma a - b >_ c- d
I(" - t,) - (c - (l) 1 < I(a - Lt,J) - (c - Id] )1
floor_hack: Lenlma a - [aJ _> _ - b
floor_hack_pr: Prove floor_hack from floor_defn {x _ b}
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ceil_hack:Lemma c- d > c- r d]
ceil_hack_pr: Prove ceil_hack from ceil_defn {x _- d}
abshack4_pr: Prove abshack4 from
abs_ge0{x_-(.- _)- (c- d)},
abs_ge0 {x _ (a- kb])- (c- fd])},
floor_hack,
ceil_hack
X: Var Clocktime
ADJ_hack: Lemma wpred(i)(p)
D ADJip - X = cf.(p,( Ap, : Oiv+l(lh) _ "_'p_"p':'i:'i+')- X))
ADJ_hack_pr: Prove ADJ_hack from
hDJ_leml,
t ranslation_invariance
{7 *'- ( A P1 -'* CIocktime : (9; +1 (PI) - _'"p_ptd"i[_,i+1 )),
X .---X},
wpred_fixtime
delay_prec_enh_stepl_sym_pr: Prove delay_prec_enh_stepl_sym from
ADJ_hack {X ,-- L,_J},
ADJ_hack {p_--q, :\"_--F-,D1},
abshack4 {a _- ADd;, b ,-- .'_, c _ ADJiq, d _-- .'_)
abshackS: Lemma I((a- b) - (Ld- 4))- ((_- f)- (f,Jq- a))l
< I(a - b) - ([cj - d)l + I(e - f) - ([.q] - d)l
abshackS_pr: Prove abshackS from
abs_com {x _- _. - f, y .-- [g] - d},
abs_pJus {x _--(a-b)-([c] -d), y*-(f:l]-d)-(e-f)}
absfloor:Lemma la- ibJl_<I.- bl+ 1
absceil: Lemma la - rbll _<I_- _1+ 1
absfloor_pr: Prove absfloor from
floor_defn {x ,-- b), l* iI {_" _- "- LbJ), I* 11 {_ _- .- b}
absceil_pr: Prove absceil from
ceil_defn {._ '.--b}, I* I-I {s." .,-.. a- l1,1 }, I*tl {x -,--..-- b}
abshack6a:bemma I(" - t,) - (Ld - d)l < I(. - b) - (¢ - d)l + 1
abshack6b: Lemma I(_ - f) - ([r.q] - d)l _< I(e - f) - (g - d)l + 1
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abshack6a_pr: Prove abshack6a from
absfloor {a _ (a- b)-4- d, b.-- c},
abs_plus {x *- (a- b) - (c- d), y ,-- 1},
abs_geO {x _-- 1}
abshack6b_pr: Prove abshack6b from
absceil{a _ (e - f) + d, b _ g},
abs_pt-s{__ (_.- f)- (_- d),y _ i},
abs_geO {x _-- 1}
abshackT:Lemma ](a - b) - (c - d)l < It h ](e - f) - (g - d)l < h
I((a - b) - (L"J- ,l)) - ((_ - f) - (['A - d))l _<2, (h + 1)
abshack7_pr: Prove abshack7 from abshack5, abshack6a, abshack6b
prec_enh_hypl_pr: Prove prec_enh_hypl from
okay_pairs
{7 _ (APt: O_+I(P|)- -_l("i(ti+l)p,..p- [@]),
o ,- ( _1,,:e_+'(.,)- _.._./c,'_+,)-_rs:,l),
z _ 2. (A' + 1),
ppred ,,-- wpred(i)},
delay_pred {q _ pa@pl},
delay_pred {p ,-- q, q _ p3@pl},
reading_error3 {q ,- p3@pl},
reading_error3 {p *- q, q ,-- p3@pl},
abshack7
{a- "O_+l(l,3@pl),
b_- :C;(t;+'),
t
¢ *-- Sp,
d _-- 8'
pa@pl'
/_-zc_W1 ),
qJ _-- Sq,
h ,-- h'},
wpred_fi×time,
wpred_fi×time {p _ q},
wpred_fixtime {p +- p3@pl}
abshack3:Lemma I(_ - l,) - (c- d)l = I(_- a) - (a - I,)l
abshack3_pr: Prove abshack3 froln abs_com {x *-- a - b, y *-- c - d}
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delay_prec_enh_pr: Prove delay_prec_enh from
delay_prec_enh_step 1,
delay_prec_enh_stepl {p *-- q, q '-- p},
delay_prec_enh_stepl_sym,
delay_prec_enh_stepl_sym {p _- q, q _- p},
' AD+;.-'4},abs_com {x ¢- ADJ_ - %, y *-
abshack3 {a _ s;, b +- Sq, c _- ADJ;, d _- ADJ,_}
End delay2
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delay3: Module
Using arith, clockassumptions, delay2
Exporting all with clockassumptions, delay2
Theory
p, q, pl, ql: Var process
i: Var event
T: Var Clocktime
good_interval: function[process, event, Clocktime ---+bool] =
'i4+'(T))^T- ADJ_> s')( A p, i, T : (correct_during(p, Sr,,
V (correct_during(l,,icip+l(T),._,i,)A ,S'i>_T- ADJ,))
recovery_lemma:Axiom
delay_pred(i) ^ ADJ_pred(i + 1)
A rpred(i)(p)A correct_during(p,/,_+l, t_+2) ^ wpred(i + 1)(q)
D/_+, - _,q+,l<_'
good_interval_lem: Lemnla
wpred(i)(p) A wpred(i + l)(p) ^ AOJ_pred(i + l) D good_interval(p, i, S _+1)
betaprime_ax: Axiom
2 • p. (It + t_(3' + 2 • A')) + 7r(2. (A' + 1),fl' + 2 * A') _< fl'
R_O_lem: Lemma wpred(i)(p) ^ ADJ_pred(i + 1) 2) R > 0
bound_future: Lemma
delay_pred(i) A ADJ_pred(i + 1)
^ wpred(i)(p)
^ wpred(i)(q) ^ good_interval(l, , i, T) ^ good_interval(q, i, T)
Ii¢_+'(T)- ic_+'C_r)l
_<2 • p. (IT - s"l + ,_(3' + 2 • A')) + zr(2 • (h' + 1),fl' + 2 * a')
bound_future1: Lemma
delay_pred(i) A ADJ_pred(i + 1) A wpred(i)(p) ^ good_interval(p, i, T)
D I(%('r- au.!;,)- '_i,)- (T- ADJ,_- ,s'_)l
_<p, (IT - S'l + _(I_' + 2 • A'))
bound_futurel_step: Lemma
delay_pred(i) ^ ADJ_pred(i + 1) ^ wpred(i)(p) A good_interval(p, i, T)
I(ic_(T - ADdip) - 8_) - (T - ADd/, -S')I _<p*(IT - ADdip - S_l)
bound_FIXTIME: Lemma
delay_pred(i) A ADJ_pred(i + 1)
^ wpred(i)(p)
A wpred(i)(q)
A good_interval(p, i, S i+l ) A good_interval(q, i, S i+1)
DI_'_+' - ,_+'l_<r_'
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bound_FlXTIME2: Lemma
delay_pred(i) A ADJ_pred(i + 1) A wpred(i)(p) A wpred(i)(q)
D (wpred(i + 1)(p)A wpred(i + 1)(q) D I_+' - _+'I </_')
delay_offset: Lemma wpred(i)(p)A wpred(i)(q)D I_.- -_I _</e
ADJ_bound: Lemma wpred(i)(p) D IAPJ¢I<_,_(_' + "2.A')
Alpha_0: Lemma wpred(i)(p) D ot(fl I + 2 • A l) _>0
Proof
delay_offset_pr: Prove delay_offset from bnd_delay_offset, delay_pred
ADJ_bound_pr: Prove ADJ_bound from
bnd_delay_offset {i ,-- i + [}, ADJ_pred {i +- i + i}
al,bl,cl,d1: Var number
abs_0: Lemma I.,I -<b_ Db, _>0
abs_0_pr: Prove abs_0 from I* ]1 {x ,--- ai }
Alpha_0_pr: Prove Alpha_0 from
ADJ_bound, abs.0 {al _ ADJ,, lq _ ot(/_' + 2* A')}
R_0_hack: Lemma wpred(i)(p)A ADJ_pred(i-F 1) D S i+l - S i > 0
R_0_hack_pr: Prove R_0_hack from
AOJ_pred {i+- i+ I},
FIXTIM E_bound,
wpred_hi_lem,
abs_0 {a, *- ADJip, b, _ a(l_' + 2 • A')}
R_O_lem_pr: Prove R_O_lem from R_O_hack, S *] , S .1 {i ,- i + 1}
abshack_future: Lemma I(al - bl) - (cl - dl)l = I(al - q) - (bl - dl)l
abshack_future_pr: Prove abshack_future
abs_minus: Lemma la, - b, I < I,,,,I + Ib, I
abs_minus_pr: Prove abs_minus h'om
I* II 1__- _, - b,}, I* ii {:__- .,1, I* II (_ _- b,}
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bound_futurel_pr: Prove bound_future1 from
bound_futurel_step,
abs_minus {al *-" T- S i, bl _ ADJ;},
ADJ_pred {i 4---i+ 1},
mult_leq_2
{z,--p,
y ,---IT- A D,llp- S'I,
z _- IT-,S'_l + ,_(/_'+ 2, A')},
rho_O
bound_futurel_step_a: Lemma
correct_during(p, " i r, S i ADJipA DJp), sp) ^ >_ T -%,(I - i i
D [(ic_(T- ADJ,)- sl,)-(T- ADJiv - Si)l g p*(I T- ADJ,- Si[)
bound_futurel_step_b: Lemma
i .i , DJ;)) T ADJ;>_ S icorrect_during(p, sp, ,cv(T - A A -
• i,, i • ADJ; _ *(IT ADJ; Si[)VJ¢) s_)-(T- -Si)I< - -I(wp(7 - A - p
bound_futurel_step_a_pr: Prove bound_futurel_step_a from
RATE_lemma2iclock {T _ T - ADJ;, S *-- Si},
*2
S, 1 ,
abshack_future
{at _ ie._(T- ADJ;),
t
bl *- 8p,
c I *-- T - A DJ_,
di *-- Si},
abs_com {x _-- al@p3 - c1@p3, y _ bl@p3 - dl@P3},
abs_com {x *-- T@pl, y ,--- S@pl}
bound_futurel_step_b_pr: Prove bound_futurel_step_b from
RATE_lemma25clock {,q *- T- ADJ_, T _ Si},
*2
8.1 ,
abshack_future
{a, _- icip(T- ADd;),
c i _ 7'- A l).l_,
dl*- S i}
bound_futurel_step_pr: Prove bound_futurel_step from
good_interval, bound_futurel_step_a, bound_futurel_step_b, iclock_ADJ_lem
4.7
good_interval_lem_pr: Prove good_interval_lem from
good_interval {T _ ,5'i+1 },
,2 {i*- i+ 1},8,1
wpred_fixtime,
wpred_fixtime_low {i *-- i + 1},
correct_during_trans {t ,-- J t2 _-- ti+1 s *-- _i+ll
• p p .,p _ L p )
wpred_hiJem,
FIXTIM E_bound,
ADJ_pred {i *- i + 1},
1" 1[ {x _ 41)./;}
bound_FIXTI M E2_pr: Prove bound_FIXTI M E2 from
bound_FIXTIME, good_interval_lem, good_interval_lem {1) _ q}
bound_FIXTIME_pr: Prove bound_FIXTIME fi-om
bound_future {T _ S i+l},
,½_*| j
X*_ {i,-i+l},
abs_geO {z *-- l_},
R_0_lem,
S*2• .1 {P +-- p_._pl, i _ i + l},
(_,-2
.] {1' *-- qCepl, i _-- i + l },
betaprime_ax
bnd_delay_offset_ind_b_pr: Prove bnd_delay_offseLind_b from
bound_FIXTIME2 {p *-- p_}p2, q _ q_}p2},
delay_pred {i _- i + I},
delay_pred {p _ p{s)l)2, q ,.- @_p2},
recovery_lemma {p ,.-- p¢2_'p2, q _ qC_p2},
recovery_lemma {p +-- q@p2, q +- p(@p2},
abs_com {x ,-- oi+l .i+1 },Op@p2, 1J +"- _ q@p2
wpred_preceding {p *-- p@p2},
wpred_preceding {p *- q@p2},
wpred_¢orrect {i *-- i -t- ], p *- p{}p2},
wpred_correct {i ,-- i + l, p *- q(C_p2}
a, b, c, d, e, f, 9, h, aa, bb: Var number
abshack: Lemma la -/'l
<- I(" - e) - (c - f - ,t)l + fit, - ,j)- (e - It.- ,t)l
+l(e-g)-(f-h)l
abshack2: Lemma I(a- ':) - (c- / - d)l < aa
A ](b - 9) - (c --h, - d)l _< aa A I(c - fl) - (f - h)l ( bb
D Itt-bl_<2*aa+bb
abshack2_pr: Prove abshack2 from abshack
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abshack_pr: Prove abshack from
abs_com {x _ b- 9, Y _ c- h - d},
abs_plus {x _-- (a-e)-(c- f-d), y_ (e-h-d)-(b-g)},
abs_plus {x _- x(_p2 4- y©)p2, y _ (e - g) - (f - h)}
bound_future_pr: Prove bound_future from
bound_futurel,
bound_futurel {p *-- q},
delay_prec_enh,
iclock_ADJ_lem,
iclock_ADJ_lem {p _ q},
abshack2
{a • i ,, i+-- _c?,( 1 - A DJp ),
b +- ie,'_(T- al)J_),
C 6-'- rl'_
d ,-- S i,
+-- SI_ ,
:+-
¢.]*--,_'q,
h _ A DJ,_,
aa +-- p * (I7, - Sil + _(17' + 2 * A')),
bb _ a-(2, (A'+ 1),13'+ 2, A')}
End delay3
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delay4: Module
Using arith, clockassumptions, delay3
Exporting all with clockassumptions, delay3
Theory
P, q,Pl, ql: Var process
i: Vat event
X, S, T: Var Clocktime
s, t, tl, t2: Var time
7: Var function[process _ Clocktime]
ppred, ppredl: Vat function[process _ bool]
option1, option2: bool
optionl_alg: Axiom option1 D 7 'i+1 = (i + 1), IL + T °
--p
option2_alg: Axiom option2 D 7p +1 = (i -I- 1) * R 4- T o - ADJip
options_disjoint: Axiom -_(optionl A option2)
optionl_bounded_delay: Lemma
optionl A (fl = 2 * p * ( R - (S ° - TO)) + fl') A wpred(i)(p) A wpred(i)(q)
option2_bounded_delay: Lemma
option2 A (/3 =/3_ - 2 • p * (,2,0 - TO)) A wpred(i)(p) A wpred(i)(q)
2:3It{,+' - ti,+'l < ft
option2_convert_lemma: Lemma
(_ =/3' - 2 • p. (S ° - T°))
3 2 • p. ((R - (s" - 7'°)) + ,_(/¢ + 2. A'))
+ _(2 • (A' + _),/_' + 2. A')
</3
option2_good_interval: Lemma
option2 A wpred(i)(p) :3 good_interval(p, i, (i + 1), R -k T °)
R_FIX_SYNC_0: Axiom R - (S O- T °) > 0
Proof
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optionl_bounded_delay_pr: Prove optionl_bounded_delay from
RATE_lemmalJclock {S _ (i + 1) * R + T °, T _ Si},
S *1 ,
delay_offset,
wpred_fixtime,
wpred_fixtime {p *-- q},
synctime_defn,
synctime_defn {p *- q},
3"2
.1 p
*2
s.1 {P _-- q},
option l_alg,
optionl_alg {p _ q},
R_FIX_SYNC_O
option2_good_interval_pr: Prove option2_good_interval from
good_interval {T_- "l'i+l-p-I- AI)J;},
wpred_fixtime,
wpred_hi_lem,
rts_new_l,
iclock_ADJ_lem {T _ T@pI },
synctime_defn,
Alpha_O,
option2_alg
option2_convert_lemma_pr: Prove option2_convert_lemma from
betaprime_ax,
mult_ldistrib_minus
{x _ p,
y _ R + ,_(_' + 2 • h'),
z _ (S o - T°)}
option2_bounded_delay_pr: Prove option2_bounded_delay from
option 2_convert_lemma,
opt ion 2_good_i nterval,
option2_good_interval {p _ q},
bound_future {T ,-- (i + 1), R + TO},
option2_alg,
option2_alg {p _- q},
iclock_ADJ_lem {T *--- T@p4},
iclock_ADJ_lern {T _- T@p4, p +- q},
synctime_defn,
synctime_defn {p _ q},
S .1 ,
R_0_lem,
bnd_delay_offset,
bnd_delay_offset {i _ i + 1},
abs_geO {X *--- (R - (A'0 -- T°))},
R_FIX_SYNC_O
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End delay4
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