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BIORTHOGONALITY AND PARA-ORTHOGONALITY OF RI
POLYNOMIALS
KIRAN KUMAR BEHERA AND A. SWAMINATHAN
Abstract. In this paper, a sequence of linear combination of RI polynomials such
that the terms in this sequence have a common zero is constructed. A biorthogonality
relation arising from such a sequence is discussed. Besides, a sequence of para-orthogonal
polynomials by removing the common zero using suitable conditions is obtained. Finally,
a case of hypergeometric functions is studied to illustrate the results obtained.
1. Introduction
Recurrence relations of the form
Pn+1(λ) = ρn(λ− βn)Pn(λ) + τn(λ− γn)Pn−1(λ), n ≥ 1, (1.1)
with P1(λ) = ρ0(λ− β0) and P0(λ) = 1 are well studied [17]. Here, λ is a real or complex
variable. In addition to the restrictions ρn 6= 0 and τn 6= 0, n ≥ 0, it was shown that if
one also assumes Pn(γn) 6= 0, n ≥ 1, in (1.1), then there exists a linear functionalM such
that the orthogonality relations
M[γ0] 6= 0, M
[
λk∏n
k=1(λ− γk)
Pn(λ)
]
6= 0, 0 ≤ k < n,
hold [17, Theorem 2.1]. Following [17], the recurrence relation (1.1) will be referred as
recurrence relation of RI type and Pn(λ), n ≥ 1, generated by it as RI polynomials.
A non-trivial positive measure of orthogonality defined either on the unit circle or
on a subset of the real axis is associated with (1.1) whenever γn = 0, n ≥ 1 and the
parameters satisfy specific conditions. For instance, if ρn > 0, βn > 0 and τn < 0,
then the corresponding polynomials satisfy the Laurent orthogonality property [19] (see
also [24]) ∫ ∞
0
t−n+sPn(t)dφ(t) = 0, s = 0, 1, · · · , n− 1.
Similarly, while ρn = 1, βn 6= 0 and τn 6= 0, there exists a positive measure µ on the unit
circle such that {Pn(λ)}∞n=1 is a sequence of Szego˝ polynomials [26, Theorem 2.1] whenever
0 < τnβ
−1
n < 1− |Pn(0)|2, n ≥ 1. The theory of polynomials orthogonal on the unit circle
is a classical one. For basic results in this direction, we refer to the monographs [25, 27]
and references therein.
Results on linear combination of orthogonal polynomials are abundant in literature
and are studied in the context of quasi-orthogonality. A polynomial sequence {qn(x)}∞n=0
is said to be quasi-orthogonal of order r on [a, b] ⊆ R if it satisfies the orthogonality
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conditions [5] ∫ b
a
xkqn(x)ω(x)dx
{
= 0, k = 0, · · · , n− r;
6= 0, k = n− r. (1.2)
A detailed exploration of the concept of quasi-orthogonality was first made in [22] (see
also [8]) while studying the solution of the Hamburger moment problem. The case r = 1
[13] and the general case [23] were studied extensively, with their algebraic properties
being investigated by several authors [8, 10, 11]. Applications of quasi-orthogonality to
families of classical orthogonal polynomials, in particular, to the location of their zeros
are also investigated [5].
A necessary and sufficient condition [8] for qn(x) of degree n to be quasi-orthogonal of
order r with respect to ω(x) on [a, b] is that there exists another sequence of polynomials
{pn(x)}∞n=0 orthogonal with respect to ω(x) on [a, b] such that
qn(x) = c0pn(x) + c1pn−1(x) + · · ·+ crpn−r(x),
where ci depend only on n and c0cr 6= 0. Linear combination of polynomials which
are orthogonal either on the real line or on the unit circle has also been studied as an
independent problem [1,21], with conditions being obtained for the orthogonality of such
linear combinations. We note that if r = 0 in (1.2), we recover the orthogonality condition
for the polynomial {pn(x)}∞n=0 on the real line.
Motivated by linear combinations of polynomials and their orthogonality as well as
algebraic properties, our aim in the present paper is to study the linear combination of
two successive RI polynomials of a sequence {Pn(λ)}∞n=0 that satisfies (1.1) such that
Qn(λ) := Pn(λ) + αnPn−1(λ), αn ∈ R \ {0}, n ≥ 0,
where β0 6= 0,±1 and βn 6= 0, n ≥ 1. We construct a unique sequence {αn}∞n=0 such that
{Qn(λ)}∞n=0 not only satisfies mixed recurrence relations of RI and RII type but also has
a common zero. Note that
Pˆn+1(λ) = ρˆn(λ− βˆn)Pˆn(λ) + τˆn(λ− γˆ(1)n )(λ− γˆ(2)n )Pˆn−1(λ), n ≥ 1,
with Pˆ1(λ) = ρˆ0(λ− βˆ0) and Pˆ0(λ) = 1 is called a recurrence relation of RII type if ρˆn 6= 0
and τˆn 6= 0 for n ≥ 0 [17]. Common zeros of an orthogonal sequence have been considered
in the past, see for example [12, 14, 30]. However, the novelty in our approach is that we
actually construct such a sequence before studying its orthogonality properties.
The polynomials Qn(λ), n ≥ 1, are shown to satisfy biorthogonality relations that are
obtained from their eigenvalue representations. Two polynomial sequences {φn(λ)}∞n=1
and {ψn(λ)}∞n=1 are said to biorthogonal with respect to a moment functional N if the
orthogonality relations
N(φn(λ)ψm(λ)) = κnδn,m, κn 6= 0, n,m ≥ 0,
hold, where in contrast to orthogonal polynomials, two different sequences of polynomials
are used for the biorthogonality condition.
With certain additional conditions, we also show that a para-orthogonal polynomial
of degree n can be obtained from Qn+1(λ). The para-orthogonal polynomials introduced
in [18] have their zeros on the unit circle and are used to construct numerical quadrature
formula on the unit circle.
The rest of the paper is organised as follows. In Section 2 we obtain the mixed recurrence
relations using which we show that Qn(λ) has a common zero for n ≥ 1. Section 3 gives
biorthogonality relations while in Section 4 we obtain a para-orthogonal polynomialRn(λ)
fromQn+1(λ). We provide an illustration of polynomials of Gaussian hypergeometric form
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leading to the same para-orthogonal polynomial having two different representations in
Section 5.
2. Mixed recurrence relations of RI and RII type
It is known [10,11] that quasi-orthogonal polynomials satisfy recurrence relations with
polynomial coefficients. In some other cases, these recurrence relations are of mixed type,
depending on the parameter involved and are used to obtain information on the zeros of
the polynomials satisfying such relations [20, 28].
The first result shows that Qn(λ), n ≥ 1 satisfies a three term recurrence relation with
polynomial coefficients of degree at most two.
Theorem 2.1. Given a sequence {Pn(λ)}∞n=1 of polynomials satisfying RI type recurrence
relations (1.1), consider the linear combinations of two successive such polynomials
Qn(λ) = Pn(λ) + αnPn−1(λ), αn ∈ R \ {0}, n ≥ 0, (2.1)
where Q0(λ) = P0(λ) = 1. Then there exist constants {pn, qn, rn, sn, tn, un, vn, wn} such
that {Qn(λ)}∞n=1 satisfies a three term recurrence relation of the form
(pnλ+ qn)Qn+1(λ)
= (rnλ
2 + snλ+ tn)Qn(λ) + (unλ2 + vnλ+ wn)Qn−1(λ), n ≥ 1, (2.2)
with Q1(λ) = ρ0(λ+ α1ρ−10 − b0) and Q0(λ) = 1.
Proof. For n ≥ 1, consider the following system
Qk(λ) = Pk(λ) + αkPk−1(λ), k = n− 1, n, n+ 1,
Pk(λ) = ρk−1(λ− βk−1)Pk−1(λ) + τk−1(λ− γk−1)Pk−2(λ), k = n, n+ 1, (2.3)
written as
[Cn−1]

Qn−1(λ)
Pn−2(λ)
Pn−1(λ)
Pn(λ)
Pn+1(λ)
 =

Qn+1(λ)
Pn(λ)
0
0
0
 ,
where
[Cn−1] =

0 0 0 αn−1 1
0 0 αn 1 0
−1 αn−1 1 0 0
0 0 τn(λ− γn) ρn(λ− βn) −1
0 τn−1(λ− γn−1) ρn−1(λ− βn−1) −1 0

is the coefficient matrix. Using Cramer’s rule, the first unknown variable Qn−1(λ) is given
by
det[Cn−1]Qn−1(λ) = det[An+1]Qn+1(λ)− det[Bn]Qn(λ),
where
[An+1] =

0 αn 1 0
αn−1 1 0 0
0 τn(λ− γn) ρn(λ− βn) −1
τn−1(λ− γn−1) ρn−1(λ− βn−1) −1 0
 ,
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[Bn] =

0 0 αn+1 1
αn−1 1 0 0
0 τn(λ− γn) ρn(λ− βn) −1
τn−1(λ− γn−1) ρn−1(λ− βn−1) −1 0
 .
A straightforward computation of the determinants gives det[An+1] = pnλ+qn, det[Bn] =
rnλ
2 + snλ+ tn and det[Cn−1] = unλ2 + vnλ+ wn, where for n ≥ 1,
pn = αn−1ρn−1 − τn−1, qn = αn−1(αn − ρn−1βn−1) + τn−1γn−1,
rn = ρnpn, sn = ρnqn + α
−1
n pnqn+1 − αn−1pn+1,
tn = −αn−1ρn−1βn−1(αn+1 − ρnβn) + γn−1(αn−1αn+1 − τn−1βnρn)− αn−1τnγn,
un = τn−1pn+1, vn = τn−1(qn+1 − γn−1pn+1), wn = −τn−1γn−1qn+1,
are the constants given explicitly in terms of the recurrence parameters used in (1.1) and
{αn}∞n=0. Further, the values of Qk(λ), k = 0, 1 are obtained from (2.3) for n = 0, 1 and
hence the recurrence relation (2.2) is well-defined. 
An immediate consequence is the following.
Corollary 2.1. The polynomials Qn(λ) = Pn(λ) + αnPn−1(λ), n ≥ 0, form a sequence
of RI polynomials if αn = ρn−1βn−1 and γn = 0, n ≥ 0 or αn = τnρ−1n , n ≥ 0.
Proof. Choosing αn = τnρ
−1
n , n ≥ 0, makes pn and hence rn and un equal to zero for
n ≥ 1. Similarly, with αn = ρn−1βn−1 and γn = 0 we have tn = wn = 0 for n ≥ 1. Thus
(2.2) reduces to the recurrence relations
Qn+1(λ) = q−1n (snλ+ tn)Qn(λ) + q−1n (vnλ+ wn)Qn−1(λ), n ≥ 1,
Qn+1(λ) = p−1n (rnλ+ sn)Qn(λ) + p−1n (unλ+ vn)Qn−1(λ), n ≥ 1,
of RI type respectively. 
It is clear that there is an obvious way to choose αn, n ≥ 0, if we require such linear
combinations to be RI polynomials ab initio. We will use this choice in Section 4 when
we obtain a para-orthogonal polynomial from Qn(λ). However, in the present section, we
suppose pn+1 6= 0, qn 6= 0, γn = γ ∈ C, n ≥ 1. In such a case, the polynomials Pn(λ+ γ),
n ≥ 1, satisfy the recurrence relation
Pn+1(λ) = ρn(λ− βn)Pn(λ) + τnλPn−1(λ), n ≥ 1.
Then, from Theorem 2.1, the linear combination
Qn(λ) = Pn(λ+ γ) + anPn−1(λ+ γ), n ≥ 1,
satisfies the recurrence relation (2.2) but with the much simplified constants
pn = αn−1ρn−1 − τn−1, qn = αn−1(αn − ρn−1βn−1), rn = ρnpn,
sn = α
−1
n pnqn+1 + αn−1(τn − ρn−1βn−1ρn), tn = −α−1n αn−1ρn−1βn−1qn+1,
un = τn−1pn+1, vn = τn−1qn+1, wn = 0.
(2.4)
We use these simplified constants to convert (2.2) into a form that is appropriate for
further discussion.
Theorem 2.2. Suppose the sequence {αn}∞n=1 is constructed recursively as
αn = −(ρn−1 − α−1n−1τn−1) + ρn−1βn−1, n ≥ 2, (2.5)
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where α1 6= ρ0β0 is arbitrary. If α0 = τ0ρ−10 , then {Qn(λ)}∞n=1 satisfies the mixed recur-
rence relations
Q2(λ) = s1
q1
(
λ+
t1
s1
)
Q1(λ)− τ0q2
q1
λ(λ− 1)Q0(λ), and (2.6a)
Qn+1(λ) = ρn
(
λ− tn
rn
)
Qn(λ) + τn−1qn+1
qn
λQn−1(λ), n ≥ 2, (2.6b)
with Q1(λ) = ρ0(λ+ α1ρ−10 − β0) and Q0(λ) = 1
Proof. It immediately follows from (2.4) and (2.5) that, for n ≥ 2,
qn = −pn, rn = ρnpn, sn = −α−1n pnpn+1 − αn−1pn+1 − ρnpn
tn = α
−1
n αn−1ρn−1βn−1pn+1, un = −vn = τn−1pn−1, wn = 0.
Then, for n ≥ 2, the recurrence relation (2.2) takes the form
(λ− 1)Qn+1(λ) = p−1n [rnλ2 + snλ+ tn]Qn(λ) + p−1n unλ(λ− 1)Qn−1(λ). (2.7)
Further, pn + qn = 0 implies
pn+1
αn
+
αn−1pn+1
αn
(
1− ρn−1βn−1
αn
)
= 0, n ≥ 2,
which means that λ− 1 is a factor of the polynomial coefficient of Qn(λ) in (2.7). Hence,
cancelling out the factor (λ− 1), (2.7) can now be written as
Qn+1(λ) = ρn
(
λ− αn−1ρn−1βn−1pn+1
αnρnpn
)
Qn(λ) + τn−1pn+1
pn
λQn−1(λ),
which is (2.6b) for n ≥ 2.
Now with the conditions α0 = τ0ρ
−1
0 and α1 6= ρ0β0, we observe that p1 = 0 and q1 6= 0.
Further
r1 = 0, s1 = ρ1q1 − α0p2, t1 = a0ρ0b0p2α−11 , u1 = −v1 = τ0p2, w1 = 0.
Thus, (2.2) takes the form
q1Q2(λ) = (s1λ+ t1)Q1(λ) + τ0p2λ(λ− 1)Q0(λ),
which is (2.6a). 
Remark 2.1. Similar to (2.5), one can also construct {αn}∞n=0 with qn = pn, n ≥ 2. In
this case also, as in (2.7), λ + 1 becomes a factor of both the coefficients of Qn(λ) and
Qn−1(λ) which by a simple computation leads to (2.6a) and (2.6b) only.
Theorem 2.3. Suppose Q1(1) = 0. Then Qn(λ) has a common zero at λ = 1 for n ≥ 2,
with Q2(λ) having a double zero at λ = 1 if α1 6= ρ0b0 is a root of the quadratic equation
ρ1x
2 − ρ0β0τ1 = 0. (2.8)
However, if Q2(λ) does not have a double zero at λ = 1, then, Qn(λ) and Qn−1(λ), n ≥ 2,
do not have a common zero except at λ = 1.
Proof. If Q1(λ) has a zero at λ = 1, it follows from the recurrence relations (2.6a) and
(2.6b) that λ = 1 is a root of Qn(λ), n ≥ 1. To check whether Q2(λ) has a double zero
at λ = 1, we note from (2.6a) that
q1Q′2(λ) = s1Q1(λ) + (s1λ+ t1)Q′1(λ) + 2λτ0p2 − τ0p2.
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Since q1 6= 0, it follows that Q2(λ) has a double zero at λ = 1 if (s1 + t1)ρ0 + τ0p2 = 0,
which, upon substitution of the values of s1, t1 and p2 from Theorem 2.2, is equivalent to
the condition ρ1α
2
1 − ρ0β0τ1 = 0.
Further, Q1(0) = α1 − ρ0β0 6= 0 and Qn+1(0) = tnq−1n 6= 0, n ≥ 1. Hence, the last part
of the theorem follows from [24, Lemma 2.1] applied to the recurrence relation (2.6b). 
The uniqueness of the sequence {αn}∞n=0 hence follows from the observation Q1(1) = 0
implies choosing α1 = ρ0(β0− 1). In case we require that Q2(λ) does not have a repeated
root at λ = 1, we need to choose the initial values such that τ1ρ
−1
1 6= ρ0β−10 (1 − β0)2,
β0 6= 0,±1. In the rest of the paper, we will assume that such a choice for ρ0, β0, ρ1 and
τ1 has been made to satisfy these inequalities.
3. Biorthogonality relations from linear combinations
In this section, we consider the sequence {Qn(λ)}∞n=1 constructed from (2.5) with α1 =
ρ0(β0− 1) so that Qn(1) = 0 for n ≥ 1. We further assume that the other zeros of Qn(λ),
n ≥ 1, are distinct, that is Qn(λ) has no repeated zeros. We first find an eigenvalue
representation which will help in the study of a biorthogonality relation satisfied byQn(λ).
For this, we first note that from the recurrence relations (2.6a) and (2.6b), the leading
coefficient of Qn(λ) is κn−1 = ρn−1ρn−2 · · · ρ0 6= 0, n ≥ 1, a fact that can also be verified
from (2.1).
Further Qn(λ), n ≥ 1, has the determinant representation∣∣∣∣∣∣∣∣∣∣∣∣
ρ0(λ− 1) τ0q2q−11 (λ− 1) 0 · · · 0
λ q−11 (s1λ+ t1) −τ1q3q−12 · · · 0
0 λ ρ2(λ− t2r−12 ) · · · 0
0 0 λ · · · 0
...
...
...
. . .
...
0 0 0 · · · ρn−1(λ− tn−1r−1n−1)
∣∣∣∣∣∣∣∣∣∣∣∣
. (3.1)
Theorem 3.1. The zeros of the monic polynomials Qˆn(λ) = κ−1n−1Qn(λ) are the eigenval-
ues of the matrix Dn given by∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s1q
−1
1
ρ1
τ0τ1q2q
−1
1
α1ρ1ρ0
−τ0τ1q3q−11
ρ1ρ0
0 · · · 0
−1
ρ1
−ϑ2
α1ρ1
τ1q3q
−1
2
ρ1
0 · · · 0
1
ρ2ρ1
ϑ2
α1ρ2ρ1
−ϑ3
ρ2ρ1
−τ2q
−1
3 q4
ρ2
· · · 0
−1
ρ3ρ2ρ1
−ϑ2
α1ρ3ρ2ρ1
ϑ3
ρ3ρ2ρ1
−ϑ4
ρ3ρ2
· · · 0
...
...
...
...
. . .
...
(−1)n+1
ρn−1 · · · ρ1
(−1)n+1ϑ2
α1ρn−1 · · · ρ1
(−1)n+2ϑ3
ρn−1 · · · ρ1
(−1)n+3ϑ4
ρn−1 · · · ρ2 · · ·
−ϑn
ρn−1ρn−2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
where ϑ2 = q2 and ϑn = qn(1 + ρn−2α−1n−1), n ≥ 3.
Biorthogonality and para-orthogonality of RI polynomials 7
Proof. From (3.1), Qn(λ) = λGn −Hn, where
Gn =
∣∣∣∣∣∣∣∣∣∣
ρ0 τ0q2q
−1
1 0 · · · 0
1 s1q
−1
1 0 · · · 0
0 1 ρ2 · · · 0
...
...
...
. . .
...
0 0 0 · · · ρn−1
∣∣∣∣∣∣∣∣∣∣
and
Hn =
∣∣∣∣∣∣∣∣∣∣
ρ0 τ0q2q
−1
1 0 · · · 0
0 −t1q−11 τ1q3q−12 · · · 0
0 0 −t2q−12 · · · 0
...
...
...
. . .
...
0 0 0 · · · −tn−1q−1n−1
∣∣∣∣∣∣∣∣∣∣
.
Then, for n ≥ 1
Qn(λ) = det(λGn −Hn) = det(Gn) · det(λI − G−1n Hn).
However det(Gn) = κn−1 6= 0 implies that Gn is invertible and hence Qˆn(λ) is the charac-
teristic polynomial of the matrix product Dn = G−1n Hn. The theorem now follows from
the fact that the matrix inverse G−1n is given by∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
s1q
−1
1
ρ1ρ0
−τ0q2q
−1
1
ρ1ρ0
0 · · · 0
− 1
ρ1ρ0
1
ρ1
0 · · · 0
1
ρ2ρ1ρ0
− 1
ρ2ρ1
1
ρ2
· · · 0
...
...
...
. . .
...
(−1)n+1
ρn−1 · · · ρ0
(−1)n+2
ρn−1 · · · ρ1
(−1)n+3
ρn−1 · · · ρ2 · · ·
1
ρn−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
and the proof is complete. 
Thus, with the assumptions made at the beginning of this section, the eigenvalues of
the matrix Dn are distinct. Further, the intersection of the spectrum of Dn and Dn+1,
n ≥ 1, is non-empty and consists only of the point λ = 1.
With σL0 (λ) := σ
R
0 (λ) := Q0(λ) = 1, consider the following (Laurent) polynomials
σLk (λ) := (−λ)−kQk(λ), σRk (λ) := −(λ− 1)−1
Qk(λ)∏k−1
j=0 τjqk+1q
−1
1
, (3.2)
for k = 1, 2, · · · , n. Then, the mixed recurrence relations (2.6a) and (2.6b) written in
terms of σLn (λ) yield
λ[ρ0σ
L
0 (λ) + σ
L
1 (λ)] = ρ0σ
L
0 (λ)
λ[τ0q2q
−1
1 σ
L
0 (λ) + s1q
−1
1 σ
L
1 (λ) + σ
L
2 (λ)] = τ0q2q
−1
1 σ
L
0 (λ)− t1q−11 σL1 (λ)
λ[ρnσ
L
n (λ) + σ
L
n+1(λ)] = τn−1qn+1q
−1
n σ
L
n−1(λ)− tnq−1n σLn (λ).
Defining the sequence {χLn(λ)}∞n=0 where
χL0 (λ) = ρ0σ
L
0 (λ) + σ
L
1 (λ), χ
L
1 (λ) = τ0q2q
−1
1 σ
L
0 (λ) + s1q
−1
1 σ
L
1 (λ) + σ
L
2 (λ),
χLn(λ) = ρnσ
L
n (λ) + σ
L
n+1(λ), n ≥ 2,
(3.3)
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we have
λχL0 (λ) = ρ0σ
L
0 (λ), λχ
L
1 (λ) = τ0q2q
−1
1 σ
L
0 (λ)− t1q−11 σL1 (λ)
λχLn(λ) = τn−1qn+1q
−1
n σ
L
n−1(λ)− tnq−1n σLn (λ), n ≥ 2.
(3.4)
Similarly, the mixed recurrence relations (2.6a) and (2.6b) written in terms of σRn (λ) yield
λ[ρ0σ
R
0 (λ) + τ0q2q
−1
1 σ
R
1 (λ)] = τ0q2q
−1
1 σ
R
1 (λ) + ρ0σ
R
0 (λ),
λ[σR0 (λ) + t1q
−1
1 σ
R
1 (λ)] = τ1q3q
−1
2 σ
R
2 (λ)− t1q−11 σR1 (λ),
λ[σRn−1(λ) + ρnσ
R
n (λ)] = τnqn+2q
−1
n+1σ
R
n+1(λ)− tnq−1n σRn (λ).
Defining the sequence {χRn (λ)}∞n=0 where
χR0 (λ) = ρ0σ
R
0 (λ) + τ0q2q
−1
1 σ
R
1 (λ), χ
R
1 (λ) = σ
R
0 (λ) + t1q
−1
1 σ
R
1 (λ),
χRn (λ) = σ
R
n−1(λ) + ρnσ
R
n (λ), n ≥ 2.
(3.5)
we have
λχR0 (λ) = τ0q2q
−1
1 σ
R
1 (λ) + ρ0σ
R
0 (λ), λχ
R
1 (λ) = τ1q3q
−1
2 σ
R
2 (λ)− t1q−11 σR1 (λ),
λχRn (λ) = τnqn+2q
−1
n+1σ
R
n+1(λ)− tnq−1n σRn (λ), n ≥ 2.
(3.6)
The matrix equations corresponding to (3.4) and (3.6) are respectively
λσL(λ)Gn = σL(λ)Hn + λσLn (λ)eTn and (3.7a)
λGnσR(λ) = HnσR(λ) + τn−1qn+1q−1n σRn (λ)en, (3.7b)
where en is the n
th column of the n× n identity matrix In and
σL(λ) = [σL0 (λ) σ
L
1 (λ) · · ·σLn−1(λ)] and σR(λ) = [σR0 (λ) σR1 (λ) · · ·σRn−1(λ)]T .
Lemma 3.1. Let the zeros of Qn(λ) be denoted as λn,j, j = 1, 2, · · · , n, with λn,n = 1.
Then, the following biorthogonality relation
n−1∑
i=0
σRi (λn,j)χ˜
L
i (λn,k)µn,j,k = δj,k, j, k = 0, 1, · · · , n− 2, (3.8)
holds, where χ˜Li (λn,k) = χ
L
i (λn,k), i = 1, 2, · · · , n−2 and χ˜n−1(λ) = ρn−1σLn−1(λ). Further,
the weight function µn,j,k has the expression
µn,j,k = [τn−1qn+1q−1n [σ
R
n (λn,j)]
′
σLn−1(λn,k)]
−1, j, k = 1, · · · , n− 1.
Proof. Post-multiplying (3.7b) by σL(λ) and pre-multiplying (3.7a) by σR(ω) after eval-
uating (3.7b) at ω, we obtain the systems
λσR(ω)σL(λ)Gn = σR(ω)σL(λ)Hn + λσR(ω)σLn (λ)eTn (3.9a)
ωGnσR(ω)σL(λ) = HnσR(ω)σL(λ) + τn−1qn+1q−1n σRn (ω)enσL(λ). (3.9b)
It can be verified that the trace of σR(ω)σL(λ)Gn which is also equal to the trace of
GnσR(ω)σL(λ) is same as the matrix product σL(λ)GnσR(ω). Further, using the linearity
property of the trace and by subtracting the trace of (3.9b) from the trace of (3.9a), we
obtain
σL(λ)GnσR(ω) = λσ
R
n−1(ω)σ
L
n (λ)− τn−1qn+1q−1n σRn (ω)σLn−1(λ)
λ− ω . (3.10)
Further, excluding the point λn,n = ωn,n = 1 and using ω → λ in (3.10) we have
σL(λ)GnσR(λ) = τn−1qn+1q−1n [σRn (λ)]
′
σLn−1(λ)− λ[σRn−1(λ)]
′
σLn (λ).
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Hence at the zeros λn,j, j = 1, 2, · · · , n− 1,
σL(λn,j)GnσR(λn,j) = τn−1qn+1q−1n [σRn (λn,j)]
′
σLn−1(λn,j).
Define µ−1n,j := τn−1qn+1q
−1
n [σ
R
n (λn,j)]
′
σLn−1(λn,j). Since the zeros are assumed to be distinct
and Theorem 2.3 gives Qn−1(λn,j) 6= 0, we have µ−1n,j 6= 0, j = 1, · · · , n − 1. Hence from
(3.10), for j, k = 1, 2, · · · , n− 1,[GTn [σL(λn,j)]T ]T σR(λn,k) = [σR(λn,k)]TGTn [σL(λn,j)]T = µ−1n,jδj,k. (3.11)
This shows the two finite sequences {GTn [σL(λn,j)]T}n−1j=1 and {σR(λn,k)}n−1k=1 are biorthog-
onal to each other.
To proceed further in the proof, we define µ−1n,j,k := τn−1qn+1q
−1
n [σ
R
n (λn,j)]
′
σLn−1(λn,k),
where we note that for k = j, µ−1n,j,j = µ
−1
n,j. We further define two non-singular matrices
An×n−1 = (am,j) and Bn−1×n = (bj,m) where for j = 1, 2, · · · , n− 1 and m = 1, 2, · · · , n
am,j =
σRm−1(λn,j)
τn−1qn+1q−1n [σRn (λn,j)]
′ , bj,m =
χ˜m−1(λn,j)
σLn−1(λn,j)
.
It follows from (3.11) that the matrix relation Bn−1×n · An×n−1 = In−1 holds. The system
of equations resulting from ATn−1×n · BTn−1×n = In−1 can be written as
n−1∑
i=0
σRi (λn,j)χ˜
L
i (λn,k)µn,j,k = δj,k, j, k = 1, · · · , n− 1,
thus proving that the two finite sequences {σRi (λ)}n−2i=0 and {χ˜Lk (λ)}n−2k=0 are biorthogonal
to each other on the point set λ = λn,1, λn,2, · · · , λn,n−1, which is the set of zeros of Qn(λ)
excluding the point λ = 1. 
If
∧
denotes the space of Laurent polynomials, define a linear functional N on ∧×∧
as
N (k,j)n−1 [hi(λ) gi(λ)] =
n−1∑
i=0
hi(λn,j)gi(λn,k)µn,j,k.
Then, we have the following result.
Theorem 3.2. The sequence {Qn(λ)}∞n=1 satisfy
N (k,j)n−1
[
λ−n+mn,k (λ− 1)−1Qi(λ)
]
= 0, N (k,k)n−1
[
λ−n+mn,k (λ− 1)−1Qi(λ)
] 6= 0,
for k = 1, · · · , n− 1, and m = 1, 2, · · · , n.
Proof. From Lemma 3.1 we have
N (k,j)n−1 [σRi (λ)χ˜i(λ)] = δj,k, 0 ≤ i ≤ n− 1, 1 ≤ j, k ≤ n− 1.
Using the definitions (3.3) of χLk (λ), it is clear that
{χ˜L0 (λn,k), χ˜L1 (λn,k), · · · , χ˜Ln−1(λn,k)},
(where χ˜Lj (λ) = χ
L
j (λ), j = 0 · · · , n−2 and χ˜n=1(λ) = ρn−1σLn−1(λ)), forms a basis for the
subspace of Laurent polynomials spanned by {1, λ−1n,k, λ−2n,k, · · · , λ−n+1n,k }. Note that each
fixed k yields n− 1 such subspaces. Further, this implies that
N (k,j)n−1 [λ−n+mn,k σRi (λ)] = 0, j, k = 0, 1, · · · , n− 1, m = 1, 2, · · · , n,
while N (k,j)n−1 [λ−n+mn,k σRi (λ)] 6= 0, whenever σRi (λ) is evaluated at λ = λn,k. The theorem
now follows from the fact that σRi (λ) = −[
∏i−1
j=0 τjqi+1q
−1
1 (λ− 1)]−1Qi(λ). 
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Biorthogonality of polynomial sequences as well as their derivatives is well studied. We
refer the reader to [2, 3, 15, 29] for examples of such sequences and related discussions.
For example, biorthogonality relations satisfied only up to a finite number of polynomials
in a sequence have been obtained in [24, 31]. The crucial point in such analysis is the
use of the Christoffel-Darboux type formula (3.10) which necessitates the removal of the
common zeros of polynomials of consecutive degrees.
4. Para-orthogonality relations
The orthogonality condition in Theorem 3.2 motivates us to study the sequence of
polynomials in which the common zero λ = 1 has been removed. Thus, we consider the
sequence {Rn(λ)}∞n=1 where Rn(λ) = κ−1n (λ − 1)−1Qn+1, n ≥ 0. We recall that κn is the
leading coefficient of Qn+1(λ), thus making Rn(λ) monic.
For para-orthogonality, we impose conditions on the parameters used in (1.1). First,
−2 < τnρ−1n < 0, n ≥ 0. By a direct computation from (2.6a), we obtain Q2(λ) =
κ2(λ− 1)(λ+ t1ρ−11 q−11 ). Then, Q2(λ) has the second zero at λ = −1 if t1 = ρ1q1 which is
equivalent to α1 = τ1ρ
−1
1 β0(1 +β0)
−1. Since α1 = ρ0(β0− 1) this narrows down the choice
of the initial values to satisfy τ1ρ
−1
1 = ρ0β
−1
0 (β
2
0 − 1). We note that such a choice does not
contradict the inequalities at the end of Section 2 since β0 6= ±1.
Hence from (2.6b), Rn(λ) satisfies the recurrence relation
Rn+1(λ) = (λ+ tn+1ρ−1n+1q−1n+1)Rn(λ) +
τnpn+2
ρnrn+1
λRn−1(λ), n ≥ 1, (4.1)
with the initial conditions R0(λ) = 1 and R1(λ) = λ+ 1.
Theorem 4.1. Let the sequence {αn}∞n=1 be so constructed from (2.5) that, the following
conditions are also satisfied
αnρn = (2ρn + τn)(ρn−1αn−1 − τn−1) + τn, and (4.2a)
αnρn = −ρn−1βn−1(2ρn + τn)αn−1, n ≥ 2, (4.2b)
where α0 = ρ0τ
−1
0 and α1 = ρ0(β0−1). Then {Rn(λ)}∞n=1 is a sequence of para-orthogonal
polynomials.
Proof. The conditions (4.2a) and (4.2b) imply the relations pn+1 = (2ρn + τn)pn and
tn = −rn, n ≥ 2. Further
pn+1
pn
= 2ρn + τn =⇒ pn+1
rn
− τn
ρn
= 2, n ≥ 2.
Hence, choosing τnρ
−1
n = −2(1−mn), so that 0 < mn < 1 (since −2 < τnρ−1n < 0), n ≥ 1
and pn+1r
−1
n = 2mn, n ≥ 2, the recurrence relation (4.1) for Rn reduces to
Rn+1(λ) = (λ+ 1)Rn(λ)− 4dn+1λRn−1(λ), n ≥ 1, (4.3)
with R0(λ) = 1 and R1(λ) = λ+1. Since dn+1 = (1−mn)mn+1, n ≥ 1, is a positive chain
sequence (see [16, Section 7.2] for the definition of chain sequence), by the results obtained
in [6], it follows that {Rn(λ)}∞n=1 is a sequence of para-orthogonal polynomials. 
The three term recurrence relation (4.3) has also been obtained [9, eq. 17] in the study
of Szego˝ polynomials, wherein the polynomials Rn(λ) are called the singular predictor
polynomials with the notation “λk” equal to −τn+1ρ−1n+1. However we note that such
three term recurrence relations have been generalized to include complex parameters,
where the polynomialsRn(λ) are called Delsarte and Genin 1 para-orthogonal polynomials
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(DG1POP). For this generalized theory and related discussion, we refer to [4, 7] and
references therein.
Further from [6, Theorem 4.1] there exists a non-trivial probability measure on the unit
circle such that for n ≥ 1,∫
C
ζ−n+kRn(ζ)(1− ζ)dµ(ζ) = 0, k = 0, 1, · · · , n− 1,
so that the corresponding polynomials Qn(λ), n ≥ 1, satisfy∫
C
ζ−n+kQn(ζ)dµ(ζ) = 0, k = 0, 1, · · · , n− 1.
Moreover, the monic polynomials
φn(λ) = Rn(λ)− 2(1−mn)Rn−1(λ) = Rn(λ) + τnρ−1n Rn−1(λ), n ≥ 1,
are orthogonal polynomials on the unit circle with respect to the probability measure µ
and αn−1 = −φn(0) = −(1 + τnρ−1n ), n ≥ 1, [6, Theorem 5.2]. The parameters αn−1 are
called Verblunsky coefficients [25] and (since −2 < τnρ−1n < 0) lie in the real interval
[−1, 1] in the present case.
Remark 4.1. The polynomials φn(λ), n ≥ 1, are a well-known class of RI polynomials
that can be expressed as a linear combination of consecutive polynomials of another class
of RI polynomials with the choice αn = τnρ
−1
n , n ≥ 1, thus verifying Corollary 2.1.
Remark 4.2. By the results obtained in previous sections, a para-orthogonal polynomial
can always be obtained from a linear combination of RI polynomials satisfying appropriate
three term recurrence relations. In fact, expressing the parameters ρn, βn and τn in terms
of αn can lead to the identification of the class of RI polynomials whose linear combinations
with constant coefficients lead to para-orthogonal polynomials.
5. A hypergeometric case
Consider the recurrence relation of RI type
Pn+1(λ) = b+ n
c+ n
(
λ− b− c− n
b+ n
)
Pn(λ)− n
c+ n
λPn−1(λ), n ≥ 1,
where P0(λ) = 1 and P1(λ) = bc(λ− b−cb ). Hence we have the parameters as
ρn =
b+ n
c+ n
, βn =
b− c− n
b+ n
, τn+1 = − n+ 1
c+ n+ 1
, γn = 0, n ≥ 0.
Further, Pn(λ) = F (−n, b; c; 1 − λ), n ≥ 0, which follows easily from the contiguous
relation [26]
(a− c+ 1)F (a, b; c;λ) = (2a− c+ 2 + (b− a− 1)λ)F (a+ 1, b; c;λ)
+ (a+ 1)(λ− 1)F (a+ 2, b; c;λ).
We consider Qn(λ) = Pn(λ) + αnPn−1(λ), n ≥ 0, as given in (2.1) and our first aim is
to construct the sequence {αn}∞n=0 so that {Qn(λ)}∞n=1 has a common zero at λ = 1. We
start with certain initial verifications given at the end of Section 2.
Clearly, c 6= 0 in F (−n, b; c; 1 − λ) and so β0 6= 1. Since we also require β0 6= 0, and
β0 6=,−1, we exclude the relations c = b and c = 2b respectively. We further verify that
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−(b+1)−1 = τ1ρ−11 6= ρ0β−10 (1−β0)2 = c(b− c)−1 as c 6= −1, which by (2.8) implies Q2(λ)
does not have a double root at λ = 1. We now choose
α1 = ρ0(β0 − 1) = b
c
(
b− c
b
− 1
)
= −1,
so that from (2.5), Qn(λ) has a common zero at λ = 1, n ≥ 1, for the unique sequence
αn = −1, n ≥ 1. Moreover, as b 6= 0 and c 6= 2b, −n(b + n)−1 = τnρ−1n 6= αn = −1,
and (b− c− n + 1)(c + n− 1)−1 = ρn−1βn−1 6= −1, n ≥ 1, respectively. Thus, the linear
combinations
Qn(λ) = F (−n, b; c; 1− λ)− F (−n+ 1, b; c; 1− λ), n ≥ 1,
satisfy the mixed recurrence relations (2.6a) and (2.6b). With αn+1 = −1, γn = 0, n ≥ 0,
the relations in Theorem 2.1 yield
−pn = qn = b
c+ n− 1 , rn = −
b(b+ n)
(c+ n)(c+ n− 1) , sn =
b(2b− c+ 1)
(c+ n− 1)(c+ n) ,
tn = − b(b− c− n+ 1)
(c+ n− 1)(c+ n) , un = −vn =
(n− 1)b
(c+ n− 1)(c+ n) , wn = 0, n ≥ 2.
For n = 1, we have
p1 = −
(
b
c
+ τ0
)
, q1 =
b
c
, r1 = −b+ 1
c+ 1
(
b
c
+ τ0
)
, s1 =
τ0b
c+ 1
+
b(2b− c+ 1)
c(c+ 1)
,
t1 = − b(b− c)
c(c+ 1)
, −u1 = v1 = τ0b
c+ 1
, w1 = 0.
Hence we need to choose τ0 = −b/c so that p1 = r1 = 0. Then, from (2.6a) and (2.6b),
we obtain the mixed recurrence relations
Q2(λ) = b− c+ 1
c+ 1
(
λ− b− c
b− c+ 1
)
Q1(λ) + b
c+ 1
λ(λ− 1)Q0(λ),
Qn+1(λ) = b+ n
c+ n
(
λ− b− c− n+ 1
b+ n
)
Qn(λ)− n− 1
c+ n
λQn−1(λ), n ≥ 2.
The initial conditions are Q0(λ) = 1 and Q1(λ) = bc(λ − 1). Note that ρ0 = bc gives
α0 = −1. Moreover, from the power series representations for hypergeometric functions,
it can be easily proved that
Q0(λ) = 1, Qn(λ) = b
c
(λ− 1)F (−n+ 1, b+ 1; c+ 1; 1− λ), n ≥ 1.
To discuss the biorthogonality relations for Qn(λ), we first note from (3.2) that
σRi (λ) =
c+ i
c
(c+ 1)i−1
(−i+ 1)i−1F (−i+ 1, b+ 1; c+ 1; 1− λ), i ≥ 2,
with σR0 (λ) = 1 and σ
R
1 (λ) =
c+1
c
. Further, for k ≥ 3,
χLk (λ) = (−1)k+1
b
c
(λ− 1)
λk+1
[F (−k,b+ 1; c+ 1; 1− λ)
− b+ k
c+ k
λF (−k + 1, b+ 1; c+ 1; 1− λ)].
Using another contiguous relation
(a− c)F (a− 1, b; c, λ) + (c− b)F (a, b− 1; c;λ) + (λ− 1)(a− b)F (a, b; c;λ) = 0,
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it can be shown that
χLk (λ) = (−1)k+1
b(c− b)
c(c+ k)
λ− 1
λk+1
F (−k + 1, b; c+ 1; 1− λ), k ≥ 2.
We also have χL0 (λ) =
b
cλ
and
χL1 (λ) =
b
c
λ− 1
λ2
F (−1, b+ 1; c+ 1; 1− λ)− b(b+ 1)
c(c+ 1)
λ− 1
λ
− b
(c+ 1)λ
.
Note that we have written χL1 (λ) in the form χ
L
1 (λ) = σ
L
2 (λ) + ρ1σ
L
1 (λ)− b(c+1)λ and this
can be further simplified to χL1 (λ) =
−b
(c+1)λ2
F (−1, b; c; 1− λ).
Let the weight function µn,j,k be the function µλ evaluated at the zeros λn,j, j =
1, · · · , n − 1 of Qn(λ), that is, at the n − 1 zeros of F (−n + 1, b + 1; c + 1; 1 − λ) which
clearly does not include the point λ = 1. Now, for n ≥ 2, we have
µλ = Yn−2(λ)[F (−n+ 2, b+ 1; c+ 1; 1− λ)× F (−n+ 2, b+ 2; c+ 2; 1− λ)]−1,
where
Yn−2(λ) = c
2(−n+ 2)n−2λn−1
(−1)n−1(n− 1)b(b+ 1)(c+ 2)n−2(λ− 1) , n ≥ 2.
By Chu-Vandermonde formula [16, p.12, (1.4.3)] F (−n+ 1, b+ 1; c+ 1; 1) = (c−b)n−1
(c+1)n−1
6= 0.
This implies λn,j 6= 0, j = 1, · · ·n− 1.
Hence we obtain two finite sequences {σRi (λ)}n−2i=0 and {χLk (λ)}n−2k=0 of hypergeometric
functions that are biorthogonal to each other with the weight function µλ, all quantities
being evaluated at λ = λn,j, j = 1, · · · , n− 1, n ≥ 2.
Now, we discuss the para-orthogonality of polynomials obtained from Qn(λ). Since the
leading coefficient of Qn+1(λ) is κn = (b)n+1(c)n+1 , we consider the polynomials
Rn(λ) = (c+ 1)n
(b+ 1)n
F (−n, b+ 1, c+ 1, 1− λ), n ≥ 0.
The other conditions obtained in the beginning of Section 4 are −2 < τnρ−1n < 0 and
τ1ρ
−1
1 = ρ0β
−1
0 (β
2
0 − 1). The first one requires b > −n/2 for n ≥ 1 so that we have
b > −1/2. The second one requires c − b = (c − 2b)(b + 1) which means c = 2b + 1. It
can be verified that the other conditions (4.2a) and (4.2b) for the choice of αn are also
satisfied for c = 2b+ 1. Hence Rn(λ), n ≥ 1, satisfies the recurrence relation (4.3) where,
using (4.1), we have
dn+1 = −1
4
τn
ρn
pn+2
rn+1
=
1
4
n(2b+ n+ 1)
(b+ n)(b+ n+ 1)
, n ≥ 1.
The parameter sequence is given by mn =
pn+1
2rn
= 2b+n
2(b+n)
, n ≥ 2, with m1 = 1+ τ12ρ1 = 2b+12(b+1) .
Further, the Szego˝ polynomials are given by
φn(λ) =
(2b+ 2)n
(b+ 1)n
F (−n, b;2b+ 1; 1− λ)
− n
(b+ n)
(2b+ 2)n−1
(b+ 1)n−1
F (−n+ 1, b; 2b+ 1; 1− λ),
with the Verblunsky coefficients
αn−1 = −(1 + τnρ−1n ) = −
b
b+ n
, n ≥ 1.
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We conclude with an observation. From results illustrated above, for c = 2b + 1 we
have,
b
2b+ 1
(λ− 1)F (−n+ 1, b+ 1; 2b+ 2; 1− λ)
= F (−n, b; 2b+ 1; 1− λ)− F (−n+ 1, b; 2b+ 1; 1− λ). (5.1)
Denoting the monic polynomials
Rn(b;λ) = (2b)n
(b)n
F (−n, b, 2b, 1− λ), n ≥ 1 and
φn(b;λ) =
(2b+ 1)n
(b+ 1)n
F (−n, b+ 1, 2b+ 1, 1− λ), n ≥ 1,
it has been proved that (see the concluding remarks at the end of [26]) if b > −1/2,
φn(b;λ) is a Szego˝ polynomial with respect to the weight function [sin θ/2]
2b and in fact,
is obtained from Gegengauer polynomials using the Szego˝ transformation. Further, the
reversed Szego˝ polynomials φ∗n(b;λ) = λ
nφn(b; 1/λ¯) are given by
φ∗n(b;λ) =
(2b+ 1)n
(b+ 1)n
F (−n, b; 2b+ 1; 1− λ).
Thus, multiplying both sides of (5.1) by (2b+1)n+1
(b)n+1
, we observe that
Rn(b+ 1;λ) = 2b+ n+ 1
b
[
φ∗n(b;λ)− 2b+n+2b+n φ∗n−1(b;λ)
λ− 1
]
, n ≥ 1. (5.2)
On the other hand, we obtain from [26, Theorem 5.1]
Rn(b+ 1;λ) =
(
2b+ n
b+ n
)−1
[φn(b+ 1;λ) + φ
∗
n(b+ 1;λ)], n ≥ 1, (5.3)
which follows the usual definition of a para-orthogonal polynomial [18].
For the purpose of illustration, we plot the distribution of the zeros of Rn(b + 1;λ),
φ∗n(b;λ), φ
∗
n−1(b;λ), φn(b+ 1;λ) and φ
∗
n(b+ 1;λ) for n = 12 and b = 0.5.
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(a) The case (5.2)
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(b) The case (5.3)
Figure 1. The zeros of Rn(b + 1;λ), φn(b + 1;λ), φ∗n(b + 1;λ), φ∗n(b;λ),
φ∗n−1(b;λ) for n = 12 and b = 0.5.
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In figures (1a) and (1b), the circular dots (• in red) are the zeros of R12(1.5, λ) lying on
the unit circle, the squares ( in green) are of φ∗11(0.5;λ) and φ
∗
12(1.5;λ) respectively while
the diamonds ( in blue) are of φ∗12(0.5;λ) and φ12(1.5;λ) respectively.
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