Abstract. A general direct Strassen theorem is proved for a class of stochastic processes and applied for iterated processes such as W (Lt), where W (·) is a standard Wiener process and L. is a local time of a Lévy process independent from W (·).
Introduction
Since the landmark paper of Burdzy [3] on iterated Brownian motion (IBM) the investigation of various IBM type processes became increasingly popular. To name a few: Arcones [1] , Khoshnevisan and Lewis [13, 14] , Hu and Shi [11] , Khoshnevisan et al. [15] , Shi [17, 18] . In [7] Csáki, Csörgő, Földes and Révész proved a Strassen type result for a class of iterated processes. In this paper some strongly related but at the same time markedly different Strassen type results will be proved. Theorem A ( [7] ). Let W 1 (·) and W 2 (·) be two independent standard Wiener processes starting from zero, and A be an operator satisfying conditions (C.1)-(C.5).
Main results

Let
Then for 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, the limit set of the vector
Remark 2.1. We will call this a composite (see Remark 2.2) type Strassen theorem, because of the composite structure of g(yAh(x)).
A result having this composite feature for processes of W (L(t)), where L(·) is the local time of a (not necessarily symmetric) Lévy process was claimed in Khoshnevisan [12] . For other composite type Strassen theorem for iterated processes see also Arcones [1] and Hu et al. [10] .
The main source of inspiration of this work is a result of Marcus and Rosen [16] combined with a recent paper of Bertoin [2] . The following direct (as opposed to composite, see Remark 2.2) Strassen theorem was proved in [16] . Let Z = {Z(t), t ∈ R + } be a symmetric Lévy process and set
Under these conditions the Lévy process Z(t) is recurrent and possesses local times {L
Let A ⊂ C[0, 1] denote the set of functions f (x), 0 ≤ x ≤ 1, f(0) = 0 and absolutely continuous with respect to the Lebesgue measure.
Define 
is relatively compact in C[0, 1] and the set of its limit points is D In an elegant paper Bertoin [2] points out that the inverse process of the maximum of the iterated Brownian motion is a stable subordinator with index 1/4. On the other hand the above-mentioned theorem of Marcus and Rosen, combined with the fact (see Dellacherie and Meyer [9, p. 275] ) that the inverse local time process of a stable process with index α is also a stable process with index 1 − 1/α, tells us that if Z(t) is stable with index 4/3 then its local time has an inverse process which is a stable subordinator with index 1/4. Combining this observation and Bertoin's result, it suggests that the Strassen class of the supremum of IBM and the Strassen class of the local time of a stable process of index 4/3 should be the same. However the two Strassen type theorems quoted above do not yield this conjecture. Our first result shows that the above argument is correct, the composite and the direct Strassen theorems are equivalent, subject to a natural condition, namely the monotonicity of the inner process. Applying the well-known result of P. Lévy
where 
Set S n = X 1 + ... + X n and
where
and letρ
Then the set of functions {f n (·) : 1 ≤ n < ∞} is relatively compact in C[0, 1] and the set of its limit points as n → ∞ is D (4/3) a.s. The proof of Theorem 2.1 is based on the following lemma, which is interesting for its own sake as well. Put
Corollary 2.2. Let B be a standard Wiener process and let be its local time at zero. Assume that ρ(x) is an integrable function on R such that
and
Observe that h(0) = 0 and Lemma C (see Section 3) implies that h(1) ≤ 1. Remark 2.3. We will show in an example that the monotonicity of h(·) is essential in the lemma.
Theorem 2.2 suggests that we might try to prove a direct Strassen theorem for the process W 1 (L 2 (t)) whereL 2 (t) is the local time process of a Lévy process independent from W 1 (·). In what follows we will go one step further in generalization and formulate a direct Strassen theorem for a class of stochastic processes satisfying two conditions. The first condition requires that the ordinary LIL should hold for certain linear combinations and the second condition controls the increment behaviour of the process. Theorem 2.3. Let {X(t), t ≥ 0} be a stochastic process with continuous sample paths and the following two properties Property 1.
where lim c 0 A(c) = 0.
Let
Then the set 
is relatively compact in C[0, 1] and the set of its limit points as t → ∞ is D Remark 2.4. The process W (L t ) appears as the limit process of additive functionals (see Khoshnevisan [12] ).
Proofs of Theorems 2.1-2.3
Proof of Lemma 2.1. First assume that f = g • h ∈ G (β) . Then obviously f ∈ A. Moreover, by Hölder's inequality,
It is easy to see that under the condition A + B ≤ 1, we have max
Observe that h(1) ≤ (1 + β) −1/β ≤ 1. Indeed, by Jensen's inequality,
Hence f ∈ G (β) , and Lemma 2.1 is proved.
Remark 3.1. If h(·)
is not restricted to the class of nondecreasing functions, then F (β) and G (β) are no longer equivalent.
To see this consider the following example.
Example 1.
Let β = 2 and consider for n = 1, 2, ...
It is easy to see that for these g n (·), and h n (·), the integral in (2.19) → ∞, as n → ∞, while the integral in (2.20) is always 1. To see that there is no direct Strassen class for the process W 1 (|W 2 (·)|), observe that the above sequence of functions (g n , h n ) ∈ S 2 , but for their composition f n = g n (h n (·)) we have |ḟ n (x)| = √ 3 4 n, so |ḟ n (x)| α dx → ∞ with any choice of α > 0.
Proof of Theorem 2.1. It was proved in [7] that Theorem A holds for Af = max f, which amounts to saying that the limit set of
is G (2) . Applying our Lemma 2.1 we get Theorem 2.1.
Proof of Corollaries 2.1 and 2.2.
These follow from the strong approximation results of [6] .
Proof of Corollary 2.3. This follows from the strong approximation theorem proved in [5] .
For the proof of Theorem 2.3 we will use the following well-known result.
Theorem C (Riesz and Sz. Nagy [19, p. 75]). Let f be a real valued function on [0, 1]. The following two conditions are equivalent: (i)
f is absolutely continuous and 
Now we prove two lemmas.
Lemma 3.1. Denote the set of the limit points of the vectors
Proof of Lemma 3.1. Consider an element (Y 1 , Y 2 ) ∈ M 2 . Let q be the conjugate exponent to p (that is 1/p + 1/q = 1), and denote
we have
by Property 1. Hence we have (i).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Let |ξ 1 | p + |ξ 2 | p = 1 and introduce
Hence by Hölder's inequality and (i) 
Hence for such a (Y 1 , Y 2 ) we have equality everywhere in (3.4). By Hölder's inequality if we have equality in the second place in (3.4), then
As we have equality in the first place of (3.4) as well, and as (3.2) implies that sgn(ξ 1 ) = sgn(a 1 ), sgn(ξ 2 ) = sgn(a 2 ), we get that
Clearly Lemma 3.1 can be proved for (Y 1 , Y 2 , Y 3 ) , where
where D (p) was defined in (2.9).
Lemma 3.3 can be reformulated as follows: The limit set of η
2 . Similarly we have
In order to complete the proof of Theorem 2.3 we need to show that
But this clearly follows from Lemma C.
Proof of Theorem 2.4
First we prove the following 
Proof of Lemma 4.1. Our proof relies on the results of Marcus and Rosen [16] (see Theorem B above). Under our conditions κ is regularly varying with index −1/β (see [16] ). Put
First we show that lim sup
. . , k} are independent normal random variables with mean zero and variances {L it − L (i−1)t , i = 1, . . . , k}; hence we have
and by (2.9) and (4.2) of [16] 
.
Using the regular variation of κ at zero, we have for large enough t,
But since (see [16] ) 
log log t n t n − t n−1 a.s.
which can be made arbitrary small compared to G(t n ) by choosing θ close to 1. This proves (4.3). Now we prove lim sup
Then S t /V 1/2 t and V t are independent random variables, the first one being standard normal. Consider the events
with ε > 0 and
By using the lower estimation (4.10) in Marcus and Rosen [16] , one can see similarly to the proof of their Lemma 3.2 that
with sufficiently small ν, where P x denotes the conditional probability under
By the independence of S t /V 1/2 t and V t we obtain
provided that (4.5) holds. Now let θ be large enough, t n = θ n , put
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and consider the events A * n = S * n ≥ (c 1 V * n log log t n ) 1/2 , V * n ≥ (1 − ε)c 2 (log log t n )κ log log t n t n .
By using the above estimations and the argument of Marcus and Rosen [16] to prove their lower bound, similarly to their (3.32) one can see that 
