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ABSTRACT
We explore the application of Monte Carlo transport methods to solving coupled radiation-
hydrodynamics problems. We use a time-dependent, frequency-dependent, 3-dimensional radiation
transport code that is special relativistic and includes some detailed microphysical interactions such as
resonant line scattering. We couple the transport code to two different 1-dimensional (non-relativistic)
hydrodynamics solvers: a spherical Lagrangian scheme and a Eulerian Godunov solver. The gas-
radiation energy coupling is treated implicitly, allowing us to take hydrodynamical time-steps that
are much longer than the radiative cooling time. We validate the code and assess its performance using
a suite of radiation hydrodynamical test problems, including ones in the radiation energy dominated
regime. We also develop techniques that reduce the noise of the Monte Carlo estimated radiation
force by using the spatial divergence of the radiation pressure tensor. The results suggest that Monte
Carlo techniques hold promise for simulating the multi-dimensional radiation hydrodynamics of as-
trophysical systems.
Subject headings: methods: numerical – radiation: dynamics – radiative transfer – hydrodynamics –
line: profiles
1. INTRODUCTION
The dynamical effects of radiation can be important
in astrophysical contexts, so numerical simulations must
often address the radiation transport problem. The ra-
diation field, when treated fully, is a function of not only
three spatial coordinates, but also of time, frequency
and two direction angles. The high dimensionality of
the problem makes it computationally very challenging,
and approximate methods that ignore certain dependen-
cies (e.g., on frequency and/or angle) are often employed.
Recent efforts aim to relax these approximations and im-
prove the accuracy of the transport scheme. Given the
difficulty of the radiation-hydrodynamics (RHD) prob-
lem, and the critical importance of it in astrophysical
simulation, a number of different numerical techniques
should be explored. Ultimately, no single approach may
prove ideal in every conceivable application, and the rel-
evant tradeoffs in performance will need to be considered
on a case by case basis.
In this paper we explore the coupling of Monte Carlo
radiative transfer (MCRT) to hydrodynamics. The
Monte Carlo approach offer several advantages as com-
pared to a deterministic solution of the radiative trans-
fer equation. MCRT generalizes readily to arbitrary 3-
dimensional geometries, and can naturally incorporate
multi-frequency, multi-angle, and time-dependent trans-
port effects. It is also straightforward to include com-
plex physical interactions, such as anisotropic and in-
elastic scattering processes, polarization, and resonant
line scattering. MCRT methods generally parallelize well
(although not necessarily trivially for memory intensive
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problems (Kasen et al. 2008)) and so can be run prof-
itably on massively-parallel machines. This last consid-
eration may ultimately prove to be the most significant,
as the available computing power increases over time.
The main disadvantage of MCRT methods is the pres-
ence of stochastic error, such that the computation of
a large number of packet trajectories may be required.
A number of variance reduction techniques exist to help
limit the unwanted effects of noise, and certain acceler-
ation techniques can alleviate the well known computa-
tional inefficiency of MCRT in regimes of high optical
depth. The ultimate expense of MCRT relative to other
transport methods is difficult to estimate, but generally
as the dimensionality of the problem increases, the ad-
vantages of Monte Carlo methods become more appar-
ent. This suggests that MCRT will be competitive in
addressing the full 3-D multi-angle multi-frequency RHD
problem.
Here we present calculations using a MCRT code de-
signed to handle the full-dimensionality of the Boltzmann
transport problem – i.e., the dependence on 3 spatial di-
mensions, time, frequency and angle. The code is special
relativistic and includes some more complex physical in-
teractions, such as resonant line scattering. It makes use
of implicit techniques (Fleck & Cummings 1971) in order
to permit time-steps larger than the gas-radiation energy
coupling time. For the sake of demonstrating the essen-
tial principles and assessing the viability of the approach,
we restrict ourselves to coupling to a one-dimensional
hydrodynamics solver; upcoming work will generalize to
multi-dimensional RHD.
In section 2, we review some of the existing litera-
ture on RHD in astrophysics, including previous efforts
in MCRT. In section 3 we outline the equations solved
and the simplifying assumptions employed. Section 4 de-
scribes the Monte Carlo implementation, while section
5 describes our numerical hydrodynamics scheme. Sec-
tion 6 describes the implicit Monte Carlo technique and
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its use in our code. Section 7 describes some radiation-
only tests of our frequency-dependent transfer code. Sec-
tion 8, the centerpiece of this paper, presents a suite of
RHD test problems. Section 9 shows how Monte Carlo
noise can be reduced by computing the radiation force via
spatial derivatives of the Eddington tensor, rather than
through a direct Monte Carlo force estimator. Section 10
provides some brief considerations of the numerical per-
formance of our code and the possibilities for improving
it in the future. Finally, Section 11 presents our conclu-
sions.
2. EXISTING ASTROPHYSICAL
RADIATION-HYDRODYNAMICS TECHNIQUES
Radiation-hydrodynamics is a vast topic that spans
many scientific disciplines. In this brief (and necessar-
ily incomplete) review, we will emphasize multi-purpose
astrophysical fluid codes.
One of the oldest and most commonly used techniques
is flux-limited diffusion (FLD) (Levermore & Pomran-
ing 1981; Swesty & Myra 2009). As its name suggests,
in this approach radiation is transported via a diffusion
equation , which amounts to dropping all terms in the ra-
diative transfer (RT) equation with a higher-order than
linear angular dependence. An interpolation procedure
connects the optically thick to optically thin regimes and
ensures that the transfer rate of radiative energy never
exceeds the speed of light. Grid-based hydrodynamic and
magneto-hydrodynamic (MHD) codes in use today mak-
ing use of FLD include those described in Turner & Stone
(2001); Hayes et al. (2006), Krumholz et al. (2007a), Git-
tings et al. (2008), Swesty & Myra (2009), Commerc¸on
et al. (2011), van der Holst et al. (2011), Orban et al.
(2013), Tomida et al. (2013), Zhang et al. (2013), Bryan
et al. (2014), Kolb et al. (2013), and D’Angelo & Boden-
heimer (2013). Additionally, Whitehouse & Bate (2004)
describe a smoothed-particle hydrodynamics code that
makes use of FLD.
While fast and relatively easy to implement, FLD suf-
fers from some well-characterized shortcomings. It re-
stricts the radiative flux to be in the direction of the
radiative energy gradient, which can lead to misdirected
radiation forces. As a result, the radiation in an FLD
simulation will wrap around opaque barriers rather than
cast sharp shadows.
An alternative method which alleviates this problem
is the M1 closure for the Eddington tensor (Dubroca &
Feugeas 1999). Here, the two lowest-order angular mo-
ments of the RT equation are used. The radiation energy
and pressure are related via an entropy minimization pro-
cedure, which results in the correct behavior in the free-
streaming and diffusion limits. The M1 closure has been
implemented in astrophysical RHD codes including those
described in Gonza´lez et al. (2007), Aubert & Teyssier
(2008), Vaytet et al. (2011), Skinner & Ostriker (2013),
Rosdahl et al. (2013), Sa¸dowski et al. (2014), and McK-
inney et al. (2014).
Another option is to solve the full RT equation for
discretized solid angle bins. This can be accomplished
by solving the equation along rays that extend through
multiple cells in the domain, a technique referred to as
ray-tracing or a long-characteristics method. An early
example of an astrophysical RHD code to use this ap-
proach is the stellar atmoshpere code described in Nord-
lund (1982), Nordlund & Stein (1990), and Stein & Nord-
lund (1998), using a variation of a method first proposed
by Feautrier (1964). The long characteristics approach is
especially effective in situations where a single or small
number of luminous point sources are present, and a com-
mon application is tracking the ionizing radiation emit-
ted from massive stars. Abel & Wandelt (2002) describes
an an adaptively branching ray tracing procedure, and
it has been applied to HD and MHD calculations cou-
pled to ionizing radiation as described in Sokasian et al.
(2003), Krumholz et al. (2007b) and Wise & Abel (2011).
Other uses of ray tracing to track ionizing radiation in-
clude those described in Whalen & Norman (2006), Al-
varez et al. (2006), Henney et al. (2009), and smoothed-
particle hydrodynamics implementations are described in
Gritschneder et al. (2009) and Greif et al. (2009). Kuiper
et al. (2010) introduced a hybrid approach in which ray
tracing is used to follow the direct radiation from a point
source, while FLD is used simultaneously to follow diffuse
radiation.
A related method is the short-characteristics tech-
nique, which is a subset of SN methods. Here, the
RT equation is solved for a fixed set of angles within
every grid cell. Early descriptions of such a technique
were given by Mihalas et al. (1978) and Kunasz & Auer
(1988). For problems in which the radiation enters the
diffusion regime, so that the radiative emissivity is dis-
tributed over many grid cells, the short-characteristics
approach allows the the computational expense of the
problem to scale more slowly with the size of the grid
than in the long characteristic case (Davis et al. 2012).
An early example of an astrophysical RHD code to
make use of the short-characteristics technique for two-
dimensional problems is described in Stone et al. (1992).
Liebendo¨rfer et al. (2004), Livne et al. (2004), Buras
et al. (2006), and Ott et al. (2008) describe codes that
use short characteristics for neutrino transport, which is
coupled to hydrodynamics in simulations of core-collapse
supernovae. Vo¨gler et al. (2005) describe an RHD code
that uses short-characteristics in the context of stellar
atmospheres. Rijkhorst et al. (2006) developed a hy-
brid method that combined techniques from both short-
and long-characeterstics radiative transfer codes in the
context of adaptive mesh refinement in three dimen-
sions. Three-dimensional MHD simulations with radia-
tion tracked using short characteristics include those de-
scribed in Heinemann et al. (2007), Hayek et al. (2010),
and Jiang et al. (2012). Overall, the short characteris-
tics approach has proven to be accurate and reasonably
fast. One potential drawback is the appearance of ray
artifacts at large distances from luminous sources.
Petkova & Springel (2011) introduced an advection
technique to solve the monochromatic radiative transfer
equation on both structured and unstructured meshes.
In the most general implementation of this scheme, the
flux of radiative energy between zones is discretized into
solid angle cones, which bears some resemblance to the
short-characteristics method.
MCRT, while used for decades to simulate spectra and
light curves of astrophysical objects (e.g. Mazzali & Lucy
1993; Kasen et al. 2006; Kerzendorf & Sim 2014), has
only recently been employed in the context of astro-
physical RHD. Lucy (2005) developed time-dependent
(non-stationary) MCRT techniques for outflows in which
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radiation was not dynamically important. Ercolano &
Gritschneder (2011) used MCRT to process snapshots of
HD simulations to demonstrate that the diffuse radia-
tion field in stellar ionization problems can differ signif-
icantly from an on-the-spot approximation for remitted
ionizing photons. Haworth & Harries (2012) moved be-
yond snapshots and coupled MCRT of ionizing radiation,
including the diffuse radiation field, to a hydrodynamics
solver. Abdikamalov et al. (2012) applied MCRT to neu-
trino transport in core-collapse supernova simulations,
and introduced extensions to the implicit Monte Carlo
technique to the case of velocity-dependent transfer case
(see section 6). Ghosh et al. (2011) and Garain et al.
(2012) used MCRT to simulate the effects of Compton
cooling in black hole accretion, and coupled this to a hy-
drodynamics solver. Noebauer et al. (2012) presented
a general-purpose code that couples MCRT with a Go-
dunov solver for hydrodynamics, and validated its per-
formance in a suite of common RHD test problems. Wol-
laeger et al. (2013) combined implicit Monte Carlo with
discrete diffusion techniques in high velocity outflows on
a Lagrangian grid.
In this work, we proceed in a manner similar to Noe-
bauer et al. (2012), and repeat some of the test problems
contained therein. We keep our radiation equations exact
to all orders in v/c (see sections 3 and 4), although our
hydrodynamics equations remain non-relativistic. Unlike
previous studies of RHD using Monte Carlo, we include
test problems in which the radiation energy is dominant
over thermal energy, and where the radiation pressure
is dynamically important. We compare two techniques
that may be used to calculate the force from radiation
pressure. Our approach also makes use of the implicit
Monte Carlo technique.
3. EQUATIONS SOLVED AND SIMPLIFYING
ASSUMPTIONS
We review here a basic formulation of radiation-
hydrodynamics. For this, we rely heavily on the exposi-
tions in Mihalas & Mihalas (1984) and Mihalas & Auer
(2001), quoting directly many of the equations therein
for ease of reference throughout the rest of this paper.
The equations governing the fluid flow are the mass
conservation equation, the gas momentum conservation
equation and the gas total (kinetic plus thermal) energy
conservation equation, with source terms relating to ra-
diative transfer. To order v/c, where v is the fluid veloc-
ity and c the speed of light, the equations are (Mihalas
& Auer 2001)
∂ρ
dt
+
∂(ρvi)
∂xi
= 0 , (1)
∂(ρvi)
dt
+
∂
∂xj
(
ρvivj + p0δ
ij
)
= ρf i +Gi − v
i
c
G0 , (2)
∂
dt
[
ρ
(
1
2
v2 + e0
)]
+
∂
∂xi
{[
ρ
(
1
2
v2 + e0
)
+ p0
]
vi
}
=ρvif i + cG0 . (3)
We have used the Einstein summation convention for in-
dices, and the generic superscript index i may refer to
the x, y, or z component of a vector in a Cartesian coor-
dinate system. The subscript 0 denotes that quantities
that are evaluated in the local comoving frame of the
fluid. Otherwise, the quantity is evaluated in the frame
of the fixed coordinate system, which we refer to as the
lab frame. Thus, ρ is the lab frame fluid density, p0 is
the comoving gas pressure, e0 is the comoving gas spe-
cific internal energy (units energy per mass), and f i is a
body force such as gravity as measured in the lab frame.
The quantities G0 and Gi are the lab frame components
of the force four-vector, G. This four-vector specifies the
energy and momentum coupling between the fluid and
the radiation, and will be defined explicitly below.
An ideal gas equation of state relates the comoving
pressure and specific internal energy of the gas
p0 = (γad − 1)ρe0 . (4)
We do not consider here the fully special relativistic
fluid equations. However, in our treatment of the radi-
ation transport we will be careful to include all special
relativistic terms. We also have not included terms for
viscous transport, thermal heat conduction, or an inter-
nal energy source terms such as would arise in a fluid
undergoing nuclear reactions, although these can in prin-
ciple be included as well (Mihalas & Auer 2001).
To find the the radiation force four-vector G, we begin
with the lab frame radiative transfer equation
1
c
∂Iν(n)
∂t
+ ni
∂Iν(n)
∂xi
= −χν(n)Iν(n) + ην(n) . (5)
Here Iν is the specific intensity of the radiation, ν is the
frequency, χν (units cm
−1) is the total extinction co-
efficient, η is the total radiative emissivity, and n is a
unit vector representing a direction. We may also make
reference to the radiative source function Sν ≡ ην/χν .
For notational brevity we will henceforth suppress writ-
ing the dependence of Iν , χν and ην on direction n, and
keep in mind that Iν , χν and ην are also be functions
of position and time. Both χν and ην have contribu-
tions from scattering as well as thermal absorption and
re-emission, as we will discuss below.
It is useful to define moments of the radiation intensity
which correspond to radiative energy density, flux, and
pressure
Eν =
1
c
∮
Iν dΩ, E =
∫ ∞
0
Eνdν , (6)
F iν =
∮
Iνn
i dΩ, F i =
∫ ∞
0
F iνdν , (7)
P ijν =
1
c
∮
Ininj dΩ, P ij =
∫ ∞
0
P ijν dν . (8)
Equation 5 may be integrated over frequency and solid
angle to obtain the radiation energy equation
∂E
dt
+
∂F i
∂xi
=
∫ ∞
0
dν
∮
dΩ (−χνIν + ην) ≡ −cG0 . (9)
This is a conservation equation for the radiation energy
density. The integral represents an energy loss term for
the radiation field, and hence an energy source term for
the fluid, and can therefore be identified with −cG0.
Integrating equation 5 over frequency and then inte-
grating with respect to nidΩ results in the radiation mo-
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mentum equation
1
c2
∂F i
dt
+
∂P ij
∂xj
=
1
c
∫ ∞
0
dν
∮
dΩ
[
(−χνIν + ην)ni
] ≡ −Gi .
(10)
This is a conservation equation for the radiation momen-
tum density, and the integral can be identified with the
term −cGi. The problem has now been fully posed up
to the specification of initial conditions and boundary
conditions for the radiation and the fluid.
At this point, we will introduce some simplifying as-
sumptions that will allow us to derive relatively simple
expressions for the radiation four-force. These remain
in effect for the entirety of this paper, although some
or all of them could be relaxed in future work: (1) All
absorption and emission, including scattering processes,
are isotropic in the comoving frame. (2) Scattering in the
comoving frame is elastic (energetically coherent). (3)
The quantities η and χ can be decomposed into separate
thermal and scattering contributions
χ0ν =χ
t
0ν + χ
s
0ν ,
η0ν = η
t
0ν + η
s
0ν . (11)
We will sometimes refer to χt0ν as the absorption coef-
ficient. We will also find it useful to define an opacity4
(units cm2 g−1) as κ0ν = χ0ν/ρ0, and κt0ν = χ
t
0ν/ρ0,
κs0ν = χ
s
0ν/ρ. We define an opacity ratio
ν ≡ κ
t
0ν
κ0ν
=
χt0ν
χ0ν
. (12)
The case ν = 0 corresponds to complete scattering of
photons, without any thermal absorption or re-emission.
The case ν = 1 corresponds to a situation with no scat-
tering, in which every photon interaction corresponds to
a photon being absorbed and its energy transferred to
the gas.
For the thermal emission, we assume local thermody-
namic equilibrium (LTE). In this case Kirchoff’s law im-
plies that the thermal component of the emissivity, ηt0ν ,
is equal to χt0νB0ν , where B0ν is the Planck function
calculated using the gas temperature measured in the
comoving frame. Then we may write the total (thermal
plus scattering) emissivity in the comoving frame as
η0ν =χ0ν
[
νB0ν + (1− ν)cE0ν
4pi
]
. (13)
When this expression for η0ν is plugged into the comov-
ing frame analogue of Equation 9, the scattering out of
the beam (χs0νI0ν) cancels the scattering into the beam
(ηs0ν) , and the energy component of G0 becomes
cG00 =
∫ ∞
0
νχ0ν (cE0ν − 4piB0ν) dν . (14)
Meanwhile, the assumed isotropy of emitted radiation,
both thermal and scattering, allows us to simplify the
spatial components of the force four-vector,
Gi0 =
1
c
∫ ∞
0
χ0νF
i
0νdν . (15)
4 Our notation here differs slightly from Mihalas & Auer (2001),
in which the symbol κ0 is used for the extinction coefficient (units
cm−1) rather than for an opacity (units cm−2 g−1).
Finally, we introduce three mean extinction coefficients
(energy-weighted mean, Planck mean, and flux-weighted
mean, respectively),
χ0E =
∫∞
0
νχ0νE0νdν∫∞
0
E0νdν
, (16)
χ0P =
∫∞
0
νχ0νB0νdν∫∞
0
B0νdν
, (17)
χ0F =
∫∞
0
χ0νF0νdν∫∞
0
F0νdν
. (18)
The expressions for the components of G0 then reduce
to
cG00 = c
(
χ0EE0 − χ0ParT 40,g
)
, (19)
Gi0 =χ0FF
i
0/c , (20)
where ar = 7.5657 × 10−15 erg cm−3 Kelvin−4 is the
radiation constant, which arises from the integration of
the Planck function over frequency.
We may then use a Lorentz transformation to deter-
mine the components of G in the lab frame
G0 = γ
[
G00 +
(
vi
c
)
Gi0
]
, (21)
Gi = Gi0 + γ
vi
c
[
G00 +
γ
γ + 1
(
vj
c
)
Gj0
]
, (22)
where γ ≡ (1 − vivi/c2)−1/2. Equations 21 and 22 are
accurate to all orders of (v/c) (Mihalas & Auer 2001).
These two equations, along with the fluid equations (1
through 3), provide the high-level schematic for what our
code solves. It is important to recognize that these are
mixed-frame equations in the sense that the left-hand
side refers to a lab frame quantity, while the right-hand
side is written in terms of comoving quantities.
We still must specify the expressions we will use to
compute the comoving quantities E0 and F
i
0. One ap-
proach would be to first construct the radiation energy
density, flux and pressure entirely in the lab frame, and
then relate the lab and comoving values of these quan-
tities using the fact that they are components of a sec-
ond rank Lorentz covariant tensor, the radiation stress-
energy tensor. This approach is described in Mihalas &
Auer (2001), and it is also the way to derive the equa-
tions used in Lowrie et al. (1999) and Jiang et al. (2012),
which have been truncated at order (v/c)2. However, as
will become clear below and in section 4, we are able to
easily construct estimators of the flux in the comoving
frame, and so we have a means of accurately calculating
G without needing to compute and store the components
of the pressure tensor.
We note that the radiation field, Iν , is ultimately com-
posed of photons with four-momenta given by M =
(hν/c)(1, ni). The lab frame and comoving frame com-
ponents of the four-momentum are related via a Lorentz
transformation
ν0
ν
= γ(1− nivi/c) , (23)
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and
ni0 =
(ν0
ν
)−1 [
ni − γv
i
c
(
1− γn
jvj/c
γ + 1
)]
. (24)
These equations incorporate the relevant Doppler shift
and aberration effects. Two final transformations we will
need are (Thomas 1930)
I0ν =
(ν0
ν
)3
Iν , (25)
dν0dΩ0 =
(ν0
ν
)−1
dνdΩ . (26)
Then we may write the comoving radiation energy den-
sity and flux as
E0 =
1
c
∫ ∞
0
dν0
∮
I0dΩ0 =
1
c
∫ ∞
0
dν
∮
Iν
(ν0
ν
)2
dΩ ,
(27)
F i0 =
∫ ∞
0
dν0
∮
I0n
i
0dΩ0 =
∫ ∞
0
dν
∮
Iν
(ν0
ν
)2
ni0dΩ .
(28)
Equations 27 and 28 provide us with a means of com-
puting E0 and F0, accurate to all orders in v/c, in terms
of integrals of lab frame quantities (with the help of equa-
tions 23 and 24). It is straightforward to show that these
equations are equivalent to those that follow from the
Lorentz covariance of the stress-energy tensor (Mihalas
& Mihalas 1984).
Finally, we consider an approximate alternative to
equation 22 that is valid in the raditaive diffusion regime.
Consider once again the convservation of radiation mo-
mentum as expressed in equation 10. As noted in Miha-
las & Auer (2001), when the radiation is diffusing, the
time-derivative on the left-hand side of that equation is
at most on the order λp/l compared to the radiation force
term on the right-hand side of the equation, where λp is
the photon mean free path and l is the fluid flow length
scale. Since λp/l  1 by definition in the radiative dif-
fusion regime, this term can be safely dropped, leaving
us with
Gi=−∂P
ij
∂xj
, or
Gi=−∂
(
f ijE
)
∂xj
, (29)
where in the second line we have introduced the Edding-
ton tensor f ij which satisfies
P ij = f ijE . (30)
In some situations, using equation 29 for Gi may reduce
the Monte Carlo sampling noise (see section 9).
4. MONTE CARLO TRANSPORT
To make use of equations 27 and either 28 or 29, we still
must solve the radiation transfer equation for I. In the
MCRT approach, one forgoes a direct numerical solution
in favor of a stochastic simulation of photon transport.
The radiation field is represented by discrete packets
which are tracked through randomized scatterings and
absorptions. Each packet is described by a lab frame en-
ergy Ep and a lab frame photon momentum four-vector
Mp = (hν/c)(1, n
i) where ν is the photon frequency and
n the normalized propagation direction vector measured
in the lab frame. The number of photons represented per
packet is then N = Ep/hν.
In many cases, we initialize the radiation field based
on the assumption of local thermodynamic equilibrium
(LTE). This assumption is justified in most test prob-
lems we consider here, as the gas is optically thick to
radiation across each zone. At the start of the calcu-
lation, a set number of packets, Ninit, are initiated in
each zone. The radiation energy arT
4
0,gV0 is distributed
equally among the packets in each zone. The packet co-
moving frequencies are sampled from a blackbody distri-
bution at the local temperature and their directions are
sampled isotropically in the comoving frame.
If necessary, it is possible to initialize photon packets
without assuming LTE, as we will discuss for two test
problems (section 8.1 and section 8.4).
Photon packets are tracked in the lab frame, but the
gas extinction coefficients and emissivities are calculated
in the comoving frame. The extinction coefficient in the
comoving frame χ0ν is then transformed into the lab
frame using (Thomas 1930)
χν =
ν0
ν
χ0ν . (31)
While we have assumed that the comoving extinction
is isotropic, in moving flows the lab frame extinction
χν is direction dependent (because of equations 31 and
23). The mean free path is longer for photons propagat-
ing along the flow and smaller for photons propagating
against it, a property that is essential to include to get
the correct advection of radiation (see section 8.2).
The distance lk a photon travels in the lab frame before
an interaction can be randomly sampled using
lk = χ
−1
ν [− ln(R)] , (32)
where R is a uniform random number between 0 and 1,
not including 0. This distance can be compared to the
distance to the nearest cell boundary and the distance
to the end of the time-step (∆t/c) to determine the next
event. In an interaction event, a packet may be either
scattered or absorbed, with the probability of absorption
at a given frequency denoted by ν . More details about
how photon interactions are implemented are given in
section 4.1
At each time-step, new packets may be generated to
represent freshly radiated thermal energy. The emission
of this energy provides the cooling contribution in equa-
tion 19. The number of photon packets emitted in a zone
over a lab frame time-step ∆t is
Nemit =
V ∆t  χ0P c ar T
4
0,g
E0,p
. (33)
This expression will be modified slightly when implicit
MCRT techniques are employed (section 6). Here V is
the zone volume measured in the lab frame. We have
made use of the fact that V dt = V0dt0 (Mihalas & Miha-
las 1984), so to lowest order we may write V∆t = V0∆t0.
E0,p is the energy (not energy density) of each packet in
the comoving frame. The value of E0,p can be chosen
arbitrarily and ultimately sets the total number of pack-
ets included in a calculation. Typically, we choose the
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packet energy to be a small fraction of the zone energy,
E0,p = 10
−4E0V0, however we limit the number of pack-
ets emitted per zone per time-step to a manageable max-
imum value (see Table 1). The emitted packet’s direction
is sampled uniformly from an isotropic distribution in the
comoving frame. The frequency of the packet is sampled
from a distribution weighted by the comoving thermal
emissivity, χ0ννB0ν . The packet energy, frequency and
direction are then transformed into the lab frame using
equations 23 and 24.
Radiative heating could, in principle, be evaluated by
tallying the number of photon packets absorbed in each
zone over a time interval. In any given time-step, how-
ever, the number of packets actually absorbed may be
very small, especially if the medium is scattering domi-
nated (ν  1). Instead, we can construct estimators in
each cell of the comoving radiation energy density and
radiation flux (equations 27 and 28) by summing over all
path lengths of packets moving through the zone (Lucy
1999)
E0 =
1
cV∆t
∑
pEp
(
ν
ν0
)2
lp (34)
F i0 =
1
cV∆t
∑
iEp
(
ν
ν0
)2
lpn
i
0 , (35)
where Ep is the lab frame energy of packet p, lp is the
length of the path the packet travels through the zone
(which may be composed of multiple redirections), and
we are again substituting V∆t for V0∆t0.
The flux estimator relies on the cancellation of pack-
ets moving in opposite directions, so it may be poorly
sampled in practical calculations. As noted in Section 3,
when the radiation is diffusing we may use the divergence
of the lab-frame radiation pressure tensor to compute Gi
(equation 29). In this case, P ij is computed with the
estimator
P ij =
1
cV∆t
∑
p
Eplpn
inj . (36)
4.1. Interaction Physics
One advantage of MC transport methods is that it is
relatively straightforward to simulate complicated physi-
cal interactions, such as anisotropic scattering, line trans-
port, or polarization. In this section, we describe the
treatment of select matter/radiation interactions.
4.1.1. Absorption and Coherent Scattering
In the simplest of interaction events, a packet may be
either coherently scattered or absorbed, with the proba-
bility of absorption at a given frequency, ν , determined
by the nature of the absorption interaction. In an explicit
MC calculation, absorbed packets are simply removed
from the calculation. In implicit MC calculations, some
absorbed packets are not removed but instead undergo
“effective scattering”, as will be described in Section 6.
To simulate an isotropic, coherent scattering event, a
packet is first Lorentz transformed to the comoving frame
of the scatterer using 23 and 24. A new direction is
then sampled isotropically in the comoving frame, and
the inverse transformation is applied to return the lab
frame. In this process, the lab frame energy of the photon
becomes
Eout = Einc
1− niincvi/c
1− nioutvi/c
, (37)
where niinc and n
i
out are the incoming and outgoing packet
direction vectors in the lab frame. The packet frequency
changes in a corresponding way. When averaged over
many scattering events, Eq. 37 accounts for the adiabatic
losses of the radiation field. Advection is captured via the
anisotropy of the lab frame extinction coefficient χ and
the outgoing direction vector niout.
If desired, one can also take into account the random
motions of scatterers, which may introduce additional
Doppler shifts. In this case, the velocity vector of the
individual scatterer must be randomly sampled at each
interaction event. For example, the speed of a scatter
could be randomly sampled from a Maxwell Boltzmann
distribution with velocity dispersion vd = (2KT/ms)
1/2,
where ms is the mass of the scatterer. The direction of
the scatterer velocity vector is sampled from an isotropic
distribution. The photon packet is then Lorentz trans-
formed into the rest frame of the scatterer, a new prop-
agation direction is chosen, and then the packet trans-
formed back into the lab frame.
4.1.2. Line Interactions
The frequency-dependent cross-section of a line with
rest frequency ν0 and oscillator strength fosc is
σ(x) =
√
pie2
mec
fosc
∆νd
H(a, x) , (38)
where x is the frequency relative to line center in units of
Doppler widths x = (ν − ν0)/νd, where ∆νd = ν0(vd/c)
and we take the velocity dispersion vd to be due to ther-
mal line broadening. The line profile is described by the
Voigt function
H(a, x) =
a
pi
∫ ∞
−∞
e−y
2
(x− y)2 + a2 dy . (39)
The parameter a describes the importance of the wings
relative to the core of the line profile, and is a function
of temperature
a = 4.7× 10−3 (T/104 K)−1/2 . (40)
We use the analytic fits for the Voigt profile provided by
Tasitsiomi (2006).
The line absorption coefficient, α = nlσ(x), depends on
the the number density, nl, of ions occupying the lower
level of the transition, and hence requires knowledge of
the ionization and excitation state of the gas. In the case
of LTE, the state of the gas is readily determined by solv-
ing the Saha/Boltzmann equations. When LTE does not
hold, the level populations must be determined by solv-
ing a set of coupled rate equations, with the radiative
transition rates estimated from the Monte Carlo trans-
port. We postpone a discussion of the non-LTE problem,
and assume here that the level population nl is known.
To account for the thermal motions of ions, we ran-
domly sample the ion velocities in a manner similar to
that described in Section 4.1.1. However, since the line
cross-section depends sensitively on frequency, the line-
of-sight velocity v‖ must be sampled from the modified
distribution (Zheng & Miralda-Escude´ 2002)
f(u‖) =
a
pi
e−u
2
‖
(x− u‖)2 + a2H
−1(a, x) , (41)
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where u‖ = v‖/vd. The transverse velocity components
are sampled from the ordinary Maxwell-Boltzmann dis-
tribution
v⊥,1 = vd
√
− ln(R1) cos(2piR2) ,
v⊥,2 = vd
√
− ln(R1) sin(2piR2) ,
(42)
where R1 and R2 are independently generated uninform
random variables between 0 and 1, not including 0. R1
sets the magnitude of the transverse velocity of the ion,
and R2 sets its direction in the transverse velocity plane.
Packets can either be absorbed or scattered in a line, in
the way described in Section 4.1.1. If desired, a treat-
ment of fluorescence can also be included by randomly
sampling the branching probability of de-excitation into
all possible line transitions (Lucy 2002). We will not
discuss such a treatment here.
5. HYDRODYNAMICS
Our primary method for solving the hydrodynam-
ics equations is a second-order Godunov scheme based
on the PPM solver of Colella & Woodward (1984).
While this paper only presents results based on the one-
dimensional version of this solver, we intend to extend it
to higher spatial dimensions in a spatially unsplit manner
following the description in Colella (1990).
For 1-D spherically symmetric problems, we use a
Lagrangian hydrodynamics solver because it allows for
adaptive grid resolution. This solver is based on the
von Neumann-Richtmyer staggered mesh scheme as de-
scribed in Castor (2004).
As is well known, the inclusion of artificial viscosity
is useful to damp numerical oscillations behind strong
shocks, but has the negative effect of smearing out the
shock front over a number of zones determined by a con-
stant Cq, an adjustable parameter (see Table 1). For the
Lagrangian solver we can include a standard artificial
viscosity of the form
q = Cqρ max(vdown − vup, 0)2 , (43)
where vdown and vup are the lower and upper zone veloc-
ities of the Lagrangian mass element. For the Godunov
solver, the artificial viscosity is quite similar, although
it involves modifying the numerical fluxes in the man-
ner described in Lapidus (1967). We find that includ-
ing artificial viscosity is helpful both in our Lagrangian
solver and our Godunov solver, although for problems
with strong shocks we can typically obtain similar re-
sults with a smaller value of Cq in the Godunov case
than in the Lagrangian case.
We use an operator-splitting procedure for coupling
the radiation source terms to the hydrodynamics equa-
tions in a way similar to that of Noebauer et al. (2012).
Every time-step, we first perform the packet propagation
through the fluid to construct the comoving frame esti-
mators defined in equations 34 and 35. For the Eulerian
version of the code, we use these estimators to construct
the components of G in the lab frame, as given by equa-
tions 21 and 22. We next use our Godunov solver to cal-
culate the updates to the hydrodynamical state variables
that would have occurred in the absence of radiation. Fi-
nally, we use our computed components of G to evaluate
the right-hand sides of equations 2 and 3. These source
terms indicate the rate at which momentum and energy
are transferred per time per zone, so we multiply these
rates by V dt to compute the radiation contribution to en-
ergy and momentum for that time-step. In other words,
our treatment of the radiative source terms is first order
in time.
In the Lagrangian version of the code, we use a sim-
ilar first-order approach to include the radiative source
terms, but in this case we use the comoving quantity
cG0 for the rate of radiative heating or cooling. We mul-
tiply this rate by V dt and add the result to the internal
energy of the gas in each zone. For the radiative momen-
tum contribution we use use the radial component of the
radiative force. We multiply this force by V dt and add
this contribution to the total force that accelerates each
zone boundary5.
Future work might include the developments described
in Miniati & Colella (2007), Sekora & Stone (2010), and
Jiang et al. (2012) for including stiff radiative source
terms more consistently within the Godunov solver. In-
deed, once we have used MCRT to construct the radia-
tion energy density, flux, and Eddington tensor, then the
manner in which this information is incorporated into the
Godunov solver could proceed in a manner identical that
described in Jiang et al. (2012).
6. IMPLICIT MONTE CARLO
On the fluid flow time scale, the Monte Carlo sim-
ulation always provides a stable and accurate repre-
sentation of the radiation field regardless of the time-
stepping. However, an explicit treatment of the matter-
radiation coupling will be unstable unless the time-
steps are smaller than the time scale for radiative heat-
ing/cooling to significantly change the gas energy, given
by
trad ≈ 1
cχ0P
(ρ/µ)kT0,g/(γad − 1)
arT 40,g
. (44)
Under certain conditions, in particular cases where the
radiation energy exceeds that of matter, trad may be
much smaller than the Courant time-step. To avoid ex-
cessively small time-steps while maintaining stability, we
implement the implicit Monte Carlo (IMC) methods first
developed by Fleck & Cummings (1971) (see also Abdika-
malov et al. (2012)). In this case one defines the Fleck
factor
f ≡ 1
1 + 4αf
(
E0
e0
)
(c∆t χ0P )
, (45)
where αf is a nondimensional parameter that can be
given a value between 0.5 and 1 in order to ensure stabil-
ity. The second term in the denominator can be thought
of intuitively as the ratio of ∆t to trad (up to order unity
factors).
The Fleck factor has several important roles. First, it
is used to define an “effective scattering” rate. The true
absorption fraction ν is multiplied by f to determine a
new probability that a photon interaction is treated by
the code as an absorption event, rather than a scattering
5 This may introduce an error for moderately relativistic flows,
because the velocities of the zone boundaries are measured in the
lab frame, yet we are using a radiative force computed in the co-
moving frame to modify their acceleration
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event. When f  1 (i.e. the hydro time-step is much
larger than trad), then nearly all photon interactions are
ffective scatttering interactions. Conversely, if f ≈ 1
then the Fleck factor factor has little effect on the course
of the simulation, and the probability of an absorption
event remains approximately equal to ν .
Second, the amount of thermal energy radiated each
time step is also multiplied by f . This affects the second
term in our calculation of G00 in equation 19, and the
number of packets emitted each time step as given by
equation 33.
Finally, the Fleck factor is used to modify the process
of adiabatic heating and cooling of the gas. Following
Fleck & Cummings (1971), we will define an adiabatic
heating term Sγ :
Sγ = −(p+ Cq) D
Dt
(
1
ρ
)
= (p+ Cq)
1
ρ2
(
∂ρ
∂t
+ v
∂ρ
∂x
)
.
(46)
This expresses the rate at which gas kinetic energy is
converted into internal energy (or vice versa), and ac-
counts for artificial viscosity. If desired, other heating
source terms, such as energy released from nuclear re-
actions, could be added here. This rate Sγ will also be
multiplied by f , which amounts to subtracting (1−f)Sγ
from the gas heating rate. In order to conserve energy,
this same amount of energy per time step must then be
added to the radiation field (which could amount to a
negative contribution if Sγ is negative).
In detail, for the Eulerian version of the code, we use
the results of our Godunov scheme to construct the quan-
tities ∂ρ/∂t and ∂ρ/∂x, which are in turn used to con-
sruct Sγ . We subtract (1 − f)Sγρ∆t from the total en-
ergy density update of the hydro state vector6. During
the subsequent radiative transfer step, we add this con-
tribution to the emission terms in equations 19 and 33.
In the Lagrangian version of the code, when it is time
to update the internal energy density of the fluid, we
use fSγ for the amount of adiabatic heating or cooling,
rather than the full Sγ that we would use in the absence
of implict Monte Carlo. The emission in the next radia-
tive transfer step is modified in the same manner as in
the Eulerian case.
7. RADIATION TEST PROBLEMS
We have carried out a number of tests calculations to
verify our code in a variety of physical situations.
7.1. Frequency-dependent absorption with scattering
First, we compare our MCRT implementation against
analytic treatments of plane-parallel, semi-infinite, strat-
ified, static atmospheres with frequency-dependent pho-
ton opacities. We follow the traditional convention of
setting τ = 0 at the observer’s location at infinity, so
that τ increases deeper into the atmosphere, along the
z-axis of our coordinate system. Since the gas has zero
bulk velocity in this test, we make no distinction between
lab frame and comoving frame quantities for the rest of
this subsection.
6 To be even more accurate we should transform the adiabatic
heating/cooling rate, which is defined in the comoving frame, into
a lab frame rate when performing this subtraction. Such a trans-
formaion was not performed in this version of the code
If, in addition to the assumptions listed in the previous
paragraph, the source function is istropic, scattering is
absent, and the temperature profile of the atmosphere is
known, then the first three moments of the radiation in-
tensity can be found exactly in terms of exponential inte-
grals (e.g. Chandrasekhar 1950; Kourganoff 1952). Here
we follow Rutten (2003) in writing the expressions for
these moments as
Eν(τν) = 2pi
∫ ∞
0
Sν(tν)E1 (|tν − τν |) dtν (47)
F zν (τν) = 2pi
∫ ∞
τν
Sν(tν)E2 (tν − τν) dtν
−2pi
∫ τν
0
Sν(tν)E2 (τν − tν) dtν (48)
P zzν (τν) = 2pi
∫ ∞
0
Sν(tν)E3 (|tν − τν |)dtν , (49)
where
En(x) ≡
∫ 1
0
e−x/µµn−1
dµ
µ
. (50)
We next consider including a frequency-independent
scattering extinction χs, meant to represent electron
scattering, in addition to the frequency-dependent ab-
sorption coefficient χtν . When scattering is included, an
exact solution for the moments of the radiation intensity
is rarely possible, although excellent approximate solu-
tions can be derived, as we will now show.
It is conventional to introduce Jν ≡ (c/4pi)Eν , Hν ≡
(1/4pi)Fν and Kν ≡ (c/4pi)P zzν . If all radiative cross
sections are assumed to be isotropic, then the lowest
two moment equations of the steady-state, plane-parallel
transfer equation can be written
dHν
dτν
= ν (Jν −Bν) (51)
dKν
dτν
=Hν . (52)
If we employ the Eddington approximation, Kν =
Jν/3, then the last two equations may be combined to
yield (e.g. Rybicki & Lightman 1986)
d2Jν
dτ2ν
= 3ν (Jν −Bν) . (53)
This is a linear, inhomogeneous ordinary differential
equation for Jν . As such, it may be solved via the method
of variation of parameters. Illarionov & Sunyaev (1972)
present such a solution for the case when χtν corresponds
to bremsstrahlung, so that it depends on both the density
and temperature of the atmosphere at each depth. Here,
we consider a slightly simpler situation in which ν is in-
dependent of depth. To specify the boundary conditions,
we assume that Bν approaches some finite value Bν,∞ as
τν →∞, and that
Jν = aoutHν at τν = 0 , (54)
where aout is some constant value used to normalize the
outgoing flux. If the two-stream approximation were to
hold exactly as τν → 0, then aout would equal
√
3 (Ry-
bicki & Lightman 1986).
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In that case, the solution for Jν becomes
7
Jν(τν) = e
τν
√
3ν
∫ ∞
τν
√
3ν
2
Bν(tν)e
−tν
√
3νdtν
+e−τν
√
3ν
[∫ τν
0
√
3ν
2
Bν(tν)e
tν
√
3νdtν
−1− aout
√
ν
3
1 + aout
√
ν
3
∫ ∞
0
√
3ν
2
Bν(tν)e
−tν
√
3νdtν
]
. (55)
The emergent flux can then be computed as
Fν(0) = 4piHν(0) =
4pi
3
dJν
dτν
(0)
= 4pi
ν
1 + aout
√
ν
3
∫ ∞
0
Bν(tν)e
−tν
√
3νdtν .(56)
Since the Eddington approximation was used to derive
equation 56, taking its limit as ν → 1 (i.e., in the limit
of no scattering) does not recover equation 48 evaluated
at τν = 0. However, if we consider equation 48 under
the the two-stream approximation so that µ is fixed at
1/
√
3 in equation 50, and aout =
√
3, then we do indeed
recover the ν → 1 limit of equation 56.
To gain insight into equation 56, we consider the ther-
malization depth
Λν ≡ 1/√ν . (57)
This is the average depth that a freshly emitted photon
with frequency ν will travel via scattering before being
reabsorbed. The heuristic derivation (following Rutten
(2003)) for equation 57 is as follows. During each scat-
tering event, the probability that the photon is absorbed
is ν , by definition. Thus, an emitted photon will scatter
an average of 1/ν times before being reabsorbed. Mean-
while, for any random-walk process, the mean displace-
ment of a packet that has undergone N re-directions,
each of mean free path l, is approximately l
√
N . Conse-
quently, the average distance between emission and ab-
sorption events is l/
√
. Converting this distance to an
optical depth gives us our result. A factor of
√
3 in front
of ν can account for the average angle with respect to
the z-axis along which the photons travel in the Edding-
ton approximation.
We do not expect escaping photons to have been emit-
ted at temperatures corresponding to optical depth much
greater than the thermalization depth. In other words,
frequencies with large thermalization depths allow us to
see such photons that were emitted from deeper, hotter
portions of the atmosphere.
We ran three test calculations, each with a different
degree of scattering, to test the code against these so-
lutions. In all three cases, we used a domain of total
height h = 1014 cm. For the first two tests we divided
the domain into 128 zones of equal height, and for the
final test we used 256 zones. The domain was filled with
7 Unlike Illarionov & Sunyaev (1972), we allow the radiation to
escape to τν = 0, rather than cutting off the solution at τν = 1.
Additionally, we have not made the approximation χs0ν  χt0ν .
gas following a power-law density profile
ρ(z) = ρmax
[
1 +
(
h− z
zs
)p]−1
, (58)
where we have chosen ρmax = 2.09 × 10−11 g cm−3
(yielding an optical depth to electron scattering of 100,
where the electron scattering opacity is 0.4 cm2 g−1 for
fully ionized hydrogen), zs = 10
13 cm, and p = 3. Pho-
tons were emitted from the z = h plane and propagate
toward the z = 0 plane, where they are tallied to gener-
ate an outgoing spectral energy distribution (SED). Any
photons that scattered back past the z = h plane were
treated as absorbed by the luminous source and were no
longer tracked. We adjusted the photon flux from the
inner emitting surface (at z = h) so that the bolomet-
ric, steady-state radiative flux escaping to infinity would
equal a constant value of 1.64× 1020 erg s−1 cm−2 in all
three calculations.
We chose a normalization for χtν so that it would match
the electron scattering extinction at 100 Angstroms. We
also let χtν scale as ν
−1. Our wavelength resolution was
set by dividing the interval between 1 and 104 Angstroms
into 100 bins equally spaced logarithmically.
Anticipating that the densities and temperatures in
these calculations would correspond to cooling times that
were orders of magnitude shorter than the radiative dif-
fusion time through the computational domain, we used
a fully implicit treatment of the radiative heating and
cooling. Absorption events were always treated as ef-
fectively scattered, and we periodically re-computed the
temperature of the gas in each zone by enforcing radia-
tive equilibrium until a steady state was reached.
Figure 1 shows the outgoing SED for three test cases.
In the first case, shown in the top panel, we used only
the absorption coefficient χtν , and neglected scattering
entirely. This allowed us to solve for the outgoing flux
by invoking equation 48 at τν = 0 for all ν. The match
between the analytic formula and the Monte Carlo results
is excellent.
In the second case, shown in the middle panel of Fig-
ure 1, we add Thomson scattering but we keep all other
details of the simulation the same as before. Given our
functional form for χtν described above, ν ranges from
10−2 at 1 Angstrom to 0.9 at 1000 Angstroms. As shown
in Figure 2, the inclusion of scattering along with absorp-
tion, while forcing the escaping flux to be the same, leads
to higher temperatures in all regions of the atmosphere.
Remarkably, this temperature adjustment occurs in such
a way as to keep the shape of the outgoing SED nearly
identical to the case without scattering (compare the first
and second panels of Figure 1). The Eddington approx-
imation prediction for the shape of the SED (equation
56) still matches the computed SED quite well.
Finally, the bottom panel of Figure 1 shows the results
of another test that includes both absorption and scat-
tering, but this time the absorption opacity is reduced to
a value of 0.01 times the value we had used previously.
Now ν ranges from 10
−4 at 1 Angstrom to 0.09 at 1000
Angstroms. In this case there is a slight drop in temper-
ature compared to the previous case at all depths in the
atmosphere, as seen in Figure 2. However, this time the
SED shifts markedly in the blueward direction, which is
evident in the bottom panel of figure 1. This can be un-
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derstood in terms of the thermalization length described
earlier. As the atmosphere becomes increasingly scatter-
ing dominated, the photons that escape to the observer
tend to have been emitted at higher Thomson optical
depth, where the temperature is higher. Again, agree-
ment with the analytic formula is very good, verifying
the MCRT calculation of multi-frequency transport in a
scattering dominated regime.
7.2. Line Transport
We next test the transport of line radiation in both
moving and static media. We use the spherical La-
grangian version of the code and inject photons into a
uniform density sphere of radius rmax = 10
15 cm. The
thermal motions of ions are taken into account, with a
velocity dispersion of vd = 25 km s
−1. The line opac-
ity is taken to be pure-scattering, and for computational
expediency we adopt a large Voigt parameter of a = 0.1
(see equation 40).
In the first test, we consider a static atmosphere with a
total radial optical depth at line center of τc. Photons are
injected at the center of the sphere and at the line center
rest frame frequency νc. An analytic solution to the line
scattering problem in the plane parallel case was derived
by Neufeld (1990) under the Eddington approximation,
and generalized to a spherical atmosphere by Dijkstra
et al. (2006), who find a total flux density at the surface
of the sphere
J(x) =
√
pi
24
√
piaτc
[
x2
1 + cosh[
√
2pi3/27(|x3|/aτc)]
]
(59)
In Figure 3 we show results of the MC transport for
spheres of optical depth τc = 10
4 and 106. The resulting
line features show a characteristic double peaked profile.
This is because photons are Doppler shifted by the ther-
mal motions of the scatterers, and preferentially escape
in the less opaque line wings. Our MC results show favor-
able agreement with the analytic solution Equation 59,
comparable to those seen in other MCRT line transport
codes (Dijkstra et al. 2006).
To test line transport in a moving atmosphere, we con-
sider the case where the sphere of gas is expanding ho-
mologously (i.e., velocity proportional to radius). We
emit photon packets from the surface of a spherical in-
ner boundary of uniform specific intensity Ip in the lab
frame at a radius rp = 10
14 cm. The velocity structure is
given by v(r) = vmax(r/rmax), with vmax = 10
8cm s−1.
Because the velocity scale height of this problem is much
greater than the ion thermal velocities, the Sobolev ap-
proximation applies. The emergent line profile in the
lab frame is then given by an integral over the impact
parameter p, (e.g., Jeffery & Branch 1990)
F (ν) = 2pi
∫ ∞
0
[
Ipe
−τs + S(r)(1− e−τs)
]
pdp (60)
where the Sobolev optical depth is
τs(r) =
pie2
mec
c
νc
foscnl
dv/dr
. (61)
In the present example the velocity gradient is dv/dr =
vmax/rmax. The source function for a pure-scattering
line is equal to the mean intensity of the radiation field,
S(r) = J(r) = W (r)Ip where the dilution factor is
W (r) =
1
2
[
1−
√
1− (rp/r)2
]
. (62)
As discussed in Jeffery & Branch (1990), to properly
treat the boundary condition of the photosphere, τs(r)
and S(r) are zero for the spatial region inside and behind
the photosphere, while Ip(p) is zero for p > rp.
Figure 4 shows results for a constant density atmo-
sphere with τs = 1. The spectrum of the MCRT code,
which resolves the line profile, is in good agreement with
the Sobolev semi-analytic solution.
8. RADIATION-HYDRODYNAMICS TEST PROBLEMS
We next discuss test problems in which the energy and
momentum coupling of the gas and radiation is consid-
ered. In what follows, we define the radiation temper-
ature as T0,r = (E0/ar)
1/4, where E0 is the comoving
radiation energy density. We use an ideal gas equation
of state with γad = 5/3.
Table 1 lists the numerical parameters used in each
radiation-hydrodynamics test problem.
8.1. Evolution to radiative equilibrium
We begin with a standard test of the heating and cool-
ing of the gas by radiation, which also provides clear a
demonstration of the application of implicit MC tech-
niques. We chose here a setup identical to that of
Turner & Stone (2001), although modified versions of the
test have appeared elsewhere, including Noebauer et al.
(2012).
In this test we use the Eulerian version of the hydro
solver. We again consider gas with zero bulk velocity,
so that the lab frame and the comoving frame are iden-
tical, although we retain the comoving frame notation.
The computational domain is filled with static gas at a
uniform density of ρ0 = 10
−7 g cm−3, a mean atomic
mass of µ = 0.6, and a gray opacity κ0 = 0.4 cm
2 g−1.
Additionally, a uniform and isotropic radiation field is
initialized with energy density 1012 erg cm−3, so that
T0,r = 3.4×106 K. Here  = 1, so that the gas and radia-
tion are fully thermally coupled. Although the radiation
pressure overwhelms the gas pressure in this test, the ra-
diation field is isotropic, so the radiation pressure does
not accelerate the gas. Reflecting boundary conditions
were used for the radiation.
In this context, the gas energy equation (Equation 3)
simplifies to
de0
dt
= χcarT
4
0,r − 4χB(T0,g)
= χcar(T
4
0,r − T 40,g) (63)
where B is the frequency-integrated Planck function
Turner & Stone (2001). We consider two versions of the
test, one in which the gas is heated by radiation, and
another in which the gas cools. For the heating case,
the gas is given an initial thermal energy density of 102
erg cm−3, corresponding to T0,g = 11 K. For the cooling
case, the initial thermal energy density is 1010 erg cm−3,
corresponding to T0,g = 1.1× 109 Kelvin. In both cases,
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Fig. 1.— Tests of outgoing SEDs for static, stratified, plane-parallel atmospheres with frequency-dependent opacities. Top panel: No
scattering. The absorption coefficient χtν is chosen so that it matches the Thomson extinction at 100 Angstroms, and declines as ν
−1. The
exact analytic solution used for comparison is given in equation 48. The blackbody spectrum is included to guide the eye and to illustrate
how the emergent flux in this calculation includes emission from gas layers at a range of temeperatures. Middle panel: Thomson scattering
has been added as a contribution to the opacity, but all other details of the calculation remain the same as the top panel. The analytic
prediction now uses the Eddington approximation and is given by equation 56. Bottom panel: The thermal opacity is now multiplied by
a factor of 0.01, but all other details remain the same as in the middle panel. For sufficiently small ν , as in this panel, the SED shifts
toward smaller wavelengths even while the peak value of λFλ remains nearly the same as in higher ν runs. The slight over-prediction of
flux in this case seems to improve as spatial resolution is increased. Higher spatial resolution is needed in this case because the photons
that escape were initially emitted from deeper, hotter portions of the atmosphere with higher temperature gradients than in the previous
two cases.
the radiation energy greatly exceeds the gas energy den-
sity, and so remains nearly constant during the energy
exchange. This means that the gas will ultimately heat
or cool to reach the radiation temperature, correspond-
ing to an equilibrium gas energy density of 7.8× 107 erg
cm−3.
This test only follows the evolution of the gas up to an
elapsed time of 10−5 s, whereas the photon interaction
time 1/(ρκc) is approximately 10−3 s. In the absence
of explicit photon interactions, the energy exchange be-
tween gas and radiation is deterministic, and so the num-
ber of photon packets employed has no effect on the so-
lution.
Figure 5 displays the gas heating and cooling curves
compared to the analytic solution of Equation 63. Con-
sider the cooling curve first. According to equation 44,
the cooling time at the beginning of the simulation is
1.7 × 10−15 s. If we take a time-step smaller than this,
such as 10−15 seconds, then no implicit methods are
needed, and the gas temperature follows the analytic
cooling curve to an accuracy of better than 1.3% at all
times. If we wish to take much larger time-steps, then
we must turn on the implicit Monte Carlo by setting
αf ≥ 0.5, otherwise the code generates negative tem-
peratures and crashes after the first step of the calcula-
tion. Figure 5 shows the results of taking αf = 0.5 and
αf = 1.0 for dt = 10
−11 s. In both cases, the cooling
curves approach the analytic solution after many time-
steps, but the cooling is artificially slow at early times.
The αf = 0.5 case converges to the correct solution more
quickly than the αf = 1.0 case, demonstrating that one
should strive for the smallest value of αf that still main-
tains stability.
The heating curves follow the analytic solution to
within one part in 10−4 at all times, regardless of the
value of αf chosen or the size of the time-step up to
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TABLE 1
Numerical parameters
Test # of zones Zone width dt tstop αf Cq Initial packets Max packets emitted
(cm) (s) per zone per zone per step
Radiative equilibrium 2 5.0× 109 1.0× 10−11 s 1.0× 10−7 0. 0. 1 0
(no IMC)
Radiative equilibrium 2 5.0× 109 1.0× 10−14 s 1.0× 10−7 0.5 or 0. 1 0
(IMC) 1.0
Advected pulse 201 0.00995 1.0× 10−13 s 1.0× 10−10 N/A 0. 105 0
(center zone only)
Homologous expansion 64 Variable CFL 0.2 1.0× 105 N/A 0. 10 0
Bondi accretion 2048 Variable CFL 0.2 3.0× 106 1.0 0. 10 40
(from source only)
M = 2 steady shock 512 5.86× 10−5 CFL 0.5 1.0× 10−9 1.0 0.1 10 400
M = 5 steady shock 2048 1.95× 10−5 CFL 0.5 1.9× 10−9 1.0 0.1 10 100
M = 70 steady shock 896 1.29× 10−3 CFL 0.1 1.0× 10−9 1.0 0.1 7680 7680
Sub-Critical 512 1.37× 108 CFL 0.5 4.0× 104 0. 0.5 1000 4000
moving shock (Ensman)
Super-Critical 512 1.37× 108 CFL 0.2 1.3× 104 1.0 0.5 1000 1000
moving shock (Ensman)
Note. — Numerical parameters. When zone width is listed as “variable”, the Lagrangian version of the code is being used. When αf is
listed “N/A”, the radiation energy and gas are thermally decoupled (i.e.  = 0 so that radiation always scatters and is never absorbed).
Fig. 2.— The gas temperature as a function of height for the
static atmosphere tests. The three curves correspond to the three
panels in Figure 1. Although the temperatures are noticeably dif-
ferent between all three runs, the outgoing flux has been adjusted
to be the same in all three cases.
10−11 that we tested, although larger time-steps could
be used for the heating case.
8.2. Advected radiation pulse
In a moving, optically thick medium, radiation should
be swept along with the matter. This represents an im-
portant and non-trivial test of the MCRT routine, as
advection is not explicitly included in the code. Instead,
advection is a statistical consequence of the lab frame
anisotropy of the lab frame extinction coefficient and
Fig. 3.— Test of line transport in a static medium, comparing
Monte Carlo results (circles) to an analytic solution based on the
diffusion approximation (Equation 59, solid lines). In this prob-
lem, a point source radiates line photons into a uniform spheri-
cal medium with a pure-scattering optical depth at line center of
τc = 104 (red), τc = 105 (black) and τc = 106 (blue).
scattering function. When averaged over many scatters,
these effects preferentially guide packets upstream.
Our test is similar to the radiation diffusion tests pre-
sented in Harries (2011) and Noebauer et al. (2012), but
with the added effect of advection. We use the Eulerian
version of the code, and consider a homogeneous gas dis-
tribution from x = −1 cm to x = 1 cm. The gas is
pure-scattering ( = 0) with µ = 0.5, and is given a uni-
form lab frame velocity of 2×109 cm s−1. The scattering
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Fig. 4.— Test of line transport in a moving homologously expand-
ing medium. A spherical source radiates continuum photons into
a uniform pure-scattering medium with Sobolev line optical depth
of τs = 1. Results from the Monte Carlo (circles) are compared
to the semi-analytic solution based on the Sobolev approximation
(Equation 60).
opacity is taken to be κ0 = 10
9 cm2 g−1, which gives an
optical depth across each zone equal to 1 in the comoving
frame. The radiation is initialized isotropically in the co-
moving frame of the central zone only, with a comoving
energy density of 1010 erg cm−3.
Since the gas and radiation are thermally decoupled
in this test, and we are primarily interested in the ad-
vection and diffusion of the radiation energy, the value
chosen for the gas temperature is arbitrary. However, a
lower temperature results in a higher mach number. In
the test corresponding to Figure 6 (discussed below), we
chose to set the gas temperature to 104, corresponding
to an isothermal mach number of roughly 1560. In this
case, we found it necessary to include a floor for the gas
energy to prevent it from dropping below zero. Radiation
is allowed to escape through either side of the domain,
and periodic boundary conditions are employed for the
hydrodynamics solver.
As discussed in Harries (2011) and Noebauer et al.
(2012), the evolution of the radiation energy can be
solved for analytically in the diffusion approximation.
Figure 6 compares our computed radiation temperature
to this solution at various times. One sees that the ra-
diation pulse moves along with the gas at the expected
velocity. We confirmed that both the transformation of
the extinction coefficient (Equation 31) and the effect of
aberration (Equation 24) must be included to reproduce
the proper advection velocity. Thus, even in problems
with velocities v  c, a special relativistic MC treatment
is desirable to recover the proper advection behavior.
8.3. Opaque Expanding sphere
We next consider a problem designed to test whether
the code properly handles radiation energy losses due to
expansion. This is also a non-trivial test of the MCRT
routine, as no explicit term for radiation pdV work is
included in the code. Instead, the change in the radi-
ation energy density is a statistical result of the multi-
ple Doppler shifts photon packets incur as they scatter
anisotropically off of moving gas.
We consider a spherical gas cloud undergoing homolo-
gous expansion (i.e., velocity proportional to radius) and
opaque enough that photons do not diffuse significantly,
but are rather advected along with the flow. Such an
adiabatically expanding flow cools as T ∝ V 1−γad , with
V ∝ r3out. We assume the medium is pure-scattering
( = 0), so that the radiation and gas are thermally de-
coupled. Hence the gas (γad = 5/3) should evolve as
T0,g ∝ r−2out while the radiation (γad = 4/3) should evolve
separately as T0,r ∝ r−1out.
For this test, we use the Lagrangian version of the hy-
dro solver. The outer edge of the computational domain
expands homologously as rout = rout,i + voutt , where
t is the time elapsed. We take rout,i = 10
13 cm and
vout = 10
9 cm s−1. The gas is initially uniform with a
temperature of 104 K, a density of ρ = 4.75 × 10−7 g
cm−3, µ = 0.5, and κ0 = 0.4 cm2 g−1. Reflecting bound-
ary conditions at rout are used for the radiation. To com-
pute the fluid pressure gradient at the outer boundary we
linearly extrpolate the pressure from the outermost two
zones to evaluate the pressure beyond the outermost ra-
dial zone, although the gas pressure does not play an
important role in this test.
Figure 7 displays the spatially-averaged gas and radi-
ation temperatures as a function of rout (each zone was
given equal weight in the average). The code recovers the
expected adiabatic loses of the gas and radiation field.
We ran two versions of this test, one in which the gas ve-
locity was taken to be piece-wise constant in each zone,
and the other in which the gas velocity was linearly in-
terpolated within each zone.
As is evident in the figure, the evolution of the radi-
ation temperature is more accurately computed for the
case in which velocity interpolation was used, indicating
that an adequate resolution of the gas velocity field is
necessary properly calculate the radiation pdV work.
8.4. Bondi accretion with optically thin radiation
pressure
The classic Bondi problem of steady-state, spherically
symmetric gravitational accretion (Bondi 1952) provides
an opportunity for us to test the effect of radiation force
in the optically thin limit. Our treatment of the prob-
lem closely follows that of Krumholz et al. (2007a). For
an accreting object with mass M and isotropic radiative
luminosity L we may define the Eddington factor
fEdd =
κ0L
4piGMc
, (64)
where κ0 is the gas opacity, taken here to be gray. We
consider the isothermal case. For a sound speed cs, we
may then define the radiatively-inhibited Bondi radius
as
rB = (1− fEdd)GM
c2s
. (65)
The expected steady-state mass accretion rate is then
M˙B = 4pi
(
e3/2
4
)
csρ∞r2B, (66)
where ρ∞ is the gas density at the outer boundary of the
domain.
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Fig. 5.— Tests of the approach to radiative equilibrium in a radiation-energy dominated gas, with gray radiative opacity. The red and
blue curves represent the analytic gas heating and cooling curves as computed from equation 63. The points represent values computed
from the Monte Carlo simulation for three sets of numerical parameters as described in the legend. All other numerical parameters are held
at the values specified in Table 1. Two different implicit treatments of the heating and cooling are used for large time-steps, in addition to
an explicit numerical treatment at time-step much shorter than the cooling time. The bottom panel shows the fractional error compared
to the analytic solution for the case of explicit heating and cooling.
Fig. 6.— Test of advection and diffusion of radiative energy in a
moving fluid with gray scattering opacity. The mean free path of
the photons is approximately 0.01 cm, so the fluid is highly opti-
cally thick to the radiation and sweeps the radiative energy along
with it. The analytic solution is given by the advection-diffusion
equation, and the bottom panel shows the absolute error in the
computed radiative energy density as compared to the analytic so-
lution. The numerical parameters used in this test are specified in
Table 1.
We set M = 10 M, L = 1.63×105 L, cs = 1.29×107
cm s−1, ρ∞ = 10−18 g cm−3, µ = 1, and κ0 = 0.4 cm2
g−1, so that fEdd = 0.5 and rB = 4 × 1012 cm. The
spherical domain has inner radius 0.2 rB and outer radius
6rB. We initialize the gas density and velocity according
to the analytic solution as described in Krumholz et al.
(2007a), in a manner such that each of our Lagrangian
zones contains roughly equal mass.
Fig. 7.— Test of the temperature evolution of a homologously
expanding sphere of fluid that is optically thick to scattering radi-
ation. Since the gas and radiation have different adiabatic indices,
their temperatures as a function of radius/time follow different re-
lationships. We find that in order to achieve a percent-level match
to the expected temperature profiles, we must interpolate the ve-
locity of the fluid between neighboring Lagrangian mass cells. The
fractional error in the computed versus expected temperatures is
shown in the bottom panel. The numerical parameters used in this
test are listed in Table 1.
We enforce inflow boundary conditions by removing
the innermost Lagrangian zone from the calculation
when its outer radius drops below 0.25rB . We then si-
multaneously add a zone at the outer edge of the com-
putational domain with density equal to ρ∞ and with
outer velocity equal to the velocity of the formerly out-
ermost zone. As in the previous test, to compute the
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Fig. 8.— The velocity and density profiles of a radiatively-
inhibited Bondi accretion test, set up to replicate the correspond-
ing test in Krumholz et al. (2007a) at time t = 9.7 rB/cs. The
red curve is our computed solution and the black is the analytic
solution. The maximum disagreement between these two solutions
is 7% for the velocity in the innermost zone. The numerical pa-
rameters used in this test are listed in Table 1.
fluid pressure gradient at the outer boundary we linearly
extrpolate the pressure from the outermost two zones.
Radiation escapes through the outer boundary.
Figure 8 displays the gas density and velocity as a func-
tion of position at time t = 9.7 rB/cs. The fractional
deviation between the computed and expected solutions
is at most 7% in the innermost zone. The average ac-
cretion rate over this time was 1.06 times the expected
mass accretion rate computed from equation 66.
8.5. Steady sub-critical and super-critical radiating
shocks
A more complicated set of tests involve steady radiat-
ing shocks8. The structure of these shocks differs from
the pure hydrodynamic case because radiation emitted
by the shocked gas leaks out ahead and behind the shock,
heating the gas and forming a radiative precursor re-
gion (upstream) and a radiative relaxation region (down-
stream). Additionally, the shock obeys a modified set
of jump conditions in which the total energy and mo-
mentum carried by both gas and radiation is conserved
(Zel’dovich & Raizer 1969).
In the gray nonequilibrium diffusion approximation,
there exists a semi-analytic solution for the shock struc-
ture (Lowrie & Edwards 2008). For the case where scat-
tering is neglected, and for an adiabatic equation of state
with fixed index γad and mean particle mass µmp, this
solution is completely characterized by four dimension-
less parameters: the Mach number, M, of the upstream
gas in the rest frame of the shock, the ratio of the speed
of light to the upstream sound speed C, the ratio of the
upstream radiation pressure (times 3) to upstream gas
pressure P, and the optical depth to the radiation, τ ,
for a chosen comoving radiative extinction χ0 (units of
cm−1) and lab frame length scale L
8 We use the term “shock” here in a broad sense that also in-
cludes the case of very high upstream Mach number (e.g. our
M = 70 case) in which there is no embedded viscous shock, al-
though there is still a radiation-mediated shock.
M= vu/au = vu
√
µmp
γadkBTu,g
(67)
P=
arT
4
u,g
ρua2u
=
aT 3u,gµmp
ρuγadkB
(68)
C= c/au = c
√
µmp
γadkBTu,g
(69)
τ =χ0L . (70)
Here, quantities with subscript u refer to upstream val-
ues9. For consistency with equations 1 through 3 we take
ρu and vu to be measured in the lab frame and Tu, au,
and χ0 to be measured in the comoving frame, although
this distinction is not made in Lowrie & Edwards (2008).
Also note that when setting these parameters, the up-
stream gas is considered to be in radiative equilibrium
so that Tu,g = Tu,r.
Following Lowrie & Edwards (2008) and Jiang et al.
(2012), we choose P = 10−4, C = 1.732 × 103, and
τ = 577. We take L = 1 cm, so that10 χ0 = 577 cm
−1.
We have also set µ = 0.5. The upstream density, temper-
ature, and velocity of the fluid can be determined from
these values, and the downstream values can be calcu-
lated using the jump conditions and the procedure for
solving them outlined in Bouquet et al. (2000).
We used the Eulerian version of the code. For M = 2
and M = 5, we initialized the computational domain
with a step function obeying the jump conditions, not
the full semi-analytic solution, and let the shock struc-
ture develop on its own. Then, once a structure emerged
that was stable over multiple shock crossing times, we
spatially translated this solution to compare the numer-
ical shock structure to the semi-analytic solution. We
used Dirichlet boundary conditions for the hydrodynam-
ics solver. On the upstream side of the domain, we used
reflecting boundary conditions for the radiation. On the
downstream side, we let the radiation escape freely.
Figure 9 shows the results for the M = 2 case at
t = 1.0 × 10−9 s, and Figure 10 shows the results for
the M = 5 case at t = 1.9× 10−9 s. In general, there is
excellent agreement with the semi-analytic solution. One
slight issue relates to resolving the narrow Zeldovich tem-
perature spike. For the M = 5 case, we increased our
resolution all the way to 2048 zones, and even then the
spike is slightly underestimated.
For the M = 2 case, we also display our computed
value of the Eddington tensor element fzz as a function
of position in Figure 11. FLD assumes that the diagonal
elements of f ij never drop below 1/3. We find, as in
Sincell et al. (1999) and Jiang et al. (2012), that fzz
does indeed drop below 1/3 near the shock.
We also considered a stronger shock, with M = 70.
In this case, we initialized the problem with the steady-
state solution and tested to make sure it maintained that
solution over several shock crossing times. Also for the
M = 70 case, rather than implementing a constant ra-
9 Lowrie & Edwards (2008) use a slightly different set of nondi-
mensional parameters, but they are directly mappable to the ones
listed here.
10 In terms of the parameters used in Lowrie & Edwards (2008),
we are using σa = 106 and κ = 1.
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Fig. 9.— Steady radiating shock test as in Lowrie & Edwards (2008), with M = 2. The points are output from our Monte Carlo
rad-hydro calculation, and the solid line is the semi-analytic solution. All hydrodynamic variables have been nondimensionalized (see text
for details). The numerical parameters used for this test are listed in Table 1.
diative flux boundary condition on the downstream side,
we used a reflecting boundary condition for the down-
stream radiation, and extended the downstream domain
so that any spurious effects from this boundary condition
did not have time to reach the region of interest near the
shock.
Figure 12 shows the results for the M = 70 case at
t = 10−9 s. This case is particularly interesting because
downstream of the shock, the radiation energy density is
larger than the gas thermal energy by a factor of about
9. Here radiation pressure becomes dynamically impor-
tant, and we are testing the behavior of the radiation
pressure force in our code in the optically thick regime.
We find good agreement between our computed results
and the semi-analytic solutions for the gas and radiation
temperatures. However, we find that the gas density on
the downstream side is about 5% lower than expected
based on the jump conditions. The cause of this discrep-
ancy is unclear, but it might be related to our method
for coupling the radiation momentum source terms to the
Godunov solver. Our hydro time-steps are large enough
that we are in the highly implicit regime for the Monte
Carlo, although our solution does not appear to change
signficantly if we reduce our CFL number by a factor of
2.
8.6. Non-steady radiating shocks
This test involves a super-critical radiative shock
driven by the supersonic motion of a piston into initially
uniform and static gas, as defined by Ensman (1994).
The test has been revisited many times, including in
Hayes et al. (2006), in which the ZEUS-MP2 code was
used to solve the problem while making use of the flux-
limited diffusion approximation for the radiation. More
recently, Noebauer et al. (2012) compared the results of
their Monte Carlo radiation-hydrodynamics code to the
ZEUS results for this problem.
The numerical parameters for these tests are reported
in Table 1. Additionally, we used reflecting boundary
conditions for both the radiation and the hydrodynam-
ics at the piston boundary. On the other side of the do-
main, we let radiation escape freely, and we used Dirich-
let boundary conditions for the hydrodynamics.
In Figures 13 and 14 we display our results for the
sub-critical and super-critical versions of the test, respec-
tively. The agreement between the two codes is encour-
aging. As Noebauer et al. (2012) found, we see deeper
penetration of the radiation into the radiative precursor
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Fig. 10.— Similar to Figure 9, but for M = 5. The inset in the gas temperature plot is a zoomed-in plot in the region of the Zeldovich
spike, and is not to scale with the rest of the figure.
Fig. 11.— Eddington tensor element fzz (red) for the M = 2
steady radiating shock test, with the nondimensional density (blue)
over-plotted. The solid black line represents a constant value of
1/3, which holds in the diffusion approximation. We that fzz does
indeed drop below 1/3 near the shock, as previous authors have
observed (see text for details).
than in the FLD result. We also find that the radiative
precursor in our results takes slightly more time to de-
velop than in Zeus, and this might be due to our implicit
treatment of the radiative cooling.
9. RADIATION FORCE CALCULATION USING THE
DIVERGENCE OF THE EDDINGTON TENSOR
One of the main concerns with applying MCRT meth-
ods to RHD problems is that the estimators of the radi-
ation field possess stochastic errors that may propagate
into the dynamics. In general, the radiation force is more
poorly sampled than the radiation energy deposition, due
to the fact that packets traveling in opposite directions
cancel out in the estimator of the flux. The problem be-
comes more acute in regions of high optical depth, where
the radiation becomes nearly isotropic and the flux con-
stitutes only a small fraction of the total radiation mean
intensity.
In this case, a better approach (mentioned in section
3) may be to use the divergence of the Eddington ten-
sor (equation 29) to derive the radiation force. As noted
before, this approach is only guaranteed to be accurate
when the radiation is diffusing, but that is precisely the
situation in which such an approach becomes most at-
tractive. The P zz element of the radiation pressure ten-
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Fig. 12.— Similar to Figures 9 and 10, but for M = 70.
Fig. 13.— Gas and radiation temperatures for the sub-critical
moving shock test as described in Ensman (1994). We compare our
solutions for the radiation and gas temperatures to those computed
by the ZEUS-MP2 code. While the two calculations agree very well
in the vicinity of the shock, the radiative precursor in the Monte
Carlo calculation extends farther into the upstream gas, as was also
observed in Noebauer et al. (2012). The numerical parameters used
in this test are listed in Table 1.
Fig. 14.— Similar to Figure 13, but for a super-critical radiating
shock.
sor does not suffer from the same packet cancellation as
does the flux, and so is typically better estimated. To
calculate the radiation force, we used a simple centered
difference to take a second-order spatial derivative of the
pressure tensor. We note that there are more sophisti-
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Fig. 15.— Comparison of calculations of the radiation force in the
M = 70 steady radiating shock problem. The left panels use the
divergence of the pressure tensor to calculate the radiation force,
whereas the right panels use the direct Monte Carlo summation
method. The top two panels use numerical parameters as listed
in Table 1. The bottom two panels use a spatial resolution that
is four times as coarse, and a maximum of 4000 packets per zone
instead of 7680.
cated methods for taking numerical derivatives of noisy
data, and that these may lead to superior results.
Figure 15 compares the noise in the calculation of the
radiation force in theM = 70 steady radiating shock test
using our two different methods (in all other tests, only
the direct Monte Carlo estimator of the force was used,
not the divergence of the pressure tensor). The figure
demonstrates that although the two methods converge
to a similar result at high spatial resolution and for a
large number of packets, the pressure tensor divergence
method converges must faster - it provides much less
noise than the direct Monte Carlo summation method
for coarser spatial resolutions and lower packet number.
These results suggest the possibility of using MCRT
in a hybrid approach with other radiation transport
schemes. In particular, solution of the radiation moment
equations require a closure relation, which is often taken
to be an approximate analytic prescription. Solution of
the MCRT, however, provides estimator of the true Ed-
dington tensor, which could then be used as a closure to
the moment equations. In this case, the MCRT may not
need to be run every time-step, allowing for a reduced
computational load.
10. PERFORMANCE
The relative performance of the MCRT compared
to traditional radiation-hydrodynamics schemes depends
sensitively on the particular problem at hand — the spa-
tial resolution, optical depth, degree of radiation domi-
nation, and level of tolerable noise. For the test problems
discussed in the last section, we find that MCRT execu-
tion times are in some cases comparable to grey FLD
techniques, and in others considerably more expensive.
Table 2 summarizes the execution times for the En-
sman super-critical shock test for a varying number of
Monte Carlo packets employed, and two separate spatial
resolutions. These tests were performed on a 2012 Mac-
Book Pro laptop (2.6 Ghz Intel Core i7 processor) and
compiled with g++. For comparison, we have included
Fig. 16.— The left panel corresponds to the fourth time output
in Figure 14, but with a maximum of only 100 packets emitted
per zone per time-step, instead of 1000. The right panel shows the
corresponding gas densities.
tests run with the flux-limited diffusion code Zeus-MP,
run on the same machine and compiled with gfortran.
When a smaller number of packets is used, the radi-
ation field in the MCRT calculation naturally possesses
increased noise, as illustrated in Figure 16. The error
is most apparent in the high-temperature shocked gas,
and in the stair step behavior at the leading edge of the
radiative precursor. The latter effect arises because only
a small number of high energy packets manage to dif-
fuse ahead of the shock in any given time-step. This be-
havior is in part due to our unoptimized choice to emit
equal numbers of packets in every zone, despite the fact
that the emissivity behind the shock is at least 106 times
greater than that of the coldest gas ahead of it. Appli-
cations of so-called importance sampling techniques may
substantially reduce the error without increasing the ex-
ecution time. In particular, one could increase the num-
ber of high-energy packets emitted near the shock in-
terface, while at the same time reducing the number of
low-energy packets emitted in the pre-shock region.
It is comforting to see that, despite the noisy radiation
field of Figure 16, the gas density suffers less from noise.
This is because the gas properties are determined by the
radiative heating and acceleration integrated over many
time-steps. These time-averaged quantities are more ac-
curately sampled than the instantaneous radiation field
snapshot plotted in the figure. In general, we find that
for problems where gas energy dominates, the dynamics
of the problem are rather robust against instantaneous
radiation noise. For problems where radiation energy
and pressure dominate, the radiation noise is more prob-
lematic and can propagate into the gas properties. The
deleterious effect of noise may also be more significant in
multi-dimensional simulations where instabilities might
develop.
Figure 17 shows the gas temperatures computed for
each of the calculations in Table 2, zoomed in to the re-
gion surrounding the Zeldovich spike. In addition to the
noise present at the scale of a few zone widths, the value
of the temperature averaged over larger scales also varies
between the individual Monte Carlo calculations at the
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Fig. 17.— Gas temperatures calculated for the Ensman super-
critical shock test, zoomed in to the region surrounding the Zel-
dovich spike, for various packet counts and two separate spatial
resolutions.
level of a few percent, as is evident in Figure 17 and listed
in Table 2. In order to quantify the small-scale noise, we
focus on the region upstream (left) of the spike, where
the effect of the noise is most severe. We apply an off-
set to the Monte Carlo temperatures so that their mean
value in this region matches that of the Zeus calcula-
tion. Then, we measure the root mean square difference
between these offset gas temperatures and the tempera-
tures computed by Zeus, excluding the 3 zones directly
adjacent to the left boundary. The effect of increasing
the number of packets on the RMS error for the four
calculations with 1200 zones agrees especially well with
the rule of thumb that the random error should scale as
1/
√
N where N is the number of packets employed. We
see that to decrease the RMS error associated with small-
scale noise to within 1%, the CPU time requirement is
approximately four times that of Zeus in the runs em-
ploying 512 zones, and twice that of Zeus in the runs
employing 1200 zones.
The potential performance advantages of the MCRT
method would become more apparent if, instead of com-
paring to Zeus-MP, we were to compare to a non-grey ra-
diation code. For most deterministic transport methods,
the execution time scales with the number of angle bins
and frequency groups employed, and therefore become
significantly more expensive than grey FLD. Our MCRT
calculations, on the other hand, already include the an-
gular information and can be run in multi-frequency
mode with minimal additional computational expense.
Photon packets are distributed across the relevant fre-
quency range and, because the radiation force four-vector
is given by integrals over frequency, no additional pack-
ets are needed to construct source term estimators of
comparable noise, at least in the case that the opacity
has a reasonably smooth frequency dependence. In cases
where the opacity has sharp dependencies (e.g., lines),
importance sampling technique can be used to increase
packet statistics at the most important frequencies. Con-
vergence tests varying the number of packets would be
required to determine whether the frequency sampling
had been sufficient.
Fig. 18.— Parallel scaling for the Ensman sub-critical shock test.
As already mentioned, the execution time of the
MCRT code is highly problem-dependent, in particular
because of the well-known inefficiency of Monte Carlo
methods in regions of high optical depth, where many
photon interactions must be tracked per time-step. For
high optical depth cases, a substantial speed-up can be
obtained through the inclusion of the discrete diffusion
technique, which has been described for the gray radia-
tion case in Gentile (2001); Densmore et al. (2007) and
the non-gray case in Abdikamalov et al. (2012).
For problems with one spatial dimension, or problems
of higher dimension and sufficiently coarse spatial reso-
lution, the entire computational domain can be stored
in the memory of a single computational node. With
the added fact that Monte Carlo packets propagate in-
dependently of one another over a single time-step, this
permits an “embarrassingly parallelizable” treatment for
the radiation portion of the problem. The transport step
may be replicated over as many computational nodes as
are available, and then the results of the packet propaga-
tion during each time-step for each node can be summed
together with an Message Passing Interface (MPI) reduc-
tion.
We have run MPI-parallelized versions of the Ensman
sub-critical shock test in which the total number of pho-
ton packets per time-step is held constant, but is divided
over varying numbers of CPUs. Although we have only
parallelized the radiation portion of the code, the CPU
time required to execute the hydro update is negligible
compared to the radiation. We see perfect strong paral-
lel scaling in the time for this test, which is to say that
the amount of wall time needed to complete the test is
cut in half each we double the number of cores we use,
as shown in Figure 18.
11. CONCLUSIONS
We have demonstrated that MCRT coupled to both
Lagrangian and Eulerian hydrodynamics solvers can re-
sult in accurate, robust treatments of RHD problems,
including those in which the radiation energy dominates.
Although we have focused here on 1-dimensional test
problems, our Eulerian code is multi-dimensional, and
subsequent studies will address astrophysical problems
in higher spatial dimensions.
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TABLE 2
Performance comparison for the Ensman super-critical shock test
Description Mean gas RMS noise (K), CPU Time
temperature (K) percent error (minutes)
Zeus 512 zones 4617.5 1.8
MC 512 zones, 100 packets 4686.9 44.7 (0.95 %) 6.4
MC 512 zones, 300 packets 4618.0 29.3 (0.63 %) 18.3
MC 512 zones, 1000 packets 4639.0 24.7 (0.53 %) 56.4
Zeus 1200 zones 4613.8 17.8
MC 1200 zones, 50 packets 4535.5 50.1 (1.1 %) 35.4
MC 1200 zones, 100 packets 4574.1 35.5 (0.75 %) 68.3
MC 1200 zones, 200 packets 4622.2 25.2 (0.55 %) 133.6
MC 1200 zones, 500 packets 4680.6 14.3 (0.31 %) 298.3
Note. — The number of packets in the description refers to the maximum
number of packets emitted per zone per time step. All other numerical parameters
are as listed in Table 1. The mean gas temperature is computed in the upstream
region left of the Zeldovich spike, excluding the three zones nearest to the left
boundary. For the details of how the RMS noise is computed, please see the text.
Our approach makes use of the implicit MCRT method
to allow us to take hydrodynamical time-steps much
larger than the gas cooling time. We also showed how to
use Monte Carlo estimators to construct expressions for
the radiation force four-vector Gi that are accurate to all
orders of v/c, although the hydrodynamics equations are
only solved to order v/c. We compared simulations using
our exact expression for Gi to those using a more approx-
imate expression based on the divergence of the radiation
pressure tensor, which is valid when the radiation is in
the diffusion regime. We found that the latter method
can lead to a significant reduction in Monte Carlo noise
in cases of coarse spatial resolution. In most of the prob-
lems studied here, the presence of stochastic noise did
not introduce substantial error in the dynamics, however
the effects of noise become a larger concern in problems
where radiation energy is strongly dominated.
Several additional refinements will be explored in the
future. We will consider the use of a more sophisti-
cated treatment of the radiative source terms in the
Godunov scheme. Improvements in performance may
be realized by incorporating the discrete diffusion tech-
nique. It is straightforward to incorporate the effects of
more complicated radiation-matter interactions, includ-
ing photoionization and anisotropic scattering processes
such as Compton scattering with Klein-Nishina correc-
tions. Possible applications of this technique include
radiatively-launched winds from galaxies, tidal disrup-
tions of stars, shock breakouts and ejecta-ISM interac-
tions in supernovae.
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