A computer postprocessing technique is developed to remove MRI artifact arising from unknown translational motion in the imaging plane. Based on previous artifact correction methods, the improved technique uses two successive steps to reduce read-out and phase-encoding direction artifacts: First, the spectrum shift method is applied to remove read-out axis translational motion. Then, the phase retrieval method is employed to eliminate the remaining sub-pixel motion of the read-out axis and the entire motion of the phase-encoding axis. In the presence of noise, to protect edge detection (in the spectrum shift method), two high-density gray-level markers are added, one to each side of the imaging object. Experimental results with an actual MR scan conrmed the ability of the method to correct the artifact of an MR image caused by unknown translational motion in the imaging plane.
I Introduction
Magnetic resonance imaging (MRI) is widely used in medical diagnosis for its various advantageous features such as high resolution capability, the ability to produce an arbitrary anatomic cross-sectional image, and high tissue contrast [1] . Unfortunately, patient motion during MRI data acquisition (which takes several minutes) can limit the resultant image quality by imposing ghost-like artifact, blurring, or reducing the intensity of moving structures [2] . In some situations, unwanted motion of the imaging object during the MR scan is unavoidable. Undesired motion can be rigid and/or non-rigid. The unintentional translational or rotational motion of the head (of an infant or an injured person undergoing emergency treatment, for example) during MRI data acquisition can be considered as unwanted rigid motion, while the physiological movements of internal body organs (such as the heart and lungs) represent typical non-rigid motion. Generally, because patient motion is an unknown function of three dimensional space and time it is a very complex phenomenon to evaluate. For this reason, previous works have considered some of the simpler types of motional artifact. A good review of the methods developed to suppress motional artifact is given in [3] . With respect to two dimensional Fourier transform (2-DFT) MRI [4] , [5] , several recent papers have reported on the use of computer postprocessing to remove motional artifact [6] - [13] : Korin et al. [6] correct the phase of data using a priori knowledge about the motion; Hedley et al. assume that the motion occurs only along the slice selection axis [7] or in the imaging plane [8] - [10] ; Mitsa et al. [11] propose a method to remove periodic motion artifact; Steagall et al. [12] use a projection onto a convex set (POCS) procedure in a constrained model of motion; and Tang et al. [13] deal with 2-D translational motion artifact correction.
Our goal is to reduce MRI artifact caused by the rigid motion of the object in the imaging plane. The assumed limitations on the motion are (similar to those given in [8] ): (i) it is rigid, (ii) it is translational, (iii) it is in the imaging plane, and (iv) it is an inter-view eect. The distinctive features of the method are: (i) no a priori knowledge about the motion is necessary, and (ii) no modication is made to a standard pulse sequence.
Applying the above mentioned assumptions, we have attempt to improve on existing computer postprocessing methods designed to correct MRI artifact due to translational motion in the imaging plane. First, we evaluate two previous methods and consider their capabilities and limitations in removing MRI translational motion artifact. We explain why the method of Hedley et al. [8] does not work well when the motion contains large variation (several pixels) along the read-out (X-direction) and phase-encoding (Y-direction) axes. We also discuss the limitations of the procedures proposed by Felmlee et al. [16] and Tang et al. [13] to correct sub-pixel motion along the read-out axis and substantial motion along the phase-encoding axis. We then, combine the strong points of the above mentioned procedures to introduce our improved method. The performance of the improved method is more satisfactory than the two previous methods in reducing MRI translational motion artifact in the imaging plane.
The paper is organized as follows: In Section II, we model the the problem of MRI 2-D translational artifact. In Section III, we review two previous methods and discuss their strong and weak points. Following a discussion in Section IV, in Section V we introduce an improved technique for dealing with the problem of MRI artifact due to rigid translational motion in the imaging plane. In Section VI, we verify our proposed method by experiments using both simulated and real MR images. The paper ends with concluding remarks.
II Model of the problem
The relation between the MRI signal and the density distribution of the target in the imaging plane is given by [6] :
p(x; y) exp[0j2(k x x + k y y)]dx dy; (1) where f(k x ; k y ) is the MRI signal, k x and k y are spatial frequency coordinates related to the read-out and phaseencoding directions, p(x; y) is the density distribution of the non-moving imaging target, and x and y are horizontal and vertical coordinates in the imaging plane. In (1), it is seen that the MRI signal is the 2-D Fourier transform of p(x; y), the density distribution of the object in the imaging plane. Motion of the object during the MRI data acquisition can be shown as a function of k x and k y [9] . However, as each intra-view eect (k y = constant) in data acquisition time occurs so rapidly (in a matter of milliseconds), it is acceptable for most types of motion to neglect the eect of k x [14] , [15] . Thus, translational motion during conventional 2-DFT MRI can be regarded as a function of k y , the so called inter-view eect.
If x (k y ) and y (k y ) are the successive translational motions of an object along the read-out (X-directional) and phase-encoding (Y-directional) axes, the density distribution of the moving object, p m (x; y), has the following relation with p(x; y): p m (x; y) = p(x 0 x (k y ); y 0 y (k y )): 
Applying the Fourier transform shift property and substituting (1) in (3), we can nd the following relation between the MRI signal, f(k x ; k y ), and the MRI corrupted signal due to translational motion, f c (k x ; k y ):
Eq. (4) shows that the only dierence between the signals f(k x ; k y ) and f c (k x ; k y ) is their phase. Therefore, our task is to deal with the phase error of the corrupted MRI signal, f c (k x ; k y ).
III Previous Methods
In this section, we review two previous methods of dealing with phase error: The method outlined in III.A corrects the phase error of the artifacted MRI signal simultaneously for both the X and Y directional motions, while in III.B and III.C two successive steps are used to remove the phase errors of the read-out (X-directional) and phase-encoding (Y-directional) axes, respectively.
III.A Phase Retrieval Algorithm
Hedley et al. [8] applied the Gerchberg-Saxon phase retrieval algorithm [17] - [19] in an iterative procedure to reduce the phase error of the MRI artifacted signal. The corrupted signal of (4) can be written as: f c (k x ; k y ) = e 0j(k x ;k y ) f(k x ; k y ); (5) where (k x ; k y ) = 2( x (k y )k x + y (k y )k y ): (6) The algorithm reconstructs the phase of f c (k x ; k y ) by using its magnitude, assuming that the non-moving imaging target, p(x; y), is zero outside the region of interest (ROI). The goal was to estimate x (k y ) and y (k y ) at each iteration and to apply these values to the next iteration. The steps of each iteration can be simplied as follows:
Step 0: Set the MRI artifacted image pixels to zero if they are outside the ROI.
Step 1: Compute the phase of the 2-D Fourier transform of the image in Step 0.
Step 2: Calculate the phase dierence between the signal in Step 1 and f c (k x ; k y ) (the corrupted MRI signal).
Step 3: For each phase-encoding step, use the central 33 points (of each view), the phase dierence in Step 2 and the magnitude square of f c (k x ; k y ), jf c (k x ; k y )j 2 , in a least square estimation (LSE), and compute the best values of x (k y ) and y (k y ).
Step 4: Apply the resulting x (k y ) and y (k y ) in Step 3 and (6) and estimate the phase error ((kx; ky)).
Step 5: Add the estimated phase error (of each phase-encoding step) to the related phase of f c (k x ; k y ).
Step 6: Compute the inverse 2-D Fourier transform of the MRI signal in Step 5.
Step 7: Return to Step 0. Hedley et al. [8] applied the algorithm for several iterations to obtain an acceptable image in
Step 0.
III.B Spectrum Shift Algorithm
In ( where f xc (x; k y ) and f x (x; k y ) are the X-directional inverse Fourier transforms of f c (k x ; k y ) and f(k x ; k y ), respectively. Therefore, the eect of X-directional motion, x (k y ), is to shift the X-directional inverse Fourier transform of the MRI signal, f x (x; k y ). This property was suggested by Felmlee et al. [16] and formulated by Tang et al. [13] .
To cure an MRI artifact caused by translational motion along the X-direction, Felmlee et al. [16] and Tanget al. [13] extracted x (k y ) from the edge of f xc (x; k y ) (for each phase-encoding step) and moved the spectrum by the same amount as the size of the motion but in the opposite direction. The treated MRI signal, f xct (x; k y ), is written by: f xct (x; k y ) = exp(0j2k y y (k y ))f x (x; k y ): (8) Finally, if the X-directional Fourier transform of (8) is computed, the remaining MRI signal only contains the phase error of Y-directional motion ( y (k y )).
III.C Symmetrical Density Constraint
In correcting the remaining phase error of the MRI signal arising from rigid translational motion in phaseencoding axis (Y-direction), Tang et al. [13] proposed the following constraint: If the density distribution function of the imaging object is symmetrical along the Y-axis, the phase of its Fourier spectrum is a linear function of k y . In other words, if p x (y) is a slice of p(x; y) (one vertical line among 256 vertical lines of the MR image) and is symmetrical with respect to the Y-axis, the phase of its Fourier transform, x (k y ), is written by:
x (k y ) = ak y ; (9) where a is a constant.
Therefore, the phase of the MRI corrupted signal, xc (k y ), is shown by: xc (k y ) = x (k y ) + 2k y y (k y ):
By using (9) and (10), the phase-encoding (Y-directional) translational motion, y (k y ), can be obtained as follows:
In (11), a 2 only causes a constant shift and does not impose any artifact on the resulting MRI image.
IV Limitations of Previous Methods

IV.A Phase Retrieval Algorithm
In the case of the phase retrieval algorithm, when the motion increases beyond a certain point the algorithm rapidly begins to fail [8] . This diculty occurs for the following reason:
The phase retrieval algorithm removes the eects of motions on both the read-out and phase-encoding axes simultaneously. For each phase-encoding step (k y = constant), (k x ; k y ) is only a function of k x . In other words, x (k y ) and y (k y ) are both constants. Thus, (6) can be written as:
where m = 2 x (k y ) and b = 2k y y (k y ).
In
Step 3 of the phase retrieval algorithm (see Section III.A), a least square estimation is applied to t the best line for calculating the phase error ky (k x ) in (12) . To estimate the slope of the line, the method uses the central 33 points of each view (each view contains 256 points) and assumes that no phase wrapping occurred in the estimation of m from (12) . In practice, however, phase computation is not easy and the above assumption is only acceptable if the motion along the read-out axis is small enough.
Eq. (12) shows that the translational motion of the read-out (X-directional) axis, x (k y ), is multiplied by k x , and thus the rate of phase wrapping grows and certainly occurs when x (k y ) is large. Hence, the algorithm fails to converge in the iterative procedure. On the other hand, with small (sub-pixel) motion phase wrapping does not occur and the method works very well. As the phase retrieval algorithm is applied to decreasing the phase errors of the read-out and phase-encoding axes simultaneously, it is unable to cure an artifact caused by large 2-D translational motion.
IV.B Spectrum Shift Algorithm
Although the spectrum shift algorithm [16] , [13] is very powerful in reducing artifact due to large motions along the read-out (X-directional) axis, it suers from the following two weak points:
(i) As we showed in (7), the translational motion of the imaging object along the read-out axis changes the edge of the X-directional inverse Fourier transform of the MRI signal. We must extract this read-out translational motion by applying edge detection techniques. Detecting the edge in the presence of noise, especially when the edge amplitude is comparable with that of the noise, is a troublesome problem. Most of the energy in an MRI signal belongs to low frequency components. Therefore, the edge of the X-directional inverse Fourier transform of MRI signals at lower frequencies contains higher amplitudes in comparison with the edge at higher frequencies. Extracting the edge of a noisy spectrum, especially its high frequency components, is very dicult. Thus, in an actual MR scan, which always contains noise, the edge of the X-directional inverse Fourier transform of the MRI signal should be protected.
(ii) As the spectrum shift algorithm uses the edges of the spectrum to estimate the motion along the read-out axis, even for a noiseless image, it contains up to (60:5) pixel errors (to estimate the edge of each phase-encoding view). This means that this algorithm is not suitable for correcting sub-pixel motions of the imaging object in the read-out direction.
IV.C Symmetrical Density Constraint
The symmetrical density constraint proposed by Tang et al. [13] is used to remove the Y-directional motion of the imaging object after correction of the X-directional translational motion artifact. However, it is not always possible to nd a symmetrical density distribution along the phase-encoding (Y-directional) axis in MR imaging. And even if we accept the above limitation (which decreases the generality of the method), the procedure has the following drawbacks:
(i) An MRI output image with N by N pixels contains N vertical lines, among which Tang et al. [13] assume that m lines (0 < m N) are symmetrical with respect to the Y-axis. The algorithm uses the phase of the Fourier transform of one of these m symmetrical lines to estimate the Y-directional motion. On the other hand, an actual MR image always contains noise, which may impose some phase wrapping error on the phase of Fourier transform of the selected vertical line [20] . Therefore, there is no guarantee that the Y-directional motion will be estimated from the phase of Fourier transform correctly.
(ii) To estimate the motion, the algorithm [13] imposes the following restriction to the phase of the Fourier spectrum of the symmetrical density line: j x (k y + 1) 0 x (k y )j < ; (13) where x (k y ) is the phase of the line k y for the Fourier spectrum of the symmetrical density line.
Although (13) is acceptable when k y is small, for large values of k y in the presence of a large motion the equation is not satisfactory and the algorithm fails to estimate large motions along the phase-encoding axis. This restriction means that for large motions the algorithm is not able to recover details (high frequency components) which are very important in medical diagnosis. Moreover, if the symmetrical function is wide in the space domain, its Fourier transform is narrow in the spatial frequency domain and estimation of the phase of the MRI signal is more dicult. Experimental results that verify the points made in the discussion are presented in Section VI.
V Improved Method
In this section, we introduce our improved method based on the discussion in Section IV. To remove both sub-pixel and pixel motions of the read-out (X) and phase-encoding (Y) directions we use the following two steps:
(i) We apply the spectrum shift algorithm [13] to reduce an MRI artifact caused by X-directional motion. The remaining artifact is then due to sub-pixel motion of the X-direction and the entire motion of the Y-direction.
(ii) We apply the phase retrieval algorithm [8] , which is able to considerably decrease an artifact caused by sub-pixel motion in the X-direction and the entire motion of the Y-direction.
As the rst step of the algorithm uses the edge of the X-directional inverse Fourier transform of the MRI signal (see (7)), for real MRI data we need to preserve the edge of that signal in presence of noise. Without protecting the edge, obtaining reasonable detected X-directional motion in an actual MR scan is impossible. Moreover, if the X-directional translational artifact is not reduced, the second step of our algorithm will fail to converge, for the same reasons as mentioned in Section IV.A.
To amplify the magnitude of the edges of the X-directional inverse Fourier transform of the MRI signal, we add two high-density gray level markers, one to each edge of the imaging object, before taking the MRI [16] . Experimental results in Section VI conrm the strength of the method both for a simulated image and actual MRI data.
VI Experimental Results
In this section, we verify experimentally the points discussed in Sections IV and V. A motion artifact was simulated by disturbing the phase of an MRI signal using (4) and the following relations for x (k y ) and y (k y ): 
where A and f are the magnitude and the frequency of the motions, and N is the number of pixels for each row or column of the image (N = 256). Like Hedley et al. [8] and Tang et al. [13] , we used sinusoidal translational motion to verify that our improved method performs more satisfactorily in comparison with the existing methods.
In an actual MR scan, we used single shift (a basic type of rigid motion) on both the read-out and phase-encoding axes to produce an MRI translational artifact image. However, in the correction procedure, it was assumed that the shape of the 2-D translational motion was completely unknown.
VI.A Evaluation of Previous Methods
The simulated image was a Shepp and Logan phantom [21] , which is shown in Fig. 1(a) . According to (7), the X-directional inverse Fourier transform of the MRI signal is written by: f x (x; k y ) = Z +1 01 f(k x ; k y ) exp(j2k x x)dk x : (16) Substituting (1) in (16) 
where p x (k x ; y) and p y (x; k y ) are the X-directional inverse Fourier transform and Y-directional Fourier transform of p(k x ; k y ), respectively. Hence, the Y-directional Fourier transform of the MRI output image is equal to the X-directional inverse Fourier transform of the MRI signal.
We computed the Y-directional Fourier transform of Fig. 1(a) , and then changed the result to a binary image by using a threshold value of .005. The binary image is shown in Fig. 1(b) . Fig. 1(c) is the resultant artifact image after applying a sub-pixel motion (using (14) with A = 0:6 and f = 16) to Fig. 1(a) . Fig. 1(d) shows a larger X-directional artifact (using the motion of (14) with A = 3:6 and f = 16). The value selected for f was arbitrary, while the values of A (for sub-pixel motion and a motion of several pixels) were chosen to enable the two previous methods to be appropriately evaluated. Fig. 2 shows the results of an experiment comparing the phase retrieval and spectrum shift algorithms to remove an X-directional sub-pixel motion artifact. We rst computed the Y-directional Fourier transform of Fig.  1(c) , and then changed the result to a binary image using the threshold value of .005. The binary image is shown in Fig. 2(a) . A comparison of Figs. 2(a) and 1(b) shows that the X-directional motion causes the edges of the Ydirectional Fourier transform of the MRI image (see (7) and (17)) to move from their original positions. Fig. 2(b) is the estimated X-directional motion extracted from the edges of Fig. 2(a) . To obtain Fig. 2(b) , we calculated the average displacement of the left and right edges for each horizontal line of Fig. 2(a) . Figs. 2(c) and 2(d) are the corrected images after applying the spectrum shift and phase retrieval algorithms, respectively. A comparison of 2(c) and 2(d) veries that the phase retrieval algorithm is very powerful in the treatment of sub-pixel motion in the X-direction, whereas the spectrum shift algorithm (2(c)) is unable to improve the corrupted image suciently. Fig. 3 shows the results of an experiment comparing the phase retrieval and spectrum shift algorithms to remove an X-directional translational motion artifact of several pixels. Fig. 3(a) is the binary image of the Y-directional Fourier spectrum of the artifact image of Fig. 1(d) . Fig. 3(b) is the estimated X-directional motion extracted from the edges of Fig. 3(a) (Figs. 3(b) and 3(c) were obtained in the same manner as Figs. 2(b) and 2(c)). Figs. 3(c) and 3(d) are the corrected images after applying the spectrum shift and phase retrieval algorithms, respectively. A comparison of 3(c) and 3(d) veries that the spectrum shift algorithm has considerable ability to correct a large translational motion along the read-out (X) axis, whereas the phase retrieval algorithm (3(d)) does not converge to reduce the artifact of this large motion. Fig. 4 shows the results of an experiment comparing the ability of the symmetrical density constraint and phase retrieval algorithms to cure a Y-directional motional artifact. The density function of a symmetrical line (x = 43) of Fig. 1(a) is shown in 4(a) . Fig. 4(b) shows the artifact resulting from a Y-directional motion (using (15) with A = 3:6 and f = 32). Fig. 4(c) is the estimated phase of the Fourier transform of line (x = 43) of 4(b). Fig. 4(d) is the estimated motion using 4(c) and (11), and Fig. 4(e) is the corrected image using the symmetrical density constraint to remove the Y-directional motion artifact. Fig. 4(f) is the result of applying the phase retrieval algorithm to reduce the Y-directional artifact of 4(b). A comparison of 4(e) and 4(f) shows that the phase retrieval method is very powerful in curing the artifact of a large motion along the phase-encoding axis (Y-directional motion), but as the symmetrical density constraint is unable to correctly extract the motion from the phase of Fourier spectrum (4(c)), the image resulting from this method (4(e)) is less acceptable. For this reason, we prefer to use the phase retrieval algorithm to correct artifact of Y-directional motion. Fig. 5 evaluates the symmetrical density constraint when a wider and almost symmetrical density line is used in the space domain. The density function of this vertical line (column: x = 70) of Fig. 1(a) is shown in 5(a) . Fig. 5(b) is the artifacted image using the motion of (15) (with A = 1:8 and f = 16). Fig. 5(c) is the estimated motion using the symmetrical density constraint. Fig. 5(d) shows the corrected image. A comparison of 5(b) and 5(d) shows that when an almost symmetrical density function is used to ascertain the Y-directional motion, the performance of the symmetrical density constraint algorithm decreases considerably, especially when the selected vertical line contains a wider density in the space domain.
VI.B
Evaluation of the Improved Method Fig. 6 shows the results of applying the improved method to the removal of an MRI translational motion artifact caused by motions in both the X and Y directions. Fig. 6(a) is the resultant artifact image using the motions of (14) and (15) (with A = 3:6 and f = 16), and 6(b) is the corrected image after applying the spectrum shift algorithm. Fig. 6(c) is the result of using the phase retrieval algorithm to remove the remaining artifact of 6(b) after 30 iterations. A comparison of 6(a) and 6(c) conrms that our method has signicant ability to remove an MRI artifact caused by rigid 2-D translational motion. Neither of the two previous methods alone, [8] and [13] , was able to improve the artifact image of Fig. 6(a) as well as the method introduced in this paper. Fig. 7 shows why adding a high-density marker to the imaging object is necessary before applying MRI. Fig.  7(a) shows an actual MR image with no motion during the MR scan. Fig. 7(b) shows the Y-directional Fourier transform of 7(a). It is seen that the spectrum contains noise. Moreover, the edges are not uniformly at in all regions (at the top, center and bottom of the image). Fig. 7(c) is the binary image of 7(b). To obtain Fig.  7(c) , we computed the average of each horizontal line of 7(b), and then used these average values as thresholds to make the horizontal lines of the binary image. It is seen that Fig. 7(c) contains much noise and the width of binary spectrum is not constant in all horizontal lines (compare with Fig. 1(b) ), i.e., extracting the X-directional motion is dicult. For this reason, Felmlee et al. [16] proposed markers to protect the edges of the Y-directional Fourier transform of an MRI image. To obtain edges with high amplitude and good width, we selected markers narrow in the Y-direction and wide in the X-direction. The MRI image with markers is shown in Fig. 7(d) , while 7(e) shows the Y-directional Fourier transform of 7(d). Fig. 7(f) is the binary image of 7(e) (obtained in the same manner as 7(c)). The at edges, constant width of the horizontal lines and smaller amount of noise in 7(f) conrm the usefulness of markers to protect the edges of the Y-directional Fourier transform of the MRI image. The materials for the imaging object ( Fig. 7(d) ) were selected as follows: Markers were a water solution of Gadolinium-DTPA (a contrast medium for MRI), the gray region was a water-absorbed polymer of sodium acrylate, and the white regions (inside the gray region) were obtained by a water solution of nickel sulphate. The MR scan was taken by a General Electric Signa 1.5T System at Osaka University Hospital (with: TR = 1000 msec., TE = 20 msec., EC = 1/1 16kHz, FOV = 32cm x 32cm, 256 x 256/1 NEX). Fig. 8 shows the results of applying the improved method to eliminate unknown translational motion occurring during an actual MR scan. Fig. 8(a) is the artifact image resulting from the imposition of a single-shift translational motion on both the X and Y directions, and 8(b) shows the Y-directional Fourier transform of 8(a). As we showed in 7(f), the width of the spectrum in the binary image is constant in all horizontal lines. For a spectrum with 256 horizontal lines, the low frequency components (for example, lines 126 to 130) contain the highest energy. In this case, the (S/N) is so large that by averaging, the resulting binary image is free of noise in the low frequency regions (see 7(f)). Using this property, we computed the width of the spectrum image from the average width of lines 126 to 130. Then, by applying the constraint that the width of the spectrum should be constant in all horizontal lines of the binary image, we estimated the X-directional motion. Our suggested algorithm for estimating the X-directional motion can be simplied as follows:
Step 0: Compute the average value of each horizontal line of the Y-directional spectrum ( Fig. 8(b) ).
Step 1: By using the average value as the threshold, obtain the binary prole of the related horizontal line. The result is a binary image (similar to that in Fig. 7(f) ).
Step 2: Compute the width of the spectrum (W) by averaging the widths of lines 126 to 130.
Step 3: For each horizontal line of the binary image, the related X-directional motion is estimated as the average displacement of the left and right edges if Absolute((RightEdge 0 LeftEdge) 0 W ) , else goto Step 4 (to determine unestimated points). At the end of Step 3,  among N points of X-directional motion, M points are estimated (M N).
Step 4: If M is equal to N end, else use an interpolation (or extrapolation) method to nd the X-directional motion for the remaining N 0 M points.
By using the above edge detection algorithm, we estimated the X-directional motion (Fig. 8(c) ). Fig. 8(d) shows the Y-directional Fourier transform after correcting the X-directional translational artifact, and 8(e) shows the corrected version of 8(a) after correcting the X-directional translational motion artifact. According to our experiments, the best region of interest(ROI) in the phase retrieval algorithm was outside the boundary of the non-moving object (Fig. 7(d) ). This gave the fastest convergence in the phase retrieval method. However, In a real MR scan with a corrupted image the ideal boundary of the imaging object is not available, but the corrected image of Fig. 8(e) has less artifact in comparison with the corrupted image illustrated in 8(a). Thus, its boundary is more similar to the boundary of a non-moving object. To provide the ROI, we obtained the binary image from Fig. 8(e) (threshold value = 50) . Fig. 8(f) is the resulting image; the black areas specify the ROI, which was applied in the phase retrieval algorithm. Fig. 8(g) is the nal result of our improved algorithm, which was obtained by correcting the remaining artifact of Fig. 8(e) with the phase retrieval algorithm (20 iterations). A comparison of Figs. 8(a) (input artifacted image) and 8(g) (image corrected by our technique) conrms the ability of our improved method to remove the MRI artifact due to unknown translational motion in the imaging plane. Finally, Fig. 8(h) shows the result of correcting the artifacted image of Fig. 8(a) by applying only the phase retrieval algorithm. It is clearly seen that the phase retrieval algorithm by itself is not able to remove the 2-D translational artifact of the MRI image.
VII Conclusion
In this paper, we have suggested an improved technique for reducing MRI artifact caused by translational motion in the imaging plane. The technique is based on two previous postprocessing procedures. Experimental results with an actual MR scan conrmed the ability of our method to suppress an artifact of unknown translational motion in the imaging plane. However, as the model of translational motion considers that all points of the imaging object follow an identical motion, it is only suitable for considering rigid parts of the body with gross movement [9] . Another important rigid motion is rotational motion around an arbitrary point in the imaging plane, and our future aim is to develop a postprocessing solution to reduce the MRI artifact due to this type of motion. [8] ). This experiment conrms the ability of our technique ((g)) to correct the MRI 2-D translational motion artifact ((a)) more satisfactorily in comparison with the previous method ((h)).
