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Stohasti Dynamis of Disrete Curves
and Exlusion Proesses.
Part 1: Hydrodynami Limit of the ASEP
System
Guy Fayolle
∗
Cyril Furtlehner
∗
Abstrat
This preliminary report is the foreword of a series dediated to stohasti deforma-
tions of urves. Problems are set in terms of exlusion proesses, the ultimate goal
being to derive hydrodynami limits for these systems after proper salings. Here,
only the basi asep system on the torus Z/NZ is analyzed. The usual sequene
of empirial measures, onverges in probability to a deterministi measure, whih
is the unique weak solution of a Cauhy problem. The method presents some new
features, letting hope for extensions to higher dimension. It relies on the analy-
sis of spei partial dierential equations involving variational alulus. Namely,
the variables are the values of funtions at given points and their number beomes
innite.
Keywords Exlusion proess, hydrodynami limit, martingale, Cauhy prob-
lem, weak solution, distribution, paraboli operator.
1 Preliminaries
Interplay between disrete and ontinuous desription is a reurrent question
in statistial physis, whih in some ases an be answered quite rigorously
via probabilisti methods. In the ontext of reation-diusion systems, this
is tantamount to studying uid or hydrodynamis limits. Number of ap-
proahes have been proposed, in partiular in the framework of exlusion
∗
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2 2 Model denition
proesses, see e.g. [21℄,[7℄ [25℄, [19℄ and referenes therein. As far as uid
limits are at stake, all these methods have in ommon to be limited to sys-
tems for whih the stationary states are given in losed produt forms, as
far as hydrodynami limits are onerned, or at least for whih the invariant
measure for nite N (the size of the system) is expliitly known. For instane,
asep with open boundary an be desribed in terms of matrix produt form
(a sort of a non-ommutative produt form) and the ontinuous limits an
be understood by means of brownian bridges (see [8℄). We propose to adress
this question from the following dierent point of view: starting from dis-
rete sample paths subjeted to stohasti deformations, the ultimate goal
is to understand the nature of the limit urves when N inreases to innity.
How do these urves evolve with time, and whih limiting proess do they
represent as t goes to innity (equilibrium urves)? Following [13℄ and [14℄,
we will try to give some partial answers to these questions in a series of
papers.
This rst study is mainly dediated to the asep model. The mathematial
approh relies on the analysis of spei partial dierential equations involv-
ing variational alulus. A usual sequene of empirial measures is shown
to onverge in probability to a deterministi measure, whih is the unique
weak solution of a Cauhy problem. Here variables are the values of some
funtion at given points and their number beomes innite. In our opinion,
the method presents some new features, whih let hope for extensions to
higher dimension.
A future onern will be to establish a omplete hierarhy of systems of
hydrodynami equations , whose steady state will help to desribe non-Gibbs
states.
2 Model denition
2.1 A stohasti lok model
The systems we will onsider an typially be desribded as an oriented path
embedded in a bidimensional manifold: N steps of equal size, eah one being
hosen among a disrete set of n possible orientations drawn from the set
{2kπ/n, k = 0 . . . n − 1} of angles with some given origin. The stohasti
dynamis whih is applied onsists in displaing one single point at a time
without breaking the path, while keeping all links within the set of admissible
orientations. In this operation two links are displaed. This onstrains quite
strongly the possible dynamial rules, whih are given in terms of reations
between onseutive links.
2.2 Examples 3
We have
XkX l
λkl
⇄
λlk
X lXk, k ∈ [1, n], k 6= l.
2.2 Examples
(1) The simple exlusion proess
The rst elementary and most sudied example is the simple exlusion pro-
ess: this model, after mapping partiles onto links, orresponds to a one-
dimensional utuating interfae. Here we have a binary alphabet and letting
X1 = τ and X2 = τ¯ , the set of reations simply rewrites
τ τ¯
λ−
⇆
λ+
τ¯ τ,
where λ± are the transition rates for the jump of a partile to the right or
to the left.
(2) The triangular lattie and the ABC model
Here the evolution of the random walk is restrited to the triangular lattie.
Eah link (or step) of the walk is either 1, e2ipi/3 or e4ipi/3, and quite naturally
will be said to be of type A, B or C, respetively. This orresponds to the
so-alled ABC model, sine there is a oding by means of a 3-letter alphabet.
The set of transitions (or reations) is given by
AB
p−
⇆
p+
BA, BC
q−
⇆
q+
CB, CA
r−
⇆
r+
AC, (2.1)
where there is a priori no symmetry, but we will impose periodi boundary
onditions on the sample paths. This model was rst introdued in [11℄ in
the ontext of partiles with exlusion, and for some ases orresponding to
the reversibility of the proess, a Gibbs form for the invariant measure was
given in [12℄
3 Hydrodynamis for a one-dimensional asymmetri exlusion
proess [ASEP℄
As mentioned above, we aim at obtaining hydrodynami equations for a lass
of exlusion models. The method, although relying on lassial powerful
tools (martingales, relative ompatness of measures, funtional analysis),
has some new features whih should hopefully prove fruitful in other ontexts.
The essene of the approah is in fat ontained in the analysis of the popular
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asep model, presented below. We note the diulty to nd in the existing
literature a omplete study enompassing various speial ases (symmetry,
total asymmetry, et). Some proofs will only be skethed, and the related
results presented as laims or even onjetures.
Consider N sites labelled from 1 to N , forming a disrete losed urve in the
plane, so that the numbering of sites is impliitly taken modulo N , i.e. on
the disrete torus G
(N) def= Z/NZ. In higher dimension, say on the lattie Zk,
the related set of sites would be drawn on the torus (Z/NZ)k.
We gather below some notational material valid throughout this setion.
• R stands for the real line. Ck[0, 1] is the olletion of all real-valued, k-
ontinuously dierentiable funtions dened on the interval [0, 1], and
M is the spae of all nite positive measures on the torus G
def
= [0, 1).
C∞0 (K) is the spae of innitely dierentiable funtions with ompat
support inluded in K.
• For S an arbitrary metri spae, P(S) is the set of probability measures
DS[0, T ] is the spae of right ontinuous funtions z : [0,∞]→ S with
left limits and t→ zt.
• For i = 1, . . . , N , let A(N)i (t) and B
(N)
i (t) be binary random variables
representing respetively a partiule or a hole at site i, so that, owing
to the exlusion onstraint, A(N)i (t) + B
(N)
i (t) = 1, for all 1 ≤ i ≤ N .
Thus
{
A
(N)(t)
def
=
(
A(N)i (t), . . . , A
(N)
N (t)
)
, t ≥ 0
}
is a Markov proess.
• Ω(N) will denote the generator of the Markov proess A(N)(t), and
F (N)t = σ
(
A
(N)(s), s ≤ t
)
is the assoiated natural ltration.
• Our purpose is to analyze the sequene of empirial random measures
µ(N)t =
1
N
∑
i∈G(N)
A(N)i (t)δ i
N
, (3.1)
when N → ∞, after a onvenient saling of the parameters of the
generator Ω(N). The probability distribution assoiated with the path
of the Markov proess µ(N)t , t ∈ [0, T ], for some xed T , is simply
denoted by Q(N).
As usual, one an embed G
(N)
in G, so that a point i ∈ G(N) orresponds
to the point i/N in G. Hene, in view of (3.1), it is quite natural to let
the sequene Q(N) be dened on a unique spae DM[0, T ], whih beomes a
polish spae (i.e. omplete and separable) via the usual Skorokod topology,
as soon as M is itself Polish (see e.g. [10℄, hapter 4). Without further
omment, M is assumed to be endowed with the vague produt topology, as
a onsequene of the famous Banah-Alaoglo and Tyhono theorems (see
e.g. [23, 16℄).
5Let φa, φb be two arbitrary funtions in C
2[0, 1] and dene the real-valued
positive measure
Z(N)t [φa, φb]
def
= exp
[
1
N
∑
i∈G(N)
φa
( i
N
)
A(N)i (t) + φb
( i
N
)
B(N)i (t)
]
, (3.2)
whih is a funtional of φa, φb. For the sake of brevity, the expliit depen-
dene of A(N)i (t), B
(N)
i (t), Z
(N)
t [φa, φb] on N, t, φ, will be omitted wherever the
meaning remains lear from the ontext: for instane, we often shall simply
write Ai, Bi or Z
(N)
t . Also Z
(N)
stands for the proess {Z(N)t , t ≥ 0}.
A standard powerful method to prove the onvergene (in a sense to be
speied later) of the sequene of probability measures introdued in (3.1)
onsists rst in showing its relative ompatness, and then in verifying the
oinidene of all possible limit points (see e.g. [19℄. Moreover here it sues
to prove these two properties for the sequene of projeted measures dened
on DR[0, T ] and orresponding to the proesses {Z
(N)
t [φa, φb], t ≥ 0}, sine
the funtions φ belong to C2[0, 1].
Let us now introdue quantities whih, as far as saling is onerned, are
ruial in order to obtain meaningful hydrodynami equations.λ(N)
def
=
λab(N) + λba(N)
2
,
µ(N)
def
= λab(N)− λba(N),
(3.3)
where the dependene of the rates on N is expliitly mentioned.
Theorem 3.1. Let system (3.3) have a given asymptoti expansion of the
form λ(N)
def
= λN2 + o(N2),
µ(N)
def
= µN + o(N),
(3.4)
where λ and µ are xed positive onstants. [As for the saling assumption
(3.4), the random measure logZ(N)t is a funtional of the underlying Markov
proess, in whih the time has been speeded up by a fator N2 and the spae
shrunk by N−1℄. Assume moreover the sequene of initial empirial measures
logZ(N)0 , taken at time t = 0, onverges in probability to some deterministi
measure with a given density ρ(x, 0), so that
lim
N→∞
logZ(N)0 =
∫ 1
0
[ρ(x, 0)φa(x) + (1− ρ(x, 0))φb(x)]dx, in probability,
(3.5)
for any pair of funtions φa, φb ∈ C
∞
0 (K), where K ∈ R is a ompat on-
taining the interval [0, 1].
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Then, for every t > 0, the sequene of random measures µ(N)t onverges in
probabilitys, as N →∞, to a deterministi measure having a density (ρ(x, t)
with respet to the Lebesgue measure, whih is the unique weak solution of
the Cauhy problem
∫ T
0
∫ 1
0
[
ρ(x, t)
(∂θ(x, t)
dt
+ λ
∂2θ(x, t)
dx2
)
− µρ(x, t)
(
1− ρ(x, t)
)∂θ(x, t)
dx
]
dxdt
=
∫ 1
0
[ρ(x, T )θ(x, T )− ρ(x, 0)θ(x, 0)] dx,
(3.6)
where (3.6) holds for any funtion θ ∈ C∞0 ([0, 1] × [0, T ]).
If, moreover, one assumes the existene of
∂2ρ(x,0)
dx2
, then (3.6) redues to a
lassial Burger's equation
∂ρ(x, t)
dt
= λ
∂2ρ(x, t)
dx2
+ µ[1− 2ρ(x, t)]
∂ρ(x, t)
dx
.
Proof. The sketh of the proof is spread over three main subsetions, re-
ferred to hereafter as P1, P2 and P3.
P1 [Existene of limit points: sequential ompatness℄ As usual in prob-
lems dealing with onvergene of sequenes of probability measures, our very
starting point will be to establish the weak relative ompatness of the set
{logZ(N)t , N ≥ 1}. Some of the probabilisti arguments employed in this
paragraph are in a way lassial and an be found in good books, e.g. [25, 19℄,
although for simpler models.
The proess
U (N)t
def
= Z(N)t − Z
(N)
0 −
∫ t
0
Ω(N)[Z(N)s ]ds (3.7)
is a bounded {F (N)t }-martingale. Using the exponential form of Z
(N)
t together
with lassial stohasti alulus (see e.g. [10℄, hap.3, page 93), it follows
that
[V (N)t ]
def
= (U (N)t )
2 −
∫ t
0
(
Ω(N)[(Z(N)s )
2]− 2Z(N)s Ω
(N)[Z(N)s ]
)
ds (3.8)
is also a bounded real martingale.
From A(N)i (t) + B
(N)
i (t) = 1,∀1 ≤ i ≤ N , on sees that Z
(N)
t is mainly a
funtional of the sole funtion ψxy
def
= φx − φy = −ψyx, up to a onstant
7uniformly bounded in N . Hene, setting
∆ψxy
( i
N
)
def
= ψxy
( i+ 1
N
)
− ψxy
( i
N
)
,
λ˜xy(i,N)
def
= λxy(N)
[
exp
(
1
N
∆ψxy
( i
N
))
− 1
]
, xy = ab or ba,
we have
Ω(N)[Z(N)t ] = L
(N)
t Z
(N)
t , (3.9)
where
L(N)t =
∑
i∈G(N)
λ˜ab(i,N)AiBi+1 + λ˜ba(i,N)BiAi+1. (3.10)
By using the exlusion property, a straightforward alulation in equation
(3.10) allows to rewrite (3.8) in the form
[V (N)t ] = (U
(N)
t )
2 −
∫ t
0
(Z(N)s )
2R(N)s ds, (3.11)
where the proess R(N)t is strily positive and given by
R(N)t =
∑
i∈G(N)
[λ˜ab(i,N)]
2
λab(N)
AiBi+1 +
[λ˜ba(i,N)]
2
λba(N)
BiAi+1.
The integral term in (3.11) is nothing else but the inreasing proess assoi-
ated with Doob's deomposition of the submartingale (U (N)t )
2
.
The folllowing estimates are ruial.
Lemma 3.2.
L(N)t = O(1), (3.12)
R(N)t = O
( 1
N
)
. (3.13)
Proof. We will derive (3.12) by estimating the right-hand side member of
equation (3.10).
Clearly, ∆ψxy
(
i
N
)
= 1Nψ
′
xy
(
i
N
)
+O
(
1
N2
)
, where ψ′ denotes the derivative
of ψ. Then, taking a seond order expansion of the exponential funtion and
using denitions (3.3) and (3.4), we an rewrite (3.10) as
L(N)t =
µ(N)
N
∑
i∈G(N)
[
Ai +Ai+1
2
−AiAi+1
]
∆ψab
( i
N
)
+
λ(N)
N
∑
i∈G(N)
(Ai −Ai+1)∆ψab
( i
N
)
+O
( 1
N
)
. (3.14)
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The rst sum in (3.14) is uniformly bounded by a onstant depending on ψ.
Indeed, |Ai| ≤ 1 and ψ ∈ C
2[0, 1], so that ψ′ is of bounded variation.
As for the seond sum oming in (3.14), we have
∑
i∈G(N)
(Ai −Ai+1)∆ψab
( i
N
)
=
∑
i∈G(N)
Ai+1
[
∆ψab
( i+ 1
N
)
−∆ψab
( i
N
)]
.
Then the disrete Laplaian
∆ψab
( i+ 1
N
)
−∆ψab
( i
N
)
≡ ψab
( i+ 2
N
)
− 2ψab
( i+ 1
N
)
+ ψab
( i
N
)
admits of the simple form
∆ψab
( i+ 1
N
)
−∆ψab
( i
N
)
=
1
N2
ψ′′ab
( i
N
)
+O
( 1
N2
)
, (3.15)
where ψ′′ denotes the seond derivative of ψ.
By (3.4), λ(N) = λN2 + o(N2), so that (3.15) implies
λ(N)
N
∑
i∈G(N)
(Ai−Ai+1)∆ψab
( i
N
)
=
∑
i∈G(N)
λAi+1
N
ψ′′ab
( i
N
)
+o
( 1
N
)
= O(1),
(3.16)
whih onludes the proof of (3.12). The omputation of R(N)t leading to
(3.13) an be obtained via similar arguments.
To show the relative ompatness of the family Z(N), whih here, by separa-
bility and ompleteness of the underlying spaes, is equivalent to tightness,
we proeed as in [19℄ by means of the following useful riterion.
Proposition 3.3 (Aldous's tightness riterion, see [4℄). A sequene {X(N)}
of random elements of DR[0, T ] is tight (i.e. the distributions of the {X
(N)}
are tight) if the two following onditions hold:
(i)
lim
a→∞
lim sup
N
P [||X(N)|| ≥ a] = 0, (3.17)
where ||X(N)||
def
= sup
t≤T
|X(N)t |.
(ii) For eah ǫ, η, there exist a δ0 and an N0, suh that, if δ ≤ δ0 and
N ≥ N0, and if τ is an arbitrary stopping time with τ + δ ≤ T , then
P
[
|X(N)τ+δ −X
(N)
τ | ≥ ǫ
]
≤ η. (3.18)
Note that ondition (3.17) is always neessary for tightness.
9We will now apply Lemma 3.2 to equations (3.7) and (3.11), the role of X(N)
in Proposition 3.3 being played by Z(N).
Observe that, by the uniform boundedness of Z(N)t , ondition (3.17) is im-
mediately veried.
To hek ondition (3.18), rewrite (3.7) as
Z(N)t+δ − Z
(N)
t = U
(N)
t+δ − U
(N)
t +
∫ t+δ
t
Ω(N)[Z(N)s ]ds. (3.19)
The integral term in (3.19) is bounded in modulus by Kδ [where K is a
onstant uniformly bounded in N and ψ℄ and hene satises (3.18). We are
left with the analysis of U (N)t . But, from (3.11), (3.13) and Doob's inequality
for sub-martingales, we have
E
[
(U (N)t+δ − U
(N)
t )
2
]
= E
[∫ t+δ
t
(Z(N)s )
2R(N)s ds
]
≤
C
N
,
P
[
sup
t≤T
|U (N)t | ≥ ǫ
]
≤
4
ǫ2
E
[∫ t
0
(Z(N)s )
2R(N)s ds
]
≤
4C
Nǫ2
, (3.20)
where C is a positive onstant depending only on ψ. Thus U (N)t → 0 almost
surely as N → ∞. This last property together with assumption (3.5) yield
(3.18) and the announed (weak) relative ompatness of the sequene Z(N)t .
Hene, the sequene of probability measures Q(N), dened on DM[0, T ] and
orresponding to the proess µ(N)t , is also relatively ompat: this is a on-
sequene of lassial projetion theorems (see for instane Theorem 16.27 in
[16℄). We are now in a position to state a further important property.
Let Q the limit point of some arbitrary subsequene Q(nk), as nk → ∞,
and Zt
def
= limnk→∞ Z
(nk)
t . Then the support of Q is a set of sample paths
absolutely ontinuous with respet to the Lebesgue measure. Indeed, the
appliation µt → supt≤T logZt is ontinuous and we have the immediate
bound
sup
t≤T
logZt ≤
∫ 1
0
[|φa(x)|+ |φb(x)|]dx,
whih holds for all ψa, ψb ∈ C
2[0, 1]. Hene, by weak onvergene, any limit
point Zt has the form
Zt[φa, φb] = exp
[∫ 1
0
[ρ(x, t)φa(x) + (1− ρ(x, t)φb(x)]dx
]
, (3.21)
where ρ(x, t) denotes the limit density (a priori random) of the sequene of
empirial measures µ
(mk)
t introdued in (3.1).
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P2 [A funtional integral operator to haraterize limit points℄ This
is somehow the Gordian knot of the problem. Relying on the above weak
ompatness property, our next result shows that any arbitrary limit point
Q is onentrated on a set of trajetories whih are weak solutions of a
funtional integral equation (IFE).
First, by (3.7), (3.9) and (3.10), we obtain at one
∂(Z(N)t − U
(N)
t )
∂t
=
N2
∑
i∈G(N)
λ˜ab(i,N)
∂2Z(N)t
∂φa(
i
N )∂φb(
i+1
N )
+ λ˜ba(i,N)
∂2Z(N)t
∂φa(
i+1
N )∂φb(
i
N )
.
(3.22)
It is worth remarking that (3.22) should be written, stritly speaking, as
a stohasti dierential equation, whih is well-dened sine indeed all the
underlying probability spaes emanate from a families of interating Poisson
proesses.
Replaing for a while the quantities φa(
i
N ) and φb(
i
N ) by variables x
(N)
i and
y(N)i respetively, (3.22) beomes
∂(Z(N)t − U
(N)
t )
∂t
= N2
∑
i∈G(N)
αxy(i,N)
∂2Z(N)t
∂x(N)i ∂y
(N)
i+1
+ αyx(i,N)
∂2Z(N)t
∂y(N)i ∂x
(N)
i+1
,
(3.23)
where we have put
αxy(i,N) = λab(N)
[
exp
(x(N)i+1 − x(N)i + y(N)i − y(N)i+1
N
)
− 1
]
,
αyx(i,N) = λba(N)
[
exp
(y(N)i+1 − y(N)i + x(N)i − x(N)i+1
N
)
− 1
]
.
We shall rewrite (3.23) in the operator form
−
∂U (N)t
∂t
= L(N)t [Z
(N)
t ], (3.24)
remarking in the present setting that, for eah nite N , L(N) ats on the
funtion spae Cp
[
−|φ|, |φ|]2N , where
|φ|
def
= sup
z∈[0,1]
(
|φa(z)|, |φb(z)|
)
, (3.25)
and p is an arbitrary positive number, as Z(N)t is analyti with respet to
{φa(.), φb(.)}. The operator L
(N)
t is of paraboli type, but then in the wide
11
sense, sine here one an hek the quadrati form usually assoiated with
the seond order derivative terms is non denite, see e.g. [9℄).
The key point will be to show that any limit point Zt
Law
= lim
nk→∞
Z
(nk)
t satises
an IFE, obtained by studying the seond order linear partial dierential
operators L(N)t along the sequene nk →∞.
To arry out the analysis of the limit sum oming in (3.23) (whih is a priori
intriate), we propose a general approh, whih aims at proving rst that Zt
is a weak solution (or distributional in the sense of Shwartz) of a Cauhy
type operator. The line of argument will be skethed below.
Beforehand, for the sake of shortness, it will be onvenient to dene the
following ylinder sets, for p = 1, 2 . . .,
Upt
def
= [−|φ|, |φ|]p × [0, t], Up
def
= [−|φ|, |φ|]p.
Introdue the operator L˜(N)t , whih is the adjoint of L
(N)
t in the Lagrange
sense, so that, for every funtion h ∈ C∞0 (U
2N
t ),
L˜(N)t [h]
def
=
∂h
∂t
+N2
∑
i∈G(N)
∂2
[
αxy(i,N)h
]
∂x(N)i ∂y
(N)
i+1
+
∂2
[
αyx(i,N)h
]
∂y(N)i ∂x
(N)
i+1
def
=
∂h
∂t
+ B(N)[h]. (3.26)
Denition 3.4 (see e.g. [24℄, Part 1, setion III.5). A funtion g ∈ L2 is
said to be a weak (or distributional) solution of the Cauhy problem L(N)g = 0
if, for all h ∈ C∞0 (U
2N
T ), ∫
U2N
T
gL˜(N)t [h] d~u dt = 0, (3.27)
where in the integral ~u denotes an arbitrary point in U2N .
Multiplying equation (3.23) by an arbitrary funtion h ∈ C∞0 (U
2N
T ), for xed
T arbitrary positive, and then integrating twie by parts, we obtain, in
agreement with (3.27),∫
U2N
T
[
(Z(N)t − U
(N)
t )
∂h
∂t
+ Z(N)t B
(N)[h]
]
d~u dt =
∫
U2N
[
(Z(N)T − U
(N)
T )h(~u, T )− Z
(N)
0 h(~u, 0)
]
d~u .
(3.28)
A brute fore analysis of the adjoint operator ould lead to a dead-end. A
preliminary step will be to exploit arefully the estimates obtained in Lemma
3.2. This is the ontent of the next lemma.
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Lemma 3.5. The following partial dierential equation holds.
∂(Z(N)t − U
(N)
t )
∂t
=
∑
i∈G(N)
µψ′ab
( i
N
)[1
2
(
∂Z(N)t
∂x(N)i
+
∂Z(N)t
∂x(N)i+1
)
−N
∂2Z(N)t
∂x(N)i ∂x
(N)
i+1
]
+ λ
∑
i∈G(N)
ψ′′ab
( i
N
)∂Z(N)t
∂x(N)i+1
+O
( 1
N
)
,
(3.29)
where the term O
(
1
N
)
is in modulus uniformly bounded by
C
N , C being a
onstant depending only on ψ,ψ′ and ψ′′.
Proof. Immediate from equations (3.14) and (3.16).
Starting from Lemma 3.5, we will present the two global guidelines of a fun-
tional approah, alled G1 and G2. Basially, it relies on partial dierential
equations, whose variables are funtions taken at points of the torus. We
think this might well extend to larger dimensions, although this assertion
ould ertainly be debated.
G1 Intermediate redution to an almost sure onvergene ontext. This
an be ahieved by means of the extended Skohorod oupling theorem
(see Corollary 6.12 in [16℄), whih in brief says that, if a sequene of real
random variables (ξk) is suh that limk→∞ fk(ξk) = f(ξ) onverges in
distribution, then there exist a probability spae V and a new random
sequene ξ˜k, suh that ξ˜k
L
= ξk and limk→∞ fk(ξ˜k) = f(ξ), almost
surely in V, with ξ˜
L
= ξ. Here this theorem will be applied to the
family Z
(nk)
t , whih thus gives rise a new sequene denoted by Y
(nk)
t
in the sequel. This step is in no way obligatory, but just a matter of
taste. Indeed, one ould still keep on with weak onvergene ontext
and use Alexandrov's portmanteau theorem (see e.g. [10℄) whenever
needed.
G2 For eah nite N , we an onsider the quantities
ψ′ab
( i
N
)
, ψ′′ab
( i
N
)
, i = 1, . . . , N,
as onstant parameters, while the x(N)i 's are free variables. This is
learly feasible, hoosing for instane φa(.), φb(.) in the lass of polyno-
mials of degree at least 3N . Also, from now on, the funtions φa and
φb will be supposed to belong to C
∞
0 (K), for some ompat K ∈ R
ontaining the interval [0, 1].
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Then, aording to G1, we rewrite (3.29) as
−
∂U (N)t
∂t
def
= A(N)t [Y
(N)
t ] +O
( 1
N
)
, (3.30)
where A(N)t is viewed as an operator of paraboli type with onstant oe-
ients and domain C∞0 (U
(N)
T ).
A(N)t [g]
def
= −
∂g
∂t
+
∑
i∈G(N)
µψ′ab
( i
N
)[1
2
(
∂g
∂x(N)i
+
∂g
∂x(N)i+1
)
−N
∂2g
∂x(N)i ∂x
(N)
i+1
]
+ λ
∑
i∈G(N)
ψ′′ab
( i
N
) ∂g
∂x(N)i+1
,
remembering that ψab = φa − φb. The term O
(
1
N
)
in (3.30) stands for an
operator having a negligible range for N →∞.
Let A˜(N)t [h] denote the adjoint of A
(N)
t . Then
A˜(N)t [h] =
∂h
∂t
−
∑
i∈G(N)
µψ′ab
( i
N
)[1
2
(
∂h
∂x(N)i
+
∂h
∂x(N)i+1
)
+N
∂2h
∂x(N)i ∂x
(N)
i+1
]
− λ
∑
i∈G(N)
ψ′′ab
( i
N
) ∂h
∂x(N)i+1
,
(3.31)
and, for any h(N) ∈ C∞0 (U
(N)
T ), we have∫
U(N)
[
(Y (N)T − U
(N)
T )h
(N)(~u, T )− Y (N)0 h
(N)(~u, 0)
]
δ~u =∫
U
(N)
t
(Y (N)t − U
(N)
t )A˜
(N)
t [h
(N)] δ~u dt+O
( 1
N
)
,
(3.32)
where δ~u in (3.32) represents the dierential volume element
δ~u = dx(N)1 dx
(N)
2 ...dx
(N)
N = δφa
( 1
N
)
δφa
( 2
N
)
. . . δφa(1).
The next step is to make a suitable hoie of the funtion h in (3.32) in
order to extrat a meaningful information on the limit operator, as N →∞.
Keeping in mind that the random variables Y (N)t are dened on the impliit
probability spae V introdued in G1, we state the following result.
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Lemma 3.6. [Claim1℄ Let Yt = lim
nk→∞
Y
(nk)
t a.s., and let W ∈ C
∞
0 (K) be a
xed ompat spae. Then, for a lass of test funtions k properly hosen in
a subset of C∞0 (W × [0, T ]), we have∫ T
0
dt
∫
Yt[φ(.)]Ft[φ(.)]δφ(.) =∫ [
k
(
φ(.), T
)
YT [φ(.)] − k
(
φ(.), 0
)
Y0[φ(.)]
]
δφ(.) ,
(3.33)
where
Ft[φ(.)] =
∂k
(
φ(.), t
)
∂t
−
∫ 1
0
[
µ
∂2k
(
φ(.), t
)
∂φ2(x)
ψ′(x) +
[
µψ′(x) + λψ′′(x)
]∂k(φ(.), t)
∂φ(x)
]
dx.
Moreover (3.33) yields the Cauhy problem posed in (3.6).
Proof. We only sketh the main lines of argument.
• The almost sure onvergene of Y (N)t and U
(N)
t , respetively to Yt and
0 [by (3.20)℄, will yield (3.33) provided that in (3.32) the funtions h(N)
are properly hosen, to ensure the existene of the limit sums oming
in (3.31), as N →∞.
Setting ~x(N)
def
= (x(N)1 , x
(N)
2 , . . . , x
(N)
N ), he reader an onvine himself
that it sues to take in (3.32)
h(N)
(~x(N)
N
, t
)
= k(~x(N), t),
where k ∈ C∞0 (W × [0, T ]), in whih ase onvergent Riemann sums
are obtained in (3.31).
• From Skohorod's oupling theorem, Yt does satisfy an equation of the
form (3.21). Hene, we an write the following funtional derivatives
(whih are plainly of a Radon-Nykodym nature)
∂Yt
∂φ(.)
= ρ(., t)Yt,
∂2Yt
∂φ2(.)
= ρ2(., t)Yt.
• To derive (3.6), one has to pik out k from a lass of onvolution test
funtions, depending on some parameter ǫ and properly onverging in
the spae of Shwartz distributions.
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P3 [Uniqueness℄ The problem of uniqueness of weak solutions of the
Cauhy problem (3.6) for nonlinear paraboli quation is in fat already solved
in the literature. We refer the reader for instane to [9℄ for a wide bibliogra-
phy on the subjet.
To onlude the analysis of Theorem 3.1, it sues to swith bak to Z(N)t [φa, φb],
whih onverges in distribution to Zt[φa, φb]. Hene, the random measure
µ(N)t onverges in distribution to a deterministi measure, whih is a peuliar
situation impling also onvergene in probability.
4 The n-speies model
We will state a onjeture about hydrodynami equations for the n-speies
model, briey introdued in setion 2.1, in the so-alled equidiusion ase,
preisely dened hereafter.
The n-speies system is said to be equidiusive whenever there exists a on-
stant D, suh that, for all pairs (k, l),
lim
N→∞
λkl(N)
N2
= D.
Letting
αkl
def
= lim
N→∞
log
λkl(N)
λlk(N)
,
we assert that the following hydrodynami system holds [Claim2℄.
∂ρk
∂t
= D
∂2ρk
∂x2
+
∂
∂x
(∑
l 6=k
αlkρkρl
) , k = 1, . . . , n.
The idea is to apply the funtional approah presented in this paper.
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