Bayesian Acceptance Sampling Approach is associated with utilization of prior process history for the selection of Distributions (viz., Gamma Poisson, Beta Binomial) to describe the random fluctuations involved in Acceptance Sampling. The Acceptance sampling procedures are the practical tools for quality assurance applications involving product control. Acceptance sampling systems are advocated when small sample size are necessary or desirable towards costlier testing for product quality. The sampling plan which provides the vendor and buyer decision rules for product acceptance to meet the preset product quality requirement.
Introduction
Classical statistics is directed towards the use of sample information. In addition to the sample information two other types of information are typically relevant. The first is knowledge of the possible consequences of the decision and the second source of non-sample information is prior information. Thomas Bayes was first to use the prior information in inductive inference and the approach to statistics, which formally seeks to utilize prior information is called Bayesian analysis. Suppose a product in a series is supplying a product, due to random fluctuations can be separated in to within lot (sampling) variations of individual units and between lot (sampling and process) variations.
Bayesian Acceptance Sampling approach is associated with the utilization of prior process history for the selection of distributions (viz., Gamma Poisson, Beta Binomial)to describe the random fluctuations involved in Acceptance Sampling. Bayesian sampling plans requires the user to specify explicitly the distribution of defectives from lot to lot. The prior distribution is the expected distribution of a lot quality on which the sampling plan is going to operate. The distribution is called prior because it is formulated prior to the taking of samples. The combination of prior knowledge, represented with the prior distribution, and the empirical knowledge based on the sample leads to the decision on the lot.
To improve the quality for any product and services, it is customary to modernize the quality practices and simultaneously reduce the cost for inspection and quality improvement. An efficient quality improvement programme can be instrumental with increasing productivity at reduced cost. As a result of increasing customer quality requirements and development for new product technology, many existing quality assurance practices and techniques need to be modified. The need for such statistical and analytical techniques in quality assurance is rapidly increasing owing to stiff competition in industry towards product quality improvement. This paper introduces a method for Selection of Bayesian Chain Sampling Plan based on range of quality instead of point wise description of quality by invoking a novel approach called Quality Interval Sampling (QIS) plan. This method seems to be versatile and can be adopted in the elementary production process where the stipulated quality level is advisable to fix at later stage and provides a new concept for Selection of Bayesian Chain Sampling Plan (ChSP-1) involving quality levels.
The sampling plan provides both vendor and buyer decision rules for the product acceptance to meet the present product quality requirement. Due to rapid advancement of manufacturing technology, suppliers require their products to be of high quality with very low fraction defectives often measured in parts per million. Unfortunately, traditional methods in some particular situations fail to find out a minute defect in the product. In order to overcome such problems Quality Interval Sampling (QIS) plan is introduced. This paper designs the parameters for the plan indexed with quality regions involving QIS. Case and Keats (1982) have examined the relationship between defectives in the sample and defectives in the remaining lot for each of the five prior distributions. They observe that the use of a binomial prior renders sampling useless and inappropriate. These results serve to make the designers and users of Bayesian Sampling Plans more aware of the consequence associated with selection of particular prior distribution. Calvin (1984) has presented in a clear and concise treatment by means of 'How and When to perform Bayesian acceptance Sampling'. These procedures are suited to the sampling of lots from process or assembly operations, which contain assignable causes. These causes may be unknown and awaiting isolation, known but irremovable due to the state of the art limitations, or known but uneconomical to remove. He has considered the Bayesian sampling, in which, primary concern is with the process average function non-conforming p, with lot fraction non-conforming p and its limitations being discussed. Hald (1960) has derived optimal solutions for the cost function k(n,c) in the cases where the prior distribution is rectangular, polya and binomial. Tables are given for optimum n,c and k(n,c) for various values of the parameters, which is an important result on Bayesian Acceptance Sampling(BAS). Hald (1965) has given a rather complete tabulation and discussed the properties of a system of single Sampling attribute plans obtained by minimizing average costs, under the assumptions that the costs linear in the fraction defective p, and that the distributions of lot quality is a double binomial distribution. The optimum sampling plan (n.c) depends on six parameters namely N, p r , p s , p 1 , p 2 and w 2 cost parameters and p 1 , p 2 , w 2 are the parameters of prior distribution. It may be shown, however, that the weights combine with the p's is such a way that only five independent parameters are left out.
A set of tables presented by Oliver and Springer (1972) are based on assumptions of beta prior distribution with specific posterior risk to achieve minimum sample size, which avoids the problem of estimating cost parameters. It is generally true that Bayesian Plan requires a smaller sample size than a conventional sampling plan with the same producer and consumer risks. Schafer (1967) discusses single sampling by attributes using three prior distributions of lot quality. The desirability for developing a set of sampling plans indexed with p * has been explained by Mandelson (1962) . Mayer (1967) has suggested that MAPD can be considered as a quality level, along with certain other conditions to specify OC curve. Suresh and Latha (2002) has studied average probability of acceptance function for chain sampling plan with Gamma Prior distribution. Formula of inflection point and tangent at the inflection point are also derived. A selection procedure for Bayesian Chain sampling attributes plan (with Gamma prior distribution) based on AQL and LQL, point of control and relative slope at that point, MAAPD and K, measure of sharpness are also explained, and lot acceptance procedures are developed for Bayesian Chain sampling attributes plans when the acceptance number is fixed and when the sample size is fixed. Suresh and Deepa (2002) has studied the formulation of a Bayesian Sampling Plan using acceptance probability with Gamma prior distribution for product quality using producer and consumer quality levels with selection procedure for Bayesian Special type of Double Sampling Plan with MAAOQ and also the sum of weighted risks and designing sampling plans of the one plan suspension system and Quick switching system. Suresh and Pradeepa veerakumari (2007) have given a procedure and tables for the selection of for Bayesian Chain Sampling Plan. Suresh and Kaviyarasu (2008) have explained the desirability for developing Quick Switching System with Conditional RGS plan indexed through quality levels. Suresh and Divya (2009) have given the new procedure for Single Sampling Plan through Decision Regions. Suresh and Sangeetha (2010) have studied the selection of Repetitive Deferred Sampling plan with Quality Regions. This paper designs the parameters of the plan indexed with QDR, PQR, LQR and IQR with numerical illustrations are also provided.
Bayesian Chain Sampling Plan
This paper related to Bayesian Chain Sampling Plan for average probability function of incoming quality levels.
Chain Sampling Plan (ChSP-1)
Sampling inspection in which the criteria for acceptance and non acceptance of the lot depend in part on the results of the inspection of immediately preceding lots is adopted in Chain Sampling Plan. Chain Sampling Plan (ChSP-1) proposed by Dodge (1955) making use of cumulative results of several samples help to overcome the short comings of the Single Sampling Plan.
Conditions for application of ChSP -1:
The cost of destructiveness of testing is such that a relatively small sample sizes i necessary, although other factors make a large sample desirable.
1. The product to be inspected comprises a series of successive lots produced by a continuing process.
2.
Normally lots are expected t be of essentially the same quality.
3.
The consumer has faith in the integrity of the producer.
Operating Procedure
The plan is implemented in the following way:
1. For each lot, select a sample of n units and test each unit for conformance to the specified requirements.
Accept the lot if d (the observed number of defectives)
is zero in the sample of n units, and reject if d > 1.
3. Accept the lot if d is equal to 1 and if no defectives are found in the immediately preceding i samples of size n. Dodge (1955) has given the operating characteristic function of ChSP-1 as P a (p) = P 0 + P 1 (P 0 ) i (2.3.1)
Where P j = probability of finding j nonconforming units in a sample of n units for j = 0.1.
The Chain sampling Plan is characterized by the parameters n and i. When i=∞ , the OC function of a ChSP-1 plan reduces to the OC function of the Single Sampling Plan with acceptance number zero and when i = 0, the OC function of ChSP-1 plan reduces to the OC function of the Single Sampling Plan with acceptance number 1.
Bayesian Chain Sampling Plan (BChSP-1)
According to Dodge (1955) the operating characteristic function of ChSP-1 is
The Chain Sampling Plan (ChSP-1) is characterized by two parameters n and i, where n is the sample size and i is the number of preceding samples with zero defective, using the OC curve, Dodge (1955) has studied the properties of the Chain Sampling Plan. Clark (1960) has presented additional OC curves, which cover most of the situations. Soundararajan (1978 a, b) has described procedures and tables for construction and selection of Chain sampling plans (ChSP-1) indexed by specified parameters.
The probability of acceptance of ChSP-1 based on Poisson Model is provided as
Using the Past history of inspection, it is observed that p follows Gamma distribution with density function,
The average probability of acceptance is given as 
QUALITY DECISION REGION (QDR)
It is an interval of quality  
in which product is accepted at engineer's quality average. The quality is reliably maintained up to *  (MAPD) and sudden decline in quality is expected. This region is also called Reliable Quality Region (RQR).
Quality decision Range is denoted as
is derived from the average probability of acceptance
, is the mean value for the product quality p.
PROBABILISTIC QUALITY REGION (PQR)
in which product is accepted with a minimum probability 0.10 and maximum probability 0.95. Probabilistic Quality Range denoted as
, is the mean value of the product quality p.
LIMITING QUALITY REGION (LQR)
It is an interval of quality   2 *      in which product is accepted with a minimum probability 0.10 and maximum probability 0.95.
Limiting Quality Range denoted as
Indifference Quality Region (IQR)
in which product is accepted with a minimum probability 0.50 and maximum probability 0.95. Indifference Quality Range denoted as
is derived from the average probability of acceptance 0 1
, is the mean value of the product quality p. Table ( Table(1) under the column T, T 1 and T 2, which is equal to or just less than the specified ratio, corresponding s and i, values are noted. From this ratio, one can determine the parameters for Bayesian Chain Sampling Plan. -1(16,5, 2) ) through quality interval. Table 1 is used to construct the plans when the QDR and PQR are specified. For any given values of the QDR (d 1 ) and PQR (d 2 ), one can find the ratio T=d 1 /d 2 which is a monotonic increasing function. Find the value in Table 1 under the column T which is equal to or just less than the specified ratio. Then the corresponding values of s and i are noted. From this, one can determine the parameters n, s and i for the Bayesian Chain Sampling Plan.
Selection of the Sampling plan

For specified QDR and PQR
Example
For a company 1% defects are seen in QDR and 9% defects are seen in PQR. Find the ratio taking value 0.112. Select value of T equal to or just less than this ratio using Table 1 . The value of T is 0.1129 which is associated with s =7 and i=1. Also nd 1 =0.3249, nd 2 =2.8787 corresponding to s = 7 and i=1. Thus n is calculated. The parameters for the Bayesian Chain Sampling Plan is (33, 7, 1). Table 1 is used to construct the plans when the QDR and LQR are specified. For any given values of the QDR (d 1 ) and LQR (d 3 ), one can find the ratio T 1 =d 1 /d 3 which is a monotonic increasing function. Find the value in Table 1 under the column T 1 which is equal to or just less than the specified ratio. Then the corresponding values of s and i are noted. From this, one can determine the parameters n, s and i, for the Bayesian Chain Sampling Plan. .
For specified QDR and LQR
Example
For a company 1% defects are seen in QDR and 7% defects are seen in LQR. Find the ratio taking value 0.143. Select value of T 1 equal to or just less than this ratio using Table 1 . The value of T 1 is 0.1500 which is associated with s = 7 and i=0. Also nd 1 = 0.5870, nd 3 =3.9144 corresponding to s = 7 and i = 0. Thus n is calculated. The parameters for the Bayesian Chain Sampling Plan is (59, 7, 0). Table 1 is used to construct the plans when the QDR and IQR are specified. For any given values of the QDR (d 1 ) and IQR (d 0 ), one can find the ratio T 2 =d 1 /d 0 which is a monotonic increasing function. Find the value in Table 1 under the column T 2 which is equal to or just less than the specified ratio. Then the corresponding values of s and i are noted. From this, one can determine the parameters n, s and i, for the Bayesian Chain Sampling Plan.
For specified QDR and IQR
Example
For a company 2% defects are seen in QDR and 8% defects are seen in IQR. 
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Find the ratio taking value 0.25. Select value of T 2 equal to or just less than this ratio using Table 1 . The value of T 2 is 0.2481 which is associated with s = 3 and i=1. Also nd 1 = 0.2354, nd 0 = 0.9488 corresponding to s =3, and i=1. Thus n is calculated. The parameters for the Bayesian Chain Sampling Plan is (12, 3, 1). Table 2 is used to construct the plans when the AQL = μ 1 , LQL = μ 2 and s are specified. For any given values of the AQL (μ 1 ) and LQL (μ 2 ), the OR= μ 2 /μ 1 is calculated. The values of m and nμ 1 corresponding to the specified OR and s are found out. The sample size n is obtained by dividing nμ 1 by μ. From this, one can determine the parameters n, s and i for the Bayesian Chain Sampling Plan 3.9.1 Example It is given that s = 1 at α = 0.05, μ 1 = 0.1% and β = 0.10, μ 2 = 9.5%
For specified AQL and LQL
Then the operating ratio OR = μ 2 /μ 1 = 95. The value of OR in table 2 nearer to 95 is 95.3528 for which nμ 1 = 0.0975 and hence n is calculated as equal to 97.5 ≈ 98. The parameters for the Bayesian Chain Sampling Plan is (98, 1, 5).
Conversion of parameters
The given set of parameters can be converted into another set, which will provide related information on the derived sampling plan. These parameters can be found using Table 2 . The average probability of acceptance is given as
On simplification, the APA function for Chsp-1 Table 2 represents the conversion table, which is used to determine other quality characteristics.
Conclusion
Bayesian Acceptance sampling is the technique, which deals with the procedures in which decision to accept or reject lots or process based on their examination of past history or knowledge of samples. This paper deals with sampling model based on prior distribution and costs, which encompasses most of the existing Bayesian models www.ccsenet.org/mas Modern Applied Science Vol. 5, No. 2; April 2011 ISSN 1913 -1844 E-ISSN 1913 -1852 232 based on costs. The work is presented in this paper mainly related to construction and selection Bayesian Chain Sampling Plan(ChSP-1) for Quality Regions.
Quality Interval Sampling (QIS) plan possesses wider potential applicability in industry ensuring higher standard of quality attainment for product or process. Thus Quality Interval Sampling (QIS) plan is a good measure for defining quality and designing any acceptance sampling plan which are readymade use to industrial shop-floor situations.
The Quality Decision Region (QDR) idea is proposed in order to provide higher probability of acceptance compared with (AQL, LQL) indexed plan/scheme/system. Quality Decision Region (QDR) depends on the quality measure MAPD, which is a key measure assessing to what degree the inflection point empowers the OC curve to discriminate between good and bad lots. The present development would be a valuable addition to the literature and a useful device for quality control practitioners.
This paper mainly relates to the construction and selection of performance measures for Quality Interval Sampling (QIS) inspection plan indexed through Quality Regions. Conversions of parameters are also provided for comparison. Tables are provided which are tailor-made, handy and ready-made uses to the industrial shop floor situations. 
