Abstract. The events that occur following HIV exposure, preceding any detectable infection are difficult to study experimentally. However, there is considerable evidence that these events can be influenced by the action of antiretroviral drugs, taken either as pre-or post-exposure prophylaxis (PrEP and PEP, respectively). We present simple theoretical models of HIV dynamics immediately following exposure, and apply these models to understanding how drug prophylaxis can act to reduce the risk of infection. Because HIV infection following exposure is a relatively rare event, we work with stochastic models which we base on continuous-time branching processes, allowing us to compute the risk of infection under different scenarios. We are able to obtain analytical solutions for viral extinction probabilities, allowing us to avoid extensive computer simulations. We predict in the case of PrEP that reverse transcriptase inhibitors should be somewhat more effective than protease inhibitors and also that single drugs should be nearly as effective as a combination approach. We then model viral dynamics under PEP and find that fast initiation of therapy is essential for risk reduction. However, we predict that a two-week PEP regimen would be nearly as effective as the current recommendation of four weeks of therapy. Our work provides a coherent platform for studying the early dynamics of HIV and indicates possible directions for experimental and theoretical work.
1. Introduction. The events of the first few hours to days immediately following exposure to HIV are of critical importance in determining whether infection will occur. However, it is very difficult to study these events in human patients or animal models, because the numbers of viruses and infected cells at this stage are extremely low. A brief summary of some key points of our knowledge is as follows: First, typical sexual or blood exposure to virus rarely leads to infection, with human transmission probabilities estimated in the range of 0.1 − 1% per act [26] . Second, phylogenetic analysis of the viral strains dominant in chronically infected individuals points to a strong evolutionary bottleneck during early infection, with many infections arising from a single founder strain [22] . Finally, it appears that there is a narrow window of opportunity for post-exposure drug treatment (or potentially, an immune response) to help prevent infection [6, 26] .
Indeed, post-exposure prophylaxis (PEP) has been used successfully for two decades to prevent occupational infection. The guidelines for PEP recommend that extremely high doses of antiretroviral therapy (ART) are taken within 72 hours of exposure, and continue for 28 days. PEP has been found to be an effective treatment, reducing the rate of infection following an occupational needlestick exposure by approximately 80% [6, 26] . For this reason, non-occupational PEP therapy following sexual or other exposure has been studied, but with inconclusive results regarding clinical effectiveness [39, 5] . In a similar vein, recent clinical trials of pre-exposure prophylaxis (PrEP) have shown variable success in reducing new infections in high-risk populations. PrEP is the HIV prevention measure in which anti-retroviral treatments (ARTs) are taken in advance of possible exposure, and reductions in incidence in the range of 40 − 80% have been reported in some studies [13, 2, 43] . The FDA recently approved PrEP for high-risk groups and it seems likely that larger studies and broader application of PrEP will be forthcoming.
In this paper we present new mathematical models of early HIV infection and indicate how our results may inform the use of PrEP and PEP therapies. Since we are studying the dynamics of very few infected cells and very few virions, we must apply fully stochastic models, extending recent theoretical studies of HIV infection by ourselves [9] and others [34] , which themselves build on an earlier literature [46, 28, 31, 19] . We distinguish the present work from earlier studies by avoiding computer simulation of the models, in favour of an analytical formulation, and by our focus on models designed to give information on different aspects of PrEP and PEP.
We begin the Methods section by describing two models (one simple and one more complex) that aim to describe early HIV infection. By expressing these models as continuous-time branching processes, we are able to calculate the probability of infection by a single founder virus. This probability depends on the parameters of the model, and includes the effects of any drug treatment. In the case of PrEP, we can reduce the probability of infection to a simple analytic expression, but for PEP, we have to use numerical integration. In the Results section, we predict the effects of different prophylaxis regimens (which class of drugs, when and for how long) using the different models. For clarity, we have divided the results into four subsections: basic results on inoculum size and number of successful viral lineages, PrEP results, PEP results, and an examination of an alternative model for viral production. We conclude with a discussion of implications of the results and some ideas for possible future work.
We want to make especially clear that all our results were obtained either from analytical formulae (results with no treatment or PrEP) or numerical integration of ODEs to obtain certain probability distributions (PEP). We present no simulations and remarkably, this paper cites Gillespie exactly once [12] .
Methods.
Stochastic models of early infection. We will present results from two models of early HIV infection: a simple model that captures several essential features of early infection, and a more complex model that includes dendritic cell capture and transport of HIV to the lymphoid tissues. In this section, we present the details of both models, and show how we obtain analytical results from the simpler model. The analysis of the more complex model is essentially identical, but the mathematical formulae are (much) longer.
Simple model of early HIV infection. Our basic model of early HIV infection is presented schematically in Fig. 2 .1a. There are four compartments: replicationcompetent and -incompetent virus V and W respectively, and infected cells in the eclipse phase (not producing virus) T infected at the stage of infection we are considering. Newly infected cells pass from the eclipse phase to the productive phase at constant rate s, providing a mean delay of magnitude 1/s between infection and viral production. Productively infected cells are lost at rate δ and produce virus at rate p, but only a fraction Q a of these viruses are replication-competent. Drugs are included in the form of protease inhibitors (PIs) and reverse transcriptase inhibitors (RTIs). PIs interfere with the maturation of new viruses, decreasing Q a and thereby causing an increase in the fraction of produced replication-incompetent virus, with efficacy ε PI . RTIs prevent infection of new cells with efficacy ε RTI . The eclipse phase of the infected cells is explicitly included in our model to capture separate effects of these drugs with regards to timing of PEP.
In a recent paper, Pearson et al. [34] distinguished early infection models with continuous viral production (as described above) from bursting models, where an infected cell releases all its progeny virions at the end of its lifetime. What happens in reality remains unclear. We will use both models of production in this paper, presenting continuous production model results first. Two-compartment model with viral transport . The simple model neglects different cell types and transport dynamics thought to be important in the initiation of HIV infection. In particular, it does not capture the hypothesis that successful HIV infection is promoted by dendritic cells (DCs) that take up virus in the periphery, either via infection (cis-infection) or adhesion to the DC surface/assimilation into endosomes (trans-infection) and carry HIV to the lymphoid tissue, where there is a high density of T cells [15] . In the lymphoid tissue, DC/T cell interactions are thought to facilitate rapid infection [51] .
We therefore present an extended model that explicitly includes DCs and a lymphoid tissue compartment (Fig. 2.1b ). In this model, the target cell -viral dynamics of the peripheral compartment, which are taken to be the same as in the simple model, are coupled to the lymphoid tissue by mobile DCs. The peripheral compartment could represent the blood (e.g. for needlestick exposure) or the genital mucosa (in the case of sexual exposure). We assume that DCs become infected at rate kD in the periphery and travel to the lymph (with mean transit time 1/ρ). The DC is removed after spending a mean time 1/δ D in the lymph, where it produces virions at rate p D . Infection and production rates of DCs are modulated by anti-retroviral drugs in the same way as in other target cells. We also examine the implications of reduced drug efficacy in the lymphoid compartment. Viruses released by DCs in the lymph are then able to infect the larger population of T cells at that location. For simplicity, we do not explicitly model DC-T cell binding interactions or trans-infection of DCs.
In the following, we will refer to this model as the "two-compartment model" and to the simple model as the "one-compartment model."
Parameters. The baseline parameters used for our results are given in Table 2 .1. The parameters governing the early stages of HIV infection are likely to differ from their counterparts in chronic HIV infection. However, since there are few reports of these parameters in the earliest stages of infection, we mostly use chronic infection parameters as first approximations. We take the mean duration of the eclipse phase of infected cells to be one day [10] and also the mean productive-phase duration to be one day [29] . Measurements of the lifetime virion production (burst size) of an infected cell range from a few hundred to tens of thousands [18, 7] . As in previous modeling work [23] we'll use a mid-range burst size value of B = 20000 virions/cell which gives us a production rate p = Bδ = 20000 day −1 . We use a virion clearance rate of c = 23 day −1 [37] . While this value is for chronic infection, results of a clinical study suggest that clearance is just as fast during early HIV infection [53] . Estimates of the replication-competent fraction of virions in chronically infected individuals range from 10 −3 to 10 −4 [40, 30, 24] and there is evidence that this fraction is higher during the initial stages of infection [24] . We will take Q c = 10 −3 as the fraction of competent viruses in the initial inoculum, and let Q a = 10 −2 be the corresponding fraction of newly-produced viruses in the host. Drug efficacies are discussed in the text and are chosen in the range of ε RTI , ε PI = 0.9.
Two key parameters in our model are the inoculum size N 0 and the rate of infection of target cells during early infection, kT . There are no clear estimates of these in the literature. Occupational exposure, for example, includes a range of accidental exposures, from needle sticks to blood splashes, from chronically infected patients whose viral loads may vary by orders of magnitude [4] . Since there is so much uncertainty, we will make the simple assumption that the inoculum sizes for occupational exposure are uniformly distributed between zero and N max . Values of the maximum inoculum size N max are discussed in the Results.
There is also no reliable estimate of kT for early infection, and even chronic infection estimates are not definitive. Previous modelling studies of chronic infection would put the early kT in the range of 10 −3 − 10 −1 /day for an estimate of T = 10 6 cells/ml [35] . Most recently, Vaidya et al. presented some evidence that early kT may be higher than its chronic-infection counterpart for SIV [47] , and in keeping with this information, Pearson et al. recently used a value of kT ≃ 10/day for early infection in their theoretical paper [34] . We will allow kT to be drawn from a distribution computed as follows.
Ribeiro et al. [38] estimated the basic reproduction number R 0 for acute HIV infection, during the phase of exponential viral increase in 47 patients. Starting from that data, 1. we calculated the R 0 for the one-or two-compartment models and derived an expression for kT in terms of R 0 . E.g. for the one compartment model, we have that kT = cδR 0 /(pQ a − δ). 2. We obtained a reasonably good fit of the resulting distribution of kT with a log-normal distribution. In what follows, we will describe this distribution using its median (kT median ) and 95th percentile kT 95 (95% of patients have a kT below this value). Fig. 2 .2a shows this fit for the one-compartment model, assuming baseline replicationcompetent viral production rate pQ a = 200. and two-(with kD = 10kT ) compartment models illustrated by the median kT median (solid) and 95th percentile kT 95 (dashed) of the related log-normal distributions. Corresponding plots for kD ≤ kT would be practically indistinguishable from the kD = 0 plot. (c) Nmax for a uniformly-distributed inoculum size, computed from the one-(kD = 0) and two-(kD = 0) compartment models, such that the risk of infection is fixed at 0.3%.
In Fig. 2 .2b we plot kT median and kT 95 for the one-and two-compartment models, for different values of pQ a , to illustrate the predicted range in cell infection rates kT . In both case, the values of kT are in the range of estimates from previous work by other groups [47, 34] . For computations of risk discussed below, we will integrate over the full distribution of kT shown in Fig. 2 .2a unless otherwise indicated.
In the two-compartment model, the blood and lymph compartments are connected by the action of dendritic cells. We estimate the transit time from the peripheral to lymph compartment to be 1/ρ = 2 days and the lifetime of the DC in the lymph to be 1/δ D = 7 days [27, 42] . Productively infected DCs have been found to produce less virus than T cells [51] . We estimate B D = 2000 = 10 −1 B which is probably an overestimate, but allows us to consider a scenario where the action of DCs is emphasized. Finally, in the absence of better information we use the same values in both the periphery and lymph compartments for the remaining parameters. The exception is the infection rate of target cells kT l which we take as a multiple of the peripheral rate kT , reflecting the increased density of CD4+ T cells and other targets in the lymphoid tissue.
Risk of infection. We now calculate the probability of becoming infected with HIV after exposure to a virus-only inoculum of size N 0 virions. The probability that there are n replication-competent virions in an inoculum of size N 0 is N 0 n Q n c (1 − Q c ) N0−n , where Q c is the fraction of replication-competent virions in the inoculum. Assuming that the viral lineages act independently and that a single replicationcompetent virion does not initiate HIV infection with probability q, the probabil-ity of clearing the infection altogether is
. The parameter q depends on the infection rate kT, which we assumed to be lognormally distributed. Since we will assume that the inoculum size N 0 is uniformly distributed on [0, N max ], we can compute the mean risk of infection as Mean Risk = Nmax n=0
n ] f (kT ) dkT where f (kT ) is the log-normal probability density function over kT . Summing over n, we obtain
Infection clearance probabilities. In order to calculate the mean risk of infection, we need to find q. The determination of q as a function of the model parameters for different possible models is the main focus of this paper. To start, we define multitype continuous time branching process formulations for the models shown in Fig. 2 .1 [21, 11, 9] . For the one-compartment model, define Pm ,ñ,ṽ;m,n,v (t, τ ) as the probability that at time t, (T *
(m,ñ,ṽ) at some initial time τ . Note that W is a dead-end compartment that can be ignored in this calculation. In the following we will use Pm ,ñ,ṽ := Pm ,ñ,ṽ;m,n,v for notational convenience. From the master equation defining the model we can derive the corresponding backward Chapman-Kolmogorov differential equation [21] :
with terminal condition Pm ,ñ,ṽ;m,n,v (t, t) = δ mm δ nñ δ vṽ . δ jk is the Kronecker delta function. Note that this equation goes backwards in time, from τ = t to τ = 0. Drug efficacies ε RTI (τ ) and ε PI (τ ) are time-dependent to capture the case of post-exposure prophylaxis where drugs are taken after exposure for a finite duration. Finally, q can be obtained as q = lim t→∞ P 0,0,1;0,0,0 (t, 0). We analyze (2.2) using the probability generating function
Note that P 0,0,1;0,0,0 (t, 0) = G 0,0,1 (0, 0, 0; t, 0) so q can also be obtained as
From (2.2) we can derive an infinite-dimensional system of differential equations for Gñ ,m,ṽ (x, y, z; t, τ ). This system can be reduced to three nonlinear equations by exploiting the branching property [21] :
, and G 3 = G 0,0,1 . We obtain
To calculate the viral clearance probability, we need only solve (2.5) with terminal conditions x = y = z = 0 and compute the limit q = lim t→∞ P 0,0,1;0,0,0 (t, 0). If the drug efficacy varies with time (as in the case of PEP), we solve this expression numerically. However, for no treatment or PrEP models, ε RTI and ε PI can be assumed constant and we can derive an analytic expression for q (see below). Infection clearance probabilities under burst viral production assumption. If we instead assume that viral production occurs in a burst at infected cell death, the probability of clearing the infection assuming a single replication-competent virus for a given infection rate kT is slightly different than under the continuous viral production assumption as discussed in the previous section. We again derive the backward Chapman-Kolmogorov differential equation for the model, now under the burst viral production assumption:
with terminal condition Pm ,ñ,ṽ;m,n,v (t, t) = δ mm δ nñ δ vṽ . The viral production term is no longer included. Rather, at cell death (1 − ε PI (τ ))Q a B virions are produced. This expression includes the simplification that the burst size is controlled by the drug efficacy at the moment of cell death, rather than including drug effects over the whole period of viral replication. In what follows, we will suppose that drug efficacy is either all-on or all-off, and thus the drug efficacy rarely changes during viral replication in an individual cell.
Defining the corresponding probability generating function
we derive the following equations:
with terminal conditions G 1 | τ =t = x, G 2 | τ =t = y, and G 3 | τ =t = z. Then we solve (2.8) with terminal conditions x = y = z = 0 and compute the limit, q = lim t→∞ G 3 (0, 0, 0; t, 0).
Models with no treatment or PrEP.
For constant ε RTI and ε PI , the system (2.5) is autonomous. This allows us to reverse time and use the same system of equations going forward in time, with initial conditions G 1 |t =0 = x, G 2 |t =0 = y, and G 3 |t =0 = z. The probability of extinction is then the G 3 coordinate of the stable fixed point of this system of equations. Performing the necessary computations, we find
Note that, in the absence of drugs and assuming Q a = 1, this is the same extinction probability obtained in [34] , calculated using recursion relations. The inequalities involving kT are analogous to a basic reproductive number criterion in mathematical epidemiology, where for R 0 ≤ 1 extinction is guaranteed (q = 1) while for R 0 > 1 infection is possible but not guaranteed (0 < q < 1). Finally, combining (2.1) and (2.9) we can write down an integral formulation of mean risk of infection in terms of all model parameters. We will use this expression in estimating N max . In the case of burst production we find q as a root of a polynomial of order (1 − ε PI (τ ))Q a B, which we calculate numerically.
Results.
3.1. Basic results on inoculum size, number of viral strains and model selection. Our first result is concerned with estimating a reasonable scale for the number of viruses in the initial inoculum. After that, we present a side-result of our model on the number of viruses from an inoculum that generate successful lineages within the host. This subsection of the results ends with some observations about the differences between the one-and two-compartment models. Further details on model selection (i.e. when to use the more complex model and when the two-compartment model is needed) are presented in detail in Appendix A. The main finding there is that the one-compartment model works well for looking at no treatment and PrEP.
Estimating inoculum size from the one-compartment model . A key parameter in our model is the inoculum size N 0 . There is no clear estimate in the literature. For occupational exposure via needle accidents, one could estimate ∼ 0.1mm 3 = 10 −4 ml of blood contact and then multiply by an estimate of the viral concentration in a chronically infected patient, 10 3 − 10 6 /ml [4] to obtain N 0 ≃ 0.1 − 100 virions, but for sexual exposure the calculation is much less clear.
As described in the Methods, we assume a uniform distribution of inoculum sizes. Then we can use our expression for mean infection risk (2.1) to obtain an estimate for the maximum value of N max for a uniformly-distributed inoculum size N 0 . The untreated per-act risk of infection following sexual or needlestick exposure has been estimated to be in the range of 0.1−1% [26] in epidemiological studies. Using equation (2.1) and imposing a risk of 0.3%, we obtain Fig. 2 .2c, which shows the maximum inoculum size N max required to achieve a risk of infection of 0.3%, plotted against the replication-competent viral production rate pQ a . In this figure we also vary the importance of dendritic cell translocation. We find a range of inoculum sizes on the order of 10 2 − 10 3 across both models, with different assumptions about the DC infection rate kD. For our baseline value pQ a = 200 day −1 the range is the same as our simple estimation for needle accidents above, O(10 2 ). Note that the required range in inoculum sizes decreases with DC uptake rate kD: if the rate is higher, a DC is more likely to be infected, and transport virus to the lymph. In what follows we will fix other model parameters, and then compute the value of N max required to produce an overall 0.3% risk of infection in the absence of treatment.
We observe that the combination of relatively small inoculum size and small fraction of replication-competent virus in the inoculum means that we are including many exposures that do not include any replication-competent virus. Further, we can estimate the number of founder virions in a successful infection. In agreement with recent reports [22] , we find this number to be one with high probability, as discussed in the next paragraph.
Number of viral strains initiating HIV infection. Given an infection following exposure to N 0 virions, it is natural to ask how many virions actually initiate the infection, i.e. the number of founder strains. Clinical evidence shows this number to be quite small. For sexual exposure, a recent phylogenetic analysis of 102 patients showed that in 72 of them, the infection was initiated by a single virus [22] . We can use our model to predict the number of founder strains. Assuming each virion acts independently and that infection is successful, the probability of f founder strains is given by
for q the probability of clearing a single virion as given by equation (2.9). Fig. 3 .1 shows the probability of one to four founder strains for different inoculum sizes N 0 conditioned on successful infection. Our model predicts that with very high probability only a single virion initiates the infection. In retrospect this result makes sense: with a small per-exposure risk of infection [26] , success of multiple independent lineages should be unlikely. This result suggests that infections initiated by multiple founder viruses may be caused by very severe exposures, multiple exposures, or some secondary transmission mechanism (e.g. infection in the presence of genital ulcerative diseases, in the case of sexual exposure). Impact of the two-compartment model on risk of infection. We now examine how the probability of infection changes between the one-and two-compartment models. We first calculate the distribution of kT so that the risk of infection using the onecompartment model is 0.3%. We then compute the probability of infection predicted by the two-compartment model for different values of kD and kT l . that the probability of infection is higher in the two-compartment model only if (i) the T cell infection rate in lymphoid tissue kT l is comparable to or greater than kT , and (ii) the dendritic cell (DC) infection rate kD is comparable to or greater than kT . Fig. 3 .2a also has the interesting feature that for the unlikely scenario of small kT l and large kD the probability of infection is actually decreased by the addition of the second compartment. This is because with kD large, virions in the periphery preferentially infect DCs, but since kT l is small, an ongoing infection in the lymphoid tissue is less likely. In this scenario, the lymphoid tissue acts as an unproductive sink habitat for virus.
While to our knowledge neither kD nor kT l have been experimentally measured, it seems likely that kT l is large compared to kT due to the high density of T cells in the lymphoid tissue. However, whether kD is large or small compared to kT is unclear: while the density of DCs is significantly less than the density of T cells [51] , their surface receptors have been shown to have a relatively high affinity for HIV virions [41] .
In studying inoculum size and PrEP, we found minimal differences between the predictions of our two models (see Appendix A) when all parameters were constant and the dynamics of viral extinction occur against a constant background. For PrEP, we therefore present results from the simpler, one-compartment model only. However, the efficacy of PEP is critically dependent on the treatment initiation delay after exposure, and the duration of treatment. For this reason, we found it important to use the two-compartment model which captures possible delays due to viral capture and transport by DCs, when studying PEP.
Risk reduction predictions for PrEP.
In this subsection we will use the one-compartment model to predict the risk reduction achieved by taking ART in advance of exposure, as PrEP. We present basic risk-reduction estimates for reversetranscriptase inhibitors (RTIs) and compare those with estimates for protease inhibitors (PIs). Unsurprisingly, however, we find that a combination of both drugs offers the greatest risk reduction, even if the drug efficacies are much lower than usually estimated.
Risk reduction estimates for PrEP with RTI drugs . Clinical studies so far have used reverse transcriptase inhibitors only [13, 2, 43, 48] , so we begin by investigating risk reduction with RTIs only in our model. We compute relative risks of infection from (2.1) and (2.9) assuming constant drug efficacy ε RTI . Fig. 3 .3a shows risk reduction with increasing RTI efficacy, for different replication-competent viral production rates pQ a . In each case the risk of infection in the absence of PrEP is 0.3%, and risk reduction is computed relative to this benchmark (this means a 50% risk reduction corresponds to an actual risk of infection of 0.15%).
We observe substantial risk reductions even for moderate-efficacy drug treatments, across a range of likely replication-competent viral production rates pQ a . Perhaps counter-intuitively, we find higher risk reductions for larger pQ a . This is because a larger pQ a leads to a lower estimate of the cellular infection rate kT in order to achieve the same fixed overall risk of infection in the absence of treatment (see Fig. 2.2) .
Drug efficacies ε RTI , ε PI are thought to be high, in the range of 0.9 − 1.0 [20] . For such high values, we predict excellent risk reduction with PrEP for a wide range in the infection rate/inoculum size (N 0 = 10 − 10 4 ) and substantial risk reduction even if the efficacy is reduced, e.g. by less than perfect adherence to the drug regimen. Our estimates of risk reduction are high compared to the reduction obtained by clinical studies, but note that we are predicting a per-exposure risk. Repeated exposures could increase risk dramatically. Furthermore, we have assumed high drug adherence providing a constant drug efficacy in situ and a fixed background risk of 0.3%. Both assumptions may be violated in reality.
RTI drugs are preferable for single-drug PrEP. Fig. 3 .3b shows the predicted risk reduction in the presence of protease inhibitors only, across different replicationcompetent viral production rates pQ a . Comparing to panel (a), for equal drug efficacies, we see that RTIs are predicted to be more effective as PrEP than PIs, suggesting that RTIs are the better choice for single-drug PrEP. This result makes sense, since RTIs are effective at preventing the infection of new target cells, while PIs reduce the replication-competent fraction of virions produced, gaining effect only when there are already a number of infected cells and infection is beginning to establish itself.
Combination therapy as PrEP. Combination therapies, combining RTIs with PIs, have shown to be incredibly effective at controlling chronic HIV infection [3] , motivating us to consider their use as PrEP. Fig. 3.4 shows the % risk reduction with increasing RTI and PI efficacy, for replication-competent viral production rates pQ a = 200 and 2000. Notice that the contour plots are slightly asymmetric, in agreement with the previous result that (at equal efficacy) RTIs are better than PIs for PrEP. Overall, and unsurprisingly, we predict greater risk reduction for lower individual RTI/PI efficacies, suggesting that a combination of the two drugs may be a good alternative for PrEP, especially if poor drug adherence or viral drug resistance was to limit the efficacy of individual drugs. 3.3. Risk reduction predictions for PEP. We now examine post-exposure drug treatment as an intervention to prevent infection. In this section, the twocompartment model is used exclusively, in order to properly capture the effects of delays. We begin by showing our predictions of viral load dynamics over the first few days after exposure, with and without PEP, and then move on to estimating PEP efficacy under different treatment regimes. In each case, the possible effects of delayed treatment initiation and duration of therapy are highlighted. We then look at the sensitivity of the results to a number of key parameters in the model, specifically:
1. the delay before viral production in an infected cell (parameter s); 2. the possibility of reduced drug penetration to the lymph compartment; 3. the possibilities that DCs in the periphery are infected equally rapidly or more rapidly than other targets. Viral load dynamics with PEP: increased probability of low viral load. To illustrate the effects of PEP in our two-compartment model, we examine the time evolution of viral load. Fig. 3 .5 shows the probability distribution of the peripheral viral load in an individual over 3 days following exposure, with and without RTI-only PEP therapy. The plots show a slowly fattening tail (drawn on a log scale) corresponding to an increasing likelihood of fixation of infection. Here, we use the drug efficacy ε RTI = 0.9 and suppose that treatment is initiated 12 hours after exposure. This efficacy corresponds to the approximate average efficacy of azidothymidine (AZT) [25] , the drug used in a 1997 meta-analysis of PEP for health care workers [6] . Today's drugs have higher efficacy. Our probability distribution curves were computed using probability generating functions rather than by extensive direct simulation; for details of our approach see [9] . We observe from these distributions that PEP increases the probability of lower viral load over time, increasing the probability of extinctioneventually.
Two weeks of single-drug PEP is predicted to be effective provided treatment is initiated promptly. Current recommendations for the timing and duration of PEP are based on animal studies from the 1990s using a single RTI (AZT) only [45, 6, 44] . The principle findings of these studies were that PEP for 28 days is effective but that 10-and 3-day regimens initiated 24 hours after exposure prevented infection only half the time, and not at all, respectively. Fig. 3 .6a shows the predicted risk reduction depending on treatment delay, for 1-4 week PEP monotherapy regimens. We assume that both possible drugs have a constant efficacy of 0.9. Our main observation here is that the treatment delay is the most important factor; treatment should begin with at most 2-3 days of exposure to give substantial risk reduction. In Fig. 3 .6b we show the difference in percentage risk reduction between a baseline 2-week regimen, and regimens of lengths 1, 3 and 4 weeks. We observe that while the treatment duration is important, there is very little improvement predicted for regimens longer than 2 weeks. Additionally, when PEP is started within a few hours of the exposure time, RTIs are slightly preferable to PIs, in agreement with our PrEP results. However, for PEP initiated only after a few hours or later, we find that PIs are marginally more effective. The reason for this transition is that early initiation of RTIs suppresses infection of even a few cells. After that, keeping the replication-competent viral load low, as PIs do, more effectively enhances the probability that the infection will go extinct. This explanation is supported by the increased difference in risk reduction between PIs and RTIs over longer regimens (4 weeks vs 1 week). An exception to this general rule is found in the (probably unlikely) case that kD > kT , that is, that free viruses are more likely to bind to or infect DCs than target cells in the periphery (see below).
Combination therapy as PEP. Current recommendations for PEP are for combination therapy [50] , usually with a combination of 1-2 RTIs of different types and a single PI. The contour plots in Fig. 3.7 show the predicted risk reduction as a function of PEP initiation delay and duration with combination therapy assuming a median cell infection rate, kT median ≈ 0.84. We predict significantly improved risk reduction, seen by comparing Fig. 3 .7c (combination therapy) to Fig. 3 .7a and b (RTIs only and PIs only). The improvement is enough to allow a slightly longer delay in initiation. For example, 50-60% risk reduction is achieved by a 4-week PEP regimen with both drug classes, initiated 48 hours after exposure. For a similar reduction with RTIs or PIs alone, the 4-week regimen must be initiated within 24-36 hours. Further, our results on PEP duration hold, in that regimens lasting longer than approximately two weeks offer little improvement in risk reduction (Fig. 3.7d , integrated over the full distribution of cell infection rates kT ).
PEP efficacy is fairly insensitive to eclipse phase duration assumption. The delay between infection of a cell and virion production (the eclipse phase duration) is expected to be an important factor in evaluating the impact of treatment initiation delay on PEP effectiveness. We therefore examined the impact of varying the eclipse phase duration (1/s). Our baseline assumption is that this phase lasts 1 day, the estimate for chronic infection [10] . Here, we consider also no eclipse phase or a mean 3-day eclipse phase. Fig. 3.8 shows the predicted change in risk reduction for 1-and 4-week PEP regimens relative to the baseline of a 2-week regimen (cf. Fig. 3.7d) for s = ∞ (no delay), 1, or 1/3 day −1 . We note that as the mean eclipse phase duration is increased, predicted risk reduction is significantly improved under a 2-week regimen over a 1-week regimen, in particular under combination therapy (Fig. 3.8c) . We also find that 4-week regimens are slightly more beneficial if a longer mean eclipse phase duration is assumed. However, the additional risk reduction offered by a 4-week regimen over a 2-week regimen remains on the order of 5% regardless of eclipse phase duration. Importance of PEP in halting DC-driven viral translocation. We also explore the effect of diminished drug efficacy in the DCs and the lymph for PEP, since again it is doubtful that drug penetration is equal in all tissues, or that efficacies are the same in all cell types [1] . Fig. 3 .9b shows risk reductions assuming drug efficacies in the DCs are half that in the periphery/lymph (ε (D) RTI/PI = 0.5ε RTI/PI ), scaling selected for illustration purposes only. We notice that, in comparison with Fig. 3 .9a, the risk reductions are considerably smaller and the importance of early initiation of treatment is emphasized. Drug efficacies in lymph are halved instead in Fig. 3 .9c (ε Fig. 3.9a shows little difference in risk reduction. Taken together, the results of Fig. 3.9 emphasize the importance of DCs and in particular suggest that high drug efficacies in DCs are key to preventing initiation of infection, while drug efficacies in T cells in the lymph are of lesser importance. This is because once infection is carried to the lymph node by the DCs, infection takes off due to the higher density of target cells in the lymph, even for high drug efficacies. Risk reduction predictions for PEP with kD = kT . We previously assumed that the DC infection rate kD is lower than the T cell infection rate in the periphery kT , based on the relative density of T cells and DCs. However, since surface DC receptors have been shown to have a relatively high affinity for HIV virions [41] , whether kD is small or large relative to kT is unclear. We therefore repeat our PEP calculations with kD equal to or larger than kT : Fig. 3 .10a-d shows risk reduction with PEP as a function of delay in treatment initiation and duration, assuming kD = kT . These are to be compared with results for kD = 10 −1 kT (Fig. 3.7) . We observe that overall risk reduction is lessened for the same drug efficacy, since DCs are more likely to get infected and carry virus to the favourable habitat of the lymph. However, our qualitative prediction that month-long treatment regimens provide approximately the same risk reduction as a 2-week regimens, remains.
Risk reduction predictions for PEP with kD > kT . When we increase kD further to kD = 10kT, as in Fig. 3 .10e-h, risk reduction predictions change more significantly. Comparing Figures 3.10a-d with 3 .10e-h we observe that a PEP regimen of longer duration is required to achieve maximum possible risk reduction given an initiation delay. We also note that, assuming kD = 10kT , a longer delay (1-3 days) in PEP initiation allows roughly the same maximum risk reduction when compared to predictions for kD = kT . This result is sensible since in our model, DCs compete with T cells for virus in the periphery and given kD = 10kT , they out-compete T cells. Therefore the infection propagates mostly in the lymph, and this propagation is delayed relative to the time of exposure because the DCs must first travel to the lymph.
3.4.
An alternative viral production model. Pearson et al. [34] showed that assumptions on viral production can strongly affect the probability of clearing the infection in branching process models. In this final subsection of the results, we investigate the impact of using the bursting viral production assumption (see Methods) on our predictions of PrEP and PEP efficacy. We begin by stating some simple properties of the bursting model. We then re-estimate the scale of the inoculum size and cellular infection rate, before showing that most of our results concerning PrEP and PEP remain qualitatively the same under this different model.
Number of virions produced under the different assumptions. We model burst viral production as the release of B = p/δ virions at cell death, so that the average number of virions released by a single cell is the same under both the continuous and burst viral production assumptions. However the probability distribution of the number of virions produced differs substantially: Under the burst assumption the number of virions released is B = p/δ with probability 1 while under the continuous production assumption, the distribution is Fig. 3.11 . The probability that the number of virions produced under the continuous production assumption is less than the mean B is P (V < B) =
B ≈ 0.63. Therefore, under the continuous production assumption, a single infected cell will usually produce fewer virions. However, the variability is substantial and allows cells to occasionally produce a very high number of virions under the continuous production model. At low population numbers and equivalent parameters, these two effects significantly alter the extinction probability between the two models, and under burst production, the extinction probability is known to be lower (see extensive discussion by Pearson et al. [34] ).
Estimating inoculum size and cell infection rate. We previously estimated distribution parameters for the infection rate kT (assuming a log-normal distribution) and the inoculum size N 0 (assuming a uniform distribution) for the continuous viral production assumption. Under the burst viral production assumption, the distribution parameters for kT are still computed from the basic reproduction number R 0 , which is the same as under the continuous production assumption. Therefore the distribution parameters for kT are the same as presented in Fig. 2.2b . Fixing the risk of infection at 0.3% we can now compute the inoculum size for a range in the replication-competent burst size BQ a , as shown in Fig. 3 .12 for both continuous and burst viral production assumptions. We can see that assuming burst viral production, a smaller inoculum size is enough to produce a fixed risk of infection, for a given kT . This is in agreement with the discussion above. However, the most important point is that the curves for the two production models (dashed vs solid lines) are not very different, and we can still conclude that the initial inoculum contains O(10 2 ) virions. This prediction is fairly insensitive to kT for both production models, and is a consequence of the fixed overall probability of infection following exposure. PrEP effectiveness assuming burst viral production. Fig. 3.13ab shows model predictions of % risk reduction with PrEP assuming burst or continuous production of virions, using RTI and PI monotherapy, with drug efficacy 0.9 in all cell types and compartments. We observe qualitatively similar risk reductions with both drug classes under different viral production assumptions, with higher risk reduction in the case of continuous production. This is because the key mechanism in risk reduction is stopping the infection before it moves to the second generation of cells. In our model, the number of cells in the first generation (i.e. those infected by the initial inoculum) is usually very small, and the number of virions produced by those cells under the continuous production assumption is usually lower than the number produced under the burst assumption. The propagating infection is therefore more easily controlled. Thus RTIs and PIs offer better predicted risk reduction if we assume continuous viral production. However, the differences are small (less than 10 percentage points of risk reduction) and qualitative results remain: we find that predicted risk reductions with PrEP depend strongly on the initial inoculum size and cell infection rate kT . Again, for single-drug PrEP, RTIs should provide better protection than equally efficacious PIs. PEP effectiveness under burst viral production. We also consider the effect of the viral production assumption on the predicted efficacy of PEP. Note that we now use a burst version of the two-compartment model, as in the main text. Fig. 3 .13cd shows the percentage risk reduction induced by PEP regimens with either RTI or PI mono therapy, respectively, with drug efficacy 0.9 in all cell types and compartments, under either the burst or continuous production assumptions. For both drug classes we observe that the predicted reductions are qualitatively the same, but quantitatively slightly higher (after some delay) if we assume burst viral production. As with PrEP, we explain this through subtle differences in dynamics resulting from the viral production assumptions. PEP reduces risk of infection by keeping the viral load small, and hence enhancing the probability of extinction. When the number of infected cells is big, stochastic effects become less important, and the two models become essentially equivalent. However, the infection rate we estimate for a given inoculum size is lower under the burst assumption. The ongoing infection is therefore more easily controlled under the burst viral production assumption. As a result, the predicted risk reductions with PEP are larger with burst production than with continuous production. Most importantly, however, the quantitative differences in predicted risk reduction under the two viral production models are not large (less than 10%), and the results are qualitatively similar. Our conclusions regarding PEP timing and duration, as described previously, remain the same.
Discussion.
Pre-exposure prophylaxis. Recent PrEP trials have shown impressive reduction of incidence in at-risk populations [13, 2, 43, 48] . We predict that PrEP should be an effective prevention measure and that combination therapy should give some additional benefits in terms of improved risk reduction. This result was not affected by the choice of model (one vs two compartment) and was qualitatively insensitive to the exact values of parameters (not shown). One practical impediment to implementing combination therapy could be the cost of low adherence. Low adherence (30% of doses were missed) was reported in an earlier epidemiological study that did not determine a benefit of PrEP [36] , and significant lack of adherence was also demonstrated in the recently ended FEM-PrEP study [48] , which showed no positive results. Future modelling work should include variable drug adherence in an improved model of early infection. For a short, readable discussion of practical issues associated with PrEP, see Cohen and Baden (2012) [8] .
Post-exposure prophylaxis. Current recommendations for PEP are based on limited animal studies from the 1990s that used RTI monotherapy only. Clinical guidelines based on these studies suggest that treatment should be initiated as soon as possible, no later than 3 days after exposure to HIV, and the duration should be approximately 1 month [26, 45, 6, 44, 5] . We predict that risk reduction falls to below 15% after a 3-day delay of treatment, regardless of duration, which is consistent with the guidelines. However, we generally predict little additional benefit from PEP regimens that exceed two weeks. This prediction is especially interesting in the context of PEP prescribed following risky behaviour, outside its application following occupational exposure to health care workers [5, 26] , and in resource-limited settings. New investigations into shorter PEP durations would also be justified by the observation that PEP completion rates have been found to be quite low (varying from 24-78%, with adverse reactions given as the main reason for non-completion [5] ). Furthermore, based on successful treatment of chronic infection, current guidelines recommend a combination of drugs as PEP. We find, unsurprisingly, that combination therapy can be expected to outperform monotherapy as PEP. Taken together, our results suggest that new experiments to analyze two-week PEP with a combination of drugs and a focus on non-occupational exposure could be worthwhile.
Drug resistance. It has been theorized that PrEP and PEP, especially with low adherence, could lead to the development of drug-resistant HIV. Drug resistance has not been reported as a consequence of either treatment, but it remains a significant concern. Although monitoring and perhaps experimental work in animal models will be essential to assess this risk, it also raises interesting modelling questions that can only be handled in a stochastic framework (since infection is a rare event, and a mutation to a drug-resistant strain during early infection with or without treatment will also be rare). In future work, we plan to build models for the development of drug resistance, and combine with an appropriate epidemiological model to study the likelihood of transmitted drug resistance in the context of PrEP use.
Developing models of HIV exposure. Our models are motivated by blood exposure to HIV, and are hence particularly applicable to occupational exposure. The mechanisms that lead to systemic infection after sexual exposure to HIV are likely more complicated. However, despite the simplicity of our models, our general framework may also be applicable to sexual exposure to HIV. High dose vaginal challenges of rhesus macaques have revealed that virus crosses the epithelial barrier to reach infectible cells within a few hours, allowing initial foci of 40-50 infected cells to become established, before involvement of dendritic cells, recruitment of further target cells, and eventual spread to the draining lymph nodes around one week after inoculation [33, 16, 17, 32] . Once the initial foci of infected cells at the exposure site become large enough and start to spread to the lymph, the probability of viral extinction is practically zero, regardless of whether the viral load has reached detection level in the peripheral blood or not.
With more experimental data, our model could be re-parametrized to capture these essential stages (local expansion followed by lymph involvement) for sexual exposure. Alternatively, in the case of blood exposure to HIV, it could be the case that peripheral viral replication does not usually occur, and so the key determinant of infection is whether the virus begins to replicate in the lymph nodes or another target-cell rich region. Under this assumption, our two-compartment model could be reduced to just the lymph compartment with an appropriate distribution on the initial number of viruses that reach the lymph. In this paper we briefly looked at the parameter regime of the two-compartment model where peripheral virus is much more likely to be taken up by dendritic cells (and then taken to the lymph) than to infect targets in the periphery, which could be considered as a variant of this model.
Overall, we think it is likely that future models with more biological realism will achieve similar results to those presented here on the efficacy of PrEP and PEP strategies. We note that there is little difference in the estimated risk of infection between sexual and occupational exposure [26, 14, 49 ] so many of the overall constraints on parameters would hold for different routes of exposure. Additionally, though we did not explicitly include interferons, anti-viral chemokines or the influx of additional target cells upon exposure to virus directly, we presented our results for a range of parameter values that would be affected by the innate immune system, and found that our general conclusions remain the same.
Outlook. We have presented new theoretical results on the early dynamics of HIV infection in the presence of treatment, finding insights into the early-time dynamics that would be difficult to obtain experimentally. We believe that new models of the onset of HIV infection should become more specific to sexual transmission as more insights into the anatomy, physiology, and nature of virus-host interactions at the mucosa become available [16] . In particular, it would be useful to get better estimates of the density and infection rate of different populations of target cells at or near the site of infection, and to develop a clearer in vivo picture of the relative importance ofthe cis-and trans-infection roles of DCs in early infection. Improved models of sexual transmission will be of great benefit in understanding how HIV vaccines succeed or fail in controlling infection during the first few hours to days [52] . We believe that models of the kind presented here will be a valuable tool in future studies.
Appendix A. Model selection.
In the main text we presented two models of early HIV infection, a two-compartment model and a simpler, one-compartment model. We claimed that model predictions for inoculum size and PrEP -that is, in the absence of treatment delays associated with PEP -differ significantly only if the dendritic cell (DC) infection/virion take-up rate kD is larger than the target cell infection rate kT . We supported this claim by showing the inoculum size predictions from both models (Fig. 2, main text) and comparing the risk of infection produced by both models (Fig. 4, main text) . We therefore used the simpler and more tractable one-compartment model to investigate the use of PrEP. Here we further support that choice of models with a brief exploration of inoculum size and predictions on PrEP .
Estimating inoculum size and cell infection rate under different DC burst size assumptions. As discussed in the main text, two key parameters in our model are the inoculum size N 0 and the rate of infection of target cells, kT , for which there are no clear estimates. We used results from [38] on the basic reproduction number R 0 to derive parameters for a log-normal distribution of the infection rate kT (see below). Then we assumed a uniform distribution of the inoculum size N 0 and computed the maximum inoculum size N max , showing that extending the model to two compartments has only a small impact on N max predictions (unless we take the extreme case kD = 10kT ; cf. Fig. 2 in the main text) . There we assumed that the mean number of virions produced in the DCs, B D , was one tenth of the mean number produced in target cells. This assumption was based on the observed poor replicative capacity of DCs [51] , but estimates are lacking. Therefore in Fig. A.1 we show infection rates and inoculum sizes for different values of B D . Note that the infection rate, as shown in Fig. A.1a , is unaffected: the basic reproduction number R 0 = kT (BQ a − 1 − σ)/c (assuming kD = σkT ) is independent of the DC burst size B D . In Fig. A.1b we observe that the estimated inoculum sizes differ very little: for higher B D the maximum inoculum size N max is only a bit smaller. Further, the inoculum size estimates shown for the two-compartment model with varying B D also differ by little from estimates using the one-compartment model. This result gives further support to our claim that predictions of inoculum size are not very sensitive to model choice (assuming kD = 10 −1 kT < kT ). PrEP predictions from the two-compartment model. Under the assumption that DC take-up/infectivity is less than the T cell infection rate, predictions regarding PrEP are also not very sensitive to model choice. Fig. A.2 shows % risk reduction for PrEP monotherapy regimens under different DC burst size assumptions, and predictions from the one-compartment model. Fig. A.2a,b shows risk reduction using RTIs only, Fig. A.2c,d using PIs only. We consider also the impact of diminished drug efficacy in the DCs and the lymph, since drug penetration and drug efficacies likely vary in different tissues and cell types, respectively [1] . In Fig. A.2a ,c we assume drug efficacies are equal in all cell types and compartments, while in Fig. A.2b,d we assume half efficacy in the DCs, with normal efficacy elsewhere. In each case we observe similar qualitative results between the one-and two-compartment models even with different estimates of the DC burst size B D . Further, quantitative differences -only notable in ranges of higher drug efficacy -remain relatively small. The important difference to note can be seen in Figures A.2b,d : when drug efficacies in DCs and lymph are halved (i.e. ε (D) RTI = ε (L) RTI = 0.5ε RTI ), the risk reduction given effective drugs in the periphery is not 100%, as it is in the one-compartment model. In that case there is a non-zero probability that a DC takes up virus from the initial inoculum, and carries the infection to the lymph, where drugs are not assumed to completely inhibit viral replication. However, since this difference is less than 10%, and the qualitative similarities remain, we find that using the more tractable one-compartment model to make predictions about PrEP, for kD < kT, is sufficient. 
