Product and design analytics is emerging as a promising area for the analysis of largescale data and usage of the extracted knowledge for the design of optimal system. The continuous preference trend mining (CPTM) algorithm and application proposed in this study address some fundamental challenges in the context of product and design analytics. The first contribution is the development of a new predictive trend mining technique that captures a hidden trend of customer purchase patterns from accumulated transactional data. Unlike traditional, static data mining algorithms, the CPTM does not assume stationarity but dynamically extracts valuable knowledge from customers over time. By generating trend embedded future data, the CPTM algorithm not only shows higher prediction accuracy in comparison with well-known static models but also provides essential properties that could not be achieved with previously proposed models: utilizing historical data selectively, avoiding an over-fitting problem, identifying performance information of a constructed model, and allowing a numeric prediction. The second contribution is the formulation of the initial design problem which can reveal an opportunity for multiple profit cycles. This mathematical formulation enables design engineers to optimize product design over multiple life cycles while reflecting customer preferences and technological obsolescence using the CPTM algorithm. For illustration, the developed framework is applied to an example of tablet PC design in leasing market and the result shows that the determination of optimal design is achieved over multiple life cycles.
Introduction and Background
Product and design analytics relates and utilizes large-scale data for design decisions throughout the life cycle of complex products. The area of analytics is emerging as a promising area for the use of large-scale data generated by the users, original equipment manufacturers (OEMs), markets, and the public, which are often freely available. Recent progress in this area has garnered notable achievements in predictive product design, for example, merging predictive data mining and knowledge discovery methods with product portfolio design [1] , predictive trend mining for product portfolio design [2] , defining design analytics [3] , and linking on-line reviews with product attributes [4, 5] , to name a few. The area of product and design analytics could be particularly beneficial for the area of product life cycle design and recovery, as product end-of-use state (e.g., life cycle length, product condition, product recovery decision making) is hard to predict. The current paper shows that product and design analytics can serve as a foundation to link product prelife (design and manufacturing), usage, and end-of-life operations with the development of the trend mining algorithm.
Recovery of End-Of-Life Electronics.
Recovery of endof-life electronic products has become an urgent problem that requires design engineers' attention due to multiple reasons. The first reason is the fast growing e-waste stream. The U.S. Environmental Protection Agency (EPA) estimated that 2.37 Â 10 6 short tons of electronic products were ready for the end-of-life processes in 2009 [6] . Compared to the amount in 1999, almost 50% have increased and only 25% of them were gathered for recycling. The second reason is the fact that electronic products contain toxic and hazardous materials [7] . Lead, mercury, nickel, and palladium are examples that present negative environmental and human health effects. Reckless landfills are not an optimal solution. A third factor of the problem of recovering these products is that electronic products also contain reusable and valuable resources, such as gold, copper, tin, nickel, etc. [7] . Efficient and systematic methods to recover the reusable parts and resources are needed. Fourth, more regulations and responsibilities are emerging. The countries in the European Union have already begun adopting product takeback policy (Extended Producer Responsibility, EPR) since 1991 [8] . The U.S. has also introduced more EPR laws recently compared to 2006 [9] . Fifth, "green consumers" [10] give more pressure to companies regarding their "green" image. Now, their increased awareness of sustainability is a critical factor in determining the demand of target products. Lastly, product recovery and recycling are known to reduce the necessity for fuel consumption and landfill space, and provide substantial benefits environmentally [11] .
Some OEMs such as Caterpillar, Xerox, and Sony have shown that a proper recovery system of their end-of-life products not only extends their products' lives and gives some environmental benefits, but also allows for multiple profit cycles [12] [13] [14] . These OEMs consider the end-of-life stage as the "relife" stage and return take-back components to "same-as-new" condition to customers. The relife processes or recovery options include reuse, repair, refurbishment, cannibalization, and recycling. By introducing remanufactured products back to the market, companies can find new profit opportunities and establish a greener or more environmentally friendly image.
The evidence from these OEMs indicates that the construction of a system for recovery can be a hidden source of profit. However, many factors should be considered in order to determine the profitability of the recovery system. Possible sources of uncertainties are the product's life, the state (product condition) after its life, available quantities for recovery, the reliability of a remanufactured product, customer preferences, and technological obsolescence. Product and design analytics can provide a systematic way to explain these uncertainties for multiple recoveries or multiple life cycles.
Predictive Trend Mining for Product and Design
Analytics. Data mining in the context of product and design analytics was suggested as an alternative for knowledge extraction [15] . Traditionally, there are a few methods for capturing customer requirements and preferences such as quality function deployment, conjoint analysis, and discrete choice analysis. These methods resort to direct or close interactions with target customers and generate stated preference data. The strength of using data mining models is to utilize revealed preference data or accumulated data sets related to customers' actual behavior (e.g., transactional data, sales, and on-line reviews) that usually have characteristics of large volume, unstructured form, and timeliness.
Predictive trend mining is a new and emerging data mining area, which is also known as change mining [16, 17] or learning concept drift [18] . Unlike traditional static data mining models with the assumption of stationarity, the predictive trend mining is a dynamic and adaptive model that captures trend or change of customer preferences over time.
A tree based data mining algorithm with predictability was used in the predictive trend mining. Tucker and Kim [2] proposed the Discrete Preference Trend Mining (DPTM) algorithm and suggested a classification of attributes as standard, nonstandard and obsolete with respect to a class variable for guiding design engineers. The attributes or features are also known as independent and explanatory variables, and the class variable is a dependent and response variable. It should be noted that due to the fact that the algorithm was developed to deal with discrete class variables and attributes for product portfolio concept generation, the term Discrete is added to the original name PTM. For example, five discrete prices {$99, $149, $179, $199, $249} were used as the class variable and no design problem was provided. Ma et al. [19] extended the work and proposed that the predictive trend mining technique called demand trend mining (DTM) can benefit optimal life cycle design problems. Utility was used as the discrete class variable and discrete choice analysis was utilized to calculate expected market shares. However, the nature of optimal design problems often requires continuous variables, e.g., price, cost, demand, etc., and discrete class variables might limit the application of design problems. In order to allow continuous variables while capturing a trend, a new method, Continuous Preference Trend Mining (CPTM), is presented in this paper.
Support vector machine (SVM) [20] is another data mining tool that can be used in the predictive trend mining. The SVM learns by example to classify different groups. Klinkenberg [18] discussed several methods to handle concept drifts based on the SVM. With concept drifts, different weighting schemes for historical data are possible, i.e., each data point over an extended period of time can be removed or utilized based on its age by allocating individual weights. Klinkenberg showed that the performance of his adaptive techniques outperformed that of simple heuristic approaches such as using all data or the most recent data in his simulated experiments. However, the proposed SVM based techniques are not for numeric prediction but for simple binary classification.
The CPTM algorithm will shed light on the initial design problem which has an opportunity for multiple profit cycles. If there are multiple recovery chances for end-of-life electronics in the near future, a trend of customer preferences and technological obsolescence will be traced and captured at the target time for the optimal initial design. The captured information will then be merged with a product design problem.
Merging Predictive Trend Mining With Design for
Multiple Life Cycles. Design for multiple life cycles is a design paradigm that enables design engineers to close the loop of a product life cycle and to manage its multiple life cycles. Leasing or sales of service is a representative example of the management of multiple life cycles as shown in Fig. 1 . After designing and manufacturing a product, a lessor (a person possessing a product that is being leased) would lease the product to a lessee (user of the product being leased). At the end of the lease contract or the usage stage, the lessor would take back the product and determine a proper recovery option. If it is profitable, the lessor would lease the product again for a multiple periods of time. Eventually, a product would generate multiple profit cycles, k. Many studies showed that the initial design of a product would determine 70-85% of total life cycle cost and environmental impact [21] [22] [23] , so the selection of initial design attributes is the focus in this paper, especially from the economic perspective.
In order to combine the design problem with the CPTM, design for multiple life cycles is proposed to be formulated as an optimization problem. The formulation determines the design attributes that maximize the total life cycle profit and generate multiple profit cycles. Only a few studies [24, 19] provided mathematical models that realize the total profit from both prelife (design and manufacturing) and end-of-life stages. Design for multiple life cycles will extend these studies.
Research Approach.
In this paper, the CPTM algorithm is developed in order to take large sets of transactional data and extract valuable knowledge of customer purchase patterns. The CPTM is then tested with generated and real data sets. The architecture of the CPTM will help to predict the target class variable that reflects trend of customer preferences and technological obsolescence over time. By merging the continuous, predictive trend mining technique with an optimization model, the proposed framework will produce an optimal product design that maximizes a total unit profit and eventually reveals an opportunity for multiple profit cycles.
The rest of the paper is organized as follows. In Sec. 2, the entire methodology is explored with the CPTM algorithm and an optimal product design model for multiple profit cycles. Section 3 presents performance tests of the CPTM with various data sets. An illustration example of tablet PC design is provided in Sec. 4, Transactions of the ASME and the conclusion and future research directions are presented in Sec. 5.
Methodology
The entire framework is divided into two phases. Phase 1 is to implement the CPTM algorithm, which entails data preprocessing, trend embedded future data generation, and model tree induction as shown in Fig. 2 . Phase 2 involves an optimal product design for multiple profit cycles by combining the predictive model built from the CPTM.
The schematic of the CPTM algorithm shown in Fig. 3 constructs a predictive model (model tree in Sec. 2.1.3) at time n þ h or h periods ahead based on the historical data sets from time 1 to n. The core part of the algorithm is the generation of trend embedded data. Geometric sampling is developed to capture the trend of the relationship between design attributes and class variables by sampling normalized historical data selectively (i.e., ‹ and ›). Automatic time series forecasting proposed by Hyndman et al. [25] is used to predict future values of design attributes and class variables. By applying the predicted values to the normalized sampled data, unseen future data at time n þ h or D nþh can be generated (i.e., fi). Finally, the future model tree or MT nþh can be built based on the trend embedded data (i.e., fl). The two dotted boxes represent the predicted data and model, which are not available initially.
The DPTM, on the other hand, builds a predictive model (decision tree [26] ) based on predicted values of Gain Ratio, one of splitting measures. The mathematical form of the Gain Ratio is defined as [27, 2] Gain RatioðXÞ ¼ EntropyðTÞ À Entropy x ðTÞ
where X is a set of attributes, T is a data set, and T j is a subset of the data T after splitting. The denominator represents the information generated by splitting the data set T into n partitions. The numerator represents the amount of uncertainty reduction by splitting on attribute x. Entropy quantifies the expected value of the information in bits. p(c i ) represents the probability mass function of a class variable c i and k is the number of class values. The concept of building a tree model based on the predicted Gain Ratio was initially proposed by B€ ottcher and Spott [16] . The predicted Gain Ratio provides a way to build a future classification tree without real data but there are some disadvantages. First, there is a strong possibility of over-fitting since no pruning process is suggested. Highly branching trees risk over-fitting the training data and performing poorly on new samples. Pruning can help to determine the optimal size of trees. Second, no performance result of built models can be estimated since there is no test data. Third, the Gain Ratio based methods are only applicable to classification models or discrete class variables. It will be shown that by generating the target data, the CPTM algorithm can provide a way to utilize historical data selectively, avoid an over-fitting problem, and identify performance information of constructed model. More importantly, the CPTM adopts a tree induction model that allows use of continuous class variables.
Usually the process of data mining consists of data collection and selection, cleaning and transformation, pattern discovery, and interpretation. In the product design domain, text and web mining [28] provides a way for design engineers to collect and analyze customer preference data (e.g., review data), including identifying product attributes and modeling customer ratings [29] [30] [31] [32] [33] . In this paper, our focus is limited to the pattern discovery and interpretation stage.
Phase 1: Continuous Preference Trend Mining
2.1.1 Data Preprocessing. The first step, data preprocessing is a data preparation technique for trend mining. It starts by gathering and organizing n-time stamped transactional data sets. An example of a data set is shown in Table 6 . The data set consists of a set of attributes and one class variable. In the example, there are eight different attributes of a product and a class variable, price, which customers paid in their transactions. Even though any class variables that researchers are interested in can be selected, paid price or market value was used in this study since it is directly related to customer preferences. Sales or demand can be another candidate. There is no restriction on the data except that the class variable should be continuous. Both discrete and continuous attributes can be dealt with by using the proposed approach. In this paper, only one class variable is modeled. In order to allow more than one class variable, a multivariate tree [34] can be used instead of a univariate tree (i.e., model tree).
Next, discrete attributes are transformed to a set of binary attributes. In the case of attributes with significant improvement in their values (which are component based attributes, e.g. Hard drive, CPU, etc.), the values need to be expressed as a generational difference [35] . The generational difference is a relative scale that can be acquired by comparing the generational gap between the target part and the latest cutting-edge part which corresponds to the minimum generation or zero. As time passes, a new part is introduced in the market and the generational difference of the existing part is increased. We assume that customers perceive the relative generational gap of components with a given time, and a company has expected values or a roadmap of the components in the near future. The generational difference is utilized to represent the technological obsolescence and its effect over time. In the appendix, an example of generational difference is shown over time and the cutting-edge part has a value of zero.
Before moving to the next step, it can be checked whether structural changes or trends are in the data. In this paper, two possible trends are identified. First, levels under each attribute and class variable can have increasing, decreasing or cyclical patterns. For example, the display size of cell phones can have an increasing pattern. In order to detect this kind of trend, it is useful to visualize data. Statistically, Spearman's rho test of trend and MannKendalls tau test of trend are available [36] . Second, there are some trends in terms of relationship between design attributes and class variables over time. For example, the memory size of notebooks might be an important factor for the purchase of the products a couple of years ago but some technological advances can change the importance of the memory size in the next year. There is no known method to detect this kind of trend but one possible way is to apply the tests of trend to the coefficients of regression models. If both trends are not detected (i.e., static case), the CPTM will generate the same result with the simple model tree, and other static models (e.g., regression, neural network, SVM, etc.) can be applied to the latest data set or the entire data set depending on the characteristics of data.
Trend Embedded
Future Data Generation. The second step is the generation of trend embedded future data. In the previous section, two different trends were introduced in data. The automatic time series forecasting is the technique that captures the first type of trend, and the geometric sampling that is newly proposed in this paper helps to capture an underlying relationship between design attributes and a class variable (i.e., the second type of trend) by selectively utilizing historical data.
When there are a series of time stamped data points, {x 1 ; x 2 ; …; x n }, where x t stands for a data point at time t, a couple of different techniques can be applied to forecast a data point at n þ 1 or one-step-ahead forecast. As a heuristic, it is possible to take either the latest data point or the average of all historical data for the forecast. Simple moving average is a method to smooth a time series over last k observations though the selection of k can be a heuristic. Exponential smoothing is one of well-known time series analysis methods, and the simplest form is given by [25] 
wherex t is a forecast at time t and k is a constant between 0 and 1. The exponential smoothing is a weighted moving average of all time series with exponentially decreasing weights defined by k.
The expanded form shows that recent values have a greater weight than old ones. A total of 30 exponential smoothing models are classified based on the combination of trend, seasonal, and error components. There are two error components (additive and multiplicative), three seasonal components (none, additive, and multiplicative), and five trend components (none, additive, multiplicative, additive-damped, and multiplicative-damped). For example, a model with all additive components can be expressed as (trend þ seasonal þ error) and a model with all multiplicative components is (trend Â seasonal Â error). Hyndman et al. [25] provided all the classifications. We adopted the automatic forecasting method [37] . First, apply all the 30 exponential smoothing models and estimate initial states and parameters using maximum likelihood estimation. Second, choose the best model according to one of the following criteria: Akaike's information criterion (AIC), corrected Akaike's information criterion (AICc) or Bayesian information criterion (BIC) [37] . After the geometric sampling process which will be introduced shortly, the sampled normalized data set for the target time is finally transformed to the real value data by applying predicted values of each attribute and class variable. The minimum and maximum values of each attribute and class at the target time are predicted (i.e., the first type of trend) by the automatic time series forecasting algorithm. By adopting the automatic algorithm, users do not need to resort to their own knowledge for models and parameters.
The second type of trend cannot be captured by time series analysis methods since the underlying relationship between design attributes and class variables is hidden. However, similar to the exponential smoothing, required traits include dynamically utilizing all past observations and applying decreasing weights in order to reflect underlying trends of the relationship between design attributes and class variables. Previously proposed trend mining models [16, 2] did not consider the dynamics of relative importance of historical data. For example, B€ ottcher and Spott [16] used a polynomial regression method to predict the future Gain Ratio. This implicitly gave equal weights for all historical data. If historical data is available and older data sets contain more errors (this can be viewed as outliers), the accuracy of the predictive model will be diminished. The CPTM algorithm, on the other hand, provides a dynamic selection of historical data for the reflection of upcoming hidden trends by assigning exponentially decreasing weights to old data sets.
The geometric sampling is a method to sample historical data selectively for the second type of trend. Before sampling, each attribute and class variable should be normalized within a single time step. The tth term of the geometric sampling or a t which gives the number of instances (data points) that needs to be sampled at time t is given by
where a is an original number of instances, (1-a) is a common ratio in geometric series, a is a smoothing factor ð0 a 1Þ and n is the latest time. The smoothing factor a can be considered a characteristic of product domain in terms of relationship between design attributes and class variable. Table 1 indicates that when a is close to 1, only the latest data set is useful, and the product domain is technology sensitive and rapidly changing. When a is close to 0, all data sets are valid for future target time and the product domain has a quite insensitive and slowly changing characteristic.
In the geometric sampling, a is defined as a smoothing factor to generate t ¼ n data using t ¼ 1 to t ¼ n-1 data when t ¼ 1 to t ¼ n data are available. a is obtained by
where E is a performance measure (e.g., error metrics such as mean absolute error, root mean-squared error, and relative squared error, etc.) tested for a model tree constructed from t ¼ 1 to t ¼ n À 1 data sets (as train data) with t ¼ n data (as test data). The data for building a model tree can be sampled by Eq. (3). A model tree will be introduced in the next section.
For example, if t ¼ 1 to t ¼ 10 normalized data sets are available, using t ¼ 1 to t ¼ 9 data sets, a model tree can be constructed with different a values and predicted values of attributes and class variables at t ¼ 10, and validated with t ¼ 10 data. Table 2 shows the best a example in terms of the performance measure, mean absolute error which is the average deviation between predicted and observed class variable price, with simulated data sets (each has a thousand instances or a ¼ 1000). For a ¼ 0.9, the number of total instances (1111) comes from a thousand instances (1000ð1 À 0:9Þ 0 ) from t ¼ 9 data, a hundred instances (1000ð1 À 0:9Þ 1 ) from t ¼ 8 data, ten instances (1000ð1 À 0:9Þ 2 ) from t ¼ 7 data, and one instance (1000ð1 À 0:9Þ 3 ) from t ¼ 6 data based on Eq. (3). The required numbers are sampled randomly using a random number generator. The sampled normalized data becomes real value data after applying predicted values of Transactions of the ASME attributes and class variables. Then, a model tree can be built based on this data and tested with t ¼ 10 data. The best a is 0.4 based on the performance measure, mean absolute error. Based on the selected a, a number of required instances for each data set is determined and sampled as in the example but using t ¼ 1 to t ¼ 10 data sets this time. By applying predicted values of attributes and class variables at a target time to the sampled normalized data, trend embedded future data is finally generated at the target time. Table 2 shows that the total number of samples can be varied depending on the selected a. Based on the smoothing factor, only the latest data or all data can be used in the extreme case.
A graphical example of the trend embedded future data generation is depicted in Fig. 4 . The values of original data sets are normalized within a single time step and then sampled using the geometric sampling method with the selected a. In the example, suppose that the first and the last instances were sampled from the t ¼ 10 data set. By applying predicted minimum and maximum values from the time series prediction technique, real values are predicted at the target time. For example, the display size is getting bigger, and the generated target data set reflects the trend (e.g., refer to the small arrows).
By generating future data, two advantages can be achieved. First, performance information of built models can be provided similar to normal data mining processes. The predicted Gain Ratio based models in Sec. 1.2 cannot give test data but the generated data from the CPTM can work as test and validation data. The 10-fold cross-validation technique [28] is a popular way to get the performance (i.e., prediction of class variables) information when a validation data is not available. In the 10-fold cross-validation, the generated data are randomly partitioned into 10 subsamples and validation processes are repeated 10 times. Each time a model is built using 9 subsamples and validated with one remaining subsample. Then, an average performance error can be estimated. Second, pruning can be implemented based on the generated data to reduce the risk of over-fitting. The predicted Gain Ratio based models classify class values without data so that no comparison can be made between a node and subtree for the pruning. In Sec. 3, pruning in the model tree algorithm will be introduced.
Model
Tree Induction. The third step is to build a model based on the newly generated data set from the second step. In this step, the knowledge and hidden patterns between the new values of attributes and class variables are mined using a model tree. The result of the model tree is a piecewise linear regression equation depending on a given data set, which can approximate nonlinear functions. Figure 5 shows an example of a model tree. The model tree gives three different linear models to express the nonlinearity with two attributes: A and B. On the other hand, a decision tree that was used in the other trend mining algorithms classifies discrete or categorical class variables.
The M5 model tree was initially proposed by Quinlan [38] . After comprehensive descriptions of model tree induction including a pseudocode by Wang and Witten [39] , the model tree has [39] :
where stdev() is a standard deviation, j Á j stands for the number of instances, T is all instances, T 1 , T 2 ,… are result sets from splitting attributes. An attribute is determined as a node when it has a maximum SDR compared to all other attributes' SDR. If no attribute can reduce a standard deviation of class values, a model tree will be identical to a simple linear regression model. For example, there are two attributes and one class variable in the model tree example in Fig. 5 . stdev(T) is the standard deviation of the class values. All possible split points of the two attributes are used to estimate SDRs of the class values after splitting. Then, the one with the maximum SDR becomes the split point and the attribute of the split point becomes the node. The termination criterion of splitting in the M5P is when the number of instances is less than four or when the standard deviation at a node is less than 0.05*stdev(T). Once the splitting operation is finished, instances at the leaf nodes are used to build linear models. A pruning procedure can reduce size of a tree and the risk of over-fitting. The M5P algorithm uses postpruning or backward pruning, which means the pruning process starts after a tree reaches a leaf node. If the lower estimated error is expected when errors in nonleaf nodes and subtree are compared, the subtrees are pruned to be leaves. The expected error of subtrees is the weighted average of each node's error by the proportion of sample sizes, and the expected error of nonleaf nodes is [39] 
where n is the number of instances at the nonleaf node and v is the number of parameters in a linear regression model in the node. The second fraction represents the average of absolute difference between the predicted value and the actual class value over each of instances that reach the node. The first fraction is the compensation factor to simplify the regression model in the node. In the appendix, the manual implementation of the model tree in Fig. 5 is provided with sample data. Both splitting and pruning are conducted based on the M5P algorithm. The unique contribution of this Phase 1 is to propose a new data generation scheme for a target time, which reflects two different trends. By applying the model tree algorithm to this predicted data set, this section shows some crucial properties that could not be achieved with the previous models [16, 2] : dynamic selection of historical data, avoidance of over-fitting problem, identification of performance information of constructed model, and allowance of a numeric prediction. Section 3 will show empirical test results with higher prediction accuracy.
Phase 2:
Optimal product design for multiple profit cycles. As shown in Fig. 1 , products can have multiple life cycles in the leasing market. When design engineers determine the initial product design over the multiple life cycles, they should consider not only the profit from the initial lease, but also the profit from the recoveries and releases, which can be a hidden source of profits. Usually, the latter part is ignored in the initial design stage due to the absence of supporting models. The CPTM results from Sec. 2.1 are expressed as model tree functions and will help to reveal the hidden source of profits.
The optimal product design for multiple profit cycles is formulated as a mathematical model and the overall architecture of the model is depicted in Fig. 6 . Model tree functions are used to reflect customer preferences and technological obsolescence over time. In order to address the reliability of target products over time, a reusability function is formulated, which will give probabilities of reusable and nonreusable products. The probabilities affect the cost of end-of-life processes. While the optimizer evaluates the unit profit of a given set of attributes that are decision variables, model tree and reusability functions will take those decision variables and return the unit price and the cost of end-oflife process at a given time t, respectively. The objective function is expressed as the summation of unit profits, which is the difference between unit price and unit cost at a given time t as
Since the multiple life cycles occur in the future, an annual interest rate r should be applied to discount the value. For the present value, ð1=ð1 þ rÞ d Þ is multiplied and d is the number of the years. A unit price at time t is derived from the model tree function MT t () in Eq. (8) . Binary decision variables, Y ij , represent the level of noncomponent based attributes such as weight, size, color, etc. and X ij represent the level of component based attributes or replaceable and upgradable attributes such as battery, memory, CPU, etc. A unit cost is divided into three different costs. First, when time t is the starting time (t 1 ), it is the production of new products, and the unit cost consists of manufacturing costs and forward logistics costs in Eq. (9) . The manufacturing cost is affected by X ij . If product attribute i has the level of j, X ij equals 1; otherwise, it equals 0. Second, when time t is the take-back time, it is the remanufacturing of take-back products, and the unit cost Transactions of the ASME consists of end-of-life process costs, and inverse and forward logistics costs in Eq. (10) . Third, when a product eventually reaches the point that is not profitable (t end ), it will have a unit price of recycling and a cost of disposal in Eqs. (11) (13) A probability of reusable parts b or a reusability function is defined as the multiplication of each part's reliability at time t in Eq. (14) . Equation (15) formulates the cost of end-of-life processes as manufacturing costs with new parts and reconditioning costs with old parts. Reconditioning is conducted with probability b. If a part is not reusable, then a new part should be used. Because a part's manufacturing cost differs by design decisions, remanufacturing with new parts is formulated as a function of X ij with a probability of nonreusable parts (1Àb). Table 3 shows the probability of reusable and nonreusable parts at different time t with the assumption that the reliability of a product will be back in a state as new after end-of-life processes. Therefore, memorylessness is satisfied.
The contribution of this Phase 2 is to formulate the optimal product design model with multiple life cycles. In order to address some issues on the multiple life cycles such as customer preferences, technological obsolescence, and reliability over time, model trees from the CPTM and reusability functions are combined in the optimization model.
Performance Test of CPTM
In this section, a set of different data are tested with the CPTM algorithm. In order to understand the mechanism of the CPTM, Secs. 3.1 and 3.2. provide simple data sets. A real data set is also tested in Sec. 3.3 to verify the performance of the CPTM algorithm in a real situation. Section 3.4 deals with the most complex data that will be used for the statistical analysis and the application study in Sec. 4 .
Four different static models were compared with the dynamic model, CPTM: linear regression, model tree (M5P), support vector machine (SMOreg), and neural network (Multilayer Perceptron). Weka [40] was used to implement these models, and the names in the parenthesis represent the equivalent algorithms. For the automatic time series forecasting, R [41] was used with the package, forecast [37] . All static models construct a predictive model based on the latest data set (latest in Table 5 ) or all historical data sets (all in Table 5 ) as heuristics. On the other hand, the CPTM utilizes all historical data selectively and builds a predictive model based on the generated data set. It is important to realize that the CPTM algorithm also uses the model tree but the difference is in the use of trend embedded target data.
As a performance measure, mean absolute error (MAE) and root mean-squared error (RMSE) were used [28] . Equation (16) and (17) 
Mean Absolute Error
3.1 Test With Data Generated From Stationary Linear Mapping Function. The data shown in Fig. 7 were generated by stationary linear mapping functions over time. There are two nominal attributes, A and B, and one class variable, Class. The values of column A increase by two and those of column B by one over time, which represents the first type of trend. In order to generate the class values, the first five instances used a mapping Table 3 Probability of reusable and non-reusable parts at different time t trend. Since this is a stationary case, all data sets from t ¼ 1 to t ¼ 8 have the same mapping functions. The goal is to construct a predictive model for t ¼ 8 data with t ¼ 1 to t ¼ 7 data sets. First, the values of each attribute and class variable were normalized within a single time step. Second, based on Eq. (4), the smoothing factor, a ¼ 0, was selected using the built model tree from t ¼ 1 to t ¼ 6 data with different as on Eq. (3) and tested with t ¼ 7 data in terms of the MAE. Then, the selected a gave the number of samples from each normalized data set based on Eq. (3). Since a ¼ 0, all 70 normalized data were sampled. Third, the automatic time series forecasting was conducted for the original values of attributes A,B, and class variable Class in Table 4 . By applying the predicted minimum and maximum values to the sampled normalized data, Fig. 7 shows the resulted trend embedded data set for the target time t ¼ 8. Finally, the model tree algorithm was applied to the generated data set and the built model tree is the predictive model from the CPTM algorithm. The model tree was pruned so that 10 linear models were reduced to only two linear models. The pruned model showed almost the same performance accuracy compared to the unpruned tree. Table 5 shows the result of the performance test. The goal is to construct a predictive model for t ¼ 8 data with t ¼ 1 to t ¼ 7 data sets, and Fig. 8 shows the trend embedded data set for the target time. The smoothing factor, a ¼ 0.3, was selected using the built model from t ¼ 1 to t ¼ 6 data and tested with t ¼ 7 data. Also the automatic time series forecasting was conducted in Table 4 . Based on the smoothing factor, 27 normalized instances were sampled and the predicted values were applied to them. The model tree was pruned so that eight linear models were reduced to only two linear models. The pruned model showed a little bit higher performance accuracy compared to the unpruned tree. Table 5 shows the result of the performance test.
Test
With Real Data. Second-hand values or buy-back prices of cell phones [42] were tested with the CPTM. Since the data set was obtained with the list of target cell phones, all attribute values were the same but buy-back prices were varied over time. Due to market penetration, the market value of the same products has a tendency to go down over time. After The goal is to construct a predictive model for the t ¼ 10 data with t ¼ 1 to t ¼ 9 data sets. The smoothing factor, a ¼ 0, was selected using the built model from t ¼ 1 to t ¼ 8 data and tested with t ¼ 9 data. Also the automatic time series forecasting was conducted in Table 4 . Table 5 shows the result of performance test with this real data.
Test With Data Generated From Nonstationary Linear
Mapping Function. Twenty four data sets were generated randomly with assumed ranges of attributes and some trends reflecting real-world tablet PC leasing markets. Each data set has 200 instances and 8 different attributes shown in Table 6 . The first part of Table 6 explains levels of each attribute which are decision variables explored in Sec. 2.2.2. The second part indicates an example of the generated data. The data set shows transactional history and the class variable is the price that customers paid. Since this is data from nonstationary linear mapping functions, mapping functions with some randomness vary over time.
The goal is to construct a series of predictive models for the t ¼ n þ 1 data using t ¼ 1 to t ¼ n data sets. n were increased by 1 from 11 to 23. For example, for an unseen t ¼ 12 data set, static models were constructed using the latest data set t ¼ 11 while the CPTM mined a trend from t ¼ 1 to t ¼ 11 data sets and constructed a tree model from a predicted data set at t 0 ¼ 12 with the calculated smoothing factor 0.5. Then, both models were evaluated with real t ¼ 12 data set in terms of the MAE. This procedure continued up to t ¼ 24 (total 13 times) for one time-ahead prediction and the results are shown in Fig. 9 .
In order to obtain a statistically valid conclusion between static models and the CPTM, both parametric (F and T-test) and nonparametric (Mann-Whitney) tests were employed. With a significance level of alpha ¼ 0.05, the accuracy of the CPTM model was significantly higher than that of static models with the generation of trend embedded data.
3.5 Discussion. The CPTM algorithm showed good predictive performances in comparison to the four well-known static models in Table 5 . From the cases of data sets generated from simple stationary linear and nonlinear mapping functions, it is relatively clear to look at the effect of the geometric sampling and the time series prediction of attributes and class variables as shown in Figs. 7, 8 , and Table 4 . The geometric sampling helped to reflect the trend of relation between attributes and class variables over time. The automatic time series forecasting also gave good approximations of future attribute and class values. In both cases, smoothing factors were close to zero, which makes sense in that stationary mapping functions were applied over time.
The real data in Sec. 3.3 had an interesting data structure. The values of attributes were fixed but the class variable continued to change, which is why there are only predictions for class variables in Table 4 . It is important to realize that even though the forecast result was similar to the latest data, the geometric sampling improved the predictive performance alone. Empirical tests showed that without a precise prediction of attribute values, the CPTM algorithm worked well with the geometric sampling. Also, without any knowledge of customer preferences and their trend over time in the used product market, the selected smoothing factor can indicate that underlying relations between attributes and class variables were quite stationary in the interval of one month. This work with real data has great potential and can provide some directions from data collection to real application in different design domains.
The last case of data from nonstationary mapping functions represents a very complex data structure, and the question was whether the CPTM worked well in this case. Due to the nonstationary nature of data, the prediction error of the CPTM was close to other static models, e.g., at t ¼ 13 and t ¼ 14, etc., in Fig. 9 . However, statistical results showed that an overall performance of the CPTM is better than other models with this data.
Among those four static models, the model tree was selected for the purpose of direct comparison since the CPTM algorithm also adopts the model tree for the prediction of class variables. From all the tested data cases, the predictive performance of the CPTM outperformed that of the model tree, and this indicates that the generation of a trend embedded data set improved the accuracy.
While conducting these experiments, a total of five possible sources of variation on the result were observed: smoothing 
construct a good model due to the small number of instances. Random sampling can also have a great impact with the small sample size. However, the impact from the last two factors can be minimized with large-scale data. The model tree algorithm in the CPTM is known to be fast or capable of dealing with large number of instances and attributes [43] . Empirical tests with a data set which is similar to the real buy-back price data (10 attributes) in Sec. 3.3 showed that the model tree took 1.34 s with 10 4 instances and 10.44 s with 10 5 instances running on an Intel Core i5 2.5 GHz Processor.
Moreover, the important observations are the facts that the model trees were pruned to avoid an overfitting and could generate performance information of the models by applying the 10-fold cross-validation technique. Also, continuous attributes and class variables were allowed in the models. These are aforementioned benefits of the CPTM over the DPTM from generating the trend embedded future data.
Application
The overall methodology in Sec. 2 was applied to tablet PC design in the leasing market. The same data sets described in Sec.3.4. were used. Weka and R in Sec. 3 also provided necessary tools for the model tree induction and the automatic time series forecasting.
Problem Setting.
Tablet PCs are wireless, portable touch screen-operated computers. It is assumed that feasible candidate design attributes are defined in Table 6 . It is expected that the start of leasing time is t ¼ 12 and the company has accumulated data sets from t ¼ 1 to t ¼ 11. A manufacturer (and lessor) should manage multiple life cycles of its tablet PC by taking back leased products and releasing after processing for the next usage-life. The goal of this problem is to find the optimal tablet designs for multiple profit cycles while considering customer preferences, technological obsolescence, and reliability. Given inputs and assumptions are as follows: • Leasing period is fixed at six months • After end-of-life processes, the reliability of a product will be back in a state as new • Upgrade is not considered so that there are no compatibility issues during EOL processes • Time for logistics and remanufacturing is negligible compared to that of the leasing period length 4.2 Applying CPTM. Since it was assumed that the tablet PC will have 6 months leasing time over the 2-year time frame, the number of life cycles is 4 and predictive models from t ¼ 12 to t ¼ 15 are needed by design. Static models were constructed using heuristics e.g. only the t ¼ 11 data set or all historical data. For the CPTM, it predicted 1 time, 2 time, 3 time, and 4 time-ahead data sets using t ¼ 1 to t ¼ 11 data sets selectively and built model trees from the predicted data sets. Table 7 presents the results. At t ¼ 12 all split points of the 8 attributes were used to estimate SDRs of the class vales after splitting. Since the split point 2.5 of the attribute CPU maximized the standard deviation reduction of the class values, the CPU became the first node with branches of less than or equal to 2.5 and greater than 2.5. After all of the splitting, instances at the leaf nodes were used to build linear models. The resulted model tree was pruned so that it had only three linear models, while the original tree had 169 linear models. By pruning the tree, the built model's performance was decreased based on the generated data or training data (e.g., 14.6% more errors than the unpruned tree) but the prediction accuracy of the model was improved with real t ¼ 12 data (e.g., 1.3% less errors than the unpruned tree) due to the generalization. The 10-fold cross-validation in Weka was used to get the performance information of the built model from the training data (i.e., the predicted data set at t 0 ¼ 12) and the prediction accuracy was calculated from the real data (i.e., the real data set at t ¼ 12). This shows that unpruned trees have a strong chance to be over-fitted. The comparison result between static models with the latest data set and the CPTM is shown in Fig. 10 . Finally, these linear models will be used in the optimization model.
Given inputs

Design for Multiple
Profit Cycles. Table 8 shows the mathematical formulation of the application derived from Sec. 2.2.2. The objective function consists of unit profits from four lease contracts and the interest rate, 3%, was assumed. Prices or market values that reflect the trend of customer preferences and technological obsolescence were formulated with the model tree functions depicted in Table 7 .
4.4 Discussion. Similar to the previous section for the CPTM performance, Fig. 10 indicates that the accuracy of the CPTM outperformed that of those static models even with the multiple time-ahead predictions. The accuracy was measured by the mean absolute error which is the average deviation between predicted and observed class variable price. Based on Fig. 10 , the CPTM was adopted as the predictive model for this application.
The CPTM result in the Table 7 shows model trees constructed from the CPTM algorithm. At t ¼ 12 and t ¼ 13, multiple linear regression models were built and at t ¼ 14 and t ¼ 15, simple regression models were formulated to explain the class variable price. At t ¼ 12, the model tree consists of three linear models: LM1, LM2, and LM3. When the attribute CPU has a generational difference less than 2.5, the first linear model, LM1, is selected. If the attribute CPU has a generational difference greater than 2.5 then the attribute hard drive will work as a splitting criterion. Again, if the attribute hard drive has a generational difference less than 2.5, then the second linear model, LM2, will be selected. Otherwise, the third linear model, LM3, will be used. In each linear model, eight different design attributes in Table 6 with a constant term explain the class variable.
Excel solver with an evolutionary algorithm was used to solve the illustration design problem. The selected designs are shown in Table 9 , and the total life cycle unit profits are revealed in Table  10 . The selected best design attributes are 12-in. in display size, 0.8-lbs in weight, 40-GB in hard drive, Core 2 i7 e in CPU, HD G 4000 in graphics card, 8-GB in memory, 24-hour in battery life, and touch C in Touch screen with the total life cycle unit profit of 
h5 : Y ij ; X ij 2 ð0; 1Þ $1,562. There are other design results from linear regression models (i.e., static model) with the two heuristics in Table 9 . First, the "only latest data set case" selected different CPU, memory, and touch screen attributes. It is interesting that the model generated much more profits at t ¼ 12 but the design selected by the CPTM brought more profits over the life cycle as shown in Table 10 . Second, the "all data set case" selected different graphic card, memory, and touch screen attributes. This model generated more profits than the other heuristic but fewer profits than the CPTM. The illustration concludes that the proposed framework can identify the optimal design that maximizes the total life cycle profit based on historical transactional data sets. From the result obtained from the artificially generated data, it can be argued that customers are very sensitive about the technological obsolescence for CPU, graphics card and battery attributes (refer to Table 6 ). Manufacturers should use the latest cutting edge technology for these parts. At the same time, due to the popularity of cloud storage and external storage devices, the capacity of a hard drive seems to have become less important to customers. This suggests that manufacturers can place less priority on hard drive capacity. The proposed framework enabled this type of insight, which is not readily available under the previous trend mining approaches.
The illustration does not consider the option to upgrade for the initial design selection problem. However, an additional decision making process can determine the proper end-of-life options including upgrades [35] . Given the target time, manufacturers can decide whether the decrease of generational difference (i.e., upgrade) is better than reconditioning for each component. The life cycle management plan can then be set up including upgrades.
Conclusion and Future Work
In this paper, a new predictive trend mining algorithm, CPTM, is developed in the context of product and design analytics. Unlike traditional, static data mining algorithms, the CPTM does not assume stationarity, and dynamically extracts valuable knowledge of customers over time. By generating trend embedded future data, the CPTM algorithm not only shows higher prediction accuracy in comparison with static models but also provides essential properties that could not be achieved with the previous trend mining algorithms: dynamic selection of historical data, avoidance of over-fitting problem, identification of performance information of constructed model, and allowance of a numeric prediction. Also, the optimization model for multiple life cycles is formulated as a binary integer programming model and combined with the CPTM result. Using the proposed framework, design engineers can select the optimal design for the target product that can generate multiple profit cycles. The illustration example of tablet PC design showed that the optimization model with the CPTM can reveal hidden profit cycles successfully.
In the future, it will be interesting to observe the impact of the prediction interval in the CPTM algorithm even though there are multiple sources of variation as discussed in Sec. 3.5. Different optimal design solutions can be obtained based on the interval. The optimization model in the illustration example was simplified in order to show the application of the CPTM. Additionally, compatibilities among different parts, different product life cycles, and product families can be considered for more interesting and realistic problems. Finally, instead of having a set of attributes as a priori, capturing of emerging attributes and management of dynamic attribute sets would be possible tasks in the future. Table 12 shows all standard deviation reduction (SDR) calculations for determining the root node and splitting point of the model tree. First, the class variable and each attribute are grouped, and values of the attribute are sorted from smallest to largest. For each mid-point, calculate the standard deviation of class values in the divided groups. For example, with the mid-point 88 (the second row), stdev(T1) and stdev(T2) represent the standard deviation of {44, 34} and {29, 32, 26, 10}. stdev(T) represents the standard deviation of all the class values. Then, the final column SDR is calculated based on Eq. (5), and the midpoint that produces the maximum SDR is the splitting point (i.e., 119 of attribute A).
When the value of attribute A is greater than 119, only two instances reach the node. The termination criterion of the M5P algorithm (i.e., less than four instances) stops further splitting for this branch. For the other branch, there are four instances and the standard deviation at the node (6.5) is greater than the other criterion (i.e., 0.05*stdev(T) ¼ 0.56). After removing the instances that are greater than 119, the same procedure can be applied as shown in Table 13 . In this case, two splitting points (i.e., 88 of attribute A and 15.2 of attribute B) produce the same SDR so that either of them can be selected and the model performance will be the same. Figure 5 shows the case that 15.2 of attribute B is selected. All the nodes have less than four instances so that the splitting operation of the model tree is completed. Finally, the instances at the leaf nodes are used for regression models. Due to the small number of instances, all leaf nodes take a simple model i.e. LM1: C ¼ 18, LM2: C ¼ 30.5, and LM3: C ¼ 39.
A pruning procedure compares the expected error of leaf nodes and a nonleaf node. The nonleaf node B has two leaf nodes and their expected error can be calculated as follows: the absolute difference between the predicted and the actual class value is averaged at the each node and weighted by the proportion of sample sizes (ð2=4Þðjð29 À 30:5j=2Þ þ ðj32 À 30:5j=2ÞÞ þ ð2=4Þ ððj34 À 39j=2Þ þ ðj44 À 39j=2ÞÞ ¼ 3:25Þ. The internal regression model at the node B (C ¼ 1.31*B þ 12.59) is then used to calculate the expected error (2.05) based on Eq. (6) . Also by dropping the parameter of the internal regression model (C ¼ 34.75), another expected error (4.63) can be calculated but this model can be ignored due to the higher expected error. Since the expected error of the node B is lower than that of the leaf nodes, the tree should be pruned and the internal regression model becomes a leaf node. Similarly, by comparing the node A and leaf nodes, the pruning operation can be determined and it turns out that the tree should be pruned. After the pruning procedure, one regression model (C ¼ À0.21*A þ 52.21) replaces the three regression models. Tables 14-16 show the assumed information of generational difference, reliability, and cost for manufacturing and new parts, respectively. Table 16 Assumed information of cost for manufacturing and new parts ($)
A.2 Assumed Information in Application.
Hard drive CPU Graphics card Memory Battery Touch screen   40  60  90  20  40  50  55  70  110  30  50  60  75  90  130  40  60  85  90  100  140  80  70  100  100  110  160  135  120 125
