Accurate short-term traffic forecasts help people choose transportation and travel time. Through the query data, many models for traffic flow prediction have neglected the temporal and spatial correlation of traffic flow, so that the prediction accuracy is limited by the accuracy of traffic data. This paper proposed a short-term traffic flow prediction model that combined the spatio-temporal analysis with a Gated Recurrent Unit (GRU). In the proposed prediction model, firstly, time correlation analysis and spatial correlation analysis were performed on the collected traffic flow data, and then the spatiotemporal feature selection algorithm was employed to define the optimal input time interval and spatial data volume. At the same time, the selected traffic flow data were extracted from the actual traffic flow data and converted into a two-dimensional matrix with spatio-temporal traffic flow information. The GRU was used to process the spatio-temporal feature information of the internal traffic flow of the matrix to achieve the purpose of prediction. Finally, the prediction results obtained by the proposed model were compared with the actual traffic flow data to verify the effectiveness of the model. The model proposed in this paper was compared with the convolutional neural network (CNN) model and the GRU model, and the results show that the proposed method outperforms both in accuracy and stability.
I. INTRODUCTION
Accurate and real-time short-term traffic flow prediction can correctly and reasonably infer traffic conditions in the future according to the current traffic network change rules, provide convenient route planning for travelers, alleviate traffic congestion and reduce air pollution. Therefore, the study of short-term traffic flow has important practical significance and application prospects. In the past few decades, many scholars have been working on short-term traffic flow prediction. The existing methods mainly include time series model, Kalman filter model, support vector regression model and hybrid combination model [1] . In recent years, with the improvement of computing power of computers, artificial
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intelligence and deep learning have been rapidly developed in transportation field. Common deep learning algorithms include deep residual networks, cyclic neural networks, and convolutional neural networks, in which self-learning capability highlights the features of short-term traffic flow prediction. Williams et al. [2] analyzed urban expressway traffic flow data and used seasonal Autoregressive Integrated Moving Average Model (ARIMA) prediction models to predict urban expressway traffic flow. Wang and Gu [3] proposed a traffic flow velocity prediction model based on single hidden layer convolutional neural network combined with error feedback. Kuremoto et al. [4] studied how deep belief networks based on restricted Boltzmann machines can be applied to short-term traffic flow prediction. The convolutional neural network CNN performs very well when processing twodimensional data such as images. The CNN is usually formed VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ by stacking convolutional layers and sub-sampling layers, that is, pooling layers. The last layer can select different output layers according to different tasks [5] . In the forward calculation, the convolutional layer can simultaneously use multiple convolution kernel parameters to generate a plurality of feature maps reflecting the data distribution at one time.
The pooling layer can further reduce the feature map dimensions to reduce the redundant features and reduce the computational cost of the model. CNN training also uses error back propagation algorithm and parameter learning method based on delta rule [5] . Yu et al. [6] proposed a data grouping model based on convolutional neural network, which consists of a two-part structure. The Continuous Bag-Of-Words Model (CBOW) is used to find similar spatiotemporal relationships, and the CNN network is used for short-term traffic flow prediction. Zheng et al. [7] performed multivariate time series analysis. CNN performs better in short-term traffic flow prediction, but there are several problems in the training process: too much reliance on GPU, and vice versa on the CPU is much lower than the GPU; when the data is insufficient, the predicted result is quite different from the actual result; the presence of the pooling layer leads to the loss of many very valuable information, and also ignores the relationship between the whole and the part. In recent years, relevant scholars have begun to study the prediction methods based on the interaction and organic connection of multiple road segments in the road network [8] .
Cheng et al. [9] quantitatively analyzed the temporal and spatial correlation of traffic flow, and established a hybrid process neural network model to achieve short-term traffic flow prediction. Min et al. [10] proposed an Generalized Space-Time Autoregressive Integrated Moving Average (GSTARIMA) model by mining the spatio-temporal characteristics of urban traffic flow. Gao et al. [11] fully exploited the weekly similarity and spatial correlation of traffic flow time series, combined with the characteristics of largescale data fusion of RBF neural network, proposed shortterm traffic based on traffic flow spatiotemporal correlation and radial basis neural network. Flow prediction method. Min et al. [12] used the traffic flow time series on several sections in the road network as the research object, and established the GARCH prediction model. Combined with the example analysis, the prediction result is better than the prediction result based on the single-section traffic flow data alone. Cui [13] proposed a parallel online time-space composite prediction method based on traffic flow information on multiple sections, and established two online adaptive prediction models. Dong and Shao [14] combined with the spatio-temporal characteristics of traffic flow, taking traffic flow under free-flow state as the research object, and establishing a prediction model based on state space to realize traffic flow prediction of multiple sections of road network. Qiu et al. [15] proposed time-series data prediction method and spatial regression estimation method based on timespace data flow data respectively, and used the least squares dynamic weighted fusion algorithm to fuse the prediction results of two traffic flow prediction methods to obtain more Precise predictions. Li et al. [16] comprehensively studied the time and space factors of traffic flow, combined with support vector machine to establish online traffic flow prediction model, and used grid search method to optimize model parameters. At present, the studies on the prediction method based on the temporal and spatial correlation characteristics of traffic flow is still in its infancy, which leaves some gap. Although it can utilize the spatio-temporal characteristics of traffic flow to predict short-term traffic flow, its accuracy is limited and its dependence on data is large. When the data is insufficient, the prediction accuracy will be greatly reduced.
The Recurrent Neural Network (RNN) is an artificial neural network with a hidden layer node oriented connection and closed loop. Unlike other feed-forward neural networks, RNN can use internal memory cells to handle timing inputs of any length. For the standard RNN architecture, the effect of a given input on the hidden layer unit and the network output will disappear or explode with the periodic connection of the RNN network, which is the gradient disappearance problem [17] . In order to solve this problem, LSTM (Long-Short Term Memory Neural Network), a specially designed RNN network, is designed to give memory units the ability to determine when to remember or when to forget certain information, thus solving the time series. When the problem is solved, the optimal time lag can be automatically determined, showing long-term memory ability of historical data or samples [16] . Ma et al. [18] proposed a LSTM model for urban travel time prediction. The optimal input length and hidden layer nodes were determined by controlling variables. The implementation of four LSTM is compared with four models, such as time series ARIMA model and BPNN. The results show that the performance of LSTM considering spatial features is the best. Ma et al. proposed a method for training LSTM cyclic neural networks using remote microwave sensor data to predict traffic speed and achieved good results. Tian and Pan [19] discussed the performance of the LSTM cyclic neural network for predicting short-term traffic flow and compared it with several other commonly used models. Fu et al. [20] used the LSTM and GRU neural network models to predict short-term traffic flow and confirmed that the cyclic neural network model is superior to ARIMA. The LSTM controls the state of the transmission through the gated state, remembering that it takes a long time to memorize, forgetting the unimportant information; unlike the normal RNN, there is only one way of memory overlay. It is especially useful for many tasks that require ''long-term memory''. However, because of the introduction of various contents, and more parameters, it also makes the training more difficult.
By taking the advantages of spatiotemporal analysis and long-term and short-term memory networks, this paper designs a GRU short-term traffic flow prediction model based on spatio-temporal analysis. The GRU effect is equivalent to LSTM but has fewer parameters, which is suitable for constructing a large training model. The time-space analysis of the traffic flow data that needs to be trained and tested to select the appropriate input data has a positive effect on improving the accuracy of the prediction model.
In summary, the emergence of deep learning has brought tremendous opportunities for the development of traffic flow prediction. But overall, the application of deep learning methods is still in the initial exploration stage. Based on the summary of previous studies, this study integrates spacetime analysis with gated loop unit neural network algorithm, applies in the field of short-term traffic flow prediction, and conducts in-depth research and discussion.
II. SPATIO-TEMPORAL CORRELATION ANALYSIS AND DATA REPRESENTATION OF TRAFFIC FLOW DATA
When considering predictive problems, it is necessary to determine the data characteristics associated with traffic prediction and how to select and use the data. From a time domain perspective, traffic flow data is a sequence that changes over time, related to its previous time state and the latter time state. In the spatial domain, the traffic flow states on adjacent road sections interact, and the traffic flow state of the upstream section or the downstream section affects the traffic flow state of the research section to varying degrees. Therefore, changes in traffic flow have certain temporal and spatial characteristics.
Traffic data can contain a lot of information, but choosing information related to research questions is critical. In this study, by analyzing the spatiotemporal correlation in traffic flow data, we can sort the data according to the correlation between the data and the current forecasting problem, which is convenient for subsequent selection. After selected the reasonable input data size to construct the prediction model, the data is ranked according to the relevance of the data, the prediction performance of the model is verified, and the spatio-temporal feature selection algorithm (STFSA) algorithm is used to select the optimal input data size. By analyzing the traffic flow data, the prediction model constructs a matrix using the selected data as known information, and predicts the future traffic flow based on the matrix information. This study uses the Pearson correlation coefficient as a criterion for evaluating correlation strength:
where x i and y i represent two traffic flow sequences, and the magnitude of the Pearson correlation coefficient value indicates the correlation between the two time series. The closer the coefficient values are, the higher the correlation between the two sequences.
A. TIME CORRELATION ANALYSIS OF TRAFFIC FLOW DATA
The traffic state at the current time of a certain section will be affected by the state at the previous moment, and will also affect the state at the next moment. In addition, traffic flow is a continuous process of stochastic change, which essentially reflects the overall behavior of social activities. Its continuity and periodicity reflected by social activities also indicate that traffic flow also interacts with each other in the time dimension. An absolute correlation of the correlation coefficient greater than 0.68 is a strong correlation. Therefore, in order to weigh the size of the input data and the prediction accuracy of the model, the time when the autocorrelation coefficient is greater than 0.68 is selected as the time lag of initializing the input data. The specific algorithm of STFSA will be given in Section 2.4.
B. SPATIAL CORRELATION ANALYSIS OF TRAFFIC FLOW DATA
For the urban road network, each roadway segment is not isolated, but interconnected. The roadway network connectivity indicates that the traffic flow attached to the roadway segment interacts in the spatial dimension. The traffic flow is attached to the roadway, and the traffic flow of adjacent roadway sections will also affect each other. When the roadway is unblocked, the traffic flow in the upstream section will have an impact on the traffic state of the downstream section. At the same time, when the downstream section is in a congested state, it will also affect the travel behavior of the upstream section, thus affecting the upstream traffic state. Due to the strong correlation between road traffic monitoring points, in the road traffic analysis, excessive traffic data input complicates the traffic prediction model and increases the parameters of the neural network. In order to simplify the prediction model and effectively use the flow data while ensuring the prediction accuracy, the initial selection rule of the data in the spatial dimension of the simulation data is to select the data of the six monitoring points with the highest correlation with the predicted points. In addition, the optimal input spatial data for the model using the STFSA algorithm is redefined by the algorithm based on specific prediction problems. The specific algorithm of STFSA will be given in Section 2.4.
C. MATRIX CONVERSION OF TRAFFIC FLOW DATA
According to the analysis of the temporal and spatial correlation of traffic flow data, the traffic flow data are extracted according to the time dimension and the spatial dimension to construct a space-time correlation matrix with traffic flow information, which is defined according to the following rules:
In this matrix, Q represents the time lag of the input data, and P represents the number of detection points selected by the spatial correlation analysis. The constructed spatiotemporal traffic data matrix is considered as the input data VOLUME 7, 2019 of the model, and the traffic flow at the predicted time of the predicted point is used as the output of the model.
D. SPACE-TIME FEATURE SELECTION ALGORITHM
Feature selection methods fall into three broad categories: filter, wrapper, and embedding.
Filter: Firstly select the feature of the dataset, and then train the learner. The feature selection process has nothing to do with the subsequent learning process. The famous one is the relieve (relevant features) method, which designs a ''correlated statistic'' to measure the importance of the feature. The specific approach is to find the nearest neighbor sample x j of the same classification for each training sample x i , and the nearest neighbor sample x k which is not a classification. If diff(x i , x j )t represents the difference between x i and x j on the attribute t, then the correlation statistic calculates: the difference between the square of diff(x i , x k ) and the square of diff(x i , x j ) at all The average on the sample.
Embedding: Embedded feature selection combines the feature selection process with the learner training process.; that is to say, the feature selection is automated in the learner training process.
Wrapper: The wrap feature selection directly employs the model performance that will ultimately be used as the evaluation criteria for the feature subset. Therefore, it is better than the filter selection, but because the learner is trained multiple times during the feature selection process, the overhead is usually much larger than the filter type, and the LVW method is more typical. It uses a random strategy for subset search under the Las Vegas Method framework, and uses the error of the final classifier as a feature subset evaluation criterion.
The purpose of the wrapped feature selection is to select a subset of features that are ''tailor-made'' for a given learner that is most beneficial to its performance. Since the wrap feature selection method is optimized directly for a given learner, the wrap feature selection is better than the filter feature selection from the final learner performance. On the other hand, the learner needs to be trained multiple times during the feature selection process, so the computational overhead of the wrapped feature selection is usually much larger than the filtered feature selection.
The LVW algorithm is simple and straightforward. As the number of samples increases, the probability of getting the correct result gradually increases. If the correct result has been found during the random sampling process, the method can discriminate and report.
In this study, a STFSA based on the wrapped feature selection method (LVW) [21] was chosen.
As shown in equation (2), it is assumed that the combination of different time-delay Q of the input data and the number of different spatial data collection points P constitutes an input space I, and each element R in the input space is a specific input delay Q * Consists of the number of data collection points P * . STFSA can be expressed by the following formula:
STFSA is an algorithm for finding network inputs that exhibit the highest prediction accuracy on a validated data set. The addition of item α |d| is a compromise between network complexity and prediction accuracy. The specific calculation process is as follows:
III. CONSTRUCTION OF SHORT-TERM TRAFFIC FLOW PREDICTION GRU MODEL
Whether it is a convolutional neural network or an artificial neural network, the premise is that the elements are independent of each other, and the inputs and outputs are independent, e.g. cats and dogs. But in the real world, many elements are connected to each other. Some tasks need to be able to better process the sequence information, that is to say, the previous input and the subsequent input are related, for example, changes in stocks over time; The RNN network introduces directional loops, handling the contextual correlation between those inputs. The RNN network remembers the previous information and uses the previous information to influence the output of the following nodes.
LSTM is the Long Short Memory Network, which is actually a variant of RNN. It can learn long-term dependence information. The state calculation formula of RNN according to the chain derivation method will cause the gradient to become a multiplication form, and the sigmoid less than 1 will make the multiplication much smaller. In order to solve this problem, scholars have adopted an accumulated form, and the derivatives are also accumulated to avoid the disappearance of the gradient. LSTM uses the cumulative form, but its implementation is more complicated. After the RNN model is expanded, the hidden layers are interconnected at multiple times, and all of the cyclic neural networks have a duplicate network module. RNN's repetitive network module is simple, with only one tanh layer. The structure of the LSTM repeating network module is much more complicated. It Includes three gates, namely the forget gate, the input gate and the output gate. Each door is responsible for the difference. The forget gate is responsible for determining how many unit states of the previous moment are retained to the current state of the unit. The input gate is responsible for determining how many current moments of input are retained to the current state of the unit, while the output gate is for determining how much output the unit state has at the current time.
GRU, a type of RNN, is a very good variant of the LSTM network. It not only inherits the advantages of the RNN model to automatically learn features and effectively model long-distance dependent information, but also keeps the RNN prediction performance and has a significant increase in speed, while maintaining the effect and making the structure simpler. GRU is simpler and more effective than the LSTM network. Three gate functions are introduced in LSTM: input gate, forget gate, and output gate. There are only two gates in the GRU model: the update gate and the reset gate. class processing, it is more recommended to use GRU to train than LSTM. What is special about these two gating mechanisms is that they are capable of storing information in long-term sequences that are not cleared over time or removed because they are irrelevant to prediction [22] .The GRU model is described below. Forget gate, input gate, and output gate are employed in the LSTM neural network. These ''gate'' are designed to control the state of the cells by eliminating or enhancing the input information into the nerve cell unit. The GRU neural network has improved the ''gate'' design, integrating the forgetting gate and the input gate in the LSTM into an Update Gate. That is, the cell structure originally composed of three ''gates'' is optimized into two ''gates'' into the cellular structure. At the same time, the Cell State has been merged and other improvements have been made [23] - [29] . The overall GRU neural network structure is shown in Figure 1 .
As the traditional recurrent neural network, the GRU neural network is also a chain model composed of multiple neural unit modules. In the traditional recurrent neural network, neuron A may be just the simplest tanh function or ReLU function. But in GRU, neuron A is a more complex threshold structure. The detailed structure of a single neuron is shown in Figure 2 .
Neurons of the GRU neural network are expressed using mathematical formulas as: The individual nerve cells in the GRU neural network will now be decomposed in detail. First, as shown in Figure 3 , is the representation of the update gate in the GRU neural network. According to Z_t in Fig. 3 and formula (4) , an update gate is shown, h_t-1 represents the output of the previous neuron, X_t represents the input of the current neuron, W_z represents the weight of the update gate, and σ represents the sigmoid function. The update gate Z_t is obtained by adding the output h_t-1 of the previous neuron and the input X_t of the current neuron, multiplying by updating the gate weight W_z, and then using the sigmoid function. For the update gate Z_t, when the value is larger, the more information indicating the current neuron to be retained, and the less information to be retained by the previous neuron.
Then the Reset Gate model in the GRU neural network is shown in Figure 4 . According to r_t in Fig. 4 and formula (5), a reset gate is shown, h_t-1 represents the output of the previous neuron, X_t represents the input of the current neuron, W_r represents the weight of the reset gate, and σ represents Sigmoid function. The reset gate r_t is obtained by adding the output h_t-1 of the previous neuron to the input X_t of the current neuron and multiplying by the reset gate weight W_r, and then using the sigmoid function. For the reset gate r_t, when the value of the equation is 0, it means that the information from the previous neuron is discarded. That is, as long as the input of the current neuron is input, this allows the current neuron to discard some of the useless information of the previous neuron.
Second, the pending output value model in the GRU neural network is shown in Fig. 5 . According to Figure 5 and h_t' in Equation (6), the output value to be determined in this neuron is represented, and r_t represents the reset gate, h_t-1 represents the output of the previous neuron, X_t represents the input of the current neuron, W represents the weight of the updated gate, and tanh represents the hyperbolic tangent function. The pending output value h_t' is obtained by multiplying the output of the previous neuron, h_t-1, and the reset gate r_t, with the input X_t of the current neuron, multiplying by the weight, and finally using the hyperbolic tangent function.
The output value model in the final GRU neural network is shown in Figure 6 . According to Fig. 6 and formula (7) , h_t represents the output value of the current neuron, Z_t represents the update gate, h_t-1 represents the output of the previous neuron, and h_t' represents the pending output value in the current neuron. The output value h_t of this neuron is a value obtained by subtracting the update gate Z_t from 1 and multiplying the output value h_t-1 of one neuron. This value is then added to the value obtained by multiplying the update gate Z_t by the pending output value h_t' in this neuron.
IV. EXPERIMENTAL STEPS AND RESULTS
In this section, the detailed steps of the experimental implementation and the analysis of the experimental results are described. In order to evaluate the effectiveness of the proposed method, two other models are used for comparative experiments [30] - [38] , Convolutional Neural Network (CNN) and Gated Recurrent Unit (GRU) models. The regression prediction results were evaluated using several indicators of MAE, MSE, RMSE, and MAPE [39] - [45] .
A. EXPERIMENTAL STEPS
This study firstly analyzes the correlation of input traffic data, initializes the relevant time lag and the number of spatial segments used for prediction according to the selection rules, and constructs a neural network prediction model using the initialized network data. After the prediction model is established, the time lag of the best input data and the number of spatial segments are determined by STFSA. In terms of predictive model selection, this paper selects GRU as the predictive model and processes the matrix data containing relevant traffic information. Figure 7 is a traffic flow forecasting framework.
The experimental steps are as follows:
Step1: Select experimental data;
Step2: Analyze the temporal and spatial correlation of traffic data;
Step3: Introduce a spatiotemporal feature selection algorithm (STFSA);
Step4: The extracted traffic flow data are processed according to the time dimension and the spatial dimension to construct a space-time correlation matrix with traffic flow information;
Step 5: Input the constructed space-time traffic data matrix into the GRU prediction model;
Step 6: The traffic flow at the predicted time of the predicted point is used as the output of the GRU prediction model.
B. EVALUATION FUNCTION
This study used Mean Absolute Error (MAE), Root Mean Squard Error (RMSE), and Mean Absolute Percentage Error (MAPE) to evaluate regression prediction results [46] - [50] .
MAPE is the average of the absolute values of relative percentage errors. It can be used to evaluate the prediction results of a model. The calculation formula is as follows: MAE is the average absolute error, which is calculated as follows:
RMSE is the root mean square error. The root mean square error is also called the standard error. It is the square root of the ratio of the square of the deviation between the observed value and the true value and the number of observations. The root mean square error is used to measure the deviation between the observed value and the true value. Standard error is very sensitive to very large or very small errors in a set of measurements. The formula is as follows:
In these four formulas, n is the sample size, y * is the predicted value, and y is the actual value. Figure 9 is the comparison of the true values of the traffic flow at various times throughout the day on June 20 th and the prediction results obtained using the prediction method proposed in this study. The lower part is the comparison of the true value of the traffic flow around 12 noon on June 20 th and the prediction results obtained using the prediction method proposed by the Institute. As can be seen from Fig.9 , the traffic flow began to climb from 6 am to 7 pm and peaked at around 8 am. Traffic flow remained relatively stable between 8 am and 12 noon, and traffic flow began to fall after 6 pm. The predicted value is in good agreement with the actual flow, and it can be seen that the algorithm is effective and feasible.
In order to analyze the prediction effect of the proposed method, this study also compares the three methods of CNN, GRU, GRU+STFSA, and the comparison results are shown in Figure 10 . The upper part of Fig. 10 is a comparison of the true values of traffic flow at various times throughout the day on June 20 th and the prediction results obtained using the three prediction methods. The lower part is a comparison chart of the true value of the traffic flow around 12 noon on June 20 th and the prediction results obtained by the three prediction methods. The advantage of feature extraction using CNN is that the user does not care at all about the specific features, that is to say, the encapsulation of feature extraction is implemented. And CNN can share the convolution kernel and has no pressure on high-dimensional data processing. However, CNN is too dependent on the GPU when training the network, and the efficiency on the CPU is much lower than that of the GPU. When the data is insufficient, the predicted result is quite different from the actual result. The existence of the pooling layer leads to the loss of many very valuable information, and also ignores the relationship between the whole and the part. The GRU network is simple, and highly efficient, which automatically learns features and effectively models long-distance dependent information as well as solving the gradient disappearance problem of the RNN by using an update gate and a reset gate. However, the GRU does not perform well in processing the timing series. Therefore, this paper proposes to use GRU+STFSA to predict the traffic flow with spatio-temporal characteristics. Table 1 shows the results of a 5 min traffic flow prediction using different algorithms. It can be seen that the MAPE value of CNN is 19.58%, which is lower than 20.78% of GRU, and its MAE value is 7.21, which is relatively lower than 7.20 of GRU. And the CNN has an RMSE value of 9.90, which is lower than the GRU. It can be concluded that CNN performs better than GRU in short-term traffic flow prediction. From the table, it can be also found that the GRU with the STFSA performs significantly better than the CNN and GRU in short-term traffic flow prediction. The MAPE value of GRU+STFSA is 17.80%, which is significantly lower than 19.75% of CNN and 20.78% of GRU. The MAE value of GRU+STFSA is also only 7.05, which is lower than CNN and GRU. Its RMSE value is 9.59, which is also lower than the first two. Through the comparative analysis of CNN, GRU and GRU+STFSA models, it is found that the addition of STFSA can effectively improve the prediction performance, and its RMSE, MAPE and MAE values are small.
E. ANALYSIS OF MULTI-STEP PREDICTION RESULTS
We further discuss the prediction performance of the proposed model and other models at different time periods, and predict the traffic flows of the next 10 min, 15 min and 20 min with different models, and compare their prediction performance. Table 2, Table 3 , and Table 4 compare the effects of different network models on traffic flow prediction at different time intervals.
The following conclusions can be drawn from Table 2 , Table 3 and Table 4 . First, as the prediction time increases, the prediction performance of the prediction model decreases. In the same prediction model, when the time interval is increased from 10min to 20min, the MAE of the CNN algorithm increases from 8.19 to 11.43, and the RMSE increases from 11.06 to 14.29. The MAE of the GRU algorithm increased from 8.33 to 12.59, and the RMSE increased from 11.39 to 16.36. The MAE of the GRU+STFSA model increased from 7.86 to 10.03, and the RMSE increased from 10.84 to 13.28. Second, the accuracy of predictions between different models varies with time intervals. When the prediction interval was extended from 5 min to 20 min, the MAE and RMSE of the GRU+STFSA model increased by 2.98 and 3.69, respectively. The MAE and RMSE of the CNN model increased by 4.22 and 4.39, respectively; the MAE and RMSE of the GRU model increased by 5.39 and 6.4, respectively. From the above data, it can be found that the GRU+STFSA model proposed in this paper has the smallest error, and the error growth rate is the slowest with the expansion of the prediction time. According to the discussion above, GRU+STFSA has good prediction accuracy and is stable on different time interval prediction problems.
V. CONCLUSION AND PROSPECT
This paper proposes a short-term traffic flow prediction model that combines spatio-temporal analysis with a GRU deep learning framework. Firstly, the spatio-temporal correlation analysis of the traffic flow data of this experiment is carried out, and the spatio-temporal feature selection algorithm is used to define the optimal input time interval and spatial data volume. Then the extracted traffic flow data are developed according to the time dimension and the spatial dimension to construct a space-time correlation matrix with traffic flow information. A five-layer GRU network is constructed to process the spatiotemporal feature information of the internal traffic flow in the matrix. Finally, the prediction results are compared with the results of CNN and GRU prediction. The results show that the proposed model is superior to CNN model and GRU model in accuracy and stability.
There exists some weakness about this paper, other factors (e.g. weather conditions,) of traffic flow are not considered, and only the traffic flow of a single road segment is predicted. Next, how to predict the entire roadway network is what we plan to continue in the future. GUOWEN 
