Gene networks regulate biological processes dynamically. However, researchers have largely relied upon static perturbations, such as growth media variations and gene knockouts, to elucidate gene network structure and function. Thus, much of the regulation on the path from DNA to phenotype remains poorly understood. Recent studies have utilized improved genetic tools, hardware, and computational control strategies to generate precise temporal perturbations outside and inside of live cells. These experiments have, in turn, provided new insights into the organizing principles of biology. Here, we introduce the major classes of dynamical perturbations that can be used to study gene networks, and discuss technologies available for creating them in a wide range of microbial pathways.
Introduction
Static perturbations have yielded fundamental biological insights. However, gene networks are inherently dynamic: they sense and respond to extra-and intracellular stimuli [1 ,2-4] , change internal state [5] [6] [7] [8] [9] , and regulate cell-level functions [10] [11] [12] [13] in time. Accordingly, precise temporal perturbations (and observations) are needed to fully understand gene network structure and function [14, 15 ].
An increasingly common approach is to use a continuous culture device to characterize the response of a network to time-varying extracellular perturbations [16 ,17-23, 24 ,25 ,26-34]. For example, when galactose is introduced in the absence of the preferred carbon source glucose, Saccharomyces cerevisiae rapidly induce transcription of galactose utilization (GAL) genes ( Figure 1a ) [35] . If glucose is subsequently added, glucose utilization genes are quickly activated while GAL genes are repressed [22] . To investigate the dynamics of this switch, Hasty and coworkers combined a custom microfluidic device ( Figure 1b Dynamic intracellular perturbations can be made by expressing network genes from non-native promoters [37,38,39 ,40-47] . In response to starvation, a fraction of Bacillus subtilis differentiate into metabolically inert, stress-resistant spores. Sporulation is induced by a multistep network resulting in phosphorylation and activation of the master transcription factor (TF) Spo0A. A suprathreshold concentration of phosphorylated Spo0A (Spo0A$P) was long thought to be sufficient to induce sporulation [48, 49] . However, Fujita and coworkers recently demonstrated that gradual Spo0A$P accumulation is also essential by expressing spo0A and its direct kinase kinC from different chemically-inducible promoters (Figure 1d ), such that the rate of accumulation and final level could be independently controlled (Figure 1e ,f) [39 ] . Furthermore, after the onset of starvation, Spo0A$P levels have been found to ramp up via a series of cell cycle-linked pulses of increasing amplitude [50, 51 ], though the role of these pulses are poorly understood. Therefore, an ideal experiment would be to express spo0A and kinC from inducible promoters and apply time-varying inducer levels to program Spo0A$P to increase in pulsatile and non-pulsatile manners, while monitoring Spo0A$P regulated genes and sporulation phenotypes.
Historically, there have been no technologies for programming precisely defined gene expression or protein activity dynamics 'on demand'. However, recent studies have overcome this limitation by combining mathematical modeling and computational control with custom hardware and time-varying chemical inducers [24 ,52,53 ,54 ] or genetically-encoded light switchable proteins (optogenetic tools) [55 ,56,57 ] . In several cases, the resulting perturbations have been used to reveal new dynamical properties of promoters and gene circuits [24 ,54 ,55 ]. Here, we introduce the different dynamical perturbations that can be used to study gene networks, and review recent technologies available for generating them.
Biological signals -an engineering perspective
Borrowing terminology and concepts from electrical engineering, we refer to genetically-encoded elements with basic functions (e.g. promoters, kinases, or gene circuits) as biological ''components'' [15 ] . The primary function of components is to transform input signals into outputs that can be relayed to other components ( Figure 2 ). For example, a regulated promoter may convert an active TF concentration into a transcription rate. An ''effector'' is an experimentally tractable agent, such as light (Figure 2a ) or osmotic pressure (Figure 2b ), that perturbs a biological signal(s) in a well-understood manner. ''Transducers'', such as membrane receptors or soluble TFs, convert effector signals into biological signals. Organism-level functions, such as metabolism or sporulation, are controlled by biological ''systems'', or networks of interconnected components. Alternatively, ''system'' can be used to describe any biological element(s) under study.
Ideally, if one understood how all components in a given system were connected, and how each transformed inputs into outputs, one would fully understand the system. However, the performance of some components can . The Spo0A regulon includes low-threshold genes such as RacA (involved in chromosomal segregation) and FtsZ (necessary for cell division during sporulation), and high threshold genes such as DivIVA (also required for chromosomal segregation). (e) When Spo0A$P is made to increase gradually, s H -induced RacA and FtsZ are expressed before DivIVA is repressed, allowing proper chromosome segregation and spore formation. (f) Unnaturally fast Spo0A$P increases cause DivIVA to be repressed before RacA and FtsZ can be produced, resulting in improper chromosome partitioning prior to cell division, and defective spores. change depending on the component(s) they are connected to [58, 59] . Additionally, components can interact indirectly by competing for shared resources or altering a property of the host cell that affects component performance, such as growth rate [15 ,60-65] . For example, highly expressed mRNAs can sequester ribosomes, reducing expression level and increasing expression stochasticity of other genes [64] , while additional operator sites can compete for TF binding and 'buffer' regulatory signals at other promoters [58, 65] . Synthetic biologists are currently developing frameworks for classifying and characterizing such context-dependent and indirect interactions so that systems-level processes can be understood as a straight-forward function of the components, and several key properties of the host cell and environment [15 ,66,67,68] .
Dynamical perturbations -signals
To dynamically characterize a system, one will typically expose it to one or more input signals ( ,124]. The sensor histidine kinase CcaS (transducer) is produced in a green light sensitive, dark-adapted ground state (termed Pg) wherein it acts as a phosphatase against the phosphorylated form of the response regulator CcaR (CcaR$P). Absorption of a green photon flips CcaS Pg to a kinase active red light sensitive state (Pr) where it phosphorylates CcaR to CcaR$P. Absorption of a red photon flips CcaS Pr back to the Pg state. The phosphoryl flux (kinase activity toward CcaR minus phosphatase activity toward CcaR$P) is a biological signal. A specific phosphoryl flux results in a specific concentration of CcaR$P, a second biological signal. An inducible promoter, P cpcG2 , is induced by CcaR$P, converting the second biological signal into a transcription rate, a third biological signal, which is the output of this system. (b) The S. cerevisiae osmotic stress response pathway [27-29,125]. The effector signal (osmotic pressure) is detected by two signaling branches, Sln1 and Sho1, and converted into kinase activity toward Hog1. In the Sln1 branch, Sln1/Ypd1/Ssk1 constitute a phosphorelay-like subsystem that transduces the osmotic pressure into phosphorylation of the mitogen-activated protein kinase kinase kinases (MAPKKKs) Ssk2 and Ssk22. Sho1, Hkr, and Msb2 are proposed sensors of the Sho1 branch, and their output is phosphorylation of MAPKKK Ste11. Phosphorylated Ssk2, Ssk22 and Ste11, in turn, phosphorylate the MAPKK Pbs2, which then phosphorylates Hog1. Phosphorylated Hog1 enters the nucleus and phosphorylates/activates several TFs, activating target promoters whose output is transcription rate of stress and glycerol-producing genes. What is the highest frequency input to which a system can respond? This frequency is the system's bandwidth. Reactions in a system must occur at least as quickly as the bandwidth [70, 71] .
What are the dominant (i.e. ratelimiting) processes of the system? These are the ones that operate on a timescale close to the bandwidth.
A simple linear model can be fit to the frequency response, which can shed light on the number and identity of dominant processes. This approach has been used to decompose the yeast osmotic shock response system into Hog1-dependent and independent components [28]. . These experiments revealed that CcaS-CcaR has a 5-minute delay, followed by a 1-28 minute transition from the initial to 50% of the final transcription rate, depending on the light intensity and sign of the step change. The experimental data were used to construct and parameterize a simplified ordinary differential equation model that quantitatively predicts output in response to much more complex dynamical inputs over 12 hours with high accuracy [55 ] .
Step response characterizations can be insufficient for systems containing feedback or feed-forward loops, which can have more complex dynamics such as outputs that depend on the rate of change of the input. Such systems are better characterized using 'ramps', or gradual transitions between two input levels ( (Figure 3c ). This rate-discrimination occurs via a slow negative feedback loop. The general stress response is Tools for dynamically perturbing gene networks Castillo-Hair, Igoshin and Tabor 117 activated by the alternative sigma factor s B , which is sequestered and inactivated by the anti-s B factor RsbW. If stress increases quickly, the anti-anti-s B factor RsbV is rapidly dephosphorylated, allowing it to bind and de-acti- (Table 1) . For example, Van Oudenaarden and coworkers used square waves of NaCl of increasing frequencies to investigate the Saccharomyces cerevisiae osmotic stress response (Figure 2b) [28]. Hog1 is a mitogen activated protein kinase (MAPK) that stimulates glycerol production, which increases membrane turgor, in response to increased osmotic pressure. The dynamical measurements revealed that the Hog1 pathway contains a previously unknown fast (5-minute) post-transcriptional response as well as a slower (15-minute) transcriptional response, ensuring that osmotic challenges are met quickly and that the response is sustained. A similar approach revealed that a Sln1-based signaling branch transmits effector signals to Hog1 at least twice as fast as the seemingly redundant Sho1 branch [29] which may produce a more reliable and faster response to mild osmotic stresses [74] .
Effectors and transducers
Effectors are the signal carriers used to make dynamical perturbations. The concentration of an ideal effector would be easy to control externally and adjust faster than the molecular biological processes being studied [75] . Ideally, a change in effector concentration would also be transformed into a biological signal instantaneously and the effector will not cross-talk with off-target transducers or pathways [15 ] .
The simplest approach is to use a 'native effector' -one to which a system being studied in its evolved context naturally responds. (Figure 1d-f) .
However, all chemical effectors have limitations. In batch culture, cell density increases over time, thus reducing the effector concentration per cell. If effector is not in excess, the strength of the perturbation may therefore change during the experiment. Additionally, though step increases can be generated by spiking in chemicals, step decreases require washing or dilution, which are slow and can introduce unwanted physiological perturbations. Finally, many chemicals must traverse one or more membranes before becoming accessible or inaccessible to the transducer. Transport introduces effector-specific time delays that can be poorly defined and put speed limits on the biological signals ultimately being used for characterization.
Light is an ideal effector because it can be precisely controlled in the wavelength, intensity, temporal, and spatial dimensions, suffers no transport delays, and has minimal cross-reactivity in most laboratory organisms. Recently, light-activated and de-activated transcriptional regulatory systems with wavelength specificities from the blue (430 nm) to far red (756 nm) have been engineered in E. coli [86] [87] [88] [89] [90] [91] 92 ]. The blue activated/dark-deactivated pDawn [87] , green activated/red de-activated CcaS-CcaR (Figure 2a ) [92 ] , and red de-activated/far red activated Cph8-OmpR [92 ] systems are TCSs with the desirable features of streamlined plasmid encoding, portability to most strains, low leaky transcription in the deactivating condition, and near or exceeding 100-fold light response. However, pDawn has a 2 hour delay prior to responding to blue light input, limiting its use for perturbing gene expression dynamics, while CcaS-CcaR and Cph8-OmpR are useful due to their 5 and 0 minute delays and programmable output dynamics [55 ] . Ultraviolet B (280 nm) [93] and blue [94, 95] activated, and red activated/far red de-activated [96] transcriptional tools based on lightswitchable protein dimerization and the yeast two-hybrid system have been engineered for S. cerevisiae, while CcaSCcaR and the blue light inducible vvd promoter have been used to express heterologous genes in Synechocystis PCC6803 [97] and Neurospora crassa [98] , where they are native. Additionally, blue/dark switchable proteolysis [99, 100] and nuclear/cytoplasmic translocation [101 ] systems have been engineered in S. cerevisiae. Combined with complementary advances in optical hardware, these optogenetic tools are making light an increasingly practical replacement for chemical effectors.
Hardware for controlling optogenetic tools in batch culture
Batch experiments are simple, inexpensive, and scalable. Several batch instruments have recently been designed for dynamical optogenetic perturbations. One example is the ''Light Tube Array'' (LTA) (Figure 3a) , a shaker/ incubator-mounted device that holds 64 culture tubes, each above independently programmable blue, green, red and far red light emitting diodes (LEDs). Olson and coworkers used the LTA to characterize CcaS-CcaR and Cph8-OmpR [55 ] . By combining the resulting mathematical models with a computational optimization algorithm to design light signals, the group could directly program sophisticated gene expression output signals from these TCSs. For example, using green light signals to create linear ramps and sinusoids of the tetracycline repressor (TetR) via CcaS-CcaR, the group demonstrated that the widely used P LtetO-1 promoter linearly transforms high TetR inputs into low transcriptional outputs with a 7 minute delay over a 4.5-fold range of TetR concentrations [55 ] (Figure 3a) . 96-well plate-based optogenetic instruments have also been built [102] and used to program more basic gene expression dynamics in E. coli and yeast [56, 103] . Plate-based devices should be compatible with the method of Olson and coworkers, while increasing throughput relative to the LTA.
Continuous culture
Continuous culture instruments overcome many limitations of batch by maintaining constant nutrient and effector levels and growth rates (chemostats) or cell densities (turbidostats), and are amenable to automated dynamical perturbations and both population and single cell measurements. However, the use of continuous culture in microbiology research has been limited by the fact that most devices are proprietary, expensive, and inflexible.
Recently, Klavins and coworkers designed the Flexostat (Figure 3b) , an open source, 8-chamber turbidostat built from 3D-printed parts and standard electronics that can be assembled by non-experts for under $2000 [104 ] . A computer feedback controller maintains desired culture densities by adjusting the media flow rate in response to optical density. GFP expression can be measured continuously using an embedded fluorimeter, and a 15 mL chamber volume permits $100 mL samples to be effluxed every $1 minute for off-line analysis. The Flexostat can also generate constant or time-varying chemical effector signals by drawing from one media source or alternating between two (Figure 3b) . However, because the flow rate matches the population doubling time, one doubling is required to dilute the effector concentration by 50%.
Blue LEDs were recently combined with a custom chemostat and integrated fluorescence microscope to control a blue light activated promoter while measuring gene expression in single S. cerevisiae cells [57 ] . By combining the method of Olson and coworkers [55 ] (Figure 3a ) with continuous culture devices, one could perturb and observe gene network dynamics with very high temporal resolution in controlled growth environments.
Microfluidics
Due to their nanoliter volumes, which permit media to be changed in seconds, and compatibility with time-lapse fluorescence microscopy, microfluidic devices are increasingly being used to characterize gene network dynamics in single cells [105, 106] . While groups often design custom devices for specific experiments, a single commercial platform was used to generate steps and ramps in the s B study (Figure 3c ) [16 ] , anhydrotetracycline steps and pulses to characterize an engineered TCS with negative feedback [107] , a-factor [31,32] and phosphate starvation steps and pulses [108] , and auxin [109] and KCl [73] square waves in recent studies of natural and synthetic yeast networks. A comparison of devices used in published yeast studies is given in a recent report of a longterm microchemostat for monitoring yeast aging [110] . ]. In the absence of stress, the TF Msn2 is maintained in the cytoplasm via phosphorylation by cyclic AMP (cAMP)-dependent protein kinase A (PKA) [111] . Different stresses induce Msn2 to dynamically translocate into and out of the nucleus, likely due to cAMP oscillations [112] . Information about the identity (e.g. glucose starvation, osmotic shock, or oxidative stress) and magnitude of the stress are encoded in the duration, amplitude, and frequency of Msn2 nuclear localization events, and different stresses result in different promoter responses [24 ,113] . To examine how Msn2 dynamics can be decoded by different promoters, O'Shea and coworkers combined PKA variants that are inhibited by the synthetic ligand 1-NM-PP1 with custom microfluidic devices. By applying different 1-NM-PP1 pulse sequences, the group programmed artificial Msn2 nuclear localization pulses of variable amplitude and duration, and oscillations of variable frequency [24 ,25,54 ]. Combined with mathematical modeling, these results showed that promoters with different TF binding affinities and activation kinetics can respond differently to the same TF dynamics, and that different TF dynamics preferentially activate different promoters [54 ] . The encoding of regulatory information in TF dynamics may sidestep the need evolve additional TFs [54 ] , enable proportional induction of large numbers of genes [114] , coordinate the timing of developmental decisions [51 ,115 ] , and have other benefits [1 ] .
To better understand gene regulatory dynamics, methods for directly programming biological signals could further be combined with single cell, transcriptomic, proteomic, and CRISPR/Cas-based approaches. For example, responses to 1-NM-PP1 driven Msn2 dynamics could be measured at the proteome-level using a recent chemostat array and the GFP-tagged yeast genome library [116] . Alternatively, the localization dynamics of Msn2 or other dynamically regulated TFs [117] could be directly programmed with light [101 ] at the single cell level using modern projection and computer control technologies [118, 119] . Chemical and optogenetic methods for programming gene expression dynamics could also be combined with RNA-guided CRISPR/Cas transcriptional activation/repression technologies [120 ,121 ,122 ,123] and FP-reporters or -omics analyses to send dynamical gene expression signals through virtually any gene network while observing how those signals propagate and affect phenotypes.
Conclusion
Genetic, hardware, and computational tools for making precise dynamical perturbations to microbial gene networks are advancing rapidly. When combined with modern observational methods and mathematical modeling, the perturbations enabled by these tools will likely revolutionize our understanding of the path from genotype to phenotype in a wide range of pathways and organisms.
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