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The ability to discriminate between simultaneously occurring noise sources in the local environ-
ment of semiconductor InGaAs quantum dots, such as electric and magnetic field fluctuations, is key
to understanding their respective dynamics and their effect on quantum dot coherence properties.
We present a discriminatory approach to all-optical sensing based on two-color resonance fluores-
cence of a quantum dot charged with a single electron. Our measurements show that local magnetic
field fluctuations due to nuclear spins in the absence of an external magnetic field are described
by two correlation times, both in the microsecond regime. The nuclear spin bath dynamics show
a strong dependence on the strength of resonant probing, with correlation times increasing by a
factor of four as the optical transition is saturated. We interpret the behavior as motional averaging
of both the Knight field of the resident electron spin and the hyperfine-mediated nuclear spin-spin
interaction due to optically-induced electron spin flips.
PACS numbers: 78.67.Hc, 73.21.La, 76.60.-k, 78.47.-p
I. INTRODUCTION
Semiconductor quantum dots (QDs) allow determinis-
tic trapping and manipulation of single charge and spin
carriers in a solid-state system1. Carrier wavefunctions
are spread over the 104-105 atoms that define the QD,
giving rise to a large oscillator strength and the per-
manent dipole moment of the excited state2. Interac-
tions of the QD ground and optically excited states with
electric and magnetic fields are manifest in the Zeeman
splitting of spin states and DC Stark shifts of transi-
tion energies2–4. While the sensitivity to ambient fields
can be exploited for metrology applications, for instance
electrometry5, or optomechanical coupling6–8, QDs con-
stantly sense fields arising from the interaction with un-
controlled charges of the environment and the QD’s bath
of nuclear spins. The resulting inhomogeneous dephasing
of a confined spin and the reduction of photon quality
are particularly detrimental to application in emergent
quantum technologies, where QD spins and photons have
shown promise as qubit candidates9,10. Hence, with re-
gards to applications there is great interest in identifying
and characterizing environmental fluctuation processes.
The physics underlying the environment fluctuations
can be traced back to a range of solid-state interac-
tions of fundamental interest. In particular, the inter-
action of a single resident electron spin with the bath of
N ∼ 104-105 nuclear spins exposes a multitude of inter-
esting effects11–13 that are inherent to the photophysics of
QDs. The contact hyperfine interaction can be described
as an effective magnetic field acting on the electron spin
where the fluctuation magnitude scales as 1/
√
N . This
instance of the ‘central spin problem’ has been widely
studied theoretically14–18 and the resulting electron spin
relaxation is expected to comprise three components with
distinct dynamics: electron spin precession in the effec-
tive magnetic field of the nuclei (Overhauser field), nu-
clear spin precession in the effective magnetic field of
the electron spin (Knight field), and nuclear spin dipolar
interactions. The inhomogeneous electron spin dephas-
ing occurring over a few nanoseconds as a consequence
of precession in the slowly changing nuclear Overhauser
field is well understood and measured19–21. Surprisingly,
first experimental data on the timescales of the nuclear
spin bath dynamics in QDs have only recently emerged,
reporting in one case correlation times of 100 µs (5.5
µs) for a resonantly driven negatively charged (neutral)
QD22, and in the other case nuclear coherence times of a
few milliseconds for a neutral QD23. The dynamics, as-
signed to nuclear dipolar coupling in both reports, were
obtained in the absence of an external magnetic field in
the former and at fields of a few Tesla in the latter case.
Studying nuclear spin bath dynamics for a driven QD is
complicated by the simultaneously occurring electric field
fluctuations which mask the optical signatures of the nu-
clear bath evolution. Recently, the advantage of resonant
excitation for sensitive measurements was demonstrated
by Kuhlmann et al., who identified two features in the
power spectrum of QD resonance fluorescence attributed
to electric and magnetic field noise22. However, a reliable
method to isolate the effects of nuclear spin fluctuations,
which would allow a direct study of their dynamics, is
still missing.
In this work we introduce resonance fluorescence fluc-
tuation spectroscopy as a general and highly sensitive ap-
proach to sensing the local environment of a QD. The res-
onant spectroscopy technique provides a means to quan-
tify not only dynamics and magnitudes of electric field
fluctuations, but also allows a direct study of nuclear spin
dynamics. The paper is organized as follows: In section
II we discuss how electric and magnetic field fluctuations
affect the QD’s optical properties, focusing on the inher-
2ent fluctuations of the solid-state environment and their
distribution functions. The experimental method is in-
troduced in section III where we use the intensity auto-
correlation function to characterize the fluctuations for a
single QD. Taking advantage of the excitonic transition’s
linear response to electric fields we use two-color excita-
tion to isolate noise in the resonance fluorescence of a
negatively charged QD solely due to magnetic field fluc-
tuations. Consequently, we unambiguously identify two
timescales associated with nuclear spin dynamics. Both
are shorter than the ∼ 100 µs expected for nuclear spin
bath relaxation via a dipolar interaction in bulk material,
but longer than ∼ 100 ns, which is predicted for electron
spin dephasing as consequence of the nuclei precessing in
the Knight field14. In section IV we find a strong depen-
dence of these timescales on the optical driving strength.
We discuss the relevance of optically induced electron
spin flips to nuclear spin dynamics, providing a tentative
explanation for our observations. Finally, we extract the
time-averaged magnitudes of both electric and magnetic
field fluctuations for several QDs in section V. We show
that the time-averaged fluctuations are consistent with
Gaussian electric and nuclear field distribution functions.
The standard deviation of those distributions, together
with the timescales, fully quantifies the QD’s local envi-
ronment.
II. ENVIRONMENT NOISE SOURCES
Figure 1 illustrates the effect of a fluctuating environ-
ment on the intensity of the QD’s fluorescence. The X1−
transition serves as a fluctuation sensor for both elec-
tric (left column) and magnetic (right column) fields. In
its ground state the QD contains a single electron and
an additional electron-hole pair (exciton) is added in the
excited state. In Fig. 1(a) we consider local charge traps
and impurities with fluctuating occupancy as sources of
a noisy electric field. The large permanent dipole of the
QD exciton renders the transition frequency sensitive to
the component in the QD growth-direction of this field
[Ez(t)], leading to a time-dependent linear Stark shift.
The local electric field strength is reflected in the in-
stantaneous resonance frequency of the QD transition.
In the limit of many contributing electric field sources
observed over a long time period a Gaussian distribu-
tion is a good description for the electric field probability
distribution24. Figure 1(b) depicts the resonance fluores-
cence intensity ‘jitter’ in the QD absorption lineshape for
such a distribution function. A measurement of the ab-
sorption lineshape that is slow compared to the timescale
of fluctuations would yield a Voigt profile in this case.
The amplitude of resonance fluorescence fluctuations due
to electric field noise corresponds to the variance of the
fluorescence in the jitter plot and we highlight its de-
tuning dependence here (see red arrows). In the bot-
tom panel [Fig. 1(c)] the ratio of fluorescence variance to
the squared fluorescence mean is plotted as a function of
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FIG. 1: (Color online)(a) A QD excited state energy level un-
dergoes a Stark shift proportional to a change of the electric
field component aligned with the dipole. Time-varying elec-
tric fields from local defects broaden the resonance of the opti-
cal transition. (b) QD absorption jitter for set of electric field
values Ez following a Gaussian probability distribution. The
variance of the fluorescence intensity, indicated by dotted red
lines, depends on the resonant laser detuning, here shown in
units of the natural linewidth Γ. (c) The sensitivity to electric
field noise is given by the intensity variance calculated from
(b), divided by the square of the absorption. (d) The nuclear
spin bath acts via the hyperfine interaction to produce an ef-
fective magnetic field (Overhauser field). Splitting of ground
states and a weak splitting of the excited states gives rise to a
four-level system where optical selection rules change with the
Overhauser field. (e) QD absorption jitter for a set of Over-
hauser field values from a three dimensional Gaussian distri-
bution. Intensity variance is indicated by dotted red lines for
two detunings. (f) Resulting sensitivity to Overhauser field
fluctuations calculated from the intensity variance in (e).
detuning, which represents the normalized fluorescence
fluctuation amplitude.
The effect of the interaction with the nuclear spin bath
is described in Fig. 1(d): the nuclear spins of Indium
(In), Gallium (Ga) and Arsenic (As) interact primarily
with the electron spin through the contact hyperfine in-
teraction. The cumulative effect of the hyperfine interac-
tion with the nuclear spin at each lattice site can be de-
scribed by a single magnetic field, the Overhauser field12.
Dynamics of this magnetic field modify the electronic en-
ergy levels [cf. four-level system in Fig. 1(d)] and, ac-
cordingly, fluorescence rates under resonant excitation at
3fixed frequency. We calculate the absorption lineshape
for a particular Overhauser field magnitude and orienta-
tion from the optical Bloch equations for the four-level
system (see Appendix A). The absorption jitter plot for
the fluctuating nuclear spin bath [Fig. 1 (e)] is obtained
by sampling over an isotropic Gaussian Overhauser field
distribution function12,25. We note that the model pre-
dicts a time-averaged Lorentzian absorption lineshape,
where the linewidth at saturation power is a factor of 1.5
larger than the power-broadened linewidth of an ideal
two-level system. An Overhauser field distribution of
σB = 25 mT standard deviation and an excited state
lifetime of T1 = 700 ps is assumed in this example cal-
culation (see Appendix A).
The calculated fluorescence fluctuation amplitudes dis-
played in Figs. 1 (c), (f) can be recovered directly in
experiments as bunching amplitudes in the autocorrela-
tion of the resonance fluorescence. Measurement tech-
niques and results for resonance fluorescence fluctuation
spectroscopy (RFFS) will be introduced in the follow-
ing section. We note that under electric field variation,
the fluorescence fluctuation amplitude is reduced on res-
onance in comparison to excitation at an intermediate
detuning, where the amplitude peaks and then decays as
detuning is increased. In contrast, variations in the Over-
hauser field produce the largest fluorescence fluctuations
at zero detuning and the sensitivity is clearly reduced
at finite detuning. We employ the contrasting detuning
dependence, pointed out in Ref. 22 before, in the follow-
ing section for a qualitative interpretation of fluctuation
amplitudes and again in section V to obtain numerical
values for electric and magnetic field noise.
III. RESONANCE FLUORESCENCE
FLUCTUATION SPECTROSCOPY
InGaAs QDs in a Schottky diode device are located in
a liquid Helium bath cryostat at 4 K temperature and
at 0 T external magnetic field. We use frequency and
power-stabilized lasers to resonantly excite single QDs in
continuous-wave mode and linear polarization. QD reso-
nance fluorescence is collected by means of a confocal mi-
croscope in a dark-field configuration26 and detected by
a single photon counting avalanche photodiode (APD).
Photon arrival times are registered by a time-to-digital
converter with a timing resolution of 81 ps and rebinned
in post-processing. We present results for three QDs,
labeled A, B and C in the main text and the appendices.
Figure 2 displays a set of RFFS measurements. Three
example photon detection time traces from QD A are
displayed in Fig. 2(a) for excitation on resonance and
detunings of ∆ = 310 MHz and ∆ = 720 MHz, where
the natural linewidth of the transition, Γ, is 270 MHz
in linear frequency. The excitation power corresponds to
a fifth of the saturation power, that is, s = 0.2, where
s = 2 (Ω/Γ)
2
and Ω is the Rabi frequency. The stan-
dard deviation expected due to Poissonian shot noise
is indicated by the thickness of white semi-transparent
stripes. To extract fluorescence dynamics over a wide
range of timescales we use the intensity autocorrelation
function g(2)(τ), where the variable τ specifies the time
delay between photodetections. Obtaining and analyz-
ing the autocorrelation of a fluorescence signal is a well-
known spectroscopy technique27,28, for example used to
quantify molecular diffusion dynamics29. Here, we ap-
ply this technique to single QD resonance fluorescence,
where fluctuations are instead due to the solid-state envi-
ronment. In the autocorrelation function the shot noise
limit corresponds to g(2)(τ) = 1, while super-Poissonian
correlation between photons will result in bunching, that
is, g(2)(τ) >1. Figure 2(b) displays the autocorrelations
corresponding to the time traces of panel 2(a) which con-
tain ∼ 107 time-tagged detection events for each time
trace, corresponding to acquisition times of 100-200 sec-
onds depending on the laser detuning. Systematic errors,
mainly due to APD afterpulsing, were accounted for by
taking- reference measurements of laser photon streams
at comparable count rates, and subtraction of the corre-
sponding autocorrelation from the QD resonance fluores-
cence autocorrelation (see Appendix B).
Fits of the experimental autocorrelations to a sum of
exponential decays, shown as red lines in Fig. 2(b), reveal
a set of distinct correlation times. In the case of telegraph
noise a single exponential decay is expected30 and a set of
correlation times indicates several fluctuation processes
are present: for QD A we resolve six timescales rang-
ing from about 10 µs to 1 s in the fit. Detailed data on
timescales and amplitudes of the individual correlation
decays are presented in Fig. 2(c). Amplitudes (left col-
umn) corresponding to correlation times (right column)
of ∼ 1 ms and longer are clearly reduced on resonance.
In contrast, the shortest correlation time amplitudes are
maximal on resonance. We compare this detuning de-
pendence with the discussion of noise amplitudes around
Fig. 1, and discern that electric field fluctuations make
the dominant contribution to noise on timescales of 1 ms
and longer. We label these timescales τ3 − τ6. In con-
trast, the detuning dependence of the τ1 process points
to magnetic field fluctuations as source of noise. How-
ever, the large number of noise sources present for this
QD can give rise to dependencies between fit parame-
ters and make a direct identification challenging. The
correlation amplitudes corresponding to τ2 (∼ 100 µs)
highlight the ambiguity in this approach: the detuning
dependence does not fit into a single category, suggest-
ing contributions from both noise sources. Similarly, we
cannot exclude the presence of electric field noise in the
fastest decay, at 10 µs, from this measurement while nu-
clear spin bath fluctuations could also be contributing to
longer correlation decays.
In order to discriminate the noise sources unambigu-
ously we isolate magnetic field noise in the QD fluores-
cence using two-color excitation. The concept is illus-
trated in Fig. 3(a) where the effects of magnetic (top)
and electric (bottom) field changes on fluorescence in-
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FIG. 2: (Color online) (a) Segments of resonance fluorescence time traces from QD A X1− driven below saturation, s = 0.28.
APD counts are binned to 200 µs resolution here. White bars display the standard deviations expected from Poisson statistics
(bar thickness) about the mean count rate. The respective excitation detuning is indicated in the legend. (b) Intensity
autocorrelations calculated from time traces presented in (a), data as circles, fit as line. Bunching amplitudes vary significantly
with detuning. (c) Fitting autocorrelations with multiple exponential decays reveals distinct decay timescales (right). Left:
amplitudes of autocorrelation decays are strongly dependent on laser detuning.
tensity are considered separately. At the top we con-
sider the QD absorption lineshape for two values of the
Overhauser field. An increase of the Overhauser field
from a small to a large value splits the QD ground states
and is reflected in a splitting of the absorption lineshape
which changes from the dashed to the continuous curve.
When two lasers of equal power drive the QD transi-
tion at equal and opposite detuning from resonance (indi-
cated by vertical lines) the change in absorption is equal
at both laser frequencies (cf. white arrows). In con-
trast, linear Stark shifts due to changes in the ambient
electric field, illustrated in the bottom sketch, cause op-
posite changes in intensity of resonance fluorescence at
each frequency. Figure 3(b) presents a resonance fluores-
cence time trace for excitation with a single laser (top)
at a detuning ∆ ∼ 250 MHz, which yields half the fluo-
rescence intensity compared to excitation on resonance.
The bottom time trace corresponds to excitation with
two lasers at detunings ±∆. The total laser power inci-
dent on the sample is identical in both cases and corre-
sponds to s ≈ 0.1 . The autocorrelation [cf. Fig. 3(c)] for
the two-laser excitation demonstrates a reduction of slow
(τ > 1 ms) decay processes by up to two orders of mag-
nitude in amplitude, while noise with short correlation
times remains. The suppression of electric field-related
noise in the fluorescence allows us to probe nuclear field
fluctuations with greater clarity, revealing two distinct
decays of τN1 = 6µs and τN2 = 40µs with similar ampli-
tudes where the subscript N specifies the origin as nuclear
spin noise. The next fastest correlation decay happens
on a 1.5 ms timescale and is reduced by a factor of 50
in comparison to single laser excitation, consistent with
residual electric field fluctuations. The correlation times
measured here can be compared to the established model
of nuclear spin dynamics in bulk GaAs and their effect on
electron spin dephasing14: precession of nuclear spins in
the Knight field of the electron is expected to cause elec-
tron spin relaxation on a timescale TK = 1/γK of a few
100 ns while dipolar interactions between nuclear spins
change the Overhauser field on a 100 µs timescale. How-
ever, strain in InGaAs QDs strongly modifies the dipolar
interactions23,31,32 and experimental considerations such
as the details of the sample structure and the impact of
optical excitation must be taken into account. In the fol-
lowing we will associate the fastest timescale, τN1 with
an effective Knight field precession time, and the second
timescale τN2 with an effective nuclear spin-spin interac-
tion time.
IV. NUCLEAR SPIN CORRELATION TIMES
FOR A DRIVEN QUANTUM DOT
Having established two timescales for magnetic field
noise in the QD fluorescence we examine their depen-
dence on external parameters. To obtain access to the
detuning dependence we use single-laser excitation. The
sensitivity to nuclear spin fluctuations is increased by se-
lecting a different QD (QD B) on the same sample that
has a smaller Stark coefficient, reducing the effect of elec-
tric field noise. It is also important to consider the ex-
cited state lifetime, as a short lifetime translates to a
broad natural linewidth Γ = (2piT1)
−1 and consequently
a smaller sensitivity to noise in general. For QD A we
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FIG. 3: (Color online) (a) Sketch of the noise balancing concept. Two-laser excitation at equal and opposite detuning renders the
resonance fluorescence intensity insensitive to small linear shifts in QD resonance frequency caused by electric field fluctuations
(bottom). Resonance fluorescence intensity noise due to Overhauser field changes is enhanced (top). (b) Upper panel: resonance
fluorescence time trace segment for QD A X1− under excitation with a laser detuned by half a linewidth. Lower panel: resonance
fluorescence from the same QD at identical total excitation power with two equally detuned lasers, enabling direct comparison.
White bars indicate shot noise from the mean count rates; in the case of two lasers the fluctuations about this are much reduced
in comparison to single laser excitation. (c) Autocorrelations of data from (b). Bunching amplitudes for time delays > 100 µs
are strongly suppressed for two-laser excitation. Bunching with characteristic decay times of 6 µs and 40 µs remains. The long
timescale amplitude is reduced by about two orders of magnitude whilst noise on shorter timescales remains, consistent with a
magnetic field origin.
measure T1 = (584± 10) ps, however for QD B we mea-
sure T1 = (693 ± 5) ps, yielding a greater overall sensi-
tivity to noise.
Figure 4(a) displays four autocorrelations for excita-
tion of QD B close to resonance. The excitation power
is varied from s = 0.1 to s = 2. The bunching amplitude
of the autocorrelation function decreases markedly as a
consequence of power broadening. This effect is analo-
gous to the dependence of noise sensitivity on the natural
linewidth: as the excitation power is increased the inher-
ent broadening of the absorption reduces sensitivity to
all fluctuations and consequently noise amplitudes. More
surprisingly, however, the dynamics at short time delays,
which we identified to be due to nuclear spin fluctuations,
slow down with increasing power. Figure 4(b) summa-
rizes the power dependence of the fast timescales for QD
B (dark filled circles). For reference we provide an addi-
tional set of data for QD C (light filled squares). Taking
QD B data in particular, the correlation times increase
from τN1 = (2.5±0.5) µs at s = 0.09 to τN1 = (11±1) µs
at s = 1.8. Similarly, τN2 increases from (13±2) µs to
(47±8) µs in the same range. In fact, the ratio of cor-
relation times is approximately constant in our measure-
ments, giving τN2/τN1 ∼ 4.5 in this case. QD C shows
qualitatively the same behavior.
We first provide a tentative explanation for the τN1
dynamics here by identifying the primary mechanism for
Overhauser field fluctuations as the precession of nuclear
spins in the Knight field of the electron. A power de-
pendence arises as a consequence of both the optically-
induced spin flips of the electron and in addition the
change of electron ground state population. First, we
note that the Knight field is present while the QD is in the
ground state. The field is negligible in the excited state
as the electrons form a spin singlet and the heavy hole has
a much weaker hyperfine interaction. Consequently, the
electron spin’s dephasing rate γN1 = 1/τN1 should scale
with the ground state population, and decrease in line
with the optical saturation to half its maximum value
at high probing power. Furthermore, the Knight field
is affected by the electron spin lifetime. Electron spin
flip rates γsp comparable to, or larger than, the nuclear
precession rate in the electron’s Knight field result in a
motional averaging and suppress the effect of the Knight
field. Contributions to the electron spin flip rate in our
experiments include spin-flip co-tunneling processes and
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FIG. 4: (Color online) (a) Autocorrelations for QD B X1−
for close to resonant (∆ ∼ 0 MHz) driving. The saturation
parameter (indicated by the legend) is varied between s =
0.09 and s = 1.8. (b) Correlation times of the nuclear spin
bath, extracted from exponential fits to the data (not shown),
show a strong dependence on the driving power.
optically induced spin flips. Spin-flip Raman transitions
in the 4-level system (cf. Fig. 1) are allowed for Over-
hauser field configurations with a component in the plane
perpendicular to the growth axis. Spin pumping via this
channel occurs on average after three optical cycles in
the absence of an external field25 such that we obtain a
cumulative spin flip rate:
γsp = γcot +
s
2 (1 + s) T1
× 1
3
. (1)
The co-tunneling spin-flip rate γcot for this sample was
measured using a protocol similar to the one detailed in
Ref. 33 to be ∼ (100µs)−1. The second term in Eq.
(1) describes the rate of optically-induced spin flips. It
gives spin flip times of tens of nanoseconds at low excita-
tion power and below ten nanoseconds above saturation.
Comparing the two contributions we note that the effect
of co-tunneling is negligible in our device. We find that
even for an excitation power corresponding to a tenth
of the saturation power a significant motional averaging
effect of the Knight field should take place, effectively
prolonging electron spin dephasing due to nuclei precess-
ing in the Knight field into the microsecond range. We
may capture the dynamics in a phenomenological model
of the competition of rates which is plotted in Fig. 4(b)
as a dashed line:
γN1 ≈ γK
γK + γsp
γKρg, (2)
where γK is the unperturbed electron spin dephasing rate
arising from nuclear precession in the Knight field and ρg
is the QD ground state population.
For a QD of N nuclear spins the electron spin de-
phasing time due to Knight field precession scales as
TK ∼
√
NT?2,e, where T
?
2,e ∼ 1 ns is the electron spin
dephasing time in the Overhauser field14. For a QD of
average size, N ∼ 5×104, we obtain TK = 1/γK ∼ 200ns
which reproduces the power dependence we observe in
the data.
Concerning the origin of the correlation time τN2, we
may exclude direct dipolar coupling of nuclear spins as
the sole contributor because it is a local interaction that
depends only weakly on dynamics of the electron spin
state, or the QD ground state population. Instead,
hyperfine-mediated indirect coupling of nuclear spins,
which was shown to be an efficient mechanism for relax-
ation of dynamic nuclear spin polarization34,35 and elec-
tron spin dephasing17,36 is likely to be at the origin of the
τN2 correlation. The interaction strength of this second-
order process is at least equal to the dipolar interaction
in bulk material and dominates dynamics in strained QD
systems, where quadrupolar effects (and the Knight field)
suppress dipolar coupling. Hyperfine-mediated nuclear
spin interaction is dependent upon the electron spin state
and as such will also be susceptible to motional averaging
under electron spin flips in the same manner as nuclear
spin precession in the electron Knight field. It remains
an open question at this stage whether other (excitation-
power dependent) interactions37 take part in nuclear spin
dynamics at these timescales. The data indicate a corre-
lation time τN2 ∼ 10 µs in the absence of optical excita-
tion. We find quantitatively similar behavior for different
QDs on the same sample. We note that, in contrast to
the nuclear spin dynamics, correlation times associated
with electric field fluctuations display a speedup of about
a factor two for the same increase of excitation power.
Our results clearly demonstrate a dependence of the
dynamics of the nuclear spin bath on the strength of res-
onant optical excitation. Motional averaging due to spin
flips of the resident electron provide qualitative agree-
ment with our observations. The precise nuclear spin
dynamics in other devices are expected to be sensitive to
differences in the sample structure. Of particular impor-
tance is the size of the tunnel barrier separating the QD
layer from the doped back contact which determines the
7electron spin-flip co-tunneling rate. Our experimental
technique and the description with Eqs. (1), (2) remain
valid for different structures, but the relevance of the two
contributions in Eq. (1) is modified. While the spin-flip
co-tunneling timescale for our sample (35-nm barrier) is
about 100 µs in the center of the one-electron stability
plateau, a 25-nm barrier (compared to Ref. 22) can result
in Tcot in the nanosecond regime, therefore dominating
the rates in Eq. (1). As a consequence of the fast spin re-
cycling for narrow tunnel barriers, we expect the Knight
field to be entirely absent, and electron-mediated nuclear
spin interaction to be weak. In the limit of fast spin flips
we expect to recover a nuclear bath fluctuation time gov-
erned by direct dipolar coupling.
V. QUANTIFYING ELECTRIC AND
MAGNETIC FIELD FLUCTUATIONS
Magnetic and electric field correlation times for QDs
in our device are well separated (up to 50 µs for nuclear
spin bath fluctuations, beyond 1 ms for electric fields) so
that electric field fluctuations can be considered frozen
on the timescale of Overhauser and Knight field evolu-
tion. Here we employ this separation to quantify noise
magnitudes using the model discussed in Fig. 1. We first
calculate the time-averaged effect of a nuclear spin bath
with isotropic distribution function on the excited state
populations. Here, the sub-linewidth ground state split-
ting results in a broadened absorption lineshape (see Ap-
pendix A). Electric field fluctuations are then included
as a Gaussian distribution of transition resonance fre-
quencies. The electric field contribution to noise in the
fluorescence is found directly as the ratio of the resulting
variance to the square of the mean excited state popula-
tion. Our experimental data contain several processes on
different timescales associated with electric field fluctua-
tions, however we are able to characterize the combined
noise averaged over long measurement times with a single
field distribution function24. In this case it is the sum of
noise amplitudes that we are concerned with and there-
fore a non-Markovian model which treats dynamics on
multiple timescales independently is not required.
Taking the value of the measured autocorrelation func-
tion at a time delay where the dominant contributions
due to the nuclear field fluctuations have decayed (τ ∼
200 µs), we find the noise amplitude due to the electric
field happening on all (longer) timescales. In Fig. 5(a)
this fluctuation amplitude for QD A (data as circles) is
fit using the time-averaged model (curve) where free pa-
rameters are ∆EFWHM representing the full-width-half-
maximum of the electric field distribution function and
the standard deviation of the Overhauser field distribu-
tion σB. The simulation is in agreement with the data for
an Overhauser field with standard deviation σB = (22±2)
mT and a broadening of the optical transition by a Gaus-
sian distribution with a FWHM of (205±7) MHz. Taking
into account the measured Stark shift for this QD we ar-
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FIG. 5: (Color online) Example simulations of electric field
noise, where measured amplitudes are displayed as blue cir-
cles. Nuclear field noise amplitudes are displayed as squares.
(a) Electric field fluctuation amplitudes for QD A. Here fast
noise is masked by the large electric field noise contribution.
(b) Comparison to simulation for QD B. The short timescales
due to nuclear field fluctuations make a larger contribution in
this case.
rive at an electric field fluctuation distribution with a
FWHM of (3.2±0.1)103 V/m. For QD B we extract σB
= (25±2) mT and ∆EFWHM = (3.5±0.2)103 V/m, which
corresponds to a transition frequency broadening due to
electric field of (168±11) MHz [Fig. 5(b)]. We note that
whilst this model does not include the fluctuation pro-
cesses of nuclear spins explicitly, it is possible to obtain
a characteristic Overhauser field distribution through its
necessary impact on the underlying absorption lineshape.
The model is applicable for low to moderate QD excita-
tion. In this regime we find the extracted Overhauser
field distributions to be unaffected by excitation power.
The standard deviation of the Overhauser field distri-
bution we extract from sets of autocorrelations are con-
sistent between QDs and agree with values reported in
the literature inferred through other techniques38,39, as
8well as theoretical predictions14,15.
Comparing results from multiple QDs on the same de-
vice we find the amplitudes of electric field fluctuations to
vary by about a factor two. Recent experimental works
on the optical signatures of electric field fluctuations em-
ploying other techniques have shown a very wide range of
both amplitudes and timescales, ranging from nanosec-
onds to seconds24,40–42 depending on the study. It ap-
pears the presence of charge noise depends sensitively
upon material growth and device fabrication conditions
rather than being an inherent property of QDs (in con-
trast to nuclear spin noise). In the present device the
timescales of distinct electric field noise processes agree
very well between QDs even if amplitudes vary; see Ap-
pendix B for additional data on QD B. The consistency
of the timescales between QDs suggests the electric field
fluctuations are due to distinct classes of charge traps
present throughout the sample: the electric field noise
dynamics, characterized by their the correlation times,
are a global sample property. The noise amplitude for
a particular QD, however, is a local property, which de-
pends on the specific relative geometry of QD and noise
sources.
VI. SUMMARY AND CONCLUSIONS
In summary, we have investigated the contributions of
nuclear spin bath fluctuations and dynamic electric field
sources to the environmental noise of a QD in the pres-
ence of optical excitation. RFFS provides powerful tools
to quantify these processes, for instance through bunch-
ing amplitudes of the intensity autocorrelation. Two-
color excitation allows a clear distinction of the noise
origins and permits unambiguous identification of nu-
clear bath correlation times. Two distinct correlation
times associated with nuclear spin fluctuations are inter-
preted as arising from a partially shielded Knight field
and hyperfine-mediated nuclear spin interaction. A sep-
aration of nuclear (<50 µs) and electric field noise (>1
ms) timescales makes a comparison to a Markovian model
of time-averaged noise possible and allows us to quan-
tify the environmental fluctuations. In the present sam-
ple, the dominant noise due to electric fields is described
by a Gaussian distribution leading to spectral diffusion
of 100-300 MHz while the Overhauser field magnitude
corresponds to 22-25 mT at low excitation power. Our
approach permits the direct quantitative comparison of
individual QDs and different samples.
RFFS allows access to the rich physics of the central
spin problem in the context of a confined system that is
highly sensitive to both the inherent strain and interac-
tion with a nearby Fermi sea. Exploring this parameter
space in greater detail is the focus of future investiga-
tions. In addition, dynamics of the nuclear spin bath may
be studied in the absence of an interacting electron23,34.
Here, the two-color excitation scheme which allows exclu-
sive access to magnetic field fluctuations can be extended
Ω Ω Γ
rad
Γ
rad
Γ
GS
a
z
b
B
nuc
u
z
u
y
u
x
θ
B
||
B
B
nuc
3
1
4
2
FIG. 6: (Color online) (a) Level structure and transitions for
a negatively charged QD. Excited states decay radiatively, in-
dicated by black wavy arrows, with rate Γrad and the ground
state spin relaxes at ΓGS. In the absence of an external ap-
plied field the Zeeman splitting induced by the Overhauser
field introduces a sub-linewidth splitting and consequently
modifies the selection rules. (b) The instantaneous Over-
hauser field is decomposed in to cylindrical components in
our model.
to neutral QDs, where the two transitions split by the
fine structure are driven simultaneously. An extension of
this work in a different direction could be studying the
influence of feedback on the environment.
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APPENDIX A: MODEL OF BUNCHING
AMPLITUDES
1. X−1 absorption in the presence of Overhauser
field
The intensity of resonance fluorescence is directly pro-
portional to the excited state population, so we employ
the optical Bloch equations to calculate this in the case
of a negatively charged QD (X1− transition). The energy
levels are indicated in Fig. 6. In the absence of an ex-
ternal applied magnetic field the degeneracy of the spin
states is lifted due to the interaction with the ensemble of
104-105 nuclear spins in the QD. The hyperfine interac-
tion is composed of a direct dipolar interactions between
nuclear and electron/hole spins, and the dominant Fermi
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FIG. 7: (Color online) Absorption lineshape of an ideal two-
level system (blue) and the X1− 4-level system with Gaussian
Overhauser field of 25 mT standard deviation (black). The
ground (4-level system only) and excited state lifetimes cor-
respond to typical measured values.
contact interaction term11. For the heavy-hole wavefunc-
tions in a QD, which are derived from underlying p-type
orbitals, the interaction with the nuclear spins is of dipo-
lar form and an order of magnitude smaller than the
Fermi contact interaction with the electron spin43,44; it is
thus neglected. The Fermi contact hyperfine interaction
is treated as an effective magnetic field (the Overhauser
field) which provides the electron spin ground state quan-
tization axis. In Faraday geometry where an external
field is aligned with the growth axis, the ground state
electron spin is quantized along this axis, where we rep-
resent these states of ms = ±1/2 as |↑〉 = |1〉 and |↓〉 =
|2〉. In this situation diagonal transitions are forbidden.
Due to changes in the Overhauser field vector the elec-
tron ground state spin quantization axis shifts over time
and hence the selection rules are not fixed. In general,
the instantaneous eigenstates will be superpositions of
the spin states |↑〉 and |↓〉, allowing diagonal transitions
for most Overhauser field configurations. The term of the
Hamiltonian that describes the ground state coupling to
the Overhauser field BN can be expressed as
HˆHF =
1
2
µBge
−→
BN · −→σ
=
1
2
µBge
(
B‖(σ11 − σ22) +B⊥(eiθσ21 + e−iθσ12)
)
(A1)
where we define the projection operators σij = |i〉 〈j|,
with i, j = 1. . . 4 corresponding to one of the four levels of
X1−. The angle θ is indicated in Fig. 6. The additional
relevant physical parameters in our model are:
1. The spontaneous emission decay rate Γrad (see life-
time measurements in appendix B).
2. The QD-excitation field coupling strength given by
the Rabi frequency. For convenience we use the
parameter s = 2(Ω/Γrad)
2.
3. The ground state spin relaxation rate ΓGS.
4. The laser detuning from the transition frequency, δ
= ωQD − ωlaser.
In general, pure dephasing (decay of coherences for rea-
sons other than population decay) must also be consid-
ered. However, previous experiments on this sample have
demonstrated slow pure dephasing rates26, where mea-
surements of the excited state coherence time suggested
T2 ∼ 2T1 and so it is neglected in the discussion of the
model that follows. We take into account both the elec-
tric dipole term representing interaction with the laser
and the hyperfine term to write the Hamiltonian in the
frame rotating at ωlaser with respect to the laboratory
frame:
Hˆsystem = HˆHF + Hˆdipole. (A2)
The dipole interaction term can be written using the pro-
jection operators as:
Hˆdipole =
1
2
~Ω
(
e−iδt(σ13+σ24)+eiδt(σ31+σ42)
)
. (A3)
The time dependence of the resulting density matrix fol-
lows the Liouville von Neumann equation,
dρ
dt
= − i
~
[H, ρ] +
∑
m
L(ρ, Lm) (A4)
where m = 1,2,3,4 and
L(ρ, Lm) = LmρL†m −
1
2
{L†mLm, ρ}. (A5)
Relaxation of the ground state spin (ΓGS) and sponta-
neous emission processes (Γrad) are included in the Lind-
blad operators:
L1 = (ΓGS)
1
2σ12, (A6a)
L2 = (ΓGS)
1
2σ21, (A6b)
L3 = (Γrad)
1
2σ13, (A6c)
L4 = (Γrad)
1
2σ24. (A6d)
We measure resonance fluorescence intensity on
timescales longer than the radiative lifetime. Therefore
we are interested in the excited state population ρ33+ρ44
in the stationary limit dρdt = 0.
Next, we illustrate the effect of hyperfine coupling on
the optical properties of the QD by considering the re-
sulting absorption lineshape. Figure 7 compares the ab-
sorption lineshapes expected for an ideal two-level sys-
tem (blue curve) and the four-level QD system (black
curve) given an Overhauser field distribution with finite
variance. Typical values are chosen for the parameters
discussed above:
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1. Spontaneous emission rate Γrad = (2piT1)
−1, T1 =
700 ps.
2. Saturation parameter s = 1.
3. Ground state relaxation rate ΓGS = 2 x 10
−4 s−1.
4. Overhauser field standard deviation σB = 25 mT.
For the two-level system the curve represents the ex-
pected Lorentzian power-broadened lineshape. Interest-
ingly, in the case of the X1− level structure, we obtain a
Lorentzian lineshape again, albeit broadened. The am-
plitude of both curves, corresponding to the intensity of
resonance fluorescence, has been scaled to unity here,
while in actual fact, the intensity is reduced in the four-
level case, mainly due to spin pumping.
2. Autocorrelation bunching amplitudes
The intensity autocorrelation of a time-binned signal
written as {x1, x2, . . . , xN} with mean 〈I(t)〉 = x¯ has a
zero time delay amplitude given by:
g(2)(0) =
1
N
∑
i x
2
i
x¯2
. (A7)
This can be written directly in terms of the variance σ2
and the mean as
g(2)(0)− 1 = σ
2
x¯2
. (A8)
We therefore may relate the variance of our entire signal
time trace to the full amplitude of the autocorrelation.
In the following we will be considering the autocorrela-
tion amplitude of electric field noise in particular. Given
the clear division of nuclear spin and electric field-related
timescales found experimentally we can consider a cut-
off time in the autocorrelation that separates the two.
The autocorrelation amplitude at this cut-off point then
captures all fluctuations due to electric field noise.
3. Model of electric and Overhauser field
distributions
We assume that during the measurement time the full
range of possible electric field values is explored. The
transition frequency distribution P (∆δ) is represented
by a Gaussian distribution about a central resonant fre-
quency:
P (∆δ) =
1√
2piσ2E
exp
[
− 1
2
(∆δ
σE
)2]
. (A9)
Here ∆δ is the detuning with respect to the central fre-
quency arising from the electric-field induced Stark shifts.
The distribution has a standard deviation, σE , corre-
sponding to a full-width at half-maximum ∆FWHM =√
8 ln 2σE .
For the Overhauser field vector we choose an isotropic
Gaussian distribution
W (BN ) =
1
(2piσ2B)
3/2
exp
[
− 1
2
(BN
σB
)2]
, (A10)
where BN is the instantaneous Overhauser field vector
and σB is the standard deviation of the field
12,14. When
considering the combined effects of the two noise sources
we take advantage of the separation of timescales and
calculate the time-averaged effect of a fluctuating Over-
hauser field, that is, an absorption lineshape such as
found in Fig. 7. Resonance fluorescence noise ampli-
tudes due to electric field fluctuations are then obtained
by allowing the central frequency of the QD transition
to vary according to the probability distribution in Eq.
(A9).
4. Parameters relevant to the model
The sensitivity to electric and Overhauser field fluctua-
tions is determined by the underlying Lorentzian absorp-
tion spectrum of a QD transition. The radiative lifetime
T1 gives directly the natural linewidth of the transition,
where power broadening produces the linewidth under
excitation, ΓFWHM = (2piT1)
−1√1 + s. Consequently,
the sensitivity to both electric and magnetic field noise
drops rapidly as the QD transition is saturated. To model
the bunching amplitudes for a particular QD it is neces-
sary to measure both the radiative lifetime and satura-
tion behavior of every QD.
5. Additional data fit to the electric field
amplitude model
Here we present an example of the model applied to
QD C. The sum of electric field noise amplitudes and a
fit is shown in Fig. 8. We extract an Overhauser field
distribution with a standard deviation of (24 ± 2) mT.
The error in the fit presented in Fig. 8 is minimized for
electric field noise with an ∆EFWHM of (2.3 ± 0.1)103
V/m or, equivalently, a transition broadening of (147±5)
MHz.
6. Fit to autocorrelation bunching decays
Data is fit to a sum of multiple exponential decays in
order to extract rates of noise processes. Extracting indi-
vidual amplitudes is useful to identify the origins of each
component of noise. In appendix B we present further
correlation timescales and amplitudes found for QD B.
A single exponential decay with correlation time τc
is indicative of a single relaxation process, where the
corresponding power spectrum (directly related via the
Wiener-Khinchin theorem) is a single Lorentzian peak
11
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FIG. 8: (Color online) Fit of electric field noise amplitudes to
the model for QD C, where the QD is driven with saturation
parameter s = 0.86. The extracted standard deviation for
the underlying Overhauser field is 24 mT, and the Gaussian
distribution describing the shifts in resonant frequency due to
the electric field has a full width at half maximum of (147±5)
MHz.
with a width that is proportional to 1/τc
30. In our data
we are able to consistently extract between 4 and 6 expo-
nential decays, which suggests this is the number of dis-
tinct processes contributing to noise. We note that, in ad-
dition to exponential decays in the autocorrelations, a 1/f
component is also present at low frequencies. We model
electric field fluctuations by a Gaussian distribution of
resonant frequencies which is a good description for the
effect of noise upon photon counting statistics24. How-
ever, a Gaussian distribution is consistent with a large
number of electric field values, not initially in keeping
with a small number of charge traps. One picture is that
a relatively small number of independently fluctuating
charge traps, N, which can be occupied or unoccupied,
leads to 2N possible electric field values at the position of
the dot. In addition, single decay timescales in the auto-
correlation may be associated with many similar charge
traps rather than single locations, potentially increasing
N. There is also the possibility that the charge traps inter-
act; in this case a large number of traps with a range of as-
sociated timescales again result in Lorentzian noise spec-
tra and thus exponential decays in autocorrelations45.
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FIG. 9: (Color online) Data treatment for calculated auto-
correlation functions. Red curves show the raw autocorrela-
tions for both QD RF and laser output at a comparable count
rate. The blue curve is the difference between QD RF and
laser autocorrelations, and accounts for intensity fluctuations
inherent to the measurement apparatus, such as detector af-
terpulsing. (a) and (b) represent two examples recorded for
different parameters of the measurement system such as de-
tector count rate, laser frequency and power incident upon
the experimental set-up.
APPENDIX B: SUPPORTING DATA
1. Background correction of data
Figure 9 shows the treatment of measured autocorrela-
tion data for two examples. The autocorrelation function
for the detection of laser emission at comparable count
rate is subtracted from the autocorrelation measured for
QD fluorescence. This background data is taken with the
QD transition detuned from the resonant laser, where
the polarization suppression is relaxed to gain the same
photon count rates. While APD afterpulsing has a pro-
nounced effect at time delays up to about 1 µs, small
corrections resulting from the subtractions are visible for
time delays as large as 100 µs, rendering it necessary to
take into account background for all data. Further, the
autocorrelation function depends sensitively on experi-
mental settings, such as APD count rate or laser power
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FIG. 10: (Color online) Measurements of the radiative life-
time for QDs A, B, C using time-correlated single photon
counting under pulsed resonant excitation.
stabilization, and changes when equipment is exchanged.
For this reason the reference measurement of the laser
autocorrelation has to replicate experimental conditions
as closely as possible.
2. Lifetime measurements of QD A, B, C
The excited state lifetime T1 is measured under pulsed
resonant excitation, using an electro-optic modulator
with 10 GHz bandwidth driven by voltage pulses with
sub-50 ps rise and fall times. QD resonance fluorescence
detection times are recorded in bins of 162 ps width with
respect to a trigger signal derived from the pulsed volt-
age source. Data for the three QDs used in this paper
are plotted in Fig. 10, together with single exponential fit
functions. The error is the standard error in the mean for
independent fits to decay curves under repeated measure-
ment (four for QDs A and C and eight for QD B). The
timing resolution of the measurement system amounts to
∼ 350 ps.
3. Detailed autocorrelation amplitudes and
timescales for QD B
Figure 11 displays amplitudes and timescales as ex-
tracted from exponential fits to the measured autocor-
relation functions of QD B. As described in the main
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FIG. 11: (Color online) Autocorrelation decay amplitudes and
timescales for QD B, s = 0.92. The lower two panels are
identified as noise due to nuclear spin fluctuations, whilst the
upper four panels show a detuning dependence consistent with
underlying electric field fluctuations, as discussed in the main
text. All nuclear spin fluctuation timescales are again below
100 µs, whilst electric field fluctuations persist from 1 ms up
to seconds.
text the bottom two sets of panels represent nuclear field
fluctuations while the top panels describe resonance flu-
orescence fluctuations due to electric field noise. We cal-
culate correlation times up to ∼ 1 s from the resonance
fluorescence time traces as before, but note that noise
processes (due to electric field fluctuations) with consid-
erably longer correlation times take place in our samples
as well. These slow dynamics can be accessed in mea-
surements with long acquisition times, but are unlikely
to differ qualitatively from the electric-field noise we ob-
serve on faster timescales.
In comparison to data for QD A, cf. Fig. 2, decay
amplitudes related to electric field fluctuations are re-
duced by about a factor for QD B. However, we note
the timescales are very similar in the two cases and are
consistent with the values measured for other QDs of
the same sample, as expected when the noise arises from
sample-dependent defects.
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FIG. 12: (Color online) Left: the sample structure, indicating all MBE-grown layers. Right: post-growth Ohmic and Schottky
contacts are applied to the diode structure and a SIL is placed on the sample surface.
4. Sample structure
Our sample structure is illustrated in Fig. 12. Self-
assembled InGaAs QDs are incorporated into a Schottky
diode structure with a 35-nm tunnel barrier between the
QD layer and an n-doped layer. The diode heterostruc-
ture is grown above a distributed Bragg reflector to max-
imize photon outcoupling efficiency. Further enhance-
ment of photon collection is obtained by the presence of a
super-hemispherical solid immersion lens placed directly
on the semi-transparent Titanium Schottky contact on
the surface of the sample. For the current sample we es-
timate a photon outcoupling efficiency of up to 15 % for
QDs with emission wavelengths around 970-980 nm.
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