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Abstract
In this paper, we study the numerical solution of two-dimensional Fredholm integral equation by discrete Galerkin and
iterated discrete Galerkin method. We are able to derive an asymptotic error expansion of the iterated discrete Galerkin so-
lution. This expansion covers arbitrarily high powers of the discretization parameters if the solution of the integral equation
is smooth. The expansion gives rise to Richardson-type extrapolation schemes which rapidly improve the original rate of
the convergence. Numerical experiments con7rm our theoretical results. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we are concerned with discrete Galerkin and iterated discrete Galerkin methods for
the two-dimensional Fredholm integral equations of the second kind,
u(x; y) = g(x; y) +
∫ b
a
∫ d
c
K(x; y; t; s; u(t; s)) dt ds; (x; y) ∈ D: (1.1)
Here, u(x; y) is an unknown function, g(x; y) and K(x; y; t; s; u) are given continuous functions de-
7ned, respectively, on D=[a; b]×[c; d] and E={D×D×(−∞;∞)}, with K(x; y; t; s; u) nonlinear in u.
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Let K be the Urysohn integral operator:
(Ku)(x; y) =
∫ b
a
∫ d
c
K(x; y; t; s; u(t; s)) dt ds;
we can rewrite the integral Eq. (1.1) in operator form as
u= Ku+ g: (1.2)
The Galerkin and collocation methods are the two commonly used methods for the numerical
solutions of Eq. (1.1). The analysis for convergence of these methods is well documented in the
literature (see, for example [1–3,6–9] and in the references cited there). In [4,5] a general theory
was given for discretized versions of the Galerkin method for solving linear and nonlinear Fredholm
integral equations of the second kind, respectively. An error analysis of the superconvergence of the
iterated Galerkin and discrete Galerkin solutions was given. But the error expansions for numerical
solutions of Fredholm integral equations seem to have been discussed in only a few places. For
one-dimensional linear integral equations, Marchuk and Shaidurov [13, pp. 300–309], and Baker
[6, pp. 466–473] gave a careful analysis of a simple version of the Nystrom method. Under the
assumption of a uniform partition, McLean [14] obtained the asymptotic error expansions for nu-
merical solutions of Fredholm integral equations, including the Nystrom method, iterated collocation
method, and iterated Galerkin method. Lin et al. [12] gave a one term asymptotic error expansion
for the iterated collocation solution of Fredholm integral equations on an arbitrary mesh. Asymptotic
error expansion for the Nystrom solution of one dimensional nonlinear Fredholm integral equation
was given in [10]. In this paper, we consider the two-dimensional Fredholm integral equations of the
second kind, and asymptotic expansion for the approximate solution obtained by the iterated discrete
Galerkin method is developed to analyze the extrapolation method. We show that when piecewise
polynomials of p−1; q−1 are used, and interpolatory quadrature rules are used to evaluate the integrals
occurring in the Galerkin method, the iterated discrete Galerkin solution admits an error expansion
in the powers of the step-sizes h and k, beginning with terms in h2p and k2q. Thus Richardson’s
extrapolation can be performed based on this error expansion; and this will increase the accuracy of
the numerical solution greatly. The theoretical results are con7rmed by some numerical experiments.
We assume throughout this paper that the following conditions are satis7ed:
(1) Eq. (1.1) has a unique solution u∗(x; y) ∈ Cr+1(D);
(2) (I − K ′(u∗)) is nonsingular.
2. The Galerkin method
Before giving a more precise de7nition of the discrete Galerkin method, we review results for the
Galerkin method. Let (1)M and 
(2)
N denote, respectively, equidistant partitions of [a; b] and [c; d]
(1)M : a= x0 ¡x1 ¡ · · ·¡xM = b;
and
(2)N : c = y0 ¡y1 ¡ · · ·¡yN = d;
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h= (xi+1 − xi) = (b− a)=M; k = (yj+1 − yj) = (d− c)=N . These partitions de7ne a grid for D.
M;N = 
(1)
M × (2)N = {(xm; yn): 06m6M; 06n6N}:
Set
I (1)0 = [x0; x1]; I
(1)
m = (xm; xm+1] (m= 1; 2; : : : ; M − 1);
I (2)0 = [y0; y1]; I
(2)
n = (yn; yn+1] (n= 1; 2; : : : ; N − 1)
and
Im;n = I (1)m × I (2)n ; m= 0; 1; : : : ; M − 1; n= 0; 1; : : : ; N − 1:
We denote the 7nite element space by
S(−1)p−1; q−1(M;N ) = {u: u|Im; n = um;n ∈ p−1; q−1; 06m6M − 1; 06n6N − 1}:
Here, p−1; q−1 denotes the space of real polynomials of degree p− 1 in x and degree q− 1 in y.
We use the superscript (−1) in the notation for the above 7nite element space to emphasize that
it is not a subspace of C(D).
The Galerkin method for solving (1.2) is de7ned as follows. Find uhk ∈ S(−1)p−1; q−1(M;N ) such that
(uhk ; v) = (g; v) + (Kuhk ; v); ∀v ∈ S(−1)p−1; q−1(M;N ); (2.1)
where (·; ·) denotes the usual inner product in L2(D).
Let Phk denote the orthogonal projection of L2(D) onto S
(−1)
p−1; q−1(M;N ). Then, problem (2.1) can
be equivalently rewritten: Find uhk ∈ S(−1)p−1; q−1(M;N ) such that
uhk = Phkg+ PhkKuhk : (2.2)
Therefore, the iterated Galerkin solution, u˜ hk , corresponding to the above Galerkin solution uhk , is
given by
u˜ hk(x; y) = g(x; y) + (Kuhk)(x; y); (x; y)∈D: (2.3)
For the iterated Galerkin solution u˜ hk , it is straightforward to show that
(I − KPhk)u˜ hk = g (2.4)
and that
Phk u˜ hk = uhk : (2.5)
We 7rst give an explicit formula for Phku. Denote the inner product in the real Hilbert space
L2[0; 1] by
(u|v) =
∫ 1
0
u(t)v(t) dt: (2.6)
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Let ’0; ’1; : : : be the sequence of orthogonal polynomials associated with the inner product (2.6),
i.e. ’i(t) is a polynomial of degree i, and
(’i|’j) = &ij; i; j¿0:
In fact, let L0(t) = 1,
Li(t) =
1
2ii!
[
di
dti
(t2 − 1)i
]
; i¿1;
is the Legendre polynomial of degree i. Then the polynomial ’i is related to the Legendre polynomial
Li by
’i(t) =
√
2i + 1Li(2t − 1):
Now set
 j(s) =
√
2j + 1Lj(2s− 1):
De7ne
’im(x) =
{
h−(1=2)’i( x−xmh ); x ∈ [xm; xm+1];
0; x ∈ [0; X ] \ [xm; xm+1];
and
 jn(y) =
{
k−(1=2) j(y−ynk ); y ∈ [yn; yn+1];
0; y ∈ [0; y] \ [yn; yn+1]:
Then the functions {’im(x) jn(y)} (06i6p− 1; 06m6M − 1; 06j6q− 1 and 06n6N − 1)
form an orthogonal basis for S(−1)p−1; q−1(M;N ), therefore,
(Phku)(x; y) =
p−1∑
i=0
q−1∑
j=0
M−1∑
m=0
N−1∑
n=0
(’im jn; u)’im(x) jn(y): (2.7)
3. The discrete Galerkin method
The actual solution processes for Eq. (2.1) leads to an algebraic nonlinear system in which each
coeLcient of the system is an integral. It is clear that the integrals occurring in (2.1) and (2.3)
cannot in general be obtained in the analytic form. Hence, a further discretization step is needed: the
integrals have to be approximated by suitable quadrature formulas. When this is done, it is called
the discrete Galerkin method. We shall introduce this discrete method in this section.
Let ci, i = 0; 1; : : : ; p− 1 be the Gauss points in the interval (0; 1); the following quadrature rule
(3.1) is an interpolatory quadrature rule
R(g) =
p−1∑
i=0
wig(ci) ≈
∫ 1
0
g(t) dt; (3.1)
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whose abscissae satisfy 0¡c0 ¡ · · ·¡cp−1 ¡ 1. This quadrature rule is exact for all polynomials
of degree 2p− 1, but not exact for some polynomials of degree 2p or higher.
Let xm; i = xm + cih (m = 0; 1; : : : ; M − 1; i = 0; 1; : : : ; p − 1), from (3.1) we obtain a composite
quadrature rule
Rh(g) = h
M−1∑
m=0
p−1∑
i=0
wig(xm; i)≈
∫ b
a
g(t) dt: (3.2)
Similarly, let dj; j= 0; 1; : : : ; q− 1 be the Gauss points in the interval (0; 1). The quadrature rule
(3.3) is an interpolatory quadrature rule
S(g) =
q−1∑
j=0
w˜jg(dj) ≈
∫ 1
0
g(t) dt: (3.3)
From (3.3) we obtain a composite quadrature rule
Sk(g) = k
N−1∑
n=0
q−1∑
j=0
w˜jg(yn;j) ≈
∫ d
c
g(t) dt; (3.4)
where yn;j = yn + djk (n= 0; 1; : : : ; M − 1; j = 0; 1; : : : ; q− 1).
De7ning a discrete integral operator Khk :
(Khku)(x; y) = hk
M−1∑
m=0
N−1∑
n=0
p−1∑
i=0
q−1∑
j=0
wiw˜jK(x; y; xm; i; yn; j; u(xm; i; yn; j)): (3.5)
Using (3.2) and (3.4), de7ne a discrete semide7nite inner product:
(f; g)hk = hk
M−1∑
m=0
N−1∑
n=0
p−1∑
i=0
q−1∑
j=0
wiw˜jf(xm; i; yn; j)g(xm; i; yn; j); f; g ∈ C(D): (3.6)
To aid in the analysis of the discrete Galerkin method, we introduce a “discrete analog” of the
orthogonal projection operator Phk .
For u ∈ C(D), de7ne z = Qhku to be the unique element in S(−1)p−1; q−1(M;N ) that satis7es
(z; .)hk = (u; .)hk ; ∀. ∈ S(−1)p−1; q−1(M;N ): (3.7)
By calculating, we have
(Qhku)(x; y) =
p−1∑
i=0
q−1∑
j=0
M−1∑
m=0
N−1∑
n=0
(’im jn; u)hk’im(x) jn(y): (3.8)
Using Qhk , the discrete Galerkin method for solving (1.2) is de7ned as follows: Find zhk ∈ S(−1)p−1; q−1
(M;N ) such that
(I − QhkKhk)zhk = Qhkg: (3.9)
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Therefore, the iterated discrete Galerkin solution, z˜hk , corresponding to the discrete Galerkin solution
zhk , is given by
z˜hk(x; y) = g(x; y) + (Khkzhk)(x; y); (x; y) ∈ D: (3.10)
For the iterated discrete Galerkin solution of (3.10), we have
Qhk z˜hk = (Qhkg+ QhkKhkzhk) = zhk : (3.11)
Substituting it back into (3.10), we have z˜hk that satis7es
(I − KhkQhk)z˜hk = g: (3.12)
4. The asymptotic error expansion
We 7rst give the asymptotic error expansion of the discrete orthogonal projection Qhku.
Lemma 1. Let u(x; y) ∈ Cr+1(D), and let r¿max(p; q) be an integer. Then; for any (x; y) ∈
(xm; xm+1)× (yn; yn+1); m= 0; 1; : : : ; M − 1; n= 0; 1; : : : ; N − 1, we have
Qhku(x; y) =
r∑
/=0
r−/∑
0=0
h/k0u(/;0)(x; y)1/
(
x − xm
h
)
20
(
y − yn
k
)
+ O(hr+1 + kr+1); (4.1)
where
1/(4) =
p−1∑
5=0
p−1∑
i=0
’i(c5)’i(4)
(c5 − 4)/
/!
and 20(6) =
q−1∑
7=0
q−1∑
j=0
 j(d7) j(6)
(d7 − 6)0
0!
:
Proof. Let (x; y) ∈ (xm; xm+1)×(yn; yn+1). From (3.6) and recalling the de7nitions of ’im(x);  jn(y),
we have
(u; ’im jn)hk =
p−1∑
5=0
q−1∑
7=0
!5!˜7’i(c5) j(d7)u(xm + c5h; yn + d7k):
Let x = xm + 4h and y = yn + 6k, then, using Taylor’s theorem and writing it as polynomials in
h and k we obtain
(u; ’im jn)hk =
p−1∑
5=0
q−1∑
7=0
!5!˜7’i(c5) j(d7)u(x + (c5 − 4)h; y + (d7 − 6)k)
=
r∑
/=0
r−/∑
0=0
h/k0u(/;0)(x; y)
(
p−1∑
5=0
!5’i(c5)
(c5 − 4)/
/!
)q−1∑
7=0
!˜7 j(d7)
(d7 − 6)0
0!


+O(hr+1 + kr+1):
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Substituting the above expression into (3.8) we have
Qhku(x; y)
=
r∑
/=0
r−/∑
0=0
h/k0u(/;0)(x; y)
(
p−1∑
5=0
p−1∑
i=0
’i(c5)’i(4)
(c5 − 4)/
/!
)q−1∑
7=0
q−1∑
j=0
 j(d7) j(6)
(d7 − 6)0
0!


+O(hr+1 + kr+1)
=
r∑
/=0
r−/∑
0=0
h/k0u(/;0)(x; y)1/
(
x − xm
h
)
20
(
y − yn
k
)
+ O(hr+1 + kr+1):
The Lemma is proved.
Noticing that ci, i=0; 1; : : : ; p− 1 are Gauss points in the interval (0,1), the quadrature rule (3.1)
is an interpolation quadrature rule, we have
1/(4) =
p−1∑
5=0
p−1∑
i=0
’i(c5)’i(4)
(c5 − 4)/
/!
=
∫ 1
0
p−1∑
i=0
’i(9)’i(4)
(9− 4)/
/!
d9; /6p: (4.2)
Using the ChristoPel–Darboux identity [11, p. 342]
p−1∑
i=0
’i(9)’i(4) =
ap−1
ap
· ’p(9)’p−1(4)− ’p−1(9)’p(4)
9− 4 ; (4.3)
where ap denotes the leading coeLcient of the polynomial ’p(x). Noting that ’0; ’1; : : : are the
sequence of orthogonal polynomials, it is easy to show
1/(4) = 0; 16/6p− 1:
Similarly, we have
20(4) = 0; 1606q− 1:
From Lemma 1, we can obtain the following corollary:
Corollary 1. Let u(x; y) ∈ Cr+1(D), r¿max(p; q) be an integer. Then; for any (x; y) ∈ (xm; xm+1)×
(yn; yn+1); m= 0; 1; : : : ; M − 1; n= 0; 1; : : : ; N − 1, we have
(Qhk − I)u(x; y) =
r∑
/=p
h/u(/;0)(x; y)1/
(
x − xm
h
)
+
r∑
0=q
k0u(0; 0)(x; y)20
(
y − yn
k
)
+
r−q∑
/=p
r−/∑
0=q
h/k0u(/;0)(x; y)1/
(
x − xm
h
)
20
(
y − yn
k
)
+ O(hr+1 + kr+1);
where 1/(4); 20(6) are de7ned in Lemma 1.
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Lemma 2. Let V (x; y) =
∑r
i=0
∑r−i
j=0 h
ikjVi; j(x; y); Vi; j(x; y) ∈ Cr+1−i−j(D), i = 0; 1; : : : ; r; j =
0; 1; : : : ; r − i. Then, for any (x; y) ∈ (xm; xm+1)× (yn; yn+1); m= 0; 1; : : : ; M − 1, n= 0; 1; : : : ; N − 1;
we have
QhkV (x; y) = V0;0(x; y) +
r∑
i=0
r−i∑
j=0
hikjV˜ i; j
(
x; y;
x − xm
h
;
y − yn
k
)
+ O(hr+1 + kr+1);
where V˜ 0;0(x; y; t; s) = 0; for i = 0 or j = 0, V˜ i; j(x; y; t; s) =
∑i
/=0
∑j
0=0 V
(/;0)
i−/; j−0(x; y)1/(t)20(s).
Proof. For any (x; y) ∈ (xm; xm+1)× (yn; yn+1), from Lemma 1 we have
QhkV (x; y) =
r∑
i=0
r−i∑
j=0
hikjQhkVi; j(x; y)
=
r∑
i=0
r−i∑
j=0
hikj
r−i−j∑
/=0
r−i−j−/∑
0=0
h/k0V (/;0)i; j (x; y)1/
(
x − xm
h
)
20
(
y − yn
k
)
+O(hr+1 + kr+1): (4.4)
Write (4.4) as polynomials in h and k:
QhkV (x; y) =
r∑
i=0
r−i∑
j=0
hikj
i∑
/=0
j∑
0=0
V (/;0)i−/; j−0(x; y)1/
(
x − xm
h
)
20
(
y − yn
k
)
+ O(hr+1 + kr+1):
Now let V˜ 0;0(x; y; t; s) = 0, and for i = 0 or j = 0,
V˜ i; j(x; y; t; s) =
i∑
/=0
j∑
0=0
V (/;0)i−/; j−0(x; y)1/(t)20(s);
we can obtain Lemma 2.
Lemma 3 (Euler–MacLaurin summation formula). Let f(x; y) ∈ Cr+1(D), 06461, 06661. Then;
hk
M−1∑
/=0
N−1∑
0=0
f(x/ + 4h; y0 + 6k) =
r∑
i=0
r−i∑
j=0
hikj
Bi(4)
i!
Bj(6)
j!
[f(i−1; j−1)(x; y)]bx=a;
d
y=c
+O(hr+1 + kr+1):
where Bj(t) are Bernoulli polynomials; [f(−1;−1)(x; y)]bx=a;dy=c=
∫ b
a
∫ d
c f(x; y)dx dy; [f(x; y)]
b
x=a;
d
y=c=
f(b; d)− f(b; c)− f(a; d) + f(a; c).
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Lemma 4. Let f(x; y) ∈ Cr+1(D). Then we have
RhSk(f) = hk
M−1∑
m=0
N−1∑
n=0
p−1∑
i=0
q−1∑
j=0
!i!˜jf(xm; i; yn; j)
=
r∑
i=0
r−i∑
j=0
hikj
R(Bi)
i!
S(Bj)
j!
[f(i−1; j−1)(x; y)]bx=a;
d
y=c +O(h
r+1 + kr+1):
Next we turn to discussing the main theorem in this section—the asymptotic expansion theorem.
We 7rst consider linear two-dimensional Fredholm integral equations of the second kind:
u(x; y) = g(x; y) +
∫ b
a
∫ d
c
K(x; y; t; s)u(t; s) dt ds; (x; y) ∈ D: (4.5)
The integral Eq. (4.5) may be written in the operator form as
u= Ku+ g; (4.6)
where (Ku)(x; y) =
∫ b
a
∫ d
c K(x; y; t; s)u(t; s) dt ds.
Theorem 1. Suppose that the hypotheses of Lemma 2 are satis7ed; and g(x; y) ∈ Cr+1(D);
K(x; y; t; s) ∈ Cr+1(D × D). Then; for any (x; y) ∈ D; we have
(KhkQhkV )(x; y)
=
r∑
i=0
r−j∑
j=0
hikj
{
R(Bi)
i!
S(Bj)
j!
[
@i+j−2
@ti−1@sj−1
(K(x; y; t; s)V0;0(t; s))
]b d
t=a; s=c
+
i∑
5=0
j∑
7=0
p−1∑
/=0
q−1∑
0=0
!/!˜0
B5(c/)
5!
B7(d0)
7!
[
@5+7−2
@t5−1@s7−1
(K(x; y; t; s)V˜ i−5; j−7(t; s; c/; d0))
]b d
t=a; s=c
}
+ O(hr+1 + kr+1): (4.7)
Proof. According to de7nition (3.5) we have
(KhkQhkV )(x; y) = hk
M−1∑
m=0
N−1∑
n=0
p−1∑
/=0
q−1∑
0=0
w/w˜0K(x; y; xm;/; yn;0)QhkV (xm;/; yn;0): (4.8)
Using Lemma 2 we 7nd
QhkV (xm;/; yn;0) = V0;0(xm;/; yn;0) +
r∑
i=0
r−i∑
j=0
hikjV˜ i; j(xm;/; yn;0; c/; d0) + O(hr+1 + kr+1):
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Substituting this expression into (4.8) and using Lemmas 3 and 4 we have
(KhkQhkV )(x; y)
= hk
M−1∑
m=0
N−1∑
n=0
p−1∑
/=0
q−1∑
0=0
w/w˜0K(x; y; xm;/; yn;0)V0;0(xm;/; yn;0)
+
r∑
i=0
r−j∑
j=0
hikj
p−1∑
/=0
q−1∑
0=0
!/!˜0hk
M−1∑
m=0
N−1∑
n=0
K(x; y; xm;/; yn;0)V˜ i; j(xm;/; yn;0; c/; d0)
+O(hr+1 + kr+1)
=
r∑
i=0
r−j∑
j=0
hikj
{
R(Bi)
i!
S(Bj)
j!
[
@i+j−2
@ti−1@sj−1
(K(x; y; t; s)V0;0(t; s))
]b d
t=a; s=c
+
p−1∑
/=0
q−1∑
0=0
!/!˜0
r−i−j∑
5=0
r−i−j−5∑
7=0
h5k7
B5(c/)
5!
B7(d0)
7!
[
@5+7−2
@t5−1@s7−1
(K(x; y; t; s)V˜ i; j(t; s; c/; d0))
]b d
t=a; s=c
}
+ O(hr+1 + kr+1):
Writing the above expression as polynomials in h and k we can obtain Theorem 1.
Now we choose V0;0(x; y) = u?(x; y), and Vi;j(x; y) (i = 0 or j = 0), to satisfy the following
linear Fredholm integral equations:
Vi;j(x; y)−
∫ b
a
∫ d
c
K(x; y; t; s)Vi;j(t; s) dt ds
=
R(Bi)
i!
S(Bj)
j!
[
@i+j−2
@ti−1@sj−1
(K(x; y; t; s)V0;0(t; s))
]b d
t=a; s=c
+
i∑
5=0
j∑
7=0
p−1∑
/=0
q−1∑
0=0
!/!˜0
B5(c/)
5!
B7(d0)
7!
×
[
@5+7−2
@t5−1@s7−1
(K(x; y; t; s)(V˜ i−5; j−7(t; s; c/; d0)− (1− sgn(5+ 7))Vi;j(t; s)))
]b d
t=a; s=c
(4.9)
where
sgn(x) =


−1; x¡ 0;
0; x = 0;
1; x¿ 0:
From Theorem 1, we have
V (x; y)− (KhkQhkV )(x; y) = g(x; y) + O(hr+1 + kr+1): (4.10)
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Theorem 2. Let g(x; y) ∈ Cr+1(D); K(x; y; t; s) ∈ Cr+1(D × D); and u?(x; y) be a solution of
(4:5). Then; for su9ciently large M and N; the iterated discrete Galerkin solution z˜hk(x; y) can be
expanded as
z˜hk(x; y) = u?(x; y) +
[r=2]∑
i=p
h2iV2i;0(x; y) +
[r=2]∑
j=q
k2jV0;2j(x; y)
+
[r=2]−q∑
i=p
[r=2]−i∑
j=q
h2ik2jV2i;2j(x; y) + O(hr+1 + kr+1); (x; y) ∈ D; (4.11)
where Vi;j(x; y) (i = 0 or j = 0) satisfy Eq. (4:9).
Proof. For any (x; y) ∈ D, let @(x; y)=V (x; y)− z˜hk(x; y). Subtracting (3.12) from (4.10) we obtain
(I − KhkQhk)@(x; y) = O(hr+1 + kr+1): (4.12)
The operator series KhkQhk converge uniformly to K as h → 0+ and k → 0+. Note that (I − K)−1
exists and is uniformly bounded. It follows that (I −KhkQhk)−1 exist and are uniformly bounded for
all suLciently small values h and k. So we have
z˜hk(x; y) =
r∑
i=0
r−i∑
j=0
hikjVi; j(x; y) + O(hr+1 + kr+1); (x; y) ∈ D:
Thus, to complete the proof, we need only to verify that Vi;j(x; y) = 0 if i is odd or i62p− 1, j is
odd or j62q− 1.
Let Up−1(4; 9) =
∑p−1
m=0 ’m(4)’m(9). It is easily seen that the right-hand side of Eq. (2:13) is
related to the sum of products of
p−1∑
m=0
p−1∑
n=0
!m!nB5(cm)Up−1(cn; cm)(cn − cm)/; 0656i; 06/6i − 5;
q−1∑
m=0
q−1∑
n=0
!˜m!˜nB7(dm)Uq−1(dn; dm)(dn − dm)0; 0676j; 0606j − 7;
and the derivatives of Vi−5−/; j−7−0(x; y).
Note that
Lm(−4) = (−1)mLm(4);
’m(4) =
√
2m+ 1Lm(24− 1);
B5(9) = (−1)5B5(1− 9);
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it follows that
’m(1− 4) = (−1)m’m(4);
Up−1(1− 4; 1− 9) = Up−1(4; 9):
Hence, if 4′ = 1− 4 and 9′ = 1− 9, then
B5(9)Up−1(4; 9)(4− 9)/ = (−1)5+/B5(9′)Up−1(4′; 9′)(4′ − 9′)/;
Since ci, i = 0; 1; : : : ; p − 1 are the Gauss points in the interval (0,1), and quadrature rule (3.1) is
an interpolatory quadrature rule, we have cp−i−1 = 1 − ci, i = 0; 1; : : : ; p − 1, and !p−i−1 = !i for
all 06i6p− 1.
Combining these we obtain
A5/ =
p−1∑
m=0
p−1∑
n=0
!m!nB5(cm)Up−1(cn; cm)(cn − cm)/ = (−1)5+/A5/:
Now suppose that i is odd. If 5 + / is odd, then A5/ = 0. If 5 + / is even, then i − 5 − /¡ i
is odd. By the induction method we know that Vi−5−/; j−7−0(x; y) = 0. Therefore, we know that the
right-hand side term of Eq. (2:13) is equal to zero whenever i is odd. So Vi;j(x; y) = 0 whenever i
is odd.
To prove Vi;j(x; y) = 0 for i62p− 1, use the ChristoPel–Darboux identity
Up−1(4; 9) =
ap−1
ap
· ’p(9)’p−1(4)− ’p−1(9)’p(4)
9− 4 ;
and noting that ’0(4); ’1(4); : : : are the sequence of orthogonal polynomials, ci, i = 0; 1; : : : ; p − 1
are the Gauss points in the interval (0,1), quadrature rule (3.1) is an interpolatory quadrature rule,
we can prove that
A5/ =
p−1∑
m=0
p−1∑
n=0
!m!nB5(cm)Up−1(cn; cm)(cn − cm)/
=
∫ 1
0
∫ 1
0
B5(9)Up−1(4; 9)(4− 9)/ d4 d9= 0; 0656i; 06/6i − 5;
hence Vi;j(x; y) = 0 whenever i62p− 1.
Similarly, we have Vi;j(x; y) = 0 if j is odd or j62q− 1. The theorem is thus proved.
For two-dimensional nonlinear Fredholm integral Eq. (1.1), we choose W0;0(x; y) = u?(x; y), and
Wi;j(x; y) (i = 0 or j = 0), to satisfy the following linear Fredholm integral equations:
Wi;j(x; y)−
∫ b
a
∫ d
c
Ku(x; y; t; s; u?(t; s))Wi;j(t; s) dt ds
=
R(Bi)
i!
S(Bj)
j!
[
@i+j−2
@ti−1@sj−1
K(x; y; t; s; V0;0(t; s))
]b d
t=a; s=c
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+
i∑
5=0
j∑
7=0
p−1∑
/=0
q−1∑
0=0
!/!˜0
B5(c/)
5!
B7(d0)
7!
[
@5+7−2
@t5−1@s7−1
(Ku(x; y; t; s; u?(t; s))
× (W˜ i−5; j−7(t; s; c/; d0)− (1− sgn(5+ 7))Wi;j(t; s))
+fi−5; j−7(x; y; t; s; 9; @))
]b d
t=a; s=c
(4.13)
where W˜ 0;0(x; y; t; s) = 0, for i = 0 or j = 0; W˜ i; j(x; y; t; s) =
∑i
/=0
∑j
0=0 W
(/;0)
i−/; j−0(x; y)1/(t)20(s).
fi;j(x; y; t; s; 9; @)
=
i+j∑
p=2
1
p!
(
@
@u
)p
K(x; y; t; s; u?(t; s))

 ∑
51+···+5p=i
∑
71+···+7p=j
p∏
n=1
W˜ 5n;7n(t; s; 9; @)

 :
In analogy to Theorem 2, we obtain the following results.
Theorem 3. Let g(x; y) ∈ Cr+1(D); K(x; y; t; s; u) ∈ Cr+1(E); and u?(x; y) be a solution of (1:2).
Then; for su9ciently large M and N; the iterated discrete Galerkin solution z˜hk(x; y) can be
expanded as
z˜hk(x; y) = u?(x; y) +
[r=2]∑
i=p
h2iW2i;0(x; y) +
[r=2]∑
j=q
k2jW0;2j(x; y)
+
[r=2]−q∑
i=p
[r=2]−i∑
j=q
h2ik2jW2i;2j(x; y) + O(hr+1 + kr+1); (x; y) ∈ D; (4.14)
where Wi;j(x; y) (i = 0 or j = 0) satisfy Eqs. (4:13).
5. Numerical illustration
Consider the nonlinear Fredholm integral equation
u(x; y) = g(x; y) +
∫ 1
0
∫ 1
0
x
1 + y
(1 + t + s)u2(t; s) dt ds; (x; y) ∈ [0; 1]× [0; 1] (5.1)
where
g(x; y) =
1
(1 + x + y)2
− x
6(1 + y)
:
Its exact solution is u?(x; y) = 1=(1 + x + y)2. The solution of (5.1) will be approximated by
iterated discrete Galerkin method in the space S(−1)p−1; q−1(RM;N ), with p = q = 1. This space is the
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Table 1
N E(0)N 5
(0) E(1)N 5
(1) E(2)N 5
(2)
1 6.125E-2 1.539 7.685E-3 3.130 4.240E-4 4.809
2 2.108E-2 1.830 8.778E-4 3.668 1.513E-5 5.682
4 5.927E-3 1.950 6.905E-5 3.911 2.946E-7 5.864
8 1.534E-3 1.987 4.592E-6 3.976 5.059E-9
16 3.869E-4 1.997 2.917E-7
32 9.693E-5
piecewise constant 7nite element space. We choose uniform partitions with M =N; h=k=1=N; N =
1; 2; 4; 8; 16; 32. xm;1 = xm + c1h and yn;1 =yn +d1h (06m; n6N − 1), with c1 =d1 = 12 , w1 = w˜1 = 1.
The resulting nonlinear algebraic systems were solved by a Newton method.
Denoting by z˜hk(x; y) the iterated discrete Galerkin approximation with respect to this partition,
using Theorem 2 (or Theorem 3), for m=1; 2; : : :, we derive the Richardson extrapolation formulas:
z˜hkm (x; y) =
4mz˜h=2; k=2m−1 (x; y)− z˜hkm−1(x; y)
4m − 1 ; (x; y) ∈ D; (5.2)
where z˜hk0 (x; y) = z˜
hk(x; y).
These Richardson extrapolations yield a series of new approximations which generate approxima-
tions of higher and higher order. In fact, from the asymptotic error expansion, it is easily seen that
the function z˜hkm approximates u
? with an accuracy of order O(h2+2m + k2+2m).
Table 1 exhibits a summary of the predicted convergence orders.
For the ease of notation, we have E(m)N and 5
(i) in Table 1. E(m)N =max{|u?(x; y)−z˜hkm (x; y)|: (x; y) ∈
D}, and 5(i) = log2(E(i)N =E(i)2N ) are used as an estimate of the convergence order.
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