Various syntactical phenomena play an important role when developing grammars for natural languages. Among them are the dependencies (subordination) or valences, which are closely related to the complexity of the word-order of the language considered, and the number and types of categories that are used during the process of syntactic disambiguation. Here we present the freely rewriting restarting automaton (FRR-automaton), which is a variant of the restarting automaton that is tuned towards modeling such phenomena. We study proper languages of deterministic FRR-automata that are (strongly) lexicalized, where we focus on two types of constraints: the number of rewrites per cycle, which models the degree of valences within sentences, and the number of occurrences of auxiliary symbols (categories) in the sentences (words) of the corresponding characteristic language, which models the use of categories during the process of syntactic disambiguation. Based on these constraints we obtain four variants of two-dimensional hierarchies of language classes.
Introduction
Automata with a restart operation were introduced originally to describe a method of grammar-checking for the Czech language (see, e.g., [11] ). These automata, which work in a fashion similar to the automata used in this paper, started the investigation of restarting automata as a suitable tool for modeling the so-called analysis by reduction. Analysis by reduction in general facilitates the development and testing of categories for syntactic and semantic disambiguation of sentences of natural languages. It is often used (implicitly) for developing formal descriptions of natural languages based on the notion of dependency [12, 21] . In particular, the Functional Generative Description (FGD) for the Czech language that has been developed in Prague since the 1960s (see, e.g., [13] ) is based on this method.
FGD is a dependency based system. It does not only specify the surface structures of given sentences, but it also translates them into their underlying tectogrammatical representations, which are (at least in principle) disambiguated. Analysis by reduction then allows to obtain (in)dependencies through correct reductions of Czech sentences. It consists in stepwise simplifications (reductions) of a given (disambiguated) input string, that is, a string of tokens (word forms and punctuation marks) that is enriched with syntactical and semantical categories. This input string is simplified until the so-called core predicative structure of the sentence is reached. Each simplification replaces a small part of the sentence by an even shorter phrase.
The following simple example illustrates this process. Here, instead of adding categories on all morphological, syntactic, and semantic levels, we restrict ourselves to just certain simple syntactic categories to simplify the presentation.
Example 1.1. Consider the following sentence:
The means that the ladies mean are really mean.
Here the word mean(s) occurs in three different roles. Now this sentence is transformed into a sequence of tokens and, using some (in general nondeterministic) process, categories are added to these tokens to provide syntactic information:
<The> <means> <@noun> <that> <the> <ladies> <mean> <@verb> <are> <really> <mean> <@adj.>.
In fact, the latter process usually requires two major steps: first all possible categories are added to all tokens, and then based on context information all but one category are removed from each token in the process of disambiguation. Here we have only displayed some of the tokens in the fully disambiguated form of the sentence to preserve readability. Now the analysis by reduction is applied to this fully disambiguated form of the sentence. In our example a possible first reduction step could remove the phrase <that> <the> <ladies> <mean> <@verb>, which would give the sentence <The> <means> <@noun> <are> <really> <mean> <@adj.>.
In the next step the token <really> could be removed, resulting in the simple sentence <The> <means> <@noun> <are> <mean> <@adj.>.
which could then be accepted as syntactically correct.
The original motivation for introducing the restarting automaton was the desire to model this process. In fact, many aspects of the work on restarting automata are motivated by the basic tasks of computational linguistics (e.g., devising multilevel language descriptions, see [13] ) as well as by applied tasks (e.g., constructing grammar checkers for free word-order languages [11] ). More about the motivation and about the corresponding literature can be found in [17, 20] .
Various restricted versions of restarting automata and various constraints for them are considered in the literature. In particular, a monotonicity constraint has been introduced for restarting automata which is based on the idea that from one rewrite operation to the next within a computation, the actual place where the rewriting is performed must not increase its distance from the right end of the tape. Monotone restarting automata essentially model bottom-up context-free analyzers. Accordingly, it has been shown that monotone restarting automata (with auxiliary symbols) characterize the class CFL of context-free languages, and various restricted versions of deterministic monotone restarting automata (with or without auxiliary symbols) characterize the class DCFL of deterministic context-free languages [6] .
Also a generalization of the constraint of monotonicity has been considered, which models the generalization from bottom-up one-pass parsers to bottom-up multi-pass parsers. For an integer j ≥ 2, a computation is called j-monotone if the corresponding sequence of rewrite steps can be partitioned into at most j interleaved subsequences such that each of these subsequences is monotone. It has been shown that by increasing the value of the parameter j, the expressive power of restarting automata without auxiliary symbols is increased [8] .
Here we formalize analysis by reduction by using deterministic restarting automata for proper languages. These automata work on so-called characteristic languages, that is, on languages that include auxiliary symbols (categories) in addition to the input symbols (see Example 1.1). The proper language is obtained from a characteristic language by removing all auxiliary symbols from its words (sentences). By requiring that the automata considered are lexicalized we restrict the lengths of the blocks of auxiliary symbols that are allowed on the tape by a constant. This restriction is quite natural from a linguistic point of view, as these blocks of auxiliary symbols model the meta-language categories from individual linguistic layers with which an input string is being enriched when its disambiguated form is being produced (see, e.g., [13] ). We use deterministic restarting automata in order to ensure the Correctness Preserving Property for the analysis. In fact, here we mainly consider strongly lexicalized restarting automata. This additional restriction requires that all rewrite operations must be deletions. For example, this type of automaton can be used for modeling the surface (syntactic) level(s) of the Functional Generative Description.
We need a type of automaton that allows us to handle non-local dependencies (valences). The following examples illustrate this. The first one is a variant of an example from [5] . A first reduction could remove the parts 'k padesátým' and 'narozeninám,' which are dependent, although they are a long distance apart. This sentence shows a duplication-like structure of the form ww, where w is the word obtained from w by replacing each symbol by its barred copy. Using analysis by reduction we would like to get the following sequence of reductions:
(dat) Jan Piet Marie de kinderen zag helpen laten zwemmen.
Here the rewritten parts are in bold font. In the first step, the noun phrase 'de kinderen' (the children) and the infinitival verb complement 'laten zwemmen' are replaced by the category VG inf , which means that an infinitive construction was deleted. Note that the rewritten part is not contiguous. In the second step, the words 'Marie,' 'helpen,' and the category VG inf are replaced by a category VG dat , which represents a subordinate clause.
Similar constructions, where an adequate analysis by reduction requires rewriting words which are in distant parts of a sentence, can be found in many other languages. Shieber found the following construction in the Zürich dialect of German. Example 1.4 [22] .
Jan säit das mer d'chind em Hans es huus haend wele laa hälfe aastrüche.
[Jan-said-that-we-the-children-Hans-the-house-wanted-to-let- Therefore, we choose the freely rewriting restarting automaton, FRR-automaton for short, from [14] as our basic model, since it can in general perform an unlimited number of rewrite operations per cycle. However, here we use it in a different way in order to obtain a suitable model for the analysis by reduction. Instead of input (and characteristic) languages as in [14] , which correspond to the modeling of syntactic analysis, we consider the proper languages of these automata. We use this model to study the combination of two types of restrictions that influence the degree of complexity (of analysis by reduction). The first type restricts the number of rewrite operations per cycle. In linguistic terms this number measures the degree of non-local dependencies (valences) in a sentence. The second type restricts the word-expansion factor, that is, the number of auxiliary symbols that may appear concurrently on the tape while a sentence from the characteristic language is being processed. In linguistic terms this corresponds to the number of categories which may be used during a deterministic analysis by reduction. It serves as a measure for the degree of ambiguity (of a certain type) of individual sentences of the language considered. The latter type of restriction was introduced in [16] (see also [15] ) for the simpler type of RRWW-automata. For a (formal) language L, the minimal word-expansion factor for any lexicalized (deterministic) restarting automaton with proper language L can also be seen as a measure for the degree of nondeterminism of L. From a language-theoretic point of view this is quite natural, as the auxiliary symbols inserted in an input sentence can be interpreted as information that is used to single out a particular computation of an otherwise nondeterministic restarting automaton. Corresponding notions have been investigated before for finite-state automata and some other devices [3, 4] . In addition, we consider lexicalized FRR-automata that are j-constrained, which means that each of their computations is at the same time j-rewriting and jmonotone. Accordingly, we establish four variants of two-dimensional hierarchies of language classes based on the various types of constraints mentioned above. This paper is structured as follows. In Section 2, we present definitions of FRR-automata and their j-constrained variants.
The language L C (M) consisting of all words that are accepted by an FRR-automaton M is called the characteristic language of M. If we restrict the set of possible input symbols to a fixed subset Σ of the working alphabet, we say that the automaton
In Section 3 we demonstrate the power of j-constrained FRR-automata: the classes of characteristic languages of j-constrained FRR-automata form an infinite hierarchy with respect to the value of j. In Section 4 we introduce (strongly) lexicalized FRR-automata and study their proper languages. In particular, we define two additional types of constraints for these automata. Then in Section 5 we present the announced hierarchy results for classes of proper languages of (strongly) lexicalized FRR-automata. The paper closes with a short summary in Section 6.
FRR-automata
Throughout the paper we will use λ to denote the empty word. Further, |w| will denote the length of the word w, and if a is an element of the underlying alphabet, then |w| a denotes the a-length of w, that is, the number of occurrences of the letter a in w. Further, N + will denote the set of all positive integers.
We start by describing the model of the restarting automaton we are going to use in this paper. A freely rewriting restarting automaton, FRR-automaton for short, is a (nondeterministic) machine that is described by an 8-tuple M = (Q , Σ, Γ , c, $, q 0 , k, δ), where Q is a finite set of states, Σ is a finite input alphabet, Γ is a finite tape alphabet containing Σ, the symbols c, $ ∈ Γ are used as markers for the left and right border of the work space, respectively, q 0 ∈ Q is the initial state, k ≥ 1 is the size of the read/write window, and δ is the transition relation that associates to each pair (q, w) consisting of a state q and a possible content w of the read/write window a finite set of possible transition steps. There are four types of transition steps:
1. A move-right step is of the form (p, MVR), where p is a state. It causes M to shift the read/write window one position to the right and to enter state p. However, the read/write window cannot move across the right sentinel $.
2. A rewrite step is of the form (p, u, v) , where p is a state and u, v are strings over Γ such that |u| > |v|. In this case u must be a non-empty prefix of the contents of the read/write window, so that w = u · z for some possibly empty string z. It causes M to replace the prefix u of the contents uz of the read/write window by the shorter string v, thereby reducing the length of the tape, and to enter state p. Further, the read/write window is placed immediately to the right of the string v. However, occurrences of the delimiters c and $ can neither be deleted nor newly created by a rewrite step. 3. A restart step is of the form Restart. It causes M to place its read/write window over the left end of the tape, so that the first symbol it sees is the left sentinel c, and to reenter the initial state q 0 . 4. An accept step is of the form Accept. It causes M to halt and accept. If δ(q, w) = ∅ for some pair (q, w), then M necessarily halts, and we say that M rejects in this situation. If δ(q, w) contains at most a single transition for each pair (q, w), then M is a deterministic FRR-automaton. We use the prefix det-to denote deterministic types of restarting automata.
Observe that the rewrite steps of an FRR-automaton differ slightly from those for a classical restarting automaton like the RRWW-automaton considered in [6] . A rewrite step of an RRWW-automaton replaces the complete contents w of the read/write window by a shorter word v, and then the read/write window is moved to the right of the newly written word. For an FRR-automaton, however, a rewrite step replaces a non-empty prefix u of the contents uz of the read/write window by a shorter word v, producing the factor vz, and then the read/write window is moved just to the right of the factor v. Hence, after executing this rewrite step, the suffix z is still inside the read/write window. The reason for this change in the definition of the rewrite step is the following: when an FRR-automaton is to rewrite a factor u by a word v, then it may need a certain finite look-ahead z to determine the correct occurrence of the factor u to be rewritten. However, it could be required that this very factor z (or a suffix thereof) is to be used in the next rewrite step, which means that the read/write window must not skip across it.
Observe further that the model of the FRR-automaton presented here differs from the model studied in [14] . Our model has length-reducing rewrite steps only, while the rewrite steps of the model considered in [14] are just required to be weightreducing with respect to some weight function, that is, that model is a generalization of the shrinking restarting automaton studied in [10] .
A configuration of M is a string αqβ, where q ∈ Q , and either α = λ and β ∈ {c} · Γ * · {$} or α ∈ {c} · Γ * and β ∈ Γ * · {$}; here q represents the current state, αβ is the current contents of the tape, and it is understood that the window contains the first k symbols of β or all of β when |β| ≤ k. A restarting configuration is of the form q 0 cw$. If w ∈ Σ * , then q 0 cw$ is an initial configuration.
We observe that any computation of M consists of certain phases. A phase, called a cycle, starts in a restarting configuration, the head moves along the tape performing move-right and rewrite operations until a restart operation is performed and thus a new restarting configuration is reached. If no further restart operation is performed, the computation necessarily finishes in a halting configuration-such a phase is called a tail. It is required that in each cycle M performs at least one rewrite step-thus each cycle strictly reduces the length of the tape. We use the notation x c M y to denote a cycle of M that begins with the restarting configuration q 0 cx$ and ends with the restarting configuration q 0 cy$; the relation From the above description it is easily concluded that, starting from a configuration of the form q 0 cw$, M will execute at most |w| many cycles, which implies that L C (M) is accepted by a nondeterministic Turing machine simultaneously in quadratic time and in linear space, that is,
We emphasize the following basic properties of restarting automata, which are often used implicitly in proofs (see, e.g., [6, 18] ).
Fact 2.1 (Error Preserving Property) .
Let M be an FRR-automaton, and let x, y ∈ Γ
Fact 2.2 (Correctness Preserving Property) .
Let M be an FRR-automaton, and let
Observe that the latter property does in general not hold for input languages, as apart from the initial configuration, each restarting configuration in an accepting computation may contain some auxiliary (that is, non-input) symbols.
We will also need the following basic property of FRR-automata (see, e.g., [6] and [19] ). Finally we come to the notion of monotonicity. Let C := αqβ be a rewrite configuration of an FRR-automaton M, that is, a configuration in which a rewrite instruction is to be applied. Then |β| is called the right distance of C, which is denoted
Proposition 2.3 (Pumping Lemma
Let j be a positive integer. We say that a sequence of rewrite configurations 
A computation of an FRR-automaton M is called j-monotone if the sequence of rewrite configurations that is obtained from the cycles of this computation is j-monotone. Observe that here we do not consider those rewrite configurations that correspond to the rewrite operations that are executed in the tail of this computation. A computation is j-rewriting if none of its cycles contains more than j rewrite steps. Finally, a computation is j-constrained if it is both j-rewriting and j-monotone, and the FRR-automaton M is called j-constrained if each of its computations is j-constrained. We use the prefix j-constr-to denote j-constrained types of FRR-automata.
Notation. For any class X of automata, L C (X) will denote the class of characteristic languages recognizable by automata from X, and L(X) will denote the class of input languages recognizable by automata from X. By (D)CFL we denote the class of (deterministic) context-free languages, and by ⊂ we denote the proper subset relation. Sometimes we will use regular expressions instead of the corresponding regular languages.
On the expressive power of j-constrained FRR-automata
For us the degree of constrainability (see above) serves as a synonym for the degree of word-order complexity of a language. In the following we will restrict our attention mainly to characteristic languages. First we derive an infinite hierarchy of classes of characteristic languages based on the notion of constrainability.
as each j-constrained computation is also (j + 1)-constrained. Further, the 1-constrained FRR-automata coincide basically with the monotone RRWW-automata (cf., e.g., [6] ), that is, they only differ in the behaviour of their rewrite steps as explained above, which, however, has no influence on their recognition power as they only execute a single rewrite step per cycle. Hence, it follows that
In particular, it is decidable for a given FRR-automaton whether it is 1-constrained, as monotonicity of restarting automata is decidable [7] . On the other hand, it is in general undecidable whether a given restarting automaton is j-monotone for a given index j ≥ 2 [9] , which means that it is undecidable in general whether a given FRR-automaton is j-constrained. Finally, from the equality above we obtain the following proper inclusion results.
The next example shows that the expressive power of j-constrained FRR-automata increases with the value of j. Example 3.2. We consider the language L ∞ := {(a {a, b}, {a, b}, c, $, q 0 , 3, δ) , where δ is defined as follows:
Given the string w = (a 
On the other hand, if M is an FRR-automaton on {a, b} that is j-constrained for some j ≥ 1, then M has no accepting computation for an input of the form w := (a n b n ) j+1 , where n is sufficiently large. Indeed, as M can execute at most j rewrite steps per cycle, the first cycle of M in an accepting computation on input w will transform the string w into a string not belonging to the language L ∞ , thus violating the Correctness Preserving Property.
This example has the following consequence.
For all integers j ≥ 2, one can easily construct a j-constrained deterministic FRR-automaton for the language {(a
As this language cannot possibly be accepted by any (j − 1)-constrained FRR-automaton, we obtain the following infinite hierarchies.
Actually, we see from the arguments above that the corresponding proper inclusions also hold for j-rewriting FRRautomata. 
Lexicalized FRR-automata
For each type X of restarting automata, we use L P (X) to denote the class of all proper languages of automata of this type.
As a det-FRR-automaton can easily be simulated by a two-tape Turing machine in quadratic time, we have the following result. The deterministic RRWW-automaton (see, e.g., [19] ) is equivalent to the det-FRR-automaton that only performs a single rewrite step in each cycle. In [15] it is shown that the class L P (det-RRWW) of proper languages of deterministic RRWWautomata is 'almost' universal. Accordingly we have the following result that is in stark contrast to Proposition 4.1.
Proposition 4.2. There exists a deterministic FRR-automaton M such that the language L P (M) is non-recursive.
From Propositions 4.1 and 4.2 we know that proper languages of deterministic FRR-automata are in general far more complex than the corresponding input and characteristic languages. Therefore we restrict our attention to deterministic FRR-automata for which the use of auxiliary symbols is restricted as in [15, 16] . Strong lexicalization is a technique that is used in dependency based formal descriptions of natural languages [13] . If M is a lexicalized FRR-automaton, and if w ∈ Γ * is an extended version of an input word v = Pr Σ (w) such that w is not immediately rejected by M, then |w| ≤ (j + 1) · |v| + j for some constant j > 0. Accordingly we have the following result.
Corollary 4.4. If M is a lexicalized FRR-automaton, then the proper language L P (M) is context-sensitive.
Below we are interested in (strongly) lexicalized FRR-automata and their proper languages. By LRR (SLRR) we denote the class of (strongly) lexicalized FRR-automata, and by t-LRR (t-SLRR) we denote the class of (strongly) lexicalized FRRautomata which execute at most t rewrite steps in any cycle. Further, by j-constr-LRR (j-constr-SLRR) we denote the class of (strongly) lexicalized FRR-automata that are j-constrained. Recall that lexicalized FRR-automata are deterministic. We now introduce a static complexity measure for LRR-automata. We use the prefix W(m)-to denote classes of deterministic FRR-automata that have word-expansion m. The following result is a generalization of a result for lexicalized RRWW-automata given in [15, 16] . 
Theorem 4.6. If M is a W(m)-LRR-automaton for some m ∈ N, then the membership problem for L P (M) is solvable deterministically in time O(n m+2
, as m and j are fixed.
In Table 1 we summarize all the abbreviations used in the current paper to denote restricted types of FRR-automata. As the 1-(S)LRR-automaton is equivalent to the (strongly) lexicalized RRWW-automaton considered in [15, 16] , we have the following results. Here GCSL denotes the class of growing context-sensitive languages (see, e.g., [2] ). Theorem 4.7 [15, 16] .
-(S)LRR).
Theorem 4.8 [15, 16] . The following relations hold for all m ∈ N :
-SLRR).
Further we obtain the following results from Corollary 3.4(b) and its proof.
The transition relation of an FRR-automaton that is t-rewriting for a constant t ≥ 1 can be described in a more readable way by using so-called meta-instructions. A t-rewriting FRR-automaton M with window size k is given through a finite sequence of rewriting meta-instructions of the form 
, where L(E n ) denotes the language described by the regular expression E n . On the other hand, if w does have factorizations of this form, then one such factorization is chosen nondeterministically, and q 0 cw$ is transformed into q 0 cw 1 v 1 w 2 v 2 w 3 · · · w i v i w i+1 $. In order to describe the tails of accepting computations of M (during which M does not apply any rewrite operations at all), we use accepting meta-instructions of the form (c · E · $, Accept), which accepts the sentences from the regular language L(E). Observe, however, that meta-instructions are inherently nondeterministic. In the next section they are only used to describe some individual examples of t-LRR-automata in a more transparent way. In each case one needs to construct the corresponding transition relation explicitly in order to obtain an exact definition of the restarting automaton presented.
Two-dimensional hierarchies of classes of proper languages
We present some example languages that will be used to establish the announced two-dimensional hierarchies of classes of proper languages of (strongly) lexicalized FRR-automata. (1)
For processing the language L d (j) no auxiliary symbols are needed; however, at least j rewrite steps per cycle are required.
Proposition 5.2. For all j
Proof. Let j ∈ N + , and let M (
The automaton M (j)
d executes exactly j rewrite steps per cycle, and it is in fact j-constrained. Further, M
d does not use auxiliary symbols, and it is easily verified that follows that x ∈ L C (M), which in turn implies that
As all rewrite steps of M are length-reducing, |x| < |w| follows. From our choice of w ∈ L C (M) as a shortest expanded version of A(m, n, j) we can conclude that x is not an expanded version of A(m, n, j). However, M executes at most j − 1 rewrite steps in the above cycle, and hence, it follows from the structure of the word A(m, n, j) that Pr
i only requires two rewrite steps per cycle, but in that case it needs word expansion i.
Proof. (a) Let i ≥ 1, and let M be the 2-SLRR-automaton with input alphabet Σ := Σ 0 ∪ {c} and tape alphabet Γ := Σ ∪ {D} that is given through the following meta-instructions, where x ∈ Σ 0 :
Obviously, M has word expansion i, and it is 2-constrained. This proves part (a). Let us state some observations about this cycle. As M is deterministic, and as it executes at most j rewrite operations in the cycle above, we can conclude from the Pumping Lemma that all these rewrite operations (with at most a single exception) are applied while the read/write window is still inside the prefix cx 0 . In fact, if there is a rewrite step which is not executed on this prefix, then it must be applied to the very end of x 0 x 0 x 0 x 0 c (that is, with the symbol c already inside the window). Recall that m and n are (very) large integers, which means that M will not execute any more rewrite operations before encountering the symbol c once it has moved across a sufficiently large number of blocks of the form a m b m . It now follows that v ∈ L rp , since in the above cycle the prefix cx 0 and possibly the suffix x 0 c are changed, while the infix (the middle blocks)
x 0 x 0 of x 0 x 0 x 0 x 0 c remain unchanged. This contradicts the Correctness Preserving Property for M . Hence, the language L rp is not the proper language of any j-LRR-automaton with word expansion 0.
Finally, assume that i ≥ 2, and that M is a j-LRR-automaton with word 
As M has word expansion i − 1, we see that at least one factor of the form x 0 x 0 x 0 x 0 c of w does not contain an occurrence of an auxiliary symbol in W . Thus, the processing of this particular factor by M starts without any auxiliary symbols. Now to the processing of this factor the arguments from the proof for i = 1 apply. Recall that we consider the proper language of M , which means that the ability of M to rewrite up to j factors of this particular factor x 0 x 0 x 0 x 0 c of W by shorter words possibly containing (up to) i − 1 occurrences of auxiliary symbols does not interfere with the arguments from the proof for the case i = 1. Thus, we obtain the same contradiction as above. This completes the proof of part (c).
By combining Propositions 5.2 and 5.3 we obtain the following results. 
Thus, we have the following hierarchy results. 
Proof We also want to separate the classes of proper languages of (strongly) lexicalized FRR-automata with unbounded degree of word expansion or unbounded number of rewrites per cycle from those with bounded degree of word expansion or bounded number of rewrites per cycle, respectively. For that purpose we consider the following example languages.
From the proofs of Propositions 5.2 and 5.3 we obtain the following results.
This yields the following proper inclusions, where the result in (a) contains Theorem 4.7(e) as the special case j = 1, and the result in (b) contains Theorem 4.7(f) as the special case j = 1.
Finally, we want to separate the hierarchy of proper languages of strongly lexicalized FRR-automata from the corresponding hierarchy for lexicalized FRR-automata. To this end we consider the example language
for which we have the following result.
Proposition 5.10.
Proof. Let M expo be the deterministic 1-FRR-automaton that is given through the following meta-instructions:
(c · a
(c · {a, aa} · $, Accept).
We claim that this automaton, which is actually a deterministic RRW-automaton, accepts the language L (1) expo .
Accordingly, the rewrite configuration that produces the symbol b has right distance d 2 satisfying the inequalities 
Accordingly, the rewrite configuration that produces the symbol b has right distance d r satisfying the inequalities
Hence, we can choose η r := (c + 1) · (η r−1 + 3 · j · k), and we obtain that d r > η r−1
holds.
As the constants η i (i ≥ 1) only depend on the parameters k, j, and c of the automaton M, we see that, for a sufficiently large value of n, we obtain a sequence of cycles that contains a subsequence of rewrite configurations C i 1 , C i 2 , . . . , C i j+1 such that the corresponding sequence of right distances is strictly increasing. This, however, implies that the computation of M considered is not j-monotone, which contradicts our asumption that M is j-constrained. It follows that L (1) expo is not the proper language of any j-constrained LRR-automaton.
Together with Proposition 5.10 this yields the following proper inclusions.
Using the encoding ϕ : {a, b} * → {a, b} * defined by a → ab and b → b, we obtain the languageL (1) expo := ϕ(L (1) expo ), for which we have the following results.
Proposition 5.14.L (1) 
Proof. As ϕ(baa) = babab is a subword of ϕ(a 4 ) = abababab and ϕ(ba) = bab is a subword of ϕ(aab) = ababb, we easily obtain a W(0)-1-SLRR-automaton forL (1) expo from the W(0)-1-SLRR-automaton M expo presented in the proof of Proposition 5.10.
On the other hand, let j ∈ N + , and assume that
expo . As all rewrite operations of M are deletions, auxiliary symbols can only be deleted but not created during the processing of a word from the language L C (M). Now let W be an expanded version of a word ϕ(a α ba β )
n , where n is a large integer and α > 2 · j · k. In a single cycle M can only transform W into an expanded version of a word of the form ϕ(a α ba β ) = (ab) α b(ab) β such that α + 2 · β = 2 n and β − β ≤ j · k holds. Hence, using the same reasoning as in the proof of Proposition 5.12 a sequence of rewrite configurations C i 1 , C i 2 , . . . , C i j+1 is obtained such that the corresponding sequence of right distances is strictly increasing. As this contradicts our assumption that M is j-monotone, we see that the languageL (1) expo is not the proper language of any j-constrained SLRR-automaton.
Thus, we also have the following proper inclusions. 
Conclusion
We have studied the classes of proper languages of (strongly) lexicalized restarting automata with multiple rewrites. We have investigated the influence of two parameters on the expressive power of these automata: the number of rewrites per cycle, and the number of auxiliary symbols that may appear on the tape at the same time. The resulting two-dimensional In the current paper we have used the notion of constrainability to restrict the LRR-and SLRR-automata considered. According to our definition, each accepting and each rejecting computation of a j-constrained FRR-automaton must be jconstrained. A weaker restriction would be to require only that all accepting computations must be j-constrained (see [7] for a corresponding weakening of the notion of monotonicity for restarting automata). All hierarchy results derived on jconstrained LRR-and SLRR-automata remain valid under this weaker notion, as in our lower bound proofs we always argue with accepting computations. It is, however, open whether the language classes obtained with this weaker notion of j-constrainability differ from the language classes obtained by our notion of j-constrainability.
Conceivably also the approach suggested in [14] 
