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Abstract
Nonsmooth optimization problems arise in an ever-growing
number of applications in science and engineering. Proxi-
mal (or splitting) algorithms are a general approach to a va-
riety of nonsmooth problems, but as with all first order me-
thods their convergence properties are severely affected by
ill conditioning of the problem. In this thesis, an interpreta-
tion to proximal algorithms as unconstrained gradient meth-
ods over an associated function function is provided. Such
functions are called proximal envelopes, in analogy with the
well-known Moreau envelope. Proximal envelopes provide
a link between nonsmooth and smooth optimization, and al-
low for the application of more efficient and robust smooth
optimization algorithms to the solution of nonsmooth, pos-
sibly constrained problems. We consider the case of the for-
ward-backward and Douglas-Rachford splitting methods. In
the first case, based on generalized differentiability properties
on the original problem terms, we devise superlinearly con-
vergent line-search algorithms based on quasi-Newton direc-
tions, that use the same oracle as the forward-backward split-
ting; furthermore, the analysis is extended to the case where
the dual problem is concerned. In the second case a global
convergence rate for the Douglas-Rachford splitting is ob-
tained, while an optimal stepsize selection strategy and an
accelerated variant of the method is proposed.
xvi
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Chapter 1
Introduction
Optimization problems are ubiquitous in science and engineering. Clas-
sically, optimization was regarded as the minimization of smooth func-
tions: while the gradient method serves as a simple basic approach to this
class of problems, much more efficient algorithms are obtained by con-
sidering directions other than the steepest descent one, for example by
exploiting second-order information on the cost function like in Newton-
type methods. However, nowadays an ever-growing number of applica-
tions fundamentally relies on nosmoothness to enforce prior knowledge
in the problem solution. For this reason new, simple iteration schemes
have been designed that usually go by the name of proximal algorithms or
splitting methods. These are essentially fixed-point iterations for solving a
nonsmooth, nonlinear system of equations defining the stationary points
of the cost function. As such, their iterations are very simple and ideal
for embedded applications and large-scale problems.
In this thesis we introduce the concept of proximal envelopes: these
extend and generalize the concept of Moreau envelope, a very well known
object in convex optimization, and allow to easily reformulate nonsmooth
(possibly constrained) problems as smooth unconstrained ones. As a
consequence, new efficient algorithms for certain types of nonsmooth,
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nonconvex optimization problem are developed and analyzed. The pro-
posed methods combine the modern approach of proximal algorithms,
which are first order methods, with classical techniques for smooth un-
constrained optimization that allow for fast asymptotic convergence. The
rest of this chapter serves both as introduction for terminology and back-
ground notions, as well as to motivate and introduce the idea of proximal
envelopes, and to summarize the contributions of the thesis. Section 1.A
contains a summary of the mathematical tools which are used through-
out the thesis, and the relative notation.
1.1 Structured optimization
In this thesis we are essentially concerned with problems of the form
minimize
x
ϕ(x) = f(x) + g(x), (1.1)
where f is a smooth (possibly nonconvex) function, while g is a convex
(possibly nonsmooth) function.
Regularization methods in machine learning, statistics, signal pro-
cessing, often result in problems of the form (1.1). Here f can be a smooth
penalty, or fitting term, composed with a matrix containing the prob-
lem data, while g is a (possibly nonsmooth) regularization term used to
enforce some prior knowledge on the problem solution. For example,
the `1 norm g(x) = ‖x‖1 =
∑
i |xi| is typically used to enforce sparsity:
the lasso model for sparse linear regression and the sparse logistic model
for classification fit this framework, see [151], [65, §3.4.2, §4.4.4]. The
elastic-net g(x) = λ1‖x‖1 + λ22 ‖x‖22 combines the `1 and Thikonov regu-
larization [164]. If the variable x is partitioned as x = (x1, . . . , xN ), then
g(x) = λ
∑N
i=1 ‖xi‖2 is used to enforce group sparsity in the solution [65,
§3.8.4]. When the decision variable is a matrix X then the nuclear norm
g(X) = ‖X‖∗ =
∑
i σi(X) (where σi indicates the i-th singular value)
is used to enforce the solution to have low rank, i.e., to be sparse in a
2
spectral sense [34]. For example, to find a low-rank approximation of a
matrix M from a (noisy) incomplete set S of measurements of its entries,
one can use
f(X) =
∑
(i,j)∈S
(Xi,j −Mi,j)2, g(X) = λ‖X‖∗, (1.2)
and problems of this type have applications in collaborative filtering, ma-
chine learning, control, remote sensing, and computer vision, see [33, 32]
and references therein. See [3] for algorithms with application to sparse
and low-rank regularization, and [141] for an extension of this frame-
work to tensors. Matrix decomposition problems are formulated as (1.1)
with
f(X,Y ) = 12‖X + Y −B‖2F , g(X,Y ) = λ‖X‖1 + µ‖Y ‖∗, (1.3)
see [35], and the goal is to approximate matrix B as the sum of a sparse
component X and a low-rank component Y . This has applications in
video processing for example, where models such as (1.3) are used to
perform background subtraction from sequences of frames [159].
A more general form of optimization problems that we consider is
minimize
x,z
f(x) + g(z)
subject to Ax+Bz = b,
(1.4)
where A,B are linear operators and b is a vector, while f and g are func-
tions defined over appropriate spaces. If B = −I then (1.4) reduces to
minimize
x
f(x) + g(Ax− b), (1.5)
and problem (1.5) can be used to perform robust regression using a nons-
mooth loss function g such as the `1 norm, the Euclidean norm, or piece-
wise-linear penalties [25, §6]. The support vector machine model [65,
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§12] takes the form (1.5), where g(z) = ∑max{0, 1− z} is the hinge loss.
In image and signal processing, A can be a linear operator that computes
finite differences, and g a (group) sparsity inducing penalty, in which
case (1.5) is used to denoise a given signal without affecting rapid vari-
ations, such as sharp edges in the case of images [134]. Furthermore, if
g = δRm+ is the indicator function of the nonnegative orthant (see Sec-
tion 1.A), (1.5) models the minimization of f over a polyhedral set – a
very large class of problems: quadratic programming (QP) falls into this
category, and constrained optimal control problems in the framework of
model predictive control (MPC) very often take this form [114, 144].
Convex problems of the form (1.4) easily allow for decentralized or
distributed optimization, when the problem terms are appropriately sep-
arable [24]: this is achieved through duality, exploiting the idea of dual
decomposition. Suppose that f(x) = f1(x1) + . . . + fk(xk), i.e., that f is
separable with respect to a partitioning x = (x1, . . . , xk) of the variable
x. Then it is easy to verify that the dual of (1.4) is
minimize
y
f∗1 (A
>
1 y) + . . .+ f
∗
k (A
>
k y) + g
∗(B>y)− 〈b, y〉 , (1.6)
where y is the dual variable, while f∗i and g
∗ are the conjugate func-
tions of fi and g respectively (see Section 1.A). In this case, when solv-
ing (1.6), all quantities associated with f∗1 , . . . , f∗k (such as gradients) can
be evaluated independently in separate computing nodes, for example
distributed over a network. In particular, the data matrices A1, . . . , Ak
can be handled separately by each computing node, avoiding superflu-
ous (and often impractical due to size, or impossible due to privacy con-
straints) data exchange. In [24, §7] a variety of patterns that allow for
distributed computations is discussed; see [19] for a detailed account on
parallel and distributed computations in iterative algorithms. Note that
the dual of (1.4) dual takes precisely the form (1.1), which is therefore
very comprehensive.
4
1.2 Proximal algorithms
The simplest algorithm to find a solution to (1.1), in the convex case, is
arguably the subgradient method [140, §2], [18, §3]. From a starting point
x0, iterate until convergence
xk+1 = xk − γkvk, vk ∈ ∂ϕ(xk), γk > 0.
This is recognized as a fixed-point iteration of the subdifferential map-
ping. Due to its simplicity, the subgradient method can be applied to a
very wide range of problems. Furthermore, in combination with dual de-
composition, this approach results in very simple distributed optimiza-
tion algorithms [102, 103]. However the simplicity of the method comes
at the cost of a usually very slow convergence, and quite restrictive as-
sumptions to converge in the first place: for example, one must con-
sider a diminishing stepsize satisfying
∑
k γ
2
k < ∞,
∑
k γk = ∞ (square-
summable but not summable), in order to guarantee convergence un-
der the assumption of bounded subgradients along the iterates [18, Prop.
3.2.6].
Much stronger convergence properties can be obtained by iterating
the resolvent of ∂ϕ instead, the so-called proximal mapping of ϕ. In the
optimization jargon, this has the following expression [101]
proxγϕ(x) = argmin
z
{
ϕ(z) + 12γ ‖z − x‖2
}
, γ > 0.
Therefore, evaluating proxγϕ(x) consists of minimizing a regularized ver-
sion of f around x: when ϕ is convex, such approximation is strongly
convex and as a consequence proxγϕ is well defined and has a unique
solution. Note that γ here plays the role of a stepsize: when proxγϕ is
applied to a point x, a small γ will yield points which are closer to x,
while a large γ will produce a point which is closer to the minimum of ϕ.
The proximal mapping is easily computable for several functions [112].
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If S is a set and δS is the indicator function of S, then proxγδS = ΠS is
the projection onto S, which is explicitly computable for many types of
sets including affine subspaces, halfspaces, boxes, `1 and `2 norm balls,
and convex cones such as the nonnegative orthant, second-order cone,
positive semidefinite cone, exponential cone. For many other functions
the proximal mapping has an explicit expression, such as the `1 norm,
(squared) `2 norm, nuclear norm, elastic-net. For convex quadratic func-
tions, evaluating the proximal mapping is a strongly convex quadratic
problem and can be either solved exactly using direct methods, or ap-
proximately using specialized, very efficient iterative procedures. See
[112] for an extensive survey on how proximal mappings can be com-
puted. Iterating the proximal mapping yields the so-called proximal min-
imization algorithm (PMA) [129],
xk+1 = proxγkϕ(x
k), γk > 0, (1.7)
which is known to converge to a solution with virtually no restriction on
the sequence of stepsizes [18, Prop. 5.1.3].
However, for structured problems like (1.1) applying PMA is usually
not a trivial task: even if proxγf and proxγg are easily computable, evalu-
ating proxγ(f+g) is much harder in general and likely requires an iterative
procedure. For this reason, splitting algorithms have been proposed that
tackle (1.1) by acting separately on f and g: in the convex case, such al-
gorithms are the optimization counterpart of operator splitting methods
for solving monotone inclusion problems [92, 57]; see [112] for a survey
on proximal algorithms and their applications, [9] for an in-depth theo-
retical analysis of proximal algorithms and their connection to operator
splitting methods.
Forward-backward splitting. When f is smooth (i.e., with Lipschitz
continuous gradient) and g has an efficiently computable proximal map-
ping, one can solve problem (1.1) by alternating gradient (or forward)
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steps on f and proximal (or backward) steps on g:
xk+1 = proxγg(x
k − γ∇f(xk)), γ > 0. (1.8)
This is known as proximal gradient method and is a particular case of the
more general forward-backward splitting (FBS) [27, 92]. The reason behind
this terminology is apparent from the optimality condition of the prob-
lem defining the proximal operator: if z = proxγg(x), then necessarily
z = x − γv, with v ∈ ∂g(z), i.e., z is obtained by an implicit (backward)
subgradient step over g, as opposed to the explicit (forward) step over f .
In the convex case, FBS is known to converge under minimal assump-
tions for γ ∈ (0, 2/Lf ), where Lf is the Lipschitz constant of ∇f , cf. [9,
Cor. 27.9]. Moreover, the objective value converges with global sublin-
ear rate and fast variants of the method exists with an improved rate
[104, 155, 10, 106]. Convergence of FBS has also been shown for noncon-
vex problems [6]. When applied to the dual of equality constrained con-
vex problems (1.4), FBS results in what is also known as alternating mini-
mization algorithm (AMA) [154, 11]. The authors of [112] give an overview
of FBS, its interpretations, properties and applications.
Douglas-Rachford splitting. Another method for solving (1.1) is the
Douglas-Rachford splitting (DRS) [92], which was introduced in the 1950s
in the context of the numerical solution of PDEs [53]. This combines
proximal steps with respect to both f and g, which are assumed to be
efficiently computable, as follows:
yk = proxγf (x
k),
zk = proxγg(2y
k − xk),
xk+1 = xk + λk(z
k − yk),
(1.9)
where γ > 0 and the stepsizes λk ∈ [0, 2] satisfy
∑
k∈N λk(2− λk) = +∞.
A typical choice for λk is to set it equal to 1 for all k.
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If the minimum in (1.1) is attained and the relative interiors of the
effective domains of f and g have a point in common, it is well known
that (zk − yk)k∈N converges to 0, and (xk)k∈N converges to x such that
proxγf (x) ∈ argminϕ [57, 58, 9]. Therefore (yk)k∈N and (zk)k∈N converge
to a solution of (1.1). This general form of DRS was proposed by [57, 58],
where it was shown that DRS is a particular case of the proximal point
algorithm. Therefore DRS converges under very general assumptions:
for example, unlike the forward-backward splitting (1.8), parameter γ
can take any positive value. Very recently, sublinear convergence of DRS
with respect to the objective value was shown [44]. When applied to the
dual of equality constrained convex problems (1.4), DRS can be shown
to be equivalent to the alternating direction method of multipliers (ADMM),
a very well-known algorithm amenable to large-scale problems and dis-
tributed optimization [24, 112].
1.3 Proximal envelopes
Proximal algorithms, such as FBS and DRS, are first order methods and
as such are usually effective at computing low- to medium-precision so-
lutions only. More importantly, their convergence speed is heavily af-
fected by the conditioning properties of the problem at hand [72, 73].
To improve over basic proximal algorithms we will exploit an idea
that originates from the following interpretation of the proximal mini-
mization algorithm. The value function of the problem defining proxγϕ
is a very well known object in convex optimization, called Moreau enve-
lope [101]:
ϕγ(x) = min
z
{
ϕ(z) + 12γ ‖z − x‖2
}
.
It is not hard to verify that ϕγ(x) lower-approximates ϕ and shares with
it its (local) minimizers. Furthermore, ϕγ is continuously differentiable
with gradient
∇ϕγ(x) = γ−1(x− proxγϕ(x)).
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Therefore PMA (1.7) can be reformulated as
xk+1 = xk − γ∇ϕγ(xk),
i.e., it is the gradient method applied to the Moreau envelope. As such, it
inherits all properties and drawbacks of the gradient method. When the
problem is ill-conditioned, i.e., its solutions lie in a region with very steep
and very flat directions (in other words, the problem is badly scaled),
then the convergence of gradient methods is known to be severely af-
fected: in the case of C2 functions, this reflects on ill-conditioning of the
Hessian matrix at the problem solution [16, §1.3]. However since PMA
is equivalent to the gradient method on the Moreau envelope, which is
a smooth function, more advanced iterative schemes can be borrowed
from the classical literature of smooth optimization in order to improve
its performance. This simple idea provides a link between nonsmooth
and smooth optimization and has led to the discovery of a variety of al-
gorithms for problem (1.1), such as semismooth Newton methods [67],
variable-metric [22] and quasi-Newton methods [100, 36, 28], and trust-
region methods [135]. When PMA is applied to the dual of an equal-
ity constrained problem, then the augmented Lagrangian method (ALM),
also known as method of multipliers, is obtained [127, 128]. This fact, in
connection with the above considerations, has been exploited to propose
Newton-type versions of the method of multipliers [15]. However, eval-
uating the proximal mapping ofϕ = f+g (hence the Moreau envelopeϕγ
and its gradient) is usually nontrivial as we already mentioned: as a con-
sequence, a gradient-based iterative algorithm operating on the Moreau
envelope will necessarily require inner iterations to evaluate gradients.
In this thesis we introduce proximal envelope functions: these general-
ize and extend the concept of Moreau envelope to structured problems
such as (1.1). In particular, proximal envelopes
(i) allow to reformulate (1.1), which is nonsmooth and possibly con-
strained in general, as an equivalent smooth unconstrained prob-
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lem (i.e., having the same solutions);
(ii) offer an interpretation of proximal (splitting) algorithms as gradi-
ent methods over a smooth function, suggesting the tempting idea
of applying much more efficient and robust algorithms from the
classical literature of smooth unconstrained optimization: New-
ton, quasi-Newton, limited-memory methods [48, 93, 108], non-
linear conjugate gradient methods [71, 42, 43, 76, 77], the Barzilai-
Borwein method [7, 64, 125, 41], are all viable approaches to mini-
mize proximal envelope functions, and therefore solve the original
nonsmooth problem.
These features render the analogy with the concept of Moreau envelope
apparent: in fact, it is easy to show that the Moreau envelope is a partic-
ular case of the proximal envelope functions which are discussed here.
However, proximal envelopes (and possibly their gradient) can be evalu-
ated at any given point simply using the machinery of the corresponding
splitting algorithm. This is in stark contrast with the above mentioned
methods based on the Moreau envelope, which usually require an inner
iterative procedure.
In particular, we introduce the idea of proximal envelopes in the con-
text of FBS and DRS described above, exploit it to obtain algorithms with
improved convergence properties, and demonstrate the practical efficacy
of this apporach by applying the proposed algorithms to a variety of
problems.
In the first case the forward-backward envelope (FBE), first proposed in
[113], allows us to develop line-search algorithms with global conver-
gence properties and fast (superlinear) asymptotic rate when Newton-
type directions are employed [145, 147, 146]. This is achieved through the
analysis of first- and second-order properties of the FBE, and observing
that these are ensured by mild, generalized differentiability assumptions
on the original problem. Other approaches have been taken towards the
inclusion of second-order information in the iterations of FBS, to improve
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convergence [138, 12, 86, 137]. However, algorithms resulting from these
approaches have the limitation that they require an inner iterative pro-
cedure. Differently, the algorithms presented here rely solely on evalua-
tions of the FBE (and possibly its gradient), and because of this they are
based on the same type of black-box oracle as FBS. In particular, they do
not require any inner iterative procedure. The algorithms based on the
FBE which are introduced in this thesis were implemented in ForBES, a
software package for MATLAB which is available online1: this contains
generic implementations of the proposed algorithms, and allows to ap-
ply them to a variety of applications by specifying the problem terms in
(1.1) or (1.4).
In the second case the Douglas-Rachford envelope (DRE) allows to de-
rive a sublinear global convergence rate of order O(1/k) for the objective
value (a result that was unknown in general until very recently [44]), a
linear rate in the strongly convex case, and an optimal stepsize selection
for DRS under appropriate assumptions. Furthermore, an accelerated
version of the method is derived, with global rate O(1/k2), when one of
the two summands of ϕ is quadratic [116].
1.4 Contributions and organization
The contributions and structure of the thesis are outlined as follows.
Chapter 2, based on [145]: We introduce the forward-backward enve-
lope (FBE), which will be exploited heavily troughout the thesis, and an-
alyzes its properties. In particular, first- and second-order differentiabil-
ity of the FBE are investigated. A gradient-based line-search algorithm,
based on the FBE, are then introduced. The proposed algorithm has sim-
ilar global convergence properties as FBS (in particular, it enjoys a global
sublinear rate in the convex case). Furthermore, superlinear asymptotic
convergence of the algorithm is studied when quasi-Newton directions
1http://kul-forbes.github.io/ForBES/
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are employed in the line-search.
Chapter 3, based on [147]: We consider another algorithmic scheme,
based on forward-backward operations and the FBE, which is conceptu-
ally simpler than the one in Chapter 2. In particular, no gradient eval-
uation of the FBE is performed, hence no second order information on
the smooth term of the cost is required. Nevertheless, fast directions can
be computed that allow to show superlinear convergence of the iterates.
The proposed algorithm is applied to nonlinear MPC problems, which
are nonconvex.
Chapter 4, based on [146]: Here we are concerned with convex sepa-
rable problems with linear equality constraints, and the dual problem is
tackled. In this case the FBE is shown to be equivalent to the augmented
Lagrangian function of the primal problem, evaluated at certain specific
primal points. First- and second-order properties of the FBE are extended
to this case, and linked directly to generalized differentiability properties
of the primal cost. A similar algorithm to the one in Chapter 3 is consid-
ered in this context, which is an extension of the alternating minimization
algorithm. The algorithm converges superlinearly when quasi-Newton
directions are considered, and we also show sublinear and linear conver-
gence rates under mild assumptions.
Chapter 5, based on [116]: We explore the idea of proximal envelopes
in the context of the Douglas-Rachford splitting. The analysis is restricted
to convex problems, in the case where one term in the objective is smooth:
when this is quadratic in particular, then the Douglas-Rachford splitting
is equivalent to a gradient method over a smooth convex function. Con-
sequently, a sublinear convergence rate is shown for the algorithm, and
linear convergence is proved in the strongly convex case. Finally, an op-
timal stepsize selection and an accelerated version of the method are pro-
posed.
Chapter 6 contains some final remarks and conclusions, and outlines
future research directions.
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1.A Tools and notation
Throughout the thesis, 〈 · , · 〉 is an inner product over a Euclidean space
E and ‖ · ‖ = √〈 · , · 〉 is the associated norm: the exact nature of E will
be clear from the context. We denote byR = R∪ {−∞,+∞} the extended
real line. Functions with values in R are said to be extended real-valued.
The set of continuously differentiable functions on E having L-Lipschitz
continuous gradient (also referred to asL-smooth) is denoted byC1,1L (E).
1.A.1 Convex and variational analysis tools
The following are basic notions in convex analysis, and can be found for
example in [17] or [132]. A set C is said to be convex if any line between
two points in the set lies entirely in the set. Formally,
αx+ (1− α)y ∈ C, for all x, y ∈ C.
The affine hull of a convex set S ⊆ E, denoted aff S, is the intersection
of all affine subspaces containing S; equivalently, it is the set of affine
combinations (i.e., linear combinations with coefficients summing to 1)
of points in S. For a convex set C ⊆ E, the relative interior of C is the
set of points x ∈ C for which a sphere S centered in x exists, such that
S ∩ aff C ⊂ C. Note that while a convex set may have empty interior
(think of a proper subspace of E), the relative interior of a nonempty
convex set is always nonempty [17, Prop. 1.3.2].
A function f : E → R is said to be convex if
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y), for all x, y ∈ E,α ∈ (0, 1).
An alternative definition can be given in terms of the epigraph
epi f = {(x, v) | x ∈ E, f(x) ≤ v} ⊆ E × R.
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Then f is convex if and only if epi f is a convex set. Another important
set associated with extended-real-valued functions is the effective domain,
i.e., the subset dom f = {x ∈ E | f(x) < +∞} ⊆ E. If f is convex then
dom f is necessarily a convex set. Furthermore, we say that f is proper if
dom f is nonempty and f is finite on dom f ; closed if epi f is a closed set
in E × R. The family of proper, closed, convex functions defined on E
with values in R is indicated as Γ0(E). Function f is said to be strongly
convex with modulus c > 0 if f − c2‖ · ‖2 is convex.
Given a function h on E, the (limiting) subdifferential ∂h of h is the
set-valued mapping [133, Def. 8.3]
∂h(x) =
{
v ∈ E | ∃ (xk)k∈N, (vk ∈ ∂ˆh(xk))k∈N s.t. xk → x, vk → v
}
where
∂ˆh(x) = {v ∈ E | h(z) ≥ h(x) + 〈v, z − x〉+ o(‖z − x‖), for all z ∈ E}
is the regular subdifferential of h at x. This includes the ordinary gradient
in the case of continuously differentiable functions, while for g ∈ Γ0(E)
it is equivalent to the usual subdifferential for convex functions, i.e.,
∂g(x) = {v ∈ E | g(y) ≥ g(x) + 〈v, y − x〉 ,∀y ∈ E} .
We denote by zer ∂h = {x ∈ E | 0 ∈ ∂h(x)} the set of critical points of
function h. A necessary condition for a point x to be a local minimizer of
h is that x ∈ zer ∂ϕ [133, Thm. 10.1]. If h is convex then the condition is
also sufficient, and x is a global minimizer.
The proximal mapping [101] of h, with stepsize γ > 0, is defined as
proxγh(x) = argmin
u∈E
{
h(u) + 12γ ‖u− x‖2
}
. (1.10)
This can be regarded as a generalized projection, in the sense that if δS is
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the indicator function of a nonempty set S ⊆ E, i.e.,
δS(x) =
{
0 if x ∈ S,
∞ otherwise,
then proxγδS = ΠS is the projection onto S for any γ > 0. The value func-
tion of the optimization problem (1.10) defining the proximal mapping is
called the Moreau envelope [101] and is denoted by hγ , i.e.,
hγ(x) = min
u∈E
{
h(u) + 12γ ‖u− x‖2
}
. (1.11)
Properties of the Moreau envelope and the proximal mapping are well
documented in the literature [9, 133, 38, 37]. For a closed, proper function
h, it holds hγ ≤ h, and hγ(x) = h(x) for any critical point x. If h is
also convex, then proxγh is single-valued, continuous and nonexpansive
(with Lipschitz constant 1) and hγ is convex, continuously differentiable,
with gradient
∇hγ(x) = γ−1(x− proxγh(x)), (1.12)
which is γ−1-Lipschitz continuous [9, Prop. 12.29].
For h ∈ Γ0(E) we denote by h∗ its Fenchel conjugate [61, 132], defined
as h∗(y) = supx {〈x, y〉 − h(x)} ∈ Γ0(E). Properties of conjugate func-
tions are well described for example in [132, 81, 9, 133]. Among these we
recall the Fenchel-Young inequality [9, Prop. 13.13]
〈x, y〉 ≤ h(x) + h∗(y) ∀x, y ∈ E, (1.13)
with in particular (conjugate subgradient theorem, [132, Thm. 23.5])
〈x, y〉 = h(x) + h∗(y)⇔ y ∈ ∂h(x)⇔ x ∈ ∂h∗(y). (1.14)
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Moreau identity [9, Thm. 14.3(ii)] relates the proximal mapping of h and
h∗ as follows:
y = proxγh(y) + γ proxγ−1h∗(γ
−1y) ∀y ∈ E. (1.15)
1.A.2 Continuity and (generalized) differentiability
We follow the terminology of [133] when referring to the concepts of
strict continuity and strict differentiability. For F : Rn → Rm, we say that
F is strictly continuous at x¯ if [133, Def. 9.1(b)]
lim sup
(x,y)→(x¯,x¯)
x 6=y
‖F (y)− F (x)‖
‖y − x‖ <∞.
If F is (Freche´t) differentiable, we let JF : Rn → Rm×n denote the Jaco-
bian of F . When m = 1 we indicate with ∇F = JF> the gradient of F
and with ∇2F = J∇F> its Hessian, whenever it makes sense. We say
that F is strictly differentiable at x¯ if it satisfies the stronger limit [133, Eq.
9(7)]
lim
(x,y)→(x¯,x¯)
x 6=y
‖F (y)− F (x)− JF (x¯)[y − x]‖
‖y − x‖ = 0.
A mapping G : Rn → Rm is positively homogenous of degree p > 0 if
G(αx) = αpG(x) for all x ∈ Rn and α ≥ 0, see [133, Def. 13.4]. If omitted,
then it is assumed p = 1. We will indicate by DF (x) the semiderivative of
F , when this exists, according to the following definition (see [133, Thm.
7.21, Eq. 9(6)]; this is sometimes referred to as B-derivative [111, 84]).
Definition 1.A.1 (Semidifferentiability). A mapping F : Rn → Rm is said
to be semidifferentiable at a point x¯ ∈ Rn if there exists a positively homoge-
neous mapping DF (x¯)[ · ] : Rn → Rm such that
lim
x→x¯
‖F (x)− F (x¯)−DF (x¯)[x− x¯]‖
‖x− x¯‖ = 0.
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It is strictly semidifferentiable at x¯ if the stronger limit holds
lim
(x,y)→(x¯,x¯)
x6=y
‖F (y)− F (x)−DF (x¯)[y − x]‖
‖y − x‖ = 0.
DF (x¯) is called semiderivative of F at x¯. If F is (strictly) semidifferentiable
at every point of a set S, then it is said to be (strictly) semidifferentiable in S.
When F is semidifferentiable then DF (x)[d] is the directional deriva-
tive of F at x along the direction d. Note that when DF (x)[d] is actually
linear in d (instead of just positively homogeneous), then the ordinary
notion of (strict) differentiability is recovered. This is the case, for exam-
ple, when the semiderivative is continuous:
Proposition 1.A.2 ([111, Thm. 2]). Suppose that F : Rn → Rm is semidif-
ferentiable in a neighborhood of x¯ ∈ Rn. Then, the following are equivalent:
(a) DF ( · )[d] is continuous in its first argument at x¯ for all d ∈ Rn;
(b) F is strictly semidifferentiable at x¯;
(c) F is strictly differentiable at x¯.
The following definition gives a notion of regularity of mappings that
will be used in some convergence results, and its natural extension to set-
valued mappings (such as the subdifferential mapping), see [52, §1.C]
and discussion thereafter, and [52, §3.H, Ex. 3H.4].
Definition 1.A.3 (Calmness). A mapping F : Rn → Rm is said to be calm
at x¯ if
F (x) ∈ F (x¯) +O(‖x− x¯‖), ∀x ∈ Rn.
A set-valued mapping F : Rn ⇒ Rm is said to be calm at x¯ ∈ Rm for y¯ ∈ F (x¯)
if there is a neighborhood U of y¯ such that
F (x) ∩ U ⊆ F (x¯) +O(‖x− x¯‖), ∀x ∈ Rn.
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We simply say that F is calm at x¯ ∈ Rn (with no mention of y¯) if it is calm at
x¯ ∈ Rm for all y¯ ∈ F (x¯).
The analysis of first- and second-order differentiability of proximal
envelopes is based on generalized second-order properties of the nons-
mooth cost function. These are due to Rockafellar [133, §13], and concern
the convergence of the following second-order difference quotient
∆2τf(x|v)[d] =
f(x+ τd)− f(x)− τ 〈v, d〉
1
2τ
2
as τ ↘ 0. Specifically, we will consider cases where a function f : Rn →
R is (strictly) twice epi-differentiable according to the following definition
(see [133, Def. 13.6], [120]).
Definition 1.A.4. Function f is said to be twice epi-differentiable at x for
v, if the second-order difference quotient ∆2τf(x|v) epi-converges as τ ↘ 0 (i.e.,
its epigraph converges in the sense of Painleve´-Kuratowksi, see [133, Def. 7.1]),
the limit being the function d2f(x|v) given by
d2f(x|v)[d] = lim inf
τ↘0
d′→d
∆2τf(x|v)[d′]. (1.16)
In this case (1.16), as a function of d, is said to be the second-order epi-
derivative of f at x for v. If ∆2τf(x¯|v¯) epi-converges as τ ↘ 0, x¯ → x and
v¯ → v, then f is said to be strictly twice epi-differentiable.
Twice epi-differentiability is a mild requirement, and functions with
this property are abundant. Refer to [130, 131, 118, 119, 120] and to [133,
§7, §13] for examples and an in-depth account on epi-derivatives, epi-
differentiability, and their connections with ordinary differentiability.
1.A.3 Convergence rates
We will talk about the linear and superlinear convergence of the pro-
posed algorithms according to the following definition (see also [49, Def.
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2.3.1] and discussion thereafter).
Definition 1.A.5. We say that (xk)k∈N converges to x?
(i) Q-linearly with factor ω ∈ (0, 1) if ‖xk+1 − x?‖ ≤ ω‖xk − x?‖ for all
k ≥ 0;
(ii) Q-superlinearly if ‖xk+1 − x?‖/‖xk − x?‖ → 0.
The convergence is R-linear (respectively, R-superlinear) if ‖xk − x?‖ ≤ ak for
all k ≥ 0 and a sequence (ak)k∈N such that ak → 0 with Q-linear (respectively,
Q-superlinear) rate.
Note that linear convergence is sometimes defined in the asymptotic
sense, i.e., as ‖xk+1 − x?‖/‖xk − x?‖ → ω ∈ (0, 1). Here we stick to
Definition 1.A.5(i) as it allows to capture linear convergence both in the
global and local sense (by restricting to tail subsequences).
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Chapter 2
Forward-backward
quasi-Newton methods
2.1 Introduction
In this chapter we focus on nonsmooth optimization problems over Rn
of the form
minimize
x∈Rn
ϕ(x) = f(x) + g(x), (2.1)
where f is a smooth (possibly nonconvex) function, while g is a proper,
closed, convex (possibly nonsmooth) function with cheaply computable
proximal mapping [101]. Problems of this form appear in several ap-
plication fields such as control, system identification, signal and image
processing, machine learning and statistics.
Perhaps the most well known algorithm to solve problem (2.1) is
the forward-backward splitting (FBS), also known as proximal gradient
method [92, 37], which generalizes the classical gradient method to prob-
lems involving an additional nonsmooth term. Convergence of the it-
erates of FBS to a critical point of problem (2.1) has been shown, in the
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general nonconvex case, for functions ϕ having the Kurdyka-Łojasiewicz
property [95, 96, 85, 6]. This assumption was used to prove convergence
of many other algorithms [4, 5, 6, 21, 110]. The global convergence rate of
FBS is known to be sublinear of order O(1/k) in the convex case, where
k is the iteration count, and can be improved to O(1/k2) with techniques
based on the work of Nesterov [104, 155, 10, 106]. Therefore, FBS is usu-
ally efficient for computing solutions with small to medium precision
only and, just like all first order methods, suffers from ill-conditioning of
the problem at hand. A remedy to this is to add second-order informa-
tion in the computation of the forward and backward steps, so to better
scale the problem and achieve superlinear asymptotic convergence. As
proposed by several authors [12, 86, 137], this can be done by computing
the gradient steps and proximal steps according to the Q-norm rather
than the Euclidean norm, where Q is the Hessian of f or some approxi-
mation to it. This approach has the severe limitation that, unless Q has a
very particular structure, the backward step becomes now very hard and
requires an inner iterative procedure to be computed.
Here we follow a different approach. We define a function, which
we call forward-backward envelope (FBE) that serves as a real-valued, con-
tinuously differentiable, exact penalty function for the original problem.
Furthermore, forward-backward splitting is shown to be equivalent to a
(variable-metric) gradient method applied to the problem of minimizing
the FBE. The value and gradient of the FBE can be computed solely based
on the evaluation of a forward-backward step at the point of interest. For
these reasons, the FBE works as a surrogate of the Moreau envelope [101]
for composite problems of the form (2.1). Most importantly, this opens
up the possibility of using well-known smooth unconstrained optimiza-
tion algorithms, with faster asymptotic convergence properties than the
gradient method, to minimize the FBE and thus solve (2.1), which is non-
smooth and possibly constrained. This approach was first explored in
[113], where two Newton-type methods were proposed, and combines
and extends ideas stemming from the literature on merit functions for
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variational inequalities (VIs) and complementarity problems (CPs), specifi-
cally the reformulation of a VI as a constrained continuously differen-
tiable optimization problem via the regularized gap function [66] and as
an unconstrained continuously differentiable optimization problem via
the D-gap function [162] (see [59, §10] for a survey and [90, 115] for ap-
plications to constrained optimization and model predictive control of
dynamical systems).
Then we propose an algorithmic scheme, based on line-search me-
thods, to minimize the FBE. In particular, when descent steps are taken
along quasi-Newton directions, superlinear convergence can be achieved
when usual nonsingularity assumptions hold at the limit point of the se-
quence of iterates. The asymptotic analysis is based on an analogous of
the Dennis and More´ theorem [47] for the proposed algorithmic scheme,
and the BFGS quasi-Newton method is shown to fit this framework. Its
limited memory variant L-BFGS, which is suited for large scale problems,
is also analyzed. At the same time, we show that our algorithm enjoys
the same global convergence properties of FBS under the same assump-
tions on the original function ϕ, despite our method operates on the FBE.
Unlike the approaches of [12, 86, 137], our algorithm does not require the
solution to any inner problem.
The contributions of this chapter can be summarized as follows:
• We give an interpretation of forward-backward splitting as a (vari-
able metric) gradient method over aC1 function, the forward-back-
ward envelope (FBE). We analyze the fundamental properties of
the FBE, including second-order properties around the solutions to
(2.1) under mild assumptions on g.
• We propose an algorithmic scheme for solving problem (2.1) based
on line-search methods applied to the problem of minimizing the
FBE, and prove that it converges globally to a critical point when ϕ
is convex or has the Kurdyka-Łojasiewicz property. This is a crucial
feature of our approach: in fact, the FBE is nonconvex in general,
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and there exist examples showing how classical line-search meth-
ods need not converge to critical points for nonconvex functions
[39, 98, 99, 40]. When ϕ is convex, in addition, global sublinear
convergence of order O(1/k) (in the objective value) is proved.
• We show that when the directions of choice satisfy the Dennis-
More´ condition the method converges superlinearly, under appro-
priate assumptions, and illustrate when this is the case for BFGS.
The resulting algorithm has the same global convergence proper-
ties as FBS but, despite relying on the same black-box oracle, con-
verges much faster in practice.
The chapter is organized as follows. Section 2.2 introduces the forward-
backward envelope function and illustrates its properties. In Section 2.3
we propose our algorithmic scheme and prove its global convergence
properties. Linear convergence is also discussed. Section 2.4 is devoted
to the asymptotic convergence analysis in the particular case where quasi-
Newton directions are used, specializing the results to the case of BFGS.
Limited-memory directions are also discussed. Finally, Section 2.5 illus-
trates numerical results obtained with the proposed method. Some of the
proofs are deferred to the Appendix for the sake of readability.
2.1.1 Forward-backward splitting
In the rest of the chapter we will work under the following
Assumption 2.1. In (2.1), f ∈ C1,1Lf (Rn) for Lf > 0 and g ∈ Γ0(Rn).
If f satisfies Assumption 2.1 then [16, Prop. A.24]
f(y) ≤ f(x) + 〈∇f(x), y − x〉 + Lf2 ‖y − x‖2. (2.2)
Given an initial point x0 and γ > 0, forward-backward splitting (also
known as proximal gradient method) seeks solutions to problem (2.1) by
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means of the following iterations:
xk+1 = proxγg(x
k − γ∇f(xk)). (2.3)
Under Assumption 2.1 the generated sequence (xk)k∈N satisfies [106, eq.
(2.13)]
ϕ(xk+1)− ϕ(xk) ≤ − 2−γLf2γ ‖xk+1 − xk‖2.
If γ ∈ (0, 2/Lf ) and ϕ is lower bounded, it can be easily inferred that any
cluster point x is stationary for ϕ, in the sense that it satisfies the neces-
sary condition for optimality x ∈ zer ∂ϕ. The existence of cluster points
is ensured if (xk)k∈N remains bounded; due to the monotonic behavior of
(ϕ(xk))k∈N for γ in the given range, this condition in turn is guaranteed
if ϕ and the initial point x0 satisfy the following requirement, which is a
standard assumption for nonconvex problems (see e.g. [106]).
Assumption 2.2. The level set
{
x ∈ Rn | ϕ(x) ≤ ϕ(x0)}, which for concise-
ness we shall denote
{
ϕ ≤ ϕ(x0)}, is bounded. In particular, there existsR > 0
such that ‖x− z‖ ≤ R for all x ∈ {ϕ ≤ ϕ(x0)} and z ∈ argminϕ.
The existence of such a uniform radius R is due to boundedness of
argminϕ, which in turn follows from the assumed boundedness of the
initial level set
{
ϕ ≤ ϕ(x0)}.
Example 2.1.1. To see that argminϕ 6= ∅ is not enough for preventing the
generation of unbounded sequences, consider ϕ = f + g : R→ R where
g = δ(−∞,2] and f(x) =
{
ex − 1 if x < 0,
x− x2 if x ≥ 0.
Assumption 2.1 is satisfied with Lf = 2 and argminϕ = {2}. However,
for any γ ∈ (0, 1) the sequence (xk)k∈N generated by (2.3) with x0 < 1/2
diverges to −∞, and ϕ(xk) → −1 > −2 = minϕ. This however cannot
happen in the convex case [9, Thm. 25.8].
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Figure 1: When γ is small enough forward-backward splitting minimizes,
at every step, a convex majorization (red, dotted lines) of the original cost ϕ
(blue, solid line), cf. (2.7a).
We use shorthands to denote the forward-backward mapping and the
associated fixed-point residual in order to simplify the notation:
Tγ(x) = proxγg(x− γ∇f(x)), (2.4)
Rγ(x) = γ
−1(x− Tγ(x)), (2.5)
so that iteration (2.3) can be written as xk+1 = Tγ(xk) = xk − γRγ(xk).
The set zer ∂ϕ is easily characterized in terms of the fixed-point set of Tγ
as follows:
x = Tγ(x)⇐⇒ x ∈ zer ∂ϕ. (2.6)
Note that Tγ(x) can alternatively be expressed as the solution to the
following partially linearized subproblem (see also Figure 1):
Tγ(x) = argmin
u∈Rn
{
`ϕ(u, x) +
1
2γ ‖u− x‖2
}
, (2.7a)
`ϕ(u, x) = f(x) + 〈∇f(x), u− x〉+ g(u). (2.7b)
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2.2 Forward-backward envelope
We now proceed to the reformulation of (2.1) as the minimization of an
unconstrained continuously differentiable function. To this end, we con-
sider the value function of problem (2.7a) defining the forward-backward
mapping Tγ and give the following definition.
Definition 2.2.1 (Forward-backward envelope). Let f, g and ϕ be as in As-
sumption 2.1, and let γ > 0. The forward-backward envelope (FBE) of ϕ with
parameter γ is
ϕFBγ (x) = min
u∈Rn
{
`ϕ(u, x) +
1
2γ ‖u− x‖2
}
. (2.8)
Using (2.7a) and (2.7b) it is easy to verify that (2.8) can be equivalently
expressed as
ϕFBγ (x) = f(x) + g(Tγ(x))− γ 〈∇f(x), Rγ(x)〉 + γ2 ‖Rγ(x)‖2 (2.9)
or, by the definition of Moreau envelope, as
ϕFBγ (x) = f(x)− γ2 ‖∇f(x)‖2 + gγ(x− γ∇f(x)). (2.10)
The geometrical construction of ϕFBγ is depicted in Figure 2. One dis-
tinctive feature of ϕFBγ is the fact that it is real-valued, despite the fact
that ϕ can be extended-real-valued. Function ϕFBγ has other favorable
properties which we now summarize.
2.2.1 Basic inequalities
The following result relates the value ϕFBγ with that of ϕ.
Proposition 2.2.2. Suppose Assumption 2.1 is satisfied. Then ϕFBγ is a strictly
continuous function for any γ > 0. Moreover, for all x ∈ Rn
(i) ϕFBγ (x) ≤ ϕ(x)− γ2 ‖Rγ(x)‖2 for all γ > 0;
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xϕFBγ (x)
x
ϕFBγ (x)
Figure 2: The forward-backward envelope ϕFBγ (black, dashed line) is ob-
tained by considering the optimal values of problems (2.7a) (dotted lines),
and serves as a real-valued lower bound for the original objective ϕ (blue,
solid line).
(ii) ϕ(Tγ(x)) ≤ ϕFBγ (x)− γ2 (1− γLf ) ‖Rγ(x)‖2 for all γ > 0;
(iii) ϕ(Tγ(x)) ≤ ϕFBγ (x) for all γ ∈ (0, 1/Lf ].
Proof. From the definition (2.8) and [133, Ex. 10.32], it is apparent that
ϕFBγ is strictly continuous.
Regarding 2.2.2(i), from the optimality condition for (2.7a) we have
Rγ(x)−∇f(x) ∈ ∂g(Tγ(x)),
i.e., Rγ(x) − ∇f(x) is a subgradient of g at Tγ(x). From subgradient in-
equality
g(x) ≥ g(Tγ(x)) + 〈Rγ(x)−∇f(x), x− Tγ(x)〉
= g(Tγ(x))− γ 〈∇f(x), Rγ(x)〉+ γ‖Rγ(x)‖2.
Adding f(x) to both sides and considering (2.9) proves the claim. For
2.2.2(ii), we have
ϕFBγ (x) = f(x) + γ 〈∇f(x), Rγ(x)〉+ g(Tγ(x)) + γ2 ‖Rγ(x)‖2
≥ f(Tγ(x)) + g(Tγ(x))− Lf2 ‖Tγ(x)− x‖2 + γ2 ‖Rγ(x)‖2
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x Tγ(x)
ϕ(x)
ϕ(Tγ(x))
ϕFBγ (x)
x? = Tγ(x?)
ϕ?
Figure 3: On the left, by Proposition 2.2.2 ϕFBγ (x) is upper bounded by ϕ(x)
and, when γ is small enough, lower bounded by ϕ(Tγ(x)). On the right, by
Proposition 2.2.3(i) the two bounds coincide in correspondence of critical
points.
where the inequality follows by (2.2). 2.2.2(iii) then trivially follows.
A consequence of Proposition 2.2.2 is that, whenever γ is small enough,
the problems of minimizing ϕ and ϕFBγ are equivalent.
Proposition 2.2.3. Suppose Assumption 2.1 is satisfied. Then,
(i) ϕ(z) = ϕFBγ (z) for all γ > 0 and z ∈ zer ∂ϕ;
(ii) inf ϕ = inf ϕFBγ and argminϕ ⊆ argminϕFBγ for γ ∈ (0, 1/Lf ];
(iii) argminϕ = argminϕFBγ for all γ ∈ (0, 1/Lf ).
Proof. 2.2.3(i) follows from (2.6), Propositions 2.2.2(i) and 2.2.2(ii).
Suppose now γ ∈ (0, 1/Lf ]. In particular, 2.2.3(i) holds for any x? ∈
argminϕ, so
ϕFBγ (x?) = ϕ(x?) ≤ ϕ(Tγ(x)) ≤ ϕFBγ (x) for all x ∈ Rn
where the first inequality follows from optimality of x? for ϕ, and the
second from Proposition 2.2.2(iii). Therefore, every x? ∈ argminϕ is
also a minimizer of ϕFBγ , and minϕ = minϕFBγ provided that the for-
mer is attained. It remains to show the case argminϕ = ∅. By Propo-
sition 2.2.2(i) we have inf ϕFBγ ≤ inf ϕ. If there exists x ∈ Rn such that
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ϕFBγ (x) ≤ inf ϕ, then Proposition 2.2.2(ii) implies that ϕ(Tγ(x)) ≤ inf ϕ,
contradicting argminϕ = ∅. Therefore inf ϕFBγ = inf ϕ, proving 2.2.3(ii).
Suppose now γ ∈ (0, 1/Lf ), and let x? ∈ argminϕFBγ . From Proposi-
tions 2.2.2(i) and 2.2.2(ii) we get that
ϕFBγ (Tγ(x?)) ≤ ϕ(Tγ(x?)) ≤ ϕFBγ (x?)− 1−γLf2 ‖x? − Tγ(x?)‖2,
which implies x? = Tγ(x?), since x? minimizes ϕFBγ and
1−γLf
2 > 0.
Therefore, the following chain of inequalities holds
ϕFBγ (x?) = ϕ
FB
γ (Tγ(x?)) ≤ ϕ(x?) ≤ ϕFBγ (x?).
Since ϕFBγ ≤ ϕ and x? minimizes ϕFBγ , it follows that x? ∈ argminϕ.
Therefore, the sets of minimizers of ϕ and ϕFBγ coincide, proving 2.2.3(iii).
Example 2.2.4. To see that the bounds on γ in Proposition 2.2.3 are tight,
consider the convex problem
minimize
x∈Rn
ϕ(x) =
f(x)
1
2‖x‖2 +
g(x)
δRn+(x)
where Rn+ = {x ∈ Rn}xi ≥ 0, i = 1 . . . n is the nonnegative orthant. As-
sumption 2.1 is satisfied with Lf = 1, and the only stationary point for ϕ
is the unique minimizer x? = 0. Using (2.10) we can explicitly compute
the FBE: for any γ > 0 we have
ϕFBγ (x) =
1−γ
2 ‖x‖2 + 12γ
∥∥(1− γ)x− [(1− γ)x]+∥∥2,
where [x]+ = ΠRn+(x) = max {x, 0}, the last expression being meant com-
ponentwise. For any γ > 0 we have that ϕFBγ (x?) = ϕ(x?), as ensured by
Proposition 2.2.3(i), and as long as γ < 1 = 1/Lf all properties in Propo-
sition 2.2.3 do hold. For γ = 1 we have that ϕFBγ ≡ 0, showing the inclu-
sion in Proposition 2.2.3(ii) to be proper, yet satisfying minϕFBγ = minϕ.
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However, for γ > 1 the FBE ϕFBγ is not even lower bounded, as it can
be easily deduced by observing that, letting xk = (−k, 0, . . . , 0) for k ∈ N,
ϕFBγ (x
k) = 1−γ2 k
2 is arbitrarily negative.
Proposition 2.2.3 implies, using Proposition 2.2.2(i), that an ε-optimal
solution x of ϕ is automatically ε-optimal for ϕFBγ and, using Proposition
2.2.2(ii), from an ε-optimal solution for ϕFBγ we can directly obtain an
ε-optimal solution for ϕ if γ ∈ (0, 1/Lf ]:
ϕ(x)− inf ϕ ≤ ε =⇒ ϕFBγ (x)− inf ϕ ≤ ε
ϕFBγ (x)− inf ϕFBγ ≤ ε =⇒ ϕ(Tγ(x))− inf ϕ ≤ ε.
Proposition 2.2.3 also highlights the first apparent similarity between the
concepts of FBE and Moreau envelope (1.11): the latter is indeed itself a
lower bound for the original function, sharing with it its minimizers and
minimum value. In fact, the two are directly related as we now show.
In particular, the following result implies that if ϕ is convex (e.g. if f is)
and γ ∈ (0, 1/Lf ), then the possibly nonconvex ϕFBγ is upper and lower
bounded by convex functions.
Proposition 2.2.5. Suppose Assumption 2.1 is satisfied. Then,
(i) ϕFBγ ≤ ϕ
γ
1+γLf for all γ > 0;
(ii) ϕ
γ
1−γLf ≤ ϕFBγ for all γ ∈ (0, 1/Lf );
(iii) ϕFBγ ≤ ϕγ if f is convex.
Proof. (2.2) implies the following bounds concerning the partial lineariza-
tion:
−Lf2 ‖u− x‖2 ≤ ϕ(u)− `ϕ(u, x) ≤ Lf2 ‖u− x‖2.
Combined with the definition of the FBE, cf. (2.8), this proves 2.2.5(i) and
2.2.5(ii).
If f is convex, the lower bound can be strengthened to 0 ≤ ϕ(u) −
`ϕ(u, x). Adding 12γ ‖u − x‖2 to both sides and minimizing with respect
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to u yields 2.2.5(iii).
2.2.2 First- and second-order properties
We now turn our attention to differentiability of ϕFBγ , which is funda-
mental in devising and analyzing algorithms for solving (2.1). To ensure
continuous differentiability of ϕFBγ we will need the following
Assumption 2.3. Function f is twice-continuously differentiable.
Under Assumption 2.3, the function
Qγ : Rn → Rn×n given by Qγ(x) = I − γ∇2f(x) (2.11)
is well defined, continuous, and symmetric-valued.
Theorem 2.2.6 (Differentiability of ϕFBγ ). Suppose that Assumptions 2.1 and
2.3 are satisfied. Then, ϕFBγ is continuously differentiable with
∇ϕFBγ (x) = Qγ(x)Rγ(x). (2.12)
If γ ∈ (0, 1/Lf ) then the set of stationary points of ϕFBγ equals zer ∂ϕ.
Proof. Consider expression (2.10) for ϕFBγ . The gradient of gγ is given by
(1.12), and since f ∈ C2 we have
∇ϕFBγ (x) = ∇f(x)− γ∇2f(x)∇f(x)
+ γ−1
(
I − γ∇2(x)) (x− γ∇f(x)− Tγ(x))
=
(
I − γ∇2f(x)) (∇f(x)−∇f(x) + γ−1(x− Tγ(x))).
This proves (2.12). If γ ∈ (0, 1/Lf ) then Qγ(x) is nonsingular for all x,
and therefore ∇ϕFBγ (x) = 0 if and only if Rγ(x) = 0, which means that x
is a critical point of ϕ by (2.6).
Together with Proposition 2.2.3, Theorem 2.2.6 shows that if γ ∈ (0, 1/Lf )
the nonsmooth problem (2.1) is completely equivalent to the unconstrained
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minimization of the continuously differentiable functionϕFBγ , in the sense
that the sets of minimizers and optimal values are equal. In particular,
as remarked in the next statement, if ϕ is convex then the set of station-
ary points of ϕFBγ turns out to be equal to the set of its minimizers, even
though ϕFBγ may not be convex.
Corollary 2.2.7. Suppose that Assumptions 2.1 and 2.3 are satisfied. If ϕ is
convex (e.g. if f is), then argminϕ = zer∇ϕFBγ for all γ ∈ (0, 1/Lf ).
The FBE is not everywhere twice continuously differentiable in gen-
eral. For example, if g is real valued then gγ ∈ C2 if and only if g ∈ C2
[87]. However, second order properties will only be needed at critical
points of ϕ in our framework, and for this purpose we can rely on gener-
alized second-order differentiability notions described in [133, §13].
Assumption 2.4. Function g is (strictly) twice epi-differentiable at x ∈ zer ∂ϕ
for −∇f(x), with generalized-quadratic second order epi-derivative. That is,
d2g(x|−∇f(x))[d] = 〈d, Md〉+ δS(d), ∀d ∈ Rn (2.13)
where S ⊆ Rn is a linear subspace, and M ∈ Rn×n is symmetric, positive
semidefinite, and such that Im(M) ⊆ S and Ker(M) ⊇ S⊥. We refer to the
case where g is strictly twice epi-differentiable as Assumption 2.4+.
In some results we will need to assume the following slightly stronger
property. The properties of M in Assumption 2.4 cause no loss of gen-
erality. Indeed, letting ΠS denote the orthogonal projection onto S (ΠS
is symmetric, see [14]), if matrix M  0 satisfies (2.13) so does matrix
M ′ = ΠS [ 12 (M +M
>)]ΠS , which has the required properties.
Twice epi-differentiability of g is a mild requirement, and cases where
d2g is actually generalized quadratic are abundant [130, 131, 118, 119].
For example, if g is piecewise linear and x ∈ zer ∂ϕ, then from [130,
Thm. 3.1] it follows that (2.13) holds if and only if the normal cone
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N∂g(x)(−∇f(x)) is a linear subspace, which is equivalent to
−∇f(x) ∈ relint ∂g(x)
where relint ∂g(x) is the relative interior of the convex set ∂g(x).
Example 2.2.8 (Lasso). Let A ∈ Rm×n, b ∈ Rm and λ > 0. Consider
f(x) = 12‖Ax− b‖2 and g(x) = λ‖x‖1. Minimizing ϕ = f +g is a frequent
problem known as lasso, and attempts to find a sparse least squares so-
lution to the linear system Ax = b. One has
[∂g(x)]i =

{λ} xi > 0
{−λ} xi < 0
[−λ, λ] xi = 0.
In this case d2g(x|−∇f(x)) is generalized quadratic at a solution x as
long as whenever xi = 0 it holds that |(AT (Ax− b))i| 6= λ.
We begin by investigating differentiability of the residual mapping
Rγ .
Lemma 2.2.9. Suppose that Assumptions 2.1 and 2.3 are satisfied, and that g
satisfies Assumption 2.4 (2.4+) at a point x ∈ zer ∂ϕ. Then, proxγg is (strictly)
differentiable at x−γ∇f(x), andRγ is (strictly) differentiable at xwith Jacobian
JRγ(x) = γ
−1(I − Pγ(x)Qγ(x)), (2.14)
where Qγ is as in (2.11), and
Pγ(x) = J proxγg(x− γ∇f(x)) = ΠS [I + γM ]−1ΠS . (2.15)
Moreover, Qγ(x) and Pγ(x) are symmetric, Pγ(x)  0, ‖Pγ(x)‖ ≤ 1, and if
γ ∈ (0, 1/Lf ) then Qγ(x)  0.
Proof. We know from [120, Thms. 3.8, 4.1] that proxγg is (strictly) dif-
ferentiable at x − γ∇f(x) if and only if g satisfies Assumption 2.4 (2.4+)
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at x for −∇f(x). Since f ∈ C2 by assumption, then in particular ∇f is
strictly differentiable. The formula (2.14) follows from Proposition 2.A.1
with P = proxγg and F (x) = x− γ∇f(x).
Matrix Qγ(x) is symmetric since f ∈ C2 and positive definite if γ <
1/Lf . To obtain an expression for Pγ(x) = J proxγg(x − γ∇f(x)) we
can apply [133, Ex. 13.45] to the tilted function g + 〈∇f(x), · 〉 so that,
letting d2g = d2g(x|−∇f(x))[ · ] and ΠS the idempotent and symmetric
projection matrix on S,
Pγ(x)d = prox(γ/2)d2g(d)
= argmin
d′∈S
{
1
2 〈d′, Md′〉+ 12γ ‖d′ − d‖2
}
= ΠS argmin
d′∈Rn
{
1
2 〈ΠSd′, MΠSd′〉+ 12γ ‖ΠSd′ − d‖2
}
= ΠS
(
ΠS [I + γM ]ΠS
)†
ΠSd
= ΠS [I + γM ]
−1ΠSd
where † indicates the pseudo-inverse, and last equality is due to [14,
Facts 6.4.12(i)-(ii) and 6.1.6(xxxii)] and the properties of M as stated in
Assumption 2.4. Clearly Pγ(x)  0 is symmetric and ‖Pγ(x)‖ ≤ 1.
Next, we see that differentiability of the residual Rγ is equivalent to
that of ∇ϕFBγ . Mild additional assumptions on f extend this kinship to
strict differentiability. Moreover, all strong (local) minimizers of the orig-
inal problem, i.e., of ϕ, are also strong (local) minimizers of ϕFBγ (and vice
versa, due to the lower-bound property of ϕFBγ ).
Theorem 2.2.10. Suppose that Assumptions 2.1 and 2.3 are satisfied, and that
g satisfies Assumption 2.4 at a point x ∈ zer ∂ϕ. Then, ϕFBγ is twice differen-
tiable at x, with symmetric Hessian given by
∇2ϕFBγ (x) = γ−1Qγ(x)(I − Pγ(x)Qγ(x)), (2.16)
whereQγ and Pγ are as in Lemma 2.2.9. If moreover∇2f is strictly continuous
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at x and g satisfies Assumption 2.4+ at x, then ϕFBγ is strictly twice differen-
tiable at x.
Proof. Recall from (2.12) that∇ϕFBγ (x) = Qγ(x)Rγ(x). The result follows
from Lemma 2.2.9 and Proposition 2.A.2 with Q = Qγ and R = Rγ .
Theorem 2.2.11. Suppose that Assumptions 2.1 and 2.3 are satisfied, and that
g satisfies Assumption 2.4 at a point x ∈ zer ∂ϕ. Then, for all γ ∈ (0, 1/Lf )
the following are equivalent:
(a) x is a strong local minimum for ϕ;
(b) for all d ∈ S, 〈d, (∇2f(x) +M)d〉 > 0;
(c) JRγ(x) is similar to a symmetric and positive definite matrix;
(d) ∇2ϕFBγ (x)  0;
(e) x is a strong local minimum for ϕFBγ .
Proof. If follows from Theorem 2.2.10 that the Hessian ∇2ϕFBγ (x) exists
and is symmetric. Moreover, from [133, Ex. 13.18] we know that for all
d ∈ Rn
d2ϕ(x|0)[d] = 〈d, ∇2f(x)d〉+ d2g(x|−∇f(x))[d]
=
〈
d, ∇2f(x)d〉+ 〈d, Md〉+ δS(d). (2.17)
2.2.11(a)⇔ 2.2.11(b): Follows from (2.17), using [133, Thm. 13.24(c)].
2.2.11(c)⇔ 2.2.11(d): LettingQ = Qγ(x), we see from (2.14) and (2.16)
that JRγ(x) is similar to Q−1/2∇2ϕFBγ (x)Q−1/2, which is symmetric, and
which is positive definite if and only if∇2ϕFBγ (x) is.
2.2.11(b)⇔ 2.2.11(c): From the point above we know that JRγ(x) has
all real eigenvalues, and it can be easily seen to be similar to γ−1(I−QP ),
where P = Pγ(x). We can use [83, Theorem 7.7.3] to see that
λmin(I −QP ) > 0 if and only if Q−1  P.
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For all d ∈ S, using (2.15) we have then
〈
d, (Q−1 − P )d〉 = 〈d, Q−1d〉 − 〈d, ΠS [I + γM ]−1ΠSd〉
=
〈
d, Q−1d
〉 − 〈ΠSd, [I + γM ]−1ΠSd〉
=
〈
d, Q−1d
〉 − 〈d, [I + γM ]−1d〉
and last quantity is positive if and only if I+γM  Q on S. By definition
of Q, we then have that this holds if and only if ∇2f(x) + M  0 on S,
which is 2.2.11(b).
2.2.11(d)⇔ 2.2.11(e): Trivial since∇2ϕFBγ (x) exists.
2.2.3 Interpretations
An interesting observation is that the FBE provides a link between gra-
dient methods and FBS, just like the Moreau envelope (1.11) does for the
proximal point algorithm [129]. To see this, consider the problem
minimize g(x) (2.18)
where g ∈ Γ0(Rn). The proximal point algorithm for solving (2.18) is
xk+1 = proxγg(x
k). (2.19)
It is well known that the proximal point algorithm can be interpreted as
a gradient method for minimizing the Moreau envelope of g, cf. (1.11).
Indeed, due to (1.12), iteration (2.19) can be expressed as
xk+1 = xk − γ∇gγ(xk).
This simple idea provides a link between nonsmooth and smooth opti-
mization and has led to the discovery of a variety of algorithms for prob-
lem (2.18), such as semismooth Newton methods [67], variable-metric [22]
and quasi-Newton methods [100, 36, 28], and trust-region methods [135].
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However, when dealing with composite problems, even if proxγf and
proxγg are cheaply computable, computing the proximal mapping of ϕ =
f+g is usually as hard as solving (2.1) itself. On the other hand, forward-
backward splitting takes advantage of the structure of the problem by
operating separately on the two summands, cf. (2.3). The question that
naturally arises is the following:
Is there a continuously differentiable function that provides an in-
terpretation of FBS as a gradient method, just like the Moreau en-
velope does for the proximal point algorithm?
The forward-backward envelope provides an affirmative answer. Specif-
ically, whenever f isC2, FBS can be interpreted as the following (variable-
metric) gradient method on the FBE:
xk+1 = xk − γ(I − γ∇2f(xk))−1∇ϕFBγ (xk), (2.20)
cf. Theorem 2.2.6. Furthermore, the following properties hold for the
Moreau envelope
gγ ≤ g, inf gγ = inf g, argmin gγ = argmin g,
which correspond to Propositions 2.2.2(i) and 2.2.3 for the FBE. The rela-
tionship between Moreau envelope and forward-backward envelope is
then apparent. This opens the possibility of extending FBS and devising
new algorithms for problem (2.1) by simply reconsidering and appropri-
ately adjusting methods for unconstrained minimization of continuously
differentiable functions, the most well studied problem in optimization.
2.3 Forward-backward line-search methods
We consider line-search methods applied to the problem of minimizing
ϕFBγ , hence solving (2.1). Requirements of such methods are often re-
strictive, including convexity or even strong convexity of the objective
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Algorithm 1 MinFBE
Inputs: x0 ∈ Rn, γ0 > 0, σ ∈ (0, 1), β ∈ [0, 1)
Initialize: k = 0
1: Select dk such that
〈
dk, ∇ϕFBγk (xk)
〉 ≤ 0
2: Select τk ≥ 0 and set wk = xk + τkdk such that ϕFBγk (wk) ≤ ϕFBγk (xk)
3: If
f(Tγk(w
k)) > f(xk)− γk
〈∇f(xk), Rγk(xk)〉+ (1−β)γk2 ‖Rγk(xk)‖2
then γk ← σγk and go to step 1
4: xk+1 = Tγk(w
k), γk+1 = γk, k ← k + 1, go to step 1
function, properties that unfortunately the FBE does not satisfy in gen-
eral. As opposed to this, FBS possesses strong convergence properties
and complexity estimates. We now show that it is possible to exploit
the composite structure of (2.1) and devise line-search methods with the
same global convergence properties and oracle information as FBS.
Algorithm 1, which we call MinFBE, interleaves descent steps over
the FBE with forward-backward steps. In particular, steps 1 and 2 pro-
vide fast asymptotic convergence when directions dk are appropriately
selected, while step 4 ensures global convergence: this is of central im-
portance, as such properties are not usually enjoyed by standard line-
search methods employed to minimize general nonconvex functions [39,
98, 99, 40]. Moreover, in the convex case we are able to show global con-
vergence rate results which are not typical for line-search methods with
e.g. quasi-Newton directions. We anticipate some of the favorable prop-
erties that Algorithm 1 shares with FBS:
• square-summability of the residuals for lower bounded ϕ (Propo-
sition 2.3.4);
• global sublinear rate of the objective for convex ϕ with bounded
level sets (Theorem 2.3.6);
• global convergence when ϕ has bounded level sets and satisfies the
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Kurdyka-Łojasiewicz at its stationary points (Theorem 2.3.10);
• local linear rate when ϕ has the Łojasiewicz property at its critical
points (Theorem 2.3.11).
Moreover, unlike ordinary line-search methods applied to ϕFBγ , we will
see in Proposition 2.3.4 that Algorithm 1 is a descent method both for
ϕFBγ and ϕ. Note that, despite the fact that the algorithm operates on
ϕFBγ , all the above properties require assumptions or provide results on
ϕ, i.e., on the original problem.
The parameter γ defining the FBE is adjusted in step 3 so as to com-
ply with the inequality in Proposition 2.2.2(ii), starting from an initial
value γ0 and decreasing it when necessary. The next result shows that
γ0 is decremented only a finite number of times along the iterations, and
therefore γk is positive and eventually constant. In the rest of the chapter
we will denote γ∞ such asymptotic value of γk.
Lemma 2.3.1. Let (γk)k∈N be the sequence of stepsize parameters computed by
Algorithm 1, and let γ∞ = mini∈N γi. Then for all k ∈ N,
γk ≥ γ∞ ≥ min {γ0, σ(1− β)/Lf} > 0.
Proof. Let (γk)k∈N be the sequence of stepsize parameters computed by
Algorithm 1. To arrive to a contradiction, suppose that k0 is the smallest
element of N such that
γk0 < min {γ0, σ(1− β)/Lf} .
Clearly, k0 ≥ 1. Moreover σ−1γk0 must satisfy the condition in step 3:
for some w ∈ Rn (corresponding to wk = xk + τkdk selected before going
back to step 1 after the condition in step 3 is passed, which might differ
from the final value of wk after step 3 is passed)
ϕ(Tσ−1γk0 (w)) > ϕσ−1γk0 (w)−
βσ−1γk0
2
‖Rσ−1γk0 (w)‖2.
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But from Proposition 2.2.2(ii) we also have
ϕ(Tσ−1γk0 (w)) ≤ ϕσ−1γk0 (w)−
σ−1γk0
2
(1− σ−1γk0Lf )‖Rσ−1γk0 (w)‖2
≤ ϕσ−1γk0 (w)−
βσ−1γk0
2
‖Rσ−1γk0 (w)‖2,
where last inequality follows from σ−1γk0 < (1 − β)/Lf . This leads to
a contradiction, therefore γk ≥ min {γ0, σ(1− β)/Lf} as claimed. That
γk is asymptotically constant follows since the sequence (γk)k∈N is non-
increasing.
Remark 2.3.2. In Algorithm 1:
(i) Selecting β = 0 and dk ≡ 0, τk ≡ 0 for all k yields the classical
forward-backward splitting with backtracking on γ [10, §3].
(ii) Substituting step 4 with xk+1 ← wk yields a classical line-search
method for the problem of minimizing ϕFBγ , where a suitable γ is
adaptively determined. However, extensive numerical experience
has shown that even though this variant seems to always converge,
our choice xk+1 ← Tγk(wk) usually performs better in practice, in
terms of number of forward-backward steps, cf. Section 2.5.
(iii) Step 4 comes at no additional cost once τk has been determined by
means of a line-search. In fact, in order to evaluate ϕFBγk (w
k) and
test the condition in step 2, the evaluation of Tγk(w
k) is required.
(iv) When Lf is known and γ0 ∈ (0, (1− β)/Lf ], the condition in step 3
never holds, see Proposition 2.2.2(ii). In this case MinFBE reduces
to Algorithm 2: without loss of generality we will focus the analysis
on Algorithm 1.
40
Algorithm 2 MinFBE with constant γ
Inputs: x0 ∈ Rn, β ∈ [0, 1), γ ∈ (0, (1− β)/Lf ]
Initialize: k = 0
1: Select dk such that
〈
dk, ∇ϕγ(xk)
〉 ≤ 0
2: Select τk ≥ 0 and set wk = xk + τkdk such that ϕγ(wk) ≤ ϕγ(xk)
3: xk+1 = Tγ(w
k)
4: k ← k + 1, go to step 1
Remark 2.3.3. In order to compute descent directions in Algorithm 1,
one usually needs to evaluate ∇ϕFBγ at a sequence of points. In prac-
tice, this only requires to perform matrix-vector products with ∇2f , see
(2.11)-(2.12), and not the computation of the full Hessian. For example,
if f(x) = 12‖Ax − b‖2 then ∇ϕFBγ (x) = Rγ(x) − γA>[ARγ(x)]. For gen-
eral nonlinear f , the product ∇2f(x)v can be approximated numerically
using finite-differences formulas which only require one additional eval-
uation of ∇f . If f is analytic, then one can use a complex step [143]
to overcome numerical cancellation problems, and compute ∇2f(x)v to
machine precision at the cost of one evaluation of∇f . Finally, automatic
differentiation techniques can be used to evaluate such Hessian-vector
products, that only require a small multiple of 2n operations in addition
to those required to evaluate f , see [108, §8.2].
We denote by ω(x0) the set of cluster points of the sequence (xk)k∈N
produced by Algorithm 1 started from x0 ∈ Rn. The following result
states that Algorithm 1 is a descent method both for the FBE ϕFBγ and
for the original function ϕ, and, as it holds for FBS, that the sequence of
fixed-point residuals is square-summable if the function is lower bounded.
Proposition 2.3.4 (Subsequential convergence). Suppose that Assumption
2.1 is satisfied. Then, the following hold for the sequences generated by Algo-
rithm 1:
(i) ϕ(xk+1) ≤ ϕ(xk)− βγk2 ‖Rγk(wk)‖2 − γk2 ‖Rγk(xk)‖2 for all k ∈ N;
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(ii) either (‖Rγk(xk)‖)k∈N is square summable, or ϕ(xk) → inf ϕ = −∞,
in which case ω(x0) = ∅;
(iii) ω(x0) ⊆ zer ∂ϕ, i.e., every cluster point of (xk)k∈N is critical;
(iv) if β > 0, then either (‖Rγk(wk)‖)k∈N is square summable and every
cluster point of (wk)k∈N is critical, or ϕ
FB
γk
(wk)→ inf ϕ = −∞ in which
case (wk)k∈N has no cluster points.
Proof. We have
ϕ(xk+1) ≤ ϕFBγk (wk)− βγk2 ‖Rγk(wk)‖2
≤ ϕFBγk (xk)− βγk2 ‖Rγk(wk)‖2 (2.21)
≤ ϕ(xk)− βγk2 ‖Rγk(wk)‖2 − γk2 ‖Rγk(xk)‖2,
where the first inequality comes from step 3, the second from step 2
and the third from Proposition 2.2.2(i). This shows 2.3.4(i). Let ϕ? =
limk→∞ ϕ(xk), which exists since (ϕ(xk))k∈N is monotone. If ϕ? = −∞,
clearly inf ϕ = −∞ and ω(x0) = ∅ due to properness and lower semi-
continuity of ϕ and to the monotonic behavior of (ϕ(xk))k∈N. Otherwise,
telescoping the inequality we get
1
2
k∑
i=0
γi
(
β‖Rγi(wi)‖2 + ‖Rγi(xi)‖2
) ≤ ϕ(x0)− ϕ(xk+1) ≤ ϕ(x0)− ϕ?
(2.22)
and since γk is uniformly lower bounded by a positive number (see Lemma
2.3.1) 2.3.4(ii) follows, hence 2.3.4(iii). If β > 0, observing that for k large
enough such that γk ≡ γ∞ we have
ϕFBγk (w
k+1)
step 2
≤ ϕFBγk (xk+1)
step 4
= ϕFBγk (Tγk(w
k)) ≤ ϕFBγk (wk),
similar argumentations as those for proving 2.3.4(ii) show 2.3.4(iv).
An immediate consequence is the following result concerning the
convergence of the fixed-point residual.
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Theorem 2.3.5. Suppose that Assumption 2.1 is satisfied, and consider the
sequences generated by Algorithm 1. Then,
min
i=0···k
‖Rγi(xi)‖2 ≤
2
(k + 1)
ϕ(x0)− inf ϕ
min {γ0, σ(1− β)/Lf} .
If β > 0, then for all k ∈ N we also have
min
i=0···k
‖Rγi(wi)‖2 ≤
2
(k + 1)
ϕ(x0)− inf ϕ
βmin {γ0, σ(1− β)/Lf} .
Proof. If inf ϕ = −∞ there is nothing to prove. Otherwise, since the se-
quence (γk)k∈N is nonincreasing, from (2.22) we get
(k + 1)γk
2
(
min
i=0...k
‖Rγi(xi)‖2 + β min
i=0...k
‖Rγi(wi)‖2
)
≤ ϕ(x0)− inf ϕ.
Rearranging the terms and invoking Lemma 2.3.1 gives the result.
We now analyze the convergence properties of Algorithm 1. We first
consider the case where f is convex. Then we discuss the general case un-
der the assumption that ϕ has the Kurdyka-Łojasiewicz property: in this
case (dk)k∈N must be uniformly bounded with respect to (Rγk(x
k))k∈N in
order to ensure convergence, see Theorem 2.3.10, condition which is not
required in the convex case. When the directions are selected, say, ac-
cording to a quasi-Newton scheme dk = −B−1k ∇ϕFBγ (xk), boundedness
of (B−1k )k∈N will be necessary for the sake of global convergence when
the Kurdyka-Łojasiewicz property holds for ϕ. The latter is however a
milder assumption with respect to usual nonconvex line-search meth-
ods where (B−1k )k∈N is required to have bounded condition number or
(dk)k∈N to be gradient-oriented (see [109] and the references therein).
43
2.3.1 Convergence in the convex case
We now prove that when f is convex Algorithm 1 converges to the opti-
mal objective value with the same sublinear rate as FBS. Notice that we
require convexity of f (and g), and not that of ϕFBγ which may fail to be
convex even when ϕ is.
Theorem 2.3.6 (Global sublinear convergence). Suppose that Assumptions
2.1 and 2.2 are satisfied, and that f is convex. Then, for the sequences generated
by Algorithm 1, either ϕ(x0)− inf ϕ ≥ R2/γ0 and
ϕ(x1)− inf ϕ ≤ R
2
2γ0
, (2.23)
or for any k ∈ N it holds
ϕ(xk)− inf ϕ ≤ 2R
2
kmin {γ0, σ(1− β)/Lf} . (2.24)
Proof. The proof is similar to that of [106, Thm. 4]. By Proposition 2.2.5(iii)
we know that ϕFBγ ≤ ϕγ for any γ > 0. Combining this with (2.21) we
get
ϕ(xk+1) ≤ min
x∈Rn
{
ϕ(x) + 12γk ‖x− xk‖2
}
, (2.25)
and in particular, for x? ∈ argminϕ,
ϕ(xk+1) ≤ min
α∈[0,1]
{
ϕ(αx? + (1− α)xk) + α22γk ‖xk − x?‖2
}
≤ min
α∈[0,1]
{
ϕ(xk)− α(ϕ(xk)− inf ϕ) + R22γkα2
}
,
where the last inequality follows by convexity of ϕ. If ϕ(x0) − inf ϕ ≥
R2/γ0, then the optimal solution of the latter problem for k = 0 is α = 1
and we obtain (2.23). Otherwise, the optimal solution is
α =
γk(ϕ(x
k)− inf ϕ)
R2
≤ γk(ϕ(x
0)− inf ϕ)
R2
≤ 1,
44
and we obtain
ϕ(xk+1) ≤ ϕ(xk)− γk(ϕ(x
k)− inf ϕ)2
2R2
.
Letting λk = 1ϕ(xk)−inf ϕ the latter inequality is expressed as
1
λk+1
≤ 1
λk
− γk
2R2λ2k+1
.
Multiplying both sides by λkλk+1 and rearranging
λk+1 ≥ λk + γk
2R2
λk+1
λk
≥ λk + γk
2R2
,
where the latter inequality follows from the fact that (ϕ(xk))k∈N is non-
increasing, cf. Proposition 2.3.4(i). Telescoping the inequality and using
Lemma 2.3.1, we obtain
λk ≥ λ0 + kmin {γ0, σ(1− β)/Lf}
2R2
≥ kmin {γ0, σ(1− β)/Lf}
2R2
.
Rearranging, we arrive at (2.24).
In the following result we see that the convergence rate of (xk)k∈N is
linear when close to a strong local minimum.
Theorem 2.3.7 (Local linear convergence). Suppose that Assumption 2.1
is satisfied. Suppose further that f is convex and that x? is a strong (global)
minimum of ϕ, i.e., there exist a neighborhood N of x? and c > 0 such that
ϕ(x)− ϕ(x?) ≥ c2‖x− x?‖2, ∀x ∈ N. (2.26)
Then there is k0 ≥ 0 such that (ϕ(xk))k≥k0 and (ϕFBγk (wk))k≥k0 in Algorithm
1 converge Q-linearly to ϕ(x?) with factor ω, where
ω ≤ max{ 12 , 1− c4 min {γ0, σ(1− β)/Lf}} ∈ [ 12 , 1),
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and (xk)k≥k0 converges R-linearly to x?. Moreover, if x? is a strong (global)
minimum for ϕγ∞ , with γ∞ as in Lemma 2.3.1, then (ϕ(wk))k≥k0 also con-
verges R-linearly to x?.
Proof. If (2.26) holds, then ϕ has bounded level sets and zer ∂ϕ = {x?}.
In particular, ω(x0) 6= ∅ and Proposition 2.3.4(iii) then ensures xk → x?.
Therefore, there is k0 ∈ N such that xk ∈ N for all k ≥ k0. Inequality
(2.25) holds, and in particular for k ≥ k0
ϕ(xk+1) ≤ min
α∈[0,1]
{
ϕ(αx? + (1− α)xk) + α22γk ‖x? − xk‖2
}
≤ min
α∈[0,1]
{
ϕ(xk) + α
(
α
cγk
− 1
)
(ϕ(xk)− inf ϕ)
}
,
where the second inequality follows by convexity of ϕ and (2.26). The
minimum of last expression is achieved for α = min
{
1, c2γk
}
. When
γk < 2c
−1 we have the bound
ϕ(xk+1)− inf ϕ ≤ (1− c4γk)(ϕ(xk)− inf ϕ).
When instead γk ≥ 2c−1 we have the bound
ϕ(xk+1)− inf ϕ ≤ (cγk)−1(ϕ(xk)− inf ϕ) ≤ 12 (ϕ(xk)− inf ϕ).
Therefore ϕ(xk+1)− inf ϕ ≤ ω(ϕ(xk)− inf ϕ), where
ω ≤ sup
k
max
{
1
2 , 1− c4γk
}
≤ max{ 12 , 1− c4 min{γ0, σ(1− β)/Lf}} ∈ [ 12 , 1),
last inequality following from Lemma 2.3.1. This proves the claim on
the sequence (ϕ(xk))k≥k0 and using inequality (2.21) the same holds for
(ϕFBγk (w
k))k≥k0 . From the error bound (2.26) we obtain that x
k → x?
R-linearly. If the same error bound holds for ϕγ∞ , then also wk → x?
R-linearly.
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The introduction of γ∞ in the statement above is due to the fact that
γk may vary over the iterations. However, under the assumptions of
Theorem 2.2.11, if γ∞ < 1/Lf then the requirement of x? to be a strong
local minimizer for ϕγ∞ is superfluous, as it is already implied by strong
local minimimality of x? for ϕ.
Corollary 2.3.8 (Global linear convergence). Suppose that Assumption 2.1
is satisfied, that f is convex and that ϕ is strongly convex (e.g. if f is strongly
convex). Then, the sequences (ϕ(xk))k∈N and (ϕ
FB
γk
(wk))k∈N generated by Al-
gorithm 1 converge Q-linearly to ϕ?, while (xk)k∈N converges R-linearly to x?.
Proof. In this case Theorem 2.3.7 applies with N = Rn, c = µϕ (the con-
vexity modulus of ϕ) and k0 = 0.
2.3.2 Convergence under KL assumption
We now analyze the convergence of the iterates of Algorithm 1 to a criti-
cal point under the assumption that ϕ satisfies the Kurdyka-Łojasiewicz
(KL) property [95, 96, 85]. For related works exploiting this property in
proving convergence of optimization algorithms such as FBS we refer the
reader to [4, 5, 6, 21, 110].
Definition 2.3.9 (KL property [21, Def. 3]). A proper lower semi-continuous
function ϕ : Rn → R has the Kurdyka-Łojasiewicz property (KL) at x? ∈
dom ∂ϕ if there exist η ∈ (0,+∞], a neighborhood U of x?, and a continuous
concave function ψ : [0, η]→ [0,+∞) such that:
(i) ψ(0) = 0,
(ii) ψ is C1 on (0, η),
(iii) ψ′(s) > 0 for all s ∈ (0, η),
(iv) for every x ∈ U ∩ {x ∈ Rn}ϕ(x?) < ϕ(x) ≤ ϕ(x?) + η,
ψ′(ϕ(x)− ϕ(x?)) dist(0, ∂ϕ(x)) ≥ 1.
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We say that ϕ has the KL property on S ⊆ Rn if it has the KL property on every
x ∈ S.
Function ψ in the previous definition is usually called desingularizing
function. All subanalytic functions which are continuous over their do-
main have the KL property [20]. Under the KL assumption we are able
to prove the following convergence result. Once again, we remark that
such property is required on the original function ϕ, rather than on the
surrogate ϕFBγ .
Theorem 2.3.10. Suppose that Assumptions 2.1 and 2.2 are satisfied, and that
ϕ satisfies the KL property on ω(x0) (e.g. if it has it on zer ∂ϕ). Suppose further
that in Algorithm 1 β > 0, and that there exist τ¯ , c > 0 such that τk ≤ τ¯ and
‖dk‖ ≤ c‖Rγk(xk)‖ for all k ∈ N. Then, the sequence of iterates (xk)k∈N is
either finite and ends with Rγk(xk) = 0, or converges to a critical point x? of ϕ.
Proof. The case where the sequence is finite does not deserve any fur-
ther investigation, therefore we assume that (xk)k∈N is infinite. We then
assume that Rγk(x
k) 6= 0 which implies through Proposition 2.3.4 that
ϕ(xk+1) < ϕ(xk). Due to (2.45), the KL property for ϕ, and Lemma
2.A.7, there exist ε, η > 0 and a continuous concave function ψ : [0, η] →
[0,+∞) such that for all x with distω(x0)(x) < ε and ϕ(x?) < ϕ(x) <
ϕ(x?) + η one has
ψ′(ϕ(x)− ϕ(x?)) dist(0, ∂ϕ(x)) ≥ 1.
According to Proposition 2.A.6 there is k1 ∈ N such that distω(x0)(xk) < ε
for all k ≥ k1. Furthermore, since ϕ(xk) converges to ϕ(x?) there exists
a k2 such that ϕ(xk) < ϕ(x?) + η for all k ≥ k2. Take k¯ = max {k1, k2}.
Then for every k ≥ k¯ we have
ψ′(ϕ(xk)− ϕ(x?)) dist(0, ∂ϕ(xk)) ≥ 1.
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From Proposition 2.3.4(i)
ϕ(xk+1) ≤ ϕ(xk)− βγk2 ‖Rγk(wk)‖2.
For every k > 0 let ∇˜ϕ(xk) = ∇f(xk)−∇f(wk−1) +Rγk−1(wk−1). Since
Rγk−1(w
k−1) ∈ ∇f(wk−1) + ∂g(xk), then ∇˜ϕ(xk) ∈ ∂ϕ(xk) and
‖∇˜ϕ(xk)‖ ≤ ‖∇f(xk)−∇f(wk−1)‖+ ‖Rγk−1(wk−1)‖
= (1 + γk−1Lf )‖Rγk−1(wk−1)‖.
From (2.46)
ψ′(ϕ(xk)− ϕ(x?)) ≥ 1‖∇˜ϕ(xk)‖ ≥
1
(1 + γk−1Lf )‖Rγk−1(wk−1)‖
.
Let ∆k = ψ(ϕ(xk)− ϕ(x?)). By concavity of ψ and Proposition 2.3.4(i)
∆k −∆k+1 ≥ ψ′(ϕ(xk)− ϕ(x?))(ϕ(xk)− ϕ(xk+1))
≥ βγk
2(1 + γk−1Lf )
‖Rγk(wk)‖2
‖Rγk−1(wk−1)‖
≥ βγmin
2(1 + γ0Lf )
‖Rγk(wk)‖2
‖Rγk−1(wk−1)‖
where γmin = min {γ0, σ(1− β)/Lf}, see Lemma 2.3.1, or
‖Rγk(wk)‖2 ≤ α(∆k −∆k+1)‖Rγk−1(wk−1)‖ (2.27)
where α = 2(1 + γ0Lf )/(βγmin). Applying Lemma 2.A.5 with
δk = α∆k, βk = ‖Rγk−1(wk−1)‖,
we conclude that
∑∞
k=0 ‖Rγk(wk)‖ < ∞. From (2.42), using the fact that
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γk ≤ γ0 for all k, then it follows that
∞∑
k=0
‖xk+1 − xk‖ <∞.
Then (xk)k∈N is a Cauchy sequence, hence it converges to a point that, by
Proposition 2.3.4, is a critical point x? of ϕ.
In case where ϕ is subanalytic, the desingularizing function can be
taken of the form ψ(s) = σs1−θ, for σ > 0 and θ ∈ [0, 1) [20]. In this case,
the condition in Definition 2.3.9(iv) is referred to as Łojasiewicz inequal-
ity. Depending on the value of θ we can derive local convergence rates
for Algorithm 1.
Theorem 2.3.11 (Local linear convergence). Suppose that Assumptions 2.1
and 2.2 are satisfied, and that ϕ satisfies the KL property on ω(x0) (e.g. if it has
it on zer ∂ϕ) with
ψ(s) = σs1−θ for some σ > 0 and θ ∈ (0, 12 ]. (2.28)
Suppose further that in Algorithm 1 β > 0, and that there exist τ¯ , c > 0 such
that τk ≤ τ¯ and ‖dk‖ ≤ c‖Rγk(xk)‖ for all k ∈ N. Then, the sequence of
iterates (xk)k∈N converges to a point x? ∈ zer ∂ϕ with R-linear rate.
Proof. Theorem 2.3.10 ensures that (xk)k∈N converges to a critical point,
be it x?. We know from Lemma 2.3.1 that eventually γk = γ∞ > 0,
therefore we assume k is large enough for this purpose and indicate γ
in place of γk for simplicity. Denoting Ak =
∑∞
i=k ‖xi+1 − xi‖ clearly
Ak ≥ ‖xk − x?‖, so we will prove that Ak converges linearly to zero to
obtain the result. Note that by (2.42) we know that
‖xi+1 − xi‖ ≤ γ‖Rγ(wi)‖+ τ¯ c(1 + γLf )‖Rγ(wi−1)‖.
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Therefore we can upper bound Ak as follows
Ak ≤ τ¯ c(1 + γLf )‖Rγ(wk−1)‖+ (γ + τ¯ c(1 + γLf ))
∑∞
i=k ‖Rγ(wi)‖
≤ (γ + τ¯ c(1 + γLf ))
∑∞
i=k−1 ‖Rγ(wi)‖, (2.29)
and reduce the problem to proving linear convergence of the sequence of
Bk =
∑∞
i=k ‖Rγ(wi)‖. When ψ is as in (2.28), for sufficiently large k the
KL inequality reads
ϕ(xk)− ϕ(x?) ≤ [σ(1− θ)‖vk‖] 1θ , ∀vk ∈ ∂ϕ(xk).
Taking vk = ∇f(xk)−∇f(wk−1)+Rγ(wk−1) ∈ ∂ϕ(xk), this in turn yields
ϕ(xk)− ϕ(x?) ≤
[
σ(1− θ)(1 + γLf )‖Rγ(wk−1)‖
] 1
θ , (2.30)
(see the proof of Theorem 2.3.10). Inequality (2.27) holds, for sufficiently
large k, with ∆k = σ(ϕ(xk) − ϕ(x?))1−θ in this case. Applying Lemma
2.A.5 with
δk = α∆k, βk = ‖Rγ(wk−1)‖ = Bk−1 −Bk,
we obtain
Bk ≤ (Bk−1 −Bk) + σ(ϕ(xk)− ϕ(x?))1−θ
≤ (Bk−1 −Bk) + σ [σ(1− θ)(1 + γLf )(Bk−1 −Bk)]
1−θ
θ ,
where the second inequality is due to (2.30). Since Bk−1 − Bk → 0, then
for k large enough it holds that σ(1 + γLf )(Bk−1 − Bk) ≤ 1, and the
last term in the previous chain of inequalities is increasing in θ when
θ ∈ (0, 12 ]. Therefore Bk eventually satisfies
Bk ≤ C(Bk−1 −Bk),
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where C > 0, and so Bk ≤ [C/(1 + C)]Bk−1, i.e., Bk converges to zero
Q-linearly. This in turn implies that ‖xk − x?‖ converges to zero with
R-linear rate. Furthermore,
‖wk − x?‖ = ‖xk − x? + τkdk‖
≤ ‖xk − x?‖+ τ¯ c‖Rγk(xk)‖
= ‖xk − x?‖+ τ¯ cγk−1‖Tγk(xk)− xk‖
≤ (1 + τ¯ cγ−1k )‖xk − x?‖+ τ¯ cγk−1‖Tγk(xk)− Tγk(x?)‖
≤ (1 + τ¯ cγ−1k )‖xk − x?‖
+ τ¯ cγk
−1‖xk − γk∇f(xk)− x? + γk∇f(x?)‖
≤ (1 + τ¯ c(2γ−1k + Lf ))‖xk − x?‖,
where the last two inequalities follow by nonexpansiveness of proxγg
and Lipschitz continuity of ∇f . Since γk is lower bounded by a posi-
tive quantity, then we deduce that also ‖wk − x?‖ converges R-linearly
to zero.
2.4 Quasi-Newton methods
We now turn our attention to choices of the direction dk in Algorithm 1.
Applying classical quasi-Newton methods [48] to the problem of mini-
mizing ϕFBγ yields, starting from a given x0,
dk = −B−1k ∇ϕFBγ (xk),
xk+1 = xk + τkd
k,
whereBk is nonsingular and chosen so as to approximate (in some sense)
the Hessian of ϕFBγ at xk, and stepsize τk > 0 is selected with a line-
search procedure enforcing a sufficient decrease condition. However, the
convergence properties of quasi-Newton methods are quite restrictive.
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The BFGS algorithm is guaranteed to converge, in the sense that
lim inf
k→∞
‖∇ϕFBγ (xk)‖ = 0,
when the objective is convex [123]. Its limited memory variant, L-BFGS,
requires strong convexity to guarantee convergence, and in that case the
cost is shown to convergeR-linearly to the optimal value [93]. Moreover,
there exist examples of nonconvex function for which quasi-Newton me-
thods need not converge to critical points [39, 98, 99, 40].
To overcome this, we consider quasi-Newton directions in the set-
ting of Algorithm 1. The resulting methods enjoy the same global con-
vergence properties illustrated in Section 2.3 and superlinear asymptotic
convergence under standard assumptions: we will assume, as it is usual,
(strict) differentiability of ∇ϕFBγ and nonsingularity of ∇2ϕFBγ at a criti-
cal point. Properties of f and g that guarantee these requirements were
discussed in Theorems 2.2.11 and 2.2.10: if γ = γ∞ is as in Lemma 2.3.1,
then (strict) differentiability of ∇ϕFBγ at x? ∈ zer ∂ϕ and positive defi-
niteness of∇2ϕFBγ (x?) are ensured if Assumption 2.4 (2.4+) holds, x? is a
strong local minimum for ϕ, and γ < 1/Lf .
The following result gives for the proposed algorithmic scheme the
analogous of the Dennis-More´ condition, see [47, Thm. 2.2] and [84, Thm.
3.3]. Differently from the cited results, we fit the analysis to our algorith-
mic framework where an additional forward-backward step is operated.
Furthermore, in Theorem 2.4.2 we will see how achieving superlinear
convergence is possible without the need to ensure sufficient decrease in
the objective, or even to consider direction of strict descent, but simply
with the nonincrease conditions of steps 1 and 2. This contrasts with
the usual requirements of classical line-search methods, where instead a
sufficient decrease must be enforced in order for the sequence of iterates
to converge. In Algorithm 1, in fact, such decrease is guaranteed by the
final update in step 4.
Theorem 2.4.1. Suppose that Assumption 2.1 is satisfied, and let γ > 0. Sup-
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pose that ∇ϕFBγ is strictly differentiable at x?, and that ∇2ϕFBγ (x?) is nonsin-
gular. Let (Bk)k∈N be a sequence of nonsingular Rn×n-matrices and suppose
that for some x0 ∈ Rn the sequences (xk)k∈N and (wk)k∈N generated by
wk = xk −B−1k ∇ϕFBγ (xk) and xk+1 = Tγ(wk)
converge to x?. If xk, wk /∈ zer ∂ϕ for all k ≥ 0 and
lim
k→∞
‖(Bk −∇2ϕFBγ (x?))(wk − xk)‖
‖wk − xk‖ = 0, (2.31)
then (xk)k∈N and (w
k)k∈N converge Q-superlinearly to x?.
Proof. Since wk = xk−B−1k ∇ϕFBγ (xk), letting k →∞ and using (2.31) we
have that
0← − (Bk −∇
2ϕFBγ (x?))(w
k − xk)
‖wk − xk‖
=
∇ϕFBγ (xk) +∇2ϕFBγ (x?)(wk − xk)
‖wk − xk‖
=
∇ϕFBγ (xk)−∇ϕFBγ (wk) +∇2ϕFBγ (x?)(wk − xk)
‖wk − xk‖ +
∇ϕFBγ (wk)
‖wk − xk‖ .
By strict differentiability of∇ϕFBγ at x? we obtain
lim
k→∞
‖∇ϕFBγ (wk)‖
‖wk − xk‖ = 0 (2.32)
By nonsingularity of ∇2ϕFBγ (x?) and since wk → x?, there exist α > 0
such that ‖∇ϕFBγ (xk)‖ ≥ α‖xk − x?‖ for k large enough. Therefore, for k
sufficiently large,
‖∇ϕFBγ (wk)‖
‖wk − xk‖ ≥
α‖wk − x?‖
‖wk − xk‖ ≥
α‖wk − x?‖
‖wk − x?‖+ ‖xk − x?‖ .
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Using (2.32) we get
lim
k→∞
‖wk − x?‖
‖wk − x?‖+ ‖xk − x?‖ = limk→∞
‖wk − x?‖/‖xk − x?‖
‖wk − x?‖/‖xk − x?‖+ 1 = 0,
from which we obtain
lim
k→∞
‖wk − x?‖
‖xk − x?‖ = 0. (2.33)
Finally,
‖xk+1 − x?‖ = ‖Tγ(wk)− Tγ(x?)‖
=
∥∥proxγg(wk − γ∇f(wk))− proxγg(x? − γ∇f(x?))∥∥
≤ ∥∥wk − γ∇f(wk)− x? + γ∇f(x?)∥∥
≤ (1 + γLf )‖wk − x?‖, (2.34)
where the first inequality follows from nonexpansiveness of proxγg and
the second from Lipschitz continuity of ∇f . Using (2.34) in (2.33) we
obtain that (xk)k∈N and (w
k)k∈N converge Q-superlinearly to x?.
To obtain superlinear convergence of Algorithm 1 when quasi-Newton
directions are used and condition (2.31) on the sequence (Bk)k∈N holds,
we must verify that eventually ϕFBγ (xk + dk) ≤ ϕFBγ (xk), so that the step-
size τk = 1 is accepted in step 2 and the iterations reduce to those de-
scribed in Theorem 2.4.1.
Theorem 2.4.2. Suppose that Assumption 2.1 is satisfied, and that in Algo-
rithm 1 direction dk is set as
dk = −B−1k ∇ϕFBγk (xk)
for a sequence of nonsingular matrices (Bk)k∈N satisfying (2.31), with τk = 1
being tried first in step 2. Let γ = γ∞ as in Lemma 2.3.1, and suppose further
that the sequences (xk)k∈N and (w
k)k∈N converge to a critical point x? at which
55
∇ϕFBγ is continuously semidifferentiable with∇2ϕFBγ (x?)  0. Then, (xk)k∈N
and (wk)k∈N converge Q-superlinearly to x?.
Proof. From Proposition 1.A.2(a) it follows that ∇ϕFBγ is strictly differ-
entiable and continuously semidifferentiable at x?. Moreover, we know
from Lemma 2.3.1 that eventually γk = γ∞ > 0. Therefore we assume
that k is large enough for this purpose and indicate γ in place of γk for
simplicity. We denote for short gk = ∇ϕFBγ (xk). In Algorithm 1
wk − xk = τkdk = −τkB−1k gk,
and by (2.31) and Cauchy-Schwarz inequality
‖(Bk −∇2ϕFBγ (x?))(wk − xk)‖
‖wk − xk‖ =
‖gk +∇2ϕFBγ (x?)dk‖
‖dk‖
≥
∣∣∣∣∣
〈
dk, gk +∇2ϕFBγ (x?)dk
〉
‖dk‖2
∣∣∣∣∣→ 0.
Therefore
− 〈gk, dk〉 = 〈dk, ∇2ϕFBγ (x?)dk〉+ o(‖dk‖2). (2.35)
Since ∇2ϕFBγ (x?) is positive definite, then there is η > 0 such that for
sufficiently large k
− 〈gk, dk〉 ≥ η‖dk‖2. (2.36)
Since D∇ϕFBγ is continuous at x? and xk → x?, we have
‖D∇ϕFBγ (xk)[dk]−∇2ϕFBγ (x?)dk‖ = o(‖dk‖). (2.37)
Next, since xk → x?, for k large enough ∇ϕFBγ is semidifferentiable at xk
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and we can expand ϕFBγ around xk using [133, Ex. 13.7(c)] to obtain
ϕFBγ (x
k + dk)− ϕFBγ (xk) =
〈
gk, dk
〉
+ 12
〈
dk, D∇ϕFBγ (xk)[dk]
〉
+ o(‖dk‖2)
=
〈
gk, dk
〉
+ 12
〈
dk, ∇2ϕFBγ (x?)dk
〉
+ o(‖dk‖2)
= 12
〈
gk, dk
〉
+ o(‖dk‖2),
where the second equality is due to (2.37), and the last equality is due to
(2.35). Therefore, using (2.36), for sufficiently large k
ϕFBγ (x
k + dk)− ϕFBγ (xk) ≤ −η2‖dk‖2 < 0.
i.e., τk = 1 satisfies the non-increase condition. As a consequence, Al-
gorithm 1 eventually reduces to the iterations of Theorem 2.4.1 and the
proof follows.
2.4.1 BFGS
The sequence (Bk)k∈N can be computed using BFGS updates: starting
from B0  0, use vectors
sk = wk − xk, yk = ∇ϕγ(wk)−∇ϕγ(xk), (2.38a)
to compute
Bk+1 =
Bk +
yk(yk)>
〈yk, sk〉 −
Bks
k(Bks
k)>
〈sk, Bksk〉 if
〈
sk, yk
〉
> 0,
Bk otherwise.
(2.38b)
Note that in this way Bk  0, for all k ≥ 0, and dk = −B−1∇ϕγ(xk) is
always a direction of descent for ϕFBγ . No matrix inversion is needed to
compute dk in practice, since it is possible to perform the inverse updates
of (2.38b) directly producing the sequence (B−1k )k∈N, see [48, 108].
In light of the convergence results for MinFBE given in Section 2.3 we
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prove superlinear convergence for the update (2.38) under the following
assumption.
Assumption 2.5. Either of the following holds:
(i) ϕ is convex and has a strong local minimum x?;
(ii) ϕ has the KL property on ω(x0) with ψ(s) = σs1−θ, where σ > 0 and
θ ∈ (0, 12 ], and in MinFBE the stepsize τk is bounded and there is c > 0
such that for all k ∈ N, ‖dk‖ ≤ c‖∇ϕγk(xk)‖ .
Theorem 2.4.3. Suppose that Assumptions 2.1 and 2.5 hold, and that direc-
tions dk in MinFBE are set as
dk = −B−1k ∇ϕγk(xk) with Bk as in (2.38),
and with τk = 1 being tried first in step 2. Let γ = γ∞ as in Lemma 2.3.1, and
suppose further that the sequences (xk)k∈N and (w
k)k∈N converge to a critical
point x? at which∇ϕγ is calmly semidifferentiable (see Proposition 2.A.3) with
∇2ϕγ(x?)  0. Then, (xk)k∈N and (wk)k∈N converge Q-superlinearly to x?.
Proof. Suppose that Assumption 2.5(i) holds. Since x? ∈ zer ∂ϕ and
∇2ϕγ(x?)  0, it follows that x? is a strong local minimizer of ϕγ , hence
of ϕ in light of Propositions 2.2.2(i) and 2.2.3(i). Theorem 2.3.7 then en-
sures that (xk)k∈N and (w
k)k∈N converge linearly to x?. If instead As-
sumption 2.5(ii) holds, then we can invoke Theorem 2.3.11 (since it holds
‖∇ϕγk(xk)‖ ≤ (1 + γ0Lf )‖Rγk(xk)‖) to infer that (xk)k∈N and (wk)k∈N
converge linearly to a critical point, be it x?. In both cases we can apply
Proposition 2.A.3 and for k sufficiently large
‖yk −∇2ϕγ(x?)sk‖
‖sk‖ ≤ Lmax
{‖wk − x?‖, ‖xk − x?‖} . (2.39)
Since the convergence is linear, then the right-hand side of (2.39) is sum-
mable. With similar arguments to those of [47, Lem. 3.2] we can see that
eventually
〈
sk, yk
〉
> 0. Therefore we can apply [30, Thm. 3.2], which
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ensures that condition (2.31) holds. The result follows then from Theo-
rem 2.4.2.
2.4.2 L-BFGS
When dealing with a large number of variables, storing (and updating)
approximations of the Hessian matrix (or its inverse) may be impractical.
Limited-memory quasi-Newton methods remedy this by storing, instead
of a dense n × n matrix, only a few most recent pairs (sk, yk) implicitly
representing such approximation. The limited-memory BFGS method
(L-BFGS) is probably the most widely used method of this class, and was
first introduced in [93]. It is based on the BFGS update, but uses at itera-
tion k only the most recent m˜ = min {m, k} pairs (here m is a parameter,
usually m ∈ {3, . . . , 20}) to compute a descent direction: dk is obtained
using a procedure known as two-loop recursion [107], so that no matrix
storage is required, and in fact only O(n) operations are needed. For this
reason L-BFGS is better suited for large scale applications. Similarly to
BFGS, a safeguard is used to make sure that
〈
sk, yk
〉
> 0, so that dk is
always a descent direction for ϕFBγk .
Remark 2.4.4. In both BFGS and L-BFGS, the condition 〈sk, yk〉 > 0 is
sufficient to ensure the positive definiteness of the Hessian approxima-
tion, hence the fact that dk is a descent direction. Therefore, in Algorithm
1 one can simply check such condition and discard the update when it
does not hold. Other methods were proposed in the literature to ensure
convergence of quasi-Newton methods in the nonconvex case, by Powell
(see [108, §18.3]) and Li, Fukushima [88]. In our experience, no signifi-
cant advantage is gained when using these techniques in Algorithm 1.
Moreover, no such care is required for Algorithm 1 to converge to a crit-
ical point, and under the assumptions of Theorem 2.4.2 the condition
〈sk, yk〉 > 0 will eventually always hold (see the proof of Theorem 2.4.2
for details).
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2.5 Simulations
We now present numerical results obtained with the proposed method.
In all the results, we indicate in parenthesis the choice of directions for
MinFBE. We set β = 0.05 in Algorithm 1, therefore if Lf is known then
we set a constant γ = 0.95/Lf . To determine the stepsize τk in Algo-
rithm 1 we use backtracking, starting with τk = 1 and reducing it until
ϕFBγk (x
k + τkd
k) ≤ ϕFBγk (xk) holds.
Among the other algorithms, for each choice of descent directions we
also compare Algorithm 1 with the corresponding classical line-search
method, see Remark 2.3.2(ii). In this case we use a line-search procedure,
inspired by [80, §II.3.3], enforcing the usual Wolfe conditions: although
simpler, in our tests this strategy performed favorably with respect to
other algorithms, see for example [16, §1.2], [108, §3], [63, §2.6]. We al-
ways set the memory parameter m = 5 when computing L-BFGS direc-
tions. All experiments were performed in MATLAB, and the implemen-
tation of the methods used in the tests are available.1
2.5.1 Lasso
The problem is to find a sparse representation of a vector b ∈ Rm as
combination of the columns of A ∈ Rm×n. This is done by minimizing
ϕ = f + g where
f(x) = 12‖Ax− b‖22, g(x) = λ‖x‖1.
The proximal mapping of g is the soft-thresholding operation, while the
computationally relevant operation here is the evaluation of f and ∇f ,
which involves matrix-vector products with A and A>. Parameter λ
modulates between a small least squares residual and a sparse solution
vector x?, i.e., the larger the λ the more zero coefficients x? has. In par-
ticular, λmax = ‖A>b‖∞ is the minimum value such that for λ ≥ λmax
1http://kul-forbes.github.io/ForBES/
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the solution is x? = 0. We have Lf = ‖A>A‖, which can be quickly
approximated using power iteration, therefore we applied Algorithm 2,
with fixed stepsize γ = 0.95/Lf .
In Figure 4 the performance of MinFBE(BFGS) is shown in a small di-
mensional instance taken from the SPEAR datasets.2 It is apparent that
our method greatly improves over FBS, its accelerated version, and clas-
sical BFGS applied to the problem of minimizing ϕFBγ .
Then we considered larger instances from the same dataset. In this
case we applied L-BFGS and the nonlinear conjugate gradient method
by Dai and Yuan (CG-DY, see [42]), which always produces descent di-
rections when a line-search satisfying the Wolfe conditions is employed.
The same formulas were used in the context of MinFBE: in this case CG-
DY does not necessarily produce descent directions, therefore we restart
the memory of the method every time an ascent direction is encoun-
tered. We also compare against SpaRSA [161], a proximal gradient algo-
rithm using the Barzilai-Borwein method to determine the stepsize and a
nonmonotone line-search to guarantee convergence, and FPC AS [157],
which is an active-set type of algorithm. These are ad-hoc solvers for `1-
regularization problems, in contrast to our approach which is for general
problems of the form (2.1). Both SpaRSA and FPC AS adopt a continua-
tion strategy to warm-start the problem and accelerate convergence. For
the sake of fairness we ran also the other methods (fast FBS, L-BFGS,
CG-DY and MinFBE) in a similar continuation scheme: we solve a se-
quence of problems, with a large initial value of λ (close to λmax) which
is successively reduced until the target value is reached, using the solu-
tion to each problem as initial iterate for the successive. As it is apparent
from the results in Figure 5, MinFBE(L-BFGS) and MinFBE(CG-DY) are
able to solve all the instances we considered and generally outperform
the other methods, including the corresponding classical line-search me-
thods. Therefore, the additional forward-backward step performed by
MinFBE after the descent step indeed pays off.
2http://wwwopt.mathematik.tu-darmstadt.de/spear/
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Figure 4: Lasso: algorithms applied to the spear inst 1, with m = 512
samples and n = 1024 variables, where λ = 0.05λmax was used. MinFBE
converges superlinearly to the global minimum when BFGS directions are
used, and faster then the classical BFGS algorithm applied to the problem
of minimizing ϕFBγ .
2.5.2 Sparse logistic regression
The composite objective function consists of
f(x) =
m∑
i=1
log(1 + e−bi〈ai, x〉), g(x) = λ‖x‖1.
Here vector ai ∈ Rn contains the features of the i-th instance, and bi ∈
{−1, 1} indicates the correspondent class. The `1-regularization enforces
sparsity in the solution. Indicating by A the matrix having ai as i-th row,
we have λmax = 12‖A>b‖∞, so that for λ ≥ λmax the optimal solution is
x? = 0.
We ran the algorithms one three datasets,3 and recorded the number
of iterations, calls to f and ∇f , matrix-vector products with A and A>,
and the running time needed to reach ϕ(xk)−ϕ? ≤ 10−8(1+|ϕ?|). Unlike
3http://www.csie.ntu.edu.tw/˜cjlin/libsvmtools/datasets/
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Figure 5: Lasso: performance profile of the CPU time, for the problems
in the SPEAR dataset ranging from spear inst 173 to spear inst 200,
and λ = 10−3λmax. All algorithms use a continuation technique to warm-
start the problem solution. Each method was stopped as soon as ϕ(xk) −
ϕ? ≤ 10−6(1 + |ϕ?|). Methods not meeting this condition in 104 iterations
were assigned a performance ratio of +∞.
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the previous example, here a tight Lipschitz constant for ∇f is not read-
ily available: in this case we applied MinFBE (as well as fast FBS) with
backtracking on parameter γ. The results are in Table 2: MinFBE signif-
icantly reduces the number of operations needed to solve the problems.
Since directions are computed according to L-BFGS, which is able to scale
to large dimensional problems, CPU time is reduced analogously.
2.5.3 Group lasso
Let vector x be partitioned as x = (x1, . . . , xN ), where each xi ∈ Rni , and∑
i ni = n. We consider the `2-regularized least squares problem having
f(x) =
1
2
‖Ax− b‖22, g(x) = λ
N∑
i=1
‖xi‖2.
The `2 terms enforce sparsity at the block level, so that for sufficiently
large λ we expect many of the xi’s to be zero. Partitioning the A by
columns as A = (A1, . . . , AN ), with the same block structure as x, then
for λ ≥ λmax = max
{‖A>1 b‖2, . . . , ‖A>Nb‖2} the optimal solution is x? =
0.
To test the methods we generated a random instance as follows: we
set m = 200, N = 2000 and n1 = . . . = nN = 100, and generated A
as a sparse matrix with normally distributed entries, density 10−2 and
condition number 102 using MATLAB’s sprandn command. Then we
chose xtrue with 10 nonzero blocks, and computed b = Axtrue + v, where
v is a Gaussian noise vector with standard deviation 0.1. Just like in
the case of lasso, the Lipschitz constant Lf can be easily estimated using
power iterations. We compared fast FBS, MinFBE(L-BFGS) and ADMM
(with two different stepsize parameters γ), on such an instance. As it
is shown in Figure 6, MinFBE exhibits fast asymptotic convergence, and
approaches the solution much faster than fast FBS and ADMM. Unlike
ADMM, no tuning of γ is needed in MinFBE to obtain fast convergence.
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Figure 6: Group lasso: performance of the proposed method on a random
sparse problem with m = 200 data points and n = 2 · 105 variables. Hori-
zontal axis is time in seconds.
2.5.4 Matrix completion
We consider the problem of recovering the entries of an m-by-n matrix,
which is known to have small rank, from a sample of them. One may
refer to [34] for a detailed theoretical analysis of the problem. The deci-
sion variable is now a matrix x = (xij) ∈ Rm×n, and the problem has the
form
f(x) = 12‖A(x)− b‖2, g(x) = λ‖x‖∗,
where A : Rm×n → Rk is a linear mapping selecting k entries from x,
vector b ∈ Rk contains the known entries, and ‖x‖∗ indicates the nuclear
norm of x, which is the sum of its singular values. In this case Lf = 1,
therefore we applied MinFBE with constant γ = 0.95.
The most computationally expensive operation here is the proximal
step, requiring a singular value decomposition (SVD). Computing the
full SVD becomes infeasible as m and n grow, therefore we use the fol-
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lowing partial decomposition strategy in evaluating proxγg : start with
ν0 = 10, and the i-th time proxγg is evaluated compute only the largest
νi singular values σ1 ≥ . . . ≥ σνi , and
proxγg(x) ≈ U Σ˜+V T , Σ˜+ = diag(max {0, σi − γλ} , i = 1, . . . , νi).
Then set νi+1 according to the following rule
νi+1 =
{
min {j | σj ≤ γ} if σνi ≤ γλ
νi + 5 otherwise.
The same technique for approximately thresholing the singular values
is used in other algorithms for nuclear norm regularization problems
[153]. The partial singular value decompositions were performed using
PROPACK software package.4
We compared fast FBS, L-BFGS, MinFBE(L-BFGS) and ADMM on the
MovieLens100k dataset.5 This consists of 105 ratings of 1682 movies from
943 users, so that the problem has ≈ 1.6 millions variables. The results
of the simulations, for decreasing values of λ, are in Figure 7. Unlike the
previous example, in this case MinFBE performs very similarly to stan-
dard L-BFGS: they both converge considerably faster than the acceler-
ated FBS, and generally faster than ADMM, especially for smaller values
of the regularization parameter. Note also that, just like in the previous
example, the performance of ADMM is very sensitive to the value of pa-
rameter γ. In our experiment we identified γ = 10 as a good value by
hand-tuning. Such tuning is not required in MinFBE, where the selection
of a suitable γ is automatic.
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Figure 7: Matrix completion: performance of MinFBE on the Movie-
Lens100k dataset, for different values of λ. Horizontal axis is time in sec-
onds.
2.5.5 Image restoration
As a nonconvex example we consider the restoration of a noisy blurred
M ×N image. The formulation we use is similar to that in [23], although
here we consider the `1 norm in place of the `0 norm as regularization
term. Specifically, we set
f(x) =
MN∑
i=1
ψ((Ax− b)i), g(x) = λ‖Wx‖1.
Here, b denotes the noisy blurred image, A is a Gaussian blur operator
andW is a discrete Haar wavelet transform with four levels, whileψ(t) =
log(1 + t2), therefore here ∇f has Lipschitz constant 2. Since W>W =
4http://sun.stanford.edu/˜rmunk/PROPACK/
5http://grouplens.org/datasets/movielens/
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Figure 8: (Nonconvex) image restoration: performance of MinFBE com-
pared with FBS. On the horizontal axis, number of calls to the blur operator
(left plot) and Haar operator (right plot); on the vertical axis the fixed-point
residual Rγ . Original, noisy/blurred, and recovered images are shown in
Figure 9.
WW> = I , the proximal mapping of g can be computed as
proxγg(x) = W
> proxγ‖·‖1(Wx). (2.40)
We applied MinFBE to a 256× 256-pixel black-and-white image. We dis-
torted the original image with a Gaussian blur operator 9 × 9 with stan-
dard deviation 4, and with Gaussian noise with standard deviation 10−3.
The regularization parameter in (2.40) was set as λ = 10−4. Results of the
simulations are shown in Figures 9 and 8.
2.6 Conclusions
The forward-backward splitting (FBS) algorithm for minimizing ϕ =
f + g, where f is smooth and g is convex, is equivalent to a variable-
metric gradient method applied to a continuously differentiable objec-
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(a) Original image (b) Noisy blurred image
(c) FBS (d) L-BFGS (e) Alg. 2 (L-BFGS)
Figure 9: (Nonconvex) image restoration: recovered images obtained with
the three considered algorithms.
tive, which we called forward-backward envelope (FBE), when f ∈ C2.
Therefore, we can adopt advanced smooth unconstrained minimization
algorithms, such as quasi-Newton and limited-memory methods, to the
problem of minimizing the FBE and thus solving the original, nonsmooth
problem. We propose to implement them in an algorithmic scheme,
which we call MinFBE, which is appealing in that (i) it relies on the very
same black-box oracle as FBS (evaluations of f , its gradient, g and its
proximal mapping) and is therefore suited for large scale applications,
(ii) it does not require the knowledge of global information such as Lip-
schitz constant Lf , but can adaptively estimate it. The proposed method
exploits the composite structure of ϕ, and alternates line-search steps
over descent directions and forward-backward steps. For this reason,
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MinFBE possesses the same global convergence properties of FBS, un-
der the assumptions that ϕ has the Kurdyka-Łojasiewicz properties at its
critical points, and a global convergence rate O(1/k) in case ϕ is convex.
This is a peculiar feature of our approach, since line-search methods do
not converge to stationary points, in general, when applied to noncon-
vex functions. Moreover, we proved that when quasi-Newton directions
are used in MinFBE, and the FBE is twice differentiable with nonsingular
Hessian at the limit point of the sequence of iterates, superlinear asymp-
totic convergence is achieved. Our theoretical results are supported by
numerical experiments. These show that MinFBE with (limited-memory)
quasi-Newton directions improves the asymptotic convergence of FBS
(and its accelerated variant when ϕ is convex), and usually converges
faster than the corresponding classical line-search method applied to the
problem of minimizing the FBE.
2.A Additional results
The next result states that strict differentiability is preserved by compo-
sition; its proof is a trivial computation and is therefore omitted.
Proposition 2.A.1. Let F : Rn → Rm, P : Rm → Rk. Suppose that F and
P are (strictly) differentiable at x¯ and F (x¯), respectively. Then the composition
T = P ◦ F is (strictly) differentiable at x¯.
Using Proposition 2.A.1 one can see that the product of functions (in
the matrix-vector sense) preserves (strict) differentiability. However, if
one of the two functions vanishes at one point, then we may relax some
assumptions, as it is proved in the next result.
Proposition 2.A.2. Let Q : Rn → Rm×k and R : Rn → Rk, and suppose that
R(x¯) = 0. If Q is (strictly) continuous at x¯ and R is (strictly) differentiable at
x¯, then their product G : Rn → Rm defined as G(x) = Q(x)R(x) is (strictly)
differentiable at x¯ with JG(x¯) = Q(x¯)JR(x¯).
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Proof. Suppose first that Q is continuous at x¯ and R is differentiable at x¯.
Then, expanding R(x) at x¯ and since G(x¯) = 0, we obtain
G(x)−G(x¯)−Q(x¯)JR(x¯)[x− x¯]
‖x− x¯‖ =
Q(x)R(x)−Q(x¯)JR(x¯)[x− x¯]
‖x− x¯‖
=
(Q(x)−Q(x¯)) JR(x¯)[x− x¯]
‖x− x¯‖
+
o(‖x− x¯‖)
‖x− x¯‖ .
The quantity JR(x¯)[ x−x¯‖x−x¯‖ ] is bounded, and continuity of Q at x¯ implies
that taking the limit for x¯ 6= x → x¯ yields 0. This proves that G is differ-
entiable at x¯.
Suppose now that Q is strictly continuous at x¯, and that R is strictly
differentiable at x¯. Then, expanding R(y) at x we obtain
G(y)−G(x)−Q(x¯)JR(x¯)[y − x]
‖y − x‖ =
(
Q(y)−Q(x¯))JR(x¯)[y − x]
‖y − x‖
+
(
Q(y)−Q(x))R(x)
‖y − x‖
+
Q(y)o(‖x− y‖)
‖y − x‖ .
The quantity JR(x¯)[ y−x‖y−x‖ ] is bounded, and by strict continuity of Q at x¯
so is Q(x)−Q(y)‖x−y‖ for x, y sufficiently close to x¯. Taking the limit for (x, y)→
(x¯, x¯) with x 6= y in the above expression then yields 0, proving strict
differentiability. Uniqueness of the Jacobian proves also the claimed form
of JG(x¯).
Proposition 2.A.3. Suppose that G : Rn → Rm is semidifferentiable in a
neighborhood N of x¯ and that DG is calm at x¯, i.e., there exists L > 0 such
that, for all x ∈ N and d ∈ Rn with ‖d‖ = 1,
‖DG(x)[d]−DG(x¯)[d]‖ ≤ L‖x− x¯‖.
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Then,
‖G(x)−G(y)−DG(x¯)[x− y]‖ ≤ Lmax {‖x− x¯‖, ‖y − x¯‖} ‖x− y‖.
Proof. Follows from [84, Lem. 2.2] by observing that the assumption of
Lipschitz-continuity may be relaxed to calmness.
The following results are instrumental in proving convergence of the
iterates of MinFBE.
Lemma 2.A.4. Under Assumption 2.1, consider the sequences (xk)k∈N and
(wk)k∈N generated by Algorithm 1. If there exist τ¯ , c > 0 such that τk ≤ τ¯ and
‖dk‖ ≤ c‖Rγk(xk)‖, then
‖xk+1 − xk‖ ≤ γk‖Rγk(wk)‖+ τ¯ c‖Rγk(xk)‖ ∀k ∈ N (2.41)
and, for k large enough,
‖xk+1 − xk‖ ≤ γk‖Rγk(wk)‖+ τ¯ c(1 + γkLf )‖Rγk−1(wk−1)‖ (2.42)
Proof. Equation (2.41) follows simply by
‖xk+1 − xk‖ = ‖xk+1 − wk + τkdk‖ ≤ γk‖Rγk(wk)‖+ τ¯ c‖Rγk(xk)‖.
Now, for k sufficiently large γk = γk−1 = γ∞ > 0, see Lemma 2.3.1, and
‖Rγk(xk)‖ = γ−1k ‖xk − Tγk(xk)‖
= γ−1k ‖Tγk(wk−1)− Tγk(xk)‖
≤ γ−1k ‖wk−1 − γk∇f(wk−1)− xk + γk∇f(xk)‖
≤ γ−1k ‖wk−1 − xk‖+ ‖∇f(wk−1)−∇f(xk)‖
≤ (1 + γkLf )‖Rγk−1(wk−1)‖,
where the first inequality follows from nonexpansiveness of proxγg , and
the last one from Lipschitz continuity of ∇f . Putting this together with
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(2.41) gives (2.42).
Lemma 2.A.5. Let (βk)k∈N and (δk)k∈N be real sequences satisfying βk ≥ 0,
δk ≥ 0, δk+1 ≤ δk and β2k+1 ≤ (δk − δk+1)βk for all k ∈ N. Then
∑∞
k=0 βk <
∞.
Proof. Taking the square root of both sides in β2i+1 ≤ (δi − δi+1)βi and
using √
ζη ≤ (ζ + η)/2,
for any nonnegative numbers ζ, η, we arrive at 2βi+1 ≤ (δi − δi+1) + βi.
Summing up the latter for i = 0, . . . , k, for any k ∈ N,
2
∑k
i=0βi+1 ≤
∑k
i=0(δi − δi+1) +
∑k
i=0βi
= δ0 − δk+1 + β0 − βk+1 +
∑k
i=0βi+1
≤ δ0 + β0 +
∑k
i=0βi+1.
Hence ∞∑
i=0
βi+1 ≤ δ0 + β0 <∞, (2.43)
which concludes the proof.
Proposition 2.A.6. Suppose Assumption 2.1 is satisfied and that ϕ is lower
bounded, and consider the sequences generated by Algorithm 1. If β ∈ (0, 1)
and there exist τ¯ , c > 0 such that τk ≤ τ¯ and ‖dk‖ ≤ c‖Rγk(xk)‖ then
∞∑
k=0
‖xk+1 − xk‖2 <∞. (2.44)
If moreover (xk)k∈N is bounded, then
lim
k→∞
distω(x0)(x
k) = 0 (2.45)
and ω(x0) is a nonempty, compact and connected subset of zer ∂ϕ over which ϕ
is constant.
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Proof. (2.44) follows from (2.41), Propositions 2.3.4(ii) and 2.3.4(iv), and
the fact that the sum of square-summable sequences is square summable.
If (xk)k∈N is bounded, that ω(x
0) is nonempty, compact and con-
nected and limk→∞ distω(x0)(xk) = 0 follow by [21, Lem. 5(ii),(iii), Re-
mark 5]. That ϕ is constant on ω(x0) follows by a similar argument as
in [21, Lem. 5(iv)].
The following is [21, Lem. 6], therefore we state it with no proof.
Lemma 2.A.7 (Uniformized KL property). Let K ⊂ Rn be a compact set
and suppose that the proper lower semi-continuous function ϕ : Rn → R is
constant on K and satisfies the KL property at every x? ∈ K. Then there exist
ε > 0, η > 0, and a continuous concave function ψ : [0, η] → [0,+∞) such
that properties 2.3.9(i), 2.3.9(ii) and 2.3.9(iii) hold, and
(i’) for all x? ∈ K and x such that distK(x) < ε and ϕ(x?) < ϕ(x) <
ϕ(x?) + η,
ψ′(ϕ(x)− ϕ(x?)) dist(0, ∂ϕ(x)) ≥ 1. (2.46)
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Chapter 3
A simple and efficient
algorithm for nonlinear
MPC
3.1 Introduction
Model predictive control (MPC) has become a popular strategy to imple-
ment feedback control loops for a variety of systems, due to its ability to
take into account for constraints on inputs, states and outputs. Its success
is intimately tied to the availability of efficient, reliable algorithms for
the solution of the underlying constrained optimization problem: linear
MPC requires the solution of a convex QP at every sampling step, and for
this can count on the mature theory of convex optimization algorithms,
that provides simple and robust methods with global convergence guar-
antees.
On the other hand, the vast majority of systems are nonlinear by na-
ture, and nonlinear models often capture their dynamics much more ac-
curately. For this reason nonlinear MPC (NMPC) is a well suited ap-
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proach to design feedback controllers in many cases. At every sam-
pling step, NMPC requires the solution of a general nonlinear program
(NLP): general approaches for NLP include sequential quadratic pro-
gramming (SQP) and interior-point methods (IP) [108, 16]. Typically
this NLP represents a discrete-time approximation of the continuous-
time, and thus infinite-dimensional, constrained nonlinear optimal con-
trol problem, within a direct optimal control framework. Various ways
exist for deriving a finite-dimensional NLP from a continuous-time op-
timal control problem, namely single shooting, multiple shooting and
collocation methods, see e.g. [50, 124].
Although multiple shooting formulations (keeping the states as prob-
lem variables) are recently quite popular, single shooting formulations
(implicitly eliminating the states) have been traditionally been used to
exploit the sequential structure in optimal control problems, see [56, 160]
and [16, §2.6] for a textbook account.
3.1.1 Problems framework and motivation
In this chapter we deal with discrete-time, optimal control problems with
nonlinear dynamics. This type of problems can be obtained, for example,
by appropriately discretizing continuous-time problems. Furthermore,
we allow for nonsmooth (possibly nonconvex) penalties on the inputs:
these can be (hard or soft) input constraints, or could be used for exam-
ple to impose (group) sparsity on the input variables by using sparsity-
inducing penalties. Note that problems with soft state constraints fit
this framework by including an additional smooth penalty on the sys-
tem state (e.g., the squared Euclidean distance from a constrained set), in
the spirit of a generalized quadratic penalty method.
By eliminating the state variables and expressing the cost as a func-
tion of the inputs only (single-shooting formulation), the NMPC prob-
lems that we address can be reduced to the minimization of a smooth,
nonconvex function f plus a nonsmooth (possibly nonconvex) penalty g.
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This is precisely the form of problems that can be solved by the proxi-
mal gradient method, also known as forward-backward splitting (FBS),
see [6], a generalization of the projected gradient method for minimizing
a smooth function over a constrained set. FBS method is a fixed-point it-
eration for solving a nonsmooth, nonlinear system of equations defining
the stationary points of the cost function. As such, its iterations are very
simple and ideal for embedded applications. However, the simplicity of
FBS comes at the cost of slow convergence to stationary points. In fact,
as it is the case for all first-order methods, the behaviour of FBS is greatly
affected by the problem conditioning: in the case of NMPC, it is custom-
ary to have very ill-conditioned problems due to the nonlinear dynamics
and the horizon length.
3.1.2 Contributions
We propose a new, simple method for solving composite problems. The
proposed algorithm is a line-search method for solving the fixed-point
equations associated with FBS, using the so-called forward-backward enve-
lope (FBE) as merit function to determine the stepsize [113, 145, 150]. The
algorithm is simpler than the scheme discussed in [113, 145], in that it
does not require computing the gradient of the FBE, therefore no second-
order information on f is required. This is particularly convenient in
applications such as NMPC, where evaluating derivatives can become
expensive. Nevertheless, we show that if the search directions are com-
puted using quasi-Newton formulas, then the stepsize becomes eventu-
ally 1 and the algorithm converges with superliner asymptotic rate to
a stationary point. Computing the directions and the value of the FBE
simply requires evaluations of the forward-backward mapping, there-
fore the proposed algorithm is based on the very same operations as FBS:
1. evaluation of the gradient of the smooth cost, which can performed
using automatic differentiation (AD), such as CasADi [1], in NMPC
applications;
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2. evaluation of the proximal mapping of the nonsmooth penalty, usu-
ally having a very simple closed-form.
Furthermore, limited-memory methods such as L-BFGS [93] that only
perform inner products can be used to determine line-search directions,
making the algorithm completely matrix-free. These features make the
proposed algorithm well suited for embedded implementations and ap-
plications.
3.2 Newton-type forward-backward method
We target problems of the form
minimize
Rn
ϕ(u) = `(u) + g(u), (3.1)
where ` is smooth and g is convex. The FBS scheme is based on simple
iterations of the form
uk+1 = Tγ(u
k) = proxγg
(
uk − γ∇` (uk)) , (3.2)
where γ > 0 is a stepsize parameter and proxγg is the proximal mapping
of g. First studied for convex problems, FB iterations (3.2) have been re-
cently shown to converge in the nonconvex case [6]: if ` is differentiable
with L`-Lipschitz continuous gradient then for any γ ∈ (0, 2/L`) all clus-
ter points of the sequence generated by (3.2) are critical, meaning that
they satisfy the first order necessary condition for optimality. Moreover,
if ϕ = ` + g has the Kurdyka-Łojasiewicz property – a mild property
satisfied by all subanalytic functions, for instance – then any bounded
sequence (3.2) is globally convergent to a unique critical point.
Because of all such favorable properties, and the fact that in many
problems the proximal mapping is available in closed form, FBS has been
employed and studied extensively. However, the downside of such sim-
ple algorithm is its slow tail convergence, being it Q-linear at best and
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with Q-factor typically close to one when the problem is ill-conditioned.
Using variable metrics, e.g., coming from Newton-type schemes, can dra-
matically improve and robustify the convergence, but it comes at the
drawback of prohibitively complicating the proximal steps, thus requir-
ing inner procedures possibly as hard as solving the original problem
itself. One option in the case of g = δC , where C is a box, is to apply the
two-metric projection method of Gafni & Bertsekas [69], the trust-region
algorithm of [91], or the limited-memory BFGS algorithm for bound con-
strained optimization in [29], or, more generally, whenC is a simple poly-
hedral set (one that is easy to project onto) the algorithms of [31]. When
C has a more complicated structure, extensions of this class of methods
become quite complex [55]. However, when g is a nonsmooth function
(such as sparsity and group-sparsity inducing penalties) then the afore-
mentioned algorithms are not applicable.
Algorithm 1, presented in Chapter 2, has the unfavourable property
of requiring second-order information of the smooth term in the cost, which
is required to compute the gradient of the FBE in order to obtain descent
directions: although this can be approximated using additional gradient
evaluations, cf. Remark 2.3.3, this is still an undesirable property espe-
cially in the case of NMPC problems (3.1) where gradient evaluations
can be computationally very expensive. Relying solely on such a simple
black-box oracle as FBS is an extremely appealing property also consid-
ering embedded applications and implementations, where the compu-
tational power at hand might pose severe limitations to the operations
which can be performed.
3.2.1 Newton-type methods on generalized equations
Instead of directly addressing the minimization problem, one could tar-
get the complementary problem of finding critical points by solving
find u? such that Rγ(u?) = 0, (3.3)
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where
Rγ(u) = γ
−1 (u− proxγg (u− γ∇` (u)))
is the fixed-point residual. This motivates addressing the problem using
Newton-type methods
uk+1 = uk −HkRγ(uk), (3.4)
where Hk are invertible operators that, ideally, capture curvature infor-
mation of Rγ and enable superlinear or quadratic convergence when
close enough to a solution. In quasi-Newton schemes, Hk is a linear op-
erator recursively updated so as to satisfy the (inverse) secant condition
uk+1 − uk = Hk+1
(
Rγ(u
k+1)−Rγ(uk)
)
,
and under mild differentiability assumptions at a candidate limit point
u?, local superlinear convergence is achieved provided that the Dennis-
More´ condition
lim
k→∞
‖Rγ(uk)− JRγ(u?)dk‖
‖dk‖ = 0 (3.5)
is satisfied, where dk = −HkRγ(uk).
3.2.2 Forward-backward envelope
The major challenge in designing fast methods for nonlinear equations
is making the iterates globally convergent. In fact, without globalization
strategies such methods are well known to even possibly diverge. This is
usually achieved by damping iterations of the form (3.4), premultiplying
the update by an appropriate stepsize. In [150] a globalization technique
is proposed, based on the forward-backward envelope (FBE) [113] (initially
derived for convex problems, see also [117, 145]). The FBE is an exact,
continuous, real-valued penalty function for the original problem (3.1)
81
defined as
ϕFBγ (u) = `(u)− γ2 ‖∇`(u)‖2 + gγ(u− γ∇`(u)), (3.6)
for a parameter γ > 0. Under no additional assumptions, ϕFBγ enjoys the
following favorable properties.
Proposition 3.2.1. Function ϕFBγ is strictly continuous and satisfies
(i) ϕFBγ (u) ≤ ϕ(u)− γ2 ‖Rγ(u)‖2;
(ii) ϕ(Tγ(u)) ≤ ϕFBγ (u)− γ2 (1− γL`)‖Rγ(u)‖2.
In particular,
(iii) ϕ(u) = ϕFBγ (u) for any u ∈ fixTγ ;
(iv) inf ϕ = inf ϕFBγ and argminϕ = argminϕFBγ for any γ < 1/L`.
Proof. See Proposition 2.2.2 and Proposition 2.2.3.
Due to strict continuity, via Rademacher’s theorem [133, Theorem
9.60], both ∇` and ϕFBγ are almost everywhere differentiable with (cf.
Theorem 2.2.6)
∇ϕFBγ (u) = Qγ(u)Rγ(u), where Qγ(u) = I − γ∇2`(u).
Matrix Qγ(u) is symmetric and defined for almost any u; if, additionally,
γ < 1/L`, then Qγ(u) is also positive definite wherever it exists. If ` is
twice differentiable at a critical point u? and proxγg is differentiable at
u? − γ∇`(u?), then Rγ is differentiable at u? with Jacobian JRγ(u?), and
ϕFBγ is twice differentiable at u? with Hessian (cf. Lemma 2.2.9 and Thm.
2.2.10)
∇2ϕFBγ (u?) = Qγ(u?)JRγ(u?). (3.7)
A sufficient condition for proxγg to comply with this requirement in-
volves a mild property of twice epi-differentiability of g, see [133, §13],
as required by Assumption 2.4.
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Algorithm 3 PANOC (Proximal Averaged Newton-type method for Optimal Control)
Inputs: γ ∈ (0, 1/L`), σ ∈ (0, γ2 (1− γL`)), u0 ∈ Rn
Initialize: k = 0
1: u¯k = proxγg
(
uk − γ∇u`(uk)
)
, rk = γ−1(uk − u¯k)
2: dk = −Hkrk for some matrix Hk ∈ Rn×n
3: uk+1 = uk − (1 − τk)γrk + τkdk, where τk is the largest in{
(1/2)i | i ∈ N} such that
ϕFBγ (u
k+1) ≤ ϕFBγ (uk)− σ‖rk‖2 (3.8)
4: k ← k + 1, go to step 1
Theorem 3.2.2. Let γ < 1/L` and suppose that∇` and proxγg are differentiable
at a critical point u? and at u?−γ∇`(u?), respectively. ThenRγ is differentiable
at u? with Jacobian JRγ(u?). Furthermore, u? is a strong local minimum for ϕ
iff it is a strong local minimum for ϕFBγ , in which case ∇2ϕFBγ (u?) is positive
definite and JRγ(u?) is invertible.
Proof. See Lem. 2.2.9 and Thm. 2.2.10, observing that twice differentia-
bility of ` can be assumed to hold only at u?.
3.2.3 A superlinearly convergent algorithm based on FBS
We propose Algorithm 3, which we called PANOC, a new line-search
method for problem (3.1) which is even simpler than the one of [150],
yet it maintains all the favorable convergence properties. After a quick
glance at the favorable properties of the FBE and its kinship with FBS,
the methodology of the proposed scheme is elementary. At each itera-
tion, the forward-backward step u¯k is computed. Then, a step is taken
from uk along a convex combination of the “nominal” FBS update direc-
tion−γrk (which leads to u¯k) and a candidate fast direction dk. By doing
so, a small enough stepsize τk exists at every iteration k that satisfies the
sufficient decrease condition (3.8), enabling global convergence. Further-
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more when close enough to a solution the fast directions will take over
and, under mild assumptions, the scheme will reduce to uk+1 = uk + dk.
The next results rigorously show these claims.
Theorem 3.2.3 (Global subsequential convergence). Consider the iterates
generated by PANOC. Then, rk → 0 square-summably, and the sequences
(uk)k∈N and (u¯
k)k∈N have the same cluster points, all satisfying the necessary
condition for local minimality u = proxγg (u− γ∇` (u)).
Proof. First, the algorithm is well defined, that is, the line-search (3.8)
always terminates in a finite number of backtrackings. In fact, since σ <
γ
2 (1 − γL`) and uk+1 → u¯k as τk ↘ 0, continuity of ϕFBγ , Prop.s 3.2.1(ii)
and 3.2.1(i) imply that for small enough τk (3.8) holds.
Telescoping (3.8), and since inf ϕFBγ = inf ϕ > −∞ we obtain that∑
k∈N ‖rk‖2 < ∞, and in particular that rk → 0. Suppose now that
(uk)k∈K → u′ for some u′ ∈ Rn and K ⊆ N. Then, since ‖u¯k − uk‖ =
γ‖rk‖ → 0, in particular (u¯k)k∈K → u′ as well. The converse holds analo-
gously, proving that (uk)k∈N and (u¯
k)k∈N have same cluster points. From
rk → 0, since rk = Rγ(uk) and the residual mapping Rγ is (Lipschitz)
continuous, we also deduce that Rγ(u′) = 0, concluding the proof.
Remark 3.2.4 (Lipschitz constant L`). In practice, no prior knowledge of
the Lipschitz constant L` is required for PANOC. In fact, replacing L`
with an initial estimate L > 0, the following instruction can be added
right after step 1:
1bis: If `(u¯k) > `(uk)− γ〈∇`(uk), rk〉+ L2 ‖γrk‖2
then γ ← γ/2, L← 2L, σ ← σ/2 and go to step 1.
Whenever the quadratic bound is violated with L in place of L`, the es-
timated Lipschitz constant L is increased and γ, σ are decreased accord-
ingly. Since replacing L` with any L ≥ L` still satisfies the quadratic
Lipschitz upper bound [16, Prop. A.24], it follows that L is incremented
only a finite number of times. Therefore, there exists an iteration k0 start-
ing from which γ and σ are constant; in particular, all the results of the
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chapter remain valid starting from iteration k0, at latest.
Moreover, since u¯k ∈ dom g by construction, if g has bounded do-
main and the selected directions dk are bounded (as it is the case for
any ‘reasonable’ implementation), it suffices that ∇` is locally Lipschitz-
continuous (i.e., strictly continuous), and as such any ` ∈ C2 would fit the
requirement. In fact, in such case all the sequences (uk)k∈N and (u¯
k)k∈N
are contained in a compact enlargement Ω of dom ∂g, and L` can be then
taken as lipΩ(∇`), or adaptively retrieved in practice as indicated above.
This is the typical circumstance in (N)MPC where g encodes constraints
on the inputs which in realistic applications cannot be unbounded.
As to the computational cost, each evaluation of ϕFBγ in the left-hand
side of the line-search condition (3.8) requires exactly the computation
of one forward-backward step; ϕFBγ (uk) on the right-hand side, instead,
is available from the previous iteration. In particular, in the best case
of stepsize τk = 1 being accepted, each iteration requires exactly one
forward-backward step. Under mild favorable assumptions, this is the
case in which the directions satisfy the Dennis-More´ criterion for super-
linear convergence (3.5), as shown in Theorem 3.2.5 later on.
The Dennis-More´ condition is enjoyed by directions generated with
quasi-Newton schemes under differentiability assumptions at the limit
point. The rank-two updates of BFGS are the most widely used in smooth
optimization, and thanks to the globalization guarantees of PANOC they
straightforwardly fit to our framework. Because of problem size, the
limited-memory variant L-BFGS is mostly used, which does not require
the computation or storage of full matricesHk but simply keeps memory
of a small number of last pairs sk = uk+1−uk and yk = rk+1−rk, and re-
trieves d = −Hkrk by simply performing scalar products. In Section 3.4
we will show the efficiency of PANOC with L-BFGS directions compared
to plain FBS and state-of-the-art solvers.
The next theorem shows that the FBE does not prevent superlinear
convergence to take place whenever Newton-type directions are used in
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PANOC; namely unit stepsize is eventually accepted and PANOC even-
tually produces iterates coming through (3.4). This is in stark contrast
with the well-known drawback of classical nonsmooth exact penalty func-
tions (the so-called Maratos effect, see, e.g., [16, §5.3]).
Theorem 3.2.5 (Superlinear convergence). Suppose that the iterates gener-
ated by PANOC converge to a strong local minimum u? of ϕ at which Rγ and
∇ϕFBγ are strictly differentiable. If the operators (Hk)k∈N satisfy the Dennis-
More´ condition (3.5), then eventually stepsize 1 is always accepted and uk → u?
at superlinear rate.
Proof. From Thm. 3.2.2 we know that G? = ∇2ϕFBγ (u?)  0 and that
JRγ(u?) is nonsingular. Since u¯k and uk converge to u?, up to an index
shifting we may assume that (uk)k∈N is contained in an open set in which
ϕFBγ is differentiable and Rγ continuous. Since rk = Rγ(uk) → 0, from
(3.5) it follows that dk → 0. Let uk+10 = uk +dk. By adding and substract-
ing Rγ(uk+10 ) in the numerator of (3.5), by strict differentiability of Rγ at
u? we obtain
lim
k→∞
‖Rγ(uk+10 )‖
‖dk‖ = limk→∞
‖Rγ(uk+10 )‖
‖uk+10 − uk‖
= 0. (3.9)
Since JRγ(x?) is nonsingular and uk+10 → u?, there exists a constant α >
0 such that ‖Rγ(uk+10 )‖ ≥ α‖uk+10 − u?‖ for k large enough. Combined
with (3.9) we obtain
0← ‖u
k+1
0 − u?‖
‖uk+10 − uk‖
≥ ‖u
k+1
0 − u?‖
‖uk+10 − u?‖+ ‖uk − u?‖
.
Divinding numerator and denominator by ‖uk − u?‖ yields
lim
k→∞
‖uk + dk − u?‖
‖uk − u?‖ = limk→∞
‖uk+10 − u?‖
‖uk − u?‖ = 0. (3.10)
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Therefore,
εk =
ϕFBγ (u
k+1
0 )− ϕFBγ (u?)
ϕFBγ (u
k)− ϕFBγ (u?)
=
1
2
〈
G?(u
k+1
0 − u?), uk+10 − u?
〉
+ o(‖uk+10 − u?‖2)
1
2 〈G?(uk − u?), uk − u?〉+ o(‖uk − u?‖2)
≤
‖G?‖
(‖uk+10 −u?‖
‖uk−u?‖
)2
+
(
o(‖uk+10 −u?‖)
‖uk−u?‖
)2
λmin(G?) +
(
o(‖uk−u?‖)
‖uk−u?‖
)2 → 0
as k →∞. Moreover, since u¯k → u? and u? is a (strong) local minimum,
eventually ϕFBγ (u¯k) ≥ ϕFBγ (u?); combining with Prop. 3.2.1(i) we obtain
ϕFBγ (u
k)− ϕFBγ (u?) ≥ ϕFBγ (uk)− ϕFBγ (u¯k) ≥ γ2 (1− γLf )‖rk‖2.
Therefore,
ϕFBγ (u
k+1
0 )− ϕFBγ (uk) ≤ − (1− εk)
(
ϕFBγ (u
k)− ϕFBγ (u?)
)
≤ − (1− εk)γ2 (1− γLf )‖rk‖2
≤ − σ‖rk‖2 for k large enough,
where the last inequality follows from the fact that εk → 0 and σ <
γ
2 (1 − γLf ), so that eventually (1 − εk)γ2 (1 − γLf ) ≥ σ. Therefore, for
large enough k the line-search condition (3.8) holds with τk = 1, and
unitary step-size is always accepted. In particular, the limit (3.10) reads
lim
k→∞
‖uk+1−u?‖
‖uk−u?‖ = 0, proving (u
k)k∈N to be superlinearly convergent.
It is important to remark again that (strict) differentiability of Rγ and
∇ϕFBγ at critical points does not require any smoothness condition on
the nonsmooth function g: in fact, by Lemma 2.2.9 and Thm. 2.2.10, it is
sufficient that g has generalized quadratic strict second epi-derivative at the
limit point, for the assumptions of Theorem 3.2.5 to hold. As discussed
in [130, 131, 118, 119], examples where this happens are abundant and
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include several functions used in practice.
3.3 Nonlinear MPC
We consider the following finite-horizon optimal control problem
minimize
N−1∑
j=0
`j(xj , uj) + gj(uj) + `N (xN ) (3.11a)
subject to x0 = x¯ (3.11b)
xj+1 = fj(xj , uj), j = 0, . . . , N − 1 (3.11c)
where fj : Rnx×nu → Rnx , j = 0, . . . , N − 1 are smooth mappings rep-
resenting system dynamics `j : Rnx×nu → R, j = 0, . . . , N − 1, and
`N : Rnx → R are smooth functions representing stage and terminal
costs respectively, and gj : Rnu → R, j = 0, . . . , N − 1, are possibly nons-
mooth and extended real-valued functions representing penalties on the
inputs, e.g., constraints.
We are interested in simple algorithms for solving (3.11), i.e., algo-
rithms that do not involve a doubly iterative procedure, such as SQP-like
methods. One such algorithm is certainly forward-backward splitting
(FBS), also known as the proximal gradient method. In particular, let the
mapping F : RNnu → R(N+1)nx be defined as
F (u0, . . . , uN−1) = (F0(u0), . . . , FN (u)),
where
F0(u) = x¯
Fj+1(u) = fj(Fj(u), uj), j = 0, . . . , N − 1,
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Algorithm 4 Backward AD
Inputs: x0 ∈ Rn, u = (u0, . . . , uN−1)
Initialize: `(u) = 0
1: for j = 0, . . . , N − 1 do
2: xj+1 = fj(xj , uj)
3: `(u)← `(u) + `j(xj , uj)
4: end for
5: `(u)← `(u) + `N (xN )
6: pN = ∇`N (xN )
7: for j = N − 1, . . . , 0 do
8: pj = ∇xjfj(xj , uj)pj+1 +∇xj `j(xj , uj)
9: ∇uj`(u) = ∇ujfj(xj , uj)pj+1 +∇uj `j(xj , uj)
10: end for
and, denoting u = (u0, . . . , uN−1),
`(u) =
N−1∑
j=0
`j(Fj(u), uj) + `N (FN (u)),
g(u) =
N−1∑
j=0
gj(uj).
Then, problem (3.11) has the form (3.1) with n = Nnu.
The gradient of ` can be efficiently calculated by backward automatic
differentiation (AD) (also known as reverse differentiation, reverse mode
AD, adjoint method, or backpropagation), as in Algorithm 4 [56].
3.3.1 Handling state constraints
Many optimal control problems in practice include constraints on the
states. The situation is covered by the following more general optimal
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control formulation:
minimize
N−1∑
j=0
[
`j(xj , uj) + gj(uj) + hj(Cj(xj , uj))
]
+ `N (xN ) + hN (CN (xN ))
subject tox0 = x¯
xj+1 = fj(xj , uj), j = 0, . . . , N − 1
where, additionally to problem (3.11), hj : Rmj → R, n = 0, . . . , N are
proper, closed, convex functions with easily computable proximal map-
ping and Cj : Rnx ×Rnu → Rmj , n ∈ 0, . . . , N − 1, and CN : Rnx → RmN
are smooth mappings. For example, when hj are indicators of the non-
positive orthant then we are left with a classical state-constrained opti-
mal control problem.
Next, consider G : RNnu → Rm0×· · ·×RmN defined as
G(u0, . . . , uN−1) = (G0(u), . . . , GN (u)),
where G0 = x0,
Gj(u) = Cj(Fj(u), uj), j = 1, . . . , N − 1,
GN (u) = CN (FN (u)), and h : Rm0×· · ·×RmN → R with
h(z) =
N−1∑
j=0
hj(zj) + hN (zj).
The problem can now be expressed as
minimize `(u) + g(u) + h(G(u)).
A standard practice in MPC is to include state constraints in the cost
function via penalties. The reason for doing so is to avoid the unpleasant
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situation of ending up with an infeasible optimal control problem which
can easily happen in practice due to disturbances and plant-model mis-
match. The usual way of doing so is by relaxing state constraints using
a quadratic penalty. Taking this approach one step further, we smoothen
out h by replacing it with its Moreau envelope h1/µ, i.e., the value func-
tion of the parametric problem involved in the definition of the proximal
mapping. Here µ acts as a penalty parameter: in the case of state con-
straints of the form G(u) ∈ C, one has h1/µ(G(u)) = µ2 dist2C(G(u)) and
the larger the value of µ, the larger is the penalty one has to pay for vio-
lating the state constraints.
It is well known that the Moreau envelope is smooth whenever h is a
proper, closed, convex function. In fact its gradient is given by
∇h1/µ(z) = µ(z − proxh/µ(z)).
Since G is also smooth (as the composition of smooth mappings), the
modified stage costs
˜`
j(u) = `j(Fj(u), uj) + h
1/µ
j (Gj(uj)), j = 0, . . . , N−1
˜`
N (u) = `N (FN (u)) + h
1/µ
N (GN (uN ))
are also smooth, and the same holds for the total cost, which we redefine
as
`←
N∑
j=0
˜`
j .
Therefore, the soft-state-constrained problem has exactly the same form
as problem (3.1). The gradient of ` can be efficiently computed by ex-
tending Algorithm 4 as follows:
Remark 3.3.1. For simplicity, in the above discussion we have considered
the case where parameter µ is a scalar: in case functions hj are separable,
it is straightforward to adapt Algorithm 5 to the case where µ is a vector
of parameters, of dimension compatible with the separability structure
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Algorithm 5 Backward AD for the cost with soft-constrained states
Inputs: x0 ∈ Rn, u = (u0, . . . , uN−1)
Initialize: `(u) = 0
1: for j = 0, . . . , N − 1 do
2: sj = proxhj/µ(Cj(xj , uj))
3: qj = µ(Cj(xj , uj)− sj)
4: `(u)← `(u) + `j(xj , uj) + h(sj) + 12µ‖qj‖2
5: xj+1 = fj(xj , uj)
6: end for
7: sN = proxhN/µ(CN (xN ))
8: qN = µ(CN (xN )− sN )
9: `(u)← `(u) + `N (xN ) + hN (sN ) + 12µ‖qN‖2
10: pN = ∇`N (xN ) +∇C(xN )qN
11: for j = N − 1, . . . , 0 do
12: pj = ∇xjfj(xj , uj)pj+1 +∇xj `j(xj , uj) +∇xjCj(xj , uj)qj
13: ∇uj `(u) = ∇ujfj(xj , uj)pj+1 +∇uj `j(xj , uj) +∇ujCj(xj , uj)qj
14: end for
of hj . Similarly, parameter µ can be allowed to vary along the stage costs
and depend on j.
3.4 Numerical Simulations
To test the efficacy of the proposed algorithm we consider a system com-
posed of a sequence of masses connected by springs. The system is anal-
ogously described in [158, 156].
The chain is composed by M masses: one end is connected to the
origin, while a handle on the other end allows to control the chain. Let
us denote by xi(t) ∈ R3 the position of the i-th mass at time t, for i =
1, . . . ,M + 1, where xM+1(t) is the position of the control handle. The
control action at each time instant is denoted as u(t) = x˙M+1(t) ∈ R3, i.e.,
we control the velocity of the handle. Each body in the chain has mass
m, and the springs have constant D and rest length L. By Hook’s law we
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obtain the following dynamics [158]:
x¨i = 1m (Fi,i+1 − Fi−1,i) + a,
Fi,i+1 = D
(
1− L‖xi+1−xi‖
)
(xi+1 − xi).
where a = (0, 0,−9.81) is the acceleration due to gravity. Denoting vi the
velocity of mass i, the state vector is
x(t) = (x1(t), . . . , xM+1(t), v1(t), . . . , vM (t)).
Since we operate in the three-dimensional space, the system has then
nx = 3(2M + 1) states and nu = 3 inputs, and its dynamics obeys
x˙ = fc(x, u) = (v
1, . . . , vM , u, x¨1, . . . , x¨M ).
3.4.1 Simulation scenario
An equilibrium state of the system was computed with the control han-
dle positioned at a given xend ∈ R3. This was perturbed by applying
a constant input u = (−1, 1, 1) for 1 second, to obtain the starting posi-
tion of the chain. The goal is to drive the system back to the reference
equilibrium state: this can be achieved by solving, for T > 0
minimize
x,u
Lc(T ) =
∫ T
0
`c(x(t), u(t))dt
subject to x˙ = fc(x, u)
(3.12)
where
`c(x, u) = β‖xM+1 − xend‖22 + γ
M∑
i=1
‖vi‖22 + δ‖u‖22. (3.13)
To discretize (3.12) we consider a sampling time ts such that T =
Nts and assume that the input u is piecewise constant according to such
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sampling: for j = 0, . . . , N − 1,
u(t) = uj , ∀ t ∈ [jts, (j + 1)ts).
Then
Lc(T ) =
N−1∑
j=0
∫ (j+1)ts
jts
`c(x(t), uj)dt.
The problem is cast into the form (3.11) by approximating the above in-
tegrals, and the system dynamics, with an appropriate discretization for-
mula and setting
`j(xj , uj) ≈
∫ (j+1)ts
nts
`c(x(t), uj)dt, (3.14a)
fj(xj , uj) ≈
∫ (j+1)ts
nts
fc(x(t), uj)dt, (3.14b)
with the initial condition x(jts) = xj , j = 0, . . . , N − 1. Furthermore,
we constrain the states and inputs by setting gj and hj as the indicator
functions of the feasible sets as
gj(u) = δ‖·‖∞≤1(u),
hj(Cj(x, u)) =
M+1∑
i=1
δ≥−0.1(xi2).
Since hj is separable with respect to the different masses, we smoothen
it by associating a parameter µi to each component (see Section 3.3.1 and
Remark 3.3.1 in particular):
h
1/µ
j (Cj(x, u)) =
M+1∑
i=1
µi
2
(
min
{
0, xi2 + 0.1
})2
. (3.15)
In the simulations we have used T = 4 seconds and a sampling time
ts = 0.1 seconds, which gives a prediction horizon N = 40. The inte-
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Figure 10: The initial position for the simulation, in the spring-mass system,
was obtained perturbing a reference equilibrium state by appling a constant
input for 1 second.
grals (3.14) were approximated with a one-step 4th-order Runge-Kutta
method. We have used CasADi [1] to implement the discretized dynam-
ics and cost function, so as to efficiently evaluate their Jacobian and gra-
dient. The model parameters were set as M = 5, m = 0.03 (kg), D = 0.1
(N/m), and L = 0.033 (m). In the cost function (3.13) we set β = 1, γ = 1,
and δ = 0.01. The coefficients for the soft state constraints (3.15) were set
as µ1 = µ2 = µ3 = 102, µ4 = µ5 = µ6 = 10.
3.4.2 Results
We simulated the system for 15 seconds, with sampling time ts, using dif-
ferent solvers to compute the problem solution at every sampling step.
To solve the problem we considered PANOC, where the direction dk =
−Hkrk in step 2 is computed using the L-BFGS method with memory
10 (see the discussion in Section 3.2.3). Furthermore, we applied FBS,
MATLAB’s FMINCON (using an SQP algorithm), IPOPT (interior-point
method) to the single-shooting formulation. We also applied IPOPT to
the multiple-shooting formulation, that gave similar performance, and
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to the problem with hard state constraints. We did not apply FMIN-
CON to the multiple-shooting problem, as doing so performed consid-
erably worse. In Figure 11 the convergence of the fixed-point residual
‖rk‖∞ for FBS and PANOC is shown for the first problem of the se-
quence. There we have solved the problem to medium/high accuracy
for comparison purposes: in practice, we have noticed that good closed
loop performance is obtained with more moderate accuracy. Therefore
we ran closed-loop simulations terminating PANOC and FBS as soon as
‖rk‖∞ ≤ 10−3, while the other solvers were run with default options.
The CPU times during the simulation are shown in Figure 12. The effect
on the dynamics of soft state constraints is shown in Figure 13, where
the trajectory of two masses during the simulation is compared to the
hard-constrained and unconstrained cases, the latter obtained by setting
µi = 0 for i = 1, . . . ,M + 1 in (3.15). It is apparent that by using the
soft state constrained formulation, we are able to improve considerably
the solution time of the problem, without sacrificing closed loop perfor-
mance. The proposed PANOC algorithm outperforms all the other con-
sidered methods in this example, and greatly accelerates over FBS. This
fact is particularly evident in the early stages of the simulation, when the
system is far from equilibrium.
3.5 Conclusions
This chapter presents PANOC, a new algorithm for solving nonlinear
constrained optimal control problems typically arising in MPC. The al-
gorithm is simple, exploits problem structure, does not require solution
of a quadratic program at every iteration and yet can be shown to be
superlinearly convergent under mild assumptions. A version of the al-
gorithm that uses simple L-BFGS directions was shown to perform fa-
vorably against state-of-the-art NLP solvers in a benchmark example.
There are several topics for future research: (i) semismooth Newton
96
0 0.2 0.4 0.6 0.8 1
10−4
10−2
100
CPU time (s)
‖r
k
‖ ∞
FBS
PANOC
Figure 11: Convergence of the fixed-point residual for FBS and PANOC, in
the first problem of the closed-loop simulation. The algorithms were exe-
cuted here to medium/high accuracy for comparison purposes.
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Figure 12: CPU times of different solvers applied to the spring-mass sys-
tem, during 15 seconds of simulation. “MS” indicates that a solver was ap-
plied to the multiple-shooting formulation, where the system state is kept
as decision variable. IPOPT was also applied to the problem with hard state
constraints for reference.
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Figure 13: Effect of the soft state constraint terms on the trajectory of the
masses 1 andM in the closed loop simulation. The unconstrained trajectory
is obtained by setting µi = 0 for i = 1, . . . ,M + 1 in (3.15).
directions [117] that fully exploit problem structure and enable quadratic
convergence rates, (ii) more rigorous handling of state constraints by em-
bedding the algorithm in a proximal augmented Lagrangian framework,
(iii) a real-time iteration scheme where the algorithm is warm-started by
exploiting sensitivity information for the fixed point residual and (iv) de-
velopment of a code generation tool for embedded applications.
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Chapter 4
Newton-type alternating
minimization algorithm
4.1 Introduction
We consider convex optimization problems of the form
minimize
x∈Rn
f(x) + g(Ax), (4.P)
where f is strongly convex, g is convex and A is a linear mapping. Prob-
lems of this form are quite general and appear in various areas of applica-
tions, including optimal control [144], system identification [60] and ma-
chine learning [24, 112]. For example, whenever g = δC is the indicator
function of a convex set C, then (4.P) models a constrained convex prob-
lem: if C is the nonnegative orthant, then in particular (4.P) amounts to
minimizing a strongly convex function subject to polyhedral constraints.
A general approach to the solution of (4.P) is based on the dual prox-
imal gradient method, or forward-backward splitting, also known as al-
ternating minimization algorithm (AMA) [154]. This is the dual appli-
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cation of an algorithm introduced by Gabay [68] for finding the zero of
the sum of two maximal monotone operators, one of which is assumed
to be strongly monotone. The alternating minimization algorithm is in-
timately tied to the framework of augmented Lagrangian methods, and its
global convergence and complexity bounds are well covered in the liter-
ature, see [154]: a global convergence rate of orderO(1/
√
k) holds for the
primal iterates of AMA under very general assumptions, and can be im-
proved to the optimal rate O(1/k) using a simple acceleration technique
due to Nesterov, see [10, 106, 11].
As with all first order methods, the performance of (fast) AMA is
severely affected by ill-conditioning of the problem [144]. One way to
deal with this issue, which is extensively used in classical smooth, un-
constrained optimization, is to precondition the problem using (approxi-
mate) second order information on the cost function, as in (quasi-) New-
ton methods. However, both (4.P) and its dual are nonsmooth in gen-
eral. This motivates considering the concept of alternating minimization
envelope (AME): this is a real-valued (as opposed to extended real-valued)
exact merit function for the dual problem, and is precisely the augmented
Lagrangian associated with (4.P) evaluated at the primal points com-
puted by AMA. Under very general assumptions on (4.P), the AME is
continuously differentiable around the set of dual solutions and even
strictly twice differentiable there. As a consequence, the AME allows to
extend classical, smooth unconstrained optimization algorithms to the
solution of the dual problem to (4.P), which is nonsmooth in general. In
this chapter we propose a dual line-search method, which uses the AME
as merit function to compute the stepsizes. The convergence properties
of the proposed algorithm greatly improve over (fast) AMA when fast-
converging directions, computed by means of quasi-Newton formulas,
are followed. Furthermore, we show that the AME is equivalent to the
forward-backward envelope (FBE, see [113, 145, 150]) associated with the
dual problem.
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4.1.1 Contributions
In the present chapter we deal with the case where g in (4.P) is com-
posed with a linear mapping. In this case, even though g may possess
an efficiently computable proximal mapping, g ◦ A in general does not.
This motivates addressing the dual problem of (4.P) instead. The contri-
butions and organization of the present chapter can be summarized as
follows.
• We propose NAMA, the Newton-type alternating minimization algo-
rithm ( Section 4.2, Algorithm 6), a generalization of the alternating
minimization algorithm that performs a line-search step over the
AME: the proposed algorithm relies on the very same alternating
minimization operations as AMA.
• We show that the AME is equivalent to the FBE of the dual prob-
lem (Section 4.3). This observation extends a classical result by
Rockafellar, relating the Moreau envelope and the augmented La-
grangian, to our setting where an additional strongly convex term
is present.
• We show that the proposed method enjoys global sublinear conver-
gence under standard assumptions, and local linear convergence
assuming calmness of the subdifferentials of the problem terms (Sec-
tion 4.4).
• We analyze the first- and second-order properties of the AME, by
linking them to generalized second-order properties of the primal
functions f and g (Section 4.5).
• We show that the proposed method converges asymptotically su-
perlinearly when the dual problem has a (unique) strong dual min-
imum, and the line-search directions are selected so as to satisfy
the Dennis-More´ condition, as it is the case when quasi-Newton
update formulas are adopted (Section 4.6). The effectiveness of our
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approach is demonstrated by numerical simulations on linear MPC
problems (Section 4.7).
Differently from the approaches in [145, 94, 136], NAMA does not
require the gradient of the envelope function, therefore no second or-
der information on the smooth term is needed: this would severely limit
its applicability in the present setting where the dual problem is solved.
Furthermore, with respect to the approaches of [94, 136], the algorithm
presented here possesses strong global convergence properties which are
not typical of classical line-search methods. Differently from [150], de-
spite the fact that the selected directions may not be descent directions
and the line search is performed on the envelope function, NAMA is a
descent method for the dual objective: this allows to simplify the conver-
gence analysis of the method, and to show the global sublinear conver-
gence rate for the dual cost and the primal iterates.
4.2 Background and proposed algorithm
In problem (4.P), f : Rn → R, g : Rm → R, A ∈ Rm×n. An alternative
formulation for (4.P) is
minimize
x∈Rn,z∈Rm
f(x) + g(z)
subject to Ax = z.
(P′)
Therefore we can define the augmented Lagrangian associated with (4.P),
denoted as
Lγ(x, z, y) = f(x) + g(z) + 〈y, Ax− z〉+ γ2 ‖Ax− z‖2,
where γ ≥ 0. We indicate by L ≡ L0 the ordinary Lagrangian function.
Without further specifying it, throughout this chapter we will work
under the following basic assumption.
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Assumption 4.1. The following hold:
(i) f : Rn → R is strongly convex with modulus µf > 0;1
(ii) g : Rm → R is closed, proper, convex;
(iii) either f and g are piecewise linear-quadratic and (4.P) is feasible, or
(4.P) is strictly feasible: there exists x ∈ relint(dom f) such that Ax ∈
relint(dom g).
Remark 4.2.1. The Fenchel dual problem is
minimize
y∈Rm
ψ(y) = f∗(−A>y) + g∗(y). (4.D)
Assumption 4.1 ensures that strong duality holds [133, Thm. 11.42] [132,
Cor. 31.2.1], and the set of dual optimal points, which we will denote by
Y? = argminψ, is nonempty. In case (4.P) is strictly feasible, then Y? is
also compact [80, Thm. VII.2.3.2], and because of convexity the dual cost
ψ has compact level sets.
Strong convexity of f implies that the solution x? to (4.P) is unique.
Furthermore, the conjugate f∗ is Lipschitz continuously differentiable
with modulus µ−1f [133, Th. 12.60].
Finally, the Moreau envelope (g∗)γ is strictly continuous [133, Ex.
10.32] and has γ−1-Lipschitz gradient
∇(g∗)γ(y) = γ−1 (y − proxγg∗(y)) , (4.1)
as shown in [9, Prop. 12.29] (both the cited results apply since g∗ is
proper, closed and convex).
Any primal-dual solution (x?, y?) of (4.P)-(4.D) satisfies the first-order
1A function h : Rn → R has convexity modulus c ≥ 0 if h− c
2
‖ · ‖2 is convex.
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necessary conditions
−A>y? ∈ ∂f(x?) (⇔ x? = ∇f∗(−A>y?)) (4.2a)
y? ∈ ∂g(Ax?) (⇔ Ax? ∈ ∂g∗(y?)), (4.2b)
which are also sufficient under Assumption 4.1 [9, Thm. 19.1]. A natural
way to tackle (4.P) is to solve (4.D) by means of forward-backward split-
ting (or proximal gradient method): starting from an initial dual point
y0 ∈ Rm, iterate
yk+1 = Tγ(y
k) = proxγg∗(y
k + γA∇f∗(−A>yk)) (4.3)
for some positive step-size parameter γ. If we define the associated fixed-
point residual
Rγ(y) = γ
−1(y − Tγ(y)),
then dual optimality can be characterized as follows:
y? ∈ Y? ⇔ y? ∈ fixTγ ⇔ y? ∈ zerRγ ∀γ > 0. (4.4)
Iterations (4.3) are easily shown [11, Lem. 3.2] to be equivalent to the
following scheme, the alternating minimization algorithm (AMA)
xk = x(yk) = argmin
x∈Rn
{
f(x) +
〈
yk, Ax
〉}
, (4.5a)
zk = zγ(y
k) = argmin
z∈Rm
Lγ(xk, z, yk), (4.5b)
yk+1 = yk + γ(Axk − zk). (4.5c)
Note that step (4.5b) can be equivalently formulated as
zk = proxγ−1g(γ
−1yk +Ax(yk)).
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Algorithm 6 NAMA (Newton-type Alternating Minimization Algorithm)
Inputs: y0 ∈ Rm, γ ∈ (0, µf/‖A‖2), β ∈ (0, 1)
Initialize: k = 0
1: xk = argminx
{
f(x) +
〈
yk, Ax
〉}
, zk = argminz Lγ(xk, z, yk)
2: Choose a direction dk ∈ Rm
3: Find the largest τk = βik , ik ∈ N, such that
Lγ(x˜k, z˜k, y˜k) ≥ Lγ(xk, zk, yk), (4.7)
where
y˜k = yk + τkd
k + γ(1− τk)(Axk − zk)
x˜k = argminx
{
f(x) +
〈
y˜k, Ax
〉}
z˜k = argminzLγ(x˜k, z, y˜k)
4: yk+1 = y˜k + γ(Ax˜k − z˜k), k ← k + 1, go to step 1
Using the notation of (4.5), Tγ and Rγ can be expressed as
Tγ(y) = y + γ(Ax(y)− zγ(y)) and Rγ(y) = zγ(y)−Ax(y). (4.6)
Iterations (4.5) are guaranteed to converge, in the sense that xk → x?,
provided that γ ∈ (0, 2µf/ρ(A>A)), as follows from [154, Prop. 3]. More-
over, the dual cost in this case converges sublinearly to the optimum with
global rate O(1/k), and the extrapolation techniques introduced by Nes-
terov [104, 105, 106] allow to obtain accelerated versions of AMA with an
optimal global rate O(1/k2), see [11].
4.2.1 Newton-type alternating minimization algorithm
The convergence speed of (fast) AMA is affected by ill-conditioning
of the problem, as it is the case for all first-order methods. To accelerate
convergence, we propose Algorithm 6. An overview of the algorithm is
as follows:
• Algorithm 6 is composed by the very same operations as AMA: in
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fact, only alternating minimization steps with respect to x and z are
performed.
• Step 3 computes a new dual iterate y˜k, by performing a line-search
over the augmented Lagrangian associated with (4.P) evaluated at
the alternating minimization primal points: we will see that this is
equivalent to the forward-backward envelope function associated
with the dual problem (4.D).
• The line-search is performed using a convex combination of the
“nominal” residual direction γ(Axk − zk) and an “arbitrary” direc-
tion dk, to be selected so as to ensure fast asymptotic convergence.
This novel choice of direction ensures that the line-search is feasible
at every iteration (i.e., condition (4.7) holds for a sufficiently small
stepsize) despite the fact that dk may not be a direction of descent,
as we will see.
• Step 4 will allow us to obtain global convergence rates, and it comes
at no cost since vectors y˜k, x˜k, z˜k have already been computed in
the line-search. In a sense, this step robustifies the algorithmic
scheme.
By appropriately choosing dk, the algorithm is able to greatly im-
prove the convergence of (fast) AMA: we will prove that the algorithm
converges with superlinear asymptotic rate when Newton-type direc-
tions are selected. For this reason we refer to Algorithm 6 as Newton-type
alternating minimization algorithm (NAMA).
Remark 4.2.2 (AMA as special case). If in Algorithm 6 one sets dk = 0
for all k ≥ 0, then one can trivially set τk = 1. In this case yk+1 =
yk + γ(Axk − zk), and Algorithm 6 reduces to AMA, cf. (4.5).
Remark 4.2.3 (General equality constrained problems). For any proper,
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closed, convex h : Rk → R and B ∈ Rm×k, a problem of the form
minimize
x∈Rn,z∈Rk
f(x) + h(z)
subject to Ax+Bz = b,
(P′′)
can be rewritten as (4.P) by letting
g(w) = (Bh)(b− w) = inf
z∈Rk
{h(z) | Bz = b− w} . (4.8)
Function (Bh) is called image of h under B. Its conjugate is (Bh)∗ =
h∗ ◦ B>, see [133, Thm. 11.23(b)]. If we further assume relint(domh∗) ∩
range(B>) 6= ∅, then function (Bh) is proper, closed, convex, see [81,
Thm. E.2.2.3], therefore function g in (4.8) satisfies Assumption 4.1(ii).
Note that in this case the z- and y-update steps of AMA read
zk = argmin
z∈Rk
{
g(z) +
〈
yk, Bz
〉
+ γ2 ‖Axk +Bz − b‖2
}
,
yk+1 = yk + γ(Axk +Bzk − b),
and similar modifications allow to adapt NAMA to this more general
setting. In light of these observations, what follows readily applies to
problems of the form (P′′).
4.2.2 Quasi-Newton directions
There is freedom in selecting dk in Algorithm 6. To accelerate the conver-
gence of the iterates, one possible choice is to compute fast converging
directions for the system of nonlinear equationsRγ(y) = 0 characterizing
dual optimal points, cf. (4.4). Specifically, in Algorithm 6 we can set
dk = B−1k (Ax
k − zk), (4.9)
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for a sequence of nonsingular matrices (Bk)k∈N approximating the in-
verse of the Jacobian JRγ at the limit point of the dual iterates (yk)k∈N. In
quasi-Newton methods, starting from an initial nonsingular matrix B0,
the sequence of matrices (Bk)k∈N is determined by low-rank updates that
satisfy the secant condition: in Algorithm 6 fast asymptotic convergence
can be proved if
Bk+1p
k = qk with
{
pk = y˜k − yk,
qk = (z˜k −Ax˜k)− (zk −Axk),
as will be discussed in Section 4.6. Note that all quantities required to
compute the vectors pk, qk are available as by-product of the iterations.
In [122] the modified Broyden update is proposed, that prescribes
rank-one updates of the form
(modified) Broyden Bk+1 = Bk + θk
(qk −Bkpk)(pk)>
‖pk‖2 . (4.10)
Here, (θk)k∈N ⊂ [0, 2] is a sequence used to ensure that all terms in
(Bk)k∈N are nonsingular, so that (4.9) is well defined. The original Broy-
den method [26] is obtained with θk ≡ 1.
Probably the most popular quasi-Newton scheme is BFGS, which pre-
scribes the following rank-two updates
BFGS Bk+1 = Bk +
qk(qk)>
〈qk, pk〉 −
Bkp
k(Bkp
k)>
〈pk, Bkpk〉 . (4.11)
Note that in this case matrices Bk are symmetric, and in fact the fast
asymptotic properties of BFGS are guaranteed only if the Jacobian JRγ
is symmetric [30] at the problem solution. This is not the case in our
setting (cf. Example 4.5.3) although we have observed that (4.11) often
outperforms other non-symmetric updates such as (4.10) in practice.
Using the Sherman-Morrison-Woodbury identity in (4.10) and (4.11)
allows to directly store and update Hk = B−1k , so that d
k can be com-
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puted without the need to invert matrices or solve linear systems.
Ultimately, instead of storing and operating on densem×mmatrices,
limited-memory variants of quasi-Newton schemes keep in memory only
a few (usually 3 to 30) most recent pairs (pk, qk) implicitly representing
the approximate inverse Jacobian. Their employment considerably re-
duces storage and computations over the full-memory counterparts, and
as such they are the methods of choice for large-scale problems. The most
popular limited-memory method is probably L-BFGS, which is based on
the update (4.11), but efficiently computes matrix-vector products with
the approximate inverse Jacobian using a two-loop recursion procedure
[93, 107, 108].
4.3 Alternating minimization envelope
The fundamental tool enabling fast convergence of Algorithm 6 is the al-
ternating minimization envelope function associated with (4.P). This is pre-
cisely the (negative) augmented Lagrangian function, evaluated at the
primal points given by the alternating minimization steps.
Definition 4.3.1. The alternating minimization envelope (AME) for (4.P),
with parameter γ > 0, is the function
ψγ(y) = −Lγ(x(y), zγ(y), y).
The first observation that we make relates the alternating minimiza-
tion envelope in Definition 4.3.1 with the concept of forward-backward en-
velope.
Theorem 4.3.2. Function ψγ is the forward-backward envelope (cf. [145,
Def. 2.1]) associated with the dual problem (4.D):
ψγ(y) = f
∗(−A>y) + g∗(Tγ(y)) + γ2 ‖Ax(y)− zγ(y)‖2
+ γ 〈Ax(y), zγ(y)−Ax(y)〉 , (4.12)
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Proof. The optimality conditions for x(y) and zγ(y) are
∂f(x(y)) 3 −A>y,
∂g(zγ(y)) 3 Tγ(y) = y + γ(Ax(y)− zγ(y)).
From these two, using (1.14), we obtain
f(x(y)) + f∗(−A>y) = − 〈Ax(y), y〉 (4.13a)
g(zγ(y)) + g
∗(Tγ(y)) = 〈zγ(y), Tγ(y)〉 (4.13b)
Summing (4.13) and rearranging the terms we get (4.12).
An alternative expression for ψγ in terms of the Moreau envelope of
g∗ is as follows, see [113]:
ψγ(y) = f
∗(−A>y)− γ2 ‖Ax(y)‖2 + (g∗)γ(y + γAx(y)). (4.14)
The AME enjoys several favorable properties, some of which we now
summarize. For any γ > 0, ψγ is (strictly) continuous over Rm, whereas
if γ is small enough then the problem of minimizing ψγ is equivalent
to solving (4.D). These properties are listed in the next result. In light
of Theorem 4.3.2, this is equivalent to Proposition 2.2.2 and Proposition
2.2.3: here an alternative proof is shown, that exploits duality relations.
Theorem 4.3.3. For any γ > 0, ψγ is a strictly continuous function on Rm
satisfying
(i) ψγ(y) ≤ ψ(y) + γ2 ‖Ax(y)− zγ(y)‖2,
(ii) ψγ(y) ≥ ψ(Tγ(y)) + γ2
(
1− γ‖A‖2µf
)
‖Ax(y)− zγ(y)‖2,
for any y ∈ Rm. In particular, if γ < µf/‖A‖2, then the following also holds
(iii) inf ψγ = inf ψ and argminψγ = argminψ.
Proof. Strict continuity ofψγ follows immediately by the expression (4.14).
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4.3.3(i): follows by Lem. 4.A.1 using w = y.
4.3.3(ii): due to strong convexity of f , f∗ has 1/µf -Lipschitz gradient,
and consequently
f∗(−A>Tγ(y)) ≤ f∗(−A>y)− 〈Ax(y), Tγ(y)− y〉+ 12µf ‖A>(Tγ(y)− y)‖2
= f∗(−A>y)− γ 〈Ax(y), Ax(y)− zγ(y)〉
+ γ
2
2µf
‖A>(Ax(y)− zγ(y))‖2 (4.15)
Combining (4.12) with (4.15):
ψγ(y) ≥ ψ(Tγ(y))− γ
2
2µf
‖A>(Ax(y)− zγ(y))‖2 + γ2 ‖Ax(y)− zγ(y)‖2
≥ ψ(Tγ(y)) + γ2
(
1− γ‖A‖2µf
)
‖Ax(y)− zγ(y)‖2.
4.3.3(iii): easily follows combining 4.3.3(i) and 4.3.3(ii) with y = y? ∈
Y?, in light of the dual optimality condition (4.4).
4.3.1 Analogy with the dual Moreau envelope
Theorem 4.3.2 highlights a clear connection between the augmented La-
grangian, the forward-backward envelope and the alternating minimiza-
tion algorithm. This closely resembles the one, first noticed by Rockafel-
lar [127, 128], relating the augmented Lagrangian, the Moreau envelope
and the method of multipliers (also known as augmented Lagrangian method)
by Hestenes and Powell [79, 121]. Consider the general linear equality
constrained convex problem
minimize
z∈Rk
g(z)
subject to Bz = b,
(4.16)
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where g : Rm → R is proper, closed, convex, B ∈ Rm×k and b ∈ Rm.
When applied to the dual of (4.16), namely
minimize
y∈Rm
ω(y) = g∗(−B>y) + 〈b, y〉 ,
the proximal minimization algorithm [18, §5.2] is equivalent to the fol-
lowing augmented Lagrangian method
zk = argminz∈Rn
{
g(z) +
〈
yk, Bz − b〉+ γ2 ‖Bz − b‖2} ,
yk+1 = yk + γ(Bzk − b).
If range(B>) ∩ relint(dom g∗) 6= ∅ one can show, with a similar proof to
that of Theorem 4.3.2, that the Moreau envelope of ω satisfies
ωγ(yk) = − g(zk)− 〈yk, Bzk − b〉− γ2 ‖Bzk − b‖2
= − Lγ(zk, yk).
Therefore the forward-backward and Moreau envelope functions have
the same nice interpretation in terms of augmented Lagrangian, when
they are applied to the dual of equality constrained convex problems: in
a sense, Theorem 4.3.2 extends and generalizes the classical result on the
dual Moreau envelope, by allowing for an additional variable x and a
strongly convex term f in the problem.
4.4 Convergence
We now turn our attention to the global convergence properties of Algo-
rithm 6.
Remark 4.4.1 (Feasibility of the line-search). The line-search step 3 is well
defined regardless of the choice of dk: at any iteration k condition (4.7)
holds for ik sufficiently large. To see this, suppose that ‖Axk − zk‖ > 0
(otherwise (xk, yk) is a primal-dual solution). Then, since γ < µf/‖A‖2,
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Theorem 4.3.3 implies that
ψγ(Tγ(y
k)) < ψγ(y
k). (4.17)
Since y˜k → Tγ(yk) as τk → 0 and ψγ is continuous, then necessarily
ψγ(y˜
k) ≤ ψγ(yk) for τk sufficiently small.
Theorem 4.3.3 also ensures that the following chain of inequalities,
which will be fundamental for the following convergence results, holds
in Algorithm 6:
ψ(yk+1) ≤ ψγ(y˜k) (4.18a)
≤ ψγ(yk) (4.18b)
≤ ψ(yk)− γ2 ‖Axk − zk‖2. (4.18c)
In particular, Algorithm 6 is a descent method for ψ.
Remark 4.4.2 (Backtracking on γ). In practice, no prior knowledge of the
global Lipschitz constant ‖A‖2/µf is required for Algorithm 6: instead of
using a fixed parameter γ, one can determine a non-increasing sequence
of parameters (γk)k∈N ensuring that the inequalities (4.17) and (4.18a)
still hold at every iteration. This is analogous to what is done in practice
in (fast) AMA, see [11, Rem. 3.4] and [10, §3, §4]. If such a strategy is
implemented, all the convergence results that follow will either remain
unchanged, or continue to hold provided that eventually γk < µf/‖A‖2.
We now prove that the iterates of (6) converge to the dual optimal
cost and to the primal solution. Moreover, global convergence rates are
provided.
Theorem 4.4.3 (Global convergence). In Algorithm 6:
(i) Axk − zk → 0 and all cluster points of (yk)k∈N are dual optimal, i.e.,
they belong to Y?;
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(ii) if (4.P) is strictly feasible then ψ(yk) ↘ inf ψ with global rate O(1/k),
and xk → x? with global rate O(1/
√
k);
(iii) if both f and g are piecewise linear-quadratic then ψ(yk) ↘ inf ψ with
global Q-linear rate, and xk → x? with global R-linear rate.
Proof. 4.4.3(i): by (4.18c), for all i ≥ 0 we have
ψ(yi+1) ≤ ψ(yi)− γ2 ‖Axi − zi‖2.
Summing up the inequality for i = 1, . . . , k we obtain
inf ψ ≤ ψ(yk+1) ≤ ψ(y1)− γ
2
k∑
i=1
‖Axi − zi‖2
(the sum starts from i = 1 since y0 may be dual infeasible). In particular
(cf. (4.6))Rγ(yk) = zk−Axk → 0, and sinceRγ is continuous, necessarily
all cluster points of (yk)k∈N are optimal.
4.4.3(ii): the proof is similar to that of [106, Thm. 4]. LetD > 0 be such
that dist(y, Y?) < D for all points y ∈
{
y ∈ Rm | ψ(y) ≤ ψ(y0)}. Such
a constant D exists because ψ has bounded level sets (cf. Rem. 4.2.1).
Moreover, from [145, Prop. 2.5] we know that ψγ ≤ ψγ (the Moreau
envelope of ψ). Therefore,
ψ(yk+1)
(4.18b)
≤ ψγ(yk)
≤ ψγ(yk) = min
w∈Rm
{
ψ(w) + 12γ ‖w − yk‖2
}
.
In particular, for y? ∈ argminψ,
ψ(yk+1) ≤ min
α∈[0,1]
{
ψ(αy? + (1− α)yk) + α22γ ‖yk − y?‖2
}
≤ min
α∈[0,1]
{
ψ(yk)− α(ψ(yk)− inf ψ) + D22γ α2
}
where in last inequality we used convexity of ψ. In case ψ(y0) − inf ψ ≥
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D2/γ, then the optimal solution of the latter problem for k = 0 is α = 1,
and ψ(y1)− inf ψ ≤ D2/2γ. Otherwise, the optimal solution is
α = γ
ψ(yk)− inf ψ
D2
≤ γ ψ(y
0)− inf ψ
D2
≤ 1
and we obtain
ψ(yk+1) ≤ ψ(yk)− γ (ψ(y
k)− inf ψ)2
2D2
.
Letting λk = 1ψ(yk)−inf ψ the latter inequality is expressed as
1
λk+1
≤ 1
λk
− γ
2D2λ2k+1
.
Multiplying both sides by λkλk+1 and rearranging,
λk+1 ≥ λk + γ
2D2
λk+1
λk
≥ λk + γ
2D2
,
where the latter inequality follows from the fact that (ψ(yk))k∈N is non-
increasing, as shown in (4.18). Telescoping the inequality we obtain
λk ≥ λ0 + k γ2D2 ≥ k γ2D2 ,
and therefore ψ(yk) − inf ψ ≤ 2D2/kγ. This, together with Lem. 4.A.4,
proves 4.4.3(ii).
4.4.3(iii): using (4.18) we have that
ψ(yk)− ψ(yk+1) ≥ γ2 ‖Axk − zk‖2. (4.19)
Furthermore, using Lem. 4.A.1 with w = y? = ΠY?yk and y = yk, we
115
obtain
ψ(yk+1)− inf ψ ≤ ψγ(yk)− inf ψ
≤ 〈Axk − zk, y? − yk〉− γ2 ‖Axk − zk‖2,
where first inequality is due to (4.18c). This implies
ψ(yk+1)− inf ψ ≤ ‖Axk − zk‖2
(
dist(yk,Y?)
‖Axk−zk‖ − γ2
)
which, using (4.19), yields
ψ(yk+1)− inf ψ ≤
(
1− γ2 ‖Ax
k−zk‖
dist(yk,Y?)
)
(ψ(yk)− inf ψ). (4.20)
Functions f∗ and g∗ are piecewise linear-quadratic in this case [133, Thm.
11.14]. Therefore by [89, Thm. 2.7] ψ enjoys the following quadratic
growth condition globally: for any ν > 0 there is α > 0 such that
α
2 dist
2(y, Y?) ≤ ψ(yk)− inf ψ ∀y : ψ(y)− inf ψ ≤ ν,
which by [54, Cor. 3.6] is equivalent to the following error bound condi-
tion for some β > 0
dist(y, Y?) ≤ β‖Ax(y)− zγ(y)‖ ∀y : ψ(y)− inf ψ ≤ ν, (4.21)
Using (4.21) in (4.20) we obtain global Q-linear convergence of (ψ(yk))k∈N,
and by Lem. 4.A.4 we obtain R-linear convergence of (yk)k∈N.
When f and g are not both piecewise linear-quadratic, we can prove
local linear convergence of Algorithm 6 provided that their subdifferen-
tials are calm at x?, see Definition 1.A.3.
Calmness is a very common property of the subdifferential mapping.
The subdifferential of all piecewise linear-quadratic functions is calm ev-
erywhere, as follows from [52, Prop. 3H.1]. Other examples include
the nuclear and spectral norms [139]. Smooth functions, i.e., with Lip-
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schitz gradient, clearly have calm subdifferential: this includes Moreau
envelopes of closed, convex functions, such as the Huber loss for robust
estimation, and commonly used loss functions such as the squared Eu-
clidean norm and the logistic loss.
Calmness is equivalent to metric subregularity of the inverse map-
ping [52, Thm. 3H.3]: from [163, Prop. 6, Prop. 8] we then deduce that
the indicator functions of `1, `∞ and Euclidean norm balls all have calm
subdifferentials.
The following result holds. Its proof is analogous to the one of [54,
Thm. 4.2], although our assumption of calmness is equivalent to metric
subregularity of ∂f∗ and ∂g∗, which is weaker than the firm convexity
assumed in [54].
Theorem 4.4.4 (Local linear convergence). Suppose that strict complemen-
tarity holds in (4.P), that ∂f is calm at x? and ∂g is calm at Ax?. Then in
Algorithm 6 eventually ψ(yk) → inf ψ with Q-linear rate and xk → x? with
R-linear rate.
Proof. As discussed in the proof of Thm. 4.4.3(iii), it suffices to show that
an error bound of the form (4.21) holds for some β, ν > 0.
The assumed calmness properties of ∂f and ∂g are equivalent to met-
ric subregularity of ∂f∗ at −A>y? for x?, and of ∂g∗ at y? for Ax?, see [52,
Thm. 3H.3], for all y? ∈ Y?. This can be seen, using [2, Thm. 3.3], to be
equivalent to the following: there is cy? > 0 and a neighborhood Uy? of
y? such that for all y ∈ Uy?
f∗(−A>y) ≥ f∗(−A>y?) +
〈
x?, A
>(y? − y)
〉
+
cy?
2 dist
2(−A>y, (∇f∗)−1(x?)),
g∗(y) ≥ g∗(y?) + 〈Ax?, y − y?〉+ cy?2 dist2(y, (∂g∗)−1(Ax?)).
Since Y? ⊂
⋃
y?∈Y? Uy? and Y? is compact, we may select a finite subset
W ⊂ Y? such that Y? ⊂ UY? =
⋃
y?∈W Uy? . Summing the above inequali-
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ties for all y? ∈W , and denoting c = min {cy? | y? ∈W} > 0, we obtain
ψ(y) ≥ inf ψ + c2
[
dist2(−A>y, ∂f(x?)) + dist2(y, ∂g(Ax?))
]
, (4.22)
for all y ∈ UY? , where we have also used (∇f∗)−1 = ∂f and (∂g∗)−1 =
∂g. Using Lem. 4.A.5, and the fact that a2 + b2 ≥ 2ab for any a, b ∈ R, we
obtain from (4.22) that for some κ > 0
ψ(y) ≥ inf ψ + κ2 dist2(y, Y?), ∀y ∈ UY? ,
i.e., ψ satisfies the quadratic growth condition, which by [54, Cor. 3.6] is
equivalent to the error bound condition (4.21). This completes the proof.
4.5 First- and second-order properties
Algorithm 6 is a line-search method for the unconstrained minimization
of ψγ which is, by Theorem 4.3.3(iii), equivalent to solving (4.D). To en-
able fast convergence of the iterates, we can apply ideas from smooth
unconstrained optimization in selecting the sequence (dk)k∈N of direc-
tions. To this end, differentiability of ψγ around dual solutions y? is a
desirable property. We will now see that this is implied by generalized
second-order properties of f around x?, which are introduced in the fol-
lowing assumption. Analogous assumptions on g further ensure that ψγ
is (strictly) twice differentiable at y?. The interested reader is referred to
[133] for an extensive discussion on (second-order) epi-differentiability.
Assumption 4.2. With respect to a primal-dual solution (x?, y?),
(i) function f is strictly twice epi-differentiable at all x ∈ dom f close enough
to x?, and the second-order epi-derivative at x? for−A>y? is in particular
d2f(x?|−A>y?)[w] = 〈Hfw, w〉+ δSf (w), ∀w ∈ Rm, (4.23)
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where Sf is a linear subspace of Rm and Hf ∈ Rm×m;
(ii) g is (strictly) twice epi-differentiable at Ax? for y?, with
d2g(Ax?|y?)[w] = 〈Hgw, w〉+ δSg (w), ∀w ∈ Rm, (4.24)
where Sg is a linear subspace and Hg ∈ Rn×n.
When the stronger condition in parenthesis is required, the assumptions will be
referred to as Assumption 4.2+.
Whenever Assumption 4.2 holds, we can consider Hf symmetric and
positive semidefinite, satisfying range(Hf ) = Sf and null(Hf ) = S⊥f .
Similarly, Hg can be assumed to be symmetric and positive semidefinite
satisfying range(Hg) ⊆ Sg and null(Hg) ⊇ S⊥g . This causes no loss of
generality: matrix H ′f =
1
2 ΠSf (Hf +H
>
f ) ΠSf has the desired properties
and satisfies (4.23) provided Hf does, and similarly for Hg .
Theorem 4.5.1 (Differentiability of ψγ). Suppose that Assumption 4.2(i)
holds for a primal-dual solution (x?, y?). Then ψγ is of class C1 around y?,
with
∇ψγ(y) = Qγ(y)Rγ(y)
where Qγ(y) = I − γA∇2f∗(−A>y)A>.
Proof. From Lem. 4.A.2 it follows that fˆ = f∗ ◦ (−A>) is of class C2
around y?. The claim now easily follows from the chain rule of differen-
tiation applied to (4.14), by using (4.1).
Twice differentiability of ψγ at y? is very important: when Newton-
type directions are used, this implies that eventually unit stepsize will
be accepted and fast asymptotic convergence will take place. In other
words, unlike standard nonsmooth merit functions for constrained opti-
mization, ψγ does not prevent the acceptance of unit stepsize.
Theorem 4.5.2 (Twice differentiability of ψγ). Suppose that Assumption 4.2
holds with respect to a primal-dual solution (x?, y?). Then,
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(i) Rγ is differentiable at y? with Jacobian
JRγ(y?) = γ
−1 [I − Pγ(y?)Qγ(y?)] ; (4.25)
here, Qγ is as in Theorem 4.5.1 and
Pγ(y?) = J proxγg∗
(
y? + γA∇f∗(−A>y?)
)
= ΠS¯
(
I + γG¯
)−1
ΠS¯
(4.26)
with G¯ = ΠSg H†g ΠSg and S¯ = Sg
⊥ + range(Hg);
(ii) ψγ is twice differentiable at y? with symmetric Hessian
∇2ψγ(y?) = γ−1Qγ(y?)
[
I − Pγ(y?)Qγ(y?)
]
. (4.27)
Moreover, if Assumption 4.2+ holds then Rγ and∇ψγ are strictly differentiable
at y?.
Proof. The proof proceeds similarly to the ones of Lem. 2.2.9 and Thm.
2.2.10 by using duality properties, provided in §4.A, of second order epi-
derivatives.
Let fˆ = f∗ ◦ (−A>) and Lfˆ = µf/‖A‖2. We know from [120, Thms.
3.8, 4.1] and [133, Thm. 13.21] that proxγg∗ is (strictly) differentiable at
y? − γ∇fˆ(y?) if and only if g satisfies Ass. 4.2(ii) (4.2(ii)+); in fact, by (4.2)
we know that Ax? = −∇fˆ(y?). Moreover, due to Lem. 4.A.2, fˆ ∈ C2
in a neighborhood of y? and in particular ∇fˆ is strictly differentiable at
y?. The formula for JRγ(y?) follows from (4.1) and the chain rule of
differentiation.
We now prove the claimed expression for Pγ(y?). We may invoke
Lem. 4.A.3 and apply [133, Ex. 13.45] to the tilted function g+〈∇fˆ(y?), · 〉:
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this tells us that for all d ∈ Rm
Pγ(y?)d = prox(γ/2)d2g∗(y?|Ax?)(d)
= argmin
d′∈S¯
{
1
2
〈
d′, G¯d′
〉
+ 12γ ‖d′ − d‖2
}
= ΠS¯ argmin
d′∈Rn
{
1
2
〈
ΠS¯ d
′, G¯ΠS¯ d
′〉+ 12γ ‖ΠS¯ d′ − d‖2}
= ΠS¯
(
ΠS¯ [I + γG¯] ΠS¯
)†
ΠS¯ d
= ΠS¯ [I + γG¯]
−1 ΠS¯ d
where † indicates the pseudo-inverse, and last equality is due to [14, Facts
6.4.12(i)-(ii) and 6.1.6(xxxii)]. In fact, letting U = ΠS¯ and V = ΠS¯ [I +
γG¯] we have that range(U>UV ) = range(V ) and range(V V >U>) ⊆ S¯ =
range(U), as required by [14, Facts 6.4.12(ii)].
With basic calculus rules one can verify that, sinceRγ(y?) = 0,∇ψγ =
QγRγ is (strictly) differentiable at y? provided that Qγ is (strictly) contin-
uous at y? and Rγ is (strictly) differentiable at y?. A simple application
of the chain rule of differentiation concludes the proof of 4.5.2(ii).
To better understand the requirements of Assumption 4.2, let us con-
sider the following simple but significant example: when f is C2 and
g ◦ A models linear inequality constraints, Assumption 4.2 is implied by
strict complementarity.
Example 4.5.3 (C2 functions subject to polyhedral constraints). Consider
problems of the form
minimize
x∈Rn
f(x) + δC(Ax),
where g = δC is the indicator of C = {z ∈ Rm | z ≤ b}, b ∈ Rm, and f ∈
C2. In this case Assumption 4.2(i) holds with Hf = ∇2f(x?), Sf = Rn
(therefore ΠSf = Id), see [133, Ex. 13.8]. Regarding Assumption 4.2(ii),
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one can use [133, Ex. 13.17] to see that
d2g(Ax?|y?)[w] = δK(Ax?,y?)(w),
where K is the critical cone. Denoting as TC(y) the tangent cone of set C
at y ∈ C, and as J = {i | (Ax?)i = bi} the set of active constraints at the
solution x?, the critical cone is given by
K(Ax?, y?) = {w ∈ TC(Ax?) | 〈y?, w〉 = 0} ,
= {w | 〈y?, w〉 = 0, wi ≤ 0 ∀i ∈ J} .
For K(Ax?, y?) to be a subspace, necessarily (y?)i > 0 for all i ∈ J , i.e.,
strict complementarity must hold at the primal-dual solution (x?, y?). In
this case, Assumption 4.2(ii) holds with Hg = 0 and
Sg = K(Ax?, y?) = {w | wi = 0 ∀i ∈ J} .
We may assume that J = {1, . . . , k} without loss of generality, i.e., the
first k constraints are the active ones, and let J¯ = {1, . . . ,m} \ J . Note
that ∇2f∗(−A>y?) = ∇2f(x?)−1 due to strong convexity of f , see [133,
Ex. 11.9]. Partitioning the inverse Hessian and constraint matrix as
∇2f(x?)−1 =
[
HJJ HJJ¯
HJ¯J HJ¯J¯
]
, A =
[
AJ
AJ¯
]
,
and using the notation of Theorem 4.5.2(i), by elementary computations
one sees that
Pγ(y?) =
[
Ik 0
0 0
]
, JRγ(y?) =
[
AJHJJA
>
J AJHJJ¯A
>¯
J
0 γ−1Im−k
]
. (4.28)
Finally, we can relate strong minimality of ψ and ψγ to nonsingularity
of the Jacobian of Rγ and to the generalized second-order properties of f
122
and g as follows.
Theorem 4.5.4 (Conditions for strong minimality). If Assumption 4.2 holds
for a primal-dual solution (x?, y?), then for all γ < µf/‖A‖2 the following are
equivalent:
(a) y? is a strong minimum for ψ;
(b) JRγ(y?) is nonsingular;
(c) the (symmetric) matrix∇2ψγ(y?) is positive definite;
(d) y? is a strong minimum for ψγ .
Proof. The proof proceeds similarly to the one of Thm. 2.2.11 by using
duality properties, provided in §4.A, of second order epi-derivatives.
Let G¯ and S¯ be as in Thm. 4.5.2(i), andHf and Sf as in Ass. 4.2. From
Lem. 4.A.2 and Thm. 4.5.2(ii) we know that fˆ = f∗ ◦ (−A>) is of class
C2 around y? with∇2fˆ(y) = AΠSf H†f ΠSf A>, and that∇2ψγ(y?) exists
and is symmetric. Moreover, it follows from Lem. 4.A.3 and [133, Ex.
13.18] that for all d ∈ Rn
d2ψ(y|0)[d] = 〈d, ∇2fˆ(y)d〉+ d2g∗(y|−∇fˆ(y))[d]
= 〈d, AΠSf H†f ΠSf A>d〉+ 〈d, G¯d〉+ δS¯(d). (4.29)
We will show that all the conditions are equivalent to
(e) 〈Hd, d〉 > 0 for all d ∈ S¯, where H = AΠSf H†f ΠSf A> + G¯.
4.5.4(a)⇔ 4.5.4(e): Follows from (4.29), using [133, Thm. 13.24(c)].
4.5.4(b)⇔ 4.5.4(c): As it is apparent from Rem. 4.2.1, Qγ is invertible
since γ < µf/‖A‖2. Therefore, from (4.25) and (4.27) we see that JRγ(y?) is
similar to the symmetric matrix Qγ(y?)−1/2∇2ψγ(y?)Qγ(y?)−1/2, which
is positive definite, and in particular invertible, if and only if ∇2ψγ(y?)
is.
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4.5.4(e)⇔ 4.5.4(b): In the proof of the implication above, we showed
that JRγ(y?) is similar to a symmetric matrix, and in particular the con-
dition λmin(JRγ(y?)) > 0 is sufficient for ensuring its nonsingularity. Let
P = Pγ(y?) and Q = Qγ(y?), so that JRγ(y?) = γ−1(I −QP ). From [83,
Thm. 7.7.3(a)] it follows that λmin(I − QP ) > 0 if and only if Q−1  P .
For all d ∈ S¯, using (4.26) we have
〈
d, (Q−1 − P )d〉 = 〈d, Q−1d〉 − 〈d, ΠS¯ [I + γG¯]−1 ΠS¯ d〉
=
〈
d, Q−1d
〉 − 〈ΠS¯ d, [I + γG¯]−1 ΠS¯ d〉
=
〈
d, Q−1d
〉 − 〈d, [I + γG¯]−1d〉
=
〈
d, Q−1d
〉 − 〈d, [I + γG¯]−1d〉
and last quantity is positive if and only if I + γG¯  Q on S¯. By defi-
nition of Q, we then have that this holds if and only if ∇2fˆ(x) + G¯ =
AΠSf H
†
f ΠSf A
> + G¯  0 on S¯, which is 4.5.4(e). For d ∈ S¯⊥ the compu-
tation trivializes to
〈
d, (Q−1 − P )d〉 = 〈d, Q−1d〉 > 0 regardless.
4.5.4(c)⇔ 4.5.4(d): Trivial since∇2ψγ(y?) exists.
In the context of Example 4.5.3, from (4.28) one has
JRγ(y?) is nonsingular ⇔ AJHJJA>J is nonsingular.
Since ∇2f(x?)  0 by assumption, then HJJ  0 and nonsingularity of
the Jacobian is equivalent to AJ being full row rank, i.e., linear indepen-
dence of the active constraints at x? (the LICQ assumption).
4.6 Superlinear convergence
The following definition (cf. [59, Eq. (7.5.2)]) gives the fundamental
condition, on the sequence (dk)k∈N of directions, ensuring superlinear
asymptotic convergence of Algorithm 6.
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Definition 4.6.1. For (yk)k∈N converging to y?, we say that (d
k)k∈N is super-
linearly convergent w.r.t. (yk)k∈N if
lim
k→∞
‖yk + dk − y?‖
‖yk − y?‖ = 0. (4.30)
When y? is a strong minimizer, by [54, Cor. 3.6] the error bound (4.21)
holds for some β, ν > 0 and Y? = {y?}. This, by Thm. 4.4.3(i), implies
yk → y?. Therefore we have the following result.
Theorem 4.6.2. Suppose that f and g satisfy Assumption 4.2, and that (4.D)
has a (unique) strong minimizer y?. If (4.30) holds in Algorithm 6, then
(i) the stepsize τk = 1 for all k sufficiently large,
(ii) the cost ψ(yk)→ inf ψ Q-superlinearly,
(iii) the dual iterates yk → y? Q-superlinearly,
(iv) the primal iterates xk → x? R-superlinearly.
Proof. We know from Thm.s 4.5.2(ii) and 4.5.4(c) that ψγ is twice differ-
entiable with symmetric and positive definite Hessian H? = ∇2ψγ(y?).
We can expand ψγ around y? and obtain
ψγ(y
k + dk)− inf ψ
ψγ(yk)− inf ψ =
〈
H?(y
k + dk − y?), yk + dk − y?
〉
+ o(‖yk + dk − y?‖2)
〈H?(yk − y?), yk − y?〉+ o(‖yk − y?‖2)
≤
‖H?‖
(
‖yk+dk−y?‖
‖yk−y?‖
)2
+
(
o(‖yk+dk−y?‖)
‖yk−y?‖
)2
λmin(H?) +
(
o(‖yk−y?‖)
‖yk−y?‖
)2
which vanishes for k →∞. In particular, eventuallyψγ(yk+dk) ≤ ψγ(yk)
will always hold, proving 4.6.2(i). In turn, since eventually y˜k = yk +
τkd
k = yk + dk, using Thm. 4.3.3(ii) and (4.18b) we have
ψ(yk+1)− inf ψ
ψ(yk)− inf ψ ≤
ψγ(y˜
k)− inf ψ
ψγ(yk)− inf ψ → 0,
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which proves 4.6.2(ii). Moreover, (4.30) reads
‖y˜k − y?‖/‖yk − y?‖ → 0. (4.31)
Now, using nonexpansiveness of Tγ (cf. the proof of [9, Thm. 25.8]) one
has
‖yk+1−y?‖ = ‖Tγ(y˜k)− Tγ(y?)‖ ≤ ‖y˜k − y?‖
which, with (4.31), proves 4.6.2(iii). 4.6.2(iv) follows from 4.6.2(ii) and
Lem. 4.A.4.
When quasi-Newton directions are computed as in (4.9), superlinear
convergence holds provided that the sequence of matrices (Bk)k∈N satis-
fies the Dennis-More´ condition given in the following result. Such con-
dition is satisfied for example by the modified Broyden method (4.10)
under standard assumptions of calm semidifferentiability of Rγ , see [149,
Thm. 6.8].
Theorem 4.6.3 (Dennis-More´ condition). Suppose that f and g satisfy As-
sumption 4.2+, and that (4.D) has a (unique) strong minimizer y?. If (dk)k∈N
is selected according to (4.9), with
lim
k→∞
‖(Bk − JRγ(y?))dk‖
‖dk‖ = 0, (4.32)
then (dk)k∈N is superlinearly convergent with respect to (y
k)k∈N. In particular,
the conclusions of Theorem 4.6.2 hold.
Proof. From Thm.s 4.5.2(i) and 4.5.4(b) we know that Rγ is strictly dif-
ferentiable, its Jacobian J? = JRγ(y?) being nonsingular. Let us denote
rk = zk − Axk = Rγ(yk) for simplicity. Using (4.9) and (4.32), applying
the reverse triangle inequality yields
0← ‖r
k − J?dk‖
‖dk‖ ≥
‖J?B−1k rk‖
‖dk‖ −
‖rk‖
‖dk‖ ≥ α−
‖rk‖
‖dk‖ ,
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where α =
√
λmin(J>? J?) > 0 since J? is nonsingular. Therefore
lim inf
k→∞
‖rk‖
‖dk‖ ≥ α,
and as a consequence ‖dk‖ ≤ (2/α)‖rk‖ for all k sufficiently large. Since
rk → 0 by Thm. 4.4.3(i), then dk → 0. We have
0← r
k − J?dk
‖dk‖ =
rk + J?d
k−Rγ(yk + dk)
‖dk‖ +
Rγ(y
k + dk)
‖dk‖ .
The first summand in the above equation tends to zero because of strict
differentiability of Rγ at y?, therefore
Rγ(y
k + dk)/‖dk‖ → 0.
By nonsingularity of J? then ‖Rγ(y)‖ ≥ α‖y − y?‖ for all y sufficiently
close to y?, and since yk + dk → y? we have
0← Rγ(y
k + dk)
‖dk‖ ≥
α‖yk + dk − y?‖
‖dk‖ ≥
α‖yk + dk − y?‖
‖y + dk − y?‖+ ‖yk − y?‖ .
This implies ‖yk + dk − y?‖/‖yk − y?‖ → 0, i.e., (dk)k∈N is superlinearly
convergent with respect to (yk)k∈N.
4.7 Simulations
We now present numerical results obtained with the proposed algorithm.
Our implementation of NAMA is available online2. In all experiments
we have considered NAMA with the line-search directions (dk)k∈N com-
puted according to the L-BFGS method, with memory 20, which is able
to scale with the problem dimension much better then full quasi-Newton
update formulas. All experiments were performed using MATLAB 2016b
2http://kul-forbes.github.io/ForBES/
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(version 9.1.0) on a MacBook Pro running macOS 10.12, with an Intel
Core i5 CPU (2.7 GHz) and 8 GB of memory.
4.7.1 Linear MPC
We consider finite horizon, discrete time, linear optimal control problems
of the form
minimize
x0,...,xN
u0,...,uN−1
N−1∑
i=0
`i(xi, ui) + `N (xN ) (4.33a)
subject to x0 = xinit, (4.33b)
xi+1 = Φixi + Γiui + ci, i = 0, . . . , N − 1, (4.33c)
where x0, . . . , xN ∈ Rnx and u0, . . . , uN−1 ∈ Rnu , and
`i(x, u) = qi(x, u) + gi(Li(x, u)), (4.33d)
`N (x) = qN (x) + gN (LNx). (4.33e)
Here the qi are strongly convex (typically quadratic), the gi are proper,
closed, convex functions, while theLi are linear mappings, for i = 0, . . . , N .
For example, with a convex set C, one can set
gi(·) = δC(·) (hard constraints)
gi(·) = α distC(·), α > 0, (soft constraints)
Set C here is typically the nonpositive orthant or a box, but can be any
other convex set onto which one can efficiently project. When C is a d-
dimensional box, i.e., C = [l1, u1]×. . .×[ld, ud], then one can alternatively
model soft constraints as
gi(·) =
d∑
j=1
αi max {li,min {ui, ·}} . (4.34)
Problem (4.33) takes the form (4.P) by reformulating it as follows (see
also [114, 73, 144]). Denote the full sequence of states and inputs as x¯ =
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(x0, u0, x1, u1, . . . , xN ), and let
S(p) = {x¯ | xi = Φixi + Γiui, x0 = p} ,
be the affine subspace of feasible trajectories of the system having initial
state p. Then in (4.P)
f(x¯) =
N−1∑
i=0
qi(xi, ui) + qN (xN ) + δS(xinit)(x¯),
g(z¯) =
N∑
i=0
gi(zi), A = diag(L0, . . . , LN ).
Let us further denote by y¯ = (y0, . . . , yN ) the dual variable associated
with the above problem. In this case, in the alternating minimization step
1 of NAMA, the iterate x¯k is obtained by solving
minimize
∑N−1
i=0 qi(xi, ui) +
〈
yki , Li(xi, ui)
〉
+ qN (xN ) +
〈
ykN , LNxN
〉
.
subject to xi+1 = Φixi + Γiui + ci, i = 0, . . . , N − 1.
This is an unconstrained LQR problem whose solution can be efficiently
computed with a Riccati-like recursion procedure, in the typical case
where q0, . . . , qN are quadratic, see [114, Alg.s 3, 4]. The expensive “fac-
tor” step only needs to be performed once, before the main loop of the
algorithm takes place. At every iteration one needs to perform merely
a forward-backward sweep and no matrix inversions are required. Fur-
thermore
z¯ki = proxγ−1gi(γ
−1yki + Li(x
k
i , u
k
i )), i = 0, . . . , N − 1,
z¯kN = proxγ−1gN (γ
−1ykN + LN (x
k
N )),
which in the case of hard/soft constraints essentially consist of projec-
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tions onto the constrained sets.
Aircraft control
We applied the proposed method to the AFTI-16 aircraft control problem
[13, 73] with nx = 4 states and nu = 2 inputs. The dynamics (4.33c), for a
sampling time Ts = 0.05 seconds, is given by ci ≡ 0 and
Φi ≡

0.9993 −3.0083 −0.1131 −1.6081
0.0000 0.9862 0.0478 0.0000
0.0000 2.0833 1.0089 0.0000
0.0000 0.0526 0.0498 1.0000
 ,
Γi ≡

−0.0804 −0.6347
−0.0291 −0.0143
−0.8679 −0.0917
−0.0216 −0.0022
 .
The objective is to drive the pitch angle from 0◦ to 10◦, and then back to 0◦.
We simulated the system for 4 seconds, at the sampling time Ts = 0.05,
using N = 50 and quadratic costs
qi(x, u) =
1
2‖x− xref‖2Q + 12‖u‖2R, i = 0, . . . , N − 1,
qN (x) =
1
2‖x− xref‖2QN ,
where
Q = diag(10−4, 102, 10−3, 102),
QN = 100 ·Q,
R = diag(10−2, 10−2).
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The reference was set xref = (0, 0, 0, 10) for the first 2 seconds, and xref =
(0, 0, 0, 0) for the remaining 2 seconds. Furthermore, we imposed hard
box constraints on the inputs, and soft box constraints (4.34) on the states,
with weights 106, so as to ensure feasibility of the problem. Since soft
constraints can be formulated into a QP, by adding linearly penalized
nonnegative slack variables, we compared against standard QP solvers.
The dual problem has a condition number of 108. To improve the con-
vergence of the algorithms we therefore considered reparametrizing the
dual variables according to the Jacobi scaling, which consists of a diago-
nal change of variable (in the dual space) enforcing the (dual) Hessian to
have diagonal elements equal to one (see also [126, 73] on the problem of
preconditioning fast dual proximal gradient methods). Note that a diag-
onal change of variable in the dual space simply corresponds to a scaling
of the equality constraints, when the problem is equivalently formulated
as (P′).
The results of the simulations are reported in Table 3. As termination
criterion for NAMA and fast AMA we used ‖Rγ(yk)‖∞ ≤ tol = 10−4.
We compared NAMA against fast AMA, qpOASES v3.2.0 [62] and the
commercial QP solver MOSEK v7.1. We also compared against the cone
solvers ECOS v2.0.4 [51], SDPT3 v4.0 [152] and SeDuMi v1.34 [148], all
accessed through CVX v2.1 in MATLAB: note that the CPU time for these
methods does not include the problem parsing and preprocessing by
CVX, but only considers the actual running time of the solvers. Appar-
ently, NAMA greatly improves the convergence performance with re-
spect to fast AMA. When the problem is prescaled, our method outper-
forms also the other QP and cone solvers considered. One must keep in
mind that NAMA was executed using a generic, high-level MATLAB im-
plementation. As computation times become smaller and smaller, over-
heads due to the runtime environment get more and more relevant in
the total CPU time. A tailored, low-level implementation of the same
algorithm could significantly decrease the CPU times shown in Table 3:
this is also reported in [73], where a speedup of more than a factor 20 is
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Iterations CPU time (ms)
avg. max. avg. max.
Fast AMA (no scaling) 12.8 k 118.3 k 5675.3 53781.5
NAMA (L-BFGS, no scaling) 131.8 1002 138.4 974.6
Fast AMA (Jacobi scaling) 203.2 922 89.8 390.3
NAMA (L-BFGS, Jacobi scaling) 14.2 57 13.7 55.5
qpOASES 2925.3 4437.8
qpOASES (warm-started) 14.3 440.2
MOSEK 109.7 239.2
ECOS 24.0 43.1
SDPT3 645.9 1058.3
SeDuMi 122.0 190.3
Table 3: Aircraft control: performance of the algorithms in the case of the
AFTI-16 problem, for Ts = 50 ms and N = 50. Fast AMA and NAMA
were stopped as soon as ‖Rγ(yk)‖∞ ≤ tol = 10−4. Since the problem is
ill-conditioned, we also applied the methods by prescaling the dual prob-
lem. In NAMA, L-BFGS directions were used with memory 20. NAMA was
executed using a generic implementation in MATLAB, while the others QP
and cone solvers considered are all implemented in C/C++.
observed using C code generation.
Oscillating masses
Next, we consider a chain of oscillating masses connected by springs,
with both ends attached to walls. The chain is composed of 16 bodies
of unit mass, the springs have constant 1 and no damping, and the sys-
tem is controlled through 8 actuators, each being a force acting on a pair
of masses, as depicted in Figure 14. Therefore nx = 32 (the states are
the displacement from the rest position and velocity of each mass) and
nu = 8. The inputs are constrained in [−0.5,+0.5], while the position and
velocity of each mass is constrained in [−4,+4].
The continuous-time system was discretized with a sampling time
Ts = 0.5. Like in the previous example, we considered quadratic costs
with Q = QN = Inx , R = Inu and hard constraints on state and input.
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Figure 14: Oscillating masses: schematic representation of the simulated
system. The inputs u are forces acting simultaneously on a pair of masses.
In the numerical simulation we considered 16 masses controlled by 8 actu-
ators.
Furthermore, we imposed a quadratic terminal constraint
1
2 〈PxN , xN 〉 ≤ δ, (4.35)
where P solves the Riccati equation related to the discrete-time LQR
problem. Constraint (4.35) can be enforced by taking LN in (4.33) as the
Cholesky factor of P , so that L>NLN = P , and gN as the indicator of the
Euclidean ball of radius
√
δ. Parameter δ is selected so as to ensure that
no constraints are violated in such ellipsoidal set.
We simulated different scenarios, each with a different prediction hori-
zon N ∈ {10, 20, . . . , 50}. For each scenario we selected 50 random ini-
tial states xinit by solving random feasibility problems (e.g., with a cone
solver) so as to ensure that a feasible trajectory starting from xinit exists.
Every algorithm was executed with the same set of initial conditions.
The results of this experiment are shown in Figure 15. We have com-
pared NAMA against ECOS, SDPT3 and SeDuMi, all accessed through
CVX in MATLAB. NAMA outperforms all the other methods considered
in this example, and in particular improves considerably over fast AMA,
both on average and in the worst case.
4.8 Conclusions
In this chapter we presented NAMA, a line-search method for minimiz-
ing the sum of two convex functions, one of which is assumed to be
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Figure 15: Oscillating masses: average and maximum CPU time (in sec-
onds), for increasing prediction horizon and 50 randomly selected ini-
tial states. The stopping criterion used for fast AMA and NAMA is
‖Rγ(yk)‖∞ ≤ tol = 10−4.
strongly convex, while the other is composed with a linear transforma-
tion. The method is an extension of the classical alternating minimiza-
tion algorithm (AMA), performing an additional line-search step over
the alternating minimization envelope associated with the problem. By ap-
propriately selecting the line-search directions, for example according to
quasi-Newton methods for solving the optimality conditions Rγ(y) = 0,
we have shown that the algorithm converges superlinearly provided that
ordinary second order sufficiency conditions hold at the (unique) dual
solution. At the same time, the algorithm possesses the same global
sublinear and local linear convergence rates as AMA. Numerical exper-
iments with the proposed method on linear MPC problems suggest that
NAMA is able to significantly speed up the convergence of AMA, out-
performing its accelerated variant and other state-of-the-art solvers even
when limited-memory methods, such as L-BFGS, are used to compute
the search directions.
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4.A Additional results
Lemma 4.A.1. Let y, w ∈ Rm and γ > 0. Then,
ψ(w) ≥ ψγ(y) + γ2 ‖Ax(y)− zγ(y)‖2
+ 〈zγ(y)−Ax(y), w − y〉 .
(4.36)
Proof. By (1.13) we have
f(x(y)) + f∗(−A>w) ≥ − 〈Ax(y), w〉 ,
g(zγ(y)) + g
∗(w) ≥ 〈zγ(y), w〉 .
Summing two inequalities and using the definition of ψγ , after manipu-
lations one gets the result.
Lemma 4.A.2 (Twice differentiability of f∗). Suppose that f satisfies As-
sumption 4.2(i) for the primal-dual solution (x?, y?). Then f∗ is of class C2
around y?, with
∇2f∗(y?) = ΠSf H†f ΠSf .
Proof. From [133, Thm. 13.21] we know that f∗ is twice epi-differentiable
at v for x ∈ ∂f∗(v) iff f is twice epi-differentiable at x for v, with the
relation
d2f∗(v|x) = [d2f(x|v)]∗ . (4.37)
The cited proof trivially extends to strict twice differentiability, and in
fact f∗ turns out to be strictly twice epi-differentiable at x?. Since we can
assume without loss of generality range(Hf ) + S⊥f = Rn (see remarks
following Assumption 4.2), then applying (4.37) to (4.23) and conjugating
d2f(x?|−A>y?) by means of [81, Prop. E.3.2.1] we obtain that function
f∗ has purely quadratic second epi-derivative (as opposed to generalized
quadratic)
d2f∗(−A>y?|x?)[w] =
〈
ΠSf H
†
f ΠSf w, w
〉
,
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which is everywhere finite in particular. The proof concludes invoking
[120, Cor. 4.7], which says that f∗ is C2 around −A>y?.
Lemma 4.A.3 (Twice epi-differentiability of g∗). Suppose that g satisfies
Assumption 4.2(ii) (respectively, 4.2(ii)+) for a primal-dual solution (x?, y?).
Then g∗ is (strictly) twice epi-differentiable at y? for Ax?, with
d2g∗(y?|Ax?) =
[
d2g(Ax?|y?)
]∗
=
〈
G¯ · , · 〉+ δS¯( · ) (4.38)
where G¯ = ΠSg H†g ΠSg and S¯ = S⊥g + range(Hg).
Proof. From [133, Thm. 13.21] we know that g∗ is (strictly) twice epi-dif-
ferentiable at y? for Ax?. Similar arguments to those in the proof of Lem.
4.A.2 allow us to conclude that
d2g∗(y?|Ax?)[w] =
〈
(ΠSg Hg ΠSg )
†w, w
〉
+ δS¯(w).
Using [14, 6.4.12 i)-ii), 6.1.6 xxxii)] we get (ΠSg Hg ΠSg )† = ΠSg H†g ΠSf ,
which proves (4.38).
Lemma 4.A.4. For all y ∈ Rm it holds
µf
2 ‖x(y)− x?‖2 ≤ ψ(y)− inf ψ.
Proof. From the optimality condition of the problem defining x(y), one
obtains −A>y ∈ ∂f(x(y)). Then, by strong convexity of f one gets
f(x(y))− 〈A>y, x? − x(y)〉+ µf2 ‖x(y)− x?‖2 ≤ f(x?).
Using (4.13a) in the above inequality we obtain
µf
2 ‖x(y)− x?‖2 − 〈Ax?, y〉 ≤ f(x?) + f∗(−A>y),
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Using (1.13) on g we have instead
〈Ax?, y〉 ≤ g(Ax?) + g∗(y).
Summing the last two inequalities one obtains
µf
2 ‖x(y)− x?‖2 ≤ f(x?) + g(Ax?) + ψ(y),
and the claimed bound follows by strong duality.
Lemma 4.A.5. Suppose that strict complementarity holds in (4.P), that is, 0 ∈
relint ∂(f + g ◦ A)(x?). Then for any compact set U there there is κ > 0 such
that
dist(y, Y?) ≤ κ
[
dist(−A>y, ∂f(x?)) + dist(y, ∂g(Ax?))
]
, ∀y ∈ U.
Proof. Consider W =
{
w | −A>w ∈ ∂f(x?)
}
. From the optimality con-
ditions (4.2) one has
Y? = W ∩ ∂g(Ax?).
If strict complementarity holds, then
0 ∈ relint [∂f(x?) +A>∂g(Ax?)]
= relint ∂f(x?) +A
> relint ∂g(Ax?). (4.39)
In fact, the first inclusion is due to Ass. 4.1 and [132, Thm 23.9], and the
equality is due to [132, Thm. 6.6]. If instead f and g are piecewise linear-
quadratic, then their subdifferentials ∂f and ∂g are polyhedral. In both
cases, using [132, Thm. 6.7] and [8, Cor. 5] we obtain that the sets W
and ∂g(Ax?) are boundedly linearly regular: for any compact U there is
α > 0 such that for all y ∈ U
dist(y, Y?) ≤ α
[
dist(y,W ) + dist(y, ∂g(Ax?))
]
. (4.40)
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Similarly, under the assumed conditions [8, Cor. 5] tells us that the
sets
L = Rm × range(A>), M = Rm × ∂f(x?),
are boundedly linearly regular. Observe that
L ∩M = Rm × (−A>W ).
Therefore, there is β > 0 such that for all y ∈ U
dist(y,W ) ≤ dist((y,−A>y), L ∩M)
≤ β[dist((y,−A>y), L) + dist((y,−A>y),M)]
≤ β dist(−A>y, ∂f(x?)),
where the second inequality is due to bounded linear regularity of L and
M . Using the above inequality in (4.40) yields the result.
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Chapter 5
Fast Douglas-Rachford
splitting algorithm
5.1 Introduction
In this chapter we consider convex optimization problems of the form
minimize ϕ(x) = f(x) + g(x), (5.1)
where f : Rn → R and g : Rn → R are closed, proper, convex functions
with easily computable proximal mappings [129].
A well-known algorithm for solving (5.1) is the Douglas-Rachford
splitting (DRS) method [92]. In fact, DRS can be applied to solve the
more general problem of finding the zero of two maximal monotone op-
erators. In the special case where the corresponding operators are the
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subdifferentials of f and g, DRS amounts to the following iterations
yk = proxγf (x
k), (5.2a)
zk = proxγg(2y
k − xk), (5.2b)
xk+1 = xk + λk(z
k − yk), (5.2c)
where γ > 0 and the stepsizes λk ∈ [0, 2] satisfy
∑
k∈N λk(2 − λk) =
+∞. A typical choice for λk is to be set equal to 1 for all k. If the
minimum in (5.1) is attained and the relative interiors of the effective
domains of f and g have a point in common, then it is well known
that (zk − yk)k∈N converges to 0, and (xk)k∈N converges to x such that
proxγf (x) ∈ argminϕ [57, 58, 9]. Therefore (yk)k∈N and (zk)k∈N converge
to a solution of (5.1). This general form of DRS was proposed by [57, 58],
where it was shown that DRS is a particular case of the proximal point
algorithm [129]. Thus DRS converges under very general assumptions.
For example, unlike forward-backward splitting (FBS) [37], it does not
require differentiability of one of the two summands and parameter γ
can take any positive value.
Another well-known application of DRS is for solving problems of
the form
minimize f(x) + g(z), (5.3)
subject to Ax+Bz = b.
Applying DRS to the dual of problem (5.3) leads to the alternating di-
rection method of multipliers (ADMM) [68, 57, 58]. This method has
recently received a lot of attention, especially because of its properties
with respect to separable objective functions, that make it favorable for
large-scale problems and distributed applications [24, 112].
However, when applied to (5.1), the behavior of DRS is quite differ-
ent compared to standard optimization methods. For example, unlike
FBS, DRS is not a descent method, in that the sequence of cost values
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(ϕ(xk))k∈N may not be monotone decreasing. This is perhaps one of the
main reasons why the convergence rate of DRS has not been well un-
derstood and convergence rate results were scarce, until very recently.
The first convergence result for DRS appeared in [92]. Translated to
the setting of solving (5.1), under strong convexity and Lipschitz conti-
nuity assumptions for f , the sequence (xk)k∈N was shown to converge
Q-linearly to the (unique) optimal solution of (5.1). More recently, it
was shown that if f is differentiable then the squared residual ‖xk −
proxγg(x
k−γ∇f(xk))‖2 converges to zero with sublinear rate of 1/k [78].
In [74] convergence rates of order 1/k for the objective values are pro-
vided implicitly for DRS under the assumption that both f and g have
Lipschitz continuous gradients. Under the additional assumption that
f is quadratic, the authors of [74] give an accelerated version with con-
vergence rate 1/k2. In [46] the authors show global linear convergence
for ADMM under a variety of scenarios. Translated in the DRS setting,
they require at least f to be strongly convex with Lipschitz continuous
gradient. In [82] R-linear convergence of the duality gap and primal cost
for multiple splitting ADMM under less stringent assumptions is shown,
provided that the stepsizes λk are sufficiently small. However, the form
of the convergence rate is not very informative, since the bound on the
stepsizes depends on constants that are very hard to compute. In [70] it is
shown that ADMM converges linearly for quadratic programs with the
constraint matrix being full rank. However explicit complexity estimates
are only provided for the (infrequent) case where the constraint matrix is
full row rank. Convergence rates of DRS and ADMM are analyzed under
various assumptions in the recent paper [45].
5.1.1 Contributions
In this chapter we follow a new approach to the analysis of the conver-
gence properties and complexity estimates of DRS. We show that when
f is twice continuously differentiable, then problem (5.1) is equivalent
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to computing a stationary point of a continuously differentiable func-
tion, the Douglas-Rachford Envelope (DRE). Specifically, DRS is shown to
be nothing more than a (scaled) gradient method applied to the DRE.
This kind of interpretation is similar to the one offered by the Moreau
envelope for the proximal point algorithm and paves the way for deriv-
ing new algorithms based on the Douglas-Rachford splitting approach.
A similar idea has been exploited in [113, 117] in order to express
another splitting method, the forward-backward splitting, as a gradi-
ent method applied to the so-called Forward-Backward Envelope (FBE).
There the purpose was use the FBE as a merit function on which to per-
form Newton-like methods with superlinear local convergence rates to
solve non differentiable problems. Here the purpose is instead to an-
alyze the convergence rate properties of Douglas-Rachford splitting by
expressing it as a gradient method. Specifically, we show that if f is con-
vex quadratic (but g can still be any convex nonsmooth function) then the
DRE is convex with Lipschitz continuous gradient, provided that γ is suf-
ficiently small. This covers a wide variety of problems such as quadratic
programs, `1 least squares, nuclear norm regularized least squares, im-
age restoration/denoising problems involving total variation minimiza-
tion norm, etc. This observation makes convergence rate analysis of DRS
extremely easy, since it allows us to directly apply the well-known com-
plexity estimates of the gradient method. Furthermore, we discuss the
optimal choice of the parameter γ and of the stepsize λk defining the
method, and devise a method with faster convergence rates by exploit-
ing the acceleration techniques introduced by Nesterov [104],[105, §2.2].
5.2 Douglas-Rachford envelope
We indicate by X? the set of optimal solutions to problem (5.1), which
we assume to be nonempty. Then x? ∈ X? if and only if [9, Cor. 26.3]
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x? = proxγf (x˜), where x˜ is a solution of
proxγg(2 proxγf (x)− x)− proxγf (x) = 0. (5.4)
Let X˜ be the set of solutions to (5.4). Our goal is to find a continuously
differentiable function whose set of stationary points is equal to X˜ .
Given a function h ∈ Γ0(Rn), its Moreau envelope hγ : Rn → R is
differentiable (even if h is nonsmooth) with (1/γ)-Lipschitz continuous
gradient
∇hγ(x) = γ−1(x− proxγh(x)). (5.5)
By using (5.5) we can rewrite (5.4) as
∇fγ(x) +∇gγ(x− 2γ∇fγ(x)) = 0. (5.6)
From now on we make the extra assumption that f is twice continuously
differentiable, with Lf -Lipschitz continuous gradient. We also assume
that f has strong convexity modulus equal to µf ≥ 0, i.e., function f(x)−
µf
2 ‖x‖2 is convex. Notice that we allow µf to be equal to zero, including
also the case where f is not strongly convex. Due to these assumptions
we have
‖∇2f(x)‖ ≤ Lf , for all x ∈ Rn. (5.7)
Moreover, from [87, Prop. 4.1, Th. 4.7] the Jacobian of proxγf and the
Hessian of fγ exist everywhere and are related to each other as follows:
∇ proxγf (x) = (I + γ∇2f(proxγf (x)))−1, (5.8)
∇2fγ(x) = γ−1(I −∇ proxγf (x)). (5.9)
Using (5.7)-(5.9) one can easily show that for any d ∈ Rn
µf
1+γµf
‖d‖2 ≤ 〈d, ∇2fγ(x)d〉 ≤ Lf1+γLf ‖d‖2. (5.10)
In other words, if f is twice continuously differentiable withLf -Lipschitz
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continuous gradient then the eigenvalues of the Hessian of its Moreau
envelope are bounded uniformly for every x ∈ Rn.
Next, we premultiply (5.6) by (I − 2γ∇2fγ(x)) to obtain the gradient
of what we call the Douglas-Rachford Envelope (DRE):
ϕDRγ (x) = f
γ(x)− γ‖∇fγ(x)‖2 + gγ(x− 2γ∇fγ(x)). (5.11)
If (I−2γ∇2fγ(x)) is nonsingular for every x, then every stationary point
of ϕDRγ is also an element of X˜ , and vice versa. From (5.10) we obtain
1−γLf
1+γLf
‖d‖2 ≤ 〈d, (I − 2γ∇2fγ(x))d〉 ≤ 1−γµf1+γµf ‖d‖2. (5.12)
Therefore whenever γ < 1/Lf or γ > 1/µf (in case where µf > 0),
finding a stationary point of the DRE (5.11) is equivalent to solving (5.4).
It is convenient now to introduce the following notation:
Pγ(x) = proxγf (x),
Gγ(x) = proxγg(2Pγ(x)− x),
Zγ(x) = Pγ(x)−Gγ(x),
so that condition (5.4) is expressed as Zγ(x) = 0. By (5.9) we can rewrite
I − 2γ∇2fγ(x) = 2∇Pγ(x)− I , therefore the gradient of the DRE can be
expressed as
∇ϕDRγ (x) = γ−1(2∇Pγ(x)− I)Zγ(x). (5.13)
The following proposition is instrumental in establishing an equiva-
lence between problem (5.1) and that of minimizing the DRE.
Proposition 5.2.1. The following inequalities hold for any γ > 0 and x ∈ Rn:
ϕDRγ (x) ≤ ϕ(Pγ(x))− 12γ ‖Zγ(x)‖2, (5.14a)
ϕDRγ (x) ≥ ϕ(Gγ(x)) + 1−γLf2γ ‖Zγ(x)‖2. (5.14b)
Proof. See Appendix.
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The following fundamental result shows, under the assumption of γ
being sufficiently small, that minimizing the DRE, which is real-valued
and smooth, is completely equivalent to solving the nonsmooth prob-
lem (5.1). Furthermore, the set of stationary points of the DRE, which
may not be convex, coincide with the set of its minimizers.
Theorem 5.2.2. If γ ∈ (0, 1/Lf ) then
inf ϕ = inf ϕDRγ ,
argmin ϕ = Pγ(argmin ϕ
DR
γ ).
Proof. By [9, Cor. 26.3] we know that x? ∈ X? if and only if x? = Pγ(x˜),
for some x˜ ∈ X˜ , i.e., with Pγ(x˜) = Gγ(x˜). Putting x = x˜ in (5.14) one
obtains
ϕDRγ (x˜) = ϕ(x?).
When γ < 1/Lf , inequality (5.14b) implies that for all x ∈ Rn
ϕDRγ (x) ≥ ϕ(Gγ(x)) ≥ ϕ(x?) = ϕDRγ (x˜), (5.15)
where the last inequality follows from optimality of x?. Therefore the
elements of X˜ are minimizers of ϕDRγ and inf ϕ = inf ϕDRγ . They are
indeed the only minimizers, for if x /∈ X˜ then Zγ(x) 6= 0 in (5.14b), and
the first inequality in (5.15) is strict.
5.2.1 DRS as a variable-metric gradient method
In simple words, Theorem 5.2.2 tells us that under suitable assumptions
on γ, one can employ whichever smooth unconstrained optimization
technique for minimizing the DRE and thus solve (5.1). The resulting
algorithm will of course bear a close relationship to DRS since the gradi-
ent of the DRE, cf. (5.13), is inherently related to a step of DRS, cf. (5.2).
In particular, from the expression (5.13) for ∇ϕDRγ , one observes that
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Figure 16: Douglas-Rachford envelope in the case of a box-constrained QP.
Left: contour plot of the original quadratic cost, with the feasible region
highlighted and the problem solution marked by a star. Right: contour plot
of the DRE, whose minizer coincides with the original problem solution.
Douglas-Rachford splitting can be interpreted as a variable-metric gradi-
ent method for minimizing ϕDRγ . Specifically, we have that the x-iterates
defined by (5.2) correspond to
xk+1 = xk − λkDk∇ϕDRγ (xk), (5.16)
where
Dk = γ(2∇Pγ(xk)− I)−1. (5.17)
We can then exploit all the well-known convergence results of gradient
methods to analyze the properties of DRS or propose alternative schemes
of it.
5.2.2 Connection between DRS and FBS
The DRE reveals an interesting link between Douglas-Rachford splitting
and forward-backward splitting, that has remained unnoticed at least to
our knowledge. Let us first derive an alternative way of expressing the
DRE. Since Pγ(x) = argminz
{
f(z) + 12‖z − x‖2
}
satisfies
∇f(Pγ(x)) + γ−1(Pγ(x)− x) = 0, (5.18)
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the gradient of the Moreau envelope of f becomes
∇fγ(x) = γ−1(x− Pγ(x)) = ∇f(Pγ(x)). (5.19)
Using (5.18), (5.19) in (5.11) we obtain the following alternative expres-
sion for the DRE
ϕDRγ =f(Pγ(x))− γ2 ‖∇f(Pγ(x))‖2 + gγ(2Pγ(x)− x), (5.20)
Next, using the definition of gγ in (5.20), it is possible to express
ϕDRγ (x) = min
z∈Rn
{f(Pγ(x)) + 〈∇f(Pγ(x)), z − Pγ(x)〉
+ g(z) + 12γ ‖z − Pγ(x)‖2}. (5.21)
Comparing this with the definition of the forward-backward envelope
(FBE) introduced in [113]
ϕFBγ (x) = min
z∈Rn
{
f(x) + 〈∇f(x), z − x〉+ g(z) + 12γ ‖z − x‖2
}
,
it is apparent that the DRE at x is equal to the FBE evaluated at Pγ(x):
ϕDRγ (x) = ϕ
FB
γ (Pγ(x)).
Let us recall here that iterates xk+1 of FBS are obtained by solving the
optimization problem appearing in the definition of FBE for x = xk.
Therefore, it can be easily seen that an iteration of DRS corresponds to a
forward-backward step applied to proxγf (xk) (instead of xk, as in FBS).
147
5.3 Convergence rate and stepsize selection in
DRS
In case f is convex quadratic, i.e., f(x) = 12 〈x, Qx〉 + 〈q, x〉, with sym-
metric and positive semidefinite Hessian Q ∈ Rn×n and q ∈ Rn, we have
Pγ(x) = (I + γQ)
−1(x− γq), (5.22)
∇Pγ(x) = (I + γQ)−1. (5.23)
We now have µf = λmin(Q) and Lf = λmax(Q). It turns out that in this
case, under the already mentioned assumption γ < 1/Lf , the DRE is
convex.
Theorem 5.3.1. Suppose that f is convex quadratic. If γ < 1/Lf , then ϕDRγ is
convex with LϕDRγ -Lipschitz continuous gradient and convexity modulus µϕDRγ
given by
LϕDRγ =
1− γµf
1 + γµf
γ−1, (5.24)
µϕDRγ = min
{
(1− γµf )µf
(1 + γµf )2
,
(1− γLf )Lf
(1 + γLf )2
}
. (5.25)
Proof. Using (5.13), (5.23), (5.12) and Lemma 5.A.2 in the Appendix, we
obtain
‖∇ϕDRγ (x1)−∇ϕDRγ (x2)‖ ≤ γ−1‖2(I + γQ)−1 − I‖ · ‖Zγ(x1)− Zγ(x2)‖
≤
(
2
1+γµf
− 1
)
γ−1‖x1 − x2‖.
Next, due to the form of Pγ , cf. (5.22) it is evident that f(Pγ(x)) −
γ
2 ‖∇f(Pγ(x))‖2 is quadratic with Hessian
H = (I + γQ)−1(I − γQ)Q(I + γQ)−1.
The eigenvalues of H are given by (1−γλi)λi(1+γλi)2 , where λi, i = 1, . . . , n are
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the eigenvalues of Q. Consider the function
ζ(λ) = (1−γλ)λ(1+γλ)2 .
If γ < 1/Lf , ζ is concave and its minimum is attained in one of the two
endpoints of the interval [µf , Lf ]. The minimum eigenvalue of f(Pγ(x))−
γ
2 ‖∇f(Pγ(x))‖2 is then given by (5.25). On the other hand, function
gγ(· − 2γ∇fγ(·)) is convex as the composition of the convex function
gγ with an affine map. Therefore, the DRE as expressed by (5.20), is the
sum of two functions, one of them being (strongly) convex with modulus
µϕDRγ and the other convex. Hence it is (strongly) convex with modulus
µϕDRγ .
Therefore, under the assumptions of Theorem 5.3.1, we can exploit
the well-known results on the convergence of the gradient method for
convex problems. To do so, note that when f is quadratic, Pγ is linear
and the scaling matrix Dk defined in (5.17) is constant, i.e.,
Dk ≡ D = γ[2(I + γQ)−1 − I]−1.
Consider the linear change of variables x = Sw, where S = D1/2. Note
that
λmin(D) = γ
1 + γµf
1− γµf , λmax(D) = γ
1 + γLf
1− γLf , (5.26)
so if γ < 1/Lf ≤ 1/µf then matrix D is positive definite and S is well
defined.
In the new variablew, the scaled gradient iterations (5.16) correspond
to the (unscaled) gradient method applied to the preconditioned problem
minimize h(w) = ϕDRγ (Sw).
Indeed, the gradient method applied on h is
wk+1 = wk − λk∇h(wk) (5.27)
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Multiplying by S and using∇h(wk) = S∇ϕDRγ (Swk), we obtain
xk+1 = xk − λkD∇ϕDRγ (xk).
Recalling (5.13), this becomes xk+1 = xk − λkZγ(xk), which is exactly
DRS, cf. (5.2). From now on we will indicate by w˜ a minimizer of h,
so that w˜ = Sx˜ for some x˜ ∈ X˜ . From Theorem 5.3.1 we know that if
γ < 1/Lf then ϕDRγ is convex with Lipschitz continuous gradient, and so
is h. In particular,
µh = λmin(D)µϕDRγ , (5.28)
Lh = λmax(D)LϕDRγ =
1 + γLf
1− γLf . (5.29)
Theorem 5.3.2. For convex quadratic f , if γ < 1/Lf and
λk = λ = (1− γLf )/(1 + γLf ) (5.30)
then the sequence of iterates generated by (5.2a)-(5.2c) satisfies
ϕ(zk+1)− inf ϕ ≤ 1
(2γλ)k
‖x0 − x˜‖2.
Proof. Douglas-Rachford splitting (5.2) corresponds to the gradient de-
scent iterations (5.27). So by setting λ = 1/Lh one has:
h(wk)− h(w˜) ≤ Lh
2k
‖w0 − w˜‖2,
see for example [17, Prop. 6.10.2]. Applying the substitution x = Sw,
and considering that
λ−1max(D)‖x‖2 ≤ ‖x‖2D−1 ≤ λ−1min(D)‖x‖2, ∀x ∈ Rn (5.31)
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one obtains
ϕDRγ (x
k)− ϕDRγ (x˜) ≤
Lh
2k
‖x0 − x˜‖2D−1
≤ 1
2k
1 + γLf
(1− γLf )
1
λmin(D)
‖x0 − x˜‖2
=
1
2k
1 + γLf
γ(1− γLf )‖x
0 − x˜‖2,
where the last equality holds considering (5.26). The claim follows by
zk = Gγ(x
k), Theorem 5.2.2 and inequality (5.14b).
From Theorem 5.3.2 we easily obtain the following optimal γ:
γ? = argmin
γ
1 + γLf
γ(1− γLf ) =
√
2− 1
Lf
. (5.32)
For this particular value of γ? the stepsize becomes λk =
√
2 − 1. In the
strongly convex case we instead obtain the following stronger result.
Theorem 5.3.3. If µf > 0 and λk = λ ∈ (0, 2/(Lh + µh)] then
‖yk − x?‖2 ≤ λmax(D)
λmin(D)
(
1− 2λµhLh
µh + Lh
)k
‖x0 − x˜‖2.
Proof. Just like in the proof of Theorem 5.3.2, iteration (5.27) is the stan-
dard gradient method applied to h. If f is strongly convex then we have,
using (5.25) and (5.28), that also h is strongly convex. From [105, Th.
2.1.15] we have
‖wk − w˜‖2 ≤
(
1− 2λµhLh
µh + Lh
)k
‖w0 − w˜‖2.
Applying the substitution x = Sw we get
‖xk − x˜‖2D−1 ≤
(
1− 2λµhLh
µh + Lh
)k
‖x0 − x˜‖2D−1 .
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The thesis follows considering (5.31) and that
‖yk − x?‖2 = ‖ proxγf (xk)− proxγf (x˜)‖2 ≤ ‖xk − x˜‖2,
where the equality holds since x? = proxγf (x˜), and the inequality by
nonexpansiveness of proxγf .
5.4 Fast Douglas-Rachford splitting
We have shown that DRS is equivalent to the gradient method minimiz-
ing h(w) = ϕDRγ (Sw). In the quadratic case, since for γ < 1/Lf we know
that ϕDRγ (x) is convex, we can as well apply the optimal first order meth-
ods due to Nesterov [104], [105, §2.2] to the same problem. This way we
obtain a fast Douglas-Rachford splitting method. The scheme is as follows:
given u0 = x0 ∈ Rn, iterate
yk = proxγf (u
k),
zk = proxγg(2y
k − uk),
xk+1 = uk + λk(z
k − yk),
uk+1 = xk+1 + βk(x
k+1 − xk).
(5.33)
We have the following estimates regarding the convergence rate of itera-
tions (5.33), whose proofs are based on [105].
Theorem 5.4.1. For convex quadratic f , if γ < 1/Lf , λk are given by (5.30)
and
βk =
{
0 if k = 0,
k−1
k+2 if k > 0,
then the sequence of iterates generated by (5.33) satisfies
ϕ(zk)− inf ϕ ≤ 2
γλ(k + 2)2
‖x0 − x˜‖2.
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Proof. The iterations correspond to the optimal method described in [17,
§6.10.2], applied to h. By [17, Prop. 6.10.3] the iterates satisfy
h(wk)− h(w˜) ≤ 2Lh
(k + 2)2
‖w0 − w˜‖2.
Switching to the variable x = Sw we get
ϕDRγ (x
k)− ϕDRγ (x˜) ≤
2Lh
(k + 2)2
‖x0 − x˜‖2D−1
≤ 1
λmin(D)
2Lh
(k + 2)2
‖x0 − x˜‖2
=
λmax(D)
λmin(D)
2LϕDRγ
(k + 2)2
‖x0 − x˜‖2
=
1 + γLf
γ(1− γLf )
2
(k + 2)2
‖x0 − x˜‖2.
Since zk = Gγ(xk), the result follows by invoking inequality (5.14b) and
Theorem 5.2.2.
The optimal choice for γ is again γ? = (
√
2 − 1)/Lf . We similarly
obtain complexity bounds for the strongly convex case, as described in
the following result.
Theorem 5.4.2. If f is strongly convex quadratic, γ < 1/Lf , λk are given
by (5.30) and
βk =
1−√µh/Lh
1 +
√
µh/Lh
,
then the sequence of iterates generated by (5.33) satisfies
ϕ(zk)− inf ϕ ≤ Lh
λmin(D)
(
1−
√
µh
Lh
)k
‖x0 − x?‖2.
Proof. The proof proceeds similarly to the previous one. The algorithm
corresponds to iterations [105, Eq. 2.2.9] applied to h, and [105, Th. 2.2.3]
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tells us that
h(wk)− h(w˜) ≤ Lh
(
1−
√
µh
Lh
)k
‖w0 − w˜‖2.
The latter is equivalent to
ϕDRγ (x
k)− ϕDRγ (x˜) ≤ Lh
(
1−
√
µh
Lh
)k
‖x0 − x˜‖2D−1
≤ Lh
λmin(D)
(
1−
√
µh
Lh
)k
‖x0 − x˜‖2.
Again, zk = Gγ(xk), Theorem 5.2.2 and inequality (5.14b) complete the
result.
5.5 Simulations
5.5.1 Box-constrained QP
We tested our analysis against numerical results obtained by applying
the considered methods to the following box-constrained convex quadratic
program
minimize 12 〈x, Qx〉+ 〈q, x〉
subject to l ≤ x ≤ u,
where Q ∈ Rn×n is symmetric and positive semidefinite, while q, l, u ∈
Rn. The problem is expressed in composite form by setting
f(x) = 12 〈x, Qx〉+ 〈q, x〉 , g(x) = δ[l,u](x),
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Figure 17: Box QP. Left: DRS applied to a randomly generated problem with
n = 500, for different values of γ. Right: comparison between DRS and its
accelerated variant, for γ = γ?
where δC is the indicator function of the convex set C. As it was pointed
out in Section 5.3, the proximal mapping associated with f is linear
proxγf (x) = (I + γQ)
−1(x− γq).
The proximal mapping associated with g is simply the projection onto
the [l, u] box, proxγg(x) = Π[l,u](x). Tests were performed on problems
generated randomly as described in [75]. In Figure 17 we illustrate the
performance of DRS for different choices of the parameter γ, and com-
pares the standard DRS to the accelerated method (5.33)
5.5.2 Lasso
The well-known `1-regularized least squares problem consists of find-
ing a sparse solution to an underdetermined linear system. The goal is
achieved by solving
minimize 12‖Ax− b‖22 + ρ‖x‖1,
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whereA ∈ Rm×n and b ∈ Rm. The regularization parameter ρmodulates
between a low residual ‖Ax − b‖22 and a sparse solution. In this case the
proximal mapping with respect to f is
proxγf (x) = (A
>A+ γ−1I)−1(A>b+ γ−1x),
while proxγg is the following soft-thresholding operator,[
proxγg(x)
]
i
= sign(xi) ·max {0, |xi| − γρ} , i = 1, . . . n.
Random problems were generated according to [97], and the results are
shown in Figure 18, where we compare different choices for γ and the
fast Douglas-Rachford iterations. For this type of problems one is often
interested in obtaining the solution for a sequence of values of the reg-
ularization parameter λ, computing the so-called regularization path. In
this case, both DRS and fast DRS can be warm-started by directly using
the solution to one problem as initial iterate of the next one: this has been
shown to accelerate the convergence of other algorithms, see for example
[142]. A study of how the proposed fast DRS benefits from warm-starting
is subject of future investigation.
5.6 Conclusions and future work
In this chapter we dealt with convex composite minimization problems.
We introduced a continuously differentiable function, the Douglas-Rach-
ford Envelope (DRE). Its minimizers, under suitable assumptions, are in
a one-to-one correspondence with the solutions of the original convex
composite optimization problem. We observed how the DRS iterations,
for finding zeros of the sum of two maximal monotone operators F and
G, are equivalent to a scaled unconstrained gradient method applied to
the DRE, when F = ∂f and G = ∂g and f is twice continuously differ-
entiable with Lipschitz continuous gradient. This allowed us to to apply
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Figure 18: Lasso. Left: comparison of different choices of γ for a random
problem with m = 100, n = 1000. Right: DRS and its accelerated variant,
with γ = γ?.
well-known results of smooth unconstrained optimization to analyze the
convergence of DRS in the particular case of f being convex quadratic.
Moreover, we have been able to apply and analyze optimal first-order
methods and obtain a fast Douglas-Rachford splitting method. Ongo-
ing work on this topic include exploiting the illustrated results to study
convergence properties of ADMM.
5.A Proofs and additional results
We provide here all the proofs and technical lemmas omitted in the chap-
ter. The following lemma is instrumental in proving Proposition 5.2.1.
Lemma 5.A.1. Suppose that h : Rn → R is proper, closed, convex. Then for
all y ∈ Rn, z ∈ Rn
h(z) + 12γ ‖z − y‖2 ≥ h(proxγh(y)) + 12γ ‖ proxγh(y)− y‖2
+ 12γ ‖z − proxγh(y)‖2.
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Proof. Function φ(z) = 12γ ‖z− y‖2 is strongly convex with modulus γ−1.
For any v ∈ ∂h(yγ) we have, by strong convexity of h(z) + φ(z),
h(z) + φ(z) = h(z) + 12γ ‖z − y‖2
≥ h(proxγh(y)) + 12γ ‖proxγh(y)− y‖2 + 12γ ‖z − proxγh(y)‖2
+
〈
v + 1γ (proxγh(y)− y), z − proxγh(y)
〉
.
The result follows by considering v = γ−1(y − proxγh(y)), which is an
element of ∂h(yγ) by the optimality condition for proxγh(y).
Proof of Proposition 5.2.1. Due to (5.21), an alternative expression for the
DRE is the following
ϕDRγ (x) = f(Pγ(x)) + g(Gγ(x)) +
1
2γ ‖Gγ(x)− Pγ(x)‖2
+ γ−1 〈Gγ(x)− Pγ(x), x− Pγ(x)〉 . (5.34)
In order to obtain (5.14a), apply Lemma 5.A.1 for h = g, y = 2Pγ(x)− x.
We have that for all z ∈ Rn
g(z) + 12γ ‖z − (2Pγ(x)− x)‖2 ≥ g(Gγ(x)) + 12γ ‖Gγ(x)− (2Pγ(x)− x)‖2
+ 12γ ‖z −Gγ(x)‖2.
Putting z = Pγ(x) in the above,
g(Pγ(x)) +
1
2γ ‖x− Pγ(x)‖2 ≥ g(Gγ(x)) + 12γ ‖Pγ(x)−Gγ(x)‖2
+ 12γ ‖Gγ(x)− Pγ(x) + x− Pγ(x)‖2
= g(Gγ(x)) +
1
2γ ‖Gγ(x)− Pγ(x)‖2
+ 12γ ‖x− Pγ(x)‖2 + 12γ ‖Pγ(x)−Gγ(x)‖2
+ γ−1 〈Gγ(x)− Pγ(x), x− Pγ(x)〉 .
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Therefore,
g(Pγ(x)) ≥ g(Gγ(x)) + 12γ ‖Gγ(x)− Pγ(x)‖2 + 12γ ‖Pγ(x)−Gγ(x)‖2
+ γ−1 〈Gγ(x)− Pγ(x), x− Pγ(x)〉 .
Adding f(Pγ(x)) to both sides,
ϕ(Pγ(x)) ≥ f(Pγ(x)) + g(Gγ(x)) + 12γ ‖Gγ(x)− Pγ(x)‖2
+ 12γ ‖Pγ(x)−Gγ(x)‖2 + γ−1 〈Gγ(x)− Pγ(x), x− Pγ(x)〉 .
We obtain (5.14a) by recalling (5.34). Inequality (5.14b) is obtained as
follows,
ϕ(Gγ(x)) = f(Gγ(x)) + g(Gγ(x))
≤ f(Pγ(x)) + g(Gγ(x)) + 〈∇f(Pγ(x)), Gγ(x)− Pγ(x)〉
+
Lf
2 ‖Gγ(x)− Pγ(x)‖2
= f(Pγ(x)) + g(Gγ(x)) + γ
−1 〈Gγ(x)− Pγ(x)), x− Pγ(x)〉
+
Lf
2 ‖Gγ(x)− Pγ(x)‖2
= ϕDRγ (x)− 1−γLf2γ ‖Gγ(x)− Pγ(x)‖2,
where the first inequality follows from the Lipschitz continuity of ∇f
and the last equality from (5.34). 
The next basic result is used in the proof of Theorem 5.3.1.
Lemma 5.A.2. Mapping Zγ : Rn → Rn is nonexpansive.
Proof. We can express Zγ as
Zγ(x) =
1
2 (x− T (x)),
where T = Rγ∂g◦Rγ∂f andRγ∂f ,Rγ∂g are called reflected resolvent [9, §23]
of ∂f and ∂g, respectively. Reflected resolvents of maximal monotone
mappings (such as the subdifferential of a convex function) are known
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to be nonexpansive [9, Cor. 23.10], and so is their composition T . Then
we have
‖T (x1)− T (x2)‖ ≤ ‖x1 − x2‖,
for all x1, x2 ∈ Rn, or
‖ − 2(Zγ(x1)− Zγ(x2)) + (x1 − x2)‖ ≤ ‖x1 − x2‖.
Using the reverse triangle inequality
2‖Zγ(x1)− Zγ(x2)‖ − ‖x1 − x2‖ ≤ ‖x1 − x2‖,
or
‖Zγ(x1)− Zγ(x2)‖ ≤ ‖x1 − x2‖,
i.e., Zγ is nonexpansive.
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Chapter 6
Conclusions and outlook
In this thesis we introduced proximal envelopes, powerful tools for nons-
mooth, nonconvex optimization, that
(i) allow to reformulate structured, nonsmooth optimization problems
as smooth, unconstrained ones;
(ii) give an interpretation of proximal splitting methods as a (scaled)
gradient methods;
(iii) can be evaluated with the same computational effort as one itera-
tion of the correspondent proximal algorithm.
Because of these facts, proximal envelopes generalize and extend the
well-known concept of Moreau envelope to structured problems: this
analogy is schematically depicted in Figure 19.
In Chapter 2 we have introduced and analyzed the forward-backward
envelope (FBE). Through the analysis of (twice) differentiability of the
FBE (which can be guaranteed by assuming mild, generalized second-
order properties on the nonsmooth cost function), we were able to obtain
second-order sufficiency conditions which guarantee superlinear con-
vergence of Newton-type methods. Then we proposed MinFBE, an al-
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imal mapping and proximal minimization algorithm (left) is completely
analogous to that relating the FBE/DRE to the corresponding splitting al-
gorithms (right).
gorithmic scheme for nonconvex problems that performs a line-search
over the FBE to obtain fast asymptotic convergence. The algorithm is a
descent method, and as such requires gradient evaluations of the FBE to
compute descent directions. We were able to show global convergence
under the Kurdyka-Łojasiewicz assumption, and a global sublinear rate
in the convex case. Furthermore, we showed superlinear convergence
when the search directions satisfy the Dennis-More´ condition, as it is the
case for quasi-Newton formulas.
In Chapter 3 we proposed a simpler algoritmic scheme, PANOC. This
merely requires evaluations of the fixed-point residual: in particular, no
gradient information on the FBE is needed, since no descent direction
is required in the line-search. Nevertheless, fast convergence directions
can be computed in this case by looking at the problem as a nonlinear,
nonsmooth system of equations given by the first-order necessary condi-
tions (rather than a minimization problem). This approach is particularly
appealing in cases where evaluating gradients of the FBE can be compu-
tationally expensive, such as in nonlinear MPC problems.
In Chapter 4 we considered convex, equality constrained problems.
We observed that the FBE is closely related to the augmented Lagrangian
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Algorithm MinFBE PANOC NAMA
Requires f ∈ C2 yes no no
FB steps per iter. (best case) 2 1 2
Global rate (convex problems) O(1/k) - O(1/k)
Superlinear convergence yes yes yes
Table 4: Comparison between the proposed forward-backward algorithmic
schemes. PANOC and NAMA are conceptually simpler than MinFBE, in
that they do not require second order information on the smooth term. Fur-
thermore PANOC only performs one forward-backward operation per it-
eration in the best case; MinFBE and NAMA, on the other hand, converge
with a sublinear global convergence rate (in the convex case) thanks to the
additional forward-backward step per iteration.
function and the alternating minimization algorithm (AMA) for convex
problems with equality constraints: in fact, the two functions are dual
to each other, strengthening the analogy with the Moreau even further.
The first- and second-order analysis of Chapter 2 was here extended to
the dual case. Finally, an algorithm was proposed which extends AMA
by performing Newton-type dual updates: NAMA. We proved sublin-
ear and linear convergence for the algorithm, under mild assumptions,
and superlinear convergence for directions satisfying the Dennis-More´
conditions.
Table 4 summarizes the main features distinguishing the algorithmic
schemes of Chapters 2 to 4. These are implemented in a generic MAT-
LAB software package, ForBES, that easily allows operating with FBE to
define algorithms. The package is available online.1
In Chapter 5 the Douglas-Rachford splitting (DRS) was taken into ac-
count, and the associated Douglas-Rachford envelope (DRE) was introduced.
Here, DRS was shown to be equivalent to a (scaled) gradient method
over the DRE: when one of the two summands in the cost is quadratic,
then the DRE is convex. This interpretation allowed to show a global
sublinear rate for the cost of order O(1/k) for DRS, and a global linear
1http://kul-forbes.github.io/ForBES/
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rate in case the quadratic term is strongly convex. Furthermore, an op-
timal stepsize selection criterion was obtained, as well as an accelerated
algorithm with rate O(1/k2) based on a simple additional extrapolation
step.
6.1 Future directions
Several directions are open for further investigate on proximal envelopes.
In the case of the FBE, in this thesis we were interested in directions
of superlinear convergence, and we focused on quasi-Newton formulas.
Several other methods can be adapted to nonsmooth problems through
proximal envelopes, including nonlinear CG methods and semismooth
Newton methods. Ongoing research is investigating the properties of
the FBE in the case where both summands in the problem are allowed
to be nonconvex [150], and this will surely broaden the range of applica-
tion of FBE-based methods. Furthermore, although the variety of prob-
lems addressed in this thesis is very comprehensive, not all problems fit
this framework. One idea to extend the range of applications address
is that of employing fast converging algorithms, like the ones presented
in Chapters 2 to 4, to solve the inner subproblems arising in augmented
Lagrangian methods.
In the case of the DRE, several aspects need to be addressed. For
example, Newton-type methods can also be employed to minimize the
DRE: a second-order analysis, such as the one presented in Chapter 2 for
the FBE, would provide also in this case conditions for fast asymptotic
convergence. Furthermore, the duality between DRS and the alternat-
ing directions method of multipliers (ADMM) should be exploited, in
a similar way to what is presented in Chapter 4, to derive analogously
improved versions of ADMM. Given that the latter has been succesfully
applied to a very wide range of problems, there is no doubt that research
along these lines will have significant impact.
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