We present e cient (parallel) algorithms for two hierarchical clustering heuristics. We point out that these heuristics can also be applied to solve some algorithmic problems in graphs. This includes split decomposition. We show that e cient parallel split decomposition induces an e cient parallel parity graph recognition algorithm. This is a consequence of the result of 7] that parity graphs are exactly those graphs that can be split decomposed into cliques and bipartite graphs.
Introduction
Hierarchical clustering plays an important role in many areas of applied science. The major application is the classi cation of objects as done in psychology, social sciences, and arti cial intelligence. The reader who is interested in the applications should take a look into e.g . 20] . One aspect is that we have a distance function on the objects, consider objects as near if their distance does not exceed a certain value, and consider the transitive closure of nearness. This is the single linkage method (see for example 20] ). Another aspect is that we have given some approximation of the classes, and we unify classes if they overlap (i.e. the intersection is not empty and it is not the case that one is contained in the other). In other words we are interested to determine the "overlap" components of a set system.
First we develop relatively simple (parallel) algorithms for these two hierarchical clustering heuristics. The major interesting aspect we present in this paper is an application in algorithmic graph theory. We show that with the help of e cient parallel algorithms for the single linkage method and for the computation of the overlap components, we get an e cient parallel algorithm for split decomposition (preliminary version 18]). A rst parallel algorithm for split decomposition with O(n 4:81 ) processors and a time bound of O(log 2 n) is due to Barten 4] . The best known sequential algorithm before 18] runs in O(n 2 ) time 27]. Here we develop a parallel algorithm for split decomposition that runs in polylogarithmic time with a linear processor number. This algorithm can also be turned into a linear time sequential algorithm.
Finally, with the use of a result of Cicerone and di Stephano, we show that parity graphs can be recognized e ciently in parallel. This is a simpli cation of an earlier parity graph recognition algorithm of 16] with the same time and processor amount that was an improvement of the algorithm of Przyticka and Corneil 29] .
Preliminaries
A hierarchical clustering is a collection C of subsets c of a xed set V , such that all c and d in C are either disjoint or comparable with respect to the subset relation. In other words, the subset relation de nes on C a tree like partial ordering. Note that for each c 2 C there is a unique smallest d 2 C with c d.
This d is also the parent of c.
In general, a tree is a root directed tree consisting of a set V T of nodes and a set E T of directed edges. The parent of a node t is the unique u 2 V T with (u; t) 2 E T . The children of t are the nodes that have t as parent. y 2 V T is called an ancestor of x 2 V T i there is a directed path (possibly of length 0) from y to x in T. x is also called a descendent of y, if y is an ancestor of x. The set of descendents of t in T including t is denoted by T t . We identify T t and its induced subtree. Here we always assume that V is a nite domain. Moreover we let V be a set of the form f1; : : : ng. The distance function d is implemented as an n n matrix.
A distance function d is called an ultrametric i the following extended triangle inequality is valid:
d(i; j) maxfd(i; k); d(j; k)g:
A dendrogram is a root directed tree T together with a positively real valued labelling h of the vertices with a height function, that means h(v) < h(w) if w is an ancestor of v.
Note that a dendrogram always de nes a hierarchical clustering. The cluster c t of a node t of T is just the set of descendents of t in T that are leaves of T.
The hierarchical clustering de ned by T is the collection of all c t with t 2 T. Proposition: (see for example 22]) A distance function d on V is an ultrametric i there is a dendrogram (T; h) such that 1. V is the set of leaves of T and 2. for all u; v 2 V the distance d(u; v) is the labelling h(LCA(u; v)) of the least common ancestor LCA(u; v) of u and v with respect to T. 2 A graph G = (V; E) consists of a vertex set V and an edge set E. Multiple edges and loops are not allowed. The edge joining x and y is denoted by xy.
We say that x is a neighbor of y i xy 2 E. The neighborhood of x is the set fy : xy 2 Eg consisting of all neighbors of x and is denoted by N(x). The neighborhood of a set of vertices V 0 is the set N(V 0 ) = fyj9x 2 V 0 ; yx 2 Eg of all neighbors of some vertex in V 0 .
A subgraph of (V; E) is a graph (V 0 ; E 0 ) such that V 0 V , E 0 E. An induced subgraph is an edge-preserving subgraph, i.e. (V 0 ; E 0 ) is an induced subgraph of (V; E) i V 0 V and E 0 = fxy 2 E : x; y 2 V 0 g.
Connectedness is de ned as usual.
For a distance function d with domain V and a real number r, let G r be the graph consisting of all unordered pairs xy with d(x; y) r and let d 0 (x; y) be the minimum r, such that x and y are in the same connected component of G r . Lemma If a single linkage cluster c is a connected component of G r then it is also called of coarseness r.
A minimum spanning tree (MST) is a tree T with vertex set V , such that the sum of d(xy) over all edges xy of T is minimum. We say C 1 C 2 if there is a c 2 2 C 2 , such that for all c 1 2 C 1 , c 1 c 2 .
We denote the set of overlap components of C by Overlap(C).
One can show the following. is not a child of the root of T, d(x; par(x)) < d(par(x); par(par(x))). If a canonical spanning tree for the ultrametric d is known then the dendrogram can be determined in O(log n) time with O(n) processors on an EREW-PRAM.
The main job that is to do is to compute a canonical spanning tree of the single linkage distance e ciently. We assume that the MST T of d is directed to the root v 0 and p(x) is the parent of x in T, for each x 2 V nfv 0 g. Let 
is an ancestor of a(v) in l(a(v)). We determine par(v) by a binary search stategy that will be described below.
Decomposition into Lines
We rst make T a tree that is almost binary, i.e. each vertex has at most two children. Now we proceed as in the tree contraction procedure as described in 2] (see also 1]).
1. We number the leaves from left to right.
2. For each odd numbered leaf v, we remove v and the inner vertices of the chain c(v) that contains v and make c(v) a line. 3. For each c(v), we concatenate the two chains of the remaining tree T that contain the root f(c(v)) of c(v) to one chain. 4. We renumber the leaves of T by dividing their numbers by two. We repeat this procedure until the only remaining vertex of T is the root.
By the same argument as in 2], the chains that are removed have pairwise no vertex in common, because only chains associated to odd numbered leaves are removed. For the same reason, there are no three chains that are concatenated to one chain at the same time. Therefore there is no writing and also nor reading con ict. The procedure is repeated O(log n) times, and since one application of the procedure requires only a constant time, the whole procedure needs O(log n) time. The workload is as in 2] O(n).
Since only logarithmically many steps are necessary to eliminate the whole tree T, one can reach the root from each vertex of the original tree T by passing logarithmically many lines. Therefore we get the following result. For each line l, let S l be a balanced binary tree with the edges of l as leaves. The leaves appear in S l in the same order as on the line l. For any inner node t of S l , let D(t) be the maximum distance of an edge of l that is a descendent of t. Denote the interval of edges of l that are descendents of t by I t . Note that D(t) is the maximum distance of an edge in I t . Our strategy is as follows. We rst search for the next inclusion maximal interval I t , say I t(v) that is right from a(v) with w(v) < D(t). Then by binary search in I t(v) , we determine the next right ancestor edge e := e(v) with w(v) < d(e), and we get par(v). De ne C x to be the set of c 2 C, such that x 2 c. Moreover, we assume that C is sorted in increasing order with respect to the size and each C x is sorted in the same increasing order with respect to the size, i.e. C x = fc x 1 ; : : : ; c x k g and with i < j, jc x i j jc x j j. We discuss in the next subsection how to get such a sorting in linear time.
We use these sortings to construct a graph G C with vertex set C with an edge number that is not larger than the sum of jV j and the sum of the sizes of c 2 C. This graph should have the same connected components as the overlap components of C.
The edge set E C of G C consists of the edges c x i c x i+1 with the property that there is a j i with jMax(c x j )j jc i+1 j. Proposition 3 1. jE C j c2C jcj. The tree T with parent function Pa is de ned as follows. Pa(t) is the barrier left(t) or right(t) of smaller height and if left(t) or right(t) is not de ned then Pa(t) is that of left(t) or right(t) that is de ned. Equality is of the heights of left(t) and right(t) is not possible because of previous lemma. Vice versa, (i; b(i)) be an ancestor of v j . Consider any ancestor t of v j . It is easily seen that if Pa(t) = left(t) then right(Pa(t) = right(t) and left(Pa(t)) is clearly left from left(t). In any case if v j is between left(t) and right(t) then v j is also between left(Pa(t)) and right(Pa(t)). This proves the other direction of the lemma.
End of Proof of Lemma The rest of the proof of the theorem works as follows. Theorem 2 Max can be determined by an EREW-PRAM in logarithmic time with a linear workload with respect to the the size of the input (V; C).
The overall result of this section is therefore the following. Theorem 4 Each connected graph has a unique split decomposition into prime graphs, stars, and cliques with a minimum number of components.
Special splits are modules. By a module of G = (V; E), we mean a subset V 0 of V such that with y 2 V n V 0 and u; v 2 V 0 , both uy and vy are in E or none of uy and vy is in E.
A graph G = (V; E) with more than two vertices is called modularly prime if all the only modules are V and the subsets of V containing exactly one vertex.
A module X V is called prime module if the graph that results from the identi cation of all vertices that are in the same maximal submodule of X is modularly prime. A module X is degenerated if X can be partitioned into submodules X 1 ; : : : ; X k , such that either, for all X i ; X j , all vertices of X i are adjacent with all vertices of X j or for all X i ; X j , all vertices of X i are not adjacent with all vertices of X j . If all submodules X i ; X j are pairwise adjacent, X is called positively degenerated, otherwise the degenerated submodule X is called negatively degenerated. Note that two modules overlap, i.e. the intersection and both di erences are not empty, only if they are both degenerated. We call a degenerated module overlap free if it does not overlap with another module.
For each overlap free module M 6 = V , there exists exactly one minimal overlap free module M 0 such that M is a proper subset of M 0 . M 0 is also called the parent module of M. Note that with P(M) = parent module of M, a parent function of a root directed tree T G with V as root is de ned. We call T G also the modular tree of G.
The Structure of Splits
We assume that G = (V; E) is connected. Let T 1 be a spanning tree of G and let (u 1 ; : : : ; u n ) be the postorder enumeration of V . For each u i 6 = u n , let Par(u i ) be the neighbor u j of u i with the maximum index j. Let T 2 be the spanning tree of G with parent function Par. Let L i := fx 2 V jPar(x) = u i and L n+1 := fu n g. Call L i also a layer of G. From last theorem we get the following. First assume that v n is in V 1 . Then U 2 ; : : : ; U k all represent a split and the union of U 2 ; : : : ; U k respresents a split. Therefore all U 2 ; : : : ; U k are in the same level L i and form a (not necessarily overlap free) negatively degenerated module of L i . We say that S k j=2 U j represents a star of rst kind (see also gure 2.
Next assume that v n 2 V 2 . Then ( S k j=3 V j ; V 1 V 2 ) and (V 1 S j 3 V j ; V 2 ) is a split. That means U 1 represents a split, all U j with j 3 and S j 3 U j represent splits. We assume that U 1 is in level L i . The v i 0 of largest index that is adjacent to some vertex in U j , j 3 is in U 1 . Therefore all U j , j 3 are in one level L i 0 with i 0 < i. The U j , j 3 form a negatively degenerated module in L i 0 . Moreover, all neighbors of the U j , j 3 that are in an L i 00 ; i 00 i 0 are in U 1 . We say that U 1 and S k j=3 U j together represent a star of second kind (see also gure 3). U 1 is also called the center of the star of second kind it represents. U 3 ; : : : ; U k are called the child representatives of U 1 .
Cliques
Cliques come up if there is the following situation. V is decomposed into V 1 ; : : : ; V k :
For each V i , there is a subset U i , such that with i 6 = j, all vertices in U i are adjacent to all vertices in U j . W.l.o.g., we assume that v n 2 V 1 . Then ( S k j=2 V j ; V 1 ) and each (V j ; S j 0 6 =j V j 0 ) with j 6 = 1 is a split, and therefore S k j=2 U j 
An Outline of the Algorithm
The basic strategy is as follows.
1. We rst compute the sets U 1 that represent a split.
2. We extract stars and cliques. 3. We determine the prime components.
The computation of the sets representing a split
First we compute, for each i, the set C i of connected components of S j<i L j . A compact representation of the sets C i will be discussed in the next subsection.
Let D i be the set of those C 2 C i , such that all neighbors of C in S
For each L i , we compute the set M i of overlap free modules of L i .
Lemma 18 Let (V 1 ; V 2 ) be a split decomposition of G, u 2 V 2 , and V 2 be connected. Let U 1 be the set of neighbors of V 2 in V 1 and U 1 L i . Then for each X 2 S i , X is a subset of U 1 , U 1 is a subset of X, or X and U 1 are disjoint. Moreover, if X is a prime module then X U 1 or X \ U 1 = ; or there is a child module X 0 of X such that U 1 X 0 and if X is the neighborhood of some x 2 L j , j > i then either U 1 \ X = ; or U 1 X. Proof: Suppose X = N(x) \ L i and x 2 L j ; j < i. and x 2 V 1 . Then x 2 V 1 n U 1 and N(x) U 1 . Otherwise x is joint by an edge with all vertices in U 1 or with no vertex in U 1 and the vertices in U 1 are the only vertices of V 1 x is joint by edges. Therefore U 1 X or U 1 \ X = ;. In any case if x 2 L j ; j > i, x 6 2 V 1 and therefore either U 1 X or X \ U 1 = ;.
Note that U 1 is a module of L i and therefore does not overlap with any overlap free module of L 1 . Therefore U 1 is either a subset of a degenerated module that does not overlap with its child modules or is a prime module.
Therefore if X is a prime module U 1 \ X = ; or X U 1 or X is a subset of a child module of X.
Finally let X be the neighborhood of a connected component of S j<i L j in L i . then X is the union of some N(x) \ L i , x 2 L j ; j < i and therefore X \ U 1 = ; or X and U 1 are comparable with respect to the subset relation. 2
We continue as follows.
We compute the overlap components of S i . Note that it is possible that A; B 2 S i that represent the same set might be in di erent overlap components. This can be if fAg and fBg are one element overlap components.
In that case, we consider overlap components as equivalent but not as equal. Moreover, the smallest module that is in the bu er of A i or of an ancestor of A i is a positively degenerated module.
Proof: Whenever we have a clique component, we have a decomposition of the vertex set V of G in V 1 ; : : : ; V k+1 , U l V l , l = 1; : : : ; k + 1, and for all vertices in di erent U l are pairwise joined by an edge. There are no other edges between di erent V l . Without loss of generality, we assume that v n 2 V k+1 .
Since (V 1 : : : V k ; V k+1 ) is a split, all U 1 ; : : : ; U k are in the same level L i . The union of the U l ; l = 1; : : : ; k is a positively degenerated module and therefore the smallest overlap free module containing the U l is positively degenerated. Therefore the smallest module in the bu er of any A l or or of an ancestor cluster is a positively degenerated module. 2
Algorithmically we proceed as follows. 1. We compute the clusters as mentioned above and select the non bad clusters.
2. We select the U 1 , U 2 ; : : : U k representing a star of second kind as follows. Let A 2 ; : : : ; A k be the clusters that have the same bu er. First we check that the bu ers of A j and of any ancestor of A j contain only negatively degenerated modules and sets of the form N(x) \ L i , x 2 L l ; l > i, i.e. no mo module that is prime or positively degenerated and no set N(C) \ L l ; l < i. Next we check that the neighborhood of all U j in S l i L l is a cluster split representative.
3. We select the U 1 ; : : : ; U k representing stars of rst kind as follows. Again let A 1 ; : : : ; A k be the clusters that have the same bu er Buf(A j ). We assume that A 1 ; : : : ; A k do not pass all the checks of previous step. To represent a star of rst kind, one only has to check that the smallest module in the bu er of A j or of an ancestor of A j is a negatively degenerated module.
4. To select U 1 ; : : : ; U k that represent a clique, one determines A 1 ; : : : l; A k with the same bu er, such that the smallest module that is in the bu er of A j or of an ancestor cluster of A j is a positively degenerated module. For any edge xy with x 2 L j , y 2 L i , and j < i, we determine the largest single linkage cluster C that contains x but not y and put an edge Cy 2 E 0 .
Computation of the
Note that the number of edges in E 0 is bounded by the number of edges of G. To get the sets N(C) \ L i , one determines the edge set E 0 with Cy 2 E 0 if there is an x 2 C, such that C is the maximum single linkage cluster containing x and not y. For each L i that contains y with Cy 2 E 0 , N(C) \ L i = fy 2 L i jCy 2 E 0 g.
Lemma 28
Next we check whether C is bad in L i , i.e. C has neighbors in L i and in an L j ; j > i.
For each single linkage cluster C, we determine the maximum i, such that C has a neighbor in L i , say p C .
Clearly C is bad in L i if there is a y 2 L i with Cy 2 E 0 and i < p C .
Determining Splits
The basic idea is to split along the split representatives. Let U be a split representative of a split (V 1 ; V 2 ) with U V 1 Theorem 7 The decomposition procedure as described above determines the unique split decomposition into stars, cliques, and prime components.
Proof: We also could proceed as follows. We rst eliminate the stars. Then we get the maximal stars. Then we eliminate the cliques. Then we get the maximal clique components. Finally we only have to determine the prime components in the components we got by the decompositions before. They are unique in any how. Therefore we get the unique split decomposition. To check whether c 1 ; : : : ; c k represent the lower level components of a star of second kind, one has to check that all ancestor bu ers do not contain certain sets in S i . Here we label clusters with a 1 if they contain forbidden sets. Otherwise we label a cluster with a 0. One has to check that all ancestor clusters are labelled by a 0. One only has to determine, for each cluster, the sum of labels of its ancestors. This can be done by Eulerian cycle techniques in logarithmic time with a linear workload (see for example 21]). One also has to check that the neighborhood of each c i in a higher level is a split representative. First one has to check that all these neighbors are of the same level. Then one determines the smallest cluster containing these neighbors. If this cluster is a good cluster then we determine the number of underlying vertices and compare this number with the number of neighbors of each c i in this level. This is a procedure that can be done in logarithmic time and linear workload on an EREW-PRAM.
Finally we have to do the split decomposition as described in the last subsection. This can be done in logarithmic time with linear workload on an EREW-PRAM. One only has to follow the algorithmic description, and one gets this bound.
As an overall result, we get the following. To determine the neighborhoods N(C) \ K i , we determine for i = 0; : : : ; k, the set C i of connected components of K i , shrink each component c 2 C i to one vertex v c , determine the neighborhood of c in K i+1 , and put v c into K i+1 . It is easily seen that at level i each connected component of S j i K j is shrunk to one vertex. By construction, each edge is either in one level K i or joins two vertices of consecutive levels K i ; K i+1 . Therefore, for a connected component of K i , say c that is shrunk to one vertex v c , the incident edges of v c are all edges between K i and K i+1 . Therefore each edge is called once in the shrinking process and once in the process to compute connected components. Therefore the time to compute the neighborhoods of connected components N(C) K i is linear.
As an overall result we get the following.
Theorem 10 Split decomposition can be done in linear time.
Parity Graph Recognition
A parity graph is a graph with the property that for each vertex x and each vertex y, all chordless paths from x to y have an odd length or all chordless paths from x to y have an even length.
Parity graphs can be characterized as follows. Theorem 11 7] Parity graphs are exactly those graphs that can be split decomposed into cliques and bipartite graphs.
An immediate consequence is the following.
Corollary 6 Parity graphs can be recognized in linear time.
We can improve the result of the parallel time bound.
Lemma 35 Let L i be de ned as in the parallel split decomposition algorithm.
In a parity graph, each level L i is a cograph, i.e. a graph that has no induced path of length 3.
Proof: Suppose L i has an induced path (u 1 ; u 2 ; u 3 ; u 4 ) of length three. Then (u 1 ; v i ; u 4 ) is a path of length two and the other path is of length four. This is a contradiction to the assumption that we have to do with a parity graph.
2
Next we can characterize also cographs as follows.
Lemma 36 (see for example 10]) A graph is a cograph if all its modules are degenerate modules.
The modular tree of a cograph is identical to its cotree.
Lemma 37 13] The cotree of a cograph can be computed in O(log 2 n) time with a linear processor number on a CREW-PRAM. It can be checked in the same bounds whether a graph is a cograph.
As a nal result, we get Theorem 12 Parity graphs can be recognized in O(log 2 n) time with a linear processor number on a CREW-PRAM.
Proof: We determine rst the levels L i . Then we check whether each L i is a cograph, and if it is the case then we compute, for each L i a cotree (that is also a modular tree). This part replaces the modular decomposition of each L i .
Then in the rest of the split decomposition procedure, we continue as in the general split decomposition algorithm. Finally we check for each component, whether it is a clique or bipartite. The only step in the general modular decomposition procedure that could not be done in the time bound of O(log 2 n) on a CREW-PRAM is the general modular decomposition. But this has been replaced by cograph recognition and cotree computation. It can be checked in the same bounds as the computation of the connected components that a graph is bipartite. This proves the theorem. 
Conclusions
Undirected split decomposition became also interesting in connection to recognize circle graphs (see for example 31], 23], 5]). It is well known that it is su cient to check the circle graph property for the prime components. It might be interesting to nd linear time algorithms or almost linear workload parallel algorithms to check whether a certain prime graph is a a circle graph.
