We use Malliavin operators in order to prove quantitative stable limit theorems on the Wiener space, where the target distribution is given by a possibly multi-dimensional mixture of Gaussian distributions. Our findings refine and generalize previous works by and , and provide a substantial contribution to a recent line of research, focussing on limit theorems on the Wiener space, obtained by means of the Malliavin calculus of variations. Applications are given to quadratic functionals and weighted quadratic variations of a fractional Brownian motion.
Introduction and overview
Originally introduced by Rényi in the landmark paper [30] , the notion of stable convergence for random variables (see Definition 2.2 below) is an intermediate concept, bridging convergence in distribution (which is a weaker notion) and convergence in probability (which is stronger). One crucial feature of stably converging sequences is that they can be naturally paired with sequences converging in probability (see e.g. the statement of Lemma 2.3 below), thus yielding a vast array of non-central limit results -most notably convergence towards mixtures of Gaussian distributions. This last feature makes indeed stable convergence extremely useful for applications, in particular to the asymptotic analysis of functionals of semimartingales, such as power variations, empirical covariances, and other objects of statistical relevance. See the classical reference [9, Chapter VIII.5] , as well as the recent survey [29] , for a discussion of stable convergence results in a semimartingale context.
Outside the (semi)martingale setting, the problem of characterizing stably converging sequences is for the time being much more delicate. Within the framework of limit theorems for functionals of general Gaussian fields, a step in this direction appears in the paper [28] , by Peccati and Tudor, where it is shown that central limit theorems (CLTs) involving sequences of multiple Wiener-Itô integrals of order 2 are always stable. Such a result is indeed an immediate consequence of a general multidimensional CLT for chaotic random variables, and of the well-known fact that the first Wiener chaos of a Gaussian field coincides with the L 2 -closed Gaussian space generated by the field itself (see [16, Chapter 6] for a general discussion of multidimensional CLTs on the Wiener space). Some distinguished applications of the results in [28] appear e.g. in the two papers [6, 1] , respectively by Corcuera et al. and by Barndorff-Nielsen et al., where the authors establish stable limit theorems (towards a Gaussian mixture) for the power variations of pathwise stochastic integrals with respect to a Gaussian process with stationary increments. See [13] for applications to the weighted variations of an iterated Brownian motion. See [3] for some quantitative analogous of the findings of [28] for functionals of a Poisson measure.
Albeit useful for many applications, the results proved in [28] do not provide any intrinsic criterion for stable convergence towards Gaussian mixtures. In particular, the applications developed in [1, 6, 13] basically require that one is able to represent a given sequence of functionals as the combination of three components -one converging in probability to some non-trivial random element, one living in a finite sum of Wiener chaoses and one vanishing in the limit -so that the results from [28] can be directly applied. This is in general a highly non-trivial task, and such a strategy is technically too demanding to be put into practice in several situations (for instance, when the chaotic decomposition of a given functional cannot be easily computed or assessed).
The problem of finding effective intrinsic criteria for stable convergence on the Wiener space towards mixtures of Gaussian distributions -without resorting to chaotic decompositions -was eventually tackled by Nourdin and Nualart in [11] , where one can find general sufficient conditions ensuring that a sequence of multiple Skorohod integrals stably converges to a mixture of Gaussian distributions. Multiple Skorohod integrals are a generalization of multiple Wiener-Itô integrals (in particular, they allow for random integrands), and are formally defined in Section 2.1 below. It is interesting to note that the main results of [11] are proved by using a generalization of a characteristic function method, originally applied by Nualart and Ortiz-Latorre in [23] to provide a Malliavin calculus proof of the CLTs established in [24, 28] . In particular, when specialized to multiple Wiener-Itô integrals, the results of [11] allow to recover the 'fourth moment theorem' by Nualart and Peccati [24] . A first application of these stable limit theorems appears in [11, Section 5] , where one can find stable mixed Gaussian limit theorems for the weighted quadratic variations of the fractional Brownian motion (fBm), complementing some previous findings from [12] . Another class of remarkable applications of the results of [11] are the so-called Itô formulae in law, see [7, 8, 20, 21] . Reference [7] also contains some multidimensional extensions of the abstract results proved in [11] (with a proof again based on the characteristic function method). Further applications of these techniques can be found in [31] . An alternative approach to stable convergence on the Wiener space, based on decoupling techniques, has been developed by Peccati and Taqqu in [27] .
One evident limitation of the abstract results of [7, 11] is that they do not provide any information about rates of convergence. The aim of this paper is to prove several quantitative versions of the abstract results proved in [7, 11] , that is, statements allowing one to explicitly assess quantities of the type E[ϕ(δ q 1 (u 1 ), ..., δ
where ϕ is an appropriate test function on R d , each δ q i (u i ) is a multiple Skorohod integral of order q i 1, and F is a d-dimensional mixture of Gaussian distributions. Most importantly, we shall show that our bounds also yield natural sufficient conditions for stable convergence towards F . To do this, we must overcome a number of technical difficulties, in particular:
-We will work in a general framework and without any underlying semimartingale structure, in such a way that the powerful theory of stable convergence for semimartingales (see again [9] ) cannot be applied.
-To our knowledge, no reasonable version of Stein's method exists for estimating the distance from a mixture of Gaussian distributions, so that the usual strategy for proving CLTs via Malliavin calculus and Stein's method (as described in the monograph [16] ) cannot be suitably adapted to our framework.
Our techniques rely on an interpolation procedure and on the use of Malliavin operators. To our knowledge, the main bounds proved in this paper, that is, the ones appearing in Proposition 3.1, Theorem 3.4 and Theorem 5.1, are first ever explicit upper bounds for mixed normal approximations in a non-semimartingale setting.
Note that, in our discussion, we shall separate the case of one-dimensional Skorohod integrals of order 1 (discussed in Section 3) from the general case (discussed in Section 5), since in the former setting one can exploit some useful simplifications, as well as obtain some effective bounds in the Wasserstein and Kolmogorov distances. As discussed below, our results can be seen as abstract versions of classic limit theorems for Brownian martingales, such as the ones discussed in [32, Chapter VIII] .
To illustrate our findings, we provide applications to quadratic functionals of a fractional Brownian motion (Section 3.3) and to weighted quadratic variations (Section 6). The results of Section 3.3 generalize some previous findings by Peccati and Yor [25, 26] , whereas those of Section 6 complement some findings by Nourdin, Nualart and Tudor [12] .
The paper is organized as follows. Section 2 contains some preliminaries on Gaussian analysis and stable convergence. In Section 3 we first derive estimates for the distance between the laws of a Skorohod integral of order 1 and of a mixture of Gaussian distributions (see Proposition 3.1). As a corollary, we deduce the stable limit theorem for a sequence of multiple Skorohod integrals of order 1 obtained in [7] , and we obtain rates of convergence in the Wasserstein and Kolmogorov distances. We apply these results to a sequence of quadratic functionals of the fractional Brownian motion. Section 4 contains some additional notation and a technical lemma that are used in Section 5 to establish bounds in the multidimensional case for Skorohod integrals of general orders. Finally, in Section 6 we present the applications of these results to the case of weighted quadratic variations of the fractional Brownian motion.
Gaussian analysis and stable convergence
In the next two subsections, we discuss some basic notions of Gaussian analysis and Malliavin calculus. The reader is referred to the monographs [22] and [16] for any unexplained definition or result.
Elements of Gaussian analysis
Let H be a real separable infinite-dimensional Hilbert space. For any integer q 1, we denote by H ⊗q and H ⊙q , respectively, the qth tensor product and the qth symmetric tensor product of H. In what follows, we write X = {X(h) : h ∈ H} to indicate an isonormal Gaussian process over H. This means that X is a centered Gaussian family, defined on some probability space (Ω, F, P ), with a covariance structure given by
(2.1)
From now on, we assume that F is the P -completion of the σ-field generated by X. For every integer q 1, we let H q be the qth Wiener chaos of X, that is, the closed linear subspace of L 2 (Ω) generated by the random variables {H q (X(h)), h ∈ H, h H = 1}, where H q is the qth Hermite polynomial defined by
We denote by H 0 the space of constant random variables. For any q 1, the mapping I q (h ⊗q ) = q!H q (X(h)) provides a linear isometry between H ⊙q (equipped with the modified norm
and H q (equipped with the L 2 (Ω) norm). For q = 0, we set by convention H 0 = R and I 0 equal to the identity map.
It is well-known (Wiener chaos expansion) that L 2 (Ω) can be decomposed into the infinite orthogonal sum of the spaces H q , that is: any square integrable random variable F ∈ L 2 (Ω) admits the following chaotic expansion:
where
, and the f q ∈ H ⊙q , q 1, are uniquely determined by F . For every q 0, we denote by J q the orthogonal projection operator on the qth Wiener chaos. In particular, if F ∈ L 2 (Ω) is as in (2.2), then J q F = I q (f q ) for every q 0.
Let {e k , k 1} be a complete orthonormal system in H. Given f ∈ H ⊙p , g ∈ H ⊙q and r ∈ {0, . . . , p ∧ q}, the rth contraction of f and g is the element of H ⊗(p+q−2r) defined by
Notice that f ⊗ r g is not necessarily symmetric. We denote its symmetrization by f ⊗ r g ∈ H ⊙(p+q−2r) . Moreover, f ⊗ 0 g = f ⊗ g equals the tensor product of f and g while, for p = q, f ⊗ q g = f, g H ⊗q . Contraction operators are useful for dealing with products of multiple WienerItô integrals.
In the particular case where H = L 2 (A, A, µ), with (A, A) is a measurable space and µ is a σ-finite and non-atomic measure, one has that H ⊙q = L 2 s (A q , A ⊗q , µ ⊗q ) is the space of symmetric and square integrable functions on A q . Moreover, for every f ∈ H ⊙q , I q (f ) coincides with the multiple Wiener-Itô integral of order q of f with respect to X (as defined e.g. in [22 
Malliavin calculus
Let us now introduce some elements of the Malliavin calculus of variations with respect to the isonormal Gaussian process X. Let S be the set of all smooth and cylindrical random variables of the form
where n 1, g : R n → R is a infinitely differentiable function with compact support, and φ i ∈ H. The Malliavin derivative of F with respect to X is the element of L 2 (Ω, H) defined as
By iteration, one can define the qth derivative D q F for every q 2, which is an element of
For q 1 and p 1, D q,p denotes the closure of S with respect to the norm · D q,p , defined by the relation
The Malliavin derivative D verifies the following chain rule. If ϕ : R n → R is continuously differentiable with bounded partial derivatives and if
We denote by δ the adjoint of the operator D, also called the divergence operator or Skorohod integral (see e.g. [22, Section 1.3.2] for an explanation of this terminology). A random element u ∈ L 2 (Ω, H) belongs to the domain of δ, noted Domδ, if and only if it verifies
for any F ∈ D 1,2 , where c u is a constant depending only on u. If u ∈ Domδ, then the random variable δ(u) is defined by the duality relationship (called 'integration by parts formula'):
which holds for every F ∈ D 1,2 . The formula (2.5) extends to the multiple Skorohod integral δ q , and we have 6) for any element u in the domain of δ q and any random variable F ∈ D q,2 . Moreover, δ q (h) = I q (h) for any h ∈ H ⊙q . The following statement will be used in the paper, and is proved in [11] .
Lemma 2.1 Let q 1 be an integer. Suppose that F ∈ D q,2 , and let u be a symmetric element in Domδ q . Assume that, for any 0 r + j q, D r F, δ j (u) H ⊗r ∈ L 2 (Ω, H ⊗q−r−j ). Then, for any r = 0, . . . , q − 1, D r F, u H ⊗r belongs to the domain of δ q−r and we have
For any Hilbert space V , we denote by D k,p (V ) the corresponding Sobolev space of V -valued random variables (see [22, page 31] ). The operator δ q is continuous from D k,p (H ⊗q ) to D k−q,p , for any p > 1 and any integers k ≥ q ≥ 1, that is, we have
for all u ∈ D k,p (H ⊗q ), and some constant c k,p > 0. These estimates are consequences of Meyer inequalities (see [22, Proposition 1.5.7] ). In particular, these estimates imply that D q,2 (H ⊗q ) ⊂ Domδ q for any integer q 1.
The following commutation relationship between the Malliavin derivative and the Skorohod integral (see [22, Proposition 1.3.2] ) is also useful:
for any u ∈ D 2,2 (H). By induction we can show the following formula for any symmetric element
Also, we will make sometimes use of the following formula for the variance of a multiple Skorohod integral. Let u, v ∈ D 2q,2 (H ⊗q ) ⊂ Domδ q be two symmetric functions. Then 11) with the notation
where {ξ j , j 1} and {η ℓ , ℓ 1} are complete orthonormal systems in H ⊗q−i and H ⊗i , respectively.
The operator L is defined on the Wiener chaos expansion as
and is called the infinitesimal generator of the Ornstein-Uhlenbeck semigroup. The domain of this operator in L 2 (Ω) is the set
There is an important relationship between the operators D, δ and L (see [22, Proposition 1.4.3] 
and, in this case, E DF 2
, then the derivative of a random variable F as in (2.2) can be identified with the element of L 2 (A × Ω) given by
(2.13)
Stable convergence
The notion of stable convergence used in this paper is provided in the next definition. Recall that the probability space (Ω, F, P ) is such that F is the P -completion of the σ-field generated by the isonormal process X.
Definition 2.2 (Stable convergence) Fix d 1. Let {F n } be a sequence of random variables with values in R d , all defined on the probability space (Ω, F, P ). Let F be a R d -valued random variable defined on some extended probability space (Ω ′ , F ′ , P ′ ). We say that F n converges stably
for every λ ∈ R d and every bounded F-measurable random variable Z.
Choosing Z = 1 in (2.14), we see that stable convergence implies convergence in distribution. For future reference, we now list some useful properties of stable convergence. The reader is referred e.g. to [9, Chapter 4] for proofs. From now on, we will use the symbol P → to indicate convergence in probability with respect to P . law → (F, Z), for every random variable Z belonging to some set Z = {Z α : α ∈ A} such that the P -completion of σ(Z ) coincides with F.
→ F and {Y n } is another sequence of random elements, defined on (Ω, F, P ) and such
The following statement (to which we will compare many results of the present paper) contains criteria for the stable convergence of vectors of multiple Skorohod integrals of the same order. The case d = 1 was proved in [11, Corollary 3.3] , whereas the case of a general d is dealt with in [7, Theorem 3.2] . Given d 1, µ ∈ R d and a nonnegative definite d × d matrix C, we shall denote by N d (µ, C) the law of a d-dimensional Gaussian vector with mean µ and covariance matrix C.
Theorem 2.4 Let q, d
1 be integers, and suppose that F n is a sequence of random variables in
Suppose that the sequence F n is bounded in L 1 (Ω) and that:
that the random matrix Σ := (s ij ) d×d is nonnegative definite.
Then 
Distances
For future reference, we recall the definition of some useful distances between the laws of two real-valued random variables F, G.
-The Wasserstein distance between the laws of F and G is defined by
where Lip(1) indicates the collection of all Lipschitz functions ϕ with Lipschitz constant less than or equal to 1.
We recall that the topologies induced by d W , d Kol and d T V , over the class of probability measures on the real line, are strictly stronger than the topology of convergence in distribution, whereas d F M metrizes convergence in distribution (see e.g. [16, Appendix C] for a review of these facts).
Quantitative stable convergence in dimension one
We start by focussing on stable limits for one-dimensional Skorohod integrals of order one, that is, random variables having the form F = δ(u), where u ∈ D 1,2 (H). As already discussed, this framework permits some interesting simplifications that are not available for higher order integrals and higher dimensions. Notice that any random variable F such that E[F ] = 0 and E[F 2 ] < ∞ can be written as F = δ(u) for some u ∈ Domδ. For example we can take u = −DL −1 F , or in the context of the standard Brownian motion, we can take u an adapted and square integrable process.
Explicit estimates for smooth distances and stable CLTs
The following estimate measures the distance between a Skorohod integral of order 1, and a (suitably regular) mixture of Gaussian distributions. In order to deduce a stable convergence result in the subsequent Corollary 3.2, we also consider an element I 1 (h) in the first chaos of the isonormal process X.
Let S ≥ 0 be such that S 2 ∈ D 1,2 , and let η ∼ N (0, 1) indicate a standard Gaussian random variable independent of the underlying isonormal Gaussian process X. Let h ∈ H. Assume that ϕ : R → R is C 3 with ϕ ′′ ∞ , ϕ ′′′ ∞ < ∞. Then:
Proof. We proceed by interpolation. Fix ǫ > 0 and set
, integrating by parts yields
Integrating again by parts with respect to the law of η yields
where we have used the fact that
and the conclusion follows letting ǫ go to zero, because
The following statement provides a stable limit theorem based on Proposition 3.1.
Corollary 3.2 Let S and η be as in the statement of Proposition 3.1. Let {F n } be a sequence of random variables such that E[F n ] = 0 and F n = δ(u n ), where u n ∈ D 1,2 (H). Assume that the following conditions hold as n → ∞:
Then, F n st → Sη, and selecting h = 0 in (3.15) provides an upper bound for the rate of convergence of the difference E[ϕ(F n )] − E[ϕ(Sη)] , for every ϕ of class C 3 with bounded second and third derivatives.
Proof. Relation (3.15) implies that, if Conditions 1-3 in the statement hold true, then E[ϕ(F n + I 1 (h))]−E[ϕ(Sη+I 1 (h))] → 0 for every h ∈ H and every smooth test function ϕ. Selecting ϕ to be a complex exponential and using Point 2 of Lemma 2.3 yields the desired conclusion. (which exactly corresponds to [11, Corollary 3.3] ). This result states that, if (i) u n ∈ D 2,2 (H) and (ii) {F n } is bounded in L 1 (Ω), then it is sufficient to check Conditions 1-2 in the statement of Corollary 3.2 for some S 2 is in L 1 (Ω) in order to deduce the stable convergence of F n to Sη. The fact that Corollary 3.2 requires more regularity on S 2 , as well as the additional Condition 3, is compensated by the less stringent assumptions on u n , as well as by the fact that we obtain explicit rates of convergence for a large class of smooth functions. To see this, assume that X is the isonormal Gaussian process associated with a standard Brownian motion B = {B t : t 0} (corresponding to the case H = L 2 (R + , ds)) and also that the sequence {u n : n 1} is composed of square-integrable processes adapted to the natural filtration of B. Then, F n = δ(u n ) = ∞ 0 u n (s)dB s , where the stochastic integral is in the Itô sense, and the aforementioned asymptotic Knight theorem yields that the stable convergence of F n to Sη is implied by the following: (A) t 0 u n (s)ds P → 0, uniformly in t in compact sets and (B)
Wasserstein and Kolmogorov distances
The following statement provides a way to deduce rates of convergence in the Wasserstein and Kolmogorov distance from the previous results.
, and let η ∼ N (0, 1) indicate a standard Gaussian random variable independent of the isonormal process X. Set
Step 1: Wasserstein distance. Let ϕ : R → R be a function of class C 3 which is bounded together with all its first three derivatives. For any t ∈ [0, 1], define
where dγ(y) =
e −y 2 /2 dy denotes the standard Gaussian measure. Then, we may differentiate and integrate by parts to get
and
Hence for 0 < t < 1 we may bound
Taylor expansion gives that
Here we used that
Using (3.15) with (3.19)-(3.20) together with the triangle inequality and the previous inequalities, we have
. Then, if t 0 ≤ 1 we choose t = t 0 and if t 0 > 1 we choose t = 1. With these choices we obtain
This inequality can be extended to all Lispchitz functions ϕ, and this immediately yields that
Step 2: Kolmogorov distance. Fix z ∈ R and h > 0. Consider the function ϕ h :
and observe that ϕ h is Lipschitz with ϕ ′ h ∞ = 1/h. Using that 1 (−∞,z] ϕ h 1 (−∞,z+h] as well as (3.22), we get
On the other hand, we can write
Hence, by choosing h = ∆ 1 α+1 , we get that
We prove similarly that
so the proof of (3.17) is done.
Quadratic functionals of Brownian motion and fractional Brownian motion
We will now apply the results of the previous sections to some nonlinear functionals of a fractional Brownian motion with Hurst parameter H 1 2 . Recall that a fractional Brownian motion (fBm) with Hurst parameter H ∈ (0, 1) is a centered Gaussian process B = {B t : t 0} with covariance function
Notice that for H = 1 2 the process B is a standard Brownian motion. We denote by E the set of step functions on [0, ∞). Let H be the Hilbert space defined as the closure of E with respect to the scalar product
The mapping 1 [0,t] → B t can be extended to a linear isometry between the Hilbert space H and the Gaussian space spanned by B. We denote this isometry by φ → B(φ). In this way {B(φ) : φ ∈ H} is an isonormal Gaussian process. In the case H > 1 2 , the space H contains all measurable functions ϕ :
and in this case if ϕ and φ are functions satisfying this integrability condition,
In what follows, we shall write 24) and also c 1
The following statement contains explicit estimates in total variation for sequences of quadratic Brownian functionals converging to a mixture of Gaussian distributions. It represents a significant refinement of [25 
As n −→ ∞, the sequence A n converges stably to Sη, where η is a random variable independent of B with law N (0, 1) and S = c H |B 1 |. Moreover, there exists a constant k (independent of n) such that
The proof of Theorem 3.6 is based on the forthcoming Proposition 3.7 and Proposition 3.8, dealing with the stable convergence of some auxiliary stochastic integrals, respectively in the cases H = 1/2 and H > 1/2. Notice that, since lim H↓ Proposition 3.7 Let B = {B t : t ≥ 0} be a standard Brownian motion. Consider the sequence of Itô integrals
Then, the sequence F n converges stably to Sη as n → ∞, where η is a random variable independent of B with law N (0, 1) and S =
. Furthermore, we have the following bounds for the Wasserstein and Kolmogorov distances
, where C γ is a constant depending on γ, and
where C is a finite constant independent of n.
Proof.
Taking into account that the Skorohod integral coincides with the Itô integral, we can write F n = δ(u n ), where u n (t) = √ nt n B t 1 [0,1] (t). In order to apply Theorem 3.4 we need to estimate the quantitites E u n , DF n H − S 2 and E u n , DS 2
As a consequence,
From the estimates
we obtain
On the other hand,
Notice that
Therefore, using (3.25), (3.26) and (3.27) and with the notation of Theorem 3.4, for any constant C < C 0 , where
, there exists n 0 such that for all n n 0 we have ∆ Cn
. This completes the proof of the proposition.
As announced, the next result is an extension of Proposition 3.7 to the case of the fractional Brownian motion with Hurst parameter H > Proposition 3.8 Let B = {B t : t ≥ 0} be fractional Brownian motion with Hurst parameter H > 1 2 . Consider the sequence of random variables F n = δ(u n ), n 1, where
Then, the sequence F n converges stably to Sη as n → ∞, where η is a random variable independent of B with law N (0, 1) and S = c H |B 1 |. Furthermore, we have the following bounds for the Wasserstein and Kolmogorov distances
6 , where C γ,H is a constant depending on γ and H, and
where C H is a constant depending on H.
Proof of Proposition 3.8. Let us compute
As in the proof of Proposition 3.7, we need to estimate the following quantities:
We have, using (3.23)
= a n + b n .
We can write for any s t
Using this estimate we get a n 4H(2H − 1)n
For any positive integers n, m set
Then, by Hölder's inequality
Taking into account that ρ n,n − ρ n+1,n = Γ(n + 1)(n(2H + 1) + 4H 2 ) Γ(n + 2H)(2n + H)(n + 2H)(2n + 1 + 2H)
, and using Stirling's formula, we obtain that ρ n,n is less than of equal to a constant times n −2H and ρ n,n − ρ n+1,n is less than or equal to a constant times n −2H−1 . This implies that a n ≤ C H n −H , for some constant C H depending on H.
For the term b n , using (3.28) we can write
which converges to zero, by Stirling's formula, at the rate n −1 . On the other hand,
We can write, using the fact that
Substituting (3.30) into (3.29) be obtain δ n C H n −H , for some constant C H , depending on H.
Thus,
Finally,
Notice that in this case E u n , DF n H − S 2 converges to zero faster than E u n , DS 2 H .
As a consequence, ∆ C H n H−1 3 , for some constant C H and we conclude the proof using Theorem 3.4.
Proof of Theorem 3.6. Using Itô formula (in its classical form for H = 
. Interchanging deterministic and stochastic integration by means of a stochastic Fubini theorem yields therefore that
In view of Propositions 3.7 and 3.8, this implies that A n converges in distribution to Sη. The crucial point is now that each random variable A n belongs to the direct sum H 0 ⊕ H 2 : it follows that one can exploit the estimate (3.18) in the case p = 2 to deduce that there exists a constant c such that
where we have applied the triangle inequality. Since (trivially) d W (A n , F n ) H n H 2H+n < n H−1 , we deduce the desired conclusion by applying the estimates in the Wasserstein distance stated in Propositions 3.7 and 3.8.
Further notation and a technical lemma

A technical lemma
The following technical lemma is needed in the subsequent sections. 
such that f and all its partial derivatives have polynomial growth,
Proof.
By independence and conditioning, it suffices to prove the claim for d = 1, and in this case we write η 1 = η, k 1 = k, and so on. The decomposition of the random variable η k in terms of Hermite polynomials is given by
, we deduce the desired conclusion.
Notation
The following notation is needed in order to state our next results. For the rest of this section we fix integers m 0 and d 1.
(i)
In what follows, we shall consider smooth functions
Here, the implicit convention is that, if m = 0, then ψ does not depend on (y 1 , ..., y m ). We also write
(ii) For every integer q 1, we write A (q) = A (q; m, d) (the dependence on m, d is dropped whenever there is no risk of confusion) to indicate the collection of all (m + q(1 + d))-dimensional vectors with nonnegative integer entries of the type 32) verifying the set of Diophantine equations
(iii) Given q 1 and α (q) as in (4.32), we define
(iv) Given a smooth function ψ as in (4.31) and a vector α (q) ∈ A (q) as in (4.32), we set
The coefficients C(α (q) ) and the differential operators ∂ α (q) , defined respectively in (4.33) and (4.34), enter the generalized Faa di Bruno formula (as proved e.g. in [10] ) that we will use in the proof of our main results.
(v) For every integer q 1, the symbol B(q) = B(q; m, d) indicates the class of all (m+q(1+2d))-dimensional vectors with nonnegative integer entries of the type
such that
is an element of A (q), as defined at Point (ii). Given β (q) as in (4.35), we also adopt the notation 
where C(α(β (q) )) is defined in (4.33), and
where α(β (q) ) is given in (4.36), and ∂ α(β (q) ) is defined according to (4.34).
(vii) The Beta function B(u, v) is defined as
Bounds for general orders and dimensions
A general statement
The following statement contains a general upper bound, yielding stable limit theorems and associated explicit rates of convergence on the Wiener space. -(S 1 , ..., S d ) is a vector of real-valued elements of Dq ,4q , and
Assume that the function ϕ : R m×d → R admits continuous and bounded partial derivatives up to the order 2q + 1. Then, for every h 1 , ..., h m ∈ H,
where we have adopted the same notation as in Section 4.2, with the following additional conventions: (a) B 0 (q) is the subset of B(q) composed of those β(q k ) as in (4.35) 
, where B is the Beta function.
Case m = 0, d = 1
Specializing Theorem 5.1 to the choice of parameters m = 0, d = 1 and q 1 yields the following estimate on the distance between the laws of a (multiple) Skorohod integral and of a mixture of Gaussian distributions.
, and let η ∼ N (0, 1) indicate a standard Gaussian random variable, independent of the underlying isonormal process X. Assume that ϕ : R → R is C 2q+1 with ϕ (k) ∞ < ∞ for any k = 0, . . . , 2q + 1. Then
where Q is the set of all pairs of q-ples In the particular case q = 2 we obtain the following result.
, and let η ∼ N (0, 1) indicate a standard Gaussian random variable, independent of the underlying isonormal process X. Assume that ϕ : R → R is C 5 with ϕ (k) ∞ < ∞ for any k = 0, . . . , 5. Then
for some constant C.
Taking into account that DS 2 = 2SDS and D 2 S 2 = 2DS ⊗ DS + 2SD 2 S, we can write the above estimate in terms of the derivatives of S 2 , which is helpful in the applications. In this way we obtain
Notice that a factor S −2 appears in the right hand of the above inequality. H 2q ) is symmetric, select h 1 , . .., h m ∈ H, and write X = (X(h 1 ), . .., X(h m )). Let F = δ q (u). Let S ∈ D q,4q , and let η ∼ N (0, 1) indicate a standard Gaussian random variable, independent of the underlying Gaussian field X. Assume that
admits continuous and bounded partial derivatives up to the order 2q + 1. Then,
where |a| = a 1 + · · · + a m .
Proof of Theorem 5.1
The proof is based on the use of an interpolation argument. Write X = (X(h 1 ), ..., X(h m )) and
, by integrating by parts with respect either to F or to η, we get 
For every i = 1, ..., q k , every j = 1, ..., d and every symmetric v ∈ H ⊗b ij , we have
Substituting (5.44) into (5.43), and taking into account the symmetry of u k , yields
and this sum is equal to
the theorem is proved once we show that
is less than the sum in (5.41). Using the independence of η and X, conditioning with respect to X and applying Lemma 4.1 yields
and the desired estimate follows by using the Cauchy-Schwarz inequality, and by integrating |D(k, t)| with respect to t.
Application to weighted quadratic variations
In this section we apply the previous results to the case of weighted quadratic variations of the Brownian motion and fractional Brownian motion. Let us introduce first some notation. We say that a function f : R → R has moderate growth if there exist positive constants A, B and α < 2 such that for all x ∈ R, |f (x)| A exp (B|x| α ). Consider a fractional Brownian motion B = {B t : t 0} with Hurst parameter H ∈ (0, 1). We consider the uniform partition of the interval [0, 1], and for any n ≥ 1 and k = 0, . . . , n − 1 we denote
Given a function f : R → R, we define
We are interested in the asymptotic behavior of the quadratic functionals
Weighted quadratic variation of Brownian motion
In the case H = 1 2 , the process B is a standard Brownian motion and, taking into account that B has independent increments, we can write
Then, applying the estimate obtained in the last section in the case d = 1, m = 0 and q = 2, we can prove the following result, which is a quantitative version of a classical weak convergence result that can be obtained using semimartingale methods (see, for instance, [9] ).
Proposition 6.1 Consider a function f : R → R of class C 6 such that f and his first 6 derivatives have moderate growth. Consider the sequence of random variables F n defined by (6.45). Suppose
for some constant C which depends on f , where η is a standard normal random variable independent of B
Proof.
Along the proof C will denote a constant that may vary from line to line, and might depend on f . Taking into account the equality (6.46) and the estimate (5.42), it suffices to show the following inequalities.
The derivatives of F n and S 2 have the following expressions
We are now ready to prove (6.47)-(6.51).
Proof of (6.60). We have
For the second summand we can write
The last term is clearly of order n −1 , whereas one can apply the duality formula for the first two terms and get a bound of the form Cn −2 . To estimate E(|A n |), we write
Proof of (6.61). We have
Similarly as in the previous step, by considering E u n , DF ⊗2 n 2
and then applying the product and duality formulas, we get that
Cn −1 , from which (6.61) follows.
Proof of (6.62). We can write
, so that (6.62) is well in order.
Proof of (6.63). We have
Because δk/n,
, estimate (6.63) holds obviously true.
Proof of (6.64). We have
Here again, by considering
Cn −2 , from which (6.64) follows. The proof is now complete.
Weighted quadratic variation of fractional Brownian motion
Suppose that B = {B t : t 0} is a fractional Brownian motion with Hurst parameter H ∈ We make use of the following lemma from [11] . Lemma 6.2 Let H < 1 2 . Let n 1 and k = 0, . . . , n − 1. We have
as n tends to infinity.
(c) For any integer q 1, we can write
The next result is an extension of Proposition 6.1 to the case of a fractional Brownian motion with Hurst parameter H ∈ and it represents a quantitative version of the weak convergence proved in [12] . Proposition 6.3 Consider a function f : R → R of class C 9 such that f and his first 9 derivatives have moderate growth. Consider the sequence of random variables F n defined by (6.45). Suppose
Then, for any function ϕ : R → R of class C 5 with ϕ (k) ∞ < ∞ for any k = 0, . . . , 5 we have
for some constant C which depends on f and H, where η is a standard normal variable be independent of B.
Proof. Along the proof C will denote a generic constant that might depend on F and H. Notice first that the equality (6.46) is no longer true in the case H = 1 2 . For this reason, we define G n = δ 2 (u n ), and we claim that the difference F n − G n is smaller than a constant times n
In order to show these estimates we first deal with F n − G n using Lemma 2.1, and we obtain
Using the equality
Point (a) of Lemma 6.2 implies
and using the relation
and the duality relationship (2.5) yields
Finally, applying points (a) and (c) of Lemma 6.2, and taking into account that 2H is larger than 4H − 1 because H < 1 2 , we obtain
Then, the estimates (6.57) and (6.58) imply (6.54). In a similar way, (6.55) and (6.56) would follow from the expressions
Notice also that from point (c) of Lemma 6.2 we deduce
Taking into account the estimates (6.54), (6.55), (6.56) and (6.59), the estimate (6.53) will follow from (5.42), provided we show the following inequalities for some constant C depending on f and H.
As in the case of the Brownian motion, the derivatives of F n and S 2 are given by the following expressions
We are now ready to prove (6.60)-(6.64).
We have
The product formula for multiple stochastic integrals yields
As a consequence, using that | δ j/n , ǫ k/n H | n −2H by point (a) in Lemma 6.2, and applying the duality formula for I 2 , we obtain
Finally, from (a) and (c) in Lemma 6.2 we get
Taking into account that 2H is larger than 4H − 1 because H < 1 2 , we get the desired estimate. For the second term we have
As a consequence, by points (a), (b) and (c) in Lemma 6.2 and using the duality relationship we get
This leads to the desired estimate.
To estimate E(|A n |), we write
If we replace f (B (j+p)/n ) by f (B j/n ) we make an error in expectation of (p/n) H , so this produces a total error of n −H . On the other hand, the series
converges to zero at the rate n 4H−3 . It remains to estimate
/n], we easily get the desired estimate for E(|A n |).
Similarly as in the previous step, we have to consider E u n , DF ⊗2 n 2 H ⊗2 and then apply the product and duality formulas. Since the computations are more involved here, we are going to use some helpful notation. Set
Also set β j,k = δ j/n , δ k/n H and α j,t = δ j/n , 1 [0,t] H . The term A n can be decomposed as follows:
Then,
By the product formula for multiple stochastic integrals, we can write
As a consequence, we obtain
In fact, taking into account that β j,k = n −2H ρ H (j − k), where
and that
, we obtain
So, for the first summand we obtain the power 12H − 3 + 2 − 8H − 8H = −1 − 4H, for the second one 12H − 3 + 2 − 8H − 6H = −1 − 2H and for the third one 12H − 3 + 2 − 8H − 4H = −1. For the term A 2 n we obtain
Consider now the term B n . The product formula for multiple stochastic integrals yields
Thus, the term B n can be decomposed as follows Then, we can write
×β j,k α j,l/n β j ′ ,k ′ α j ′ ,l ′ /n .
By the product formula for multiple stochastic integrals,
+β l,k ′ I 4 ((δ k/n ⊗δ l/n ) ⊗δ ⊗2 l ′ /n ) + β l,l ′ I 4 ((δ k/n ⊗δ l/n ) ⊗)(δ k ′ /n ⊗δ l ′ /n )) + 9 2 β k,k ′ β l,l ′ I 2 (δ l/n ⊗δ l ′ /n ) + β k,l ′ β l,k ′ I 2 (δ l/n ⊗δ l ′ /n )
We can write the above expression as
where Ψ k,l,k ′ ,l ′ n is the sum of the terms that contain multiple integrals. Then, by the duality relationship we obtain
Therefore, using points (a) and (c) in Lemma 6.2 we obtain E((B 
From the equality I 1 (δ l/n )I 1 (δ l ′ /n ) = I 2 (δ l/n ⊗δ l ′ /n ) + β l.l ′ , and applying the duality relationship we obtain
Consequently, using points (a) and (c) in Lemma 6.2 we obtain E((B 
Finally, consider the term C n . By the product formula for multiple stochastic integrals 
×α j,k/n α j,l/n α j ′ ,k ′ /n α j ′ ,l ′ /n .
We can write, using point (c) in Lemma 6.2,
By the product formula of multiple stochastic integrals and the duality relationship we deduce
Point (c) of Lemma 6.2 yields
and n−1
Therefore,
I 2 (δ k/n ⊗δ l/n )I 2 (δ k ′ /n ⊗δ l ′ /n )] ×β k,l α j,k/n α j,l/n β k ′ ,l ′ α j ′ ,k ′ /n α j ′ ,l ′ /n .
In this case, it suffices to use the Hölder inequality and the equivalence of the L p norms on multiple stochastic integrals to obtain
Then, Proof of (6.63). We have
