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Abstract
Visual and Kinematic Coordinated Control of Mobile Manipulating Unmanned
Aerial Vehicles
Todd W. Danko
Advisor: Paul Y. Oh, Ph.D.
Manipulating objects using arms mounted to unmanned aerial vehicles (UAVs) is
attractive because UAVs may access many locations that are otherwise inaccessible
to traditional mobile manipulation platforms such as ground vehicles.
Historically, UAVs have been employed in ways that avoid interaction with the
environment at all costs. The recent trend of increasing small UAV lift capacity and
the reduction of the weight of manipulator components make the realization of mobile
manipulating UAVs imminent. Despite recent work, several major challenges remain
to be overcome before it will be common practice to manipulate objects from UAVs.
Among these challenges, the constantly moving UAV platform and compliance of
manipulator arms make it difficult to position the UAV and end-effector relative to
an object of interest precisely enough for reliable manipulation. Solving this challenge
will bring UAVs one step closer to being able to perform meaningful tasks such as
infrastructure repair, disaster response, law enforcement, and personal assistance.
Toward a solution to this challenge, this thesis describes a way forward that uses
the UAV as a means to crudely position a manipulator within reach of the end-
effector’s goal position in the world. The manipulator then performs the fine posi-
tioning of the end-effector, rejecting position perturbations caused by UAV motions.
An algorithm to coordinate the redundant degrees of freedom of an aerial manipula-
tion system is described that allows the motions of the manipulator to serve as inputs
to the UAV’s position controller. To demonstrate this algorithm, the manipulator’s
six degrees of freedom are servoed using visual sensing to drive an eye-in-hand camera
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to a specified pose relative to a target while treating motions of the host platform as
perturbations. Simultaneously, the host platform’s degrees of freedom are regulated
using kinematic information from the manipulator. This ultimately drives the UAV
to a position that allows the manipulator to assume a pose relative to the UAV that
maximizes reachability, thus facilitating the arm’s ability to compensate for undesired
UAV motions.
Maintaining this loose kinematic coupling between the redundant degrees of free-
dom of the host UAV and manipulator allows this type of controller to be applied to a
wide variety of platforms, including manned aircraft, rather than a single instance of
a purpose-built system. As a result of this loose coupling, careful consideration must
be given to the manipulator design so that it can achieve useful poses while mini-
mally influencing the stability of the host UAV. Accordingly, the novel application of
a parallel manipulator mechanism is described.
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1. Introduction and Background
1.1 Introduction - Mobile Manipulating Unmanned Aerial Vehicles
Unmanned Aerial Vehicles (UAVs) were originally deployed as target drones for
combat pilot training but have evolved over time to provide valuable roles in in-
telligence, surveillance and reconnaissance for both civilian and military operations.
Historically, UAVs were built and operated in ways to avoid interacting with their
environment’s at all costs, affording them the ability to quickly and efficiently travel
large distances. The ability for aerial vehicles to manipulate or carry objects that
they encounter could greatly expand the types of missions achievable by unmanned
aerial systems. High degree of freedom (DOF) robots with dexterous arms could
lead to transformative applications such as material handling for infrastructure re-
pair, law enforcement, disaster response, casualty extraction, and personal assistance
leading to a paradigm shift in the way UAVs are deployed as shown in Figure 1.1.
Such aerial manipulation systems are referred to as Mobile Manipulating Unmanned
Aerial Vehicles (MM-UAV).
(a) Infrastructure repair (b) Law enforcement (c) Personal assistance
Figure 1.1: Notional MM-UAV applications
1 Introduction and Background Page 2
1.2 Biological Inspiration
MM-UAV efforts are inspired by nature as illustrated in Figure 1.2 to implement
dexterous manipulation from aerial vehicles in ways that are similar to how an octopus
can use its tentacles to manipulate objects like seashells while hovering and “flying”
over the ocean floor, vectoring jets of water to maintain dynamic stability.
Many current efforts to perform aerial grasping mimic a bird’s ability to grasp an
object in either its beak or talons. This is a grasp, not a manipulation as the bird is
simply carrying the object while the bird’s ability to fly or walk performs the entirety
of the carrying task.
The ability to steadily track an object before contact is made is also seen in
nature as shown by the ability for a chicken to maintain a steady head pose despite
large perturbations to its body as illustrated in Figure 1.3. Humans also seamlessly
combine multiple DOFs to track objects of interest. Small, quick motions are tracked
by panning and tilting the eye, head motions often follow, allowing the eye to re-
center to its straight ahead position while still tracking the object. A human can
even become mobile to help track an object that is moving beyond the range of what
is possible or comfortable using only eye or head motions.
1.3 MM-UAV Applications
Capabilities developed while pursuing MM-UAV are not only applicable to aircraft
in near-earth environments. Likewise, efforts in manipulating objects from underwa-
ter vehicles or spacecraft can offer lessons learned to MM-UAV.
Underwater missions such as infrastructure inspection and repair are performed by
vehicles that are remotely operated by highly skilled pilots. The inertia of underwater
vehicles is so great compared to that of the manipulator, that perturbations from the
manipulator are negligible. Interaction forces, on the other hand, are dominant when
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(a) Bird grasping (b) Octopus manipulating
Figure 1.2: Biological inspiration for MM-UAV
(a) (b) (c)
Figure 1.3: Chicken stabilizes head position despite perturbations
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(a) Near-Earth (b) Underwater (c) Space
Figure 1.4: Six DOF vehicle operations
attempts are made to manipulate massive objects such as offshore oil rig components.
Quasi-static motions are used to minimize dynamic uncertainty while interacting with
such massive objects. The viscosity of the underwater vehicle’s environment helps to
further damp motion.
Docking one rigid orbiting spacecraft to another is analogous to simple grasping
rather than manipulation, but the lack of frictional damping from the space envi-
ronment makes even this task tenuous. Tasks such as the retrieval of uncooperative
orbital debris is even more challenging because unlike docking spacecraft, the debris
has not been explicitly designed to be interacted with.
Figure 1.4 illustrates just a few applications for vehicles with the ability to ma-
nipulate in six DOF spaces.
1.4 Mobile Manipulation
While mobile manipulation continues to be a highly active field of study, much
of the focus lies with ground vehicles that provide a passively stable base during
manipulation. The few dynamically stabilized mobile manipulating ground vehicles
such as humanoid or Segway based robots have very high base inertia relative to the
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manipulator or objects being manipulated allowing for the dynamic motions of the
arms to be rejected as perturbations by the balancing controller.
1.5 Test and Evaluation
UAVs are laborious to construct, fragile, easy to crash, and challenging to repair.
Because of the additional risk associated with attaching manipulators, and interact-
ing with the environment, it is important to make use of simulation or hardware-
in-the-loop test rigs before finally attempting free-flight evaluations. Designing new
approaches and evaluating them in simulation reduces the time necessary to build
hardware and obviates the risk of destroying it in a crash. While simulation is a good
place to start, it is not trusted until it has been validated against relevant scenarios.
Evaluating hardware on a test-rig such as a six DOF gantry that is programmed to
emulate a UAV’s dynamics is a well suited next step toward the final goal of free-flight,
which is still necessary to validate both simulation and test-rig emulation. Beyond
safety, repeatability is a major advantage of simulation and emulation based exper-
iments. Software simulators and hardware-in-the-loop test-rigs offer mechanisms for
providing ground truth information, which is possible for free-flight using motion cap-
ture systems, but they also provide a means to repeat the conditions of an experiment
which is at worst impossible, and at best, difficult with free-flight experiments.
1.6 Furthering the MM-UAV Paradigm
Critical gap: A critical gap exists in the state of the art for aerial manipulation
related to positioning an end-effector relative to its environment precisely enough
to perform inspection tasks such as acoustic, radiometric and visual monitoring and
manipulation tasks such as drilling, pick and place and valve turning.
UAV station holding while hovering close enough to an object to precisely interact
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with it is impaired by ground effect, turbulence and wind gusts that act to perturb
the hovering UAV’s position.
The use of multiple vision-based servoing algorithms, coupled with two different
manipulator types have been explored to address this gap. While other works have
explored the use of visual servoing for navigation, this thesis describes approaches, and
ultimately a system for precisely positioning an end-effector relative to its environment
to execute precision manipulations despite perturbations to the position of the UAV.
Extending the state of the art: One approach to creating an aerial manip-
ulation system is to augment a six DOF UAV with an arm that has fewer than six
DOFs. This approach assumes that the UAV can be controlled precisely enough to
perform the desired manipulation, but what happens when the UAV’s position is per-
turbed by wind gusts, or imperfect state estimation? If these perturbations cannot
be compensated for by the manipulator’s DOFs, they are transmitted through the
system, diminishing end-effector precision.
Attaching a six DOF arm to a quadrotor UAV allows the UAV to be used in a
way that crudely positions the manipulator so that the desired end-effector position
is within reach of a target. The manipulator can then use its six DOFs to both finely
position the end effector and compensate for unintended motions of the UAV. This
approach does however, create a system with redundant DOFs, so the question must
be asked; how could one manage the redundant DOFs of this MM-UAV system?
Could one take advantage of these redundant DOFs in such a way that the end-
effector can servo to a desired pose relative to a target using end-effector mounted
inertial, visual, radiometric or acoustic sensing to compensate for undesirable platform
motions? Could the motions of the arm, in turn be used as a kinematic sensor to
provide feedback to the UAV’s position controller, helping ensure that the UAV is
driven toward a position that keeps the end-effector’s goal within reach?
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Figure 1.5: Implementation of visual-kinematic partitioning control using 6-DOF test
gantry
1.7 Key Contributions
Toward realizing this vision of MM-UAV, this thesis describes an approach that
uses visual and kinematic sensing to coordinate motions of the redundant DOFs of an
aerial manipulation system. While pursuing this endeavor, several key contributions
were made and documented in [19–23] including:
1. The identification of a design framework for aerial manipulators that makes use
of the fully actuated, agile manipulator and sensing at the end-effector to com-
pensate for shortcomings in the host UAV’s precision positioning capabilities
during end-effector placement.
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Figure 1.6: Design and construction of a parallel manipulator for MM-UAV
2. The conceptualization and implementation of a visual-kinematic partitioning
scheme to coordinate the redundant DOFs of a MM-UAV system as shown in
Figure 1.5. This approach coordinates the system’s redundant DOFs in such
a way that the UAV maintains a position that keeps the end-effector’s goal
location within reach. The manipulator is then driven to a kinematic pose that
allows it to readily move to reject undesired perturbations to the host’s position
while stabilizing the end-effector relative to a target.
3. The design and construction of a six DOF parallel manipulator mechanism as
shown in Figure 1.6 that has a large workspace, but low overall mass enabled
by the use of smaller motors than would be used for a serial mechanism. This is
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Figure 1.7: Flight evaluation of visual-kinematic partitioning
possible because the motors do not need to be scaled to move subsequent motors
toward the end-effector, which is the case for a serial manipulator. Additionally,
the motors of the parallel manipulator are rigidly fixed to the host UAV’s body,
reducing the system’s moving mass and therefore perturbations to the host
platform.
4. The combination of items 1, 2 and 3 into a flyable demonstration system as
illustrated in Figure 1.7.
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2. Literature Review
Literature that is relevant to solving this this problem relates to manipulation
form mobile ground vehicles (Section 2.1), aerial vehicles (Section 2.2), visual servo-
ing (Section 2.3), the control of partitioned DOFs (Section 2.4) and simulation and
emulation tools (2.5).
2.1 Ground Vehicle Mobile Manipulation
Highly dexterous manipulators on ground-based systems are of great interest for
commercial and military applications due to their ability to interact with their envi-
ronment. Boston Dynamic’s Atlas [2], Hubo [54], Virginia Tech’s Thor [11], NASA’s
Robonaut [13], University of Massachusetts’ uBot [69], Willow Garage’s PR2 [5], and
CMU’s HERB [62] and CHIMP [4] all include dual manipulators fixed to a mobile
base. The systems most related to MM-UAV include those on a mobile base that
must dynamically balance during the manipulation task. In particular, there are
significant similarities between MM-UAV and humanoid robots.
2.2 Aerial Mobile Manipulation
In addition to leveraging work on manipulators attached to ground vehicles and
humanoids, multiple independent groups have contributed UAV technologies that
serve as a knowledge base that is extended by this work. Autonomy for rotary-wing
unmanned air vehicles is being studied at numerous universities, research centers, and
private companies, which helps stabilize UAV platforms. Advances in materials and
electronics have allowed researchers to achieve small form-factors and light weights
[55], [30]. With improvements in mobile manipulation techniques, particularly with
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(a) GRASP quadrotor (b) Yale aerial manipulator (c) CATEC Aerial robot
with multi-link arm
Figure 2.1: Aerial grasping implementations
ground robots, these methods are now being applied to aerial vehicles as well [38],
[19] and [53]. The Yale Aerial Manipulator can grasp and transport objects using a
compliant gripper attached to the bottom of a T-Rex 600 RC helicopter as seen in
Figure 2.1(b) [57]. Researchers at the GRASP Lab at the University of Pennsylvania
are using multiple quadrotors to transport payloads in three dimensions using cables
or a gripper [47] and have also investigated dynamic maneuvers with single DOF
manipulators as seen in Figure 2.1(a). Previous research at Drexel has produced a
prototype UAV pickup mechanism with a hook to deliver and retrieve cargo [39] using
image based visual servoing.
2.2.1 Aerial Grasping
There have been several recent successes in aerial grasping using a one DOF
gripper [28, 46, 56]. These results are an important step toward the MM-UAV concept,
but they fall short by requiring the host vehicle to provide all of the DOFs used for
moving grasped objects.
[56] describes the analysis of grasping, load stability, and hover control using a
one DOF gripper mounted to a traditional swash plate-equipped helicopter. This pa-
per details recent advances in UAVs involving ground interaction and in particular,
grasping of objects. The authors investigate the key challenges associated with lift-
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ing a grasped object and transitioning to flight while recognizing the limited efforts
involving flying vehicles that physically interact with other objects. Some examples
of these efforts include in-flight refueling, sling-load transport, and hook-type mech-
anisms for attaching to ground cargo [14, 39]. The primary goal of this work is to
demonstrate object retrieval and transport of unstructured objects from aerial vehi-
cles. The authors establish stability bounds in their controller, showing that dynamic
load disturbances introduced by grasped objects of certain weights and offsets can be
compensated for using an off the shelf PID flight stability controller, maintaining the
helicopter in a stable operating region.
The GRASP lab has published a series of aerial grasping related papers, all of
which have made use of external motion capture systems to provide UAV pose infor-
mation in world coordinates and associated a-priori knowledge of the environment.
[45] and [40] describe the performance of aggressive maneuvers, building simple struc-
tures, and grasping and manipulation either singularly or in cooperative teams of
UAVs.
[46] describes algorithms to estimate unknown payload parameters and compen-
sate for them in real-time with updates to the flight controller. The three key esti-
mated parameters are payload mass, location of the center of mass, and moment of
inertia. Refining these values allows for improved trajectory tracking performance.
[47] considers the problem of controlling multiple quadrotors to cooperatively grasp
and transport a payload in three dimensional space. The authors model the quadro-
tors individually and as a group when they are rigidly attached to the object being
carried. Individual control laws are designed for each of the quadrotors that work to-
gether to allow the carried object to be stabilized and flown through an environment
along three dimensional trajectories as if it were a single entity. [61] considered the
dynamics, control and planning for multiple quadrotors carrying a payload attached
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by flexible cables.
2.2.2 Aerial Multi-Link Manipulators
Recently, several groups have been investigating the use of articulated manipula-
tors [27, 34, 58, 64] as part of an aerial manipulation system, while [41] described the
simulated application of Cartesian impedance control through a three DOF manipula-
tor arm attached to a UAV. This approach allows for the specification and execution
of contact forces between the end-effector and work piece despite perturbations to
either the position of the host platform or object being manipulated.
Efforts under the Aerial Robotics Cooperative Assembly System (ARCAS) pro-
gram demonstrated progress using articulated aerial manipulators. [32] described
an approach to closely coordinate control of a quadrotor with a 3-link manipulator
arm using a Variable Parameter Integral Backstepping (VPIB) controller. This paper
shows that the VPIB controller outperforms standard PID control for platform sta-
bility, and the addition of a model based arm compensator further improves stability
using VPIB. While working with a multi-link manipulator arm, this paper does not
address performance while actually interacting with an object. Additionally, the arm
compensator would not be able to compensate for grasped objects without a-priori
models. [31, 36] described an approach for the coordinated control of a medium
sized unmanned conventional helicopter and a redundant industrial manipulator that
takes into account the kinematic coupling of the arm and host vehicle. Specifically,
the authors designed an arm control strategy to mitigate an oscillation caused by
a gyroscopic coupling of arm torques and body motions through the rotation of the
main rotor of a conventional helicopter configuration. The counter-rotating propellers
cancel out such oscillations on quadrotors such as those intended for this work.
Meanwhile, recent collaborative efforts between Drexel University and the Uni-
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versity of Zagreb have made use of aerial manipulation systems to perform tasks such
as valve turning [52] and peg-in-hole insertion [37].
2.2.3 Visual Servoing UAVs
[15] investigated a range of image based visual servoing algorithms for the regula-
tion of the position of a non-manipulating quadrotor, showing that visually servoing
a quadrotor with such algorithms works quite well. A separate inertial system was
used for quadrotor stability control in a way that is similar to the use of closed loop
joint controllers to track trajectories for manipulator visual servoing.
An approach to fusing position and velocity information derived from image based
features with GPS and inertial positioning references was describe in [44]. This paper
used visual sensing of urban features such as windows to generate velocity references
for flight control. The combination of these velocity references, GPS and inertial data
was then used for navigation.
An image based visual servoing approach to coordinate the motions of a UAV and
a hook to be used to pick up and drop off cargo was described by [39].
[28] describes the use of a quadrotor to perform indoor aerial grasping of objects
while navigating through the use of visual simultaneous localization and mapping
(SLAM) using a primary camera. A secondary camera is used to visually estimate
the pose of a target that is marked by a pattern of four LEDs. A passively compliant
under-actuated gripper provides some relief to positioning uncertainty while grasping
the target. Nested PID controllers are used for stabilization and navigation to the
target without the use of external positioning aids.
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Figure 2.2: Camera configurations for visual servoing
2.3 Visual Servoing
Two typical camera configurations are used for visual servoing:
1. Eye-to-hand as shown in Figure 2.2(a), where the camera is mounted remotely
from the manipulator’s end-effector with a known transform to the manipula-
tor’s base, Tb c.
2. Eye-in-hand as shown in Figure 2.2(b), where the camera is mounted to the
manipulator’s end-effector with a known transform, TE c.
For both camera configurations, the goal is to minimize an error between a desired
and observed transform from the end-effector and target, TE G.
The classification of visual servoing architectures as either Position Based Visual
Servoing (PBVS) or Image Based Visual Servoing (IBVS) was proposed by [66]. This
paper also introduced the distinction between visual servoing as shown in Figure
2.3(a) and dynamic look-and-move as shown in Figure 2.3(b). Visual servoing po-
sitions the arm using only visual feedback while dynamic look-and-move makes use
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Figure 2.3: Visual servoing architectures
of both visual and joint feedback, though this distinction is not commonly made in
modern visual servoing systems.
2.3.1 Position Based Visual Servoing
For PBVS, the target’s pose is estimated relative to the camera. Such an estimate
requires either a calibrated camera with a target of a known geometry, or the use of
some other form of depth measurement such as stereo vision, or more recently lidar
or the widely available RGB-D cameras such as the Microsoft Kinect sensor [49, 60].
The PBVS concept was originally proposed by [66] and has been revisited more
recently by [68] and [42]. A notable implementation, [67] describes an Extended
Kalman Filter (EKF) approach to perform target pose estimation. The authors of
this paper used the target pose as the filter state and the errors between the predicted
and observed feature coordinates were used to update the target pose.
The advantage of PBVS is that knowledge of the target’s pose allows for Cartesian
end-effector trajectories to the target to be specified. Disadvantages include the com-
putational complexity of estimating target pose and that without careful trajectory
planning, it is possible to move the manipulator in such a way that the camera loses
sight of the target. If the manipulator model is not good enough for eye-in-hand im-
plementations, it is possible that the target will not re-enter the camera’s view once
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the goal position is reached, hindering further vision based position refinements.
2.3.2 Image Based Visual Servoing
The fundamental concept of IBVS is that manipulator control is based on the
minimization of an error in image feature space. To facilitate this, an interaction
matrix, sometimes known as an image Jacobian is used to translate image plane
errors of specific features into desired motions of the camera [16]. A major benefit of
IBVS over PBVS is that the success of PBVS approaches are highly sensitive to the
accuracy of manipulator models while IBVS systems, on the other hand, are quite
robust to inaccuracies in manipulator models making their application on physical
(non-simulated) systems more tractable.
[26] used closed loop joint control to position a manipulator for the explicit purpose
of overcoming problems due to the low sampling rate of visual feature extraction. [29]
described the advantages of using a pseudo-inverse of the image Jacobian, allowing for
visual servoing based on large numbers (more than four) of features for the application
to unstructured environments.
A major advantage of IBVS over PBVS is that IBVS generally is computationally
less expensive and can therefore run at higher rates. The trajectory that the camera
actually follows while minimizing errors in image space is, however, difficult to control
in task space and undesirable Cartesian trajectories may be followed, though the
target remains persistently visible to the camera.
2.4 Partitioned Degrees of Freedom
IBVS and PBVS approaches generally calculate the desired rotational and trans-
lational velocities for the camera in a coordinated manner. This is based at the
assumption that the DOFs of the manipulator are equally adept at translating and
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rotating the camera in all directions, which is not true for most manipulators, and
is especially not true when considering the combined DOFs of a MM-UAV system.
To avoid reverting to intuition and try-and-see approaches to identify the roles of
various DOFs for a redundant system, [51] devised a partitioning design framework.
This frequency analysis based framework aids in the control law synthesis process
that exploits the kinematic and dynamic properties of each DOF. A multi-in-multi-
out controller that is driven by visual and kinematic feedback was designed using this
framework to rapidly track a target from a robot in an industrial workcell.
Partitioning of DOFs is also discussed in [18]. In this case, the task space DOFs
are partitioned to avoid failure cases that are possible using the interaction matrix ap-
proach to IBVS as described in [25]. Using this form of partitioning, certain motions
such as translations and rotations along and around the x and y image plane coor-
dinates can be emphasized differently than those in the z direction using task-space
DOF dependent gains.
2.5 Simulation and Emulation Environments
Simulation environments allow for robotic systems to be quickly prototyped and
tested without fabricating hardware. Gazebo [35] is a physics based simulator that
optionally makes use of the Open Dynamics Engine (ODE) [7] or the Bullet Physics
Engine [3] to evaluate the interaction between modeled entities. Gazebo was used
by DARPA for the virtual portion of the DARPA Robotics Challenge as a competi-
tion venue to evaluate and down-select performers’ humanoid robot control systems.
OpenRAVE [24] also supports the ODE and Bullet Physics dynamics engines, and is
focused heavily on manipulator simulation. OpenRAVE includes tools that allow one
to easily simulate sensors and articulated robot dynamics to evaluate forward and in-
verse kinematic reachability of a manipulator, the reachable workspace of a modeled
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system, and visibility and collision constraint aware planning. OpenRAVE’s planning
and control tools are designed to be fast enough to run in a hardware control loop,
not just simulation, making them attractive for MM-UAV.
ODE and Bullet Physics were originally designed to simulate the physical in-
teractions of entities for video games. Accordingly, the underlying algorithms better
support the calculation of the accurate appearance of physical phenomena than metric
performance. Recent work by the Open Source Robotics Foundation [8] has sought to
augment these physics engines to make them more suitable for realistically simulating
robotic interactions.
The use of hardware-in-the loop test rigs such as the UAV-emulating-gantry de-
scribed in [50, 59] offers an approach to system evaluation that removes the risk of
crashing and damaging hardware while avoiding the challenges of simulating relevant
physical interactions.
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Figure 3.1: Envisioned aerial manipulation system featuring partitioned control of
the parallel manipulator’s and Pelican quadrotor’s degrees of freedom
3. System Overview
An aerial manipulation system that pairs a six DOF parallel manipulator to an
Ascending Technologies Pelican quadrotor [1] is ultimately envisioned and shown in
Figure 3.1. The redundant DOFs between the quadrotor and manipulator will be
coordinated by a partitioning controller that uses the visually servoed manipulator to
place the end-effector relative to a target. Simultaneously, the manipulator’s faster
DOFs will be used as a sensor to provide feedback to control the velocity of the
UAV’s slower DOFs in such a way that the end-effector remains close to the center of
the manipulator’s reachable workspace. A simple motivating problem used to shape
the requirements for this system is laid out in the following pages of this chapter.
Further, the details of this aerial manipulation system unfold in response to these
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requirements throughout this thesis, culminating in a description of the evaluation of
the integrated system.
Before discussing the details of the design of this aerial manipulation system, it is
important to consider the positioning requirements for a simple object grasping task
that will be used to motivate this work. Consider the scenario shown in Figure 3.2,
where the goal is to position the end-effector relative to a cylinder so that when the
gripper closes, it is securely grasping the object. For this scenario to be successful,
the gripper must be positioned so that its center (HandAct) is somewhere inside
of the gray permissible volume around the object. It is assumed that any overlap
between the fingers and cylinder in the z direction will result in a successful grasp,
so the permissible volume’s height equals that of the object. Additionally, assuming
that the hand’s depth is equal to the hand’s open width, the permissible volume has
a diameter that is equal to the difference between the hand’s open width and the
diameter of the object as illustrated in Figure 3.3 and described in Equation 3.1.
Rp =
Dp
2
=
Wh −Do
2
(3.1)
Where Rp is the radius of the permissible volume, Dp is the diameter, Wh is the
maximum opening width of the hand and Do is the diameter of the object being
grasped.
Throughout the process of designing an aerial manipulation system, one must
consider the system’s accuracy and precision relative to the goal task. The accuracy
indicates a repeatable error between the hand’s actual and goal poses and should be
calibrated out or otherwise mitigated using techniques such as visual servoing. Preci-
sion is the statistical variation around the system’s accuracy that is represented by a
root-mean-square (RMS) error. Comparing a system’s RMS error to the permissible
volume’s radius for errors in the x and y direction and height/2 for z direction, allows
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Figure 3.2: Simple tasks, such as grasping a cylinder rely on the position error being
less than the size margin between the hand and object
Object 
Permissible Area  
Grasp Center (HandAct, Position 1) 
Hand Position Error 
(Position 3) Gripper Position 3 
Gripper Position 2 
Gripper Position 1 
Figure 3.3: Maintaining the hand’s center inside of the permissible area ensures that
the fingers can surround the object before hand closure
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the likelihood of success for a given grasp to be identified.
Assuming a Gaussian model for end-effector positioning error, the probability of
a successful grasp, P , is described in Equation 3.2.
P =
∫ z
−z
1√
2pi
e
−u2
2 du (3.2)
Where z = Rp/σ, and represents the ratio of the permissible volume to the end-
effector positioning precision.
A RMS error that is equal to the corresponding permissible volume dimension
(z = 1) will result in a probability of successful grasp of 0.683. Likewise, permissible
volumes that are twice (z = 2) and three times (z = 3) the corresponding RMS
error dimension will result in probabilities of successful grasps of 0.955 and 0.997
respectively.
The probability of grasp success can be influenced by creating larger permissi-
ble volumes or reducing the system’s end-effector positioning error. Both of these
strategies have been successfully used in previous aerial grasping work. [40] used a
high precision motion capture system to provide very small RMS errors for a system
that mounts a gripper directly to the body of a quadrotor UAV while [56] attached a
highly compliant gripper, with a large opening width directly to a manually piloted
conventional helicopter configuration UAV.
While it is possible to mount a gripper directly to a UAV to create an aerial ma-
nipulation system, the positioning precision of the hand is limited by the positioning
precision of the UAV itself. Chapter 4 of this thesis describes a UAV position con-
troller that makes use of a low frequency position update input such as visual SLAM,
global positioning system (GPS) or degraded motion capture (MoCap) data to mit-
igate drift from a high frequency inertial state estimator. An important conclusion
from this chapter is that it is realistic to be able to position a hovering UAV with a
3 System Overview Page 24
RMS error of about 0.075 m in the x − y plane. Assuming a Gaussian noise model,
this means that the UAV spends approximately 68 % of the time within 0.075 m of
the desired target using visual references.
0.075 m is remarkably precise for a UAV, but to achieve a 95 % (2σ) probability
for picking up a 0.02 m diameter cylinder (Do), the gripper would need to open 0.32
m (Wh), which is calculated by using Equation 3.1, setting Rp to twice the RMS
error and solving for Wh as shown in Equation 3.3. It is certainly possible to build
such a large gripper, but weight would be a serious concern. An example of a gripper
that can open 0.1 m wide and has been successfully flown on a Pelican quadrotor is
described in Appendix A.
Rp = 2σ =
Wh −Do
2
Wh = 2Rp +Do = 4σ +Do
Wh = 4× 0.075m+ 0.02m = 0.32m
(3.3)
3.1 Partitioned Visual-Kinematic Coordinated Control
One way to improve end-effector positioning precision is to couple the UAV with
a fully articulated, six DOF manipulator that is faster than the host UAV. This
manipulator would then be used to quickly move the end-effector to a goal location
with better precision than the host UAV can maintain, treating motions of the host
UAV as perturbations. Knowledge of the host UAV’s precision is useful for specifying
the reach of such a manipulator and is discussed in Chapters 8 and 9.
A Multi-In-Multi-Out (MIMO) controller is then used to coordinate the motions
of the manipulator and host UAV as shown in Figure 3.4. In this controller, the
manipulator is servoed visually to maintain a desired pose relative to a specified
target. The visual servoing algorithm is described in greater detail in Chapter 5.
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Figure 3.4: Multi-In-Multi-Out controller visually servos the manipulator and kine-
matically servos the UAV based on end-effector pose relative to a desired set point
Simultaneously, the goal of the host UAV is to move in such a way that it keeps the
end-effector close to the center of the manipulator’s reachable workspace, designated
Tb† E. The identification of Tb† E is described in Chapter 9. The † notation indicates
that this is a goal pose that is used during the control of the host UAV. The ? notation
is similarly used to indicate a goal pose for the control of the end-effector relative to
the manipulator’s base. Other reference frames and transforms are indicated in Figure
3.5, including the end-effector, E, and the manipulator’s base, b, which is fixed to the
host UAV’s body, h.
Incremental velocity updates for the host UAV, vh(k + 1) are calculated by com-
paring the current position of the end-effector relative to the arm’s base Tb E(k) with
the desired pose of the end-effector relative to the arm’s base Tb† E to calculate an
error, Tb b†(k). Since the arm’s base, b, is rigidly fixed to the host, h, with a transform
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Figure 3.5: Transforms between the world, 0, host, h, arm’s base, b, end-effector, E,
camera, c, and target, G. The arm’s goal position at k+ 1 is shown in blue while the
current position at k is gray
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Th b, the desired host velocity is proportional to the calculated host position error,
h∆, as shown in Equation 3.4.
vh(k + 1) = λh × h∆(k)/∆t (3.4)
Where ∆t is the time step and λh is a matrix of axis-dependent proportional gains
and:
h∆(k) = Th b T
b
b†(k) T
h −1
b = T
h
b T
b
E(k) T
b† −1
E T
h −1
b (3.5)
A preliminary evaluation of this MIMO controller was performed using a six DOF
serial link arm as described in Chapter 6 using a test gantry in place of a flying UAV.
This evaluation is described in Chapter 7 and served to demonstrate the feasibility
of the visual-kinematic partitioning scheme while abstracting away many of the chal-
lenges associated with flight tests. Specifically, the use of the test gantry allowed for
the use of a manipulator arm that is too heavy to fly on available quadrotor platforms
such as the Asctec Pelican, but was readily available for testing. Further, only after
the approach was demonstrated to have merit using the test gantry, was the time and
material invested in designing and fabricating a manipulator that is well suited for
integration with a Pelican quadrotor as described in Chapter 8.
The partitioned MIMO controller was then ported to a system composed of the
newly designed parallel manipulator and Pelican quadrotor. The testing conducted is
described in Chapter 10 where it is shown that the camera can be positioned within
a RMS error of 0.02 m in still air and 0.03 m in 6 m/s cross winds, compensating for
perturbations to the position of the host UAV.
Returning to the simple analysis shown in 3.3 and using a notional hand with a
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0.1 m wide maximum grasp width, Wh, to grasp a 0.02 m diameter object:
Rp =
Wh −Do
2
Rp =
0.1m− 0.02m
2
= 0.04m
(3.6)
Rp can then be calculated in terms of the RMS error of 0.03 m:
Rp
σ
=
0.04m
0.03m
Rp = 1.3¯σ
(3.7)
The ability to position the hand within 1.3¯ σ of the goal location yields the like-
lihood of a successful grasp about 82 % of the time. This is twice the likelihood of
the 41 % that is calculated for a RMS error of 0.075 m where the permissible radius,
Rp, is only 0.53¯ σ.
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Figure 4.1: UAV controller system overview
4. UAV Controller
To control the host quadrotor UAV, an approach was implemented based on [12].
This controller fuses low frequency position information with data from a high fre-
quency on-vehicle inertial measurement unit (IMU) to provide feedback for velocity
and position control. The low frequency position information can be supplied by vi-
sual SLAM based on imagery form an on-board camera, GPS or an external motion
capture system. This controller assumes a UAV model as described in Appendix B.
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4.1 On-board Computing
The Ascending Technologies Pelican quadrotor may be configured with an op-
tional off-the-shelf, on-board computer that is compatible with ROS (Robot Operat-
ing System) and can be used to run user specified software. Additionally, the Pelican
is outfitted with a FCU (Flight Control Unit) that consists of two ARM-7 micro-
controllers, one referred to as the High Level Processor (HLP), and the other, the
Low Level Processor (LLP). The HLP is user programmable and is used to perform
position data fusion and position control, while the LLP is considered a black box
and is not user configurable. The LLP hosts low level functions to interface with
the Pelican quadrotor hardware, including reading sensor data from the on-board
accelerometers, gyroscopes, barometer and compass and sending commands to motor
controllers. Processing on-board the LLP includes attitude data fusion and attitude
control. A block diagram of the Pelican’s on-board processing is shown in Figure 4.1.
4.2 Data Fusion
The LLP provides attitude angles and angular rates of the helicopter at 1000 Hz.
However, depending on its source, position reference information is only available at
relatively low rates (5-240 Hz). For position estimation, a filter based on a Luenberger
observer [43] is used that takes into account the limitations of running on a micro-
controller while still running fast enough to match the helicopter’s fast dynamics.
The goal of the filter is to create a single, fused pose estimate that incorporates the
benefit of fast reaction to disturbances using the high rate of the accelerometers while
achieving the steady state accuracy of the lower frequency reference signal.
Each axis (x, y and z) is treated independently but identically by the filter which
works in the world frame of reference. To support the use of the world reference frame,
the body-fixed accelerations measured by the on-board accelerometers are rotated by
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a series of angles, R ∈ SO(3), derived from the attitude information provided by the
LLP, translating the frame of reference according to Equation 4.1.
a = [ax ay az]
T = R · ah − [0 0 g]T (4.1)
Only the x axis filter is described in Equations 4.2-4.5.
x = [px vx bx]
T u = [ax]
T y = [px, v]
T (4.2)
Where px is position, vx is speed and bx is the accelerometer bias. Since the filter
runs at 1000 Hz, it is treated as a continuous time system.
˙ˆx = A · xˆ+L(y − yˆ) +B · u (4.3)
yˆ = H · xˆ (4.4)
Where:
A =

0 1 0
0 0 1
0 0 0
 B =

0
1
0

H = [1 0 0] L = [L1 L2 L3]
T
The matrix L is based on the eigenvalues of the error dynamics and the state
error is defined as x˜ = x− xˆ. The error dynamics are calculated using Equation 4.5.
ˆ˜x = (A−LH)x˜ (4.5)
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Figure 4.2: Structure of the position & velocity controller. The subscript indicates
the coordinate system as world, 0, or the host’s body, h
4.3 Position and Velocity Controller
A cascade structure is used for the position controller as shown in Figure 4.2.
The outer position control loop is implemented on the Pelican’s HLP and is based
on the inversion of the system’s non-linear dynamics. This allows for simple linear
controllers such as PD to be used to control the system’s position and velocity.
The attitude control loop is considered a black box and is supplied as part of the
factory configured FCU on the pelican quadrotor, residing on the LLP. The attitude
loop’s inputs are the desired vehicle roll, pitch and yaw angles, [Φ Θ Ψ]Tdes, and the
desired overall thrust, Tdes. The attitude loop calculates output rotational velocities
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for each of the four motors driving the helicopter’s rotors, [n1 n2 n3 n4]
T .
The helicopter’s translation dynamics are modeled and inverted to support the
position control loop. The world frame, 0, is used as the inertial frame for the ap-
plication of Newton’s law along with the data fusion and the generation of reference
trajectories to follow. To simplify the model inversion, a 0¯ reference frame is intro-
duced that has the same yaw angle, Ψ, as the host vehicle’s body, h.
The desired accelerations in the world, 0, frame are transformed into the 0¯ frame
through a simple rotation of Ψ. The application of Newton’s second law is then:
m · a0¯ = f 0¯ + f g,0¯ = M 0¯h · fh + f g,0¯ (4.6)
Where m is the mass of the helicopter, a is the acceleration in the 0¯ frame, f 0¯
represents the forces on the helicopter in the 0¯ frame while fh represents the forces
on the helicopter in the body frame. f g is the gravitational vector while M 0¯,h is the
transformation matrix between the 0¯ and h frames. The thrust, T , roll, Φ, and pitch,
Θ, angles are then solved:
T = m ·
√
a2x + a
2
y + (az − g)2 (4.7)
Φ = arctan
may
T
(4.8)
Θ = arctan
ax
az − w
(4.9)
Where g is the gravitational constant. Using Equations 4.6-4.9, the pseudo con-
trols, v = a, are transformed into the controls for the Pelican’s system, Φ, Θ, and
T , linearizing the relationship between the inputs, the position commands and the
pseudo controls, allowing for linear control approaches to be applied.
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Since only accelerations (second time derivatives of the position commands, pc)
can be commanded as pseudo controls, the command trajectory needs to be smooth
so that its second derivative exits. To accomplish this, the linear reference models
are used to generate reference trajectories, pR in the world, 0, frame using Equation
4.10.
p¨R = ω
2
0 · (pc − pR)− 2ζω0 · p˙R (4.10)
Where the reference dynamics are set by the natural frequency, ω0, and the damp-
ing, ζ of the system. The error controller is then shown in Equation 4.11.
v = p¨R + (p˙R − p˙) · kd + (pR − p) · kp (4.11)
Where p and p˙ are the filter position and velocities respectively while kp and kd
are proportional and differential gains for the error controller.
Using this controller, when a desired position is commanded, a trajectory for
acceleration, velocity and position is computed. The acceleration trajectory is directly
executed by the Pelican helicopter while the velocity and position trajectories are
controlled by the error controller. This controller produces trajectories that take
advantage of the maximum allowable accelerations and decelerations to reach target
positions and velocities.
The authors of [12] used this control approach, receiving low frequency position
inputs from an onboard camera and visual SLAM system to achieve the performance
outlined in Table 4.1 for indoor and outdoor hovering scenarios.
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Table 4.1: Published benchmark station keeping performance while hovering [12]
Venue RMS error (m) Test altitude (m)
indoor x/y 0.069 1.4
indoor z 0.009 1.4
outdoor x/y 0.44 3.3
outdoor z 0.11 3.3
4.4 Characterization
The goal of this thesis is not to develop visual SLAM capabilities. It is, however,
reasonable to assume that such systems could be re-used for MM-UAV. For the sake
of decreasing system complexity while maintaining realism, a Vicon motion capture
system [10] was used to provide ground truth information for experiments, as well as
the basis for the reference position used for position data fusion. The pristine motion
capture data was degraded before being passed to the position data fusion component
by adding Gaussian noise to the x, y and z position measurements, and the update
rate was throttled down to 10 Hz to simulate the performance of the benchmarked
visual SLAM system as shown in Table 4.1 that operated on imagery arriving at 10
Hz.
Figures 4.3 and 4.4 show the position of the Pelican helicopter hovering indoors
for a one minute period while using pristine motion capture position measurements.
Likewise, Figures 4.5 and 4.6 show similar data, but the position measurements from
the motion capture system have been degraded before being used by the position
data fusion component. The RMS position errors for both the pristine and degraded
position inputs are shown in Table 4.2. The degraded motion capture position inputs
produce RMS position errors that are in close agreement with those generated using a
camera based visual SLAM algorithm as listed in Table 4.1, validating this approach.
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Figure 4.3: Indoor hovering performance using pristine motion capture data
Table 4.2: Experimental station keeping performance while hovering using pristine
and degraded motion capture data for reference position
Venue RMS error (m) RMS error (m) Test
Pristine Degraded altitude (m)
indoor x 0.028 0.074 1.5
indoor y 0.013 0.069 1.5
indoor z 0.005 0.010 1.5
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Figure 4.4: Visualization of indoor hovering performance in the x-y plane using pris-
tine motion capture data
Beyond validating that a motion capture system can be degraded to perform
similarly to a system that uses monocular visual SLAM to provide low frequency
position updates, this characterization of position stability can be used as one element
of the design criteria for a manipulator on a MM-UAV system. The question arises;
how much reach does a manipulator need while mounted to a UAV? One approach to
designing a MM-UAV system is to use the UAV to position the manipulator close to
a work piece and then use the manipulator to perform a task. This analysis describes
how well this particular UAV can maintain a position relative to a fixed object, so
if the goal of the manipulator is to compensate for positional variations of the UAV,
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Figure 4.5: Indoor hovering performance using degraded motion capture data
it should be designed to reach a fixed object as its base moves with the UAV. A
reachable workspace that is twice the RMS position error is called for. In this case,
that works out to a reachable work space with a radius of 0.15 m in the x and y
directions and 0.02 m in the z direction.
The Pelican quadrotor’s closed-loop performance was characterized by analyzing
its response to position step functions in the x, y and z directions as shown in Figure
4.7. The resulting assessment of bandwidth, rise time and settle time is listed in Table
4.3. This data provides a baseline performance of the Pelican’s translational DOFs
for comparison with those of the two manipulators discussed in Chapter 9.
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Figure 4.6: Visualization of indoor hovering performance in the x-y plane using de-
graded motion capture data
Table 4.3: System characterization metrics for motions along each axis of the Pelican
quadrotor
Metric Pelican x, y Pelican z
Bandwidth (Hz) 0.28 0.36
Bandwidth(rad/s) 1.79 2.18
Rise Time (s) 1.65 1.03
Settle Time (s) 8.29 1.45
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Figure 4.7: Step response of Pelican quadrotor in the x, y, and z directions
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Figure 5.1: Transforms between the world, 0, arm base, b, end-effector, E, camera,
c, and target, G. The arm’s goal position at k + 1 is shown in blue while the current
position at k is gray
5. Visual Servoing
The goal of visual servoing is to control the position of the robot relative to a target
using visual features extracted from an image sensor. There are two fundamental
approaches to visual servoing; image based visual servoing and position based visual
servoing.
A general dynamic look-and-move eye-in-hand visual servoing framework is de-
scribed in Section 5.1. Making use of this framework, Section 5.2 describes a PBVS
algorithm and Section 5.3 describes an IBVS algorithm and implementation that is
used for experimentation as described in Chapters 7 and 10.
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5.1 Eye-In-Hand Visual Servoing Framework
Eye-in-hand visual servoing controllers as shown in Figure 5.1 make use of a
camera mounted to a robot’s end-effector to minimize the error, c∆, between a desired,
c?, and observed, c, camera pose relative to a target, G.
This section describes the dynamic look-and-move eye-in-hand framework as shown
in Figure 5.2 that is distinguished by the use of kinematic feedback for the execution
of desired joint motions produced by the visual servoing controller.
5.1.1 Image Feature Extraction
The feature extraction algorithm is described using pseudo code in Algorithm 1
and is implemented in C++ for integration with ROS. Image feature extraction is the
most computationally intense portion of a visual servoing controller, but the target
pattern and algorithm have been selected to allow the closed loop visual servoing
controller to operate at 60 Hz, limited in practice by the camera’s available frame
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Figure 5.3: Visual target consisting of four dark rings arranged in a square pattern
with known dimensions
rate.
This process involves the analysis of images coming from the end-effector mounted
camera to return specific information regarding relevant visual features. For this im-
plementation, the target consists of four dark circles surrounding four smaller con-
centric light colored circles spaced in a square pattern with known edge length and
circle dimensions as shown in Figure 5.3(a). The relevant features to extract from
imagery are the center points from each of the circles in image coordinates (u, v),
which correspond to the row and column that the feature was found in the image.
Since it is known that there are four circle targets to be detected, the feature
extraction process rejects image frames with fewer or more than four circle detections
and the next frame is analyzed before the visual servoing loop may continue. Detected
circles are shown in an image frame collected by the end-effector mounted camera in
Figure 5.3(b).
5.1.2 Visual Servoing Algorithm
Visual servoing algorithms that include target pose estimation and Cartesian error
calculation (PBVS) are described in 5.2 and algorithms that include image space error
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Data: Image captured from end-effector camera
Result: Target position on camera frame
while Image is available do
image ← read current ;
image ← cvtColorRGB2HSV;
imageGray ← colorInRange(selectedColor,image) ;
imageGray ← applyFilters(Blur,Dilate) ;
contours ← findContours(imageGray) ;
ellipseArray ← Array() ;
circleArray ← Array() ;
targetPoints ← Array() ;
foreach contour in contours do
if contour.size() ≥ thresh then
ellipseArray ← findEllipse(contour)
end
end
foreach ellipse in ellipseArray do
if ellipse.height/ellipse.width ≤ majorToMinor then
cirlceArray ← ellipse
end
end
foreach circle1 in circleArray do
foreach circle2 in circleArray do
if maxSizeRatio ≥ circle1.height/circle2.height ≥ minSizeRatio
then
if dist(circle1,circle2)≤threshold then
targetPoints ← [circle2.x, circle2.y]
end
if targetPoints.size = 4 then
break ;
end
end
end
end
ROS Publisher ← targetPoints ;
end
Algorithm 1: Visual Servoing Target Detection Algorithm
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calculation (IBVS) are described in 5.3. The result of these visual servoing algorithms
is the generation of a camera velocity vector, vc, that will be executed by the position
controlled manipulator. This velocity must therefore be converted into incremental
joint space motions.
The output of IBVS is a translational and rotational vector v which is the desired
incremental spatial velocity of the camera.
vc =

δx
δy
δz
δRx
δRy
δRz

(5.1)
This spatial velocity, vc is multiplied by the incremental time step, δt, to generate
a homogeneous transform c∆ that represents the desired incremental position update
for the camera.
c∆ =

1 −δRzδt δRyδt δxδt
δRzδt 1 −δRxδt δyδt
−δRyδt δRxδt 1 δzδt
0 0 0 1

(5.2)
The output of PBVS is c∆ as described in Section 5.2.
5.1.3 Conversion to Joint Space
The desired pose of the camera relative to the manipulator’s base is simply an
update to the camera’s current pose modified by c∆.
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Tb c(k + 1) = T
b
c(k)λc∆ (5.3)
Where λ is a fraction between 0 and 1 that represents the size of step toward the
calculated goal to move during each time step.
Knowing the desired motion of the camera, the desired pose of the end-effector,
Tb E(k + 1), relative to the manipulator’s base must be calculated to command the
manipulator.
Tb E(k + 1) = T
b
E(k) T
E
cλc∆ T
E −1
c (5.4)
Where Tb E(k) is the current position of the end-effector and is found using the
manipulator’s forward kinematics. TE c is the fixed transform between the end-effector
and camera.
The inverse kinematics of the arm (Section 6.0.3 or 8.2) are used to solve joint
motions that will move the camera to the location specified by Tb E(k + 1), thus
executing the camera motion specified by λc∆.
The camera continues to capture new images, triggering this cycle without waiting
for previous motions to complete. Accordingly, the rate of execution of the control
loop is limited by the camera’s frame, not by the amount of time it takes for the arm
to execute incremental motions.
5.2 Position Based Visual Servoing
In a PBVS system, a pose estimation system as shown in Figure 5.4 interprets
extracted features, s, and makes use of knowledge of the target’s geometry and the
camera’s intrinsic calibration parameters to estimate the target’s pose relative to the
camera, Tc? G.
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Figure 5.4: Position based visual servoing loop
The extracted image points are correlated with the configuration of world-points
on the physical target to estimate the transform from the camera to the target, Tc G.
This can be accomplished by finding a solution for the Perspective-n-Point problem
using an algorithm described in [48].
c∆ is calculated by finding the difference between the desired and observed camera
to target pose:
c∆ = T
c
G T
c? −1
G (5.5)
5.3 Image Based Visual Servoing
IBVS is fundamentally different from PBVS in that the relative pose of the target
is never estimated. Rather, with IBVS, the task is to move features in image coor-
dinates, s, to desired positions, s∗, through motions of the camera. This is shown in
Figure 5.5.
To accomplish this task, an image coordinate error that is a function of robot
motion over time is defined as follows:
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Figure 5.5: Image based visual servoing loop
e(~r(t)) = C(s∗ − s(~r(t))) (5.6)
Where:
• s∗ is a reference image target that is used as a template that each new input
image is compared against
• s(~r(t)) is the currently viewed image features. This value is a function of the
position of the camera relative to the target
• C is the pseudo-inverse of the interaction matrix, which will be described in
Equation 5.9
In the context of a control problem, the task at hand would be considered complete
when e(~r(t)) = 0, and for the challenge of visual servoing, the goal is to minimize
||e(~r(t))||. This goal is sought by modulating the velocity of the camera, vc. Assuming
that the object being servoed to in the scene is motionless:
vc = λe(~r(t)) (5.7)
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Where λ is a gain used to calculate the desired camera velocity. When λ > 0, the
image coordinate error velocity, e˙, is:
e˙ =
∂e
∂~r
vc = λCL
T e (5.8)
Where LT = ∂s
∂~r
and is referred to as the interaction matrix of s and is sometimes also
referred to as an image Jacobian.
When CLT > 0 is true, the camera will exponentially converge with the its desired
pose relative to the target. To satisfy this convergence, C is selected such that it is
the generalized inverse of the interaction matrix associated with s∗:
C = LT+|s=s∗ (5.9)
To apply IBVS to a camera positioning task, a square target with a known
edge length of l is assumed. To position the camera such that its optical axis is
perpendicular to the target plane, centered a distance z∗ away, a synthetic target
model s∗ is created by calculating the positions of four points in image coordinates
(s∗ = (u0 − a, u0 + a, u0 + a, u0 − a, v0 + a, v0 + a, v0 − a, v0 − a)), shown in Figure
5.6, where a accounts for the projection of the target onto the focal plane assuming
a pin-hole camera model. Knowledge of the focal length, f , detector pitch, ρ, and
center detector position (u0, v0) is assumed.
a =
fl
2ρz∗
(5.10)
The interaction matrix, LT|s=s∗ , associated with s
∗ is calculated as follows:
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Figure 5.6: The desired, s∗, positions in image coordinates are calculated from knowl-
edge of the target, the desired position of the camera relative to the target and the
camera model
LT|s=s∗ =

l1 0 −a/z∗ −ρa2/f −l2 a
l1 0 a/z
∗ ρa2/f −l2 a
l1 0 a/z
∗ −ρa2/f −l2 −a
l1 0 −a/z∗ ρa2/f −l2 −a
0 l1 a/z
∗ l2 ρa2/f a
0 l1 a/z
∗ l2 −ρa2/f −a
0 l1 −a/z∗ l2 ρa2/f −a
0 l1 −a/z∗ l2 −ρa2/f a

(5.11)
Where:
l1 =
−f
ρz∗
(5.12)
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and
l2 =
f 2 + ρ2a2
ρf
(5.13)
The pseudo inverse of C is calculated so that CLT|s=s∗ = I6:
C =

c1 c1 c1 c1 −c2 c2 −c2 c2
−c2 c2 −c2 c2 c1 c1 c1 c1
−c3 c3 c3 −c3 c3 c3 −c3 −c3
−c4 c4 −c4 c4 0 0 0 0
0 0 0 0 c4 −c4 c4 −c4
c5 c5 −c5 −c5 c5 −c5 −c5 c5

(5.14)
Where:
c1 =
−ρz∗
4f
, c2 =
ρz∗3
(f2+(f2l2)
4z∗2
)
f 3l2
, c3 =
ρz∗2
4fl
, c4 =
ρz∗2
fl2
, c5 =
ρz∗
4fl
(5.15)
At each time step during execution, features, s(~r(t)) = (u1, u2, u3, u4, v1, v2, v3, v4),
are extracted from the images collected of the target and using Equation 5.6, e(~r(t))
is solved.
Desired camera velocity is then calculated using Equation 5.7. The gain, λ must
be tuned to result in acceptable behavior over a range of conditions because the
dynamics of the arm are dependent on the manipulator’s articulated pose.
For consistency with the framework described in Section 5.1, vc is calculated:
vc = C(s
∗ − s) (5.16)
It should be noted that the gain, λ is not included in this calculation of vc because
it is included in Equation 5.3 inside of the dynamic look-and-move framework.
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Figure 6.1: Serial manipulator constructed from off-the-shelf Dynamixel servos and
brackets
6. Serial Manipulator
A serial manipulator was designed and assembled to support early testing coupled
to a gantry, used as a host platform. This section describes the manipulator and
its controller. A comparison between this manipulator and the parallel manipulator
described in Chapter 8 is provided in Chapter 9.
6.0.1 Arm Description
The arm is assembled from off-the-shelf Dynamixel servo motors and a mixture
of off-the-shelf and custom brackets as shown in Figure 6.1. The Denavit-Hartenberg
parameters that represent the six links of this arm are listed in Table 6.1. This
model is used in Matlab [17] to rapidly develop and test motion controllers without
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Table 6.1: Denavit-Hartenberg parameters for the manipulator
Link θ d a α
Number (rad.) (m) (m) (rad.)
1 0 0 0 −pi/2
2 0 0 L2 0
3 0 0 0 pi/2
4 0 L3 0 −pi/2
5 0 0 0 pi/2
6 0 L4 0 0
Table 6.2: Manipulator link lengths
Meta-Link Length (m) Composed of
L1 0.096 l1 + l2
L2 0.148 l3
L3 0.145 l4 + l5
L4 0.127 l6 + l7
an initial need for a motion capture system and accurate sensors at each joint to
measure ground truth.
A lightweight camera is mounted to the arm’s end-effector to provide an eye-in-
hand visual servoing capability.
The link lengths used in the Denavit-Hartenberg model of the arm are listed in
Table 6.2 and are combinations of the physical lengths of each joint-separated arm
segment as listed in Table 6.3.
Intermediate homogeneous transforms that represent each link are recreated from
the Denavit-Hartenberg parameters generating 6.2 - 6.7.
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Table 6.3: Manipulator physical link properties
Physical Link Length (m) Mass (kg)
l1 0.041 0.072
l2 0.055 0.158
l3 0.148 0.158
l4 0.103 0.072
l5 0.042 0.072
l6 0.072 0.072
l7 0.055 0.045
Tb 0 =

1 0 0 0
0 1 0 0
0 0 1 L1
0 0 0 1

(6.1)
A0 1(θ1) =

cos(θ1) 0 sin(θ1) 0
sin(θ1) 0 − cos(θ1) 0
0 1 0 0
0 0 0 1

(6.2)
A1 2(θ2) =

cos(θ2) − sin(θ2) 0 L2 cos(θ2)
sin(θ2) cos(θ2) 0 L2 sin(θ2)
0 1 1 0
0 0 0 1

(6.3)
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A2 3(θ3) =

cos(θ3) 0 sin(θ3) 0
sin(θ3) 0 − cos(θ3) 0
0 1 0 0
0 0 0 1

(6.4)
A3 4(θ4) =

cos(θ4) 0 − sin(θ4) 0
sin(θ4) 0 cos(θ4) 0
0 −1 0 L3
0 0 0 1

(6.5)
A4 5(θ5) =

cos(θ5) 0 sin(θ5) 0
sin(θ5) 0 − cos(θ5) 0
0 1 0 0
0 0 0 1

(6.6)
A5 6(θ6) =

cos(θ6) sin(θ6) 0 0
sin(θ6) − cos(θ6) 0 0
0 0 1 L4
0 0 0 1

(6.7)
T6 E =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

(6.8)
The use of the tool transform, T6 E, shown in Equation 6.8, serves as an easy
method to accommodate the attachment of different end-effectors such as a gripper
or different camera to the end of the manipulator. The base transform, Tb 0, shown in
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Equation 6.1, describes the pose of the root of the first link in the arm relative to an
arbitrary reference point. For this system, this reference point is set as the geometric
center of the host UAV that is supporting the manipulator.
6.0.2 Forward Kinematics
The position of the end-effector can be described relative to the arm’s base as a
series of transforms:
T = Tb E = T
b
0 A
0
1(θ1) A
1
2(θ2) A
2
3(θ3) A
3
4(θ4) A
4
5(θ5) A
5
6(θ6) T
6
E (6.9)
Where Tb 0 is the fixed base transform from an arbitrarily specified pose such as
the center of a quadrotor to the root link of the arm and T6 E is the fixed transform
from the last link of the arm to the tool tip. An−1 n is the transform from link n− 1
to link n and is driven by the angle of joint n, θn.
6.0.3 Inverse Kinematics
Inverse kinematics calculations are used to identify positions for each joint of the
manipulator, q, that when executed, result in the end-effector reaching a desired pose.
Closed-Form Inverse Kinematics
To directly solve the joint positions for this six DOF manipulator, the arm is split
into two groups of joints, and the angles of these joints are solved sequentially.
The first step in solving for joint angles to achieve a desired tool pose, T , is to
remove the base, Tb 0, and tool, T
6
E, transforms, leaving a desired position for the
arm to achieve at the end of its final link relative to the root of its first link.
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T˜nobase = T
b −1
0 T (6.10)
T˜ = T˜nobase T
6 −1
E (6.11)
The next step is to make use of knowledge of the base-and-tool-free goal end-
effector pose, T˜ , and the transform representing the last links on the arm, A5 6, to
solve for the desired location of the wrist ( T0 W ) relative to the root of the arm’s
first link. Since only the wrist location is of interest, the angle of joint 6, θ6, may
arbitrarily be set to zero for the calculation of A5 6.
T0 W = T˜ A
5
6(0)
−1 (6.12)
The x position of the wrist relative to the root of the arm’s first link is described
by T0 W [1, 4], and the y position is T
0
W [2, 4].
Next, the first joint of the arm, θ1, is solved such that it points to the projection
of the wrist onto the x, y plane of the arm’s base frame.
θ1 = tan
−1
(
T0 W [2, 4]
T0 W [1, 4]
)
(6.13)
Where TA B[n,m] is the value from row n and column m in T
A
B.
Another potentially valid solution for θ1 includes a rotation that is pi radians out
of phase from the value calculated in 6.13.
θ1 = tan
−1
(
T0 W [2, 4]
T0 W [1, 4]
)
− pi (6.14)
In the event that the desired wrist position falls along the arm’s z axis ( T0 W [2, 4] =
0 and T0 W [1, 4] = 0), θ1 may be arbitrarily set to any value that does not violate
joint limits. In this case, θ1 is not moved from its current position.
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Next, θ3 is solved by calculating the x and y components of the distance d between
the first joint and the desired wrist position. Solving the opposite angle, θ3, in this
triangle is performed as illustrated in Figure 6.2.
dx = − T0 W [3, 4] (6.15)
dy =
√
T0 W [1, 4]2 + T0 W [2, 4]2 (6.16)
cos(θ3) =
d2x + d
2
y − L22 − L23
2L2L3
(6.17)
The elbow angle is calculated:
θ3 = tan
−1
(
sin(θ3)
cos(θ3)
)
(6.18)
Where two different configurations are possible (“elbow-up” and “elbow-down”).
For the “elbow-up” pose, sin(θ3) is calculated:
sin(θ3) =
√
1− cos(θ3)2 (6.19)
And for an “elbow down” arm pose, sin(θ3) is calculated:
sin(θ3) = −
√
1− cos(θ3)2 (6.20)
In the event that
√
d2x + d
2
y = L2 +L3, then θ3 = 0. This is a condition where the
arm must be stretched straight out to reach the desired length.
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Figure 6.2: Parameters used while solving the closed-form inverse kinematics for the
serial manipulator
To calculate θ2, the angles φ and ψ are identified.
φ = tan−1
(
dy
dx
)
(6.21)
ψ = tan−1
(
L3 sin(θ3)
L2 + L3 cos(θ3)
)
(6.22)
θ2 = φ− ψ (6.23)
Now that θ1 through θ3 are solved to place the wrist in its desired location, the
final step is to solve for the spherical wrist joints (θ4, θ5, and θ6) using the method
described in [65].
The first step in this process is to identify the transform that represents the
combined joint rotations and link translations from the wrist to the target, T3 T˜ .
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T3 T˜ =

n3x s
3
x a
3
x p
3
x
n3y s
3
y a
3
y p
3
y
n3z s
3
z a
3
z p
3
z
0 0 0 1

= T0 −13 T˜ (6.24)
Where:
T0 3 = A
0
1(θ1) A
1
2(θ2) A
2
3(θ3) (6.25)
a is a unit vector representing the approach of the end-effector to the target, s is
a unit vector in the sliding plane of the end-effector that would be in the direction of
the opening and closing of a gripper’s jaws if present and n is a unit vector that is
normal to a and s such that the coordinate frame (n, s, a) is right-handed. p is the
position vector for the desired end-effector position relative to the wrist.
θ4, θ5, and θ6 are directly calculated from T
3
T˜ :
θ4 = tan
−1
(
a3y
a3x
)
(6.26)
θ5 = tan
−1
(√(a3x)2 + (a3y)2
a3z
)
(6.27)
θ6 = tan
−1
(
s3z
−n3z
)
(6.28)
For values of (0 ≤ θ5 ≤ pi) and:
θ4 = tan
−1
(−a3y
−a3x
)
(6.29)
θ5 = tan
−1
(−√(a3x)2 + (a3y)2
a3z
)
(6.30)
θ6 = tan
−1
(−s3z
n3z
)
(6.31)
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For values of (−pi < θ5 < 0).
Considering that there are two options for θ1, two options for θ3 and two options
for the wrist joint angles (θ4, θ5, θ6), there are up to eight unique solutions that will
place the end-effector in its desired pose relative to the manipulator’s base. A simple
heuristic is used to check if any of these solutions violate joint angle constraints,
removing them from consideration. Additionally, every remaining solution is ranked
by summing the changes to each joint angle from the current arm pose. The solution
requiring the smallest sum of joint angle changes is favored.
Pseudo-Inverse Jacobian Inverse Kinematics
The pseudo-inverse Jacobian is an iterative approach that seeks to minimize the
error between the desired and current end-effector positions, ultimately solving q.
q represents the resulting joint positions for the manipulator to achieve a desired
Cartesian end-effector pose. A Jacobian is an instantaneous velocity mapping from
one coordinate frame to another. Consider the instantaneous velocity of the joints of
a manipulator, the Jacobian transform maps those angular velocities into a Cartesian
velocity in task space. The Jacobian’s inverse may be calculated that maps desired
Cartesian task space velocity into joint angular velocity as shown in Equation 6.33.
Integrating these velocities over time allows one to calculate desired joint angles from
a desired change in end-effector position.
q = qprevious + α× q˙ (6.32)
Where α starts at a value of 1 and is decreased if the solution begins to diverge during
iteration and:
q˙ = J# × [X0 −X] (6.33)
6 Serial Manipulator Page 62
Where [X0 −X] is the six DOF error between the desired and calculated Cartesian
end-effector positions and J# is the pseudo inverse of the manipulator’s Jacobian J :
J# = JT × (J × JT )−1 (6.34)
The pseudo-inverse Jacobian method may be extended for use with redundant
systems through the addition of a weighting strategy that is designed to favor the
motion of certain joints over others. The weighted pseudo-inverse Jacobian is similar
to the pseudo-inverse Jacobian except that q˙ is calculated:
q˙ = W−1J#T (J#W−1J#T )−1[X0 −X] (6.35)
Where W is a weighting matrix that can be tailored to specific applications. Small
weighting values for a joint in W result in that DOF being used to a greater extent
to reach the end-effector target, while large values reduce the use of a given DOF.
A shortcoming of inverse Jacobian based inverse kinematics solvers is that they
treat a non-linear relationship between Cartesian space and joint angle space as linear,
leading to large errors if large step sizes are attempted. To mitigate this shortcoming,
trajectory interpolators are used to break up larger motions into small steps. The cal-
culated joint velocities, q˙, for each of these small Cartesian velocity steps is executed
over a time step, resulting in the calculation of joint angle positions, q.
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Figure 7.1: Evaluation of visual-kinematic partitioning using serial manipulator and
gantry
7. Characterization of Gantry Prototype
With the arm described in Chapter 6 mounted to a test gantry as shown in Figure
7.1, the system was first characterized by moving a target on a linear motion platform
in an approximate sinusoidal motion with increasing frequency over time along the
host’s y axis. The visual servoing system adjusted the position of the gantry and end-
effector along the host’s x, y, and z axes, though the performance characterization was
performed using the system’s y axis, as it was aligned with the axis of target motion
and all three gantry axes are driven by identical motors. One goal of this effort is
to allow the arm to move to compensate for perturbations to the pose of the host.
This is effectively a relative motion between the target and host so target motions
can be treated as perturbations relative to a fixed target similar to host motions. The
dynamics of the target are such that moving the target makes it possible to replicate
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Figure 7.2: System response of isolated arm, y axis
a greater range of frequencies for relative target-host motions than moving the gantry.
Three characterizations were performed. First, the gantry’s gain was set to zero
to allow for the characterization of the arm in isolation. Next, the gantry was char-
acterized in isolation by zeroing out the arm’s gain. It should be noted that only for
this second test, the gantry’s input signal was provided by the camera because the
arm was not moving to provide a signal based on it’s pose. Finally, the combined
system, including the arm and gantry, was characterized together with the gantry
being servoed off of kinematic information from the visually servoed arm.
Figure 7.2 shows the isolated arm’s response to an input motion along the arm’s
y axis, along with pixel error recorded through the camera while tracking the target.
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Figure 7.3: Bode diagram of isolated arm, y axis
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Figure 7.4: System response of isolated gantry, y axis
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Figure 7.5: Bode diagram of isolated gantry, y axis
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Table 7.1: Gantry, serial manipulator and combined system characterization metrics
Metric Gantry Serial Manipulator Combined
Bandwidth (Hz) 0.12 0.06 0.13
Bandwidth(rad/s) 0.75 0.38 0.82
Rise Time (s) 3.01 5.59 2.35
Settle Time (s) 5.16 9.68 4.49
It can be seen that the system’s output phase lag, which is primarily attributed
to latency in image capture and feature extraction, increases with increased input
frequency as shown in the accompanying Bode plot shown in Figure 7.3. Figure 7.4
shows similar data for the gantry in isolation, while Figure 7.5 is the corresponding
Bode plot. It can be seen that the the arm alone has about half the bandwidth of
the gantry alone. Additionally, rise time of the arm is approximately twice that of
the gantry. This is an important consideration for the application of partitioning
where it is desirable for the faster DOFs to be used as sensors for the system’s slower
DOFs. This was not the case for this evaluation, but the partitioning algorithm was
evaluated nonetheless, and the combined system performed better than the individual
components, having a higher bandwidth and lower rise time as shown in Table 7.1
and Figures 7.6 and 7.7. The success of the partitioned control of this combination
of DOFs is attributed to the lack of positioning perturbations to the gantry. Had the
position of the gantry been randomly perturbed, it is expected that the manipulator,
having a lower rise time than the gantry, would not have been able to adequately
compensate.
The data shown in Figure 7.6 show how the visually servoed arm leads the motions
of the gantry and that gantry output attenuates with increased input frequency sooner
than the arm. This is also illustrated in a series of images shown in Figure 7.8. The
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Figure 7.6: System response of combined arm & gantry, y axis
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Figure 7.7: Bode diagram of combined arm & gantry, y axis
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combined system’s overshoot at lower frequencies is attributed to the time it takes
the end-effector to cross through the desired arm pose, Tb† E, while following the
target, resulting in a delayed sign change for the gantry’s input signal and subsequent
reversal of gantry direction. This is compounded by the gantry commanding a faster
rise time than the arm in this scenario.
7.1 Demonstration
The system was demonstrated by having the end-effector servo to a specific pose
relative to a static target placed in front of it. The paths of the gantry and camera in
world coordinates as well as the camera relative to the arm’s base are plotted along
with the goal in world coordinates in Figure 7.9. The motions of the arm seen at the
10 s mark are caused by the arm transitioning between an elbow-up and elbow-down
configuration. Figure 7.10 shows the input signal for the gantry h∆ along with the
resulting gantry position.
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(a) Initial pose (b) Arm leading
(c) Gantry & arm advancing (d) Arm leading return
Figure 7.8: Visually servoed arm motions lead the gantry which is kinematically
servoed off of the arm’s pose
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Figure 7.9: Combined arm-gantry system servoing to a fixed target
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Figure 7.10: Gantry motions based on the difference between desired and measured
host and arm base position, h∆
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Figure 8.1: Model of quadrotor coupled to a six DOF parallel manipulator with
eye-in-hand camera
8. Parallel Manipulator
The construction and evaluation of the partitioning controller using a gantry and
serial link manipulator, as described in Chapter 7, was valuable in that it demon-
strated that the concept to coordinate the host and manipulator using partitioned
visual-kinematic servoing is valid. It also served as a means to learn several lessons
about the practical implementation of such a system. Several shortcomings of the
serial link manipulator were identified when cast in the context of integrating it with
a quadrotor UAV. Specifically, the overall mass of the serial link manipulator is right
at the payload limit for a Pelican quadrotor UAV. Further, the design of the serial
link manipulator, as described in Chapter 6, required the servo motors located at the
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Figure 8.2: Dimensions and angles defining the parallel manipulator (inverted for
clarity)
root of the arm to be strong enough to effectively drive the mass and inertia of each
subsequent link toward the end-effector of the arm, resulting in the necessary selec-
tion of large, heavy motors. These limitations motivated the evaluation of alternate
manipulator designs for MM-UAV, including parallel mechanisms such as Stewart
platforms [63]. A parallel manipulator was designed with six legs attaching the base
to a moving platform. Each leg has one driven revolute joint and two universal joints
(6-RUU) as shown in Figure 8.1. The application of a full six DOF parallel manipu-
lator is novel to this work, though a three DOF delta robot mechanism was described
in [33] for use in aerial contact inspection missions.
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Table 8.1: Physical properties of the parallel manipulator
Symbol Value Description
D1 0.1683 m
Fixed length link connecting
base joint to knee
D2 0.2156 m
Fixed length link connecting
knee to top platform joint
Rb 0.1035 m
Radius from the center of the
base platform to each leg attachment point
Rp 0.0500 m
Radius from the center of the
top platform to each leg attachment point
Mb 270 g
Mass of base assembly, one unit
rigidly fixed to host platform
Mp 40 g
Mass of moving platform with camera
one unit, moves relative to base
M1 12 g
Mass of each moving link connecting
base joint to knee, six units
M2 11 g
Mass of each moving link connecting
knee joint to top platform, six units
Mt 454 g Total mass of manipulator assembly
Mm 184 g Total mass of moving components
8.1 Parallel Manipulator Model
The parallel manipulator as shown in Figure 8.2 is composed of a base, b, a moving
top platform, p and six legs. Each leg, i, is attached to the base by a revolute joint
which rotates to a commanded value of θi around an axis defined by an angle γi that
departs from the leg’s point of attachment to the base at points listed in Table 8.3.
The revolute joint for each leg drives a fixed length link, D1, leading to a universal
joint knee, which is connected to the top platform by another fixed length link, D2,
and another universal joint.
Knowing the radius of the base attachment points, Rb, the coordinates of each
leg’s attachment to the base, in manipulator base coordinates, can be calculated using
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Table 8.2: Angular coordinates of leg attachment points to the base and moving
platform
i 1 2 3 4 5 6
ψbi (radians) 6.0214 0.2618 1.8326 2.3562 3.9270 4.4506
γi (radians) 6.5450 0.7854 2.3562 2.8798 4.4506 4.9742
ψpi (radians) 0.8727 1.2217 2.9671 3.3161 5.0615 5.4105
Table 8.3: Leg attachment positions to the base in manipulator base coordinates
i bxi (m) byi (m) bzi (m)
1 0.1000 −0.0268 0
2 0.1000 0.0268 0
3 −0.0268 0.1000 0
4 −0.0732 0.0732 0
5 −0.0732 −0.0732 0
6 −0.0268 −0.1000 0
Equation 8.1 to generate Table 8.3.
bi = [bxi, byi, bzi]
T = [Rb cos (ψbi), Rb sin (ψbi), 0]
T (8.1)
Likewise, knowing the radius of the top platform attachment points, Rp, the coordi-
nates of each leg’s attachment to the top platform, in top platform coordinates, can
be calculated using Equation 8.2 to generate Table 8.4.
pi = [pxi, pyi, pzi]
T = [Rp cos (ψpi), Rp sin (ψpi), 0]
T (8.2)
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Table 8.4: Leg attachment positions to the moving platform in moving platform
coordinates
i pxi (m) pyi (m) pzi (m)
1 0.0321 −0.0383 0
2 0.0321 0.0383 0
3 0.0171 0.0470 0
4 −0.0492 0.0087 0
5 −0.0492 −0.0087 0
6 0.0171 −0.0470 0
8.2 Parallel Manipulator Inverse Kinematics
The goal of inverse kinematics calculations for this parallel manipulator is to
identify goal angles for each of the six driven revolute joints around the platform’s
base that will drive the top platform to a desired SE(3) pose in the manipulator’s
base coordinates.
Given a goal pose represented by a homogeneous transform, Tb p relative to the
parallel manipulator’s base, the first step is to calculate each leg’s attachment point to
the top platform, pi, translated to it’s goal pose, p
?
i , in manipulator base coordinates
as shown in Equation 8.3.
p?i = pi T
b
p (8.3)
Next, the Euclidean distance, L?i , is calculated for for each leg as the direct distance
between each base attachment point, bi, and desired top platform attachment point,
p?i . L
?
i is a virtual leg of a triangle formed by each leg between the bi, p
?
i and the
knee, m?i .
L?i =
√
(p?xi − bxi)2 + (p?yi − byi)2 + (p?zi − bzi)2 (8.4)
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Finally, the angle of each driven joint, θi, is calculated using Equation 8.5.
θi = arcsin
(
c√
a2 + b2
)
− arctan
(
b
a
)
(8.5)
Where:
a = 2D1(p
?
zi − bzi)
b = 2D1 sin (γi)(p
?
xi − bxi)− cos (γi)(p?yi − byi)
c = L∗2i −D22 +D21
8.3 Parallel Manipulator Design Criteria
Several factors were considered while designing the parallel manipulator mecha-
nism, driven by the device’s intended use. Foremost, it is desirable to fly the manip-
ulator on a Pelican quadrotor, so the manipulator must be light enough to be carried
by this platform, therefore the target weight is less than 0.6 kg. Further, there is a
desire to minimize the moving mass of the system, which is one of the motivations
for using a parallel design that allows all of the motors to be mounted rigidly to the
host UAV’s body, minimizing the impact of manipulator motions on the host UAV.
The resulting system is composed of the items listed in Table 8.1 with a total mass
of 0.454 kg and a moving mass of 0.184 kg.
The shape of the pelican quadrotor provides additional guidance for the layout
of the parallel mechanism. The position of each leg’s root at the base, ψbi, and the
orientation of the axis that each motor rotates around, γi, were selected to ensure
that the manipulator’s legs do not interfere with the quadrotor’s landing legs while
in the stowed or deployed configurations.
Further, there is a desire to be able to fold the mechanism flat against the bottom
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(a) Stowed (b) Transition (c) Deployed
Figure 8.3: The parallel manipulator is designed so that it can stow for takeoff,
translating flight and landing, and deploy for use
of the Pelican quadrotor to facilitate take off and landing from the ground without
special spacers, platforms or retractable landing gear mechanisms. To allow for this,
the relationship between D1 and D2 was calculated such that:
D2 = ||m?i − bi|| (8.6)
Where:
m?i =

m?xi
m?yi
m?zi
 =

D1 cos (θi) sin (γi) + bxi
−D1 cos (θi) cos (γi) + byi
D1 sin (θi) + bzi
 (8.7)
When each θi angle is set to 0.
As a result, the manipulator can stow and deploy for use as captured in the image
sequence shown in Figure 8.3.
Finally, each leg as shown in Figure 8.4 is constructed to be driven by an off-
the-shelf miniature hobby servo [6] capable of providing 0.34 N − m of torque and
a maximum rotational velocity of 7.5 rad/s. The universal joints located at the
knee, m?i and ankle, p
?
i are created by pulling pointed bearing surfaces together using
a spring-tensioned cable that is threaded through the leg assembly. The spring’s
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Figure 8.4: Cutaway view of the tensioner mechanism in each leg. Three axis rotations
at universal joints m?i and p
?
i are enabled by pointed bearing surfaces held together
by a spring-tensioned cable
stretched length varies slightly as these joints are passively driven. Additionally, the
spring mechanism allows the parallel manipulator assembly to temporarily deform
without being damaged in the event of unexpected stress, such as a crash of the
aerial manipulator.
9 Manipulator Comparison Page 83
9. Manipulator Comparison
Of the two fundamentally different manipulator designs described in Chapters 6
and 8, it is necessary to evaluate and compare their characteristics and performance.
Manipulator reachability, static torques generated at specific end-effector poses, sys-
tem dynamic performance, weight and moving mass are all considered and compared.
9.1 Manipulator Weight and Moving Mass
Both the serial and parallel manipulators make use of 6 DOFs, allowing them to
compensate for undesirable SE(3) host UAV motions. To provide such motions, the
motors of the serial manipulator are arranged in such a way that motors closer to
the manipulator’s base are required to move the mass of subsequent motors and links
toward the end-effector resulting in the need for larger motors. The larger motors
produce a total manipulator weight of 0.960 kg and a moving mass of 0.735 kg.
The parallel manipulator, on the other hand, is configured so that the motors work
together to position a relatively light moving platform. This configuration allows for
overall smaller motors that are rigidly attached to the host UAV’s body resulting in
an total weight of 0.454 kg and a moving mass of 0.184 kg.
9.2 Manipulator Reachability
An important design consideration for the manipulator is the reachable workspace.
Recall the precision demonstrated using the Pelican quadrotor using both visual
odometry, listed in Table 4.1, and degraded motion capture data, listed in Table
4.2, indicate a RMS error of approximately 0.075 m in the x and y directions and
0.010 m in the z direction. The design requirement for the manipulator is to be able
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to reach a stationary goal position for the end-effector somewhere between 68.2 % of
the time (1σ threshold) and 95.4 % of the time (2σ goal). Accordingly, the desired
reachable volume has a radius of between 0.075 m and 0.150 m in the x − y direc-
tions and 0.01 m to 0.02 m in the z direction. To design the parallel manipulator
to achieve this reachable workspace, an iterative process was used that varied the
parallel manipulator’s D1 value, while limiting the driven joint angles to the range
(0 ≤ θ ≤ pi/2). The resulting manipulator configuration can achieve the satisfactory
reachable workspace illustrated in Figure 9.1. The reachable workspace for the serial
manipulator is shown in Figure 9.2.
To generate models of the reachable workspace, a sparse array of end-effector
positions and orientations were attempted using a simulated model of the parallel
manipulator as described in Algorithm 2. Additional analysis was performed on
the reachable workspace map to identify the geometric center, which is used as the
goal position for the kinematic portion of the partitioned controller, as described in
Chapter 3. To perform this calculation, the position of cells that were reachable for
all orientations were summed and then divided by the number of such cells. The
resulting workspace center for the as-built parallel manipulator is Tb† E = [0 0 0.211]
m.
The reachable workspace of the serial manipulator that was described in Chapter
6 was calculated using the same algorithm. Despite the manipulator being larger and
heavier, its workspace is limited compared to the parallel manipulator. The workspace
can be seen in Figure 9.2 and has a center of Tb† E = [0.31 0 − 0.25] m. Note that
the reachable area is shifted forward (+x direction). This is due to the camera being
mounted to point away from the final joint of the arm and that the desired camera
orientation is in the +x direction in the manipulator’s base frame. Unfortunately, this
also means that the serial manipulator is producing a pitching torque, as described
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(a) Top (b) Isometric
(c) Side (d) Front
Figure 9.1: Reachable poses of the parallel manipulator. The colors represent the
proportion of successes to attempts for reaching a goal orientation in each cell.
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Data: manipulatorModel
Data: xmin, xstep, xmax
Data: ymin, ystep, ymax
Data: zmin, zstep, zmax
Data: rollmin, rollstep, rollmax
Data: pitchmin, pitchstep, pitchmax
Data: yawmin, yawstep, yawmax
Result: reachableMap
foreach x in xmin:xstep:xmax do
foreach y in ymin:ystep:ymax do
foreach z in zmin:zstep:zmax do
foreach roll in rollmin:rollstep:rollmax do
foreach pitch in pitchmin:pitchstep:pitchmax do
foreach yaw in yawmin:yawstep:yawmax do
if valid(IK(x y z roll pitch yaw)) then
reachableMap(x, y, z)++
end
end
end
end
end
end
end
reachableMap ← reachableMap / max(reachableMap)
Algorithm 2: Reachable workspace evaluation algorithm
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(a) Top (b) Isometric
(c) Side (d) Front
Figure 9.2: Reachable poses of the serial manipulator. The colors represent the
proportion of successes to attempts for reaching a goal orientation in each cell.
in Section 9.3, while in its desired pose, detracting from its utility.
9.3 Manipulator Static Torques
The model of a quadrotor UAV described in Appendix B shows how rolling, Equa-
tion B.3, and pitching, Equation B.4, torque calculations are dependent on knowledge
of the distance from the the system’s center of gravity to each rotor. Treating the
MM-UAV quasi-statically, different positions of the manipulator result in variations
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Figure 9.3: Static manipulator torques for end-effector poses in the plane specified
by the z component of Tb† E for each manipulator
in the location of the system’s center of gravity. The calculation of the center of
gravity depends on the mass of the quadrotor itself plus the mass distribution of
the manipulator in a given pose. To compare the contribution of manipulator poses
while abstracting away specifics of the quadrotor, the manipulators are compared by
calculating the static torque generated at the manipulator’s base for a given desired
pose. Static torques τm are iteratively calculated over the arm’s reachable workspace
using Equation 9.1.
τm(q) =
6∑
n=1
Tb n(q) T
n
CGnmng (9.1)
Where Tb n(q) is the transform from the arm’s base to the end of link n given joint
configuration q, Tn CGn is the transform from the end of link n to link n’s center of
gravity, mn is the mass of link n and g is the acceleration due to gravity.
An end-effector orientation that is aligned with the host’s x (forward) axis is main-
tained through these calculations based on the assumption that there is a preferred
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end-effector to target orientation and that vehicle motions should be used to help the
end-effector stay within a narrow range of this orientation.
Slices of the calculated static torques for end-effector poses in the plane speci-
fied by the z component of Tb† E for each manipulator are shown in Figure 9.3. The
discontinuity in the torque map shown in Figure 9.3(b) is due to a change on the
arm’s kinematic configuration, for example, from elbow-up to elbow-down, in order
to transition between two end-effector poses on opposite sides of the discontinuity.
The color scales are relative to each plot, but it can be seen that the parallel ma-
nipulator introduces torques that are a magnitude smaller than those from the serial
manipulator due to the very low moving mass of the parallel manipulator design.
9.4 Manipulator System Characterization
A system characterization was performed on both the serial and parallel manip-
ulators, each equipped with a camera. The camera was not used to servo the arms
for this test, rather they were commanded with computer generated position updates
that followed a sinusoidal pattern over time with increasing frequency. Bode plots
that resulted from this characterization are shown in Figures 9.4 and 9.5 for the serial
manipulator and Figures 9.6 and 9.7 for the parallel manipulator. It can be seen
in Table 9.1 that both manipulators perform similarly and both are faster than the
Pelican quadrotor as described in Section 4.4, making either arm suitable for pairing
up with the Pelican, though the parallel manipulator’s substantially lighter weight
and smaller impact on the system’s overall center of gravity make it the preferred
choice for integration.
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Figure 9.4: Bode diagram of serial manipulator for motions close to Tb† E in the x
and y directions
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Figure 9.5: Bode diagram of serial manipulator for motions close to Tb† E in the z
direction
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Figure 9.6: Bode diagram of parallel manipulator for motions close to Tb† E in the x
and y directions
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Figure 9.7: Bode diagram of parallel manipulator for motions close to Tb† E in the z
direction
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Table 9.1: System characterization metrics for motions along each axis of the parallel,
P, and serial, S, manipulators
Metric P x P y P z S x S y S z
Bandwidth (Hz) 0.66 0.67 0.69 0.63 0.42 0.45
Bandwidth(rad/s) 4.17 4.24 4.36 3.96 2.69 2.84
Rise Time (s) 0.64 0.65 0.68 0.53 0.78 0.65
Settle Time (s) 3.36 3.39 3.67 4.54 4.94 5.92
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Figure 10.1: Flight test of Pelican quadrotor with parallel manipulator positioning
its camera relative to a fixed target
10. Test and Evaluation
Several experiments were conducted to evaluate the performance of the parallel
manipulator equipped quadrotor in maintaining an end-effector pose relative to fixed
targets. For these experiments, the custom parallel manipulator described in Chapter
8 was mounted to a Pelican quadrotor host vehicle. The moving platform of the
parallel manipulator was outfitted with a Point Gray Firefly MV [9] camera fit with
a 2.4 mm focal length lens to provide input for the eye-in-hand image based visual
servoing controller that is responsible for positioning the manipulator relative to the
target. Two sets of experiments were conducted. The first set included an evaluation
of just the ability for the visual servoing system to maintain a pose relative to a
fixed target despite perturbations to the host quadrotor. These perturbations were
10 Test and Evaluation Page 96
Table 10.1: RMS Errors of the Camera while tracking a fixed target with and without
cross-wind in the −y direction
Direction RMSE (m) RMSE (m)
Camera, Still Air Camera, Wind
x 0.010 0.022
y 0.019 0.029
z 0.005 0.013
introduced by imperfections in the way a human pilot positioned the host UAV, and
also in the form of wind generated by an industrial fan positioned to the side of the
UAV. The second set of experiments made use of the partitioning algorithm to allow
differences between the manipulator’s current and desired position to be reduced by
automatically controlling the host UAV’s velocity.
10.1 Evaluation of Visual Servoing to Compensate for Host Perturbations
One application of the physical system is to use the visually servoed parallel
manipulator as a means to compensate for perturbations in the position of an in-
dependently controlled host UAV. For this evaluation, the host UAV is commanded
to maintain a pose relative to a fixed target that is used for visual servoing. Two
experiments were run, one with still air conditions, and one with a cross wind of 6
m/s. The host UAV was manually flown by a safety pilot aided by the controller
described in Chapter 4.
The RMS errors of the camera as shown in Table 10.1 provide a model for how
precisely an end-effector can be placed relative to a target using this system with and
without wind perturbations. The position of the safety pilot controlled host UAV
along with the position of the camera and target can be seen in Figures 10.2 and
10.3. From these plots, and the data shown in Table 10.1, it can be seen that the
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Figure 10.2: Position of the quadrotor (host) and camera relative to a fixed target,
tested without cross wind
camera can be positioned more precisely than the positioning precision of the host
UAV. These values can be compared with the characteristics of a manipulator such
as the one described in Section A.1 as well as the size of the object to be manipulated
to identify the likelihood of being able to successfully grasp the object, even when
the host platform is not being precisely controlled.
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Figure 10.3: Position of the quadrotor (host) and camera relative to a fixed target,
tested with cross wind blowing toward the −y direction
10.2 Evaluation of Paritioning Controller to Coordinate Host and Ma-
nipulator Motions
The partitioned visual-kinematic servoing algorithm described in Section 3.1 was
implemented using a Pelican quadrotor hosting the parallel manipulator described
in Chapter 8. The center of the manipulator’s reachable workspace as described in
Section 9.2 was used as the manipulator’s goal position, Tb† E.
During this experiment, the host quadrotor was flown manually to a position close
to a fixed target when the parallel manipulator was deployed from the host. Until
the 86 s mark, the camera’s position remained fixed relative to the host UAV. At 86
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Figure 10.4: System tracking stationary target with cross wind
10 Test and Evaluation Page 100
85 90 95 100 105 110 115 120
0
0.2
0.4
X 
Po
si
tio
n 
(m
)
Host and Camera Positions w.r.t Target
 
 
85 90 95 100 105 110 115 120
−0.2
0
0.2
Y 
Po
si
tio
n 
(m
)
85 90 95 100 105 110 115 120
0.9
1
1.1
1.2
1.3
Z 
Po
si
tio
n 
(m
)
time (s)
Camera Goal Host Camera
Figure 10.5: Position of the camera as it visually servos relative to the fixed target
and quadrotor (host) as it servos based on the kinematic pose of the manipulator
s into the flight the partitioned visual-kinematic servoing controllers were activated.
At this time, Figure 10.5 shows that the y position of the vehicle is approximately
0.2 m to the left of the goal position (+y direction), while the manipulator begins
reaching toward its goal position relative to the target.
Figure 10.6 shows the error signal, which is the pose difference between the goal
and observed positions for the end-effector with regard to the host UAV’s body. It can
be seen that the error signal for the y direction grows to a negative value at 86 s, which
serves to drive the host UAV to the right (−y direction). At approximately 91 s, the
end-effector mounted camera reaches its goal position in the y direction but it can be
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Figure 10.6: Quadrotor (host) position compared with input signal derived from
manipulator position
seen that the host UAV is still not positioned in such a way that the end-effector is
in its goal location relative to the host UAV’s body. The error signal persists because
of this difference between Tb E and T
b†
E, causing the host UAV to continue moving
in the −y direction until approximately 97 s when it can be seen that both the end-
effector and host UAV remain close to their goal positions relative to the target for
the remainder of the test. Some variation is observed, particularly in the host UAV’s
position due to limited positioning precision available while the end-effector position
maintains a tighter adherence to the camera’s goal pose, driven by the image based
visual servoing algorithm. The z position of the vehicle is intentionally set to a be
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Figure 10.7: 3D visualization of camera position as it visually servos relative to the
fixed target and quadrotor (host) as it servos based on the kinematic pose of the
manipulator
higher than the camera’s goal position, while the goal positions for the host UAV and
end-effector mounted camera align in the x and y directions. Figure 10.7 shows the
same position information but as a three dimensional plot of positions and provides
a sense of the relative position distributions of the host UAV, end-effector mounted
camera and target over the experimental period.
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11. Conclusions
Several conclusions are drawn from the material presented in this thesis. Analysis
shown in Chapters 3 and 4 show that in the absence of pristine motion capture ref-
erence data, UAV positioning precision is so poor that grippers mounted directly to
UAVs must either be unacceptably large or subject very low probabilities of success-
fully grasping simple objects. The use of six DOF parallel manipulators described
in Chapter 8, coupled with partitioned control algorithms as described in Chapter 3
allow for the system to perform end-effector positioning tasks despite perturbations
to the host UAV position with a high degree of precision as demonstrated in Chapter
10. The characteristics of a manipulator to support these high precision end-effector
placement tasks are described in Chapter 9 and include the necessity for the manipu-
lator to possess faster dynamics than those of the host UAV in addition to low overall
weight and minimal moving mass. The integration of a manipulator with an aerial
platform is further facilitated by considering manipulator configurations that allow
for easy take off, landing and forward flight as well as resistance to crash damage as
described in Chapter 8.
11.1 Summary of Contributions
This thesis has presented contributions that further the state of the art for aerial
manipulation. Specifically, a framework for manipulator design was described that
seeks to use the six DOF manipulator and its agility as a means to mitigate position-
ing errors of the host UAV. A control paradigm for the resulting redundant mobile
manipulation system is described in Chapter 3 that allows the end-effector to be
guided to a target using end-effector mounted sensors on a floating base manipulator,
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rejecting host UAV motions as perturbations, while guiding the motions of the host
UAV to help return the end-effector to a pose where it minimally perturbs the host
UAV’s equilibrium and is poised to move to reject further host motions. A parallel
manipulator was described in Chapter 8 that is well suited to the aerial manipula-
tion problem because its motors are scaled to move a relatively small end-effector
mass rather than a series of downstream motors. Further, the manipulator’s motors
are rigidly mounted to the host UAV’s body, providing very small perturbations to
the system’s center of gravity while performing manipulations. Chapter 7 provided
a demonstration of the partitioned visual-kinematic servoing controller before flight
tests, providing an environment where the algorithm could be evaluated and refined
without the monetary or schedule costs of debugging on flight vehicles. Finally, Chap-
ter 10 showed that the system as a whole, including the visual-kinematic partitioned
controller and parallel manipulator, works as intended during flight evaluations, val-
idating the approach.
11.2 Future Work
Aerial manipulation is an exciting and rapidly progressing field. The application
of manipulating UAVs to truly useful tasks such as handling materials associated with
industrial, civil, military or disaster response operations will soon be realized. While
progress is constantly being made, more work must be performed before this vision
may be realized. The parallel manipulator described in this work will serve as an
excellent platform for further research, but it will benefit from design improvements
such as increased rigidity and strength to make it more suitable for carrying grippers
and performing interaction tasks such as peg-in-hole insertion, drilling and even hatch
opening. Additionally, the visual servoing controller used for end-effector placement
can be improved through the use of a larger set visual features and the fusion of higher
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rate inertial measurements to further improve positioning precision without contrived
targets. Additional sensing modalities including radiation and acoustic may also be
employed to provide precision measurements of non-visual environments. Overall,
the contributions made by this and other recent works will lead to the use of aerial
manipulation systems in ways that have not yet been imagined.
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Appendix A. Gripper
A hand was designed and constructed to be paired with UAVs such as the Asctec
Pelican to create aerial manipulation systems. This hand is a custom designed under-
actuated gripper with two degrees of freedom and one degree of actuation. A single
Dynamixel servo motor controls the opening and closing of the fingers, while a spring
mechanism allows the fingers to passively conform around convex objects. This is
accomplished by allowing the finger tips to close inward after the knuckle joints have
collided with the grasped object. A mechanical stop prevents the fingers from opening
wider than a parallel jaw configuration making the hand suitable for performing pinch
and caging grasps as shown in Figure A.1.
(a) Jaws open (b) Pinching grasp (c) Caging grasp
Figure A.1: Passively compliant under-actuated gripper
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Figure B.1: Notional MM-UAV configuration including an off the shelf UAV and
camera-equipped six DOF manipulator
Appendix B. Quadrotor Model
This thesis focuses on the execution of camera positioning tasks in near-hover con-
ditions. Accordingly, certain aerodynamics affects such as ground effect are not con-
sidered in the dynamic modeling of the quadrotor. These affects along with impacts
from the static and dynamic motions of the manipulator are treated as disturbances
to the quadrotor in near-hover conditions.
The dynamics of a quad-rotor can be described in body-fixed coordinates. The
upward thrust T of each rotor i (labeled in Figure B.1) can be described as an upward
vector.
Ti = bn
2
i , i = 1, 2, 3, 4 (B.1)
Where b is the lift constant and depends on the density of the air as well as
characteristics of the rotor blade.
The translation of the quadrotor (u) in world coordinates (0) is then:
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mυ˙ =
 00
mg
− R0 u
00
T
 (B.2)
Where m is the mass of the quadrotor, g is the acceleration due to gravity, T =
T1 +T2 +T3 +T4 is the combined thrust from each rotor and υ is the vehicle’s velocity
in the world coordinate frame.
The quadrotor is controlled by modulating torques on the vehicle’s body through
the differentiation of thrusts from different rotors. Rolling torque τx is given by:
τx = d4T4 − d2T2 = b(d4n24 − d2n22) (B.3)
Where di is the distance from the i
th rotor to the system’s center of mass. The
center of mass moves with motions of the manipulator arm. Likewise, pitching torque
τy is:
τy = d1T1 − d3T3 = b(d1n21 − d3n23) (B.4)
Yaw control is possible because an aerodynamic drag, Qi, acts against the rotation
of each rotor.
Qi = kn
2
i (B.5)
Where k depends on characteristics of the rotor and air density. Accounting for
the torques from each rotor, a yaw torque (τz) is:
τz = Q1 −Q2 +Q3 −Q4 = k(n21 − n22 + n23 − n24) (B.6)
Euler’s equation of motion provides the rotational acceleration of the system:
Jω˙ = −ω × Jω +
τxτy
τz
 (B.7)
Where J is a 3x3 inertia matrix of the combined quadrotor-manipulator system
and ω is angular velocity.
Combining Equations B.2 and B.7, the forces and moments on the quadrotor-
manipulator system are:
T
τx
τy
τz
 = A

n21
n22
n23
n24
 =

−b −b −b −b
0 −d2b 0 d4b
d1b 0 −d3b 0
k −k k −k


n21
n22
n23
n24
 (B.8)
Inverting A allows speeds for each rotor to be calculated to provide an appropriate
thrust and moment on the system.
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
n21
n22
n23
n24
 = A−1

T
τx
τy
τz
 (B.9)
For the sake of maintaining stable hover, thrust (T ) is set to offset the mass of
the system with no moment (τx = τy = τz = 0). Rotor velocities are calculated
to offset motions of the center of mass and torques applied to the quadrotor due to
manipulator motions.
Quadrotors similar to the Ascending Technologies Pelican [1] are the target plat-
form for this MM-UAV work because they are readily available and have a high lift
capacity of up to 1 kg depending on configuration. This provides a target weight
budget for the design of a flight-worthy arm as described in Chapter 8.
A controller is used to regulate motor speed on the quadrotor to provide stability
control as described in Chapter 4 and the motions of the manipulator are rejected as
perturbations.

