Researchers often study outcome variables that correspond to the time until an event occurred (or "failed"), otherwise known as "survival data." For political science survival data, one's ability to record an event as having failed at a given point in time is frequently prone to measurement error. Within studies of civil war duration, for example, event failures are imperfectly identified according to a crude cutoff criteria, ensuring that some civil wars that are coded as terminated (i.e., as non-right censored ) persist beyond their recorded failure. Inaccurately recorded event failures of this sort are in actuality right censored events: the researcher should only conclude that the observation lasted up until the recorded failure time. Concluding instead that the observation terminated at that point in time is problematic as there is a non-zero probability that the observation persisted past that point. Moreover, if heterogeneity exists among these imperfect codings of event failures, then survival models will yield biased estimates of parameter effects. To address this problem we develop a new split population survival estimator that explicitly models the misclassification probability of failure (vs. right censored) events. After deriving this model, and an associated R package, we use Bayesian estimation via a slice sampling algorithm to evaluate its performance within both (i) simulated data and (ii) several published political science applications. We find that our proposed "misclassified failure" survival model allows researchers to accurately account for the process of "inflation" in failure-events that is described above.
Introduction
A remarkable amount of innovation has occurred within the study of survival (i.e., duration) models and related processes over the past several decades. One arena of political methodology insight in this regard relates to survival model extensions that seek to disentangle mixtures of multiple survival data processes. Box-Steffensmeier, De Boef and Joyce (2007) , for example, introduce a survival model that separately accounts for withinobservation heterogeneity arising from both event dependence and heterogeneity in repeated event processes; whereas Metzger and Jones (2016) introduce political scientists to a class of multi-state survival estimators that allow researchers to model distinct within-observation survival phases. 1 Others have extended the applicability of a class of split-population survival models known as cure models-which account for a type of "inflation" in one's nonfailure survival cases that arises from the presence of observations that are effectively cured from ever experiencing an event failure of interest-for the study of Political Science (Box-Steffensmeier and Zorn, 1999; Svolik, 2008; Ward, 2014, 2016) ; and with respect to the availability of corresponding open source software (Beger et al., 2017) .
In this paper we contend that a reverse split-population survival process can also commonly arise within social science survival data. That is, survival data can often over-report events as having failed, such that some observations' true censored values are misclassified as failed. This leads to an inflation of failure events, whereas the cure model mentioned above instead accounts for inflation only within non-failure cases. Inaccurately recorded event failures of the former variety are in actuality right censored events: the researcher should only conclude that the observation lasted up until the recorded failure time. Concluding instead that the observation terminated at that point in time is problematic as there is a non-zero probability that the observation persisted past that point. There are several social science scenarios where (a subset of) recorded failure events may actually persist be-yond their recorded failure time in this manner, leading to misclassification (i.e., inflation) in event failures. We discuss several such cases immediately below.
In many Political Science applications, one's events of interest often do not have clearly observable end-points (i.e., "failures"). When this is the case, the researcher must establish a threshold criteria to determine whether (and when) a duration observation (or some subset of observations) failed. Often the strategy is to choose a failure-threshold that, if anything, underestimates the length of one's actual event. The implicit reasoning for this is that it is better to be conservative and ensure that coded events end before they truly do than it is to code events as incorrectly persisting beyond their true failures. As an example, consider research on civil war duration. Here, researchers typically analyze the durations of rebel-government conflicts, but record civil war end dates ("failures") for specific conflicts based upon 24-month spells with fewer than 25 battle-deaths per year (e.g., Balch-Lindsay and Enterline 2000; Buhaug, Gates and Lujala 2009; Thyne 2012) . This threshold is overly conservative, especially for lower-intensity civil wars in remote or poor information environments that persist indefinitely with little actual fighting. 2 We illustrate the consequences of these coding errors in the "Conservative Failure Threshold" subfigure below. Here, some cases persist beyond the window of time under analysis, and hence are accurately recorded as censored, whereas one remaining case is accurately recorded as failed. However, an additional subset of recorded failures in this subfigure persists beyond their recorded failure time, due to researchers' overly conservative thresholds for determining failures. Treating the latter cases as failures within survival analyses can lead to bias, especially if covariates of interest happen to be correlated with an observation's likelihood of misclassification of failure-as demonstrated in the sections further below.
Misclassified failure events can also arise in survival data due to a variety of other coding or reporting processes. For example, within long-range historical analyses, studies of the Obs. 5
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Observed Duration Unobserved Duration durations of ancient civilizations or political processes therein (e.g., Cioffi-Revilla and Lai, 1995; Cioffi-Revilla and Landman, 1999) typically do not have data on the precise time-point of a given failure event due to the sands of time. Instead, researchers must make do with the best available proxy for such a failure event, often using the last known historical record (e.g., artifact or carbon dating) of an ancient civilization or social activity. In these cases, one's resultant survival data corresponds to the "Last Observance Treated as Failure" subfigure above: each observation's recorded failure time is an underestimate of that observation's true life-span, in that a researcher knows with certainty that that observation lasted at least up until that point, but there is a strong likelihood that it persisted for some amount of time past that recorded failure. To the extent that these underestimates of duration are non-random, and are correlated in their severity with commonly studied covariates (e.g., environmental or geographic conditions), bias will again arise in survival estimates of these phenomenon.
Finally, political actors often self-report their duration of (non)engagement in a given activity (e.g., political participation, compliance with a given law, or political donations), and these reports are often leveraged within survival analyses (e.g., Cress, McPherson and Rotolo, 1997; Box-Steffensmeier, Radcliffe and Bartels, 2005; Linos, 2007) . For a subset of these cases, some actors may have strategic reasons to under-report their duration of (non)engagement.
Here again then, the recorded failures in one's survival data can exhibit misclassification, potentially in the manners depicted in either subfigure in Figure 1 .
To address the methodological challenges associated with misclassified failures, we develop a a parametric misclassified failure split population survival model that explicitly accounts for the potential that an unknown subset of failure events actually "lived on" beyond a researcher's recorded failure times for those observations. In a similar fashion to the cure survival model, our proposed model does so by estimating a system of two equations. The first can be characterized as a "splitting" equation that allows one to estimate the probability of a case being recorded as a misclassified failure, with or without covariates. The duration of interest t is thus assumed to have a probability density function (PDF) of
where T is an observation's duration of time until experiencing the event or censoring. The cumulative distribution function (CDF) for the probability of the event on or before t is accordingly Pr
With this PDF and CDF, the hazard of an event at t given that the event has not occurred prior to that point is h(t) = f (t) S(t) . We next use these probability statements to define the (log) likelihood for a general parametric survival model.
To this end, note that uncensored observations ( C i = 1) provide information on both the hazard of an event, and the survival of individuals prior to that event, whereas censored observations ( C i = 0) only provide information on an observation having survived at least until time T i . Combining each set of observations' respective contributions to the density and survival functions, the likelihood and the log-likelihood function(s) of the standard parametric survival model are respectively,
where X i are p1-dimensional covariates and β is the corresponding parameter vector in R p 1 .
We build on this standard survival model to account for asymmetric misclassification arising within one's censored and failure observations to develop our MF model. To do so, we focus on situations where censored cases are misclassified as failed observations, in which case one's observed censoring indicator C i accurately records all censored cases (∀( C i = 0) : (C i = 0)) but mis-records some subset of non-censored failure outcomes as censored (∃ ( C i = 1) : (C i = 0)). Drawing on Box-Steffensmeier and Zorn's (1999) notation in their review of the cure survival model, we define a corresponding probability of misclassification as α i = Pr( C i = 1|C i = 0). This implies that the unconditional density is defined by the combination of an observation's misclassification probability and its probability of experiencing an actual failure conditional on not being misclassified:
with the corresponding unconditional survival function of
where α i can be estimated via a binary response function such as probit, complementary log-log, or logit and is thus defined for the logit case as:
where Z i are p2-dimensional covariates and γ is the corresponding parameter vector in R p 2 .
Combining each set of observation's respective contributions to the density and survival functions, and given the expression for α i in (5), the log-likelihood function of the general paramteric split population model with misclassified failure cases (without time-varying covariates) is
We next extend our MF model developed above and the model's log-likelihood in (6) to account for time varying covariates. To do so, we re-define our survival data with unique "entry time" duration t0 and "exit time" duration t for each period at which an observation is observed. As such, t0 ij denotes observation i's elapsed time since inception until the beginning of time period j and t ij denotes the elapsed time since that observation's inception until the end of period j. An observation's status at time t ij is then coded as censored (C ij = 0) or as having failed or "ended" (C ij = 1) at time t ij . For t, the PDF (f (t)), CDF (F (t)), probability of survival (S(t)), and hazard of an event (h(t)) remain as defined above.
However, we must now also define the probability of survival up until period j, as
where F (t0) = t0 0 f (t0). With S(t0) defined, we extend the general parametric survival model's log-likelihood defined in equation (2) to accommodate time varying covariates X ij and associated parameter vectors of β by conditioning an observation's hazard and survival probability for time t upon its probability of survival until t0:
As described in the Supplemental Appendix, we use the steps described in equations (3) to (6) and extend the log-likelihood function in (8) to define the log-likelihood function of the parametric MF model with time varying covariates as:
where
1+exp(Z ij γ) can be accordingly estimated via a logit CDF, or alternatively via a probit or a complimentary log-log CDF. Thus, as shown in the log-likelihood in (9), the MF model with time-varying covariates accounts for the probability of misclassification via α ij since the observed event failures may include latent misclassified failure cases and the influence of covariates on the hazard of the event of interest. Note that the general properties of the standard cure model also -as presented in Box-Steffensmeier and Zorn (1999, 5) 
Misclassified Failure Weibull Model
Suppose that the survival time t has a Weibull distribution of W (t ij |ρ, X ij , β). The corresponding density function and survival function in this case are as follows:
In the Supplemental Appendix, we follow the steps in equations (3) to (6) and use the parametric time-varying MF model's log-likelihood function in (9) to develop the log-likelihood function of the MF Weibull model with time-varying covariates, which is given by:
The model's log-likelihood in (11) thus accounts for the probability of misclassification and covariates that influence the survival of the event of interest given by a Weibull distribution.
While the MF Weibull model with time-varying covariates can be estimated by maximum likelihood using, for example, BFGS, 3 we estimate this model via the MCMC algorithm employed for Bayesian inference. We adopt the Bayesian estimation framework due to its flexibility and the fact that it makes use of all available information and produces clear and direct inferences. We thus label our model as the Bayesian MF Weibull model given the use of MCMC estimation. To conduct Bayesian inference, we need to assign a prior for each of the MF Weibull model's three parameters -ρ, β, and γ -and then define the conditional posterior distribution of these parameters. Following standard practice, we assign the multivariate Normal prior to β = {β 1 , ..., β p 1 } and γ = {γ 1 , ..., γ p 2 }, and the Gamma prior for ρ with shape and scale parameters a ρ and b ρ :
where a ρ , b ρ , S β , ν β , S γ , ν γ are the hyperparameters. Note that we use hierarchical Bayesian modeling to estimate Σ β and Σ γ using the Inverse-Wishart (IW) distribution. Given these prior specifications and the hyperparameters, the conditional posterior distributions for ρ, β, and γ parameters in the Bayesian MF Weibull model (with time-varying covariates) are
where P (C, X, Z, t, t0, β, γ, ρ) is the likelihood that can be obtained using the log-likelihood in equation (11), and P (ρ|a ρ , b ρ ), P (β|Σ β ), and P (γ|Σ γ ) are the priors in equation (12).
We next describe the sampling scheme used for our Bayesian inference. Because closed forms for the posterior distributions of ρ, β, and γ are not available, we use MCMC methods with the following slice sampling (Neal, 2003) update scheme,
•
Step 0. Choose initial value of β, γ, and ρ and set i = 0.
• Step 1. Update Σ β ∼ P (Σ β |β) and Σ γ ∼ P (Σ γ |γ) from conjugate posteriors. The closed form of the full conditional distributions for Σ β and Σ γ are derived in the Supplemental Appendix.
and ρ ∼ P (ρ|C, X, Z, t, t0, β, γ, a ρ , b ρ ) using slice sampling. We use the univariate slice sampler with stepout and shrinkage (Neal, 2003) . Detailed steps to perform slice sampling for β, γ, and ρ are described in the Supplemental Appendix.
• Step 3. Repeat Step 1 and Step 2 until the chain converges.
• Step 4. After N iterations, summarize the parameter estimates using posterior samples (via, e.g., credible intervals or posterior means).
Monte Carlos
We conduct 11 Monte Carlo (MC) experiments to assess the relative performance of the survival models discussed above. where N = 1, 000, N = 1, 500, or N = 2, 000. Experiments 3-4 instead assess the performance of maximum likelihood estimated (via BFGS) Weibull and MF Weibull models for the same non-MF Weibull (Experiment 3) and MF Weibull (Experiment 4) simulated outcome variables; again for N = 1, 000, N = 1, 500, and N = 2, 000. Experiments 5-8 simulate an exponentially distributed 4 outcome variable (Experiments 5 and 7), or a MF exponential outcome variable (Experiments 6 and 8), and compare the relative performance of (i)
Bayesian Weibull, MF exponential, and MF Weibull models (Experiments 5-6) or (ii) BFGS exponential, Weibull, MF exponential and MF Weibull models (Experiments 7-8). As above,
Experiments 5-8 evaluate all models considered under conditions of N = 1, 000, N = 1, 500, and N = 2, 000. Finally, Experiments 9-11 return to our Bayesian Weibull and Bayesian MF Weibull models and compare these two estimators under instances of increasingly larger MF rates; again for our three N 's of interest.
For all experiments, we set sims = 500 and assign our survival stage covariates (x) as
Experiments 2, 4, 6, 8, and 9-11) then add a moderate level of misclassified failure cases (α = 5%) within the resultant survival outcome variable (Experiments 2, 4, 6, and 8), or add MF rates of 8%, 12%, and 15% (Experiments 9, 10, and 11, respectively). To generate our MF rates in Experiments 2, 4, 6, 8, and 9-11, we define a set of misclassification stage covariates z = (1, z 1 , z 2 ) ,where z 1 = ln(U nif orm[0, 100]) and z 2 ≡ x 1 . Parameter values are assigned as (β 1 , β 2 ) = (1, 3.5) for our survival-stage predictors (Experiments 1-11). Our misclassification stage parameters are defined as (γ 1 , γ 2 , γ 3 ) = (−2, 3, 3) (Experiments 2, 4, 6, and 8), or as (γ 1 , γ 2 , γ 3 ) = (2, 1, 4) (Experiment 9), (γ 1 , γ 2 , γ 3 ) = (−3, 2, 5) (Experiment 10), or (γ 1 , γ 2 , γ 3 ) = (4.5, −1, 5) (Experiment 11 at the onset of civil wars are associated with longer civil conflicts.
To statistically assess these theoretical predictions, Buhaug et al use country-level survival data measuring the duration of civil conflicts A second issue is the possibility that different sources may record distinct dates for civil war termination even though they use the same criterion (e.g., battle-death numbers threshold) to code the "end" of civil wars. For instance, the UCDP Conflict Termination Dataset (Kreutz, 2010) Government and Nagaland's rebel groups during the 1990s did not "end" in 1997 but rather persisted into the first decade of the twenty-first century (Shimray 2001 Table 3 , we estimate a standard Weibull hazard model first via MLE (whose coefficient estimates are reported in Model 1) and then via Bayesian MCMC (whose posterior mean estimates are presented in Model 2) to assess the aforementioned specification. Models 3-6 in We thus first report a baseline Bayesian MF Weibull specification in Model 3 of Table   3 . Table 3 repeats the survival stage specification outlined above, but adds a set of theoretically-identified covariates to the MF model's misclassification stage. Here, we first include GDP capita at onset (ln) since conflict-afflicted countries with higher levels of economic development may have greater media attention with respect to civil war coverage (Collier 2003 , Puddephatt 2006 . This improves the accuracy of information about civil war termination dates as per the UCDP battle deaths criterion, which reduces the probability of misclassification failure. Next, we include distance to capital (ln) as information about battle related fatalities (needed to code civil war termination) tends to be inaccurate in civil conflicts fought in remote geographic areas that are far away from the capital city (Puddephatt 2006 ). This covariate is thus likely to be positive in the misclassification stage. We also incorporate conflict at border as researchers argue that governments in civil war-affected countries tend to misrepresent information about battle-related deaths in civil conflicts in their state's border regions to demonstrate that government forces are "winning" the civil war Gates 2002, Lischer 2015) . Conflict at border is hence likely to be positive in the misclassification stage as information about battle-related deaths might be inaccurate in civil wars that occur in the border zones of conflict-affected states.
The Bayesian MF Weibull's survival stage in Model 5 (Table 3) Figure   3 with 95% BCI-further reveal that increasing the conflict at border dummy from 0 to 1 (here and below, while other covariates are held at their means or modes) increases the probability of a misclassified war failure by approximately 5.86%. The 95% BCI of this effect excludes zero which means that it is (as predicted theoretically) reliable to infer that civil conflicts that occur in the border regions of war-torn countries are more likely to be misclassified as having been terminated when they (possibly) had not. In line with our theoretical expectations, the posterior mean estimate and substantive effect of distance to capital (ln) in the misclassification stage (see Figure 3) shows that civil conflicts fought in geographically remote areas are indeed more likely to be misclassified as having failed when they had not. However, the 95% BCI of this covariate's mean estimate and substantive effect in the misclassification stage always includes zero thus indicating that the aforementioned empirical relationship is unreliable.
In addition, the posterior densities and mean estimate of the misclassification stage covariates show that GDP capita at onset (ln) is consistently negative in the Bayesian MF Weibull's misclassification stage in Models 4-6. The 95% BCI of this covariate's estimate excludes zero in some-but includes zero in other-misclassification stage specifications.
Further, Figure 3 shows that increasing GDP capita at onset (ln) from 1 standard deviation (SD) below to 1 SD above its mean decreases the probability of a misclassified war failure by approximately 3.16%, although the 95% BCI of this effect includes zero. While this supports our claim that civil wars in more economically developed countries are less likely to be misclassified as having been terminated when they had not, it also shows that this empirical association is not reliable. Intuitively, other misclassification stage results show that rebel fighting capacity and post Cold War dummy are also negatively associated with the probability of misclassification failure.
We next turn to the (MF) Weibull survival stage results from Table 3 . First, the results of the covariates in the standard MLE and Bayesian non-MF Weibull models are not only similar but also confirm all the results that Buhaug et al (2009) report. For instance, the influence of the following three covariates -Distance to capital (ln), Conflict at border and Democracy score at onset -on the hazard of civil conflict termination is negative and highly reliable in the standard MLE and Bayesian Weibull models, which mirrors Buhaug et al's findings. The estimate of rebel fighting capacity increases the hazard of civil war failure reliably in the MLE Weibull model, as shown by Buhaug et al (2009: 561) . GDP capita at onset (ln) is positive in both the standard MLE and non-MF Bayesian Weibull model but statistically unreliable. This is identical to Buhaug et al (2009: 563) , who find that although unreliable, higher per capita income at the onset of civil wars is indeed associated with a higher hazard of civil conflict termination. The positive estimate of the Post-Cold War dummy is statistically reliable in the MLE and Bayesian non-MF Weibull models. This indicates that the hazard of civil war failure has increased or, in other words, the duration of civil wars has declined in the post Cold War era which is exactly what Buhaug et al (2009) and Balcells and Kalyvas (2014) find.
However, the Bayesian MF Weibull's estimates differ substantially from the standard Bayesian non-MF and MLE Weibull model's that Buhaug et al (2009) report. To see this, we focus on the (i) top rows of Models 3-6 in Table 3 conflict at border reveals that each of these two covariates are negatively associated with the hazard of civil war failure in the MF Weibull models, although this association is unreliable since the 95% BCIs of these variables frequently include zero. This result is distinct from Buhaug et al (2009) who find that the negative association between each of these two covariates and the hazard of civil war failure is highly robust in their MLE Weibull model.
Next, the density and posterior mean survival stage estimate of log of GDP capita at onset in the Bayesian MF Weibull specification in Model 3 (where the misclassification stage only includes the intercept) is negative, specifically -7.85, with a 95% BCI range of [-12.313, -1.103] that excludes zero. The survival stage estimate of GDP capita (onset) remains negative and its 95% BCI always excludes zero in the remaining Bayesian MF Weibull models 4-6 in Table 3 in Weibull specification in Model 2. Note that a hazard ratio greater (lesser) than one suggests that this variable increases (decreases) the hazard of civil war termination.We learn from Figure 4a that increasing GDP capita at onset (ln) from 1 SD below to 1 SD above its mean, while holding the other survival stage covariates at their respective mean, increases the hazard of civil conflict termination in the standard MLE and Bayesian non-MF Weibull models. But this effect is unreliable the MLE and Bayesian non-MF Weibull models. Thus, while there exists a positive association between economic development and the hazard of civil war failure -as suggested theoretically by Collier, Hoeffler and Söderbom (2004) -this association is tenuous. In sharp contrast, as shown in Figure 4a , increasing GDP capita at onset (ln) from 1 SD below to 1 SD above its mean decreases the hazard of civil conflict termination by 84.6% in the Bayesian MF Weibull model and the 95% BCI of this hazard ratio excludes zero. Hence, although reasonable increases in per capita income at the outbreak of civil wars increases the hazard of civil war failure in the standard Weibull models, the same changes in GDP capita at onset (ln) in the Bayesian MF Weibull specification leads to a substantial and reliable decrease in the hazard of civil war termination after misclassified failures are accounted for.
We turn to analyze another key variable that Buhaug et al (2009) evaluate, namely the survival stage estimate of post Cold War years. The hazard ratio plot in Figure 4b shows that increasing the post Cold War dummy from 0 to 1 while holding the other survival stage covariates at their mean increases the hazard of civil conflict termination substantially and reliably in the standard MLE Weibull and the non-MF Bayesian Weibull models. This finding corroborates Balcells and Kalyvas' (2014) theoretical claim and Buhaug et al's (2009) our robust finding for this covariate), as well as Brandt et al (2008) , who find that GDP per capita increases civil war duration for only civil wars ending in government victory specifically. Figure 4b shows that increasing the post Cold War dummy from 0 to 1 while holding the other survival stage covariates at their mean decreases the hazard of civil war failure by 33.63% in the Bayesian MF Weibull specification; however, the 95% BCI of this effect includes zero. After statistically accounting for misclassified failures within one widely used dataset of civil war duration, we find that theoretical interpretations of some correlates of civil war duration reverse in sign whereas others change in magnitude and/or become less reliable. These findings suggest that more attention should be paid to the "fuzziness" of civil war termination dates in empirical conflict research, and that the MF models proposed above may allow for one means for analysts to do so. Moreover, the empirical findings from the misclassification stages of the Bayesian MF Weibull models that we discuss above suggest that the MF hazard models also allow researchers to assess when failure cases in survival datasets are more likely to be misclassified, which is both substantively appealing and empirically useful.
Our second application is presented in full in the Supplemental Appendix and focuses on (logged ) in a standard MLE Weibull model whose outcome is the duration of democratic regimes (democratic survival ). RBS find that the statistical association between basic needs deprivation × GDP per capita (logged ) and democratic survival strongly supports their expectations. They also find that increasing basic needs deprivation from 1 SD below to 1 SD above its mean in democracies reliably increases the hazard of democratic regime "failure" when per capita income reaches $2, 300 in their sample (RBS 2007, 692) .
We contend in the Supplemental Appendix that the criteria that RBS use to code democratic breakdowns likely means that their data contain some misclassified democratic-regime failure cases. Indeed, 
Conclusion
Event failures in Political Science survival datasets are often imperfectly recorded according to crude cutoff criteria or related misreporting processes. Imperfectly recorded eventfailures ensure that some non-censored observations actually persist beyond their recorded failure in a survival dataset. When this arises, conventional survival models yield biased estimates. To address this problem, we build on recent work on split population survival models and develop a new "Misclassified Failure" (MF) split population survival model that explicitly models the probability of misclassified failure (vs. right censored) events. In doing so, our model accounts for imperfect detection in failure-events within one's evaluations of covariate effects on survival (i.e., duration) processes. As a result, the MF split population survival model provides accurate estimates of parameter effects when observed event-failures include cases that in actuality "live on" past their observed-failure point.
We also define this model's conditional posterior distribution and present a slice sampling estimation algorithm (i.e., MCMC method) that allows researchers to conduct Bayesian inference with our model. Here, we provide a dedicated R package for estimating this Bayesian MF survival model as a complement to this paper. Results from extensive Monte Carlo experiments and two empirical applications reveal that when some recorded event failures in survival data have survived past their observed-failure points, our Bayesian MF model yields estimates that are superior in efficiency and have substantially lower RMSEs compared to estimates from regular survival models. Our MF duration model provides researchers with an opportunity to include variables in not only the model's survival stage but also within a stage that models the probability of a misclassified failure. This allows one to identify the conditions that affect whether a duration case is either more or less likely to be misclassified as having terminated; potentially providing substantive insights into this secondary process. For some applications, these insights well help to inform researchers of problematic coding and data collection decisions with respect to failure misclassification. In other cases, these insights and the substantive effects derived from the MF duration model may reveal the theoretical mechanisms that cause political actors to overstate survival-failure in some circumstances but not others. It is plausible that our parametric MF duration model as well as the techniques developed for estimating this model could be extended to the Cox PH context. Second, we focused on two empirical applications in our paper: civil war duration and the survival of democratic
regimes. Yet we mentioned earlier that other survival datasets analyzed by scholars (e.g., -Revilla and Landman 1999; Cress, McPherson and Rotolo 1997; Box-Steffensmeier, Radcliffe and Bartels 2005; Linos 2007 ) could also include imperfectly recorded event-failures that have survived past their observed failure points. It may thus be worthwhile to apply our parametric MF duration models to statistically assess these additional duration outcomes from the American Politics, long-range historical, or institutional compliance literatures.
Cioffi
Third, we can also note that left-censored survival data is a widespread problem in Comparative Politics and International Relations (Carter and Signorino 2013) . In light of this, our MF survival model could also be refined to allow researchers to account for this problem, by estimating the MF model backwards in time, rather than forwards. Finally, the estimator presented in this paper can be further extended to develop a statistical model that econo-metrically evaluates how spatial factors (e.g., geographic distance or spatial diffusion of the main outcome variable) can simultaneously affect both the hazard of the event of interest and probability of misclassified failure or more generally, the probability that the population of interest emerges from two distinct data generation processes. To this end, scholars have been developing a new class of Bayesian Mixture Cure models that allow (i) spatial correlation in the survival stage of the cure model (e.g. Banerjee, Carlin and Gelfand 2014) or (ii) spatial correlations (by including spatial frailty) in both the survival and split population survival stage of the cure model (Joo and Mukherjee 2018a,b) .
