The combined effect of mutual association within the co-inhabiting microbes in human body is known to play a major role in determining health status of individuals. The differential taxonomic abundance between healthy and disease are often used to identify microbial markers. However, in order to make a microbial community based inference, it is important not only to consider microbial abundances, but also to quantify the changes observed among inter microbial associations. In the present study, we introduce a method called 'NetShift' to quantify rewiring and community changes in microbial association networks between healthy and disease. Additionally, we devise a score to identify important microbial taxa which serve as 'drivers' from the healthy to disease. We demonstrate the validity of our score on a number of scenarios and apply our methodology on two real world metagenomic datasets. The 'NetShift' methodology is also implemented as a web-based application available at https://web.rniapps.net/netshift
Introduction
The human body houses an ensemble of varied groups of microbes which are estimated to be several folds higher compared to the number of our somatic cells. These microbial groups (called 'microbiome') remain in a symbiotic relationship with the human body [1] . They derive nutrition for themselves as well as for the host by harvesting the otherwise inaccessible energy from the ingested food [2] . They also help the host in transforming a variety of products like xenobiotics [3] . The resident microbial consortia has been indicated to play significant roles in defining our physiology, development, nutritional status, health, and immunity [4] [5] [6] . Although the microbiome remains in a stable co-existence, certain aberrations in it have been reported to have potential harmful effects [7] [8] [9] [10] [11] [12] [13] . The human microbiome project [14] , one of the biggest efforts to investigate the diversity of the microbiome inhabiting the different body sites, has generated significant scientific attention. Subsequently, several concurrent studies have reported the link between the human microbiome and health status as well as disease progression [15] [16] [17] [18] [19] . Although it is still not clear whether such microbial associations can be deemed to be a cause or an effect, these findings help us to better understand the pathogenesis of various diseases. Studies of various microbiomes therefore show promise to complement our existing knowledge of human physiology and are likely to pave way for development of new therapeutic approaches.
Although abundances of certain microbes may contribute towards conferring a specific trait in a given environment, the effect of the mutual association within the residing microbial communities plays an important role in determining several characteristics [20, 21] . Microbe(s) in a community may interact with others either by generating favorable conditions for them via mutualism and commensalism, or by helping them to evade the host immune Enrolled as an industry sponsored PhD candidate: Bhusan K. Kuntal system [22] . Mutualism (also referred to as cooperation or symbiosis) corresponds to interactions between species where each member derives benefit from others, while commensalism refers to situations where some constituent species of an ecosystem derive benefit from other members without any help or harm to them [23] . On the other hand, a microbe might directly compete with another for the same nutrition source, thereby creating a competition [24, 25] . Moreover, in certain disease conditions, the host immune responses may disproportionally affect the mortality of a subset of microbial groups owing to a selective advantage, thus creating a change in their community behavior [26, 27] . In many processes, a set of key microbial groups are likely to act as 'drivers' [28, 29] for facilitating several changes and hence becomes an important factor for understanding the microbial basis of the disease.
The complex nature of inter microbial interactions in an ecological community can be best characterized by networks using graphs. Various components of such networks constitute nodes representing the resident microbial members of the community and a connection or edge quantifying a known or predicted microbial association. In order to understand the changes in microbial community structure pertaining to a disease, a set of affected individuals constituting the disease 'case' is used to compare the same with a set of healthy 'controls'. A comparison of the microbial community structure in the disease with the healthy can hence be achieved by construction of microbial association networks corresponding to each state, known as the 'case' and 'control' network respectively. This 'case' and 'control' networks can be further evaluated and compared based on their constituent network properties [21, [30] [31] [32] [33] [34] . However, meaningful insights can only be obtained when such pair of networks is comparable. A comparable network pair can be constructed when the participating samples (or set of individuals) belonging to the healthy ('control') set share matched. Microbial association networks (namely the 'case' network and 'control' network) can be constructed using the microbial abundance profile utilizing the mutual cooccurrence information of the constituent microbes in each set. In order to decipher the microbial community level changes, it becomes important to analyze the properties of these association networks as well as quantify the changes in various types of associations between a healthy ('control') and diseased ('case') [35] [36] [37] . In this communication, we propose a new strategy called network shift (or 'NetShift') to characterize important community level changes between two association networks ('control' and 'case') that are obtained for a particular disease or condition and subsequently identify key microbial taxa. NetShift addresses three key questions: (1) is there an overall significant change in the interaction or community pattern between the healthy ('control') and diseased ('case')? (2) Are there any major changes in associations of each constituent node (taxon) between the two states? (3) If yes, has the node (taxon) been an important member of the community and is there an increase in its importance in the disease ('case')? We demonstrate the utility of the methodology using two publicly available metagenomic datasets consisting of healthy ('control') and disease ('case') samples.
Methods
Microbial association networks provide a means to quantify interactions based on individual microbial abundance counts coupled with several statistical measures. In a typical workflow, the microbial abundance of the samples at a particular phylogenetic level is obtained and an optional step to filter out rare taxa is performed. Following this, statistically significant correlations (co-occurrence) are calculated between the constituent taxa using various techniques utilizing their abundance information to determine qualifying associations. Several methods have been developed in the past to create such networks from the microbial abundance data [38] [39] [40] [41] . The CCREPE tool [38] , for example, calculates a statistical significant correlation between a given pair of taxa by repeated sampling of a subset of their abundance values using a technique known as bootstrapping. The process is repeated for all possible taxa pairs in a given dataset and the resultant set of edges constitutes the microbial association network. The various components of such association networks (represented as a graph) constitute nodes representing the resident microbes and edges representing their direct associations. The set of edges connecting two nodes which are not connected directly represents a path. Such a graph has a set of global and local properties having specific utilities for deciphering the microbial community structure. Global graph properties like density, cluster coefficient and average path length provide insights on the overall organization of the network and enables assessment of its modularity. In a microbial community, density corresponds to the proportion of observed microbial associations (edges) out of all theoretically possible associations (considering all the nodes in the network). Therefore, a greater density value indicates a higher cross talk between the resident microbes which are represented in the network. Cluster coefficient quantifies the tendency of the graph to be divided into sub-units. In other words, a microbial network with a higher number of independent units of associated microbes is expected to have a higher clustering coefficient value. Average path length indicates the average number of steps which would be required to reach from one node to another in the network. This value in the present situation represents how compact is the microbial community structure. In short, the global properties of a microbial association network can provide insights on the overall differences in the community structure between a 'case' and a 'control' network. In order to understand the individual node level changes in a network, the local graph properties like degree, betweenness centrality and coreness centrality can serve as important quantification metrics [42] . While the degree of a node corresponds to the number of its direct connections with other nodes, betweenness centrality of a node indicates its importance measured by its frequency of occurrence in the paths connecting other nodes. For example, in a microbial association network, the degree measures the number of direct associations of microbes with other microbes. On the other hand, a higher betweenness centrality value of the same microbe, measured by its involvement in connecting other microbes, highlights its importance as a preferred member of the microbial community. The coreness centrality value of a node corresponds to the number of maximally connected neighboring nodes which has at least that many number of connections. In other words, nodes with high coreness centrality values are indicators of microbes showing higher "colony forming capability" with other microbes in the community. Colonization refers to establishment of a mutualistic or commensal relationship of the microbes inside the host and thereby resulting in formation of tightly linked groups [43] . Hence, a set of nodes (microbes) in a microbial community (or 'hub') having high coreness centrality values represents 'core areas of the network' and the community can be referred to as a 'core hub community'. Local property measures like degree, betweenness centrality and coreness centrality of a node (microbe) can thus efficiently identify the key nodes in a microbial association network. Further, two networks having a comparable set of nodes, are said to have undergone rewiring, if a large number of new edges appear in one network which are completely absent in the other. A rewiring event between a pair of association network essentially indicates a remodeling the entire microbial community structure. The NetShift methodology applies a set of steps to quantify such rewiring and then utilizes some pre-existing local graph properties coupled with a new score to identify 'driver' taxa between a 'case' and a 'control' microbial association network. An overview of the method is presented in Fig. 1 and the details of the steps are discussed below.
Quantifying overall changes in interaction pattern and community structure A comparison of graph properties between the association networks corresponding to the 'control' and 'case' for a particular physiological condition can be done efficiently if the two networks are comparable (as described earlier in the introduction). Additionally, in order to make the comparison on a comparable set of nodes, a preprocessing step is employed to extract the most common sub-network (Fig. 1b) . A sub-network is a smaller network which is a part of the original network derived from the subset of nodes common to both the 'case' and 'control' networks. This sub-network extraction step is implemented in the NetShift tool and is automatically executed after a user uploads the 'case' and 'control' networks. A step by step description of the methodology is provided in Supplementary material S1 Fig. 1 . It should be noted that NetShift compares only the most common sub-networks between the two input networks and not the full input networks. All references hereafter to 'control' and 'case' networks essentially imply the most common sub-networks.
In order to understand the salient features of any biological interaction network, it is important to first evaluate the inherent graph properties like clustering co-efficient, density, average path length, etc [30] . Although a comparison of these graph properties between two association networks can yield valuable insights, it cannot capture the associations of individual nodes as well as the extent to which they change upon transition from one state to another. Changes in taxa associations between healthy and disease are important for assessing their role as markers for the disease. Thus, in order to quantify changes in the microbial association networks between two states ('case' and 'control'), it is necessary to consider the participating nodes as well as the changes in their connection in the two states. Such changes can be partly quantified using global properties like clustering co-efficient, density, average path length, total nodes, total edges, and exclusive edges. Although the exclusive edge count between two networks is an indicator of rewiring, it is also valuable to consider the Jaccard Edge Index (JEI) of the compared networks.
Where, A E and B E represent the edge set in network A and B respectively. As the compared networks in this case are the common sub-networks, biases of JEI arising due to unequal node content are minimized. Community detection algorithms have been extensively used in biological network analysis to detect closely linked hubs of interacting nodes [44] [45] [46] . Each community (hub) may represent a group of nodes in a network performing a function with some degree of independence with respect to other communities (hubs). In a microbial association network, these modular hubs may constitute microbial communities that facilitate stable occurrence of a group of taxa processing attributes desirable for inter dependent growth or to meet other ecological requirements [47] . Any changes in such communities would hence be of great interest for understanding the alterations in interaction patterns of the resident microbes (community structure). For example, since the human microbiome has been indicated to be affected in the disease, one would expect changes in the community structure of the resident microbes in the two states (healthy and disease). Such changes in the community structure could be due to microbial rewiring in response to the perturbations [48] . In order to understand such changes, we present a simple yet effective plot of 'community shuffling' to highlight the changes in the communities between the two compared networks. To generate the plot, a community detection algorithm [49] is first used to separately assign a community membership to each node of the 'case' and 'control' networks. Subsequently, each community in the 'control' network is compared with every other community in the 'case' network. The similarities between the communities identified in the 'case' and 'control' networks is calculated in terms of shared nodes and represented as a matrix as well as a network diagram called 'community shuffling plots' (Fig. 2) . The coreness centrality values of the nodes in the 'case' and 'control' network are then used to identify the 'core communities' having the highest distribution 'core' nodes and referred to as 'core hub communities' [50] .
Quantifying changes in associations of a single taxon
During the process of rewiring, several nodes (taxa in this case) in the network undergo changes in their individual associations in the two networks. Although centrality measure like node degree can be used to quantify these changes, it fails to score the exact associations. For example, a node (microbial taxon) may have a similar degree (total connections with other resident taxa) in both 'case' and 'control', but may have an entirely different set of associations (the members which are involved in the connections) as demonstrated in Fig. 1b, c . The individual associations (quantified as first neighbor) of a node is an important graph property for analyzing microbial Fig. 1 This diagram shows an overview of how NetShift workflow is applied, a beginning with microbial abundance matrix consisting of common taxa from a set of healthy ('control') and disease ('case') samples which is used to create the corresponding microbial association networks, b extraction of the most common sub-network between the two association networks. c Quantification of changes in associations of a node between the two networks based on degree cannot distinguish the exact changes. d Need to quantify each node for its change from 'healthy' to 'disease' in terms of association and importance relative to the network associations. A Jaccard index can be used to quantify such changes in the interacting partners for each node between two graphs. However, Jaccard index being nondirectional, may not be effective in this case (see Results) since our primary objective is to quantify exclusively enriched interacting partners in the disease ('case') over the healthy ('control'). A new scoring scheme called 'Neighbor Shift (NESH) Score' has been developed to quantify this directional change in the individual node associations.
Calculate the Neighbor shift (NESH) score
The NESH score for a node common to the 'control' and 'case' networks is calculated using the formula given below: The changes in community structure between the two association networks corresponding to the healthy ('control') and disease ('case') is captured using 'community shuffling plots' in form of a network and heatmap generated using the NetShift web tool. a The network view constitutes the nodes belonging to the 'control' network plotted along the left half of a circle and the ones belonging to the 'case' plotted along the right half. An edge is assigned between the similar nodes pertaining to the two networks to enable an easy view of community shuffling. Node labels in the network plot are assigned a random color based on the identified community affiliation for assisting easy visual identification. Grayed out node labels corresponds to the ones which do not interact directly with the common subnetwork. b The heatmap plot represents the 'control' network communities along the vertical axis and the 'case' network communities along the horizontal axis with a count of the total nodes in the community placed inside a bracket. The identified communities (represented by a community id: C1, C2, etc.) in the 'case' and 'control' networks are prefixed with a 'case_' and 'control_' identifier. The numerical values inside the heatmap show the split in a community from the 'control' to a 'case' network. c The labels convention followed in the network view of the community shuffle plot is similar to the one used for the heatmap with an additional suffix containing the labels corresponding to the taxon belonging to a community in a given state ('control' or 'case')
Where A and B corresponds to the healthy ('control') and disease ('case') networks respectively. A : Relative complement of set B and set A, i.e., objects belonging to set B and not to set A The score can be broken down into three components, namely, X, Y and Z.
The component X provides a measure of the extent of neighborhood similarity irrespective of the direction of change, while component Y and Z penalizes X over exclusive enrichment in the set of first neighbors corresponding to the disease ('case') set over the healthy ('control'). The component Y quantifies the exclusive enrichments over the maximum interacting partners a node can have in the disease (given by the maximum degree in the network). On the other hand, the component Z quantifies the exclusive set enrichments over the union of the interacting partners of the node in the two compared networks. For ease of analysis the score can be easily translated to a different scale by subtracting the value of (X−(Y + Z)) from 1 such that a higher NESH score would account for a higher neighborhood shift for a compared node.
Computation of relative increase in importance of a node and prediction of 'drivers'
The scaled betweenness 'B scaled ' for each of the common set of nodes in both of the networks is first calculated using the formula:
Where, B calculated , B min , and B max correspond to the calculated, minimum, and maximum betweenness values, respectively. The delta betweenness (ΔB) for each of the common nodes from healthy ('control') network (A) to the disease ('case') network (B) is computed as:
An increase in betweenness of a node in the disease ('case') is further used as a measure to quantify the increase in importance of the considered node. A taxon in the disease ('case') with an altered set of associations (identified by a high NESH value), while still being increasingly important (identified with a positive ΔB) for the whole network, necessarily holds a key significance in microbial interplay and is predicted as a 'driver'.
Implementation of the NetShift as a webapplication
The NetShift methodology has been implemented as a webapplication for assisting easy analysis of microbial association networks obtained from 'case-control' studies available at https://web.rniapps.net/netshift. The tool requires two microbial association networks ('case' and 'control') as inputs in a simple 'edge-list' format. 'Edge-list' refers to a text file containing a list of connected node pairs (separated by a 'tab' delimiter) in each line. On successful execution with the input files, the output can be analyzed interactively to visualize changes in community structure and to identify the 'driver' taxa. The NetShift output contains four components:
Changes in global graph properties
The first component of the output is designed to display the global graph properties, namely density, clustering coefficient, average path length, total nodes, total edges, and exclusive edges along with reporting the Jaccard edge index (JEI) between the two common sub-networks. These network properties can be used to get an overall idea of the relative change in network topology.
The Network-shift plot
The most common sub-network corresponding to the 'case' and 'control' is displayed using a circular graph. The plot consists of nodes arranged along the periphery of a circle and ordered by their community affiliations in the disease ('case') [49] . The associations between the nodes are shown as connecting edges within the circle which can be selectively highlighted upon clicking on a node. Edges in the network are colored as per their affiliation to the networks (green for edges exclusive to the 'control', red for ones exclusive to the 'case' and blue for edges common to both). The diameter of the nodes are mapped to the NESH score while a red color is assigned to nodes having a positive increase in betweenness from 'control' to 'case' (ΔB). Hence, nodes colored red and bigger in size are the predicted 'drivers' (Supplementary material S1 Figure 4-6 ).
Tabulated summary of network properties
Local network properties like node degree (in 'case' and 'control'), union, intersection and exclusive partner count, coreness, delta (or increase in) betweenness, NESH score, and community affiliations are displayed in an interactive table. Each column can be sorted by their respective values on clicking over the column name. An interactive search box is also provided to assist users to look for a specific node (or taxon) name.
Community shuffle plots
The all versus all similarities between the 'control' and 'case' networks are represented as 'community shuffling plots' in form of heatmap as well as a network view. The heatmap displays the identified communities in the 'control' and 'case' networks as rows (i) and columns (j) of a matrix with each cell representing the similarity (S ij ) between the ith 'control' and jth 'case' community. The value of S ij is obtained as the intersecting nodes between the node contents of the two communities and assigned a color based on the value as shown in Fig. 2 . More community splits (from 'control' to 'case') represent increased changes in microbial assembly rules. Hence, plots having less shuffling will show less horizontal splits (in the blocks of the matrix) and individual blocks will have a higher cell value (S ij ). The network view of community shuffling on the other hand allows visualizing the exact changes in the community members between the two networks. In the network view, the nodes belonging to the 'control' network are plotted along the left half of a circle and the ones belonging to the 'case' are plotted along the right half. Each community in the two networks is assigned a distinct color and an edge is assigned between the similar nodes pertaining to the two networks, thereby enabling an easy visualization of the community shuffling. Mouse over on a community label highlights its edge connection. Nodes in the network are mapped to their 'coreness' values by default allowing visualization of 'core communities' which can be changed to degree or betweenness using the available option. The currently available web server implementation of NetShift is expected to undergo continuous development; future plans include development of a Cytoscape [51] plugin for the application to grant its usage and diffusion to the larger community of computational biologists.
Interpretation of NetShift outputs
After loading a 'case' and a 'control' network, the first and foremost step pertains to obtaining an overall idea of the differences in the association networks. While the bar plots of global graph properties provide information regarding the differences in the overall connectivity of the networks (density), modular differences (cluster coefficient) and the compactness of the networks (average path length), the plots for total node, total edge and exclusive edge help to decipher the network similarity and extent of rewiring. The exclusive edge count and the Jaccard edge index can be further used to assess rewiring between the two networks. Although higher exclusive edge count indicates higher rewiring, smaller values of Jaccard edge index provide a more concrete evidence for the same. Once a rewiring event is confirmed, as expected, there will be a change in both the local and global community structure of the two networks owing to the changes in microbial associations. The local or individual node level changes can be deciphered using the Network-shift plot and the tabulated summary as described in the earlier section. Nodes highlighted in red and big in size are particularly the ones which are identified to be the 'driver' nodes by the NetShift program. A user may list the identified driver names for further validation; interactively query their associative differences in the two states using the network and probe deeper into other local graph properties like degree, betweenness and NESH score using the tabulated summary. Following this, the global changes in the community structure can be deciphered using the community shuffle plots. The identified communities (represented by a community id: C1, C2, etc.) in the 'case' and 'control' networks are prefixed with a 'case_' and 'control_' identifier [49] . The similar convention in also followed in the network view of the community shuffle plot, where in addition to prefixing the network and community identifier to each taxon name, the labels corresponding to each taxon belonging to a same community in a state are assigned a unique color. For example a node labeled 'case_C1_Akkermansia' represents the microbial genera Akkermansia in the 'case' network belonging to the community assigned an id 'C1' (Fig. 2c) . The extent to which a community is conserved can be easily identified using the community shuffle plots. For example, if a 'control' specific community shows a high change (little conservation) in the 'case' network, the corresponding row for that 'control' community in the heatmap will have high number of shaded cells with low values, indicating a split of the community members in the 'case' network. In order to enquire the exact changes, the network view of community shuffling plot can be interactively queried to visualize the changes using a mouse over operation on any member of the query 'control' community. Further, using the 'highlight nodes' feature available in NetShift, users can easily map the coreness centrality value of each node to the node sizes in the community shuffling plot. A community having greater number of nodes with high coreness centrality values is called a 'core hub community'. Such communities serve as units of increased relevance. Thus, changes in community structure of 'core hub communities' between healthy ('control') and disease ('case') can help identification of events like pathogen colonization as demonstrated in one of the case studies later in the manuscript.
Creation of microbial association networks for the case studies
Datasets used for the case studies were obtained from the EMBL Microbiome database [52] . The genus level taxonomic abundance files were downloaded and filtered to include genera present in at least 30% of the samples. Similar to a differential abundance analysis, genera exclusive to either the 'case' or 'control' datasets were excluded. The final abundance matrices were used to generate the microbial association networks for each datasets using a bootstrap and correlation based approach using CCREPE tool [38, 41] . This approach calculates the statistical significance of a correlation (Spearman in this case) between a given pair of genera using a re-sampling and null distributions of correlation values (obtained by 1000 iterations). An edge is assigned between a pair of genera for every predicted significant positive correlation (p < 0.005).
Results

Validation of the NESH score
In order to characterize the importance of the NESH score in the context of actual networks, we created three categories (each consisting of three representative conditions). Every condition represents a biologically relevant scenario where a node has a change in interacting partners between a 'control' and 'case' network. As shown in Fig. 3 , the three categories correspond to conditions where a node has similar, lower or higher number of interacting partners between the compared networks. With respect to microbial Fig. 3 Comparison of NESH (neighbor shift) score with Jaccard index on several scenarios. The NESH score is able to assign a correct score in all the cases. Higher NESH score signifies greater difference association networks, these correspond to cases where a microbe shows an altered set of interacting partners in a diseased/perturbed ('case') state. The new partners in the disease as a result of the altered interactions hold a greater significance in quantifying the importance of a microbe. When a microbe is associated with a completely different set of partners in the perturbed state, it essentially contributes in remodeling the entire microbial community structure. These types of microbes can be assumed to be a key member or a potential 'driver' of the infection. Earlier studies have referred to such microbes as 'alpha-bugs' and implicated their role in inducing carcinogenesis [29] . Scenarios 2, 6, and 7 illustrate such cases and have been successfully captured by the NESH score (with high values). Similarly, a lower value is assigned when the altered set of associated nodes in the disease ('case') shares a higher overlap with those in the healthy ('control') (as in scenarios 1, 9, 5, and 3). Merely losing a set of associated partners is also assigned a lower score value (scenario 9) as it signifies lowering of importance. Nodes with exactly similar associations are considered neutral to the change and hence are scored lowest (scenario 1). Contrary to the NESH score, the Jaccard index of the neighbors fails to correctly quantify these changes in most cases and is also unable to differentiate several other changes (scenario 2-7 and 9-4). In a nutshell, the NESH score is minimum when the associated partners of a node are same in both 'case' and 'control' followed by scenarios when there is only a subset of the associated partners present in the 'case' and maximum when a completely new set of associated partners appear in the 'case' network.
Case studies with real world microbiome data
Two studies on gut and oral (saliva and plaque) microbiome samples in allergy (asthma) and HIV, respectively, were chosen for as case studies [53, 54] . Both datasets had a set of healthy ('control') and diseased ('case') samples and reported no clear differences between the 'case' and 'control'. Hence, the NetShift analysis route was chosen to check whether any additional insights can be obtained from these datasets.
Analyzing gut microbiome for Allergy dataset
Several recent reports have established the emerging relationship between allergy (asthma, atopy, etc.) and gut microbiome [55] . One of the hypothesized mechanisms relating to this connection pertains to alteration in gut microbial composition, which in turn influences allergic immune responses [56] . However, these changes may not always be apparent from the taxonomic composition statistics or abundance based clustering. Analyzing microbial association networks may thus complement in increasing our understanding in allergic diseases. We selected a dataset for analysis where the authors studied 21 adult patients suffering from allergic asthma and compared their fecal microbiota with those from 22 healthy controls [53] . The authors did not find any clustering or differentially abundant taxa specific to the allergy samples.
We generated the microbial association network (as described in the Methods section) for the allergy ('case') and healthy ('control') sets and applied the NetShift workflow using the implemented web-server. The observed low Jaccard edge index (0.17) pointed towards sufficient rewiring between the two networks. Prominent changes in the community structure were clearly evident from the community shuffling plots (Fig. 2a, b) . High density and lower average path length in the allergy network indicates higher information transport which might suggest a colonization activity. A closer look into the community shuffling network (Fig. 2a) revealed two distinct 'core hub community', one in the 'control' ('control_C1') and other in the 'case' network ('case_C2'). While the 'control_C1 core hub' consisted of genera namely Dehalobacterium, Eubacterium, Desulfovibrio, and Akkermansia, the 'case_C2 core hub' was composed of genera Fusibacter, SMB53, Alkaliphilus, and Turicibacter. The member genera in the 'control core hub' are mostly well known gut commensals like Eubacterium which is a butyrate producer [57] . Dehalobacterium is known to produce acetate from dichloromethane [58] which is utilized mainly by other butyrate-producing bacteria found in the human colon [59] . Desulfovibrio is a prominent Sulfate-reducing bacteria (SRB) which helps to maintain redox balance in the gut [60] and Akkermansia is the most abundant mucus degrading bacteria found in healthy individuals [61] . On the other hand, genera in the 'case core hub' had well known gut pathogens like Turicibacter which are known to be strongly associated with immune function and bowel disease [62] . Additionally, the members of the 'case core hub' were seen to have lower coreness values in the 'control' network as compared to the 'control core hub' (Fig. 2a) which might be due to the commensals effort in subduing pathogen colonization. However, in the disease ('case' network), the pathogenic 'case core hub' is seen to clearly colonize while commensals seize to be the core members. Interestingly, a closer look into the 'driver genera' between the 'case' and 'control' (Supplementary material S1 Figure 4 ), revealed Ruminococcus, Clostridium, Granulicatella, Desulfotomaculum and Dorea as the top five critical nodes which had a high NESH score and an increased betweenness (quantified by bigger red nodes). When investigated only for high NESH score nodes (i.e., nodes undergoing high rewiring irrespective of increase in importance), the same taxa were observed except Dorea which was replaced by Turicibacter.
Ruminococcus, Clostridium, Desulfotomaculum, and Dorea are mostly reported as commensals and are known to digest resistant starches thereby contributing to maintenance of gut homeostasis [63, 64] or produce acetates to help other butyrate producing commensals [59, 65] . These genera can hence be considered as the commensal 'drivers'. On the other hand, Granulicatella, also observed as one of the 'drivers', is reported to have pathogenic roles [66] and hence can be considered as a pathogenic 'driver'. The 'case' specific associations (displayed as red edges) of Granulicatella as seen in the common sub-network (Supplementary material S1 Figure 4 ) point toward other pathogens like Staphylococcus and Veillonella [67] also having high NESH scores thereby strengthening its role in pathogen colonization.
The presence of a particular combination and relative abundances of commensal microbes are known to generate distinct immune environments and immune responses in the host [68] and prevent pathogen colonization. However, some pathogens are able to disrupt the resistance and subsequently infect the host, especially during disturbed immune response in an infection [69] . The associations of Turibacter and Granulicatella may be an indicator of two independent pathogens trying to colonize in the 'case' network but only one being able to become a driver. On the other hand, the existence of prominent commensal 'driver' genera might be an effort by them to prevent the pathogen colonization.
Oral and lung microbiome analysis in HIV patients
Recent investigations have indicated the relationship between the altered microbiome and HIV [70] . In pursuit of understanding the role of microbiome in HIV infection, we selected another publicly available study on oral (saliva and plaque) microbiome in HIV individuals. The original study reported the saliva and plaque microbiome to be distinctly different (in both HIV positive and negative individuals). However, neither the oral nor the plaque microbiome was reported to have any abundance level differences between the HIV positive and negative groups. For community analysis, the authors in the original study [54] used Jaccard and thetaYC distance matrices to quantify differences between the 'case' and 'control' groups in the two datasets. However, these matrices may be limited to reproduce only abundance level variations without any weightage to inter microbial associations. Hence, NetShift was used to investigate whether any community level differences are evident which may complement the original report. The NetShift plots showed lesser community shuffling in the saliva dataset (Supplementary material S1 Fig. 3 ) as compared to the plaque (Supplementary material S1 Fig. 2) . The network plot also showed more conserved core members in the saliva dataset. The Jaccard edge index indicated high rewiring in the plaque (0.228) and a fare amount in the saliva (0.581). Also low average path length and high network density in plaque 'case' network provided some signs of colonization. While saliva dataset had four distinct drivers (Supplementary material S1 Figure 6 ), namely, Porphyromonas, TG5, Oribacterium, and Leucobacter, the plaque dataset showed Selenomonas, Fusobacterium, Catonella, Capnocytophaga, Streptococcus, and Granulicatella as prominent drivers (Supplementary material S1 Figure 5 ). One of the drivers identified in the saliva dataset, Porphyromonas, is known to be a major etiologic agent of chronic periodontitis [71] and also reported to play important role in dysimmunity and inflammation in oral lichen planus [72] which is related to HIV infection [73] . On the other hand, all the 'drivers' identified in plaque dataset consisting of genera namely Selenomonas, Fusobacterium, Catonella, and Granulicatella, are well reported periodontal pathogens [74] [75] [76] [77] . Interestingly, periodontal diseases are often reported to be first clinical sign of human HIV infection [78, 79] which is caused by the coordinated action of a complex microbial community resulting in inflammation of tissues supporting the teeth. Thus, the importance of understanding the bacterial component of HIV especially in the plaque microbiome, their changes in community structure upon HIV invasion and associated differences across diseased and healthy can help in early diagnostics as well as in treatment.
In order to perform meaningful analysis on a 'casecontrol' study, it is important to appropriately choose the 'control' set. For example, to understand a disease ('case') population, a comparable 'control' set can be selected by matching characteristics like age, geography, food habit, environmental conditions, drug intake, etc. of the individuals belonging to the healthy ('control'). Additionally, it is advisable to use similar methods and reagents for sampling, extraction as well as sequencing of DNA followed by similar computational methods to obtain the microbial abundance information for the samples belonging to each of the sets. It is preferable to select 'case' matched 'control' group over using 'normal' individuals from an altogether different study [80] . In time series experiments pertaining to an intervention study, individuals can be treated as their own control using the collected baseline samples (i.e., preintervention). However, in order to generate statistically significant microbial association networks, it is essential to have sufficient sample time points for the pre and post treatment states [81] . When time series data is not available, closely matched control subjects (like monozygotic twins) may serve as better alternatives. For a well designed study, the corresponding 'case' and 'control' microbial association networks are inherently expected to be comparable and can be used as an input for 'NetShift'.
Conclusion
The resident microbiome in the human body is known to harbor an ecosystem that fosters host immune development as well as protect it from pathogen colonization, often referred to as colonization resistance [82] . However, the mechanism used by pathogens to overcome these barriers of colonization resistance is still poorly understood [69] . The "keystone pathogen" hypothesis is one such which says that certain low abundant microbial pathogen can orchestrate inflammatory disease by remodeling a normal microbiota into a dysbiotic one [28] . The observations in the allergy microbiome in the case study show some evidences of such pathogen colonization and subsequent disempowerment of the commensals. Similarly, several pathogens identified in the HIV dataset as 'drivers' may serve as early indicators of a pathogen invasion. Studying microbial co-occurrence networks serve as a valuable means for understanding changes in association patterns, which in many cases cannot be inferred based on differential abundances. In this communication, we present a special analysis methodology, called NetShift, that can quantify these salient changes and utilize the same to identify taxonomic groups that may act as 'drivers' for a disease. The Net-shift web tool is expected to help researchers in easily applying the methodology for analyzing 'case-control' microbiome studies as well as complement other existing methods.
