ВЕРОЯТНОСТЬ СОВПАДЕНИЯ ЗНАКОВ ЦЕНТРИРОВАННЫХ

ОТНОСИТЕЛЬНО ВЫБОРОЧНОГО СРЕДНЕГО СЛУЧАЙНЫХ

ВЕЛИЧИН by Колданов, П.А.
УДК 519.21
ВЕРОЯТНОСТЬ СОВПАДЕНИЯ ЗНАКОВ ЦЕНТРИРОВАННЫХ
ОТНОСИТЕЛЬНО ВЫБОРОЧНОГО СРЕДНЕГО СЛУЧАЙНЫХ
ВЕЛИЧИН1
Колданов П.А.
Нижегородский филиал Национального исследовательского университета
«Высшая школа экономики», г. Нижний Новгород
Поступила в редакцию 20.10.2018, после переработки 04.12.2018.
Одной из мер связи между случайными величинами является вероят-
ность совпадения знаков их центрированных аналогов. В [4] показано,
что в классе эллиптических распределений при известном параметре
сдвига такая вероятность не зависит от образующей функции. В на-
стоящей работе доказано, что вероятность совпадения знаков случай-
ных величин, центрированных относительно их выборочного среднего,
также не зависит от образующей функции при любом объеме наблю-
дений. Более того, вероятность совпадения знаков случайных величин,
центрированных относительно их выборочного среднего, равна вероят-
ности совпадения знаков случайных величин, центрированных относи-
тельно их параметра сдвига.
Ключевые слова: матричные эллиптические распределения, вероят-
ность совпадения знаков, инвариантность к образующей функции, ин-
вариантность к параметру сдвига.
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Введение
Одно из интенсивно развивающихся направлений математической статисти-
ки связано с изучением многомерных распределений. При этом один из вопросов
связан с изучением мер связи между компонентами случайного вектора. Наибо-
лее изученным многомерным распределением является многомерное нормальное
распределение. Естественным обобщением многомерного нормального распреде-
ления являются распределения с плотностями, постоянными на многомерных эл-
липсоидах, или эллиптические распределения 𝐸𝐶𝐷(𝜇,Σ, 𝑔) с параметром сдвига
- вектором 𝜇, параметром масштаба - матрицей Σ и образующей функцией 𝑔 [1].
Хорошо известно, что для нормального распределения полной характеристи-
кой меры зависимости компонент случайного вектора является матрица Σ, а
1Работа выполнена при финансовой поддержке РФФИ (проект № 18-07-00524).
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наиболее популярной мерой зависимости между двумя случайными величинами








Известны также и другие коэффициенты корреляции:
– коэффициент корреляции Спирмена 𝜌𝑆𝑝𝑖,𝑗 [2]

















, 𝑖, 𝑗 = 1, . . . , 𝑝; 𝑖 ̸= 𝑗;
– коэффициент корреляции Кендалла 𝜏𝑖,𝑗 [2]
𝜏𝑖,𝑗 = 𝑃 ((𝑋𝑖(𝑡)−𝑋𝑖(𝑡 + 1))(𝑋𝑗(𝑡)−𝑋𝑗(𝑡 + 1)) > 0),∀𝑡 = 1, . . . , 𝑛− 1.






⎞⎟⎟⎠, имеющего эллиптическое распре-
деление 𝐸𝐶𝐷(𝜇,Σ, 𝑔), использована мера зависимости двух случайных величин,
определяемая вероятностью
𝑝𝑖,𝑗 = 𝑃 ((𝑋𝑖 − 𝜇𝑖)(𝑋𝑗 − 𝜇𝑗) > 0),∀𝑖, 𝑗 = 1, . . . , 𝑝. (1)
Доказано, что в классе эллиптических распределений 𝐸𝐶𝐷(𝜇,Σ, 𝑔) между мерой











Этот результат доказан для известного параметра сдвига – вектора 𝜇.
В настоящей работе изучается мера зависимости, не зависящая от значения
вектора 𝜇, задаваемая вероятностью
𝑃 ((𝑋𝑖(𝑡)−𝑋𝑖)(𝑋𝑗(𝑡)−𝑋𝑗) > 0),∀𝑡 = 1, . . . , 𝑛, (2)
где 𝑋𝑖 = 1𝑛
∑︀𝑛
𝑡=1𝑋𝑖(𝑡). Доказано, что в классе матричных эллиптических распре-
делений [3], мера (1) и мера (2) совпадают, что позволяет переносить результаты
работы [4] на класс матричных эллиптических распределений с неизвестным па-
раметром сдвига 𝜇.
Статья организована следующим образом: в секции 1 вводятся основные опре-
деления и обозначения. В секции 2 приведены используемые теоремы о матричных
эллиптических распределениях. В секции 3 доказана основная теорема настоящей
работы. В конце статьи приведено заключение.
ВЕРОЯТНОСТЬ СОВПАДЕНИЯ ЗНАКОВ ЦЕНТРИРОВАННЫХ... 25
1. Основные определения и постановка задачи
Случайный вектор 𝑋 = (𝑋1, 𝑋2, . . . , 𝑋𝑝) имеет эллиптическое распределение
𝐸𝐶𝐷𝑝(𝜇,Σ, 𝑔), если его плотность имеет вид:
𝑓(𝑥;𝜇,Λ) = |Σ|− 12 𝑔{(𝑥− 𝜇)′Σ−1(𝑥− 𝜇)}, (3)





𝑔(𝑦′𝑦)𝑑𝑦1 . . . 𝑑𝑦𝑝 = 1.
Этот класс включает, в частности, многомерное нормальное распределение и мно-
гомерное распределение Стьюдента. Известно, также, что если математическое
ожидание существует, то 𝐸(𝑋𝑖) = 𝜇𝑖, 𝑖 = 1, 2, . . . , 𝑝.
В [4] показано, что если вектор 𝑋 = (𝑋1, 𝑋2, . . . , 𝑋𝑝) имеет эллиптическое
распределение 𝐸𝐶𝐷𝑝(𝜇,Σ, 𝑔), то при известном векторе 𝜇 вероятности








и не зависят от 𝑔.
Основная цель настоящей работы заключается в распространении этих резуль-
татов на случай неизвестного вектора 𝜇. Рассмотрим
𝑃 ((𝑋𝑖(𝑡)−𝑋𝑖)(𝑋𝑗(𝑡)−𝑋𝑗) > 0),∀𝑖, 𝑗 = 1, . . . , 𝑝;∀𝑡 = 1, . . . , 𝑛. (4)
Изучение (4) проводится с использованием аппарата матричных эллиптиче-
ских распределений.




𝑋1(1) 𝑋1(2) . . . 𝑋1(𝑛)
𝑋2(1) 𝑋2(2) . . . 𝑋2(𝑛)
. . . . . . . . . . . .
𝑋𝑝(1) 𝑋𝑝(2) . . . 𝑋𝑝(𝑛)
⎞⎟⎟⎠
случайная матрица размера 𝑝× 𝑛 [3].
Определение 1. Матрица 𝑋 имеет матричное эллиптическое распределение
𝑀𝐸𝑝,𝑛(𝑀,Σ⊗ Φ, 𝜓), если ее характеристическая функция имеет вид:
𝜑𝑋(𝑡) = exp (𝑡𝑟(𝑖𝑇
′𝑀))𝜓 (𝑡𝑟(𝑇 ′Σ𝑇Φ)) , (5)
где 𝑇 , 𝑀 – матрицы размера 𝑝 × 𝑛; Σ – матрица размера 𝑝 × 𝑝; Φ – матрица
размера 𝑛× 𝑛, матрицы Σ,Φ положительно определены, и 𝜓 : [0,+∞) → 𝑅.
Согласно [3] (теорема 1.17 (ii))
𝑡𝑟(𝑇 ′Σ𝑇Φ) = (𝑣𝑒𝑐(𝑇 ′))′(Σ⊗ Φ′)𝑣𝑒𝑐(𝑇 ′),
где Σ⊗ Φ′ – произведение Кронекера.
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Определение 2. Пусть 𝐴 = (𝑎𝑖𝑗) – матрица размера 𝑝×𝑞, 𝐵 – матрица размера




𝑎11𝐵 𝑎12𝐵 . . . 𝑎1𝑞𝐵
𝑎21𝐵 𝑎22𝐵 . . . 𝑎2𝑞𝐵
. . . . . . . . . . . .
𝑎𝑝1𝐵 𝑎𝑝2𝐵 . . . 𝑎𝑝𝑞𝐵
⎞⎟⎟⎠ .
Здесь операция 𝑣𝑒𝑐(𝑋 ′) дается следующим определением.
Определение 3. Пусть 𝑋 – матрица размера 𝑝 × 𝑛. Обозначим столбцы 𝑋







Следующая теорема (теорема 2.1 из [3]) доказывает связь между эллиптиче-
скими распределениями (3) и матричными эллиптическими распределениями.
Теорема 1. Случайная матрица 𝑋 размера 𝑝×𝑛 имеет матричное эллиптиче-
ское распределение 𝑀𝐸𝑝,𝑛(𝑀,Σ ⊗ Φ, 𝜓) тогда и только тогда, когда 𝑥 = 𝑣𝑒𝑐(𝑋 ′)
имеет эллиптическое распределение (3) 𝐸𝐶𝐷𝑝𝑛(𝑣𝑒𝑐(𝑀
′),Σ⊗ Φ, 𝜓).
Следующая теорема (теорема 2.2 из [3]) доказывает, что линейная функция
от случайной матрицы с матричным эллиптическим распределением также имеет
матричное эллиптическое распределение.
Теорема 2. Пусть случайная матрица 𝑋 имеет матричное эллиптическое рас-
пределение 𝑀𝐸𝑝,𝑛(𝑀,Σ⊗Φ, 𝜓), 𝐴,𝐵,𝐶 – матрицы с элементами из 𝑅1 размеров
𝑞 × 𝑝;𝑛×𝑚; 𝑞 ×𝑚 соответственно. Тогда случайная матрица 𝐴𝑋𝐵 + 𝐶 имеет
матричное эллиптическое распределение 𝑀𝐸𝑞,𝑚(𝐴𝑀𝐵 +𝐶, (𝐴Σ𝐴)
′ ⊗ (𝐵′Φ𝐵), 𝜓).
Следующая теорема (теорема 2.8 из [3]) доказывает, что маргинальное распре-
деление подматрицы случайной матрицы с матричным эллиптическим распреде-
лением также имеет матричное эллиптическое распределение.
Теорема 3. Пусть матрица 𝑋 имеет матричное эллиптическое распределение

















где 𝑋1−матрица размера 𝑞 × 𝑛, 𝑀1−матрица размера 𝑞 × 𝑛, Σ11−матрица раз-
мера 𝑞 × 𝑞. Тогда матрица 𝑋1 имеет матричное эллиптическое распределение
𝑀𝐸𝑞,𝑛(𝑀1,Σ11 ⊗ Φ, 𝜓).
3. Основной результат
Основной результат настоящей работы заключается в доказательстве следую-
щей теоремы.
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Теорема 4. Пусть матрица
𝑋 =
⎛⎜⎜⎝
𝑋1(1) 𝑋1(2) . . . 𝑋1(𝑛)
𝑋2(1) 𝑋2(2) . . . 𝑋2(𝑛)
. . . . . . . . . . . .
𝑋𝑝(1) 𝑋𝑝(2) . . . 𝑋𝑝(𝑛)
⎞⎟⎟⎠
имеет матричное эллиптическое распределение 𝑀𝐸𝑝,𝑛(𝑀,Σ⊗Φ, 𝜓) с произволь-
ной симметричной положительно определенной матрицей Σ и единичной мат-
рицей Φ. Предположим, также, что 𝑛 > 1. Тогда для ∀𝑖, 𝑗 = 1, . . . , 𝑝; 𝑖 ̸= 𝑗 для

























Доказательство. Не уменьшая общности, рассмотрим случай 𝑖 = 1, 𝑗 = 2, 𝑡 = 1.































1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .



















⎞⎟⎟⎠ = (︂ 𝑋1(1)−𝑋1𝑋2(1)−𝑋2
)︂
.






𝑀𝐸2,1(𝐴𝑀𝐵 + 𝐶, (𝐴Σ𝐴
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1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .























































































Из теоремы 4 и леммы 2 из [4] следует, что










,∀𝑡 = 1, . . . , 𝑛;∀𝑖, 𝑗 = 1, . . . , 𝑝, 𝑖 ̸= 𝑗.
Заключение
В настоящей работе показано, что вероятность совпадения знаков центриро-
ванных относительно математического ожидания случайных величин с матрич-
ным эллиптическим распределением равна вероятности совпадения знаков цен-
трированных относительно выборочного среднего случайных величин. Этот ре-
зультат показывает, что соответствующие результаты работы [4] справедливы и
при неизвестном параметре сдвига эллиптического распределения. Однако при
ВЕРОЯТНОСТЬ СОВПАДЕНИЯ ЗНАКОВ ЦЕНТРИРОВАННЫХ... 29
этом требуется, чтобы совместное распределение наблюдений над случайным век-
тором описывалось матричным эллиптическим распределением. В этом случае се-
тевые структуры в знаковой сети центрированных относительно математического
ожидания случайных величин совпадают с сетевыми структурами в знаковой сети
центрированных относительно выборочного среднего случайных величин. Кроме
того, статистические процедуры идентификации сетевых структур в знаковой сети
в классе матричных эллиптических распределений 𝑀𝐸𝑛,𝑝(𝜇,Σ, 𝑔) будут обладать
инвариантной функцией риска относительно параметров 𝜇, 𝑔.
Работа выполнена в лаборатории алгоритмов и технологий анализа сетевых
структур.
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Probability of sign coincidence of centered random variables is one pos-
sible measure of connection. In [4] it was shown that the measure does
not depend from generating function in the class of elliptically contoured
distributions. This result was obtained for known shift parameter. In the
present paper it is proved that for any sample size the probability of sign
coincidence centered with respect to the sample mean random variables
does not depend on generating function too. Moreover it is proved that the
probability of sign coincidence centered with respect to the sample mean
random variables is equal to the probability of sign coincidence centered
with respect to the shift parameter random variables.
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coincidence, invariance with respect to generating function, invariance with
respect to shift parameter.
Citation
Koldanov P.A., “Probability of sign coincidence centered with respect to sample
mean random variables”, Vestnik TvGU. Seriya: Prikladnaya Matematika [Herald of
Tver State University. Series: Applied Mathematics], 2018, no. 4, 23–30. (in Russian)
https://doi.org/10.26456/vtpmk515
References
[1] Anderson T.W., An Introduction to Multivariate Statistical Analysis, 3rd edition,
John Wiley and Sons, New York, 2003, 721 pp.
[2] Kruskal W.H., “Ordinal measures of association”, Journal of the American Sta-
tistical Association, 53:284 (1958), 814–861.
[3] Gupta A.K., Varga T., Bodnar T., Elliptically Contoured Models in Statistics
and Portfolio Theory, Springer-Verlag, New York, 2013, 321 pp., https://doi.org/
10.1007/978-1-4614-8154-6.
[4] Kalyagin V.A., Koldanov A.P., Koldanov P.A., “Robust identification in random
variable networks”, Journal of Statistical Planning and Inference, 181 (2017), 30–
40.
30
