Although not a new issue, music piracy has acquired a new status in the digital era, as recordings can be easily copied and distributed. Watermarking has been proposed as a solution to this problem. It consists in embedding into the audio signal an inaudible mark containing copyright information. A different approach, called fingerprinting, consists in extracting a "fingerprint" from the audio signal. In association with a database, this fingerprint can be used to identify a recording, which is useful, for example, to monitor audio excerpts played by broadcasters and webcasters. There are far more applications to watermarking and fingerprinting. After a brief technical review, this article describes potential applications of both methodologies, showing which one is more suitable for each application.
Introduction
Music copyright enforcement is not a new issue. The recording industry has been fighting piracy since its very early times. However, the digital revolution in audio has brought this fight to a new level, as music in digital format can be copied and distributed easily and with no degradation. Electronic distribution means, particularly the Internet, associated with efficient compression algorithms (such as MP3) and peer-to-peer file-sharing systems (such as Napster (2002) and Gnutella (Gnutella wego, 2002) (Gnutella news, 2002) ) create an environment that is propitious to music piracy.
Watermarking has been proposed as a potential solution to this problem. It consists in embedding a mark, the watermark, into the original audio signal. This mark should not degrade audio quality, but it should be detectable and indelible. Compliant devices should check for the presence of a watermark before proceeding to operations that could result in copyright infringement. Research in this field has been very active over the last years. In particular, the Secure Digital Music Initiative consortium (SDMI), which brings together the major actors in the recording and consumer-electronics industries, has recently released technology specifications intended to protect, by means of a watermark, the playing, storing and distribution of music in digital format (SDMI, 2002) . This technology was submitted to public evaluation through a "challenge" inviting individuals to defeat SDMI's protection system, a goal that was shortly achieved, showing that the technology was not ready for commercial purposes (Boeuf & Stern, 2001 ) (Craver, 2001) .
Another approach to the copyright-protection problem, quite different from watermarking in its conception, consists in analyzing an audio signal and constructing a "fingerprint" that is uniquely associated with this signal 1 . Automatic music recognition or fingerprinting systems (Recording Industry Association of America, 2001 ) can identify a song by searching for its fingerprint in a previously constructed database. Such systems are being used, for example, to monitor music transfers in Napsterlike file-sharing facilities, blocking transfers of copyrighted material or collecting the corresponding royalties and to track audio content played by broadcasters (as (AudibleMagic, 2001) (Music Reporter, 2001 ) and (Auditude, 2001) ).
There are far more applications to watermarking and fingerprinting than just copyright protection. After a brief technical review, we describe potential applications of both methodologies, showing which approach would be more suitable for each application discussed.
Watermarking printed documents in order to prevent counterfeiting has been common practice for centuries. This kind of watermark generally consists of a translucent drawing that becomes visible when the paper is held to the light. Currency bills, for example, are often watermarked as a proof of genuineness. The same term has been employed to designate the class of methods intended to imperceptibly mark digital documents (particularly images, audio and video).
Watermarking is often described as a subclass of steganography -a Greek word meaning ``hidden writing''. The goal of cryptography is to render a message unintelligible, whereas steganography attempts to hide the very presence of a message by embedding it into another information. While the exchange of ciphered messages can arouse suspicion, a steganographic message can be hidden in an apparently innocent document (Petitcolas et al.,1999) .
Initial research on audio watermarking dates back to the mid-nineties. The first techniques were directly inspired from previous research on image watermarking (Boney et al., 1996) . The basic idea consists in adding a signal, the watermark, to the original audio signal. The resulting watermarked signal must be perceived by the listener as identical to the original one. The watermark carries data that can be retrieved by a detector and can be used for a multitude of purposes. This procedure is illustrated in Figure  1 . As in cryptography, a key is generally used during the construction of the watermark, and another key (which may or may not be identical to the first one) is required for watermark detection. Despite this similarity, watermarking differs from cryptography in its very essence. While an encrypted audio file is useless without the corresponding decryption key, no such information is necessary in order to listen to a watermarked audio file. The important point is that the watermark is always present in the signal -even in illegal copies of it -and the protection that is offered by a watermarking system is therefore of a permanent kind. The same is not true for a cryptographic system, as audio files must be decrypted (and thus unprotected) in order to become usable.
Let us clarify the utilization of a watermarking system through an example. Audio content can be watermarked with a "copy-never" watermark. A compliant CD-writer device will analyze the input audio signal and check for the presence of the watermark before recording. If no watermark is found, the content is assumed to be copyright-free and the CD is recorded; otherwise, the equipment refuses to perform the requested operation. A more sophisticated system could admit multiple degrees of protection, ranging from "copy-never" to "copy-freely". For instance, audio marked as "copy-twice" could be duplicated, but the resulting copy would have its watermark set to the "copy-once" state. If a second copy were made from this first copy, it would be marked as "copy-never" and would not be reproducible. This would limit the number of generations in the duplication process -if you have an original CD, you can burn a copy for a friend, but he might not be able to do the same from the copy you gave him.
A watermarking system is called symmetric if the same key is used for both insertion and detection. When these keys are different from each other, the system is called asymmetric. Symmetric watermarking systems are suitable for private watermarking, where the key is kept secret; in contrast, asymmetric watermarking is appropriate for public watermarking, where a private key is used for watermark insertion and a public key for watermark detection. As in public encryption systems (in particular the RSA system (Boneh, 1999) ), the idea of a non-invertible function is present: the public key is derived from the private key, but the private key cannot be deduced from the public key.
The requirements that an audio watermarking system must satisfy are application-dependent and often conflicting. As general requirements, we can mention: − Inaudibility: watermarking should not degrade sound quality. − Robustness: the watermark should resist any transformations applied to the audio signal, as long as sound quality is not unacceptably degraded. − Capacity: the watermark bit rate should be high enough for the intended application, which can be conflicting with inaudibility and robustness; a trade-off must be found. − Reliability: data contained in the watermark should be extracted with acceptable error rates. − Low complexity: for real-time applications, watermarking algorithms should not be excessively timeconsuming. All these requirements are to be respected to a certain extent, according to the application. Some applications (such as low bit-rate audio over the Internet) might admit the watermark to introduce a small level of sound quality degradation, while others (such as high bit-rate audio) would be extremely rigorous on that matter. Resistance to signal-processing operations such as filtering, resampling or coding is usually necessary. For copyright protection, resistance to malicious attacks aimed at preventing watermark detection is also required; for example, if a piece of the signal is deleted, the watermark should still be detectable. However, for integrity-verification applications (e.g., of testimonies recorded before a court), the watermark must no longer be recognized when audio content is modified in any way. In that case, robustness is no longer required; on the contrary, the watermark must be fragile.
How it works
Watermarking can be viewed as a communication system: the watermark is the signal carrying useful information and the audio signal plays the role of channel noise. In conventional communication systems, the useful signal is usually stronger than the noise, and the latter is often assumed to be Gaussian and white. This is not the case in watermarking. To avoid audible distortion, the watermark signal must be much weaker (some tens of decibels) than the audio signal. Furthermore, the audio signal is generally non-stationary and strongly colored.
Several approaches for audio watermarking have been proposed in the literature. For example, we can mention: -Spread-spectrum watermarking: As in spread-spectrum communication systems (Dixon, 1976 ) (Haykin, 1988 ) the idea consists in spreading the watermark in frequency to maximize its power while keeping it inaudible and increasing its resistance to attacks (Boney et al.,1996) (Garcia, 1999 ). -Echo-hiding watermarking: Temporal masking properties are exploited in order to render the watermark inaudible. The watermark is an "echo" of the original signal (Bender et al., 1996) (Neubauer, 2000) . -Bit stream watermarking: The watermark is inserted directly in the bit stream generated by an audio coder. For example, in (Lacy et al., 1998) , the watermark consists in the modification of scale factors in the MPEG AAC bit stream. Many variations of these basic schemes have been proposed. For example, rather than adding the watermark to the audio signal in the time domain, some systems perform this operation in the frequency domain by directly replacing spectral components (Garcia, 1999) . Other systems use different keys (i.e. different codebooks) for watermark insertion and detection; in such asymmetric schemes, detection methods more sophisticated than simple correlation calculations must be used (Gomes et al., 2000 ) (Furon et al., 2000 .
A major difficulty in watermarking is the need for synchronization during detection. In general, the detector must know the starting and finishing times of each symbol contained in the watermark. In the context of copyright-protection applications, the system should resist desynchronization attacks such as the suppression (or addition) of samples to the audio signal. Some resynchronization methods have recently been proposed ) (Furon et al., 2000 . These methods allow the system to resist a large class of desynchronization attacks.
Psychoacoustic models
Psychoacoustics is the study of the perception of sound. Through experimentation, psychoacousticians have established that the human ear presents several limitations. In particular, when two tones, close to each other in frequency, are played simultaneously, frequency masking may: if one of the tones is sufficiently loud, it masks the other one (Zwicker & Fastl, 1990) .
Psychoacoustic models generalize the frequency-masking effect to non-tonal signals. From an audio signal u(t), these models calculate a curve M u (f) called masking threshold that is homogeneous to a power spectral density (PSD) (Perreau, 1998) . If the PSD V(f) of a signal v(t) is below M u (f) for all frequencies, then v(t) is masked by u(t). This means that the listener is unable to perceive any difference between u(t) and u(t) + v(t) (Figure 2 ). These models are widely used in lossy compression methods (such as MP3 or MPEG-AAC (International Organization for Standardization, 1997) (Bosi et al., 1997) ) to render quantization noise inaudible, thus providing high quality audio at low bit rates. In the upper part of the spectrum, the masking threshold (and the masked signal) often surpasses the masking signal due to the low sensibility of the human ear to high frequencies.
In audio watermarking, psychoacoustic models are often used to ensure inaudibility of the watermark. The watermark is constructed by shaping in frequency a nearly-white signal according to the masking threshold. After this operation, the PSD of the watermark is always below the masking threshold and the watermark should not be heard in the presence of the original audio signal. Thanks to psychoacoustic models, inaudibility can be reached at signal-to-watermark power ratios of approximately 20 dB. In contrast, a white watermark would require much higher ratios to ensure inaudibility, thus rendering detection more difficult.
Masking can also occur in time domain with pre or post-masking. If two sounds are close to each other in time and one is sufficiently loud, it will mask the other one. This effect is exploited in lossy compression methods to further increase the compression rate (International Organization for Standardization, 1997) .Post-masking is also used in "echo-hiding" watermarking systems: the watermark is a delayed and attenuated version of the audio signal, and the delay between the audio signal and this "echo" is used as a means of coding information. Many other applications have been proposed for psychoacoustic models. To name a few: echo cancellation, automatic audio quality evaluation and hearing aids for the deaf.
Case study
We present here a case study to illustrate a real-world watermarking system. This system was implemented at Paris V University in collaboration with ENST-Paris. The goal is to transport information between two computers through an acoustic channel by means of a watermarked piece of music. On the first computer, the user types a text that is converted into binary information. An audio file (also chosen by the user) is then read and the binary information is embedded into it through watermarking. Finally, the watermarked audio is played through a loudspeaker. At the receiver side, the second computer records the watermarked audio (along with ambient noise) through a microphone. It then performs the watermark-detection procedure on the sampled audio and retrieves the binary information, which is converted back into text and finally displayed on the second computer screen. This configuration is shown in Figure 3 . In this application, a classical symmetric watermarking system (with a single key) was employed (Boney et al., 1996) ). This watermarking scheme is shown in Figure 4 . Processing is done for individual signal windows (some tens of milliseconds long). In these time frames, the audio signal is considered almost-stationary. A sequence of input symbols (generated from the message to be transmitted) is converted into a modulated signal s(n) by means of a codebook that associates a unique vector to each symbol in the alphabet. This codebook corresponds to the key of the watermarking system. The vectors in the codebook can be obtained through traditional digital modulation techniques (such as PSK or FSK) followed by frequency spreading, or they can simply correspond to orthogonal realizations of a white random process. To ensure inaudibility, the modulated signal is frequency-shaped according to a masking threshold calculated through a psychoacoustic model, which gives the watermark w(t). The watermarked signal y(t) is obtained by adding w(t) to the original audio signal x(t). The audio signal ) ( t y received by the detector can be written as
(1) where n(t) is an additive noise introduced by any process the watermarked signal might have undergone (such as filtering, compression/decompression or radio transmission). In some cases, this noise can be as strong as the watermark, or even stronger than it. Detection is then performed through correlation between the received signal (Wiener-filtered in order to improve the watermark-to-signal power ratio) and the vectors in the codebook, producing a sequence of output symbols from which the hidden information is retrieved.
The system must resist D/A-A/D conversion, transducer distortion, ambient noise and desynchronization between transmitter and receiver. Of course, there must be no perceptible difference between the original and the watermarked audio signals.
Transmission
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In order to obtain a watermark that is spread in frequency, a codebook composed of white, orthogonal Gaussian vectors is used. The number of vectors is a function of the desired bit rate. Each codebook entry is associated with a symbol representing a specific binary pattern. The binary sequence to be transmitted, obtained from the input text through an ASCII-like code, is converted into a sequence of symbols. The latter is then converted into a modulated signal by concatenating the corresponding vectors from the codebook.
To allow for resynchronization in the receiver, synchronization symbols are regularly transmitted. In addition, a repetition code is used to improve detection and resynchronization performance. The resynchronization scheme is detailed later in this section.
To ensure watermark inaudibility, the modulated signal is spectrally shaped through filtering according to a masking threshold, which is obtained from a psychoacoustic model. This procedure, repeated for each window of the audio signal (≈ 12 ms), produces the watermark. The watermarked signal is obtained by simply adding together the original audio signal and the watermark.
Channel
The watermarked signal is converted into analog form and played through a loudspeaker. At the receiver side, a microphone captures the sound, producing an electric signal that is sampled and digitalized. This channel introduces significant distortion into the signal, namely: − quantization noise due to analog-to-digital conversion; − distortion due to non-flat frequency response of the transducers; − distortion due to non-linearity in the elements of the channel (transducers and converters); − ambient noise.
Additionally, the sampling rates of the D/A and A/D converters may not be strictly identical. Even a small difference in the sampling rates may cause synchronization problems, as its effect is cumulative.
Reception
The initial step in the reception is the synchronization procedure, described later in this section. After resynchronization, watermark detection is performed. For each window of the received signal, the watermark signal is strengthened by Wiener-filtering and correlation measures with each codebook entry are calculated. The symbol associated with the codebook entry that maximizes correlation is chosen as the received symbol. The so-constructed sequence of received symbols is converted into a binary sequence, which is then converted into text. Finally, this text is displayed on the screen.
Synchronization
The receiver does not know the exact start of the transmission; an initial-synchronization method is thus required. In addition, a difference in the sampling rate of the D/A and A/D converters must be continuously compensated.
Initial synchronization is implemented by introducing a known sequence of symbols at the beginning of the transmission. This sequence must be long enough to ensure a low possibility of incorrect initial synchronization, since this would compromise the entire detection process. A 36-bit synchronization sequence is used in the system. Continuous resynchronization is performed by inserting synchronization symbols at the beginning of each block of symbols. Apart from the synchronization symbol, a block contains multiple copies of the same symbol. This repetition code is used to improve system robustness to distortion. A group of blocks is called a frame. This structure is illustrated in Figure 5 . The exact starting point of the frame is initially unknown. The first step for resynchronization consists in averaging all blocks in a frame, as illustrated in Figure 5 . (Note that the initial block in a frame is arbitrary.) As the synchronization symbol in the beginning of each block is always the same but data symbols are generally different among blocks, this operation will strengthen the synchronization symbol. Correlation measures between the averaged block and the synchronization symbol are then calculated for each possible beginning of this block. The exact starting point of the averaged block (and of the frame) is determined by maximizing this correlation. A frame should not contain too many blocks and a block should not contain too many windows, as the efficiency of the averaging operation would be reduced by cumulative desynchronization. In our experiments, 3 blocks per frame and 5 windows per block (512-sample windows at a sample rate of 44,1 kHz) seemed to be the optimal values, although this would depend on the exact desynchronization between the sound cards in the two PCs. Once the beginning of the frame (and of the blocks in it) is determined, each block is treated separately. The symbols in a block (except the synchronization symbol) are averaged in order to improve the signalto-noise ratio. Watermark detection is then performed as explained previously.
Results
In this experiment, ordinary PC sound cards, loudspeaker and microphone were used. The microphone was 1.5 m away from the loudspeaker. For an average signal-to-watermark power ratio of approximately 20 dB (which ensures watermark inaudibility) and for various kinds of music (sampled at 44.1 kHz), there were no detection errors when background noise was at reasonable levels (e.g., a person speaking in the room but away from the microphone). With strong background noise (e.g., a person speaking directly into the microphone), the error rate augmented significantly (from 10% with quiet voice to almost 100% with very loud voice).
Audio fingerprinting
In Watermarking, research on psychoacoustics is conducted so that an arbitrary message, the watermark, can be embedded in a recording without altering the perception of the sound. In Audio Fingerprinting the message is automatically derived from the perceptually most relevant components of sound. This makes it less vulnerable to attacks since trying to remove this message, the fingerprint, would alter the quality of the sound .
Fingerprinting, or content-based identification (CBID), technologies work by extracting acoustic relevant characteristics of a piece of audio content and storing them in a database. When presented with an unidentified piece of audio content, characteristics of that piece are calculated and matched against those stored in the database. Using complex matching algorithms and acoustic fingerprints different versions of a single recording can be identified as the same recording.(Recording Industry Association of America, 2001) (Napster, 2002) .
The areas relevant to audio fingerprinting include Information Retrieval, Signal Processing, Pattern Recognition, Databases, AI, Computer Music and Music Cognition (Dannenberg et al., 2001 ). ) were trying to evaluate several identification systems. For such a system it is mandatory to be computationally efficient and robust. A more detailed enumeration of requirements can help distinguish among the different approaches (Audio Identification Technology Overview, 2001) . − Accuracy: the number of correct identifications, non-identifications (false negatives), and wrong identifications (false positives). The issue of avoiding false positives is of great importance in applications like a monitoring system able to automatically generate play lists of registered songs for copyright enforcement organizations where a song, which has not been broadcast, should not be identified as a match, even at the cost of missing right matches. Approaches to deal with false positives have been treated in ) and . In other applications, like automatic labeling of MP3 files (see the applications section) avoiding false positives is not such a mandatory requirement. − Security: Vulnerability of the solution to hacking, tampering. − Versatility: Does the identification of several formats requires different fingerprints? Can it identify streaming audio content? Will the technology work with previously released content (legacy content)? − Scalability: Performance with very large databases of titles or a large number of concurrent identifications. This affects on accuracy and on fast matching of the database. − Robustness: Ability to accurately identify regardless of the level of compression and distortion or interference in the transmission channel. Ability to identify from excerpts of songs.
How it works
Independently of the specific approach to extract the content-based compact signature, a common architecture can be devised to describe the functionality of fingerprinting (Request for Audio Fingerprinting Technologies, 2001) .
From the Figure 7 it is possible to distinguish two operating modes. The overall functionality mimics the way humans perform the task. Off-line a memory of the works to be recognized is created; in the identification mode, unlabelled audio is presented to the system to look for a match. − Building the database: The collection of works to be recognized is presented to the system. The system processes the audio signals extracting unique representations based on their acoustic characteristics. This compact and unique representation is stored in a database and can be linked with a tag or other metadata relevant to each recording. − Actual Audio Identification: The unlabelled audio is processed in order to extract the fingerprint.
The fingerprint is then compared to the fingerprints of the database. If a match is found, the tag associated with the work is obtained from the database. A confidence of the match can also be provided. The actual implementations of audio fingerprinting normally follow the presented scheme with differences on the acoustic features observed and the modeling of audio and of a whole recording, as well as the matching and indexing algorithms.
The simplest approach would be direct file comparison. It consists on extracting a hash out of the bits of the binary file with MD5 (Message Digest 5) or CRC (Cyclic Redundancy Checking) methods to have a compact representation to store in the database. Of course this is not robust to compression or minimal distortions of any kind and in fact maybe cannot even be considered as content-based identification of audio since these methods do not consider the content, understood as information, of the file, just the bits. . This approach would also not be applicable when monitoring streaming audio or analog audio but it sets the basis for some fingerprinting research: Robust or Perceptual Hashing (Haitsma et al., 2001 ) (Mihçak & Venkatesan, 2001 ). The idea behind this higher-level hashing is that the hashing function incorporates acoustic features so that final hash code is robust to different audio manipulations as long as the content is preserved.
An important amount of features can be found in the literature: energy, loudness, spectral centroid, zero crossing rate, pitch, harmonicity, spectral flatness (Ismirli, 2000) ), MelFrequency Cepstral Coefficients (Logan, 2000) , etc. It is common to several methods to perform a filter bank analysis, do some transformation of the feature vector and in order to reduce the size of representation, extract some statistics: means or variances, over the whole recording (Etantrum, 2001 ), or extract a codebook for each song by means of unsupervised clustering ). Other methods apply higher-level algorithms that try to go beyond the signal processing comparison and have notions of beat, harmonics, etc (Blum et al., 1999) .
Case Study
A case study to illustrate with more detail an implementation of an audio fingerprinting solution is presented. The implementation was designed with one of the highest robustness requirements, identification of radio broadcasted songs. The difficulty inherent in the task of identifying broadcasted audio material is mainly due to the difference of quality of the original titles in the CD and the quality of the broadcasted ones. The song is transmitted partially, the speaker talks on top of different fragments, the piece is maybe playing faster and several manipulation effects are applied to increase the listener's psycho-acoustic impact (compressors, enhancers, equalization, bass-booster, etc). Moreover, in broadcasted audio stream there are no markers indicating the beginning and the end of the songs. Yet the system also has to be fast because it must do comparisons with several thousand (of the order of 100.000's) songs online. This affects the memory and computation requisites since the system should observe several radio stations, give results online and should not be very expensive in terms of hardware. In this scenario, a particular abstraction of audio to be used as robust fingerprint is presented: audio as sequence of timbres.
The system works as follows. An alphabet of sounds that best describe the music is extracted in an offline process out of a collection of music representative of the type of songs to be identified. These audio units are modeled with Hidden Markov Models (HMM). The unlabelled audio and the set of songs are decomposed into these audio units ending up with a sequence of symbols for the unlabelled audio and a database of sequences representing the original songs. By approximate string matching, the song sequences that best resembles the sequence of the unlabelled audio is obtained.
The approach to learn the relevant acoustic events, the Audio Descriptor Units (ADU), is performed with unsupervised training, that is, without any previous knowledge of music events through a modified Baum-Welch algorithm (Batlle & Cano, 2000) . The extraction of ADU is shown in Figure 8 .
The audio data is pre-processed by a front-end in a frame-by-frame analysis. In the first block a set of relevant feature vectors are extracted from the sound. Within the front end, a normalization of feature vectors as well as some other processing is done before the decoding block (Haykin, 1996) . In the decoding block, the feature vectors are run against the statistical models of the ADU: HMM-ADU using the Viterbi algorithm (Viterbi, 2001) . As a result, the most likely ADU sequence is produced.
Front-End Feature Extraction
The first stage in a classification system is the obtainment of a set of values that represent the main characteristics of the audio samples. A key assumption made at this step is that the signal can be regarded as stationary over an interval of a few milliseconds. Thus, the prime function of the front-end parameterization stage is to divide the input sound into blocks and from each block derive some features, like a smoothed spectral estimate.
The spacing between blocks is around 10 ms and blocks are normally overlapped to give a longer analysis window, typically 25 ms. As with all processing of this type, a tapered window function (e.g., Hamming) is applied to each block so as to minimize the signal discontinuities at the beginning and end of each frame (Oppenheim & Schafer, 1989) .
It is well known that the human ear performs some kind of signal processing before the audio signal enters the brain (Ruggero, 1992) . Since this processing has proven to be robust in front of several kinds of noises and distortions in the area of speech recognition, it seems reasonable to use a similar signal front-end processing for music in the system. The required spectral estimates are computed via Fourier analysis and there are a number of additional transformations that can be applied in order to generate the final acoustic vectors. To illustrate one typical arrangement, Figure 8 shows the front-end to generate Mel-Frequency Cepstral Coefficients (MFCCs). To compute MFCC coefficients, the Fourier spectrum is smoothed by integrating the spectral coefficients within triangular frequency bins arranged on a non-linear scale called the Mel-scale. The Mel-scale is designed to approximate the frequency resolution of the human ear (Ruggero, 1992) being linear up to 1000 Hz and logarithmic thereafter. In order to make the statistics of the estimated song power spectrum approximately Gaussian, logarithmic (compression) conversion is applied to the filter-bank output. The final processing stage is to apply the Discrete Cosine Transform to the log filter-bank coefficients. This has the effect of compressing the spectral information into the lower order coefficients and it also de-correlates them (Batlle et al., 1998) .
The acoustic modeling based on HMM assumes that each acoustic vector is independent of its neighbors. This is a rather poor assumption since physical constraints of the musical instruments ensure that there is continuity between successive spectral estimates. However, appending the first and second order differentials to the basic static coefficients will greatly reduce the problem. Obviously, there are more features that can be extracted, like tonality center, rhythm, etc to feed the models.
Acoustic Modeling: HMM ADU
The purpose of the acoustic models is to provide a method of calculating the likelihood of any sequence of ADU given a vector sequence Y. Each individual ADU is represented by a Hidden Markov model (HMM) (Rabiner, 1989 ). An HMM is most easily understood as a generator of vector sequences. It is a finite state machine which changes state once every time unit and each time t that a state j is entered, an n acoustic vector y t is generated with probability density b j (y t ). Furthermore, the transition from state i to state j is also probabilistic and governed by the discrete probability a ij .
The joint probability of a vector sequence Y and state sequence X given some model M is calculated simply as the product of the transition probabilities and the output probabilities. The joint probability of an acoustic vector sequence Y and some state sequence X = x(1), x(2), x(3),…,x(T) is:
In practice only the observation sequence Y is known and the underlying state sequence X is hidden. This is why it is called Hidden Markov Model.
Viterbi Decoding
For the decoding of ADU sequences, the trained models are run against the feature vectors using the Viterbi algorithm (Viterbi, 2001) . As a result, the most probable path through the models is found, providing a sequence of ADU Models and the points in time for every transition from one model to the following.
The Viterbi algorithm is an efficient algorithm to find the state sequence that most likely produced the observations. Let φ j (t) represent the maximum likelihood of observing acoustic vectors y 1 to y t and being in state j at time t. This partial likelihood can be computed using the following recursion
By keeping track of the state j giving the maximum value in the above recursion formula, it is possible, at the end of the input sequence, to retrieve the states visited by the best path, thus obtaining the most probable ADU sequence given the input frames.
As it has been shown, the algorithm performs the backtracking at the end of the audio data. When dealing with streaming audio data, like when observing a radio broadcast, it is necessary to provide the ADU sequence in real time (plus a little latency time). Fortunately, it is possible to modify the algorithm to work online (Loscos et al., 1999) . To do so, the backtracking is adapted to determine the best path at each frame iteration instead of waiting until the end of the utterance. Doing so it is possible to detect that the sequence of ADU up to a point has converged, that is to say, it has become stationary and included in the best path from a certain time on, they can be extracted. The time of convergence is variable and depends on the probabilistic modeling of the sound with the current HMMs. The fingerprint has an average bitrate of 50 bps.
Copyright-related applications
Enforcement of copyright is the application that first motivated the development of audio watermarking, and it is also a major application of fingerprinting systems. We discuss below how these methodologies can be used to prevent and confront piracy. Among other applications related to audio tracking included in this section, we name: − Playlist generation of radio stations and music television channels from an independent and neutral source. − Statistical summaries, like audience characteristics and audience preferences, which can be used for in-house programming and broadcast policy. − Exact accounting and appropriate refund for rightholders.
Proof of ownership
Content creators are often concerned about the possibility of their work to be "appropriated" by other people. Let us imagine the following scenario: (1) artist A records a song and makes it available on his website; (2) artist B gets a copy of this song and releases it as his own (possibly for financial profit); (3) artist A sues artist B but is unable to prove that he is the actual author of the song. This situation is more likely to take place when the content creator is not widely known to the public: while no one would have doubts about the ownership of a song released by a major pop artist, a lesser known artist might have trouble proving he is the actual author of a song if someone else manages to appropriate it.
This situation can be resolved by the introduction of a "trusted third party" (TTP) that acts as a repository of audio content. This is actually the case in many countries. Before releasing new work, the artist registers it with a TTP (possibly a governmental agency) that keeps a copy of it on file. The artist is then in position to successfully sue anyone who tries to appropriate his work without permission.
We can conceive a procedure relying on watermarking to prove rightful ownership. A unique secret key, the owner's signature, is used to generate a watermark embedded into the audio signal. The signature is registered with a TTP. The presence of the watermark must be accepted by a court of law as evidence of ownership. This procedure avoids the need of transferring the audio content itself to the TTP, and new audio content is automatically protected if watermarked with the same key.
Audio fingerprinting can also be used in a procedure to prove rightful ownership. Instead of registering the complete piece of music with a TTP, only its fingerprint is registered, and that fingerprint must be accepted as evidence of ownership by a court of law. The advantage of this approach in comparison with the traditional one is the possibility of easily verifying if a specific piece of music is present in the TTP's database (as long as this database is available to the public). Some points regarding these approaches must be stressed: − The watermarking or fingerprinting procedure must be recognized by authorities as valid for legal purposes, which raises questions concerning system security and reliability that have not yet been satisfactorily answered. − If a watermark is to be accepted as proof (not only evidence) of ownership, the watermarking process has to be entirely controlled by the TTP, which assigns and holds secret keys (unknown even to signal owners). − The availability of different signals watermarked with the same key might help pirates isolate and remove the watermark through averaging. − The watermarking system has to avoid ambiguity attacks, which consist in choosing keys such that false positives are induced during watermark detection for a specific audio signal. If keys are assigned by the TTP, this attack can be easily prevented. − The fingerprinting system should never associate identical fingerprints to different pieces of music, even if someone intentionally tries to force this situation (for illicit purposes). Again, if the TTP is responsible for the extraction of the fingerprints, this attack can be easily avoided. − Watermarking and fingerprinting can protect audio content only against unfounded claims of ownership regarding specific recordings; they cannot protect audio content from illicit acts such as plagiarism. This kind of protection requires two steps: (1) watermarking or fingerprinting is used to prove ownership of a specific original recording, and (2) the original recording is compared with a suspicious one through listening tests. A watermarking-based system for proving ownership would be difficult to implement at the present time, as no audio watermarking system can be considered sufficiently robust to malicious attacks. While a similar system based on audio fingerprinting might seem more feasible, the advantages it presents in comparison with the traditional system (i.e., registering the complete music piece with a TTP) might not suffice to justify the use of this technology.
Monitoring at the consumer end
What renders the watermarking-based proof-of-ownership application unrealistic is the requirement of absolute robusteness to malicious attacks. If this constraint is relaxed, the problem becomes feasible. A robust yet not indestructible watermark might not be accepted as evidence before a court of law, but it can be used by rights holders to discourage illicit usage of audio signals. If copyright infringement is detected, the problem is dealt with through conventional legal channels.
In usage-policy monitoring applications, the goal is to avoid misuse of audio signals by the consumer. The watermark contains information that dictates the behavior of compliant devices (e.g., CD players and recorders, MP3 players or even computers) in accordance with the usage policy. As the typical end user does not have the necessary skills to erase the watermark, such a system should prevent most home piracy ("keep honest people honest"). In contrast, professional pirates would probably be able to overcome this protection system, although the cost of doing so might render piracy a less attractive activity.
In principle, fingerprinting is not appropriate for usage monitoring at the consumer end, as it does not add information to the signal. This limitation can be circumvented by conceiving a system where a piece of music is identified by means of a fingerprint and a database is then contacted to retrieve information about user rights. Compliant devices are required to be connected to a network in order to access the database. This may sound unrealistic at the present time but should not be troublesome in the near future, as the tendency of connecting electronic equipments other than computers to the Internet seems to strengthen. The practical utility of this system can be compromised if the rights granted to the consumer depend not only on the piece of music itself, but also on the price paid for it by the consumer.
Monitoring at the distribution end
Napster and Web-based communities alike, where users share music files, have been excellent channels for music piracy. After a court battle with the recording industry, Napster was enjoined from facilitating the transfer of copyrighted music. The first measure taken to conform with the judicial ruling was the introduction of a filtering system based on file-name analysis, according to lists of copyrighted music recordings supplied by the recording companies. This simple system did not solve the problem, as users proved to be extremely creative in choosing file names that deceived the filtering system while still allowing other users to easily recognize specific recordings. The large number of songs with identical titles was an additional factor in reducing the efficiency of such filters.
Fingerprinting-based monitoring systems constitute a well-suited solution to this problem. Napster actually adopted a fingerprinting technology and a new file-filtering system relying on it was to be released as of this writing (TRM 2001) . Other systems are also commercially available (Baytsp, 2001 ) (AudibleMagic, 2001) (Music Reporter, 2001 ) and (Auditude, 2001) . Such systems require a database containing fingerprints of every recording that shall not be freely transferred. Before a file transfer between users A and B is initiated, the fingerprinting of the requested recording is extracted locally on user A's machine by the client software and sent to a server that searches for it in the database. If the fingerprinting is not found, the recording is considered to be copyright-free and the file transfer to user B's machine is promptly authorized; otherwise, a fee must be paid in order for the transfer to be initiated.
A similar system based on audio watermarking can also be conceived. If all copyrighted recordings are watermarked before release, the server can check for the presence of the watermark and act accordingly. If no watermark is found, the recording is considered to be copyright-free. The advantage of this approach is the absence of a database, as all the information necessary for system operation is carried by the watermarked signal itself. This means that new recordings are automatically protected (as long as they are watermarked), while a fingerprinting-based monitoring system requires the databases of all distributors to be updated before protection becomes effective. The complexity of fingerprinting match also augments as the database grows, whereas watermarking-based systems present constant complexity. However, watermarking is in general much more sensitive to malicious attacks than fingerprinting, thus reducing system reliability. In addition, legacy content (i.e. old non-watermarked recordings) would not be protected at all.
Identification of broadcast audio
In many countries, radio stations must pay royalties for the music they air. Rights holders need to monitor radio transmissions in order to verify whether royalties are being properly paid. Even in countries where radio stations can freely air music, rights holders are interested in monitoring radio transmissions for statistical purposes. Advertisers also need to monitor radio and TV transmissions to verify whether commercials are being broadcast as agreed. The same is true for web broadcasts.
Fingerprinting-based monitoring systems are being used for this purpose (Music Reporter, 2001 ), (Auditude, 2001 ). The system "listens" to the radio and continuously updates a playlist of songs or commercials broadcast by each station. Of course, a database containing fingerprints of all songs and commercials to be identified must be available to the system, and this database must be updated as new songs come out.
A similar watermarking-based system can be conceived. All songs and commercials that shall be identified must be watermarked. The watermark contains information that uniquely identifies the song or commercial. Previously released non-watermarked recordings cannot be identified by the system, which can be a major drawback in this application. Watermarking is also more sensitive to distortion. However, watermarking does not require a database, and no update is necessary when new songs come out.
Tracking of illicit copies
Unauthorized use of copyrighted material (texts, images, sounds) has been common practice on the World-Wide Web since its very beginning. Web crawlers can be used to automatically search the Web for copyrighted material. In what concerns audio files, an automated direct comparison between material found on web pages and recordings contained in a database is difficult to implement, as there may be several variations of the same recording (e.g., different formats, different sample rates, cropped versions, compressed versions). This comparison would also be inefficient in terms of speed, as audio files tend to be large even for rather short recordings.
Watermarking and fingerprinting can be used in audio-file tracking systems. The watermarking-based approach consists in watermarking recordings to be protected before distribution. A web crawler will then search the Web and check for the presence of the watermark on each audio file it finds. If a watermarked recording is found, the system notifies the rights holder, who will contact the transgressor after manually confirming the infringement. The system might automatically send infringement notices to transgressors (without manual confirmation), but in this case the probability of false positives must be very low. An intermediate solution is also possible: the system asks for manual confirmation only when the watermark is detected with low reliability (i.e., a weak watermark is detected, which might constitute a false positive).
A fingerprinting-based approach would be quite similar, but the system would extract a fingerprint from each audio file found on the Internet and would search for it in a database of fingerprints. Again, the false-positive rate will dictate the need for manual confirmation of copyright infringement.
The comparative advantages of each approach are the same as presented in the previous sections: watermarking is more sensitive to malicious attacks than fingerprinting, and previously released nonwatermarked recordings could not be tracked; on the other hand, in fingerprinting-based systems, tracking of new releases requires the database to be updated, while watermarking-based systems do not require any update. When compared to the direct match between audio files on the Internet and copyrighted recordings, both approaches should lead to a significant gain in speed, as much less information has to be matched (the watermark and the fingerprint correspond to only a small fraction of the amount of data required to store the original recording). A watermarking-based system would probably be faster than a corresponding fingerprinting-based system, as there is no database search.
Determination of the origin of illicit copies
When an illicit copy of a recording is found on a website, it may be possible for the rights holder to prosecute the website owner. But this might be just the final link in a piracy chain: if we could trace back towards the beginning of this chain, we would eventually reach an original legal copy of the recording. This original was legally purchased from an authorized distributor, but it was used in a way that infringed the usage policy defined by the rights holder.
If each legal copy of a recording is watermarked with different information, such as a unique serial number, it is possible to determine from which legal copy an illegal copy has been made 2 . When music is distributed on-line, this kind of watermark is generally embedded in the bit stream domain due to real time constraints. If the distributor keeps on file the identities of its clients and the serial numbers of all recordings each client purchased, the individual in the beginning of the piracy chain can be identified and prosecuted. This kind of protection system is particularly well-suited to web-based music distribution. When the user downloads a recording, the latter is watermarked in real time and the operation is registered in the distributor's files. This kind of protection system would severely discourage non-professional piracy (again, "keeping honest people honest"). However, professional pirates might prevent watermark detection by averaging several legal copies of the same recording, which is called collusion attack. Since the watermark is unique in each legal copy, this attack would tend to recover the original non-watermarked recording, or at least would weaken individual watermarks, possibly to the point of rendering them undetectable. Fingerprinting is not appropriate for this application, since all copies of a recording have exactly the same fingerprint.
Added value services
Copyright-related applications based on watermarking require a certain degree of robustness to intentional attacks, which adds considerably to the complexity of the system. However, for the transport of information not related to copyright, malicious attacks are not an issue, since the information actually adds value to the signal. The watermark should still be robust to licit operations, which depend on the application (e.g., filtering, compression, D/A-A/D conversion, transmission through radio waves).
Content-related services
Content information is defined as information about an audio excerpt that is relevant to the user or necessary for the intended application. Depending on the application and the user profile, several levels of content information can be defined. Here are some of the situations we can imagine: − Content information describing an audio excerpt: rhythmic, timbral, melodic or harmonic description. − Meta-data describing a musical work, how it was composed and how it was recorded. For example:
composer, year of composition, performer, date of performance, studio recording/live performance. − Other information concerning a musical work, such as album cover image, album price or artist biography. Different user profiles can be defined. Common users would be interested in general information about a musical work, such as title, composer, label and year of edition; musicians might want to know which instruments were played, while sound engineers could be interested in information about the recording process.
Content information can be structured by means of a music description scheme (MDS), which is a structure of meta-data used to describe and annotate audio data. The MPEG-7 standard proposes a description scheme for multimedia content based on the XML metalanguage (MPEG Working Documents) providing for easy data interchange between different equipments.
Some fields of an MDS can be automatically extracted from audio recordings, with greater or lesser success. This extraction is performed by means of signal processing techniques and psychoacoustic analysis. For example, melodic information can be derived from pitch data, rhythmic information can be derived from onset detection, and low-level timbre information can be derived from low-level audio descriptors. Nevertheless, many features, which are important for certain applications cannot be automatically extracted, such as the title, author, performer or edition year of a musical work. This information is usually stored externally to the audio data, either in a database or inserted in the structure of the audio file or transmitted frame, depending on the communication channel or storage support.
Some systems store MDSs in a database which is accessible through the Internet. Fingerprinting can then be used to identify a recording and retrieve the corresponding MDS, regardless of support type, file format or any other particularity of the audio data. Some commercial services are: − Labeling unlabeled or mislabeled collections of music. For example, MusicBrainz (Musicbrainz, 2001 ), Id3man (Id3man, 2001) and Moodlogic (Moodlogic Inc., 2001 ) automatically label collections of audio files; the user can download a compatible player that extracts fingerprints and submits them to a central server where metadata associated to the recordings is downloaded. Some companies like Gracenote (formerly CDDB) (Gracenote, 2001) offer a similar service but use the table of contents of a CD as a hash to obtain metadata associated to it. − Identification of a tune through a cell phone, offering the possibility of purchasing the song. This is one of the most demanding situations in terms of robustness, as the audio signal goes through radio distortion, speaker + microphone and GSM coding. If the need of a database is an inconvenience, watermarking may be a better choice than fingerprinting: the watermark carries the MDS, which is immediately available to the reading device. An example of this approach can be found in (Packman & Kurth, 2000) , where song lyrics are stored directly in the audio signal. The advantage of the watermarking-based approach is that content information is not dissociable from audio data, even after format conversions or change in support type; if the information were stored in a header, for example, it might not survive format conversion, and it would obviously not survive digital-to-analog conversion.
We can also imagine a system where both watermarking and fingerprinting are used. A fingerprintingbased search system retrieves a detailed MDS from a remote database. If this search fails (due, for example, to Internet connection problems), a watermarking-based system is used as a backup. The watermark contains basic information about the recording not as in-depth as the remote database, but enough for basic user needs.
Transport of general-purpose information
Watermarking can also be employed as a means for transmitting any kind of information, not necessarily related to the audio content. Radio stations, for example, can watermark their audio just before transmission, embedding text into it. This text then scrolls on a small screen on the receiver. Here are some examples of information that may be transmitted through the "watermarking channel": − news; − weather forecast; − stock quotes; − advertisement; − identification of the station.
The last item can be useful, for example, in systems for automatic measurement of audience: the radio (or TV) station that is tuned is detected from the watermarked audio by a specific device. This information is registered and periodically transmitted to the company responsible for audience statistics. Fingerprinting systems are not appropriate to the transport of general-purpose information, since their goal is to identify the signal without adding information to it.
Integrity-verification applications
Watermarking and fingerprinting can also be used to verify the integrity of a recording, i.e., to check whether a recording has been modified since it was watermarked or since its fingerprinting was extracted. Verification of integrity is important, for example, when a previously recorded testimony is used as evidence before a court: it is desirable to assure that the recording has not been edited in any way.
Fragile watermarks
Integrity of an audio recording can be controlled by means of a fragile watermark. If the watermarked signal is edited, the watermark must no longer be detectable. By "edited", we understand any modification that could corrupt the meaning of a recording. For example, the deletion (or addition) of segments in a recorded testimony would potentially modify the meaning of phrases; therefore, such a modification must render the watermark undetectable. In contrast, lossy compression with reasonable bit rates should not introduce enough distortion to corrupt the significance of phrases in a testimony; in this case, the watermark should still be detectable.
Fingerprinting can also be used for integrity verification. The fingerprint of the original recording is extracted and stored. To verify integrity, a new fingerprint is extracted and compared with the original one; if they are identical, the recording has not been severely modified. The disadvantage of this approach is the need of storing the original fingerprint in a safe place, which adds both complexity and risk to the whole procedure.
Very fragile watermarks can also be used to verify whether a signal has been manipulated in any way, even without audible distortion. For example, a recording company can watermark the content of its CDs with a very fragile watermark. If songs from this CD are compressed in MP3 format, then decompressed and recorded in a new CD, the watermark would not be detected in the new recording, even if the latter sounds exactly as the original one to the listener. A CD player can then check for the presence of this watermark; if no watermark is found, the recording has necessarily undergone illicit manipulations and the CD is refused.
A combined watermarking/fingerprinting system
Robustness of integrity verification could be increased by combining watermarking and fingerprinting in a single system. First, the fingerprint of the original recording is extracted; this fingerprint, viewed as a sequence of bits, is then used as the information to be embedded into the signal through watermarking. This information is repeated as many times as possible in the watermarked signal, in order to minimize the possibility of error in the reconstruction of the original fingerprint from the watermark. As the watermark signal is weak, the watermarked recording should have the same fingerprint as the original recording. Thus, the integrity of a recording can be verified by extracting its fingerprint and comparing it with the original one (reconstructed from the watermark) (This method is currently under investigation at IUA-UPF and Paris V University (Gómez et al., 2002) ).
Major differences and similarities
In this section, we summarize the major differences and similarities between audio watermarking and automatic music recognition.
Modification of the audio signal
Audio watermarking modifies the original audio signal by embedding a mark into it, whereas fingerprinting does not change the signal at all but rather analyzes it and constructs a hash (the fingerprint) uniquely associated with this signal. In watermarking, there is a trade-off between watermark power (and audibility) and detection performance. In fingerprinting, there is no such trade-off: the system "listens" to the music, constructs a description of it and searches for a matching description in its database.
Requirement of a fingerprint repository
A human listener can only identify a piece of music if he has heard it before, unless he has access to more information than just the audio signal. Similarly, fingerprinting systems require previous knowledge of the audio signals in order to identify them, since no information other than the audio signal itself is available to the system in the identification phase. Therefore, a musical knowledge database must be built. This database contains the fingerprints of all the songs the system is supposed to identify. During detection, the fingerprint of the input signal is calculated and a matching algorithm compares it to all fingerprints in the database. The knowledge database must be updated as new songs come out. As the number of songs in the database grows, memory requirements and computational costs also grow; thus, the complexity of the detection process increases with the size of the database.
In contrast, no database is required for detection in a watermarking system, as all the information associated with a signal is contained in the watermark itself. The detector checks for the presence of a watermark and, if one is found, it extracts the data contained therein. Hence, watermarking requires no update as new songs come out, and the complexity of the detection process is not changed when new audio signals are watermarked.
Requirement of previous processing
For several applications, the need of previously processing audio signals is a severe disadvantage of watermarking systems. For example, watermarking-based distribution-monitoring systems would only be able to detect copyright infringements if the copyrighted signals had been previously watermarked, which means that old non-watermarked material would not be protected at all. Additionally, new material would have to be watermarked in all its distribution formats, as even the availability of a small number of nonwatermarked copies might compromise system security. This is not an issue for audio fingerprinting systems, since no previous processing is required.
Robustness
In watermark detection, the signal that contains useful information corresponds to a small fraction of the input power, as the watermark is much weaker than the original audio signal due to the inaudibility constraint. In addition, noise that might be added to the watermarked signal (by MP3 compression or analog transmission, for example) can be as strong, or even stronger, as the watermark. In case of severe channel perturbation or piracy attack, the watermark may no longer be detectable.
In contrast, detection in fingerprinting systems is based on the audio signal itself, which is strong enough to resist most channel perturbations and is less susceptible to piracy attacks. Such systems are thus inherently more robust. As long as the original audio in the knowledge database sounds approximately the same as the piece of music that the system is "listening" to, their fingerprints will also be approximately the same. The definition of "approximately" depends on the fingerprint extraction procedure; therefore, the robustness of the system will also depend on it. Most fingerprinting systems use a psychoacoustic front-end approach to derive the fingerprint. By doing so, the audio to analyze (and identify) can be strongly distorted with no decrease in system performance.
Independence between signal and information
The information contained in the watermark may have no direct relationship with the carrier audio signal. For example, a radio station could embed the latest news into the songs it airs through a watermark; at reception, the news would appear on a small screen while the songs are played. In contrast, a fingerprint is correlated with the audio signal from which it was extracted; any change in the audio signal that is perceivable to a human listener should cause a change in the fingerprint. This fact is behind most differences in applications between the two approaches: while watermarks can carry any kind of information, fingerprints always represent the audio signal.
This independence between signal and information is derived from the fact that watermarking systems only deal with information that has been previously added, given that no connection to a database is provided. This information can be either related or not with the audio signal in which it has been embedded. Fingerprinting can extract information from the audio signal at different abstraction levels, depending on the application and the usage scenario. The higher level abstractions for modeling the audio and thus the fingerprinting hold the possibility to extend the applications to content-based navigation, search by similarity and other applications of Music Information Retrieval.
Conclusions
We have presented two methodologies that have many applications in common and many specific ones as well. In audio watermarking we embed information into an audio signal. Although initially intended for copyright protection, watermarking is useful for a multitude of purposes, particularly for transport of general-purpose information. Audio fingerprinting does not add any information to the signal, since it uses the significant acoustic features to extracts a unique fingerprint from it. In conjunction with a database, this fingerprint can be used to identify the audio signal, which is useful in many applications (copyright-related or not).
While information retrieved from a database by means of a fingerprint is always related to a specific piece of music, information embedded into the signal by means of a watermark may be of any kind. Watermarking can even be used as a replacement (or a complement) for cryptography in secure communications. Watermarking has therefore a broader range of applications than fingerprinting. On the other hand, fingerprinting is inherently more robust than watermarking: while the fingerprint extraction procedure makes use of the full audio signal power, watermark detection is based on a fraction of the watermarked signal power (the watermark, which is several times weaker than the original audio signal due to the inaudibility constraint). This means that fingerprinting will resist distortion at higher levels than watermarking, which is a particularly attractive characteristic in copyright-related applications. When both techniques apply, robustness may be a strong argument in favor of fingerprinting. Another issue is that information does not need to be embedded in the audio in order to be identified. This allows tracking and identification of audio already released without watermarks in many different formats by presenting one example of the audio excerpt to the system. Assuming the cost of higher computational requirements and the need of a repository of the fingerprints, this approach represents a flexible solution for copyright-related and content related applications.
An important lesson has been (re)learned from recent research on audio watermarking: absolute protection against piracy is nothing more than an illusion. Sooner or later (probably sooner), pirates will find their way into breaking new protection schemes. The actual goal is to render piracy a less attractive (i.e., more expensive) activity, and to "keep honest people honest". Neither fingerprinting-based protection systems shall claim absolute invulnerability.
Copyright-related applications are still central to the research on both watermarking and fingerprinting. However, recently-proposed added-value applications tend to become more and more prominent in the years to come.
Both technologies presented here have potential to respond to these needs. As their strong points are often complementary, their combined use could lead to interesting solutions.
