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Abstract
We present a natural fitness function f for the multiobjective short-
est path problem, which is a fundamental multiobjective combinatorial
optimization problem known to be NP-hard. Thereafter, we conduct
a rigorous runtime analysis of a simple evolutionary algorithm (EA)
optimizing f . Interestingly, this simple general algorithm is a fully
polynomial-time randomized approximation scheme (FPRAS) for the
problem under consideration, which exemplifies how EAs are able to
find good approximate solutions for hard problems.
1 Introduction
In the last decade, a lot of effort has been put into the runtime analysis of
evolutionary algorithms (EAs). These results are aiming at a well-founded
understanding of the working principles of EAs. One of the first papers of
this line of research has investigated the runtime of a simple EA, the (1+1)
EA, on simple pseudo-Boolean functions [6]. Later, there have been similar
investigations of basic EAs for multiobjective optimization [11]. The first
runtime analyses have mainly dealt with artificial example functions. In
the last few years, the analysis of EAs for classical algorithmic problems
has attracted more and more attention since EAs are often applied to solve
combinatorial optimization problems.
One of the first papers that deals with this subject is [19] whose authors
analyze the runtime of EAs for sorting and the single-source shortest path
problem. The topic of [8] is the maximum matching problem. There is a
series of papers analyzing EAs for the Eulerian cycle problem [14, 3, 5, 4]
∗This author was supported by the Deutsche Forschungsgemeinschaft (DFG) as part
of the Collaborative Research Center “Computational Intelligence” (SFB 531).
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Figure 1: Example of a weighted directed graph with 2 weights per edge.
Path Weight
1→ 2→ 4→ 5→ 7 (2, 6)
1 → 2 → 4 → 7 (1, 5)
1→ 2→ 4→ 6→ 7 (6, 4)
1→ 4→ 5→ 7 (4, 6)
1→ 4→ 7 (3, 5)
1→ 4→ 6→ 7 (8, 4)
1→ 3→ 4→ 5→ 7 (4, 4)
1 → 3 → 4 → 7 (3, 3)
1 → 3 → 4 → 6 → 7 (8, 2)
Table 1: Overview of all paths from node 1 to node 7 with the corresponding
weights. The Pareto-optimal or efficient paths are shown in bold.
and the minimum spanning tree problem [16, 15]. All mentioned problems
have in common that they are solvable in polynomial time. Since EAs are
typically applied to find good solution for (NP-)hard problems, it would be
even more interesting to find out more about the runtime on such problems.
In [13] it is shown that a simple EA efficiently approximates the NP-hard
biobjective minimum spanning tree problem by a constant factor of 2 and
in [22] it is attested that a simple EA efficiently approximates the NP-hard
partition problem by a constant factor of 4/3. While these results point out
the capability of EAs to find good approximate solutions, it would be more
appropriate if the user of the EA could provide the desired approximation
ratio. We have named only a few results and refer to the comprehensive
survey [17] for further references on this topic.
This paper is dedicated to the well-known multiobjective shortest path
problem, which consists in finding a set of shortest paths that captures all
possible trade-offs in a weighted directed graph with k ≥ 1 weight functions.
Figure 1 shows a possible input instance for the problem at hand and Ta-
ble 1 shows all (Pareto-optimal) paths from node 1 to node 7. Before we
consider EAs, we summarize some general results concerning the problem.
The problem is known to be NP-hard if we are confronted with two or more
weights per edge [7]. Furthermore, there are instances with an exponential
number of Pareto-optimal paths. Hence, approximative solutions seem to
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be the only resort. The first fully polynomial-time approximation scheme
(FPTAS) for the biobjective case is presented in [9]. If we restrict ourselves
to acyclic directed graphs, an FPTAS for the general multiobjective case is
presented in [21]. In [18] it is shown that there is for each multiobjective
optimization problem a succinct approximation of the Pareto front of poly-
nomial size. Furthermore, the authors show how to construct for several
multiobjective optimization problems (including the shortest path problem)
an FPTAS. An FPTAS with an improved runtime for the single-source mul-
tiobjective shortest path problem is presented in [20]. The last-mentioned
paper [20] has actually motivated the runtime analysis of a simple EA for
this problem since such algorithms can “simulate” the FPTAS, which relies
on dynamic programming in combination with scaling and rounding.
All available papers, which investigate the runtime of EAs for the short-
est path problem from a theoretical point of view, have concentrated on
the singleobjective case. The above-mentioned paper [19] has analyzed the
runtime of a simple EA for the single-source variant. The authors of [1]
have refined this analysis by classifying the input instances according to ℓ
where ℓ is the smallest integer such that any vertex can be reached from the
source via a shortest path with at most ℓ edges. The all-pairs variant has
been presented in [2] as a natural example where the use of an appropriate
recombination operator can improve the runtime of an EA.
This paper provides the first runtime analysis of a simple EA for the
multiobjective shortest path problem. The analysis shows that the runtime
of the investigated EA is competitive with the best known problem-specific
algorithm [20].
We conclude this section with a short overview of the paper. In Section 2
we give a brief introduction into multiobjective optimization and explain how
to measure the runtime of an EA. Section 3 is dedicated to the multiobjective
shortest path problem. The fitness function and the basic EA, which we will
use in this paper, are presented in Section 4 and Section 5, respectively. In
Section 6 we analyze the runtime of the EA on the fitness function. We
state the used proof technique in Section 7 for possible future applications
and conclude the paper with a discussion in Section 8.
2 Preliminaries
The goal in multiobjective optimization is to optimize several objectives si-
multaneously. The different objectives are often conflicting, which implies
that there is no single optimal solution but a set of solutions, which rep-
resents the possible trade-offs w. r. t. the objectives. Within this paper we
consider the minimization of functions g : S → Rd where d ∈ N+ is the
number of objectives.
It is common to call g objective function, S search space, and Rd objective
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space. The elements of S and Rd are called search points and objective
vectors, respectively. We define that y′ weakly dominates y (y′  y) iff y′i ≤ yi
for all i ∈ {1, . . . , d}, and y′ dominates y (y′ ≻ y) iff y′  y and y 6 y′ where
y = (y1, . . . , yd) ∈ R
d and y′ = (y′1, . . . , y
′
d) ∈ R
d. The concept of dominance
is generalized via Y ′  Y :⇔ ∀y ∈ Y : ∃y′ ∈ Y ′ : y′  y to subsets Y, Y ′ ⊆ Rd
of the objective space. The set PF(g) = {y ∈ g(S) | ∄y′ ∈ g(S) : y′ ≻ y}
is called the Pareto front of g and a set P(g) ⊆ S is called a Pareto set of
g iff g(P(g)) = PF(g). The elements of PF(g) and g−1(PF(g)) are called
Pareto-optimal. The goal is to determine an arbitrary Pareto set of g. The
definition of a Pareto set mirrors the assumption that search points that are
mapped to the same objective vector are considered as equivalent. Hence, it
is sufficient to determine for all Pareto-optimal objective vectors y ∈ PF(g)
at least one search point s ∈ S with g(s) = y.
It is known that most multiobjective optimization problems might fea-
ture a Pareto front of exponential size w. r. t. the input size. Therefore, a
much better goal is to look for approximations of the Pareto front. We use
the following measure for the quality of an approximation where we assume
that all function values are positive to allow for a meaningful definition of rel-
ative approximation ratios. We define that y′ (1+ε)-dominates y (y′ 1+ε y)
iff y′i ≤ (1 + ε) · yi for all i ∈ {1, . . . , d} where y = (y1, . . . , yd) ∈ (R
+)d,
y′ = (y′1, . . . , y
′
d) ∈ (R
+)d, and ε ∈ R+. A set PFε(g) ⊆ g(S) is called
ε-approximate Pareto front of g iff
∀y ∈ g(S) : ∃y′ ∈ PFε(g) : y
′ 1+ε y,
and a set Pε(g) ⊆ S is called ε-approximate Pareto set of g iff g(Pε(g)) is
an ε-approximate Pareto front of g.
The next point, which we would like to clarify, is the measurement of
the runtime of an EA. EAs are randomized search heuristics that are based
on a population (multiset) of individuals where each individual is a repre-
sentation of a search point. Different randomized variation operators (e. g.,
recombination or mutation) are utilized to create new individuals, which
emanate from the individuals in the actual population. The subsequent se-
lection operator composes the next population where the transition is called
a generation (round). For theoretical investigations, we consider a run of an
EA as an infinite sequence of populations and count the number of genera-
tions until the population fulfills the desired optimization goal for the first
time. This number is called the optimization time of the considered EA.
The expected optimization time refers to the expectation of this random
variable. In this paper, we are interested in the number of generations until
the population has evolved into an ε-approximate Pareto set.
We conclude this section with the definitions of a fully polynomial-time
approximation scheme (FPTAS) and a fully polynomial-time randomized
approximation scheme (FPRAS) for multiobjective optimization problems.
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An algorithm is called FPTAS (FPRAS) for a multiobjective optimization
problem if the algorithm
• runs in polynomial time w. r. t. the size of the input and 1/ε, and
• outputs an ε-approximate Pareto set with probability 1 (at least 3/4)
for any input instance and any ε ∈ R+.
3 Problem
The multiobjective shortest path problem is presented in this section. We
are given a directed graph G = (V,E) where V is a set of n vertices and
E ⊆ {(u, v) ∈ V 2 | v 6= u} is a set of m edges. Each edge e ∈ E is associated
with k ∈ N+ positive weights w1(e), . . . , wk(e) ∈ R
+, i. e., we are given a
weight function w : E → (R+)k with w(e) = (w1(e), . . . , wk(e)). A (simple)
path p of length ℓ ∈ N is a sequence p = (v0, . . . , vℓ) of ℓ + 1 (different)
vertices where (vi−1, vi) ∈ E for all 1 ≤ i ≤ ℓ. The vertices v0 and vℓ are
called source and sink, respectively. Note that the length of a simple path is
at most n− 1. The weight w(p) of a path p = (v0, . . . , vℓ) is the sum of the
weights of the traversed edges, i. e., w(p) =
∑ℓ
i=1 w((vi−1, vi)). We use the
notation PATHℓ(s, t) for the set of all simple paths of length ℓ from s ∈ V
to t ∈ V and define further PATH≤ℓ(s, t) :=
⋃
0≤i≤ℓ PATHi(s, t).
The most general shortest path problem is the all-pairs shortest path
problem, i. e., we are asked to determine a Pareto set of
w : PATH≤n−1(s, t)→ (R
+)k
for all s, t ∈ V , t 6= s. Note that restricting the search space to simple paths
does not affect the Pareto front and the Pareto set since all Pareto-optimal
paths are simple because all weights are positive. We obtain simpler versions
of the problem if we fix s or t in advance or if we consider an undirected
graph where “simpler” means that we have to calculate less trade-off paths.
We will concentrate on the single-source shortest path problem for directed
graphs, i. e., we are, given a source s ∈ V , interested in finding a Pareto set
of w : PATH≤n−1(s, t) → (R
+)k for all t ∈ V , t 6= s. Recall that a Pareto
set of w is a set of paths from s to t that contains for all Pareto-optimal
objective vectors y ∈ w(PATH≤n−1(s, t)) at least one path p with w(p) = y.
We will use the following abbreviations and assumptions to simplify
the notation in the subsequent sections. Let wmini = mine∈E wi(e) and
wmaxi = maxe∈E wi(e) denote the extreme weights w. r. t. the i-th dimen-
sion. Further, we denote the extreme weights w. r. t. all dimensions by
wmin = min1≤i≤k w
min
i and w
max = max1≤i≤k w
max
i . We assume w. l. o. g.
that V = {1, . . . , n}, s = 1, and wmin ≥ 1. The first assumptions can be
achieved by renaming the vertices and the last assumption can be achieved
by dividing all weights by wmin.
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4 Fitness Function
If we want to use an EA to solve a problem, the first task is to find an
appropriate representation of the solution candidates. We use
PATH≤n−1(1, ·) :=
⋃
1≤t≤n
PATH≤n−1(1, t)
as search space. Note that PATH≤n−1(1, 1) = {(1)}.
The second task is to find an appropriate objective function. Consider
two arbitrary individuals p = (v0, . . . , vℓ) and p
′ = (v′0, . . . , v
′
ℓ′). Since we are
interested in shortest paths from 1 to all 2 ≤ t ≤ n, the objective function has
to ensure that p and p′ are incomparable if v′ℓ′ 6= vℓ. The weight w = (wi)
does therefore not serve as an appropriate objective function. Hence, we
define the objective function f = (ft,i) with
ft,i(p) :=
{∑ℓ
j=1 wi((vj−1, vj)) if vℓ = t
c · (n− 1) · wmax otherwise
for all 2 ≤ t ≤ n and 1 ≤ i ≤ k where c > 1. Note that we have decided for
a problem formulation, which involves the optimization of
d = (n− 1) · k
different objectives. The factor c guarantees that wi(p) < c · (n− 1) · w
max
for all p. The definition of the objective function ensures that 1 ≤ ft,i(p) ≤
(n− 1) · wmax for t = vℓ and ft,i(p) = c · (n− 1) · w
max for t 6= vℓ. Hence, p
and p′ are incomparable if v′ℓ′ 6= vℓ.
Another reasonable approach consists in using the k-dimensional objec-
tive function w = (wi) and adapting the EA to consider paths with different
sinks as incomparable. The behavior of the EA is in both cases the same.
We decide for the first alternative, which relies on a more general EA and
demonstrates how additional information can be introduced into the objec-
tive function.
5 Evolutionary Algorithm
We motivate and present in this section all components of the EA, which
we analyze in the next section.
We decide to utilize a natural initialization of the population and to start
off with all paths of length 1, as it is proposed in [2], i. e., P := {(u, v) ∈ E |
u = 1}.
The question of how to choose the variation operators is much more del-
icate. We decide on a simple variant by restricting the algorithm to a single
mutation operator. In each generation we choose an individual uniformly at
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random for mutation. It is a classical guideline that the application of a mu-
tation operator should result in most cases in a small change of the selected
individual. On the other hand, it should be possible to create any other
individual in a single mutation step with positive probability to guarantee
convergence. For the classical case of bit-strings of length n, the standard
bit-flip mutation operator implements these guidelines by independently flip-
ping each bit with probability 1/n. It is obvious that this mutation operator
is not applicable to our representation. Therefore, we decide to simulate this
behavior. Flipping a single bit corresponds in our case to a minimal modifi-
cation of the path. We decide similar to [2] to remove the last vertex of the
path or append a vertex to the path. The following case distinction makes
the probabilities for these elementary mutation steps precise. If we want to
mutate a path p = (v0, . . . , vℓ), we choose an alternative b ∈ {0, 1} uniformly
at random and create the mutated path p′ as follows.
• If b = 0 and ℓ ≥ 1, set p′ = (v0, . . . , vℓ−1).
• If b = 1 and {v ∈ V | (vℓ, v) ∈ E} 6= ∅, choose v
′ ∈ {v ∈ V | (vℓ, v) ∈
E} uniformly at random and set p′ = (v0, . . . , vℓ, v
′).
• Otherwise, set p′ = p.
Afterwards we remove all cycles from p′ to ensure that the mutated path
is simple. To simulate the global behavior of the above-mentioned muta-
tion operator, we have to allow multiple elementary mutation steps per
mutation. The number of flipping bits for the standard bit-flip muta-
tion operator is distributed according to the binomial distribution where
f(i;n, p) =
(
n
i
)
pi(1− p)n−i is the probability mass function for the binomial
distribution for n ∈ N, 0 ≤ p ≤ 1, and 0 ≤ i ≤ n. It is known that this dis-
tribution converges to the Poisson distribution with λ = n · p as n converges
to infinity where f(i;λ) = λie−λ/i! is the probability mass function for the
Poisson distribution for λ > 0 and i ∈ N. Therefore, it is natural to use the
Poisson distribution with λ = 1 to determine the number of elementary mu-
tation steps to be applied, when simulating the standard bit-flip mutation
operator. The same distribution has been used in [19, 1, 2]. The proposed
mutation operator is almost the same as the one used in [2]. However, it
differs from the mutation operator used in [19, 1], which modifies individuals
(v2, . . . , vn) ∈ {1, . . . , n}
n−1, vi 6= i where vi is interpreted as the predecessor
of i. Above representation is due to the fact that in the singleobjective case
all shortest paths form a tree with root 1, which does not transfer to the
general case.
How to implement the environmental selection? The simplest approach
is to store all nondominated individuals in the population. A drawback of
this approach is that the population size might become large although all
individuals concentrate on a certain part of the Pareto front, which would
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Algorithm 1 DEMO(r) optimizing g
1: set P ← {(u, v) ∈ E | u = 1}
2: loop
3: choose an individual p ∈ P uniformly at random
4: create a mutant p′ of p
5: if ∄p′′ ∈ P : g(p′′) ≻ g(p′) ∨ br(g(p
′′)) ≻ br(g(p
′)) then
6: set P ← (P \ {p′′ ∈ P | br(g(p
′))  br(g(p
′′))}) ∪ {p′}
7: end if
8: end loop
lead to a poor overall approximation. Hence, controlling the population
size and achieving a diverse population are important issues. We resort to
dividing the objective space into boxes and storing in the population at most
one individual from each box, as it has been proposed in [10]. Therefore, we
define the so called box index.
Definition 1. Let r > 1. The box index of an y ∈ R+ is defined as
br(y) := ⌊logr(y)⌋ = ⌊log(y)/ log(r)⌋
We generalize the last definition to objective vectors (y1, . . . , yd) ∈ (R
+)d
by br((y1, . . . , yd)) := (br(y1), . . . , br(yd)) and subsets Y ⊆ (R
+)d of the
objective space by br(Y ) := {br(y) | y ∈ Y }. A new individual p
′ is accepted
iff there is no p′′ ∈ P with g(p′′) ≻ g(p′) or br(g(p
′′)) ≻ br(g(p
′)). If a
new individual is accepted, all individuals p′′ ∈ P with br(g(p
′))  br(g(p
′′))
are removed from P and p′ is added to P . The last step ensures that one
individual from each nondominated box is stored in the population.
It remains to assemble the presented components. The resulting algo-
rithm that is called Diversity maintaining Evolutionary Multiobjective Op-
timizer (DEMO(r)) is presented in Algorithm 1. The single parameter of
the algorithm is the ratio r > 1, which determines the size of the boxes.
We conclude this section with a simple upper bound on the population
size of DEMO(r).
Lemma 1. Let r > 1 be a ratio, g = (g1, . . . , gd) : S → (R
+)d an objective
function, and
⋃n
i=1 Si a partition of the search space S. Then the population
size of DEMO(r) optimizing g is at most
n∑
i=1
di−1∏
j=1
nj,i
d∏
j=di+1
nj,i
where nj,i := |br(gj(Si))| and di ∈ {1, . . . , d}.
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Proof. Consider Si. The image of Si under g consists of objective vectors
from
|br(g(Si))| ≤
d∏
j=1
|br(gj(Si))| =
d∏
j=1
nj,i
different boxes. Since the update mechanism of DEMO(r) ensures that the
population consists of one individual from each nondominated box, the pop-
ulation contains at most
∏di−1
j=1 nj,i
∏d
j=di+1
nj,i individuals from Si. Hence,
the population size is at most
n∑
i=1
di−1∏
j=1
nj,i
d∏
j=di+1
nj,i.
6 Runtime Analysis
Within this section we analyze the EA from Section 5 on the fitness function
from Section 4. We start with two lemmas, which are used in the proof of
the following theorem.
The next technical lemma constitutes the core of the proof of Theorem 1.
It describes how an ri-approximate Pareto set of f : PATH≤i(1, ·)→ (R
+)d
can be evolved into an ri+1-approximate Pareto set of f : PATH≤i+1(1, ·)→
(R+)d.
Lemma 2. Let c > 1 and 1 < r < c1/(n−2). Further, 1 ≤ i ≤ n − 2 and
P ⊆ PATH≤n−1(1, ·) with f(P ) ri f(PATH≤i(1, ·)). Consider a path
p1 = (1, v1,1, . . . , v1,i, v1,i+1) ∈ PATHi+1(1, ·).
Then there is a path p2 = (1, v2,1, . . . , v2,ℓ) ∈ P with v2,ℓ = v1,i such that
1. f(pˆ2) ri f(p1), and
2. f(p3) ri+1 f(p1) for each path p3 with br(f(p3))  br(f(pˆ2))
where pˆ2 = (1, v2,1, . . . , v2,ℓ, v1,i+1).
Proof. We prove each statement in turn.
1. Consider the subpath pˆ1 := (1, v1,1, . . . , v1,i) of p1. There is a path
p2 = (1, v2,1, . . . , v2,ℓ) ∈ P with f(p2) ri f(pˆ1) since pˆ1 ∈ PATHi(1, ·)
and f(P ) ri f(PATH≤i(1, ·)). Due to f(p2) ri f(pˆ1),
fv1,i,j(p2) ≤ r
i · fv1,i,j(pˆ1)
holds for all 1 ≤ j ≤ k. Using i ≤ n− 2 and r < c1/(n−2), we get
ri · fv1,i,j(pˆ1) ≤ r
n−2 · (n− 1) · wmax < c · (n− 1) · wmax.
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v1,0
v2,0
v1,1 · · · v1,i−1
v2,1 · · · v2,ℓ−1
v1,i
v2,ℓ
v1,i+1
Figure 2: Relation between the paths p1 = (p1,0, . . . , p1,i+1) and p2 =
(p2,0, . . . , p2,ℓ).
Due to the function definition, the assumption v2,ℓ 6= v1,i would lead
to fv1,i,j(p2) = c · (n−1) ·w
max, which contradicts the derived inequal-
ity fv1,i,j(p2) < c · (n − 1) · w
max. Hence, v2,ℓ = v1,i. The relation
between p1 and p2 is depicted in Figure 2. Consider the superpath
pˆ2 := (1, v2,1, . . . , v2,ℓ, v1,i+1) of p2. It holds that f(pˆ2) ri f(p1) since
fv1,i+1,j(pˆ2) = fv2,ℓ,j(p2) + wj((v2,ℓ, v1,i+1))
≤ ri · fv1,i,j(pˆ1) + wj((v1,i, v1,i+1))
≤ ri · fv1,i+1,j(p1),
for all 1 ≤ j ≤ k, and
ft,j(pˆ2) = c · (n− 1) · w
max = ft,j(p1)
for all 2 ≤ t ≤ n, t 6= v1,i+1, and 1 ≤ j ≤ k.
2. We conclude from the prerequisite br(f(p3))  br(f(pˆ2)) that
⌊logr(ft,j(p3))⌋ ≤ ⌊logr(ft,j(pˆ2))⌋.
The last inequality implies
log(ft,j(p3))
log(r)
− 1 ≤
log(ft,j(pˆ2))
log(r)
,
which is equivalent to ft,j(p3) ≤ r ·ft,j(pˆ2). Using ft,j(pˆ2) ≤ r
i ·ft,j(p1),
we deduce that
ft,j(p3) ≤ r · r
i · ft,j(p1) = r
i+1 · ft,j(p1).
The next lemma upper bounds the population size of DEMO(r) opti-
mizing f .
Lemma 3. Let c > 1 and r > 1. Then the population size of DEMO(r)
optimizing f is at most
(n− 1) · (⌊logr((n− 1) · w
max)⌋+ 1)k−1 + 1.
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Proof. Consider the partition
n⋃
j=1
PATH≤n−1(1, j)
of the search space PATH≤n−1(1, ·). Due to Lemma 1, the population size
of DEMO(r) optimizing f is at most
n∑
j=1
∏
(t,i)|(t,i) 6=(j,1)
n(t,i),j
where n(t,i),j = |br(ft,i(PATH≤n−1(1, j)))|. Furthermore, it holds for all
p ∈ PATH≤n−1(1, j) that
1 ≤ ft,i(p) ≤ (n− 1) · w
max
if t = j, and
ft,i(p) = c · (n− 1) · w
max
if t 6= j. Hence, it holds for all (t, i) that
n(t,i),j ≤ ⌊logr((n− 1) · w
max)⌋+ 1
if t = j, and
n(t,i),j = 1
if t 6= j where the first inequality stems from
br((n− 1) · w
max)− br(1) + 1 = ⌊logr((n− 1) · w
max)⌋+ 1.
Hence, the population size is at most
1d−1 + (n− 1) · (⌊logr((n− 1) · w
max)⌋+ 1)k−1 · 1d−k.
Note that Lemma 3 is based on the lower bound 1 and the upper bound
(n − 1) · wmax on the weight of a path. The lower bound stems from the
assumption that all weights are at least 1 and the upper bound stems from
the restriction to simple paths.
We are now well-equiped to prove the main result.
Theorem 1. Let 0 < ε ≤ 1 and c > (1 + ε)(n−2)/(n−1). Then DEMO(r)
with r = (1 + ε)1/(n−1) optimizing f achieves an ε-approximate Pareto set
within an expected number of
O
(
n3 ·
(
n · log (n · wmax)
ε
)k−1
· log
(
n · log (n · wmax)
ε
))
generations.
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Proof. Let P denote the actual population. We divide a run of the algorithm
into n − 1 phases where the i-th phase, 1 ≤ i ≤ n− 1, lasts until f(P ) ri
f(PATH≤i(1, ·)). After the (n− 1)-th phase f(P ) rn−1 f(PATH≤n−1(1, ·))
and therefore f(P ) 1+ε f(PATH≤n−1(1, ·)) since
rn−1 = ((1 + ε)1/(n−1))n−1 = 1 + ε.
The initialization of the population ensures that f(P ) r1 f(PATH≤1(1, ·))
because of f(P ) = f(PATH≤1(1, ·)).
Let f(P ) ri f(PATH≤i(1, ·)), 1 ≤ i ≤ n−2. We derive an upper bound
for the expected number of generations until f(P ) ri+1 f(PATH≤i+1(1, ·)).
Consider the nondominated box indices of br(f(PATHi+1(1, ·))). There are
at most
ν := (n− 1) · (⌊logr((n− 1) · w
max)⌋+ 1)k−1 + 1
such indices. We fix from each of the corresponding boxes a path pj ∈
PATHi+1(1, ·). The first part of Lemma 2 ensures that for each pj there
is a p′j ∈ P such that an elementary mutation of p
′
j suffices to create an
individual that ri-dominates pj . The second part of Lemma 2 ensures that
all following populations ri+1-dominate pj .
The probability to choose a certain individual for mutation is 1/|P |,
the probability to perform exactly one elementary mutation is 1/e, and the
probability to append a certain edge (u, v) is at least 1/(2(n − 1)) where
the last probability stems from the fact that the mutation operator decides
for appending an edge with probability 1/2 and chooses (u, v) amongst all
outgoing edges with probability at least 1/(n − 1). Hence, the probability
to create a path that ri-dominates pj is at least 1/(2e(n−1)ν) since |P | ≤ ν
due to Lemma 3. Due to the coupon collector’s problem [12], we have to
wait an expected number of
2e(n− 1)ν ·
ν∑
j=1
1
j
= 2e(n− 1)ν ·Hν
steps until f(P ) ri+1 f(PATH≤i+1(1, ·)) where Hn is the n-th harmonic
number.
Taking all n−2 phases into account, the expected number of generations
until the population has evolved into an ε-approximate Pareto set is at most
(n− 2) · 2e(n− 1)νHν
= O
(
n3 · (logr (n · w
max))k−1 · log
(
n · (logr (n · w
max))k−1
))
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since Hn = O(log(n)). The upper bound can be simplified according to
O
(
n3 ·
(
log (n·wmax)
log (r)
)k−1
·log
(
n·
(
log (n·wmax)
log (r)
)k−1))
= O
(
n3 ·
(
n·log (n·wmax)
log (1 + ε)
)k−1
·
(
log (n) + k ·log
(
n·log (n·wmax)
log (1 + ε)
)))
Using k = O(1) and log(n) = O(log(n · log(n · wmax)/ log(1 + ε))) the last
bound can be reduced to
O
(
n3 ·
(
n · log (n · wmax)
log (1 + ε)
)k−1
· log
(
n · log (n · wmax)
log (1 + ε)
))
= O
(
n3 ·
(
n · log (n · wmax)
ε
)k−1
· log
(
n · log (n · wmax)
ε
))
since log(1 + ε) ≥ ε if 0 ≤ ε ≤ 1.
To transform the upper bound on the optimization time into an upper
bound on the runtime we have to determine the runtime for the initialization
and a loop iteration. If we consider a standard implementation of the above
algorithm, the initialization requires Θ(m) steps and a loop iteration requires
an expected number of
Θ(|P | · d) = O
(
n2 ·
(
n · log (n · wmax)
ε
)k−1)
steps. Hence, the above theorem guarantees that the expected number of
steps until the population has evolved into an ε-approximate Pareto set is
at most
p(n, 1/ε) = O
(
n5 ·
(
n · log (n · wmax)
ε
)2·(k−1)
· log
(
n · log (n · wmax)
ε
))
where p(·, ·) is an appropriate polynomial. If we terminate DEMO(r) after
4 ·p(n, 1/ε) steps, Markov’s inequality ensures that the resulting population
is an ε-approximate Pareto set with probability greater than 3/4. Hence,
the algorithm is an FPRAS for the single-source multiobjective shortest path
problem.
The next theorem shows that the optimization time bound given in the
above theorem can be improved. The above proof follows a classical proof
technique, which relies on upper bounds on the expected optimization time
needed to evolve an ri-approximate Pareto set of f : PATH≤i(1, ·)→ (R
+)d
into an ri+1-approximate Pareto set of f : PATH≤i+1(1, ·) → (R
+)d. The
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used proof technique is well structured, but does not account for the con-
struction of good paths with more than i+ 1 edges as long as not all paths
with at most i + 1 edges are ri+1-dominated. Since the mentioned effect
often occurs, the derived bound is not sharp. The proof of the following
theorem relies on an proof technique developed in [1], which allows to derive
an improved upper bound on the optimization time.
Theorem 2. Let 0 < ε ≤ 1 and c > (1 + ε)(n−2)/(n−1). Then DEMO(r)
with r = (1 + ε)1/(n−1) optimizing f achieves an ε-approximate Pareto set
within
t := 2 · (n− 2) · (2e(n− 1)ν) = O
(
n3 ·
(
n · log (n · wmax)
ε
)k−1)
generations with probability 1− exp(−Ω(n)) where
ν := (n− 1) · (⌊logr((n− 1) · w
max)⌋+ 1)k−1 + 1.
Proof. Consider a simple path p = (v1, . . . , vℓ), 1 ≤ ℓ ≤ n, with v1 = 1. We
call a mutation step i-th improvement of p, 1 ≤ i ≤ ℓ − 2, if an individual
that ri-dominates (v1, . . . , vi+2) is created for the first time. Due to the
proof of Theorem 1, the probability for an improvement is at least p :=
1/(2e(n − 1)ν). Consider a phase of length t. Define the random variables
Xi, 1 ≤ i ≤ t, with Prob(Xi = 1) = p and Prob(Xi = 0) = 1 − p, and
X =
∑t
i=1 Xi. It holds that
E(X) = t · p = 2(n− 2)(2e(n− 1)ν) ·
1
2e(n− 1)ν
= 2(n− 2)
due to the linearity of the expectation operator. Using these random vari-
ables the probability that the (ℓ−2)-th improvement has not occured within
t mutation steps is at most
Prob(X < ℓ− 2) ≤ Prob(X < n− 2)
= Prob(X <
n− 2
E(X)
· E(X))
= Prob(X < (1− δ) · E(X))
where δ := 1/2 since
n− 2
E(X)
=
n− 2
2(n− 2)
=
1
2
.
Due to a Chernoff bound [12],
Prob(X < (1− δ) · E(X)) ≤ exp(−
E(X) · δ2
2
) = exp(−
n− 2
4
).
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There are at most ν nondominated box indices of br(f(PATH≤n−1(1, ·))).
We fix from each of the corresponding boxes a path pj = (vj,1, . . . , vj,ℓj ). Due
to Boole’s inequality, the probability that the (ℓj − 2)-th improvement of an
pj has not occured within t mutation steps is at most
ν · exp(−
n− 2
4
) = exp(−Ω(n)),
Hence, DEMO(r) achieves an ε-approximate Pareto set within t generations
with the converse probability 1− exp(−Ω(n)).
7 Proof Technique
We point out the underlying proof technique of Theorem 2. We hope that
the proof technique turns out to be useful for the analysis of DEMO(r) on
other combinatorial optimization problems. An inspection of the proof of
Theorem 2 leads to the following result.
Theorem 3. Let g : S → (R+)d and Si ⊆ S, 1 ≤ i ≤ n, with Si−1 ⊆ Si,
1 < i ≤ n, and Sn = S. Consider DEMO(r) and the following conditions.
1. The initial population is a Pareto set of g : S1 → (R+)d.
2. The population size is at most ν.
3. For each population that is an ri-approximate Pareto set of g : Si →
(R+)d and for each s ∈ Si+1, the population contains an individual
that would be evolved by the mutation operator with probability p > 0
into an individual that ri-dominates s.
If all conditions hold, then DEMO(r) optimizing g achieves an rn-approxi-
mate Pareto set of g : S → (R+)d within
2 · (n− 1) · ν
p
generations with probability 1− exp(−Ω(n)).
The proof technique stated in Theorem 3 can be seen as a generalization
of the method of fitness-based partitions [6] designed for the analysis of EAs
on singleobjective optimization problems.
8 Discussion
We have shown that a natural EA operating on a natural model of a practical
relevant NP-hard problem is an FPRAS. Comparing the upper bound on
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the optimization time of the EA (see Theorem 2) with the upper bound
O
(
n ·m ·
(
n · log (n · wmax)
ε
)k−1)
on the runtime of the FPTAS provided in [20], which is the most time-
efficient FPTAS available, shows that both bounds coincide up to a factor
of Θ(n2/m). For dense graphs the difference reduces to Θ(1). It appears
to be plausible that this difference is close to the true difference of the
optimization time and the runtime. While the EA relies on a randomized
variation operator to explore the search space, the FPTAS explores the
search space in a systematic manner. Hence, although the EA follows a
randomized approach, it achieves the optimization goal with similar success.
However, a standard implementation of the proposed EA needs an expected
number of
O
(
n2 ·
(
n · log (n · wmax)
ε
)k−1)
steps for the simulation of a single generation, which deteriorates the actual
runtime.
It would be interesting to set further limits to the optimization time
of the EA by showing a nontrivial lower bound. At the end the upper
and lower bound should match. Furthermore it would be interesting to
investigate if other general randomized search heuristics beat the runtime of
the proposed EA. Another possible topic for future research is the analysis
of the average-case behavior of the EA w. r. t. reasonable distributions of the
input instances.
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