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Our concern is with existence and regularity of the stationary com-
pressible viscous Navier–Stokes equations with no-slip condition on
convex polygonal domains. Note that [u, p] = [0, c], c a constant, is
the eigenpair for the singular value λ = 1 of the Stokes problem on
the convex sector. It is shown that, except the pair [0, c], the lead-
ing order of the corner singularities for the nonlinear equations is
the same as that of the Stokes problem. We split the leading cor-
ner singularity from the solution and show an increased regularity
for the remainder. As a consequence the pressure solution changes
the sign at the convex corner and its derivatives blow up.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Flows over corner bring us many interesting physical or mathematical issues but we don’t have
rich knowledge for the basic issues like existence and regularity. In this paper our concern is to show
existence and its regularity for the boundary value problems of the compressible viscous Navier–
Stokes equations with no-slip boundary condition on a convex polygon. In the inviscid compressible
Euler ﬂows, if the bulk of the gas is considered above the wall with convex or concave corner, the
streamlines are turned upward or downward into the main bulk of the ﬂow (see Fig. 1). The pressure
increases or decreases discontinuously across the oblique shock or expansion waves at the corner
(see [1]). However, when the viscous diffusion term is considered, one may expect the ﬂow variables
smoother at the corners but still their derivatives blow up, show a rapid change there. To realize these
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phenomena we split the corner singularities by the Stokes problem from the ﬂow variables and derive
higher regularity and determine the coeﬃcients of the corner singularities, called the stress intensity
factors.
The compressible viscous Navier–Stokes equations to be considered are
−μu− (μ+ ν)∇ divu+ ρ(u · ∇)u+ ∇p(ρ) = ρf in D, (1.1a)
div(ρu) = g in D, (1.1b)
u= 0 on ∂D, (1.1c)
where u = [u, v] is the velocity vector, ρ is the density and p = p(ρ) is the pressure; μ, ν are the
viscous numbers with μ > 0 and μ + ν > 0; f, g are given functions with ∫D g dx = 0 and g|∂D = 0;
D is a convex polygonal domain in the plane R2. The function g is set to be zero physically but a
nonzero function from a mathematical point of view.
It is assumed that the gas is perfect, i.e., p(ρ) = Rρ for the speciﬁc gas constant R . Set R = 1 for
simplicity. We assume that the total mass of ﬂuid in D is ﬁxed. Let ρ¯ = ∫D ρ(x)dx/|D| be the mean
density, where |D| denotes the area of D . Assuming that ρ¯ = 1, the density is given by ρ = 1 + σ
where the mean density σ¯ of σ is zero.
The singular behavior near corners for the solution of the problem (1.1) can be described by the
corner singularities of the Stokes problem with zero boundary condition (see [6]). The corner singu-
larities behave like
u∼ rλT (θ), ρ ∼ ρ¯ + rλ−1ξ(θ) near the vertex (0,0)
where λ is the eigenvalue for the eigenvector [T (θ), ξ(θ)] by the Stokes operator. In a neighbor-
hood of the vertex, divu ∼ div[rλT (θ)] = 0 by the corner singularities of the velocity while the term
ρ−1u ·∇ρ ∼ [ρ¯+ rλ−1ξ(θ)]−1r2(λ−1) ∼ rλ−1. If the vertex is concave, then Re λ < 1 and the continuity
equation may not hold there. If the vertex is convex, then Re λ > 1. In this view we shall consider
the convex polygonal domain.
In [11], the problem (1.1) with g = 0 is studied in a bounded domain D ⊂ R2 with only one
convex vertex. By the Helmholtz decomposition for the velocity vector u, three auxiliary problems are
formulated: Neumann problem for Laplacian, Stokes problem and transport equation. Unique existence
is shown in appropriate weighted Sobolev spaces, provided that the datum f is suﬃciently small.
In [7] a linearized problem for (1.1) is studied on a convex polygon in certain fractional Sobolev
spaces, without using the Helmholtz decomposition.
Contrary to ﬂows past a single corner, a diﬃculty of ﬂows in a convex polygon is how to determine
the stress intensity factor and the regularity of the remainder near each vertex, because the determi-
nation at one vertex must depend on the regularity of the solution at other vertices. To handle this,
in this paper we employ the partition of unity to localize the problem and consider the Sobolev space
having the regularity order in the range given in (1.3) below.
For existence and regularity on smooth domains we refer to the references [2,3,12]. It is shown
that for small data (f, g) there exists a unique solution (u,ρ) of (1.1) in a neighborhood of (0, ρ¯) on
a bounded domain D of Rn (n = 2,3) with C3-boundary. In this paper we will show existence and
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regularity for the problem (1.1) on any convex polygonal domain, using similar techniques as used in
the references [2,3].
The polygon D is described as follows (see Fig. 2). Let P1, . . . , PN be the vertices located on the
boundary of D . Let d˜ = mini = j,1i, jN |Pi − P j | be the minimum distance, where | · | denotes the
Euclidean distance. For each n let χ˜n ∈ C∞(R2) be deﬁned by χ˜n(x) ≡ 1 for |x− Pn| d˜/3 and χ˜n(x) ≡
0 for |x − Pn|  2d˜/3. Also let the function χ˜0 ∈ C∞(R2) be deﬁned by χ˜0(x) ≡ 1 in |x − Pn|  d˜/3
and χ˜0(x) ≡ 0 in |x− Pn| d˜/6 for all n. We deﬁne the cutoff function χn := χ˜n/∑Nn=0 χ˜n for each n.
We have
∑N
n=0 χn = 1.
The singular behavior of the solution is described by the eigenvalue problem of the Stokes operator
with zero Dirichlet condition. For the eigenvalues and their eigenvectors we refer to the system (5.1.4)
in [6, Section 5.1] and employ the results given in [6, Theorem 5.1.1, Subsections 5.1.2–5.1.3]. They can
be rephrased as follows. Let rn := |x − Pn| and ωn < π the opening angle at the vertex Pn . At each
vertex Pn the singular exponents of the Stokes operator with zero Dirichlet condition are ordered as
follows:
λn,0 = 1< π/ωn < Re λn,1 < Re λn,2 < 2π/ωn < · · · ,
where λn, j are the roots of the algebraic equation: sin
2(λωn) − λ2 sin2 ωn = 0. For λn,0 = 1, Φn,0 = 0
and ψn,0 = 4. For j  1, the corresponding corner singularities are given by
Φn, j = χnrλn, jn Tn, j(θ), ψn, j = χnrλn, j−1n ξn, j(θ), (1.2)
where Tn, j(θ) and ξn, j(θ) are some trigonometric functions. In Fig. 3 we depict a case (ωn = 2π/3)
for the ﬁrst singularity functions in (1.2). The singular functions converge to zero as x → Pn but the
pressure singularity changes the sign at the vertex Pn from positive to negative.
In Fig. 4 the graph for the real part Re λn, j of the number λn, j is depicted as a function of the
angle ωn . As ωn ↑ π , we see that Re λn,1 → 1 and Re λn,2 → 2. If the ﬁrst corner singularities in
(1.2) are subtracted from the solution, then the remainder must belong to the Sobolev space with
higher regularity order where the solution of the nonlinear problem will be constructed. So we will
require the regularity order s in the space Hs ×Hs−1 to satisfy s > Re λn,1 + 1. Recall that the leading
singularity [Φn,1,ψn,1] is not in the space Hs ×Hs−1 for s > Re λn,1 + 1.
We deﬁne the number sn, j := Re λn, j + 1 for integer pairs (n, j) and
s1 := max
n∈I {sn,1}, s
∗
2 := min1nN{sn,2,2Re λn,1,3}, I :=
{
n: sn,1 < s
∗
2
}
. (1.3)
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Fig. 4. The graph of Re λ.
Remark 1.1. From (1.3) the interval for the order of regularity is (s1, s∗2). The reasons are: (a) The
restriction s < 2Re λn,1 is for estimating the convection term u · ∇ρ in the space Hs−1 because,
by (1.2), u · ∇ρ ∼ r2Re λn,1−2 near the vertex Pn and r2Re λn,1−2 ∈ Hs−1 for s < 2Re λn,1. (b) If the
convex polygon Ω contains at least one vertex Pn having the opening angle close to π , one sees from
Fig. 4 that Re λn,1 > 1 but is close to 1, so the upper bound is s∗2 = 2Re λn,1 because sn,2 is close
to 3. In this sense, s∗2 is a sharp upper bound that is close to 2. For other cases of polygon the solution
will be more regular, for instance, rectangular polygons, etc. (c) The condition s < 3 is necessary for
deriving the lemmas given in Section 2 and the one s < sn,2 is from the regularity order of the corner
singularities.
We here state a main result in this paper, which is shown in Section 5.
Theorem 1.2. Assume that the gas is perfect, i.e., p(ρ) = Rρ for a constant R. Let s be any number in the
interval (s1, s∗2). There exists a positive constant δ1 such that if f ∈ Hs−2 , g ∈ H¯s−10 and if ‖f‖s−2+‖g‖s−1  δ1 ,
then there is a unique solution [u,ρ − ρ¯] ∈ H10 × L20 of the problem (1.1). The solution is constructed as follows.
There exist a pair [uR,ρR] ∈ Hsdiv × Hs−1 , and some numbers Cn, n ∈ I , called the stress intensity factor, such
that the solution [u,ρ] is split into
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u,μ−1(ρ − ρ¯)]= [uR,ρR] +∑
n∈I
Cn[Φn,1,ψn,1],
and the remainder satisﬁes the inequality
‖uR‖s + ‖ρR‖s−1 +
∑
n∈I
|Cn| δ2,
where δ2 = C(D,μ,ν, δ1). The coeﬃcient Cn is of the form given in the formula (4.1).
By Theorem 1.2 we see that the solution exists in a small neighborhood of (0, ρ¯). The size of the
neighborhood is approximately ‖f‖s−2 +‖g‖s−1  Cδ. The restriction on δ is δ  C(2μ+ν)−1 and δ 
C(μ−1 +1)−1 (see Lemma 5.1). Let the Reynolds number of the free stream be deﬁned by Re = Cμ−1
for a constant C . Assume μ−1|ν| < 1. The number (2μ + ν)−1 ∼ Re and (μ−1 + 1)−1 ∼ R−1e . If the
ﬂow is in a high speed, i.e., the Reynolds number Re is large, then the ﬂow is a small perturbation
around (0, ρ¯).
From now on, for simplicity, we often use the following numbers
ν1 := 1+ μ−1ν, ν2 := 1+ ν1, μ1 := μ−1ν−12 . (1.4)
To show Theorem 1.2 we transform (1.1) into a simple version. First we divide both sides of (1.1a)
by μ and set u′ = u, σ ′ = μ−1σ , and again set u = u′ , σ = σ ′ . Setting h(u, σ ) := ρ(σ )[f − (u · ∇)u]
with ρ(σ ) := μ−1 + σ , we have
−u− ν1∇ divu+ ∇σ = h(u,σ ) in D,
divu+ μdiv(σu) = g in D,
u= 0 on ∂D. (1.5)
For a linearization of (1.5) let w be a given vector with w|∂D = 0 and τ a given function with∫
D τ (x)dx= 0. Let h= h(w, τ ) be given. We consider the linear problem
−u− ν1∇ divu+ ∇σ = h in D,
divu+ μdiv(σw) = g in D,
u= 0 on ∂D. (1.6)
We next localize problem (1.6) in a neighborhood of each vertex and combine the result by the
partition of unit. The procedure is as follows. Using the cutoff function χn above, we set [un, σn] :=
[χnu,χnσ ] and Ωn := supp(χn). For n = 0,1, . . . ,N the pair [un, σn] satisﬁes the localized problem
−un − ν1∇ divun + ∇σn = hn in Ωn,
divun +μdiv(σnw) = gn in Ωn,
un = 0 on ∂Ωn, (1.7)
where
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(∇2χnu+ ∇u∇χn + divu∇χn)
− uχn − 2∇χn · ∇u+ σ∇χn,
gn := χng + u · ∇χn + μσw · ∇χn. (1.8)
From now on we shall assume the following conditions:
(A1) There exist a pair [wR, τR] ∈ Hsdiv × Hs−1 for s > s1 and a constant vector d := [dn]n∈I such that
the given pair [w, τ ] has the decomposition: [w, τ ] = [wR, τR] +∑n∈I dn[Φn,1,ψn,1].
(A2) There exists a constant c0 such that c0μ
−1
1 ‖[wR,d]‖s  1/2.
We next state existence and regularity result for the linear problem (1.6). The proof is shown in
Section 4.
Theorem1.3. Letw be the vector given in the condition (A1). Assume that |∇w|∞  Cμ1 . If [h, g] ∈ H−1×L20 ,
then there is a unique solution [u, σ ] ∈ H10 × L20 of problem (1.6), satisfying ‖[u, σ ]‖1,0  C‖[h, g]‖−1,0 for
a constant C . Furthermore, let s ∈ (s1, s∗2). There exists a pair [uR, σR] ∈ Hsdiv × Hs−1 such that if [h, g] ∈
Hs−2 × H¯s−10 and if w satisﬁes the condition (A2), then there exists a pair [uR, σR] ∈ Hsdiv ×Hs−1 such that
[u,σ ] = [uR,σR] +
∑
n∈I
Cn[Φn,1,ψn,1],
where Cn is the formula given in (4.1). Also the triple [uR, σR,C], with C := [Cn]n∈I , satisﬁes
‖uR‖s +
(
1− Cμ−11
∥∥[wR,d]∥∥s)(‖σR‖s−1 + |C|) C∥∥[h, g]∥∥s−2,s−1
for a constant C .
In what follows, Ws,q(Ω) denotes the usual fractional Sobolev space with norm ‖v‖s,q,Ω .
We write Hs(Ω) = Ws,2(Ω) and ‖v‖s,Ω = ‖v‖s,2,Ω . We use the space L∞(Ω) with norm |v|∞,Ω :=
ess sup{|v(x)|: x ∈ Ω}. H10(Ω) := {v ∈ H1(Ω): v|∂Ω = 0} and for s > 1, Hs0(Ω) = Hs(Ω) ∩ H10(Ω).
L20(Ω) = {v ∈ L2(Ω):
∫
Ω
v dx = 0}, H¯s(Ω) = Hs(Ω) ∩ L20(Ω) and, for s  1, H¯s0(Ω) = Hs0(Ω) ∩ H¯s(Ω).
For 0 < s  1, H−s(Ω) means the dual space of Hs0(Ω) with ‖ f ‖−s,Ω := sup0=v∈Hs0(Ω)〈 f , v〉/‖v‖s,Ω ,
where 〈 , 〉 denotes the duality pairing. We write Hs(Ω) = (Hs(Ω))2, similar for other spaces, and
Hsdiv(Ω) :=
{
v ∈ Hs(Ω): v|∂Ω = 0, divv|∂Ω = 0
}
,
and often use the following notations:
∥∥[v, τ ]∥∥s1,s2,Ω = ‖v‖s1,Ω + ‖τ‖s2,Ω, ∥∥[v,d]∥∥s1,Ω = ‖v‖s1,Ω + |d|,∥∥[v, τ ,d]∥∥s1,s2,Ω = ‖v‖s1,Ω + ‖τ‖s2,Ω + |d|.
If Ω = D , we shall omit the domain D in spaces and norms, for simplicity.
This paper is organized as follows. In Section 2 we study the problem (1.7) on a truncated sector
with a convex vertex. In Section 3 we give three lemmas to be used later. In Section 4 we consider
the linear problem (1.6) on the convex polygon. In Section 5 we show existence of the problem (1.1).
2446 H.J. Choi, J.R. Kweon / J. Differential Equations 250 (2011) 2440–2461Fig. 5. The description of Ω and Γ .
2. The localized problem (1.7)
To study the problem (1.7) we consider a truncated sector Ω = {(r, θ): ω1 < θ < ω2, 0< r < r0 :=
2d˜/3}, depicted in Fig. 5, and investigate the singular properties of solution near the vertex (0,0). We
consider the following problem
−u− ν1∇ divu+ ∇σ = h in Ω, (2.1a)
divu+μdiv(σw) = g in Ω, (2.1b)
u= 0 on Γ := ∂Ω. (2.1c)
From view of (1.7) we shall assume that the solutions u, σ vanish near r = r0. So the right-hand sides
h, g will vanish near r = r0.
To study the regularity of solution of (2.1), we consider three solution operators which are derived
from applying the divergence and Laplace differential operators to the equations in (2.1). In [2], using
the three operators, the regularity result for the linear problem (2.1) is derived for a suﬃciently
smooth domain with a C2-boundary. Here we follow similar techniques. In this section we omit Ω in
spaces and norms for simplicity.
Step 1. Let s ∈ (s1, s∗2). Suppose that [h, g] ∈ Hs−2 × H¯s−10 . We consider the solution operator
Bw :Hs−3 → Hs−3, BwG = η, where η is the solution of the transport equation:
μ1η +w · ∇η = G, (2.2)
where μ1 is deﬁned in (1.4). For the continuity of the operator Bw , see Lemma 2.1 below. For later
purpose we set G(w, τ ) = G1(w, τ ) + G2(h, g), where
G1(w, τ ) := −(τ divw) − w · ∇τ − 2∇w : ∇2τ ,
G2(h, g) := μ1 divh+ μ−1g. (2.3)
The ﬁxed variables w, τ will be chosen by w = wR + dΦ1 and τ = τR + cψ1, where [Φ1,ψ1] :=
[Φn,1,ψn,1] is given in (1.2). A brief description for (2.2)–(2.3) follows. Applying the divergence op-
erator to (2.1a) and the Laplace operator to (2.1b), respectively, we get −ν2divu+ σ = divh and
divu+ μ(w · ∇σ) + μ(σ divw) = g , where ν2 is given in (1.4). Combining these equations,
μ1σ + (w · ∇σ) = −(σ divw) +μ1 divh+ μ−1g.
Since (w ·∇σ) = w ·∇σ +2∇w : ∇2σ +w ·∇(σ) and letting η = σ and τ = σ , (2.2) is derived.
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in Ω . Let α := ν−12 A(divh− η) for the solution η of (2.2). Then α solves
−α = ν−12 (divh− η) in Ω, α|Γ = 0. (2.4)
If s ∈ (s1, s∗2), then s − 1 < λ0 + 1 < π/ω + 1 where λ0 = 1 and ω = ω2 − ω1, so, by the basic corner
singularity theory for the Laplace problem (see [4]),
‖α‖s−1  Cν−12
∥∥[h, η]∥∥s−2,s−3. (2.5)
Step 3. Set α¯ := ∫
Ω
α dx/|Ω| and αˆ := α − α¯. From Eq. (2.1a) we consider the Stokes problem
−u+ ∇σ = h+ ν1∇αˆ in Ω, (2.6a)
divu= αˆ in Ω, (2.6b)
u= 0 on Γ. (2.6c)
Let S be the Stokes operator deﬁned by [u, σ ] := S[f, g], where [u, σ ] solves the equations in (2.6)
with the right-hand sides f, g .
Here we apply the basic corner singularity theory for the Stokes problem (see [6,7]) to the solution
[u, σ ] of (2.6), so it can be split as follows:
[u,σ ] = [uR,σR] + C[Φ1,ψ1], (2.7)
where [uR, σR] ∈ Hs0 ×Hs−1 for s ∈ (s1, s∗2) and the coeﬃcient C will be constructed later.
From Steps 1–3, we consider the following sequential linear maps:
(h, g, τR, c) →
(
h,G(w, τR + cψ1)
)
→ (h, η) → (h,α − α¯) → (uR,σR,C). (2.8)
For ﬁxed [h, g] we will show that the mapping (τR, c) → (σR,C) by (2.8) is a contraction in Hs−1 ×R.
If σ = τ = σR + Cψ1 is shown, the pair [u, σ ] of (2.7) satisﬁes the problem (2.1) and the coeﬃcient C
can be expressed by the given data. Finally the triple [uR, σR,C] is estimated in a suitable norm.
By the basic corner singularity theory, there is a continuous linear functional Λ1 on Hs−2 × Hs−1
for s > s1 (see [6,7]) such that the coeﬃcient C of (2.7) is expressed by
C = Λ1[h+ ν1∇αˆ, αˆ]. (2.9)
With fS := Φ1 − ∇ψ1 and gS := −divΦ1, the remainder is expressed by
[uR,σR] := S[h+ ν1∇αˆ + CfS , αˆ + CgS ] (2.10)
and satisfy
∥∥[uR,σR,C]∥∥s,s−1  C∥∥[h+ ν1∇αˆ, αˆ]∥∥s−2,s−1. (2.11)
Here a crucial step is how to estimate the right-hand side in (2.11). To do this we will use the
estimate (2.5), and have to estimate the solution η for the transport equation (2.2).
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Then the operator Bw is continuous on Hs−3 , with ‖BwG‖s−3  C‖G‖s−3 . Also, for G = G(w, τ ) the solution
η = BwG of (2.2) satisﬁes
‖η‖s−3  C
(
μ−11
∥∥[wR,d]∥∥s∥∥[τR, c]∥∥s−1 + ∥∥[h, g]∥∥s−2,s−1), (2.12)
where C is a generic constant.
Proof. Let w be the vector given in the condition (A1). By Hs ⊂W1,∞ (s > 2), one has
|∇w|∞  C
∥∥[wR,d]∥∥s. (2.13)
Let φ solve μ1φ − div(wφ) = ϕ for given ϕ . If ϕ ∈ Hγ with 0  γ  1, then ‖φ‖γ  Cμ−11 ‖ϕ‖γ .
Indeed, using (2.13), one has
‖φ‖20 = μ−11
∫
Ω
[
ϕ + div(wφ)]φ dxμ−11
∫
Ω
ϕφ + 2−1 divw|φ|2 dx
μ−11 ‖ϕ‖0‖φ‖0 + c0μ−11
∥∥[wR,d]∥∥s‖φ‖20
for a constant c0. By the condition (A2), the case γ = 0 follows. We next show the case γ = 1. Since
‖φ‖−1  ‖∇φ‖0 and using (2.13), we have
‖∇φ‖20 = −
∫
Ω
φφ dx= −μ−11
∫
Ω
(ϕ + φ divw+w · ∇φ)φ dx
= μ−11
∫
Ω
(∇ϕ · ∇φ − divwφφ + 2−1 divw|∇φ|2)dx
μ−11 ‖∇ϕ‖0‖∇φ‖0 + c0μ−11
∥∥[wR,d]∥∥s‖∇φ‖20.
Using the condition (A2) and the Poincaré inequality, the case γ = 1 follows. Using the interpolation
theory between values 0 and 1 (see [10]), the assertion follows.
Let γ = 3− s for s ∈ (s1, s∗2). For ϕ ∈ Hγ0 ,∫
Ω
ηϕ dx=
∫
Ω
η
[
μ1φ − div(wφ)
]
dx=
∫
Ω
(μ1η +w · ∇η)φ dx
=
∫
Ω
Gφ dx ‖G‖−γ ‖φ‖γ  Cμ−11 ‖G‖−γ ‖ϕ‖γ .
Then ‖η‖−γ  Cμ−11 ‖G‖−γ . For the function G1 in (2.3), we have |G1(Φ1,ψ1)|  Cr2Re λ1−4
near (0,0), so ‖G1(Φ1,ψ1)‖−γ < ∞. Hence, using Lemmas 2.2–2.3 below, one can show that
‖G1(w, τ )‖−γ  C‖[wR,d]‖s‖[τR, c]‖s−1. Thus the required result follows. 
Lemma 2.2. Let s ∈ (s1, s∗2) be given. Let w=wR + dΦ1 where [wR,d] ∈ Hs ×R, and τR ∈ Hs−1 . Then:
(i) ‖w · ∇τR‖s−3  C‖[wR,d]‖s‖τR‖s−1 ,
(ii) ‖∇w : ∇2τR‖s−3  C‖[wR,d]‖s‖τR‖s−1 , and
(iii) ‖(τR divw)‖s−3  C‖[wR,d]‖s‖τR‖s−1 .
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(i) Let p1 = 2, p2 = 2(3 − s)−1 and p3 = 2(s − 2)−1. Using the generalized Hölder inequality and
the embedding results: Hs−1 ⊂ W1,p2 , H3−s ⊂ Lp3 for 2< s < 3, we obtain that for any v ∈ H3−s0 ,∫
Ω
w · ∇τRv dx ‖w‖2,p1‖τR‖1,p2‖v‖0,p3
 C‖w‖2‖τR‖s−1‖v‖3−s
 C
∥∥[wR,d]∥∥s‖τR‖s−1‖v‖3−s,
where the last inequality follows by Re λ1 := Re λn,1 > 1.
(ii) Using Hs−1 ⊂ L∞ for s > 2,
∥∥∇w : ∇2τR∥∥s−3  |∇w|∞∥∥∇2τR∥∥s−3  C∥∥[wR,d]∥∥s‖τR‖s−1.
(iii) As shown above, ‖∇τR · ∇(divw)‖s−3  C‖[wR,d]‖s‖τR‖s−1 and ‖τR divw‖s−3 
C‖[wR,d]‖s‖τR‖s−1. It remains to estimate ‖τR(divw)‖s−3. Since w = wR + dΦ1 and divΦ1 van-
ishes near the origin, we have
∥∥τR(divw)∥∥s−3  ∥∥τR(divwR)∥∥s−3 + |d|∥∥τR(divΦ1)∥∥s−3
 |τR|∞
∥∥(divwR)∥∥s−3 + |d|‖τR‖s−3∣∣(divΦ1)∣∣∞
 C
∥∥[wR,d]∥∥s‖τR‖s−1. 
Additionally we have:
Lemma 2.3. For s ∈ (s1, s∗2), if wR ∈ Hs0 , then:
(i) ‖wR · ∇ψ1‖s−3  C‖wR‖s ,
(ii) ‖∇wR : ∇2ψ1‖s−3  C‖wR‖s , and
(iii) ‖(ψ1 divwR)‖s−3  C‖wR‖s .
Proof. Let v ∈ H3−s0 . Deﬁne
(I) =
∫
Ω
wR · ∇ψ1v dx, (II) =
∫
Ω
∇wR : ∇2ψ1v dx.
Set p = (3 − s)−1 and q = (s − 2)−1. Using the Hölder inequality, we have |(I)| 
‖wR‖2,2p‖∇ψ1‖0‖v‖0,2q . Since Re λ1 > 1, ∇ψ1 ∈ L2. Using the embedding results: Hs ⊂ W2,2p and
H3−s ⊂ L2q for 2 < s < 3, we have ‖wR‖2,2p‖v‖0,2q  C‖wR‖s‖v‖3−s , so |(I)| C‖wR‖s‖v‖3−s . Hence
we have (i). We next show (ii). If Re λ1 + 1 < s < 3, then Re λ1 − s = −1 − δ for 0 < δ < 2 − Re λ1,
so, near the origin (0,0),
∣∣∇wR : ∇2ψ1v∣∣ C(rRe λ1−s|∇wR|)(rs−3|v|)
= Cr−δ(r−1|∇wR|)(rs−3|v|).
Here we claim that ‖r−δ(r−1∇wR)‖0  C‖wR‖s . Indeed, since wR ∈ Hs0 for s > 2 and by [9,
Lemma 2.3], we have ∇wR(0,0) = 0. Then ∇wR(r, θ) =
∫ r
0 ∂r(∇wR)(r1, θ)dr1, so, by the Hardy’s in-
equality,
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ω2∫
ω1
r0∫
0
(
1
r
r∫
0
∂r(∇wR)dr1
)2p
r dr dθ
 C
ω2∫
ω1
r0∫
0
∣∣∂r(∇wR)∣∣2pr dr dθ
 C
ω2∫
ω1
r0∫
0
∣∣∇2wR∣∣2pr dr dθ
 C‖wR‖2p2,2p.
Since Re λ1 > 1, −2δq + 1 = −1 + 2(Re λ1 − 1)(s − 2)−1 > −1 with δ = s − 1 − Re λ1, so r−δ ∈ L2q .
Using the Hölder inequality and the embedding Hs ⊂W2,2p , we have
∥∥r−δ(r−1∇wR)∥∥0  ∥∥r−1∇wR∥∥0,2p∥∥r−δ∥∥0,2q
 C‖wR‖2,2p
 C‖wR‖s.
Since ‖rs−3v‖0  C‖v‖3−s (see [4, Theorem 1.4.4.4]), we have |(II)|  C‖wR‖s‖v‖3−s , so (ii) follows.
We ﬁnally show (iii). Now
∫
Ω
(ψ1 divwR)v dx= (III) + (IV),
(III) =
∫
Ω
[
ψ1 divwR + 2∇ψ1 · ∇(divwR)
]
v dx,
(IV) =
∫
Ω
ψ1(divwR)v dx.
As shown in (i) and (ii), (III) is bounded by C‖wR‖s‖v‖3−s . Since ψ1 ∈ L∞ , |(IV)| 
|ψ1|∞‖(divwR)‖s−3‖v‖3−s  C‖wR‖s‖v‖3−s . Hence (iii) is shown. 
Combining (2.5), (2.11) and (2.12), one has
∥∥[uR,σR,C]∥∥s,s−1  c0(μ−11 ∥∥[wR,d]∥∥s∥∥[τR, c]∥∥s−1 + ∥∥[h, g]∥∥s−2,s−1) (2.14)
for a constant c0. For ﬁxed [h, g], the map (h, g, τR, c) → (uR, σR,C) is continuous. If (u1R, σ 1R ,C1)
is the solution corresponding to data (h, g, τ 1R , c
1), then (uR − u1R, σR − σ 1R ,C − C1) is the solution
corresponding to data (0,0, τR − τ 1R , c − c1). Hence, by the condition (A2), (2.14) yields
∥∥[σR − σ 1R ,C − C1]∥∥s−1  12
∥∥[τR − τ 1R , c − c1]∥∥s−1.
Thus the map (τR, c) → (σR,C) is a contraction in Hs−1 × R for s1 < s < s∗2 and has a ﬁxed point[τR, c] = [σR,C], which implies τ = σ .
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In the following lemma, we show that if the solution [u, σ ] is the solution deﬁned by Steps 1–3
and if τ = σ in (2.3), then it solves (2.1).
Lemma 2.4. Let s ∈ (s1, s∗2) andw the given vector satisfying the condition (A1). Suppose that [h, g] ∈ Hs−2 ×
H¯s−10 . Let [uR, σR] ∈ Hs0 × Hs−1 be deﬁned by (2.10) and C by (2.9), respectively, and let τ = σ = σR + Cψ1
in (2.3). Then the pair [u, σ ] := [uR + CΦ1, σR + Cψ1] solves the equations in (2.1).
Proof. The proof is almost same to the ones in [2]. We sketch the proof for the readers. Clearly (2.1a)
follows. It remains to show (2.1b). Let η = σ for σ = σR + Cψ1. From (2.2), η ∈ Hs−3 and satisﬁes
〈η,μ1φ〉 −
〈
η,div(wφ)
〉= 〈G, φ〉, ∀φ ∈ C∞0 , (2.15)
where G = G1(w, σ )+G2(h, g). Letting α = ν−12 A(divh−η) by (2.4) and using (2.6b) with α = αˆ+ α¯,
η = ν2(divu+ α¯) + divh. (2.16)
Inserting (2.16) into the ﬁrst term of (2.15), we have
〈
μ−1(divu+ α¯) +μ1 divh, φ
〉− 〈σ,div(wφ)〉= 〈G, φ〉. (2.17)
Since
−〈σ,div(wφ)〉+ 〈2∇w : ∇2σ + w · ∇σ ,φ〉= 〈(w · ∇σ),φ〉, ∀φ ∈ C∞0 ,
and using (2.17), one has U = 0, where U := divu+ α¯ + μdiv(σw) − g . Clearly α¯ = |Ω|−1 ∫
Ω
U dx.
If U ≡ 0, α¯ = 0, so (2.1b) is obtained.
It remains to show U ≡ 0. Let x ∈ Ω be ﬁxed. Let  ∈ (0,2−1 dist(x,Γ )). As shown in Fig. 6, we
pick a domain Ω ⊂ Ω with a smooth boundary Γ := ∂Ω such that 0 < dist(Γ,Γ ) <  . Since the
crucial term w · ∇σ ∼ r2(Re λ1−1) near (0,0), the term div(wσ) is well deﬁned at the origin. So,
following the same procedure as given in [2] for Ω , one can conclude that U ≡ 0. 
We next ﬁnd the explicit formula for the coeﬃcient C . By the ﬁxed point [τR, c] = [σR,C], we write
the solution η of (2.2) by η = ηR + CηS + η0 where
ηR = BwG1(w,σR), ηS = BwG1(w,ψ1), η0 = BwG2(h, g), (2.18)
2452 H.J. Choi, J.R. Kweon / J. Differential Equations 250 (2011) 2440–2461and the solution α of (2.4) by α = αR + CαS + α0 with
αR = ν−12 A(−ηR), αS = ν−12 A(−ηS), α0 = ν−12 A(divh− η0). (2.19)
From Eq. (2.9): C = Λ1[h+ ν1∇αˆ, αˆ], we have
C = Λ1[ν1∇αˆR , αˆR ] + CΛ1[ν1∇αˆS , αˆS ] + Λ1[h+ ν1∇αˆ0, αˆ0]. (2.20)
Hence the formula is given by:
Lemma 2.5. Let s ∈ (s1, s∗2). Letw be the given vector satisfying the conditions (A1)–(A2). Then the coeﬃcientC is given by
C = Λ1[ν1∇αˆR , αˆR ] + Λ1[h+ ν1∇αˆ0, αˆ0]
1− Λ1[ν1∇αˆS , αˆS ] , (2.21)
where αR , αS and α0 are deﬁned in (2.19). Moreover,
|C| C(μ−11 ∥∥[wR,d]∥∥s‖σR‖s−1 + ∥∥[h, g]∥∥s−2,s−1). (2.22)
Proof. We ﬁrst claim that 1 − Λ1[ν1∇αˆS , αˆS ] = 0. Let L := Λ1[ν1∇αˆS , αˆS ]. By the deﬁnition of the
functional Λ1, |L|  Cν2‖αˆS‖s−1  C‖ηS‖s−3. Using the continuity of Bw on Hs−3, |G1(Φ1,ψ1)| 
Cr2Re λ1−4 near (0,0) and Lemma 2.3, one has
‖ηS‖s−3  Cμ−11
(∥∥G1(wR,ψ1)∥∥s−3 + |d|∥∥G1(Φ1,ψ1)∥∥s−3)
 Cμ−11
∥∥[wR,d]∥∥s.
Hence |L| c0μ−11 ‖[wR,d]‖s for a constant c0. By the condition (A2), |L| 1/2. The assertion follows.
Thus (2.21) follows by (2.20).
We next estimate C . From (2.21),
|C| (1− |L|)−1∣∣Λ1[ν1∇αˆR , αˆR ] + Λ1[h+ ν1∇αˆ0, αˆ0]∣∣
 C
[
ν2
(‖αˆR‖s−1 + ‖αˆ0‖s−1)+ ‖h‖s−2]. (2.23)
Using (2.18)–(2.19) and Lemmas 2.1–2.2,
‖ηR‖s−3  Cμ−11
∥∥[wR,d]∥∥s‖σR‖s−1,
‖αR‖s−1  Cν−12 ‖ηR‖s−3  C(ν2μ1)−1
∥∥[wR,d]∥∥s‖σR‖s−1,
‖η0‖s−3  C
∥∥[h, g]∥∥s−2,s−1,
‖α0‖s−1  C
∥∥[h, η0]∥∥s−2,s−3  C∥∥[h, g]∥∥s−2,s−1. (2.24)
Combining (2.23)–(2.24), we get (2.22). 
Using Lemmas 2.1 and 2.5, we have:
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a unique pair [uR, σR] ∈ Hsdiv × Hs−1 such that if [h, g] ∈ Hs−2 × H¯s−10 , the solution [u, σ ] of (2.1) can be
split as follows: [u, σ ] = [uR, σR] + C[Φ1,ψ1] where C is the number given in (2.21). Furthermore the triple
[uR, σR,C] satisﬁes the estimate
∥∥[uR,σR,C]∥∥s,s−1  C(μ−11 ∥∥[wR,d]∥∥s∥∥[σR,C]∥∥s−1 + ∥∥[h, g]∥∥s−2,s−1).
Proof. From (2.11) it suﬃces to estimate ‖[h + ν1∇αˆ, αˆ]‖s−2,s−1. Using (2.5) and (2.12) with τ = σ ,
one has
‖α‖s−1  Cν−12
∥∥[h, η]∥∥s−2,s−3
 C
(
μ−11
∥∥[wR,d]∥∥s∥∥[σR,C]∥∥s−1 + ∥∥[h, g]∥∥s−2,s−1). (2.25)
Combining (2.11) and (2.25), the required one follows. 
3. Some regularities
We give some lemmas which are needed in Sections 4–5. Firstly, when the corner singularities are
not split, we show the regularity for the linear problem (1.6).
Lemma 3.1. Let w be given in the condition (A1). Assume that the condition (A2) holds. If [h, g] ∈ H−1 × L20 ,
there exists a unique solution [u, σ ] ∈ H10 × L20 of (1.6). Furthermore, if [h, g] ∈ L2 × H¯10 , then
∥∥[u,σ ]∥∥2,1  C(μ−11 ∥∥[wR,d]∥∥s‖σ‖1 + ∥∥[h, g]∥∥0,1) (3.1)
where s ∈ (s1, s∗2) and C is a constant.
Proof. Consider the bilinear forms: a(u,v) = 〈∇u,∇v〉+ν1〈divu,divv〉, b(ζ,v) = 〈ζ,divv〉, c(v;σ , ζ ) =
μ〈σ ,v · ∇ζ 〉. The weak solution of (1.6) is to ﬁnd [u, σ ] ∈ H10 × L20 such that
a(u,v) − b(σ ,v) = 〈h,v〉, ∀v ∈ H10, (3.2a)
b(ζ,u) − c(w;σ , ζ ) = 〈g, ζ 〉, ∀ζ ∈ L20. (3.2b)
Taking v= u, ζ = σ in (3.2), adding them and since ν1 > 0, one has
‖∇u‖20  2−1μ|divw|∞‖σ‖20 + 〈h,u〉 + 〈g,σ 〉. (3.3)
Since ‖σ‖0  C‖∇σ‖−1 for σ ∈ L20 and using (3.2a), one has
‖σ‖0  C
(‖h‖−1 + ν2‖u‖1). (3.4)
Using the Poincaré inequality, (3.3) and (3.4),
‖u‖21  C
(
ν2μ
−1
1 |∇w|∞ + 
)‖u‖21 + C∥∥[h, g]∥∥2−1,0, ∀ > 0.
Assuming the condition (A2) and using (3.4), ‖[u, σ ]‖1,0  C‖[h, g]‖−1,0.
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‖η‖−1  C
(
μ−11
∥∥[wR,d]∥∥s‖σ‖1 + ∥∥[h, g]∥∥0,1).
Also the function α := ν−12 A(divh − η) satisﬁes ν2‖α‖1  C‖[h, η]‖0,−1. By the regularity result
of the Stokes problem on the convex polygon (see [5]), the pair [u, σ ] := S[h + ν1∇αˆ, αˆ] satisﬁes
‖[u, σ ]‖2,1  C(‖h‖0 + ν2‖αˆ‖1). Thus the inequality (3.1) follows. 
For handling the nonlinear problem, we need to estimate the function h(w, τ ) (see (1.6)). This will
be done by the following lemma:
Lemma 3.2. Let q = p/(p − 1) for p > 1. For γ ∈ (0,1), if u ∈ W1,2p and v ∈ Hγ ∩ L2q, then ‖uv‖γ 
C‖u‖1,2p(‖v‖γ + ‖v‖0,2q).
Proof. Let Ai = {t: x, x+ tei ∈ D}, where ei is the unit vector. Then the seminorm |v|γ is equivalent
to
∑2
i=1 |v|γ ,i , where
|v|2γ ,i =
∫
D
Zi(v, γ )dx, Zi(v, γ ) :=
∫
Ai
|v(x+ tei) − v(x)|2
|t|1+2γ dt. (3.5)
By W1,2p ⊂ L∞ for p > 1, we have |uv|γ ,1  C‖u‖1,2p‖v‖γ + (I), with
(I)2 :=
∫
D
Z1(u, γ )|v|2 dx.
Set Q := D × A1 ×[0,1]. Let d∗ be the diameter of D . Since u(x+ t, y)−u(x, y) = t
∫ 1
0 ux(x+at, y)da,
we obtain that for δ ∈ (2γ − 1− 1/q,1/p),
(I)2 
∫
Q
|t|1−2γ ∣∣ux(x+ at, y)∣∣2∣∣v(x)∣∣2 dadt dx
 (II)1/p
(
‖v‖2q0,2q
d∗∫
−d∗
|t|(δ+1−2γ )q dt
)1/q
,
where (II) = ∫Q (|ux(x+at, y)|2|t|−δ)p dadt dx. Deﬁne D ′ := {(x+at, y): (x, y) ∈ D, 0 a 1, t ∈ A1}.
Since D ′ ⊂ D , we have
(II)
1∫
0
d∗∫
−d∗
|t|−δp
∫
D ′
∣∣ux(x′, y)∣∣2p dx′ dy dt da (x′ = x+ at)
 C‖ux‖2p0,2p (δ < 1/p).
Hence (I) C‖u‖1,2p‖v‖0,2q , so |uv|γ ,1  C‖u‖1,2p(‖v‖γ + ‖v‖0,2q). Similar for |uv|γ ,2. 
We next give the interior estimate for the subregion Ω0:
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Hs−2(Ω0) × H¯s−10 (Ω0). Then the pair [u0, σ0] for n = 0 in (1.7) satisﬁes the inequality∥∥[u0,σ0]∥∥s,s−1,Ω0  C(μ−11 ∥∥[wR,d]∥∥s‖σ0‖s−1,Ω0 + ∥∥[h0, g0]∥∥s−2,s−1,Ω0). (3.6)
Proof. We omit Ω0 in norms, for simplicity. Let α0 = ν−12 A(divh0 −η0), αˆ0 = α0 − α¯0, and η0 = BwG
with G = G1(w, σ0) + G2(h0, g0). Applying the regularity result for the Stokes problem on smooth
domains to the pair [u0, σ0] := S[h0 + ν1∇αˆ0, αˆ0] and using the interpolation theory between integer
values, one has ‖[u0, σ0]‖s,s−1  C‖[h0+ν1∇αˆ0, αˆ0]‖s−2,s−1. Here the function αˆ0 satisﬁes ‖αˆ0‖s−1 
Cν−12 ‖[h0, η0]‖s−2,s−3. Using the continuity of Bw on Hs−3 and following the similar procedure as
done in Lemma 2.1, one has
‖η0‖s−3  C
(
μ−11
∥∥[wR,d]∥∥s‖σ0‖s−1 + ∥∥[h0, g0]∥∥s−2,s−1).
Combining above estimates, the inequality (3.6) follows. 
4. The bounded polygon D
Here we study the problem (1.6) on the polygon D with N vertices. Recall that the functions hn ,
gn are given in (1.8). For each n ∈ I , in view of (2.18)–(2.21) we deﬁne
ηn,R = BwG1(w,σn,R), αn,R = ν−12 A(−ηn,R),
ηn,S = BwG1(w,ψn,1), αn,S = ν−12 A(−ηn,S),
ηn,0 = BwG2(hn, gn), αn,0 = ν−12 A(divhn − ηn,0),
and
Cn = Λn,1[ν1∇αˆn,R , αˆn,R ] + Λn,1[hn + ν1∇αˆn,0, αˆn,0]
1− Λn,1[ν1∇αˆn,S , αˆn,S ] . (4.1)
Let αn := αn,R + Cnαn,S + αn,0 and αˆn = αn − α¯n . Using the Stokes solution operator S , we deﬁne
[un, σn] = S[hn + ν1∇αˆn, αˆn], and, by (2.7), the remainder: un,R = un − CnΦn,1, σn,R = σn − Cnψn,1 for
n ∈ I . Using these, we deﬁne the regular part
uR :=
∑
n∈I
un,R +
∑
n/∈I
un, σR :=
∑
n∈I
σn,R +
∑
n/∈I
σn. (4.2)
For uR, σR, we deﬁne
‖uR‖s :=
∑
n∈I
‖un,R‖s,Ωn +
∑
n/∈I
‖un‖s,Ωn , (4.3)
and similarly for σR.
Using Theorem 2.6, Lemmas 3.1 and 3.3, we have:
Theorem 4.1. Let s ∈ (s1, s∗2) and w the vector given in the conditions (A1). Assume that w satisﬁes the
condition (A2). If [h, g] ∈ Hs−2 × H¯s−10 , then the solution [u, σ ] of (1.6) is split by [u, σ ] = [uR, σR] +∑
n∈I Cn[Φn,1,ψn,1], where Cn,n ∈ I and [uR, σR] are given in (4.1) and (4.2). Also the remainder [uR, σR]
and the vector C= [Cn]n∈I satisfy the inequality
‖uR‖s +
(
1− Cμ−11
∥∥[wR,d]∥∥s)(‖σR‖s−1 + |C|) C∥∥[h, g]∥∥s−2,s−1. (4.4)
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rem 2.6 for n ∈ I and Lemma 3.3 for n = 0. Using Theorem 2.6, we have, for n ∈ I ,
‖un,R‖s,Ωn +
(
1− Cμ−11
∥∥[wR,d]∥∥s)∥∥[σn,R,Cn]∥∥s−1,Ωn  C∥∥[hn, gn]∥∥s−2,s−1,Ωn . (4.5)
The functions hn , gn in (1.8) are estimated as follows:
∥∥[hn, gn]∥∥s−2,s−1,Ωn
 C
(∥∥[u,σ ]∥∥s−1,s−2,On + μ−11 ‖σw‖s−1,On + ∥∥[h, g]∥∥s−2,s−1,Ωn), (4.6)
where On := Ωn\Ω ′n with Ω ′n = {x ∈ Ωn: χn(x) ≡ 1}. Using Lemma 3.1 and since 2< s < 3, one has∥∥[u,σ ]∥∥s−1,s−2,On  ∥∥[u,σ ]∥∥2,1,On
 C
(
μ−11
∥∥[wR,d]∥∥s‖σ‖1,On + ∥∥[h, g]∥∥0,1,On)
 C
(
μ−11
∥∥[wR,d]∥∥s‖σ0‖s−1,Ω0 + ∥∥[h, g]∥∥s−2,s−1). (4.7)
Using Lemma 3.2 with p = (s − 2)−1, we have
‖σw‖s−1,On  C
∥∥[wR,d]∥∥s‖σ0‖s−1,Ω0 . (4.8)
Combining (4.5)–(4.8), one has
‖un,R‖s,Ωn +
(
1− Cμ−11
∥∥[wR,d]∥∥s)∥∥[σn,R,Cn]∥∥s−1,Ωn
 C
(
μ−11
∥∥[wR,d]∥∥s‖σ0‖s−1,Ω0 + ∥∥[h, g]∥∥s−2,s−1). (4.9)
Also, for n /∈ I ,
‖un‖s,Ωn +
(
1− Cμ−11
∥∥[wR,d]∥∥s)‖σn‖s−1,Ωn
 C
(
μ−11
∥∥[wR,d]∥∥s‖σ0‖s−1,Ω0 + ∥∥[h, g]∥∥s−2,s−1). (4.10)
Summing (4.9)–(4.10), and using (4.2)–(4.3), (4.4) follows. 
We next estimate the function h(w, τ ) = ρ(τ )[f− (w · ∇)w]:
Lemma 4.2. Let s ∈ (s1, s∗2) be given. Let [w, τ ] be the pair satisfying the condition (A1). Then:
(i) ‖τ f‖s−2  C‖[τR,d]‖s−1‖f‖s−2 and
(ii) ‖τ (w · ∇)w‖s−2  C‖[τR,d]‖s−1‖[wR,d]‖2s .
Proof. We ﬁrst estimate |τ f|s−2. Using the deﬁnitions in (3.5) and the inequality: |τ |∞C‖[τR,d]‖s−1,
we have
|τ f|s−2,1  C
∥∥[τR,d]∥∥s−1‖f‖s−2 + (I), (4.11)
where (I)2 = ∫D Z1(τ , s − 2)|f|2 dx. Let p = (1 − 1/q)−1 with q = (3 − s)−1. Pick δ ∈ (q0,q−1), where
q0 := maxn∈I{3q−1 −2,q−1 −2(Re λn,1−1)}. Then, since δ < 1/q and letting d∗ be the diameter of D ,
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(
‖f‖2q0,2q
d∗∫
−d∗
|t|−δq dt
)1/q
 C(II)1/p‖f‖20,2q,
where
(II) =
∫
D
∫
A1
|τ (x+ te1) − τ (x)|2p
|t|[−δ+1+2(s−2)]p dt dx.
If we set γ = (s− 1− δ)/2, then [−δ + 1+ 2(s− 2)]p = 1+ 2pγ , so (II) ‖τ‖2pγ ,2p . Using Hs−2 ⊂ L2q ,
we have (I) ‖τ‖γ ,2p‖f‖s−2. However, since
2p(Re λn,1 − 1− γ ) + 1> −1,
one has ‖ψn,1‖γ ,2p < ∞ and ‖τ‖γ ,2p  C‖[τR,d]‖s−1. Hence
(I) C
∥∥[τR,d]∥∥s−1‖f‖s−2.
By (4.11), |τ f|s−2,1 is estimated. Similar for |τ f|s−2,2. Hence (i) is shown.
For estimating ‖τ (w · ∇)w‖s−2, we select p = 2(4− s)−1 and q = (1− 1/p)−1 in Lemma 3.2. Then
∥∥τ (w · ∇)w∥∥s−2  C‖τ‖1,2p(∥∥(w · ∇)w∥∥s−2 + ∥∥(w · ∇)w∥∥0,2q). (4.12)
Clearly ‖(w · ∇)w‖0,2q  C‖[wR,d]‖2s and ‖τ‖1,2p  C‖[τR,d]‖s−1. By Lemma 3.2, ‖(w · ∇)w‖s−2 
C‖[wR,d]‖2s , and using (4.12),
∥∥τ (w · ∇)w∥∥s−2  C∥∥[τR,d]∥∥s−1∥∥[wR,d]∥∥2s .
Thus the required result follows. 
Combining Theorem 4.1 and Lemma 4.2, we have:
Theorem 4.3. Let [w, τ ] be the pair given in the condition (A1). Let h(w, τ ) = ρ(τ )[f− (w · ∇)w]. If [f, g] ∈
H−1 × L20 , there is a unique solution [u, σ ] ∈ H10 × L20 of problem (1.6) such that if |∇w|∞  Cμ1 , then‖[u, σ ]‖1,0  C‖[h(w, τ ), g]‖−1,0 for a constant C . Furthermore, let s ∈ (s1, s∗2). There exists a pair [uR, σR] ∈
Hsdiv ×Hs−1 such that if [f, g] ∈ Hs−2 × H¯s−10 and if w satisﬁes the condition (A2), then
[u,σ ] = [uR,σR] +
∑
n∈I
Cn[Φn,1,ψn,1],
where Cn is deﬁned in (4.1). Also the triple [uR, σR,C], with C := [Cn]n∈I , satisﬁes
‖uR‖s +
(
1− Cμ−11
∥∥[wR,d]∥∥s)(‖σR‖s−1 + |C|)
 C
(
μ−1 + ∥∥[τR,d]∥∥s−1)(∥∥[wR,d]∥∥2s + ‖f‖s−2)+ C‖g‖s−1, (4.13)
where C is a generic constant.
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In this section we shall solve the nonlinear problem (1.1). Let Φ1 := [Φn,1]n∈I and ψ1 := [ψn,1]n∈I .
We write dΦ1 =∑n∈I dnΦn,1 and similarly for dψ1. Let X = H10 × L20 and, for s ∈ (s1, s∗2),
Y = {[v, τ ,d] ∈ Hsdiv ×Hs−1 ×R|I|: ∥∥[v, τ ,d]∥∥s,s−1 < ∞},
where |I| is the number of elements in I . We deﬁne a ball of radius δ:
Bδ :=
{[wR, τR,d] ∈ Y: ∥∥[wR, τR,d]∥∥s,s−1  δ},
where δ < 1 is to be chosen later. For ﬁxed data f, g , let
w=wR + dΦ1, τ = τR + dψ1, ρ(τ ) := μ−1 + τ
and let h(w, τ ) be given in Theorem 4.3. We set fS = [fn,S ]n∈I and gS = [gn,S ]n∈I with fn,S :=
Φn,1 −∇ψn,1 + ν1∇ divΦn,1 and gn,S := −divΦn,1 −μdiv(ψn,1w). We deﬁne a mapping T : Bδ → Y
by T[wR, τR,d] = [uR, σR,C], where C := [Cn]n∈I , with the coeﬃcient Cn in (4.1), and [uR, σR] is the
solution of
−uR − ν1∇ divuR + ∇σR = F in D,
divuR +μdiv(σRw) = G in D,
uR = 0 on ∂D,
where F := h(w, τ ) + CfS and G := g + CgS . We also deﬁne a mapping E : Y → X by E[wR, τR,d] =
[wR + dΦ1, τR + dψ1].
Lemma 5.1. Let C0 be the constant in (4.13) and C1 := 2C0(μ−1 + 1). Assume that the radius δ 
min{(2C0)−1μ1, (3C1)−1}. Assume that, for s ∈ (s1, s∗2), ‖f‖s−2  δ/(3C1) and ‖g‖s−1  δ/(6C0). Then
T(Bδ) ⊂ Bδ .
Proof. By the assumption on δ, 1− C0μ−11 δ  1/2, which shows the condition (A2). From (4.13), one
has
∥∥[uR,σR,C]∥∥s,s−1  2‖uR‖s + 2(1− C0μ−11 δ)(‖σR‖s−1 + |C|)
 2
[
C0
(
μ−1 + δ)(δ2 + ‖f‖s−2)+ C0‖g‖s−1]
 C1δ2 + C1‖f‖s−2 + 2C0‖g‖s−1 (since δ < 1)
 δ/3+ δ/3+ δ/3 = δ.
Hence the result follows. 
Lemma 5.2. Let s ∈ (s1, s∗2). Assume that the conditions in Lemma 5.1 hold. There is a γ ∈ (0,1) such that if[wR, τR,d] and [w∗R, τ ∗R ,d∗] are in the ball Bδ , then∥∥ET[wR, τR,d] − ET[w∗R, τ ∗R ,d∗]∥∥1,0  γ ∥∥[w, τ ] − [w∗, τ ∗]∥∥1,0,
where [w∗, τ ∗] := E[w∗R, τ ∗R ,d∗].
H.J. Choi, J.R. Kweon / J. Differential Equations 250 (2011) 2440–2461 2459Proof. We set [u∗R, σ ∗R ,C∗] := T[w∗R, τ ∗R ,d∗] and [u∗, σ ∗] := E[u∗R, σ ∗R ,C∗]. Let u = u − u∗ and similar
for σ , w, τ . Set h := h(w, τ ) − h(w∗, τ ∗) and g := −μdiv(σ ∗w). Then the pair [u, σ ] ∈ X
satisﬁes
a(u,v) − b(σ ,v) = 〈h,v〉, ∀v ∈ H10,
b(ζ, u) − c(w;σ , ζ ) = 〈g, ζ 〉, ∀ζ ∈ L20.
Assuming δ  Cμ1 and using Lemma 3.1, one has
∥∥[u, σ ]∥∥1,0  C∥∥[h, g]∥∥−1,0. (5.1)
We now estimate ‖[h, g]‖−1,0 in (5.1). We have
‖h‖−1  ‖τ f‖−1 + (I), with
(I) = ∥∥ρ(τ )[(w · ∇)w + (w · ∇)w∗]+ τ (w∗ · ∇)w∗∥∥−1.
Since ‖f‖s−2  Cδ, one has ‖τ f‖−1  C‖τ ‖0‖f‖s−2  Cδ‖τ ‖0. Since (I)  Cδ‖[w, τ ]‖1,0, we have
‖h‖−1  Cδ‖[w, τ ]‖1,0. If we set p = 2/(4− s) and q = p/(p − 1), then
‖g‖0 μ
∥∥∇σ ∗ · w∥∥0 + μ∥∥σ ∗ divw∥∥0
μ
∥∥∇σ ∗∥∥0,2p‖w‖0,2q + μ∣∣σ ∗∣∣∞‖divw‖0. (5.2)
For p = 2/(4 − s), we have 2p (Re λn,1 − 2) + 1 > −1, so ∇ψn,1 ∈ L2p . Hence ‖∇σ ∗‖0,2p 
C‖[σ ∗R ,C∗]‖s−1  Cδ by Lemma 5.1. Similarly, |σ ∗|∞  Cδ. Using H1 ⊂ L2q and (5.2), ‖g‖0  Cδ‖w‖1.
So, from (5.1), ‖[u, σ ]‖1,0  Cδ‖[w, τ ]‖1,0. Let γ = Cδ. If δ is small, then γ ∈ (0,1). 
Proof of Theorem 1.2. Let X0 := [u0R, σ 0R ,C0] ∈ Bδ . Set X j = TX j−1 for j ∈N, where X j := [u jR, σ jR ,C j].
Let [u j, σ j] := Y j = EX j . By Lemma 5.2, Y j is a Cauchy sequence in X (see [8]). Hence there is a
Y := [u, σ ] ∈ X such that Y j → Y strongly in X , in other words,
[a] u j → u ∈ H10, with the convergence in the topology of H10,
[b] σ j → σ ∈ L20, with the convergence in the topology of L20.
Since X j is a bounded sequence in Y , one may pick a subsequence X jl such that for s1 < s < s∗2,
[c] u jlR ⇀ uR ∈ Hsdiv weakly in the topology of Hsdiv,
[d] σ jlR ⇀ σR ∈ Hs−1 weakly in the topology of Hs−1,
[e] C jln → Cn .
Using the limit Cn , let C = [Cn]n∈I . By the uniqueness, we have [u, σ ] = [uR, σR] + C[Φ1,ψ1]. We
claim that the limit [u, σ ] solves the problem (1.5) in the generalized sense:
a(u,v) − b(σ ,v) = 〈h(u,σ ),v〉, ∀v ∈ H10,
b(ζ,u) − c(u;σ , ζ ) = 〈g, ζ 〉, ∀ζ ∈ L20. (5.3)
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into the equations in (3.2). Then we claim that each term in the resulted equations converges to the
corresponding limit term in (5.3) as jl → ∞. From [a]–[b] one has
a
(
u jl − u,v) ν2∥∥∇(u jl − u)∥∥0‖∇v‖0 → 0,
b
(
σ jl − σ ,v) ∥∥σ jl − σ∥∥0‖divv‖0 → 0,
b
(
ζ,u jl − u) ‖ζ‖0∥∥div(u jl − u)∥∥0 → 0.
We next show that Ec := c(u jl−1;σ jl , ζ ) − c(u;σ , ζ ) → 0. Setting ζ1 := ∇ζ · u jl−1 and  jl−1u :=
u jl−1 − u, we have Ec = μ[(I) + (II)] with
(I) =
∫
D
(
σ
jl
R − σR
)
ζ1 dx+
(
C jl − C) ∫
D
ψ1ζ1 dx, (II) =
∫
D
σ∇ζ ·  jl−1u dx.
By [d]–[e], we have (I) → 0, provided that the following is true:
ζ1 := ∇ζ · u jl−1 ∈ H1−s and
∫
D
ψ1ζ1 dx< ∞. (5.4)
We here show (5.4). Indeed, let v ∈ H10. Since |divu jl−1|∞  Cδ and |u jl−1|∞  Cδ, one has∫
D
ζ1v dx= −
∫
D
ζ div
(
u jl−1v
)
dx
 ‖ζ‖0
(∣∣divu jl−1∣∣∞‖v‖0 + ∣∣u jl−1∣∣∞‖∇v‖0) Cδ‖ζ‖0‖v‖1. (5.5)
Thus ζ1 ∈ H−1 ⊂ H1−s for s > 2. Since ψ1 ∈ (H1)|I| and with v = ψ1 in (5.5),
∫
D ψ1ζ1 dx 
Cδ‖ζ‖0 < ∞. So (5.4) follows. To show (II) → 0, we let p = 2/(4− s) and q = p/(p − 1). One has
(II) = −
∫
D
ζ div
(
σ
jl−1
u
)
dx ‖ζ‖0
∥∥div(σ jl−1u )∥∥0
 ‖ζ‖0
(‖∇σ‖0,2p∥∥ jl−1u ∥∥0,2q + |σ |∞∥∥ jl−1u ∥∥1).
As done in (5.2), ‖∇σ‖0,2p  C‖[σR,C]‖s−1  Cδ and |σ |∞  Cδ. Using H1 ⊂ L2q and since ‖ jl−1u ‖1 →
0 by [a], (II) Cδ‖ζ‖0‖ jl−1u ‖1 → 0. Hence Ec → 0.
Finally we show that Eh := 〈h(u jl−1, σ jl−1),v〉 − 〈h(u, σ ),v〉 → 0. Letting  jl−1σ := σ jl−1 − σ , we
have Eh = (III) + (IV) with
(III) = −
∫
D
[
ρ
(
σ jl−1
)[(
u jl−1 · ∇) jl−1u + ( jl−1u · ∇)u]+  jl−1σ (u · ∇)u] · vdx,
(IV) =
∫
D

jl−1
σ f · vdx C‖f‖s−2‖v‖1
∥∥ jl−1σ ∥∥0 → 0.
Since (III) Cδ‖v‖1‖[ jl−1u ,  jl−1σ ]‖1,0 → 0, we have Eh → 0. 
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