The performance of a classification system depends on various aspects, including encoding techniques. In fact, encoding techniques play a primary role in the process of tuning a classifier/predictor, as choosing the most appropriate encoder may greatly affect its performance. As of now, evaluating the impact of an encoding technique on a classification system typically requires to train the system and test it by means of a performance metric deemed relevant (e.g., precision, recall, and Matthews correlation coefficients). For this reason, assessing a single encoding technique is a time consuming activity, which introduces some additional degrees of freedom (e.g., parameters of the training algorithm) that may be uncorrelated with the encoding technique to be assessed. In this paper, we propose a family of methods to measure the performance of encoding techniques used in classification tasks, based on the correlation between encoded input data and the corrisponding output.
INTRODUCTION
When facing a difficult classification or prediction task (e.g., protein secondary structure prediction, face recognition, fingerprint recognition), the corrisponding system must be tuned with great care. Without loss of generality, let us consider any such system as a pipeline, consisting of two cascading parts: an encoding module and a classifier/predictor. The encoding module is fed with input data, so to provide the classifier/predictor with a properly encoded input data, so to facilitate the learning task.
Choosing a good encoding technique is crucial to improve the overall performance of a system. However, to our best knowledge, no specific methods have been proposed to assess an encoding technique in isolation from the corresponding classifier/predictor. In fact, the system is typically considered as a whole, and the overall performance is used as an indirect metric to asses alternative encodings. This standard approach has some advantages; in particular, it provides performance estimates of the final system. For example, precision and recall have clear meaning, as well as ROC curves and Matthews correlation coefficients. It can be used to assess encoding techniques, according to the following strategy: several systems, which only differ for the encoding technique, can be tested separately, giving rise to a comparative table that typically reports all performance metrics deemed relevant. In presence of enough test data, one may assume that statistical significance holds. Hence, it becomes viable to assume that, if any changes in the performance indices were observed, they should depend on the encoder. According to the selected performance metric, one may also generate a ranking of encoders.
Unfortunately, the above strategy has some important drawbacks, the main one being that every performance evaluation is highly time consuming, often making unfeasible the test of many different encoding techniques. For example, a 10-fold cross validation of a system based on neural networks devised for protein secondary structure prediction usually takes several hours to complete. Now, assuming that the technique in hand is parametric, finding the optimal value of the parameter may require weeks or months to complete (as, for every value of the parameter, an experiment should be run). Another drawback is that the encoding technique is not assessed in isolation, being part of a pipeline. This introduces some degrees of freedom that are uncorrelated with the encoder, e.g., the parameters of the learning algorithm, thus reducing the confidence about statistical significance of experimental results. A trivial solution to this problem is to increase the number of trials; however, this ends up with incrementing the computational cost of experiments.
Taking into account all existing drawbacks, it appears reasonable to look for alternative strategies for assessing encoding techniques. In this paper, we propose a new strategy, able to measure the performance of an encoding technique in isolation from the corresponding classifier/predictor. This goal is achieved by using input-output correlation-based metrics. In particular, we show that the performance predicted by these metrics is almost always equal to the actual performance achieved by the encoders under exam when put in a real pipeline, while the time needed for the assessment is typically much smaller than the one required by the standard strategy described above. The remainder of this work is structured as follows: Section 2 introduces the terminology used, describes the proposed metrics and shows how to use them for assessing encoding techniques; Section ?? reports the results obtained by applying the proposed metrics to a specific problem (i.e., protein secondary structure prediction); Section ?? concludes the paper and discusses about future research directions.
CORRELATION-BASED METRICS FOR ASSESSING ENCODING TECHNIQUES
In this section, after recalling and discussing the main characteristics of of correlation coefficients and correlation matrices, specific metrics are described for evaluating the correlation between input and output data -under the assumption that inputs are encoded according to a specific technique to be assessed.
Correlation Coefficients and Correlation Matrices
A correlation coefficient or correlation index is a quantitative estimate of the tendency of a variable (the controlled or dependent variable) to follow the variation of another variable (the control or independent variable). In a general setting, correlation does not imply causal effect; however, assuming that a causeeffect relationship holds between two random variables, measuring the correlation between them can give a hint about how strong this relationship is. Many correlation coefficients can only be computed between scalar variables (e.g., Pearson productmoment correlation coefficient). In this case, it is required to deal with correlation matrices, defined as follows:
where X and Y are vectors of random variables and X i and Y j are the i-th and j-th component of X and Y, respectively. Corr(X,Y ) is a correlation coefficient calculated between two scalar random variables.
When focusing on encoding techniques used in a classification/prediction task, the independent variable X is typically a vector of real values (representing the encoded input data), whereas the dependent variable Y is a simple output encoding for the corresponding category. For example, given categories A, B, and C, we can encode them using one-hot or numeric encoding. In the former case, a possible assignment would be:
whereas in the latter case, a possible assignment would be:
It is worth noting that one-hot encoding can be used to turn an m-class classification task into m binary classification tasks, one for each component of the output encoding.
Two correlation matrices will be used extensively hereinafter: the input-input correlation matrix C(X, X), denoted as C X , and the input-output correlation matrix C(X, Y), denoted as C XY . Note that C X is always a symmetric semi-definite positive n × n square matrix, whereas the number of columns of C XY depends on the chosen output encoding.
More definitions follow, concerning the coefficients that have been used in the metrics proposed hereinafter. Although some of them are very well known, they are also reported for the sake of completeness and to clarify the notation used throughout the paper.
Pearson Product-moment Correlation Coefficient
Also known as linear correlation coefficient, it is intended to measure the strength of a linear relationship between two variables:
where Cov(X,Y ) and Var(X) denote the covariance between X and Y and the variance of X, respectively.
An estimate of ρ(X,Y ), say r, can be obtained from a sample of N observations:
Correlation Ratio
Originally introduced by Fisher (Fisher, 1925) using another notation, the correlation ratio can also be defined as:
Var(X) where E(X|Y ) denotes the expected value of X given that Y has been observed. When Y can only assume discrete values, the correlation ratio can be interpreted as the ratio between the intraclass dispersion of X and its overall dispersion. It can be shown (Lewandowski et al., 2007) that:
that is, η equals the linear correlation between Y and an unknown function of X. Hence, the correlation ratio can be used to highlight non-linear relationships between variables. An estimate of η 2 on a sample of N observations is:
where n y is the number of observations that fall in the category y, SSH = ∑ y n y (X y −X) 2 is the so called "between sum of squares" and SSE = ∑ N i=1 (X i −X) 2 is the "within sum of squares".
Wilks' Generalized Correlation Ratio
The correlation ratio is a powerful coefficient; however, it can be used only when X is a scalar. There are many generalizations of this concept to the multivariate case (see, for example (Rencher, 2002) ), that is, when X is a vector of random variables.
Let us first define the "within sum of squares matrix", E, and the "between sum of squares matrix", H:
where N is the total number of samples, n y is the number of samples that fall in category y, x y· is the mean of all the samples in category y and x ·· is the mean over all the samples. Let us define the vector of non-null eigenvalues of E −1 H as
where λ 1 ≥ λ 2 ≥ . . . ≥ λ s . We can now define Wilks' Lambda as:
from which we calculate Wilks' generalized η 2 :
Devising Correlation-based Metrics for Assessing Encoding Techniques
Be X a random variable whose sample x i is the encoding of the i-th training sample taken from a training set of N labeled data instances. Accordingly, the samples y i of the random variable Y, are the output encoding of the label associated with x i . After selecting a particular correlation coefficient, C X and C XY must be evaluated 1 . Unfortunately, these correlation matrices contain too many data to be used directly as a metric for assessing the performance of an encoding technique. For this reason, a procedure for extracting one or more synthetic values from these matrices must be devised.
According to this view, we define a correlationbased metric as a method for extracting one or more synthetic values from the input-input and input-output correlation matrices, with the goal of predicting the performance of the encoding technique under test. In symbols:
where E represents the encoding technique. The dimension of the metric vector m(E) is determined by the output encoding used to calculate C XY ; i.e.:
where the synthetic value m j (E) is a function of the jth column of the input-output correlation matrix c XY · j and of the input-input correlation matrix C X . Using the output encodings recalled in Subsection 2.1 let us now define two kinds of metrics:
• if the output encoding is one-hot, m j (E) extracts information from the correlation between the input encoding and the j-th label. The corresponding metric is a one-hot metric, denoted as m j .
• if the output encoding is numeric, m(E) has only one component; hence, m(E) = m(E). We call this metric a numeric metric, denoted as m num .
In order to obtain a validm j (E), this function should obey two basic rules:
• Input-output Correlation: if two encodings have the same C X and c XY · j , except for a specific c XY i j , then the one that has the higher input-output correlation will also perform better than the other.
• Input-input Correlation: if two encoding have the same C X and c XY · j , except for a single c X i j , then the one with higher input-input correlation will perform worse than the other (in so doing, the redundancy of input encoding components can be properly taken into account).
In practice, two different synthetic value functions have been devised:
Max-sum Segment Function
where:
Notably, C X is the mean value of the input-input correlation matrix (as it is symmetric), and α is a parameter that regulates the dependence of m j (E) from C X .
To understand why m mss defines a metric for E, we should consider the following cases:
• C X = 0, we infer the absence of redundancy in the input encoding (in other words, total independence holds). In this case, the value of m mss is ∑ n i=1 |c XY i j |, so it equals the sum of the correlation values between each component of the input and the j-th output. If no redundancy in the input encoding is observed, the value of the synthetic function grows with each component of the inputoutput correlation.
• C X = 1, we observe that the components of the input encoding are completely correlated with each other (in other words, total redundancy holds). This means that the same information can be obtained by just removing all the components but one. In particular, we preserve the one that maximizes the input-output correlation: max i=1,...,n c XY i j .
• 0 < C X < 1, we expect the synthetic value be somewhere in the middle between total redundancy and total independence of the input encoding components. For this reason, m mss assumes a value in the segment defined by the two extreme points described above, moving toward one end or the other, depending on the value of C X .
Multiple Determination Coefficient
) When correlation is computed using Pearson's formula, the term under square root is the multiple correlation coefficient R 2 , but m mc can be calculated for any C X that is positive definite. This function can be seen as a weighted scalar product of the inputoutput correlation vector c XY · j . The inverse of the input-input correlation matrix has the role of weighting the various components of the input-output vector in order to take into account redundancy between the components of the input encoding.
EXPERIMENTAL RESULTS

Domain: Protein Secondary Structure Prediction
We have tested correlation-based metrics in the field of protein secondary structure prediction (SSP), which characterises itself as a complex learning problem. This research field is particularly suitable for assessing the proposed metrics, as various encoding techniques have been proposed in literature, and experimental results show that the performance of a secondary structure predictor is highly dependent on the adopted encoding technique. Moreover, the standard strategy (i.e., k-fold cross validation) appears not suitable due to the following computational problems:
• secondary structure prediction is typically performed with ensembles of stacked multilayer neural networks (see, for instance, (Jones, 1999) ). As each neural network embodies hundreds of input neurons and tens of hidden layer neurons, assessing a single encoding technique by means of a standard strategy, on a specific setting of a specific architecture, is computationally expensive (from hours to days of training, depending on the available computing power); • the prediction task is typically turned into a classification task by splitting the target protein into fixed-length slices obtained by means of a sliding window. In doing so, each encoding becomes in fact parametric, the parameter being the size of the sliding window. Hence, the problem of finding an optimal window size grows linearly with the number of values that the parameter can take. In other words, the adopted standard strategy (e.g., based on k-fold cross validation) must be repeated for each value of the parameter.
Experimental Settings
Experiments have been performed using five different encoding techniques: One Hot on the primary structure (PSOH), Blosum Score Matrix (Henikoff and Henikoff, 1992 ) (SCMA), PSI-BLAST PositionSpecific Scoring Matrix (Altschul et al., 1997) (PSSM), Frequencies (Rost, 1996) (FREQ), and Sum Linear Blosum (SLBL). For each encoding, six different window sizes have been tested (1, 5, 9, 13, 17, and 21), for a total of 30 different settings. The overall indices have been calculated with 10-fold cross validation on a multilayer neural network, using the parameters shown in Table 1. Table 2 shows accuracy (called Q 3 in the field of secondary structure prediction), SOV (Rost et al., 1994) and Matthews correlation coefficients for every setting.
Using the parameters shown in Table 3 , three different correlation-based metrics have been calculated:
• Multiple Determination Metric (MDM): correlation matrices are calculated using Equation 1, whereas the synthetic value is evaluated according to the function defined by Equation 4.
• Correlation Ratio with Max-Sum Segment synthetic value function (CR-MSS): input-input correlation matrix is calculated with Pearson coefficient, input-output correlation matrix using Equation 2, whereas the synthetic value is evaluated according to the function defined by 3. Tables 4, 5 , and 6 show the performances estimated using the above metrics. Note that, depending on the selected output encoding, the metric that evaluates the input encoding technique gives rise to either a single value (numeric metric, m num ) or to a vector of values (one-hot metric, m h , m e , and m c ), as discussed in 2.2.
Assessment of Correlation-based Metrics
The performances estimated with the proposed metrics have been compared with those measured using 10-fold cross validation. In particular, Spearman's ρ S correlation coefficient has been used to understand to which extent the ranking generated by a correlationbased approach predicts the ranking found by running Table  7 ).
Results show how Wilks' correlation ratio metric and multiple determination metric are almost completely correlated with the experimental results obtained by running 10-fold cross validation. This result makes them suitable for identifying the best encoding technique among a set of candidates, without the need to run time-consuming tests.
As for Table 8 highlights the speed-up obtained by using the proposed approach versus 10-fold cross validation (whose settings are reported in Table 1 ). Results clearly show that the latter strategy can be 300 times slower than the former. 
CONCLUSIONS AND FUTURE WORK
In this paper, a family of methods to measure the performance of encoding techniques used in classification tasks has been presented, based on correlation between encoded input data and the corresponding output. The proposed approach provides correlationbased metrics, devised with the primary goal of focusing on the encoding technique to be assessed, leading other unrelated aspects apart. Experimental results clearly show that the proposed approach is far more efficient than a standard approach based on repeatedly training and testing classifiers or predictors with different encodings. No apparent drawbacks have been identified so far with the proposed strategy, as the rankings obtained with correlation-based metrics almost perfectly fit the ones obtained with standard strategies. Moreover, a very high speed-up has been achieved, making a step further in the task of finding an optimal encoding for specific and complex learning problems. Future research directions are: i) applying the proposed metrics to encoding techniques frequently used in well-known and complex learning tasks; ii) devising rules aimed at selecting the right metrics according to the specific encoding to be assessed; and iii) studying the possibility of using correlation-based metrics in a framework for feature selection and extraction.
