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We establish weighted L2-estimates for the wave equation with
variable damping utt − u + aut = 0 in Rn , where a(x) a0(1 +
|x|)−α with a0 > 0 and α ∈ [0,1). In particular, we show that the
energy of solutions decays at a polynomial rate t−(n−α)/(2−α)−1 if
a(x) ∼ a0|x|−α for large |x|. We derive these results by strength-
ening signiﬁcantly the multiplier method. This approach can be
adapted to other hyperbolic equations with damping.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The long time behavior of dissipative wave equations has been studied extensively as an important
problem related to global well-posedness, existence of attractors and exact controllability. In contrast
to the enormous number of works concerning L2-estimates, the number of general techniques is
quite small: (1) resolvent estimates for parameter dependent elliptic operators [1,3,8,10,34,37,38,42],
(2) observability inequalities combined with the energy dissipation law and semigroup property [2,
4–7,9,15,17,19,25,29,35,46,47], or (3) ﬁrst-order multipliers determined by the symmetries of wave
equations and consistent with the boundary conditions [11,12,21,26,27,41]. Since a complete survey of
results exceeds the scope of this paper, many signiﬁcant contributions are inevitably omitted.
Despite their differences, the existing methods have a common characteristic: they are developed
to study solutions with exponential asymptotic behavior. Thus estimates for solutions with polyno-
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where a(x)  a0 > 0 in Rn . When a(x) = a0, Matsumura [20] has established ‖u(t)‖L2 = O (t−n/4) as
t → ∞. This estimate is obtained by simple Fourier analysis but its generalization to variable coeﬃ-
cients is far from straightforward. In fact, the necessary resolvent estimates within the ﬁrst method
are not found yet. The second method cannot be applied either, since the observability inequality
fails for a ∈ L∞(Rn) [5]. Finally, the results of third method are usually dimension independent:
‖u(t)‖L2 = O (1). Sharper estimates require more complicated arguments, such as [12] showing that‖u(t)‖L2 = O (t−1/2) for n  2. This decay rate is the best possible for n = 2, but it is unlikely to be
sharp for n 3. The weakness of the multiplier method may be attributed to the use of tut +x ·∇x and
other Morawetz-type expressions [28] related to the scaling invariance of wave equation utt −u = 0.
Examples like a(x) = a0 show that the diffusion equation a0ut − u = 0 is a much more accurate ap-
proximation; the “diffusion phenomenon” is studied in [13,18,22,23,30,32], and the references therein.
The goal of this paper is to strengthen the multiplier method for the wave equation with vari-
able damping in Rn . We obtain more precise L2-estimates and faster decay rates depending on n.
The multipliers are derived from positive approximate solutions in accordance with the diffusion
phenomenon. Our computations are elementary and suﬃciently ﬂexible to allow other second-order
hyperbolic equations with damping. The new estimates help investigate the existence and behavior of
global solutions for various nonlinear perturbations [40].
Given a positive coeﬃcient a ∈ C1(Rn), such that
a(x) a0
(
1+ |x|)−α, α ∈ [0,1), (1.1)
we study the Cauchy problem
utt − u + aut = 0, x ∈ Rn, t > 0,
u(0, x) = u0(x), ut(0, x) = u1(x). (1.2)
For simplicity the initial data are compactly supported in the energy space:
u0 ∈ H1
(
Rn
)
, u1 ∈ L2
(
Rn
)
, u0(x) and u1(x) = 0 for |x| > R.
It is well known that (1.2) admits a unique weak solution u satisfying
u ∈ C((0,∞), H1(Rn)), ut ∈ C((0,∞), L2(Rn)),
and having compact support,
u(t, x) = 0 for |x| > t + R.
The main quantities of interest are the L2-norm and energy associated with u. In fact, the energy
arises after multiplying Eq. (1.2) with ut and applying the divergence theorem on [0, t] × Rn:
∫ (
u2t + |∇u|2
)
dx =
∫ (
u2t + |∇u|2
)
dx
∣∣∣
t=0 − 2
t∫
0
∫
au2s dxds.
Hence the energy is a non-increasing function of t . The important question is whether the energy
decays as t → ∞ and if so, how fast it decays. Aﬃrmative answers require some lower bound on
a(x) as |x| → ∞, since solutions are asymptotically free if a(x)  a0(1 + |x|)−1−δ with δ > 0; see
Mochizuki [24]. Of course the energy of such scattering solutions will approach a non-zero constant
as t → ∞. Moreover, the energy will not decay uniformly with respect to initial data (u0,u1) if a(x)
vanishes in a neighborhood of a line ω, as shown by Kawashita, Nakazawa, and Soga [16].
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a = a0 and a = a(t) where the diffusion phenomenon is well understood. In the former case, u(t, x) ∼
C0w(t, x) with C0 depending on the initial data and w being a solution of the diffusion equation
wt − w = 0, x ∈ Rn, t > 0.
More details are given in [30]. It turns out that we can use the Gaussian
w(t, x) = t− n2 e− |x|
2
4t .
Similar asymptotics hold in the latter case of (1.2) studied by Wirth [44]. Here the precise conditions
for u(t, x) ∼ C0w(t, x) and exact constant C0 are more subtle but the important fact is that w solves
a(t)wt − w = 0, x ∈ Rn, t > 0.
Thus w−1u ∼ C0 on the support of u in both cases. We expect the diffusion phenomenon to persist
when a = a(x) in (1.2), so we will try to obtain sharper L2-estimates by factoring out the asymptotic
proﬁle w and working with w−1u. This quotient will admit more precise estimates since it will vary
relatively slowly. A slight diﬃculty is the lack of explicit solutions to
a(x)wt − w = 0, x ∈ Rn, t > 0,
but we can choose w satisfying the corresponding inequality with a greater left side. The new prob-
lem has simple solutions of the form
w(t, x) = t−m1e−m2 A(x)t , (1.3)
with parameters m1, m2, and a function A(x) given by (1.5) below. Unexpectedly, we can still estimate
w−1u very precisely. The only multiplier has two terms:
w1
(
w−1u
)
t + w0
(
w−1u
)
, (1.4)
where the weights are deﬁned by
w0 = w and w1 =m3w
(
m4
t
+ wt
w
)−1
,
for certain constants m3, m4, and an approximate solution w(t, x) from (1.3). Here the role of m4 is to
make the denominator of w1 positive, while the role of w1 itself is to equalize the two terms in (1.4).
Let us also mention that m1 in (1.3) determines the decay rates of weighted energy and L2-norms.
To state the results, we begin with conditions on a. First, we require (1.1). We also assume that
there exists a solution of the Poisson equation
A(x) = a(x), x ∈ Rn, (1.5)
with the following properties:
(a1) A(x) 0 for all x,
(a2) A(x) = O (|x|2−α) for large |x|,
(a3) m(a) = lim inf
x→∞
a(x)A(x)
2
> 0.|∇A(x)|
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|x| → ∞. We consider examples in Proposition 1.3. For non-radial coeﬃcient a(x) the solution A(x) of
the Poisson equation (1.5) can be constructed by the method in [45].
The main decay estimates of this paper are stated next.
Theorem 1.1. Assume that conditions (1.1) and (a1)–(a3) hold. Then for every δ > 0 the solution of (1.2)
satisﬁes
∫
e(m(a)−δ)
A(x)
t a(x)u2 dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−m(a),
∫
e(m(a)−δ)
A(x)
t
(
u2t + |∇u|2
)
dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−m(a)−1,
for all t  1. The constant Cδ depends also on R, a, and n.
Hence m(a) from deﬁnition (a3) determines the decay rates. Moreover, m(a) is invariant under
scaling and depends only on the behavior of a(x) as |x| → ∞. Additional assumptions on a will
probably allow δ = 0 in Theorem 1.1.
Another important consequence of the main theorem is that all norms under consideration, re-
stricted to {x: A(x)  t1+} with  > 0, decay exponentially. Notice that these regions overlap with
the support {x: |x| t + R}.
Corollary 1.2. Assume that conditions (1.1) and (a1)–(a3) hold. Then for every δ > 0 and  > 0 the solution of
(1.2) satisﬁes
∫
A(x)t1+
(
u2 + u2t + |∇u|2
)
dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
e−(m(a)−δ)t ,
where t  1.
The most interesting applications of Theorem 1.1 rely on two-sided inequalities or asymptotics for
a(x). Such examples yield more information for A(x). The following result is shown in Appendix B.
Proposition 1.3. Let a be a radially symmetric function in C1(Rn), n 1, which satisﬁes
a0
(
1+ |x|)−α  a(x) a1(1+ |x|)−α, α ∈ [0,1). (1.6)
(i) Eq. (1.5) admits a solution A ∈ C3(Rn), such that
(A1) A0
(
1+ |x|)2−α  A(x) A1(1+ |x|)2−α,
(A2) m(a) > 0,
where A0 and A1 are positive constants.
(ii) In the special case
a(x) ∼ a2|x|−α, |x| → ∞, (1.7)
with a2 > 0, Eq. (1.5) has a solution with the following properties:
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(2− α)(n − α) |x|
2−α, |x| → ∞,
(A4) m(a) = n − α
2− α .
Combining the above proposition with Theorem 1.1, we can give more explicit weighted estimates.
Corollary 1.4. Assume that a is a radial C1-function satisfying condition (1.6). Then for every δ > 0 the solution
of (1.2) satisﬁes
∫
eA0(m(a)−δ)
|x|2−α
t u2 dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ+
α
2−α −m(a),
∫
eA0(m(a)−δ)
|x|2−α
t
(
u2t + |∇u|2
)
dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−m(a)−1,
where t  1.
Corollary 1.5. Assume that a is a radial C1-function satisfying conditions (1.6) and (1.7). Then for every δ > 0
the solution of (1.2) satisﬁes
∫
ea2(2−α+δ)−2
|x|2−α
t u2 dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−
n−2α
2−α ,
∫
ea2(2−α+δ)−2
|x|2−α
t
(
u2t + |∇u|2
)
dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−
n−α
2−α −1,
where t  1.
Let us mention that the energy and L2-norm in Corollary 1.5 have faster decay rates when α → 1.
Thus, weaker damping coeﬃcients give rise to solutions which decay faster at inﬁnity. This seems
counterintuitive, but it only means that the constant damping α = 0 is an “overdamping” in Eq. (1.2).
The results of this paper should be put into perspective with previous results on several related
problems. One of them is the asymptotic behavior of energy and other norms when a = a(t) in the
main equation (1.2). Using Fourier analysis, Wirth [43,44], Reissig [36], and Reissig and Wirth [37]
have obtained a series of sharp Lp–Lq estimates including
∫
u2 dx C0t−(1−k)
n
2 ,
∫ (
u2t + |∇u|2
)
dx C0t−(1−k)(
n
2+1),
for a(t) = a0(1 + t)k and k ∈ (−1,1). Notice how the decay increases although the damping co-
eﬃcient weakens as k → −1. The absence of x in a(t) allows a partial Fourier transform and a
WKB-representation of u by Fourier multipliers. This approach can generalize not only Matsumu-
ra’s estimates [20] but also the more precise estimates in [31,33] for a = 1 and Strichartz’s estimates
[39] for a = 0.
Another interesting problem is to treat coeﬃcients with critical decay in (1.2). The main condition
on a = a(t, x) is
a(t, x) a0
(
1+ t + |x|)−1,
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quency space and extended phase space (0,∞) × Rn . The multiplier method is a natural alternative
applied by Matsumura [21] and Uesaka [41] to establish the decay estimate
∫ (
u2t + |∇u|2
)
dx C0t−min{2,a0}. (1.8)
Their multipliers have the form {w(t)u}t with a suitable weight w(t). Remarkably this method can
handle the critical decay but cannot take advantage of any slower decay, such as (1.1). In fact estimate
(1.8) does not remain sharp for stronger dissipations; for instance Corollary 1.5 shows that the decay
rate is close to t−n/2−1 if α is close to 0.
The ﬁnal question is about the behavior of exterior energy deﬁned by restricting the solution
u(t, x) to large |x| depending on t . Ikehata [14] has considered coeﬃcients
a(x) = a0|x|α , α ∈ [0,1),
and established the following weighted estimate for (1.2):
∫
e2a0(2−α)−2
|x|2−α
t
(
u2t + |∇u|2
)
dx C0,
where t  1. Hence the solution decays very fast if |x|2−α/t is large. If this ratio is small, however, the
result provides little new information.
The paper is organized as follows. In Section 2 we state a general weighted identity whose proof
is postponed to Appendix A. We derive a modiﬁed equation for w−1u and ﬁnd suﬃcient conditions
for its energy to decrease in Section 3. The existence of non-trivial weights is shown in Section 4. The
last Section 5 contains short proofs of Theorem 1.1 and Corollaries 1.2, 1.4, and 1.5. For completeness
we verify Proposition 1.3 in Appendix B.
2. A weighted energy identity
Let us consider a general ﬁrst-order perturbation of the wave equation:
utt − u + aut + b · ∇u + cu = 0, (2.1)
where the coeﬃcients a, b = (b1,b2, . . . ,bn), and c are C1-functions. The above form is invariant
under multiplicative perturbations of u. Our goal is to derive a weighted identity for u involving
three positive C2-functions: w0, w1 and w .
Deﬁne uˆ = w−1u, or u = wuˆ. Substituting this product into (2.1), we have
uˆtt − uˆ + aˆuˆt + bˆ · ∇uˆ + cˆuˆ = 0
with new coeﬃcients
aˆ = a + 2w−1wt , bˆ = b − 2w−1∇w,
cˆ = w−1(wtt − w + awt + b · ∇w + cw). (2.2)
We will multiply the transformed equation with w1uˆt + w0uˆ, rearrange terms, and integrate by
parts over Rn . The resulting identity is shown below.
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u0 ∈ H2, u1 ∈ H1.
Assume that w0 , w1 , and w > 0 are C2-functions. Then
d
dt
E(uˆt ,∇uˆ, uˆ) + F (uˆt ,∇uˆ) + G(uˆ) = 0,
where
E(uˆt ,∇uˆ, uˆ) = 1
2
∫ [
w1
(
uˆ2t + |∇uˆ|2
)+ 2w0uˆt uˆ + (cˆw1 − ∂t w0 + aˆw0)uˆ2]dx,
F (uˆt ,∇uˆ) = 1
2
∫
(−∂t w1 + 2aˆw1 − 2w0)uˆ2t dx
+
∫
(∇w1 + bˆw1) · uˆt∇uˆ dx+ 1
2
∫
(−∂t w1 + 2w0)|∇uˆ|2 dx,
G(uˆ) = 1
2
∫ [
∂2t w0 − w0 − ∂t(aˆw0) − ∇ · (bˆw0) + 2cˆw0 − ∂t(cˆw1)
]
uˆ2 dx.
The coeﬃcients aˆ, bˆ, and cˆ are given in (2.2).
Proof. This involves elementary but tedious calculations shown in Appendix A. 
3. Wave equations with weak dissipation
We can apply the identity in Proposition 2.1 to the main equation (1.2). Then
a = a(x), b = 0, c = 0,
so the transformed coeﬃcients (2.2) become
aˆ = a + 2w−1wt , bˆ = −2w−1∇w,
cˆ = w−1(wtt − w + awt). (3.1)
The weighted identity for uˆ in Proposition 2.1 simpliﬁes if we choose w0 = w . There is no simple
expression for w1 in terms of w , so w1 will be chosen later. It is convenient to keep the most complex
coeﬃcient cˆ and express the other coeﬃcients in terms of w , w1, and a. The simpliﬁed functionals
are
E(uˆt ,∇uˆ, uˆ) = 1
2
∫ [
w1
(
uˆ2t + |∇uˆ|2
)+ 2wuˆt uˆ + (cˆw1 + ∂t w + aw)uˆ2]dx,
F (uˆt ,∇uˆ) = 1
2
∫
(−∂t w1 + 2aw1 + 4w1∂t lnw − 2w)uˆ2t dx
+
∫
(∇w1 − 2w1∇ lnw) · uˆt∇uˆ dx+ 1
2
∫
(−∂t w1 + 2w)|∇uˆ|2 dx,
G(uˆ) = 1
∫ [
cˆw − ∂t(cˆw1)
]
uˆ2 dx.2
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d
dt
E(uˆt ,∇uˆ, uˆ) + F (uˆt ,∇uˆ) + G(uˆ) = 0, (3.2)
for initial data u0 ∈ H2 and u1 ∈ H1. However, we will establish an integral version of this inequality
for all data in the energy space. Meanwhile we need more conditions on the damping and weights to
insure F  0 and G  0, so dE/dt  0.
Proposition 3.1. Let w and w1 be positive weights and cˆ be deﬁned in (3.1). Assume that
(i) cˆ  0, ∂t cˆ  0,
(ii) −∂t w1 + w  0,
(iii) (−∂t w1 + 2w)(−∂t w1 + 2aw1 + 4w1∂t lnw − 2w) (∇w1 − 2w1∇ lnw)2 .
The weighted energy E(uˆt ,∇uˆ, uˆ) is a non-increasing function of t for every solution u of (1.2):
1
2
∫ [
w1
(
uˆ2t + |∇uˆ|2
)+ 2wuˆt uˆ + (cˆw1 + ∂t w + aw)uˆ2]dx E0,
for all t  t0 , where E0 is deﬁned as E0 = E(uˆt ,∇uˆ, uˆ)|t=t0 . (Recall that uˆ = w−1u.)
Proof. If the data are compactly supported and satisfy u0 ∈ H2 and u1 ∈ H1, identity (3.2) holds.
Notice that conditions (i) and (ii) imply
cˆw − ∂t(cˆw1) = cˆ(w − ∂t w1) − (∂t cˆ)w1  0.
Hence G(uˆ)  0. Condition (iii) and −∂t w1 + 2w  0, which follows from (ii), guarantee that the
quadratic form F (uˆt ,∇uˆ) 0. Thus (3.2) yields dE(uˆt ,∇uˆ, uˆ)/dt  0 or E(uˆt ,∇uˆ, uˆ) E0.
In general, any compactly supported data u0 ∈ H1 and u1 ∈ L2 can be approximated by compactly
supported C∞ sequences u(k)0 → u0 in H1 and u(k)1 → u1 in L2. Denote the corresponding solutions of
(1.2) by u(k) and their weighted energy by E(uˆ(k)t ,∇uˆ(k), uˆ(k)). The ﬁrst part of this proof shows that
E
(
uˆ(k)t ,∇uˆ(k), uˆ(k)
)
 E
(
uˆ(k)t ,∇uˆ(k), uˆ(k)
)∣∣
t=t0 . (3.3)
Since the weights w and w1 are bounded positive functions on every ﬁnite interval of t , the weighted
energy is equivalent to the standard energy:
∣∣E1/2(uˆ(k)t ,∇uˆ(k), uˆ(k))− E1/2(uˆt ,∇uˆ, uˆ)∣∣ C(T )(∥∥u(k)t − ut∥∥L2 +
∥∥∇u(k) − ∇u∥∥L2),
whenever t ∈ [0, T ]. It is well known that the weak solutions of problem (1.2) satisfy
∥∥u(k)t − ut∥∥L2 +
∥∥∇u(k) − ∇u∥∥L2  C(
∥∥u(k)1 − u1∥∥L2 +
∥∥∇u(k)0 − ∇u0∥∥L2).
Hence we obtain
∣∣E1/2(uˆ(k)t ,∇uˆ(k), uˆ(k))− E1/2(uˆt ,∇uˆ, uˆ)∣∣ C(T )(∥∥u(k)1 − u1∥∥L2 +
∥∥∇u(k)0 − ∇u0∥∥L2).
We can use the latter estimate to pass to the limit as k → ∞ in (3.3):
E(uˆt ,∇uˆ, uˆ) = lim
k→∞
E
(
uˆ(k)t ,∇uˆ(k), uˆ(k)
)
 lim
k→∞
E
(
uˆ(k)t ,∇uˆ(k), uˆ(k)
)∣∣
t=t0 = E0.
This completes the proof for general data in the energy space. 
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ﬁnd some suﬃcient conditions. We will rely on an auxiliary estimate derived from the inequality
E(uˆt ,∇uˆ, uˆ)  E0 in Proposition 3.1. In fact, we can neglect a few non-negative terms and combine
2w∂t uˆuˆ + ∂t wuˆ2 = ∂t(wuˆ2) to obtain
1
2
d
dt
∫
wuˆ2 dx+ 1
2
∫
awuˆ2 dx E0. (3.4)
This is suﬃcient for an upper bound on the weighted L2-norm if a satisﬁes (1.1).
Proposition 3.2. Let w and w1 be positive weights satisfying conditions (i)–(iii) in Proposition 3.1. Assume
that a satisﬁes (1.1). Then the following estimate holds for the solution u of problem (1.2):
∫
wuˆ2 dx N0 + C E0tα,
for t  t0 , where N0 =
∫
wuˆ2 dx|t=t0 .
Proof. Since |x| t + R on the support of uˆ, (3.4) and (1.1) yield
d
dt
∫
wuˆ2 dx+ a0
(1+ t + R)α
∫
wuˆ2 dx 2E0.
We rewrite the inequality as
d
dt
(
e
a0
1−α (1+t+R)1−α
∫
wuˆ2 dx
)
 2E0e
a0
1−α (1+t+R)1−α
and solve it for the weighted L2-norm using the estimate
t∫
t0
eCτ
1−α
dτ = 1
1− α
t1−α∫
t1−α0
eCzz
α
1−α dz t
αeCt
1−α
C(1− α) . 
We can now state the conditions for positive deﬁniteness of E(uˆt ,∇uˆ, uˆ). This result is a conse-
quence of Propositions 3.1 and 3.2.
Proposition 3.3. Assume that condition (1.1) on a holds. If w and w1 satisfy conditions (i)–(iii) in Proposi-
tion 3.1 and the additional conditions
(iv) w  C1t−αw1 ,
(v) ∂t w −C1t−αw,
with C1 > 0, then the solution u of (1.2) satisﬁes
∫
w1
(
uˆ2t + |∇uˆ|2
)
dx C(N0 + E0),
∫
awuˆ2 dx C(N0 + E0),
for t  t0 . (Here E0 and N0 are deﬁned in Propositions 3.1 and 3.2, respectively.)
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∫ [
w1
(
uˆ2t + |∇uˆ|2
)+ 2wuˆt uˆ + (cˆw1 + ∂t w + aw)uˆ2]dx 2E0.
Estimating |2wuˆt uˆ| tαwuˆ2t + −1t−αwuˆ2, where  > 0, we obtain
∫ [(
w1 − tαw
)(
uˆ2t + |∇uˆ|2
)+ (cˆw1 + ∂t w + aw − −1t−αw)uˆ2]dx 2E0.
This inequality and conditions (iv), (v) allow us to write
(1− C1)
∫
w1
(
uˆ2t + |∇uˆ|2
)
dx+
∫
(cˆw1 + aw)uˆ2 dx 2E0 +
(
C1 + −1
)
t−α
∫
wuˆ2 dx.
To complete the proof, it is suﬃcient to choose  = (2C1)−1 and estimate the right side by Propo-
sition 3.2. Actually we derive a stronger estimate as cˆw1uˆ2  0. 
Proposition 3.3 shows that the L2-norm of the original solution u satisﬁes
∫
aw−1u2 dx C(N0 + E0), (3.5)
since uˆ = w−1u. The corresponding estimates of ut and ∇u in terms of uˆt and ∇uˆ are not immediate.
In fact we make another assumption on w and w1. The ﬁnal estimates are given below.
Proposition 3.4. Assume that conditions (1.1) and (i)–(v) hold. If
(vi) w1w−3(w2t + |∇w|2) C2a(x)
holds for some C2 > 0, the solution u of problem (1.2) satisﬁes
∫
aw−1u2 dx C(N0 + E0),
∫
w1w
−2(u2t + |∇u|2)dx C(N0 + E0),
for all t  t0 .
Proof. The ﬁrst estimate is just (3.5). To prove the estimate of ut and ∇u, we notice that
uˆ2t =
(−w−2wtu + w−1ut)2  1
2
w−2u2t − 3w−4w2t u2
and
|∇uˆ|2 = (−w−2∇wu + w−1∇u)2  1
2
w−2|∇u|2 − 3w−4|∇w|2u2.
Thus we have
1
w1w
−2(u2t + |∇u|2) w1(uˆ2t + |∇uˆ|2)+ 3w1w−4(w2t + |∇w|2)u2.2
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1
2
∫
w1w
−2(u2t + |∇u|2)dx C(N0 + E0) + 3
∫
w1w
−4(w2t + |∇w|2)u2 dx.
Condition (vi) implies that the integral on the left side is bounded by
3C2
∫
aw−1u2 dx C(N0 + E0),
as a consequence of estimate (3.5). The proof is complete. 
Let us point out that the above result yields non-trivial estimates if the weights not only have
properties (i)–(vi) but also decay suﬃciently fast as t and |x| → ∞. For instance, the non-decaying
weights w = 1 and w1 = t are admissible but the estimates in Proposition 3.4 are rather weak for
this choice:
∫
au2 dx C(N0 + E0),
∫ (
u2t + |∇u|2
)
dx C(N0 + E0)t−1.
The existence of more useful weights is related with the properties of solutions of the Poisson
equation in Rn . This problem is studied in the next section.
4. Construction of weights
We will ﬁnd non-trivial weights w and w1 which meet conditions (i)–(vi) in the previous section.
Recall that w will be an approximate solution of Eq. (1.2). The second weight is a more complex
function similar to
∫ t
1 w(s, x)ds.
It is crucial to have a solution of the Poisson equation
A(x) = a(x), x ∈ Rn,
with properties (a1)–(a3) shown in the introduction. Given a small δ ∈ (0, 12m(a)) and a large S0 > 0,
we set
m =m(a) − 2δ, S(x) = (m(a) − δ)A(x) + S0. (4.1)
Now the two weights are deﬁned by
w(t, x) = t−me− S(x)t , w1(t, x) = 3
4
(
6
t
+ S(x)
t2
)−1
w(t, x). (4.2)
Constants such as S0, 34 and 6 are introduced for technical reasons. However, δ > 0 plays an essential
role in the proof of condition (i), i.e., cˆ  0 and ∂t cˆ  0. This parameter leads to the loss of tδ in our
decay estimates.
A few useful properties of m and S(x) are collected below.
Lemma 4.1. Deﬁnem and S(x) by (4.1) and assume thatm(a) and A(x) have properties (a1)–(a3). There exists
S0 > 0 such that
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(S2) S(x) = O (|x|2−α) for large |x|,
(S3)
(
1− δ
2m(a)
)
a(x)S(x) − ∣∣∇ S(x)∣∣2  0 for all x.
Proof. Property (S1) follows from (4.1) and A(x) = a(x). Property (S2) is a restatement of (a2). To
verify (S3), we ﬁx  > 0 and use (a3) to obtain the inequality
1+ 
m(a)
a(x)A(x) − ∣∣∇A(x)∣∣2  0
for suﬃciently large |x|. Multiplying through with (m(a) − δ)2, we have
(1+ )(m(a) − δ)
m(a)
a(x) S˜(x) − ∣∣∇ S˜(x)∣∣2  0
with S˜(x) = (m(a)− δ)A(x). We can choose  = δ/(2(m(a)− δ)). Inequality (S3) holds with S(x) = S˜(x)
if |x| is large. If we add a constant S0 depending on δ, S(x) = S˜(x) + S0 will satisfy (S3) for all x. 
Next we calculate the ﬁrst- and second-order derivatives of w:
wt =
(
−m
t
+ S(x)
t2
)
w, wtt =
(
−m
t
+ S(x)
t2
)2
w +
(
m
t2
− 2S(x)
t3
)
w,
∇w = −∇ S(x)
t
w, w =
(
−S(x)
t
+ |∇ S(x)|
2
t2
)
w. (4.3)
From these formulas we can express cˆ in terms of m and S .
Lemma 4.2. Let w and w1 be deﬁned by (4.2) and cˆ be deﬁned by (3.1). Then
cˆ = S −ma
t
+ aS − |∇ S|
2
t2
+
(
−m
t
+ S(x)
t2
)2
+ m
t2
− 2S(x)
t3
.
Proof. We substitute (4.3) into (3.1). 
Finally we check a simple but useful upper bound on ∂t w1/w1 to be used later.
Lemma 4.3. Let w1 be deﬁned in (4.2). Then
∂t w1(t, x)
w1(t, x)
 −m + 1
t
+ 4
3
S(x)
t2
.
Proof. We calculate ∂t w1/w1 = ∂t lnw1 using deﬁnition (4.2):
∂t w1(t, x)
w (t, x)
= −m
t
+ S(x)
t2
+
(
6
t
+ 2S(x)
t2
)(
6+ S(x)
t
)−1
.1
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∂t w1(t, x)
w1(t, x)
−m
t
+ S(x)
t2
+
(
6
t
+ 2S(x)
t2
)
· 1
6
= −m + 1
t
+ 4
3
S(x)
t2
. 
We can now conﬁrm that our choice of weights leads to the estimates in Section 3.
Proposition 4.4. Assume that A(x) satisﬁes (a1)–(a3). Let w and w1 be deﬁned in (4.2) with m and S(x)
deﬁned at (4.1). Then conditions (i)–(vi) in Section 3 hold for suﬃciently large t  t0 .
Proof. (i) The formula for cˆ in Lemma 4.2 and the properties of S(x) in Lemma 4.1 show that
cˆ  δa(x)
t
+ δ1a(x)S(x)
t2
− 2S(x)
t3
= δa(x)
t
+ S(x)(δ1a(x) − 2/t)
t2
,
where δ1 = δ/(2m(a)). Clearly we can assume that |x| t + R in these estimates. From a(x) a0(1+
|x|)−α , with α ∈ [0,1), we conclude that δ1a(x)−2/t > 0 for suﬃciently large time t . Hence the entire
coeﬃcient cˆ > 0.
The proof of ∂t cˆ < 0 is similar, since −t∂t cˆ and cˆ have identical leading coeﬃcients of t−1 and
proportional coeﬃcients of t−2.
(ii) Using deﬁnitions (4.2) and Lemma 4.3, we ﬁnd that
−∂t w1 + w =
(
−∂t w1
w1
+ w
w1
)
w1 
(
m − 1
t
− 4
3
S(x)
t2
+ 8
t
+ 4
3
S(x)
t2
)
w1  0.
(iii) We can estimate the ﬁrst factor on the left side by condition (ii):
−∂t w1 + 2w = (−∂t w1 + w) + w  w.
The second factor needs more work. We rewrite
−∂t w1 + 2aw1 + 4w1∂t lnw − 2w =
(
−∂t w1
w1
+ 2a
)
w1 +
(
4
∂t w
w
− 2 w
w1
)
w1
and apply Lemma 4.3 to estimate −∂t w1/w1:
−∂t w1 + 2aw1 + 4w1∂t lnw − 2w

(
m − 1
t
− 4
3
S(x)
t2
+ 2a(x)
)
w1 +
(
−4m
t
+ 4S(x)
t2
− 16
t
− 8
3
S(x)
t2
)
w1.
Regrouping terms on the left side, we obtain
∂t w1 + 2aw1 + 4w1∂t lnw − 2w 
(
−3m + 17
t
+ 2a(x)
)
w1  a(x)w1,
for suﬃciently large t; the latter inequality follows from
a(x) a0(1+ t + R)−α  (3m + 17)t−1,
whenever |x| t + R and t is suﬃciently large.
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(−∂t w1 + 2w)(−∂t w1 + 2aw1 + 4w1∂t lnw − 2w) w · aw1 = 4a(x)(6t + S(x))
3t2
w21
 4
3
a(x)S(x)
t2
w21, (4.4)
where we use w/w1 = 4(6t + S(x))/(3t2) from deﬁnition (4.2).
It remains to bound the right side of inequality (iii). Since ∇w1/w1 = ∇ lnw1, we calculate
∇w1 − 2w1∇ lnw = (∇ lnw1 − 2∇ lnw)w1
=
(
− ∇ S(x)
6t + S(x) +
∇ S(x)
t
)
w1
= (5t + S(x))∇ S(x)
t(6t + S(x)) w1
and form its square
(∇w1 − 2w1∇ lnw)2 = (5t + S(x))
2|∇ S(x)|2
t2(6t + S(x))2 w
2
1.
Condition (S3) shows that |∇ S(x)|2  a(x)S(x), so the above expression can be compared with the
lower bound (4.4):
(5t + S(x))2|∇ S(x)|2
t2(6t + S(x))2 w
2
1 
a(x)S(x)(5t + S(x))2
t2(6t + S(x))2 w
2
1 
a(x)S(x)
t2
w21.
Hence condition (iii) holds.
(iv) Property (S2) in Lemma 4.1 implies
w(t, x)
w1(t, x)
= 4
3
6t + S(x)
t2
 Ct−α,
for |x| t + R . This is equivalent to condition (iv).
(v) Formulas (4.3) show that wt −mt−1w , which is stronger than (v).
(vi) It is convenient to rewrite this conditions as
w1
w
(
(∂t w)
2 + (∇w)2) Ca(x)
and express it in terms of m and S(x) :
t2
6t + S(x)
((
−m
t
+ S(x)
t2
)2
+ |∇ S(x)|
2
t2
)
 Ca(x).
Recall the estimates S(x) = O (|x|2−α) and |∇ S(x)|2  a(x)S(x). Hence the left side is bounded by
t2
6t + S(x)
(
2m2
t2
+ 2S
2(x)
t4
+ a(x)S(x)
t2
)
 2m
2
6t
+ 2S(x)
t2
+ a(x)
 Ca(x),
for suﬃciently large t  t0. The proof of Proposition 4.4 is complete. 
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It follows from Proposition 4.4 that w and w1, deﬁned by (4.1) and (4.2), are admissible weights
for the decay estimates in Proposition 3.4. As a consequence we readily derive the main result and its
corollaries.
Proof of Theorem 1.1. The estimates are trivial for small t , so we assume that t is large throughout
our proof. We apply Proposition 3.4 with the weights deﬁned by (4.1) and (4.2). For every δ > 0,
∫
e(m(a)−δ)
A(x)
t a(x)u2 dx C(N0 + E0)t2δ−m(a),
∫
e(m(a)−δ)
A(x)
t
(
1
t
+ A(x)
t2
)−1(
u2t + |∇u|2
)
dx C(N0 + E0)t2δ−m(a),
where t  t0 and t0 is a suﬃciently large number depending on a, n, and δ. To simplify the second
estimate, we notice that
(
1
t
+ A(x)
t2
)−1
= t
(
1+ A(x)
t
)−1
 cte−δ
A(x)
t ,
for suﬃciently large t  t0. The estimates in Theorem 1.1 follow with a loss of decay 2δ if we also
observe that
N0 + E0  C
(‖∇u0‖2L2 + ‖u1‖2L2
)
,
where C depends on R , a, and n. We obtain the ﬁnal form after replacing 2δ by δ. 
Proof of Corollary 1.2. We add the two estimates in Theorem 1.1 and restrict the integration to
{x: A(x) t1+}:
∫
A(x)t1+
e(m(a)−δ)
A(x)
t
(
au2 + u2t + |∇u|2
)
dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−m(a).
From A(x)/t  t and a(x) a0(1+ t + R)−α , we have that
∫
A(x)t1+
(
u2 + u2t + |∇u|2
)
dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ+α−m(a)e−(m(a)−δ)t .
A slight increase of δ allows us to include the power of t in the exponential term. This completes the
proof. 
Proof of Corollary 1.4. To obtain the weighted energy estimate we combine Theorem 1.1 with the
lower bound (A1) from Proposition 1.3, namely
A0
(
1+ |x|)2−α  A(x) A1(1+ |x|)2−α, x ∈ Rn.
The weighted L2-norm requires more work. First Theorem 1.1 yields
∫
eA0(m(a)−δ)
|x|2−α
t a(x)u2 dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−m(a). (5.1)
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a(x) C
(
A(x)
)− α2−α = Ct− α2−α
(
A(x)
t
)− α2−α
 Ct−
α
2−α e−δ
A(x)
t , (5.2)
whenever t  t0 is suﬃciently large. We complete the proof by substituting this lower bound of a(x)
into inequality (5.1). 
Proof of Corollary 1.5. This result is similar to but more precise than the second corollary. Using
properties (A3) and (A4) in Proposition 1.3, we write the main decay estimates as
∫
e(
n−α
2−α −δ) A(x)t a(x)u2 dx Cδ
(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−
n−α
2−α ,
∫
e(
n−α
2−α −δ) A(x)t (u2t + |∇u|2)dx Cδ(‖∇u0‖2L2 + ‖u1‖2L2
)
tδ−
n−α
2−α −1,
where
A(x) ∼ a2
(2− α)(n − α) |x|
2−α, |x| → ∞.
Hence there exists C > 0, such that
A(x) + C  a2
(2− α + δ)(n − α) |x|
2−α, x ∈ Rn.
The remaining part is a lower bound of a(x) which repeats (5.2). 
Appendix A. Weighted energy identities
We will verify Proposition 2.1 using simpler notations. Actually we will consider a more general
non-homogeneous perturbation of the wave equation:
vtt − v + Avt + B · ∇v + Cv = h (A.1)
with coeﬃcients A, B = (B1, B2, . . . , Bn), and C in C1((0,∞) × Rn). It is convenient to assume that
v(t, x) = 0 and h(t, x) = 0 if |x| > t + R,
for some R > 0, and
v ∈ C((0,∞), H2(Rn))∩ C1((0,∞), H1(Rn)), h ∈ C((0,∞), L2(Rn)).
Given functions P and Q in C2((0,∞) × Rn), we multiply (A.1) with P vt + Q v:
(vtt − v + Avt + B · ∇v + Cv)(P vt + Q v) = h(P vt + Q v).
The left side can be transformed through integration by parts over Rn . There are many terms, unfor-
tunately, so we split the work into ﬁve steps.
Step 1. Multiply (A.1) by vt and rearrange the terms on the left side:
(
v2t + |∇v|2
2
)
t
− ∇ · (vt∇v) + Av2t + vt B · ∇v + C
(
v2
2
)
t
= hvt ,
where the dot product means x · y = x1 y1 + · · · + xn yn .
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(vt v)t − ∇ · (v∇v) − v2t + |∇v|2 + A
(
v2
2
)
t
+ B · ∇ v
2
2
+ Cv2 = hv.
Step 3. Multiply the identity from Step 1 by P and integrate by parts over Rn:
d
dt
∫
P
v2t + |∇v|2
2
dx−
∫
Pt
v2t + |∇v|2
2
dx+
∫
∇ P · vt∇v dx
+
∫ (
P Av2t + vt P B · ∇v
)
dx+ d
dt
∫
PC
v2
2
dx−
∫
(PC)t
v2
2
dx
=
∫
hP vt dx.
Notice that boundary terms vanish since the support of v(t, ·) is compact.
Step 4. Multiply the identity from Step 2 by Q and integrate by parts over Rn:
d
dt
∫
Q vt v dx−
∫
Qt vt v dx+
∫
∇Q · v∇v dx
+
∫ (
Q |∇v|2 − Q v2t
)
dx+ d
dt
∫
Q A
v2
2
dx−
∫
(Q A)t
v2
2
dx
−
∫
∇ · (Q B) v
2
2
dx+
∫
Q Cv2 dx
=
∫
hQ v dx.
In the ﬁnal form we rewrite
Qt vt v = 1
2
(
Qt v
2)
t −
1
2
Qtt v
2, ∇Q · v∇v = 1
2
∇ · (v2∇Q )− 1
2
v2Q ,
so the above integral identity becomes
d
dt
∫ (
Q vt v − 1
2
Qt v
2
)
dx+
∫
1
2
Qtt v
2 dx−
∫
1
2
Q v2 dx
+
∫ (
Q |∇v|2 − Q v2t
)
dx+ d
dt
∫
Q A
v2
2
dx−
∫
(Q A)t
v2
2
dx
−
∫
∇ · (Q B) v
2
2
dx+
∫
Q Cv2 dx
=
∫
hQ v dx.
Step 5. Add the ﬁnal identities from Steps 3 and 4 and combine terms with the same order of
derivatives. This leads us to the following result.
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d
dt
E(vt ,∇v, v) + F (vt ,∇v) + G(v) = H(h, vt , v),
where the functionals are given by
E(vt ,∇v, v) = 1
2
∫ [
P
(
v2t + |∇v|2
)+ 2Q vt v + (C P − Qt + AQ )v2]dx,
F (vt ,∇v) = 1
2
∫
(−Pt + 2AP − 2Q )v2t dx+
∫
(∇ P + BP ) · vt∇v dx+ 1
2
∫
(−Pt + 2Q )|∇v|2 dx,
G(v) = 1
2
∫ [
Qtt − Q − (AQ )t − ∇ · (Q B) + 2C Q − (C P )t
]
v2 dx,
H(h, vt , v) =
∫
h(P vt + Q v)dx.
Proof of Proposition 2.1. The result is a special case of Proposition A.1. Let the functions be v = uˆ and
h = 0. We obtain the identity in Proposition 2.1 if
A = aˆ, B = bˆ, C = cˆ,
P = w1, Q = w0
are the coeﬃcients and weights, respectively. 
Appendix B. The Poisson equation in Rn
We will study the positive radial solutions of
A(x) = a(x), x ∈ Rn, (B.1)
for positive radial a(x) in n 1 dimensions. (When n = 1 we consider even functions A(x) and a(x).)
The main problem is to show that there exists a radial solution in the class of functions satisfying
(a1)–(a3). Additional diﬃculties are to ﬁnd the asymptotic behavior of A(x) as |x| → ∞ and compute
the limit m(a). We will ﬁnd three different representations of A(x) depending on whether n = 1,
n = 2, or n 3.
When n = 1, we have
A(r) = 1+
r∫
0
(r − τ )a(τ )dτ , r ∈ R. (B.2)
However, we can consider only non-negative r since A(r) is an even function.
When n 2, we rely on radial symmetry to simplify the Poisson equation:
d2A
dr2
+ n − 1
r
dA
dr
= a(r), r = |x|,
where we write a(r) instead of a(rω), ω ∈ Sn−1. We multiply with rn−1 and transform the equation
into
d
dr
(
rn−1 dA
dr
)
= rn−1a(r).
G. Todorova, B. Yordanov / J. Differential Equations 246 (2009) 4497–4518 4515Integrating on [0, r] yields
dA(r)
dr
= r1−n
r∫
0
τn−1a(τ )dτ . (B.3)
If we repeat the integration and choose A(0) = 1, the resulting solution is
A(r) = 1+
r∫
0
(
ln
r
τ
)
τa(τ )dτ , n = 2, (B.4)
A(r) = 1+ 1
n − 2
r∫
0
(
1− τ
n−2
rn−2
)
τa(τ )dτ , n 3. (B.5)
Notice that the solutions of Poisson equation given by (B.2), (B.4), and (B.5) satisfy A(0) = 1 and
dA(0)/dr = 0. When n 2, A(r) means A(rω) with ω ∈ Sn−1.
The above formulas for A(r) lead to the following two-sided bounds.
Proposition B.1. Assume that a(x) is an even function, if n = 1, or that a(x) depends only on r = |x|, if n 2.
If a ∈ C(Rn) and
a0
(
1+ |x|)−α  a(x) a1(1+ |x|)−α, α ∈ [0,1),
where a0 and a1 are positive constants, the solution of Eq. (B.1) deﬁned in (B.2), (B.4), or (B.5) satisﬁes
A(0) = 1, dA(0)/dr = 0, and
A0
(
1+ |x|)2−α  A(x) A1(1+ |x|)2−α, x ∈ Rn,
A2
(
1+ |x|)1−α  ∣∣∇A(x)∣∣ A3(1+ |x|)1−α, |x| 1,
for some constants A0, . . . , A3 > 0.
Proof. We can write a common formula
A(r) = 1+ r2
1∫
0
Kn(τ )a(rτ )dτ , r > 0, (B.6)
where
Kn(τ ) =
⎧⎪⎨
⎪⎩
1− τ , if n = 1,
τ ln 1τ , if n = 2,
1
n−2τ (1− τn−2), if n 3.
It is easy to see that there exist Ln > ln > 0, such that
Kn(τ ) Ln, τ ∈ [0,1], and Kn(τ ) ln, τ ∈ [1/4,1/2].
From these bounds, formula (B.6), and our assumptions on a, we obtain
1+ a0ln I0(r)r2  A(r) 1+ a1Ln I1(r)r2, r > 0, (B.7)
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Ik(r) =
1/(2−k)∫
(1−k)/4
(1+ rτ )−α dτ , k = 0,1.
Now the trivial estimates
I0(r)
1/2∫
1/4
(1+ r)−α dτ = (1+ r)−α/4,
I1(r)
1∫
0
(rτ )−α dτ = r−α/(1− α),
and (B.7) yield the two-sided bound on A(r) in Proposition B.1.
To show the second claim of Proposition B.1, we use
dA(r)
dr
= r
1∫
0
τn−1a(rτ )dτ , r > 0,
which is valid in any dimension n 1; see (B.2) and (B.3). Clearly the assumptions on a imply
1+ a0 J0(r)r  dA(r)
dr
 1+ a1 J1(r)r, r > 0, (B.8)
with
Jk(r) =
1∫
(1−k)/2
τn−1(1+ rτ )−α dτ , k = 0,1.
The simple estimates
J0(r) (1+ r)−α/2n,
J1(r) r−α/(1− α),
and (B.8) complete the proof of Proposition B.1. 
Proof of Proposition 1.3, claims (A1) and (A2). We apply Proposition B.1 to the solution A given by
(B.5). Clearly this solution meets conditions (A1)–(A2). 
Proof of Proposition 1.3, claims (A3) and (A4). It follows from (B.3) and the asymptotics a(r) =
a2r−α + o(r−α) that
dA(r)
dr
= r1−n
r∫
τn−1
[
a2τ
−α + o(τ−α)]dτ , r → ∞.
0
G. Todorova, B. Yordanov / J. Differential Equations 246 (2009) 4497–4518 4517Hence
dA(r)
dr
= a2
n − α r
1−α + o(r1−α),
A(r) = a2
(n − α)(2− α) r
2−α + o(r2−α),
as r → ∞. A substitution into m(a) shows that
m(a) = n − α
2− α .
The proof of Proposition 1.3 is complete. 
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