Abstract. We develop Morita theory for finitary additive 2-representations of finitary 2-categories. As an application we describe Morita equivalence classes for 2-categories of projective functors associated to finite dimensional algebras and for 2-categories of Soergel bimodules.
Introduction
Classical Morita theory (see [Mo] ) describes when two rings have equivalent categories of representations. By now there are many generalizations of this theory by varying what is represented and where it is represented (see e.g. [Ri, Ke, Kn, BV, BD, To] ).
In [MM1, MM2, MM3] , motivated by recent success of higher categorical methods in both topology (see e.g. [Kh, St] ) and representation theory (see e.g. [Ar, Gr, LLT, CR] ), we started a systematic study of the 2-representation theory of finitary 2-categories. The latter should be thought of as 2-analogues of finite dimensional algebras. Assuming the existence of adjunction morphisms (which should be thought of as 2-analogues of an involution on a finite dimensional algebra) we constructed certain natural classes of 2-representations and established, under some natural conditions, a 2-analogue of Schur's lemma as well as analogues of other criteria for simplicity of a representation. In this article we drop the assumption on existence of adjunction morphisms and study Morita theory for arbitrary finitary 2-categories.
In view of the different known versions of Morita theory (as in [Ri, Ke, Kn, BV, BD, To] ), our main results are as expected. Each finitary 2-category is biequivalent to the (opposite of the) endomorphism 2-category of its representable (principal) 2-representations. Our main result asserts that Morita equivalent finitary 2-categories can be obtained one from the other by taking the (opposite of the) endomorphism category of a suitable "projective generator" or, in other words, by adding and/or removing retracts of principal 2-representations. Along the way we obtain a full classification of all retracts of principal 2-representations and show that indecomposable retracts are given by indecomposable 1-morphisms which square to an idempotent (the latter might decompose). In line with the common phenomenon that "useful" categorifications of semisimple algebras and categories are usually not semisimple (see e.g. [CR, St] ), retracts of projective 2-representations do not necessarily split off as direct summands.
As an application we describe Morita equivalence classes for finitary 2-categories of projective functors associated to finite dimensional algebras. This is an important class of finitary 2-categories which originally appeared in [MM1] , and which later, in [MM3] , played the role of an important prototype of a certain class of "simple" finitary 2-categories appearing in an analogue of the Artin-Wedderburn Theorem. As it turns out, the classification is not obvious and Morita equivalence classes are described in terms of adding/removing semi-simple direct summands (under some additional restrictions). We also show that for 2-categories of Soergel bimodules the Morita equivalence classes correspond to isomorphism classes of Coxeter systems.
The paper is organized as follows: In Section 2 we recall the classical Morita theory for finitary k-linear categories. Section 3 is a brief introduction to the 2-representation theory of finitary 2-categories. In Section 4 we define and classify projective 2-representations. Although our main techniques come from category theory (see [BD] ), we also use the classical combinatorial description of idempotent matrices with non-negative integer coefficients from [Fl] . In Section 5 we prove our main result. We complete the paper with some examples and applications in Section 6. Acknowledgment. A substantial part of the paper was written during a visit of the second author to Uppsala University, whose hospitality is gratefully acknowledged. The visit was supported by the Swedish Research Council. The first author is partially supported by the Swedish Research Council and the Royal Swedish Academy of Sciences. The second author is partially supported by ERC grant PERG07-GA-2010-268109 and by EPSRC grant EP/K011782/1. We are really grateful to the referees for very careful reading of the paper, for pointing out several subtle inaccuracies in the original version and for many very helpful suggestions.
Morita theory for finitary k-linear categories
In this section we present some well-known results from classical Morita theory for finite dimensional associative algebras in a form that resembles our subsequent treatment of Morita theory for finitary 2-categories. We denote by N the set of positive integers.
2.1. Finitary k-linear categories. Throughout the article, let k be an algebraically closed field. A k-linear category is a category enriched over the category k-Mod of k-vector spaces, meaning that morphisms form k-vector spaces and composition of morphisms is k-bilinear. A k-linear category C is called finitary provided that
• C is skeletally finite, that is it has finitely many isomorphism classes of objects;
• all morphism spaces in C are finite dimensional (over k).
A finitary k-linear category C is called reduced if we additionally have
• for any i ∈ C the (finite dimensional unital) k-algebra C(i, i) is local.
2.2.
Representations of finitary k-linear categories. Let C be a finitary k-linear category. By a representation of C we mean a k-linear functor M :
denotes the category of finite-dimensional k-vector spaces. Given two representations M and N of C, a morphism α : M → N is just a natural transformation from M to N. All (finitary) representations of C together with morphisms between them form an abelian category denoted C-Mod (resp. C-mod).
One important example of a representation of C is given by the representable functor C(i, − ) for i ∈ C. For M ∈ C-Mod we have the Yoneda isomorphism
given by ϕ → ϕ(½ i ). In particular, as M → M(i) is exact, it follows that the representation C(i, − ) is projective. We denote by C-proj the full additive subcategory of C-mod consisting of all projective C-modules and note that C-proj coincides with the full additive closure (by which we mean closure under direct sums, direct summands, and isomorphisms) of the C(i, − ) for i ∈ C. Further, any indecomposable projective C-module is isomorphic to C(i, − ) · e, where e is an indecomposable idempotent in C(i, i) (the latter being canonically isomorphic to End C (C(i, − )) op ).
A progenerator for C-mod is a full subcategory P in C-proj such that the additive closure of P coincides with C-proj.
Morita theorem. For reduced k-linear categories the Morita theorem looks as follows:
Proposition 1. Let A and C be two reduced finitary k-linear categories. Then the categories A-mod and C-mod are equivalent if and only if the categories A and C are equivalent.
Proof. Let Φ : A → C be an equivalence with inverse Ψ : C → A. These functors give rise to functors − • Φ : C-mod → A-mod and − • Ψ : A-mod → C-mod. These latter functors define inverse equivalences as required.
Conversely, let Φ : C-mod → A-mod and Ψ : A-mod → C-mod be mutually inverse equivalences. They restrict to equivalences between C-proj and A-proj.
Let i 1 , i 2 , . . . , i k be a fixed set of representatives of the isomorphism classes of objects in C and let C ′ be the full subcategory of C consisting of these objects. Then C ′ is a skeleton of C and hence is equivalent to C. Let X C be the full subcategory of C-proj with objects C(i t , − ) for t = 1, 2, . . . , k. The Yoneda isomorphism gives an isomorphism of categories between X C and (C ′ ) op . Similarly we define A ′ and X A and get an isomorphism between X A and (A ′ ) op . Note that X C is a multiplicity free additive generator of C-proj. The equivalence Φ thus maps it to a multiplicity free additive generator of A-proj. Hence Φ(X C ) is isomorphic to X A which implies that the categories C ′ and A ′ are isomorphic. Therefore C and A are equivalent.
In the general case we have the following.
Theorem 2 (Morita Theorem for k-linear categories). Let A and C be two finitary k-linear categories. Then the following assertions are equivalent.
(a) There exists a progenerator P ∈ C-mod such that P op is equivalent to A.
(b)
The categories A-proj and C-proj are equivalent.
(c) The categories A-mod and C-mod are equivalent.
Proof. Claim (c) implies claim (b) as any categorical equivalence sends projective objects to projective objects. If Φ : A-proj → C-proj is an equivalence, then the image of the full subcategory in A-mod with objects A(i, − ), i ∈ A, under Φ is a progenerator for C-proj. Hence claim (b) implies claim (a). Finally, if there exists a progenerator P ∈ C-mod such that P op is equivalent to A, then the functors P ⊗ A − : A-mod → C-mod and Hom C (P, − ) : C-mod → A-mod are easily seen to be mutually inverse equivalences of categories (for the definition of P ⊗ A − we refer to e.g. [MOS, Page 1139] ).
2.4. Image of a functor. Let A and C be two categories and F : A → C be a functor. In general, one cannot speak about the "image" of F. However, if both A and C are small and F induces an injective map from objects of A to objects of C, then we can define the image F(A) of F to be the subcategory of C which consists of all objects F(i) for i ∈ A and all morphisms F(α) where α is a morphism in A.
3. Finitary 2-categories and their 2-representations 3.1. Various 2-categories. In this paper by a 2-category we mean a strict locally small 2-category (see [Le] for a concise introduction to 2-categories and bicategories). Let C be a 2-category. We will use i, j, . . . to denote objects in C ; 1-morphisms in C will be denoted by F, G, . . . ; 2-morphisms in C will be denoted by α, β, . . . . For i ∈ C we denote by ½ i the corresponding identity 1-morphism.
For a 1-morphism F we denote by id F the corresponding identity 2-morphism. We will write • 0 for horizontal composition of 2-morphisms and • 1 for vertical composition of 2-morphisms. The opposite 2-category C op is obtained by reversing all 1-morphisms and keeping the direction of all 2-morphisms.
Denote by Cat the 2-category of all small categories. Let k be an algebraically closed field. Denote by A k the 2-category whose objects are small k-linear fully additive categories, by which we mean additive categories which are idempotentclosed (or Karoubian); 1-morphisms are additive k-linear functors and 2-morphisms are natural transformations. Denote by A f k the full 2-subcategory of A k whose objects are fully additive categories A such that A has only finitely many isomorphism classes of indecomposable objects and all morphism spaces in A are finite dimensional. We also denote by R k the full subcategory of A k containing all objects which are equivalent to A-mod for some finite dimensional associative k-algebra A.
3.2. Finitary 2-categories. A 2-category C is called finitary (over k), see [MM1] , if the following conditions are satisfied:
• C has finitely many objects up to equivalence;
• for any i, j ∈ C we have C (i, j) ∈ A f k and horizontal composition is both additive and k-linear;
• for any i ∈ C the 1-morphism ½ i is indecomposable.
3.3. Homomorphisms, strong transformations and modifications. Here we closely follow [Le] . Let A and C be 2-categories. A homomorphism H : A → C consists of the following data:
• a map H from objects of A to objects of C ;
• natural isomorphisms
such that the following conditions are satisfied:
Given homomorphisms H and G from A to C a strong transformation Φ : H → G is given by the following data:
If the natural isomorphisms ϕ F are identities, the strong transformation is called a strict transformation.
Given two strong transformations Φ, Ψ :
3.4. 2-representations. Let C be a finitary 2-category. We define the following 2-categories of 2-representations of C:
• the 2-category C -MOD has as objects all homomorphisms from C to Cat, as 1-morphisms all strong transformations and as 2-morphisms all modifications;
• the 2-category C-amod has as objects all homomorphisms from C to A k , as 1-morphisms all strong transformations and as 2-morphisms all modifications;
• the 2-category C -afmod has as objects all homomorphisms from C to A f k , as 1-morphisms all strong transformations and as 2-morphisms all modifications;
These are indeed 2-categories since A k , A f k and R k are. We will write Hom C for Hom C -afmod .
3.5. Biequivalence. Let A and C be two 2-categories. A biequivalence H : A → C is a homomorphism which is essentially surjective on objects and which is a local equivalence, that is H i,j is an equivalence for all i and j. The 2-categories A and C are called biequivalent if there is a biequivalence from A to C . Biequivalence is an equivalence relation, see [Le, Subsection 2 .2].
Alternatively, two homomorphisms H : A → C and G : C → A are mutually inverse biequivalences if there exist strong transformations
such that the latter are isomorphisms.
3.6. Cancellative envelope of a 2-category. Let C be a finitary 2-category. Define a new 2-category C as follows:
• C has the same objects as C ;
• 1-morphisms in C are all possible expressions of the form F X1,...,X k , where k ∈ N and F, X 1 ,. . . , X k are 1-morphisms in C such that F = X 1 • · · · • X k , and also all possible expressions of the form (½ i ) ∅ , where i ∈ C ;
• the identity 1-morphisms are (½ i ) ∅ , where i ∈ C;
• horizontal composition of 1-morphisms is defined via
• both horizontal and vertical composition of 2-morphisms are induced from the corresponding compositions in C .
Forgetting the subscripts of 1-morphisms defines a 2-functor from C to C which is a biequivalence by construction. The category C is cancellative in the sense that for any 1-morphisms F, G and H in C the equality F • H = G • H implies F = G and, moreover, the equality H • F = H • G implies F = G.
3.7. 2-representations of biequivalent 2-categories. We will need the following observation.
Proposition 3. Let A and C be two biequivalent finitary 2-categories. Then the 2-categories A -afmod and C-afmod are biequivalent.
Proof. Every homomorphism H : A → C induces a homomorphism
If H : A → C and G : C → A are inverse biequivalences, then we claim that − • H and − •G are also inverse biequivalences. Given the data of (1) and (2), composition with Id C -afmod and Id A -afmod defines the data establishing biequivalences between A -afmod and C-afmod.
Combining Proposition 3 with construction of the cancellative envelope in Subsection 3.7, we may, without loss of generality, always assume that C is cancellative.
4. Projective 2-representations 4.1. Principal 2-representations. Let C be a finitary 2-category. For any i ∈ C we have the principal (finitary) 2-representation C (i, − ) of C which we denote by P i . For any M ∈ C-afmod we have the Yoneda equivalence of categories
given by evaluation at ½ i , which is, moreover, surjective on objects (the proof is analogous to [MM3, Lemma 3] ). The direct sum of principal 2-representations with every i ∈ C occurring exactly once is the 2-analog of a "free module of rank one" in classical representation theory.
For M ∈ C -afmod consider the 2-category M defined as follows:
• objects of M are (η, Φ, Φ ′ , P) where P is a direct sum of principal 2-representations, Φ, Φ ′ : P → M are strong transformations and η : Φ → Φ ′ is a modification;
The 2-category M is the 2-category of principal covers of M, from which, as we will see below in Proposition 4, we can recover M as a colimit. This will be important in obtaining a description of projective 2-representations in Proposition 5 and is to be thought of as a substitute for "having enough projective modules" in classical representation theory.
Define a 2-functor Υ from M to C -afmod by sending (η, Φ, Φ ′ , P) to P and defining Υ as the identity on both 1-morphisms and 2-morphisms. Recall that a (strict) cocone (N, W) of Υ is an object N ∈ C-afmod together with, for any (η, Φ, Φ ′ , P) ∈ M , an assignment of two strong transformations Θ 1 , Θ 2 : Υ(η, Φ, Φ ′ , P) → N and a modification θ : Θ 1 → Θ 2 i.e.
A strict colimit of Υ is an initial object in the 2-category of cocones of Υ. Clearly,
′ is a strict transformation sending ½ i to Y and η is a modification which evaluates to f (these exist by the Yoneda lemma). Due to strictness of (N, W) as a cocone, we necessarily
On the other hand, the latter defines a morphism from (M, V) to (N, W). The claim follows.
4.2. Projective 2-representations. Let C be a finitary 2-category. A finitary 2-representation P of C is called projective if Hom C (P, − ) preserves all small colimits.
Proposition 5. A finitary 2-representation P of C is projective if and only if it is a retract of a direct sum of principal 2-representations.
Proof. We follow the classical argument from [BD, Proposition 2] . From the Yoneda lemma it follows that all principal representations (and their direct sums) are projective. Let P be a direct sum of principal 2-representations and P a retract of P, that is there exist Φ : P → P and Ψ : P → P such that ΦΨ is isomorphic to the identity on P. Then Hom C (P, − ) is isomorphic to Hom C (P, − ) • Ψ and hence commutes with all small colimits (as Hom C (P, − ) does).
Let now M be a projective finitary 2-representation of C . By Proposition 4, M is equivalent to the colimit of Υ : M → C-afmod. Since Hom C (M, − ) preserves all small colimits, we have
Via this equivalence, the identity on M thus must have a representative in the right hand side. This means that there exists a direct sum P of principal 2-representations and Φ : P → M such that the identity on M is represented in the term indexed by (id Φ , Φ, Φ, P), say by some Ψ. This means that ΦΨ is the identity on M. The claim follows. 4.3. Idempotent matrices with non-negative integer coefficients. For an arbitrary n ∈ N we denote by 0 n the zero n × n matrix and by 1 n the identity n × n matrix. We will need the following result from [Fl, Theorem 2 
]:
Proposition 6. Let M be an idempotent matrix with non-negative integer coefficients. Then there is a permutation matrix S such that S −1 M S has the form
for some matrices A and B.
4.4. Idempotent endomorphisms of principal representations. By (3), for every i, j ∈ C we have Hom C -afmod (P i , P j ) ∼ = C(j, i), which means that every homomorphism from P i to P j is isomorphic to right multiplication by some 1-morphism in C(j, i). Similarly, given a finite direct sum of principal 2-representations (with, say, k summands), every endomorphism Φ of this direct sum is isomorphic to right multiplication by a k × k matrix whose coefficients are appropriate 1-morphisms in C . We will call a summand of any entry in this matrix a summand of Φ.
P is be a finite direct sum of principal 2-representations of C and Φ ∈ End C -afmod (P). We associate with Φ a matrix M := M Φ defined as follows: the matrix M is a block k × k matrix with blocks indexed by the summands of P. The rows of the (r, s)-block (i.e. block-row index r and block-column index s) are indexed by indecomposable 1-morphisms in C (i r , j) for any j in C . The columns of the (r, s)-block are indexed by indecomposable 1-morphisms in C (i s , j) for any j in C . Let F be an indecomposable 1-morphism in C(i r , j) and G be an indecomposable 1-morphism in C (i s , j ′ ). Then the (F, G)-entry in the (r, s)-block is given by the multiplicity of G as a direct summand of Φ(F) (in particular, if this entry is nonzero, then j = j ′ ). Note that M is a square matrix with non-negative integer coefficients. Furthermore, if Ψ ∈ End C -afmod (P), then
In particular, Ψ is idempotent, by which we mean Ψ 2 ∼ = Ψ, if and only if we have
Assume that Φ ∼ = Φ 2 = 0, then M = 0. By Proposition 6, in this case all diagonal entries of M are equal to either 0 or 1 and there is at least one non-zero diagonal entry. Let F 1 , F 2 , . . . , F m be a complete list of indecomposable 1-morphisms indexing the non-zero diagonal entries of M .
Then there is a unique indecomposable summand Γ i of Φ, given by right multiplication by an indecomposable 1-morphism G i ∈ C (j i , j i ), and such that
Proof. We use Proposition 6 to reduce M to the formM given by (4). Then the multiplicities of Φ(F i ) are given by the row v ofM indexed by F i . Note that F i indexes a row in the second row of blocks of the 3 × 3 block decomposition ofM . Therefore Φ(F i ) = F i ⊕ Y for some Y with Φ(Y) = 0. Now there is a unique indecomposable summand Γ i of Φ which contributes the summand F i above, and it is given by right multiplication with a unique indecomposable 1-mor-
Then, with X i being a summand of Y and Γ i being a summand of Φ, we have that Γ i (X i ) is a summand of Φ(Y) and hence equals zero.
Proof. From Lemma 7(a) we have that G i is the only indecomposable summand of Φ sending F i to F i (plus something). This yields that G i is a summand of G i • G i occurring with multiplicity one (since F i appears with multiplicity one in F i • G i ).
In particular, it follows that G i ∼ = F ji for some j i ∈ {1, 2, . . . , m}. We also have G ji = G i , so that Q i = X ji . From Lemma 7(b) we thus get Φ(Q i ) = 0, in particular
On the other hand,
by comparing the two isomorphisms above.
Lemma 9. Let i, j ∈ {1, 2, . . . , m} be such that
Proof. We use Proposition 6 to reduce M to the formM given by (4). Note that G i indexes a row in the second block of the 3 × 3 block decomposition of
as a direct summand (by Lemma 7(a)) and is hence contained in Y, implying that Φ(G i • G j ) = 0. This proves claim (a).
This implies claim (b) and completes the proof.
Note that it is possible that G i ∼ = G j for i = j, where i, j ∈ {1, 2, . . . , m}. Therefore we define Γ to be the multiplicity free direct sum of all Γ i for i ∈ {1, 2, . . . , m}. Similarly, define Θ such that Γ 2 ∼ = Γ ⊕ Θ. From the above discussion it follows that the endomorphism Θ is given by putting, for each i, a copy of Q i (as given by Lemma 8) in the appropriate places. Define Π to be a summand of Φ such that Φ = Γ ⊕ Θ ⊕ Π. As an immediate corollary from Lemma 8 we have.
Corollary 10. We have ΦΘ = 0.
Lemma 11. We have the following identities:
Proof. Using Corollary 10, we compute
Inserting the right hand side of (5) into the first summand on the right we obtain
Using Corollary 10 and comparing the right hand sides of (5) and (6) gives the identities ΓΠΓ = ΓΠΘ = ΓΠ 2 = 0. Inserting the right hand side of (5) into the second summand on the right we obtain
Using Corollary 10 and comparing the right hand sides of (5) and (7) gives the identities ΘΠ = Π 2 Γ = 0. This proves claim (a). Claim (b) follows from (5) and claim (a).
Let N be the matrix associated to Π (similarly to how M is associated to Φ). Then both N and M − N have non-negative integer coefficients. Let S be a permutation matrix such that S −1 M S =M and setÑ = S −1 N S. Then bothÑ andM −Ñ have non-negative integer coefficients and from the definition of Π it follows that N has the form 
Clearly,Ñ 3 = 0 and thus Π 3 = 0 proving claim (c).
Inserting (b) into one of the factors in Π 2 = Π 2 , we obtain
Now claim (d) follows from claims (a) and (c). This completes the proof.
Corollary 12. We have the following isomorphisms:
Proof. Claim (a) follows from the definitions and Corollary 10. Claim (b) follows from claim (a), Corollary 10 and Lemma 11(a). Claim (c) follows from Corollary 10. Claims (d) and (e) follow from Corollary 10 and Lemma 11(a). Finally, claim (f) follows from Corollary 10 and Lemma 11(a), (b) and (d).
4.5. Projective 2-subrepresentations of principal 2-representations. For i ∈ C fix an indecomposable 1-morphism G ∈ C (i, i) and also a 1-morphism Q ∈ C (i, i) such that
Then E := G • G is a weakly idempotent 1-morphism in C (i, i) (in the sense that E • E ∼ = E). Assume now that C is cancellative. In this case the functor ( − • E) j is injective when restricted to objects of P i (j). Hence we can consider the corresponding image P i (j) • E. The left action of C leaves P i ( − ) • E invariant. We denote by P i,E this 2-subrepresentation of P i and by Λ the corresponding natural inclusion. Denote by Λ ′ : P i → P i,E the strict transformation given by sending ½ i to E.
Proposition 13. The composition Λ ′ Λ is isomorphic to the identity on P i,E . In particular, P i,E is projective.
Proof. Let F and F ′ be two 1-morphisms in C . Then F • E and
The composition Λ ′ Λ is given by right multiplication by E. Denote by η : E → E 2 an isomorphism. Then the diagram
where the vertical arrows are isomorphisms provides an isomorphism from the identity on P i,E to Λ ′ Λ.
Corollary 14. (a)
The restriction of − • E to P i,E is isomorphic to the identity functor on P i,E .
(b) The restriction of − • G to P i,E is isomorphic to the identity functor on P i,E .
(c) End
Proof. Claim (a) is a direct consequence of Proposition 13. Claim (b) follows from claim (a) since E • Q = 0 (see Lemma 8).
To prove claim (c) we consider the composition
where Φ ∈ End C (P i,E ). Then ΛΦΛ ′ is an endomorphism of P i and hence is given (up to equivalence) by right multiplication with some 1-morphism F ∈ C (i, i) by the Yoneda Lemma. We have F • E ∼ = F since F ∈ P i,E by claim (a). Further, using idempotency of E we have
This yields that F is isomorphic to a 1-morphism in E • C (i, i) • E. If Φ ′ ∈ End C (P i,E ) is similarly given by some F ′ and η : Φ → Φ ′ is a modification, then, again by the Yoneda Lemma, the corresponding modification
is given by some 2-morphism α : F → F ′ . It follows that η is given by restriction of α to P i,E . Claim (c) follows.
4.6. Description of projective finitary 2-representations. Now we are ready to describe projective 2-representations of C. We assume that C is cancellative.
Theorem 15. Let P be a projective 2-representation of C . Then i s ) and, additionally,
Proof. Let P be a projective 2-representation of C. By Proposition 5, there exists a direct sum P of principal 2-representations and strong transformations Φ : P → P and Ψ : P → P such that ΦΨ is isomorphic to the identity endomorphism of P. Therefore ΨΦ is isomorphic to an idempotent endomorphism of P.
By our analysis in Subsection 4.4, ΨΦ is of the form ΨΦ ∼ = Γ⊕Θ⊕Π with Γ 2 ∼ = Γ⊕Θ and ΘΨΦ = ΨΦΘ = 0. By Corollary 12(a) and (c), Γ⊕ Θ and (Γ⊕ Θ ⊕ ΠΓ) are also idempotent endomorphisms of P. Moreover, by Corollary 12(e) and (f), we have (10) and similarly Corollary 12(c) and (d) yield
Consider the strong transformations
We have Ω
′ Ω ∼ = ΦΨΩ ′ ΩΦΨ and the latter is isomorphic to the identity on P by (10) and (11). In the other direction, we deduce from (10) and (11) that the composition ΩΩ ′ is isomorphic to Γ ⊕ Θ. The latter is a diagonal idempotent endomorphism of P. Since C is cancellative, we have a well-defined image of Γ⊕ Θ which has the form specified in (9) by Proposition 13. Moreover, Γ ⊕ Θ is isomorphic to the identity endomorphism of this image. This completes the proof.
We would like to emphasize here the main difference between classical representation theory and 2-representation theory. In classical representation theory, indecomposable projectives correspond to indecomposable idempotents. In 2-representation theory, the idempotent associated to an indecomposable projective 2-representation might not itself be indecomposable, but is the square of an indecomposable 1-morphism (which itself might not be idempotent), see Example 6.2 for an example of this.
2-Morita theory
5.1. 2-progenerators. Let C be a finitary 2-category. We denote by C -proj the full 2-subcategory of C-afmod whose objects are projective 2-representations. A full 2-subcategory P of C-proj is called a 2-progenerator provided that for any projective 2-representation P of C there is P ′ in the additive closure of P and strong transformations Ψ : P → P ′ and Φ : P ′ → P such that ΦΨ is isomorphic to the identity on P. For example, the 2-subcategory P C ,P of C -afmod whose objects are the principal 2-representations of C is a 2-progenerator. Note that P C ,P is biequivalent to C op and End C (P C ,P ) is biequivalent to C . Note also that a full 2-subcategory P of C-proj is a progenerator if any principle 2-representation is a retract of an object in the additive closure of P.
5.2.
The essential 2-subcategory of a finitary 2-category. Let C be a finitary 2-category. Define a binary relation on the set of equivalence classes of objects of C as follows: i j if and only if there exist Φ ∈ C (j, i) and Ψ ∈ C (i, j) such that ΦΨ ∼ = ½ i . Denote by † C the full 2-subcategory of C given by a choice of one object i in each equivalence class which is a maximal element with respect to . We will call † C the essential 2-subcategory of C.
The main result.
The following is the main result of this paper. Recall that A op is defined in Subsection 3.1.
Theorem 16 (Morita theorem for finitary 2-categories). Let A and C be two finitary 2-categories. Then the following assertions are equivalent.
(a) There is a 2-progenerator P for C whose endomorphism 2-category is biequivalent to A op .
(b) The 2-categories A -proj and C-proj are biequivalent.
(c) The 2-categories A -afmod and C-afmod are biequivalent.
The implication (c)⇒(b)⇒(a).
Assume that A -afmod and C -afmod are biequivalent. Since the notion of a projective 2-representation is categorical, it follows that A-proj and C -proj are biequivalent. The image of P A ,P under such biequivalence is a 2-progenerator for C.
The implication (a)⇒(b)
. Denote by A the endomorphism 2-category of P. Then A op and A are biequivalent and hence A -afmod and A op -afmod are biequivalent by Proposition 3. In particular, A -proj and A op -proj are biequivalent by Subsection 5.4. It remains to show that C-proj and A op -proj are biequivalent. We have the obvious 2-functor
This 2-functor sends objects of P to principal, and hence projective, 2-representations of A op . Let P be a projective 2-representation of C. By our definition of a 2-progenerator, there is P ′ in the additive closure of P and strong transformations Ψ : P → P ′ and Φ : P ′ → P such that ΦΨ is isomorphic to the identity on P. Applying Hom C (P , − ) we get that Hom C (P , P ′ ) is a direct sum of principal 2-representations of A op , and Hom C (P, P) comes together with two maps Hom C (P , Φ) and Hom C (P, Ψ) such that Hom C (P, ΦΨ) is isomorphic to the identity on Hom C (P, P). Since Hom C (P, P ′ ) is a projective 2-representation of A op , so is Hom C (P , P). Therefore
Let I := {i 1 , . . . , i k } be a cross-section of equivalence classes of objects in C . Let P := P i1 ⊕ · · · ⊕ P i k and P a 2-representation in the additive closure of P such that there exist strong transformations Ψ : P → P and Φ : P → P with the property that ΦΨ is isomorphic to the identity on P. Let M and N be two 2-representations of C , let further Λ, Λ ′ : M → N be strong transformations and η : Λ → Λ ′ a modification. Then the Yoneda Lemma says that Hom C (P, − ) maps
Since ΦΨ is isomorphic to the identity on P, it follows that composition with Φ maps Λ, Λ ′ or η to zero if and only if Λ = 0, Λ ′ = 0 or η = 0, respectively. This implies that the 2-functor Hom C (P, − ) from (12) is locally faithful.
Let Q denote the multiplicity-free direct sum of all objects in P up to equivalence (in particular, this sum is finite). By construction, P is a 2-progenerator for C . Hence there is a direct sum R of principal 2-representations of C and strong transformations Ψ ′ : Q → R and Φ ′ : R → Q such that Φ ′ Ψ ′ is isomorphic to the identity on Q. Since C op is biequivalent to P C ,P , the 2-functor
is locally full and dense by Proposition 3. As the additive closures of P C ,P and P coincide, it follows that the 2-functor
is locally full and dense. Since R belongs to the additive closure of P, we get that the 2-functor
is locally full and dense. Finally, since Φ ′ Ψ ′ is isomorphic to the identity on Q, composition with Ψ ′ gives that the 2-functor
is locally full and dense. The latter implies that the 2-functor Hom C (P, − ) from (12) is locally full and dense.
It remains to show that the 2-functor Hom C (P , − ) from (12) is surjective on equivalence classes of objects. Let now P be a projective 2-representation of A op . Without loss of generality we may assume that A op is cancellative. By Theorem 15, P is equivalent to a direct sum of 2-representations of the form P and E ∈ A op (i, i) such that E 2 ∼ = E. From the definition of A op we have that any such E comes from an idempotent endomorphism of an object Q ∈ P. Since A op is finitary (in particular, ½ i is indecomposable), Q has the form P C j,F for some j ∈ C and F 2 ∼ = F ∈ C(j, j). From Corollary 14(c) it follows that E comes from
i,E and hence Hom C (P , − ) is surjective on equivalence classes of objects.
5.6. The implication (b)⇒(c). We start with the following observation (recall that the definition of the essential 2-subcategories † A and † C is in Section 5.2).
Lemma 17. Under assumption (b) the 2-categories † A and † C are biequivalent.
Proof. The order extends in the obvious way to all P i,E in A -proj (and similarly for C -proj). Note that maximal elements with respect to will be principal. Any biequivalence between A -proj and C -proj maps maximal elements with respect to (for A ) to maximal elements with respect to (for C) and hence induces a biequivalence between † A and † C .
Now from Proposition 3 we have that †
A -afmod and † C -afmod are biequivalent. The proof of the implication (b)⇒(c) is now completed by the following:
Proposition 18. The 2-categories C -afmod and † C -afmod are biequivalent.
Proof. We have the restriction functor
Res : C-afmod → † C-afmod.
Let P be a full subcategory of † C-proj consisting of restrictions to † C of all principal 2-representations of C . As in the previous subsection we have the obvious 2-functor Hom † C (P, − ) :
Moreover, it is easy to check that Res • Hom † C (P , − ) is isomorphic to the identity on † C -afmod. In particular, Hom † C (P , − ) maps non-equivalent 2-representations of † C to non-equivalent 2-representations of C, moreover, it is locally faithful and locally injective on isomorphism classes of objects.
Let M and N be 2-representations of C . Let Λ, Λ ′ : M → N be strong transformations and α : Λ → Λ ′ a modification. Let j be an object of † C and i be an object of C \ † C such that i j. Following the notation of Subsection 5.2, we have the commutative (up to natural isomorphism) diagram
l l from which we have isomorphisms
Furthermore, we also have
This proves that Res maps non-equivalent 2-representations of C to non-equivalent 2-representations of † C, moreover, it also proves that Res is locally faithful and locally injective on isomorphism classes of objects.
Combined with the previous paragraph we have that
• Res and Hom † C (P , − ) induce mutually inverse bijections between equivalence classes of objects,
• locally they induce mutually inverse bijections between isomorphism classes of 1-morphisms,
• locally they induce injections in both directions on the level of 2-morphisms.
Since 2-morphism spaces are finite dimensional, we obtain that the 2-functors Res and Hom † C (P, − ) are mutually inverse biequivalences.
6. Examples 6.1. Morita equivalent but not biequivalent finitary 2-categories. Denote by A the path algebra of the quiver 1 G G 2 over k and let C be a small category equivalent to A-proj. Denote by F the endofunctor of C given by tensoring with Ae 2 ⊗ k e 2 A. Clearly, F 2 ∼ = F. Consider the 2-category C defined as follows:
• C has one object i (which we identify with C);
• 1-morphisms in C are all functors which are isomorphic to a direct sum of copies of F and the identity functor ½ i = Id C ;
• 2-morphisms in C are all natural transformations of functors.
Let A denote the full 2-subcategory of C -proj with objects P i and P i,F . Set A := A op . Then A and C are Morita equivalent by Theorem 16. On the other hand, A has two objects which are not equivalent (since the functors representing the actions of ½ i and F on P i,F are isomorphic while the functors representing the actions of ½ i and F on P i are not isomorphic). At the same time C has only one object. Hence A and C are not biequivalent.
6.2. Indecomposable non-idempotent 1-morphisms which square to idempotent 1-morphisms. Take A = k ⊕ k ⊕ k over k, let D be a small category equivalent to k-mod and C := D ⊕ D ⊕ D (which is equivalent to A-proj = A-mod).
Denote by E the identity functor on D and let F and K be the endofunctors of C given by the matrices   0 E 0 0 E E 0 0 0
respectively. We have K 2 = KF = FK = 0 and F 2 ∼ = F ⊕ K, from which it follows that (F ⊕ K) 2 ∼ = F ⊕ K. Consider the 2-category C defined as follows:
• 1-morphisms in C are all functors which are isomorphic to a direct sum of copies of F, K and the identity functor ½ i = Id C ;
• 2-morphisms in C are given by scalar multiples of the identity natural transformations on F, K and ½ i , extended additively to their direct sums.
The 1-morphism F in C is an indecomposable non-idempotent 1-morphism which squares to an idempotent (but decomposable) 1-morphism.
6.3. Morita equivalence classes for 2-categories of projective functors for finite dimensional algebras. Let A be a finite dimensional k-algebra. Assume that A ∼ = A 1 ⊕ A 2 ⊕ · · · ⊕ A k with A 1 , A 2 , . . . , A k connected (that is indecomposable as algebras). Denote by C A the 2-category defined as follows (compare [MM1, 7.3] ):
• objects are 1, . . . , k where we identify i with some small category equivalent to A i -proj;
• 1-morphisms are all additive functors from A i -proj to A j -proj isomorphic to direct sums of functors realized as tensoring with either projective A j -A ibimodules or, additionally, with the bimodule A i in case i = j;
• 2-morphisms are natural transformations of functors.
Note that, up to biequivalence, C A does not depend on the choice of small categories equivalent to A i -proj for i = 1, 2, . . . , k. The 2-category C A is of particular interest, as in [MM3, Theorem 13] it was shown that fiat 2-categories, which are "simple" in a certain sense, are constructed from these.
. . , B m connected, write A ∼ B provided that the following two conditions are satisfied:
• there are idempotents e, e ′ ∈ A such that dim eAe ′ = 1.
Denote by ≈ the minimal equivalence relation (on the class of all finite dimensional k-algebra) containing both ∼ and the classical Morita equivalence relation for finite dimensional algebras.
Theorem 19. Let A and B be two finite dimensional k-algebras. Then C A and C B are Morita equivalent if and only if A ≈ B.
Proof. We first note that the 2-category C A is, clearly, independent of the choice of A within its Morita equivalence class. Hence, to prove sufficiency it is enough to show that A ∼ B implies Morita equivalence of C A and C B . Let P
be the principal 2-representation of B associated to B m . We identify A with the subalgebra B 1 ⊕ · · · ⊕ B k of B. Let x denote the identity in B m . Then Bx ⊗ k eA and Ae ′ ⊗ k xB are 1-morphisms in C B . As dim eAe ′ = 1, we have
This implies that P To prove necessity, let us analyze idempotent 1-morphisms in C A . Let e, e ′ be primitive idempotents in A and Ae ′ ⊗ k eA the corresponding projective bimodule. We have
This implies that Ae ′ ⊗ k eA ⊗ A Ae ′ ⊗ k eA is idempotent if and only if dim eAe ′ = 1. Note that, by (13), the latter is equivalent to Ae ′ ⊗ k eA being idempotent. By Theorem 16, the Morita equivalence class of a finitary 2-category is obtained by adding or removing retracts of indecomposable principal 2-representations. Let P be a retract corresponding to an idempotent Ae ′ ⊗ k eA. Since Ae ′ ⊗ k eA is idempotent, it factors through k-proj. This implies that the endomorphism 2-category of P 1 , P 2 , . . . , P k , P is biequivalent to C B where B = A⊕k. This completes the proof. 6.4. 2-categories of Soergel bimodules. Let (W, S) be a finite Coxeter system and C W the corresponding coinvariant algebra (see [Wi] for details). Let S (W,S) be a 2-category of Soergel C W -C W -bimodules for (W, S) as defined in [MM1, Subsection 7 .1] or [MM2, Example 3] (in those papers W is assumed to be a Weyl group, however, our more general assumption works just fine, see [EW, Wi] ). The 2-category S (W,S) is usually described using its defining 2-representation:
• S (W,S) has one object which is identified with some small category A equivalent to C W -mod;
• 1-morphisms of S (W,S) are endofunctors of A isomorphic to direct sums of endofunctors given by tensoring with Soergel bimodules;
• 2-morphisms of S (W,S) are natural transformations of functors.
Clearly, up to biequivalence, S (W,S) does not depend on the choice of A.
Proposition 20. Let (W, S) and (W ′ , S ′ ) be finite Coxeter systems. Then the 2-categories S (W,S) and S (W ′ ,S ′ ) are Morita equivalent if and only if (W, S) and (W ′ , S ′ ) are isomorphic.
Proof. The "if" part is obvious. The "only if" part follows from Theorem 16 and the following two observations. Observation 1. The 2-categories S (W,S) and S (W ′ ,S ′ ) are biequivalent if and only if (W, S) and (W ′ , S ′ ) are isomorphic. The "if" part is again obvious. To prove the "only if" part, note that any biequivalence between S (W,S) and S (W ′ ,S ′ ) induces an isomorphism between the 2-endomorphism algebras of the identity 1-morphisms in S (W,S) and S (W ′ ,S ′ ) . By definition, these endomorphism algebras are isomorphic to C W and C W ′ , respectively. Finally, it is easy to check that C W ∼ = C W ′ if and only if (W, S) ∼ = (W ′ , S ′ ).
Observation 2. The only weakly idempotent 1-morphism in S (W,S) is the identity 1-morphism. Tensoring with a Soergel bimodule is a non-zero and exact endofunctor of A and the latter category has only one simple object up to isomorphism (call it L). Let G be an indecomposable 1-morphism in S (W,S) such that F := G • G ∼ = G ⊕ Q is weakly idempotent. Let m be the length of F(L) ∼ = F 2 (L). Then m = m 2 and hence m = 1 (since G is nonzero). It follows that Q = 0 and thus F = G. In particular, F is indecomposable and hence corresponds to some element w ∈ W and, moreover, F(L) ∼ = L. In the natural graded picture F(L) is a graded self-dual vector space with non-zero components in degrees ± the length of w. Therefore F(L) ∼ = L implies that the length of w equals zero and hence w must coincide with the identity element. Therefore F is isomorphic to the identity 1-morphism. This completes the proof.
