Abstract. First we present two classical models of Branched Transport: the Lagrangian model introduced by Bernot, Caselles, Morel, Maddalena, Solimini [3, 7] , and the Eulerian model introduced by Xia [13] . An emphasis is put on the Lagrangian model, for which we give a complete proof of existence of minimizers in a -hopefully-simplified manner. We also treat in detail some σ-finiteness and rectifiability issues to yield rigorously the energy formula connecting the irrigation cost Iα to the Gilbert Energy Eα. Our main purpose is to use this energy formula and exploit a Smirnov decomposition of vector flows, which was proved via the Dacorogna-Moser approach in [9] , to establish the equivalence between the Lagrangian and Eulerian models, as stated in Theorem 4.6.
Introduction
Branched transport may be seen as an extension of the classical Monge-Kantorovich mass transportation problem (see [10] for a general reference). In this problem, we are given two probability measures µ, ν representing the source and the target mass distributions and want to find a map T which sends µ to ν in the most economical way. In the original problem from Monge, the cost of moving some mass m along a distance l is proportional to m × l and each particle moves independently to its destination along a straight line. For example, if one wants to transport a uniform mass on the segment [−1, 1] to a mass 2 located at the point y = (0, 1), the mass will travel along straight lines departing from each point in [−1, 1] to y, hence there are infinitely many transport rays (in fact uncountably many). This is obviously not the most economical way to transport mass if we think for example of ground transportation networks; in this case you do not want to build infinitely many roads but you prefer to build a unique larger road, which ramifies near the source and the destination to collect and dispatch the goods. Hence in accurate models one should expect some branching structure to arise, which we actually observe in the optimal structures for the irrigation costs we deal with here.
This branching behavior may be seen in many supply-demand distribution systems such as road, pipeline or communication networks, but also natural systems like blood vessels, roots or river basins. It is usually due to "economy of scale" principles, which say, roughly speaking, that building something bigger will cost more, but proportionally less: once you have built the infrastructures, it does not cost much more to increase the traffic along the network. Thus it is in many cases more economically relevant to consider concave costs w.r.t. the mass, for instance costs of the form m α × l with α ∈ [0, 1[, which are strictly subadditive in m and will force the mass to travel jointly as much as possible. Notice that to model such behavior either in Lagrangian or Eulerian frameworks, one needs to look at the paths actually followed by each particle, and this could not be done via transport maps T or transports plans π ∈ Π(µ, ν), which only describe how much mass goes from a location x to another location y.
We shall present here the two main models of branched transport: the Eulerian model developed by Maddalena, Morel, Solimini [7] , later studied by Bernot, Caselles, Morel in [3] , and the Lagrangian model introduced by Xia in [13] as an extension to a discrete model model proposed by Gilbert in [6] . In Section 1 we put an emphasis on the Lagrangian model and give a detailed and simple proof of existence of optimal irrigation plans without resorting to parameterizations as done in [3] , thus avoiding unnecessary technicalities and measurability issues. Also notice that, in this way, the Lagrangian branched transport model fits the general framework of dynamical transport problems with measures on curves, as in [4] for Incompressible Euler and in [2, 5] for traffic congestion. Section 2 is devoted to a rigorous proof of the energy formula which connects the irrigation cost I α to the Gilbert Energy E α , tackling some issues of σ-finiteness and rectifiability. In Section 3 we give a brief description of the discrete model by Gilbert and the continuous extension proposed by Xia. The purpose of the article lies in Section 4 which establishes the equivalence between the two models, using the energy formula and a Smirnov decomposition (see [11] ) obtained by Santambrogio in [9] via a Dacorogna-Moser approach, as stated in Theorem 4.6.
1. The Lagrangian model: irrigation plans 1.1. Notation and general framework. Let K be a compact subset of R d . We denote by Γ(K) (or simply Γ) the space of 1-Lipschitz curves in K parameterized on R + , embedded with the topology of uniform convergence on compact sets. Recall that it is a compact metrizable space
Length and stopping time. If γ ∈ Γ, we define its stopping time and its length respectively by
Moreover, one may prove that T and L are both lower semicontinuous functions and, as such, are Borel. We denote by Γ 1 (K) the set of curves γ with finite length, i.e. those satisfying L(γ) < ∞.
Irrigation plans. We call irrigation plan any probability measure η ∈ Prob(Γ) satisfying
Notice that any irrigation plan is concentrated on Γ 1 (K). If µ and ν are two probability measures on K, one says that η ∈ IP(K) irrigates ν from µ if one recovers the measures µ and ν by sending the mass of each curve respectively to its starting point and to its terminating point, which means that
where π 0 (γ) = γ(0), π ∞ (γ) = γ(∞) := lim t→+∞ γ(t) and f # η denotes the pushforward of η by f whenever f is a Borel map . We denote by IP(µ, ν) the set of irrigation plans irrigating ν from µ:
Speed normalization. We say that a curve γ ∈ Γ is parameterized by arc length or normalized if it has unit speed up until it stops, i.e. |γ(t)| = 1 for a.e. t ∈ [0, T (γ)[. If an irrigation plan η ∈ IP(K) is such that η-a.e. curve γ is normalized, we say that η is itself parameterized by arc length or normalized. Set sn : γ →γ the map which associates to each curve γ ∈ Γ(K) its speed normalization 3 . If η ∈ IP(K) is a general irrigation plan one may define its speed normalization asη := sn # η and check that
, and this is all we need since any irrigation plan is concentrated on Γ 1 (K). 3 One may check that it is Borel.
Multiplicity. Given an irrigation plan η ∈ IP(K), let us define the multiplicity
, which is also denoted by |x| η . It represents the amount of mass which passes at x through curves of η. We call domain of η the set D η of points with positive multiplicity (points that are really visited by η):
Simplicity. If γ ∈ Γ, we denote by
the multiplicity of x on γ, that is the number of times the curve γ visits x. We call simple points of γ ∈ Γ those which are visited only once, i.e. such that m(x, γ) = 1 and denote by S γ the set of such points. We say that γ is simple if γ \ S γ = ∅ and essentially simple if H 1 (γ \ S γ ) = 0. As usual we extend these definitions to irrigation plans, saying that η is simple (resp. essentially simple) if η-a.e. curve is simple (resp. essentially simple). Finally we set
which represents the mean number of times curves visit x. Notice that
so that m η (x) is in a way the "full" multiplicity at x.
1.2.
The Lagrangian irrigation problem.
with the conventions 0 α−1 = ∞ if α < 1, 0 α−1 = 1 otherwise, and ∞ × 0 = 0. If µ, ν are two probability measures on K, we want to minimize the cost I α on the set of irrigation plans which send µ to ν, which reads
Notice that I α is invariant under speed normalization, thus we will often assume without loss of generality that irrigation plans are normalized.
The following result gives a sufficient condition for irrigability with finite cost, and may be found in [3] . , hence this condition is necessary for an arbitrary pair (µ, ν) to be irrigable with finite α-cost, provided for example that K has non-empty interior.
1.3. Existence of minimizers. In this section we prove the necessary lower semicontinuity and compactness results leading to the proof of existence of minimizers by the direct method of calculus of variations. We recall here that, unless stated otherwise, continuity properties on Γ relate to the topology of uniform convergence on compact sets and on IP(K) to the weak-⋆ topology in the duality with C(K).
A tightness result. For C > 0 we define IP C (K) as the set of irrigation plans η on K such that
Notice that for a normalized irrigation plan η one has
The following lemma results directly from Markov's inequality.
This can be considered as a tightness result because it means that all irrigation plans η ∈ IP C (K) are almost concentrated (uniformly) on the sets Γ M := {γ ∈ Γ : T (γ) ≤ M }, which are compact for the uniform topology.
Continuity results. When A is a closed subset of K, we set
so that |x| η = |{x}| η . One may show that [A] is Borel. Our first continuity result is that of |·| η along decreasing sequences of closed sets.
Proof. Let us prove that
Since belonging to some [B] only depends on the trajectory of γ, we may assume that it is parameterized by arc length. Because γ has finite length L, there is a sequence (A n ) n and a sequence
Since the (A n )'s are decreasing closed sets, γ(t) belongs to their intersection A, hence γ ∈ [A]. By the monotone convergence theorem
Proof. Given x n → x and η n ⇀ η, take ε > 0. If n is large enough, x n ∈B(x, ε), hence lim sup n |x n | ηn ≤ lim sup n B (x, ε) ηn . Besides, using Lemma 1.2 one gets
where we set A :
It is easy to check A is closed since T is lsc and the ball is closed. Hence passing to the lim sup in n yields
then we pass to the limit ε → 0 using Lemma 1.3:
For any η ∈ IP(K), we define the α-cost of a curve γ ∈ Γ w.r.t. η by
is lsc on K × IP C since θ : (x, η) → |x| η is usc and α − 1 < 0. Now take γ n → γ and η n ⇀ η, then since T is lsc, for ε > 0 and n large enough we have T (γ) ≤ T (γ n ) + ε, which implies that
Suppose for a moment that f is continuous on K × IP C which is a compact metric space, hence it is uniformly continuous. Since γ n converges uniformly to γ on
. Now we have to take care of the |γ n (t)| factor. Since
Prior to extracting the subsequence (γ n k ) k we could have taken first a subsequence ofγ n such that the left hand-side converged to lim inf n
Finally, we use this inequality together with (1.3) and pass to the limit ε → 0 thanks to the monotone convergence theorem, which yields
In general f is not continuous but only lsc, but (1.4) still holds for our function f by considering an increasing sequence of continuous functions f k ↑ f , writing the inequality with f k and using the monotone convergence theorem as k → ∞. We have therefore proven that
Notice that our cost I α may be written as
hence its lower semicontinuity on IP C will be obtained as a corollary to the following lemma.
Proof. Let us prove the first item. Take η n ⇀ η. Since X is a compact metrizable space, so is Γ × X and by Heine's theorem f is uniformly continuous on Γ × X.
The second item is a straightforward consequence of the fact that f can be written as the increasing limit of continuous functions f k , and of the monotone convergence theorem.
Proof. We know by Remark 1.2 that IP C (K) is a closed subset of Prob(Γ) which gives the result by the previous lemma applied to the function f = Z α defined on
Finally, we are left to investigate the continuity of the maps π 0 :
is not necessarily continuous thus π ∞ needs not be continuous on IP(K). Nevertheless, π ∞ is continuous on all the sets Γ M for M > 0 and the tightness result of Lemma 1.2 allows us to conclude. Indeed take η n ⇀ η in IP C (K). Take ε > 0 and M large enough so that
We pass to the lim sup n using the continuity of π M : γ → γ(M ) on Γ, then pass to the limit ε → 0 to yield
which means that π ∞ is continuous on IP C (K).
The existence theorem. We are now able to prove the existence theorem for the minimization problem (LI α ). Theorem 1.9. If µ, ν are probability measures on K, there exists a minimizer η of the problem
Proof. We assume I α ≡ +∞, otherwise there is nothing to prove. Let us take a minimizing sequence η n , which we may assume to be normalized. In particular I α (η n ) ≤ C for some C > 0. Consequently
which implies that η n ∈ IP C (µ, ν). Thanks to Proposition 1.8, IP C (µ, ν) is a closed subset of Prob(Γ) which is compact (and metrizable) by Banach-Alaoglu's theorem, hence it is itself compact and we can extract a converging sequence η n ⇀ η ∈ IP C (µ, ν) up to some renaming. By Corollary 1.7, I α is lsc on IP C (K), thus
which shows that η is a minimizer to the problem (LI α ).
The energy formula
The goal of this section is to establish the following formula
provided η satisfies some hypotheses (namely essential simplicity and rectifiability). The term on the right-hand side is the so-called Gilbert Energy denoted by E α (η). The proof relies solely on the correct use of Fubini-Tonelli's theorem, which requires σ-finiteness of measures. The next subsection is therefore devoted to the rectifiability of irrigation plans.
Rectifiable irrigation plans.
Intensity and flow. We define the intensity i η ∈ M + (K) and flow v η ∈ M d (K) of an irrigation plan η ∈ IP(µ, ν) by the formulas
The quantity i η (dx) represents the mean circulation at x and v η (dx) the mean flow at x. Concentration and rectifiability. Let A be a Borel subset of K. By definition of i η , the following assertions are equivalent:
In that case we say (with a slight abuse) that η is concentrated on A. An irrigation plan η ∈ IP(K) is termed σ-finite if it is concentrated on a σ-finite set w.r.t. H 1 and rectifiable if it is concentrated on a 1-rectifiable set
5
. The intensity i η has a simple expression when η is σ-finite, as shown below. 5 A 1-rectifiable set is the union of an H 1 -null set with a countable union of Lipschitz curves.
Proof. For any Borel set B, one has
The equality on the second line follows from the coarea formula, the next from Fubini-Tonelli's theorem which holds because measures are σ-finite, and the last one from the definition of m η .
In order to prove that the domain D η . = {x ∈ K : θ η (x) > 0} of an irrigation plan is 1-rectifiable, we will need a few notions and non-trivial lemmas of geometric measure theory.
Density of a set. If A is a subset of R d we define the upper and lower 1-density of A at x as
2r .
When these quantities are equal, we call their common value Θ(x, A) the 1-density of A at x. The first lemma we will need is proved in [8, Chapter 8] . 
Proposition 2.5 (Rectifiability of the domain). If η ∈ IP(K) is an irrigation plan, its domain D η is 1-rectifiable.
Proof. First of all, since the domain does not change under normalization, we may assume that η is parameterized by arc length. We have D η = n>0 D n where
Let us show that that H 1 (D n ) < ∞. By contradiction assume that for some n, H 1 (D n ) = ∞, hence thanks to Lemma 2.2 one can find for M > 0 as large as we
The inequality L(η) > M n must be true for all M > 0, i.e. L(η) = ∞, which contradicts the definition of an irrigation plan, hence
e. x ∈ D n by Lemma 2.4, thus it remains only to prove Θ(x, D n ) ≥ 1. If A is a Borel subset of R we denote Leb(A) the set of Lebesgue points of A, which are points t such that
where |X| denotes the Lebesgue measure of X ⊆ R. Recall that by Lebesgue's theorem we have |A \ Leb(A)| = 0. For any γ ∈ Γ 1 , we set
The use of Fubini-Tonelli's theorem is justified since D η = n D n is σ-finite and the last equality follows from
′ there is a curve γ ∈ Γ 1 and a t ∈ A γ ∩ B γ such that x = γ(t), which implies that
It follows from (2.2) and the fact that γ([t − r, t + r]) ⊆B(x, r) because γ is 1-Lipschitz that
But γ has a derivative e at t which has unit norm. Moreover the H 1 -measure of γ([t−r, t+r]), which is a compact connected set, is larger than the distance between γ(t − r) and γ(t + r), and since γ(t ± r) = x ± re + o(r) one has
which yields Θ(x, D n ) ≥ 1. This proves that Θ(x, D n ) exists and is equal to 1 for H 1 -a.e. x ∈ D n hence D n is 1-rectifiable by Lemma 2.3 and D η = n D n as well.
At this stage we have shown that the domain of any irrigation plan is rectifiable, yet this does not mean that any irrigation plan is rectifiable (this is obviously not the case) since η needs not be concentrated on D η . However, it is essentially the only candidate rectifiable set (or even candidate σ-finite set) on which η could be concentrated, as stated below. Corollary 2.6. Given η ∈ IP(K) an irrigation plan, the following assertions are equivalent:
Proof. It is enough to prove (iii) ⇒ (i) by the previous proposition. If η is concentrated on a σ-finite set A, we know by Proposition 2.1 that
Remark 2.1. From this and Proposition 2.1 we get that i η = m η H 1 if η is rectifiable.
The most important consequence of Proposition 2.5 is the following rectifiability result.
Theorem 2.7 (Rectifiability). If η has finite α-cost with
Proof. Because of the previous statement, we need only show that η is concentrated on D η . We have I α (η) .
|dx|η(dγ) < ∞ hence for η-almost every curve γ, for H 1 -almost every x in γ, |x| α−1 η < ∞, which implies that |x| η > 0 i.e. x ∈ D η . By definition, it means that η is concentrated on D η .
Proof of the energy formula. We define the Gilbert Energy
and a variantĒ α : IP(K) → [0, ∞] (kind of a "full" energy)
Assuming α ∈ [0, 1[, we would like to establish the energy formula
This does not hold in general. Actually we are going to show that I α (η) =Ē α (η) for all irrigation plan η ∈ IP(K) and thatĒ α (η) = E α (η) provided η is essentially simple.
Theorem 2.8 (Energy formula).
Assuming α ∈ [0, 1[, the following formula holds:
Moreover, if η is essentially simple this rewrites
Proof. By Theorem 2.7, if η is not rectifiable then I α (η) = E α (η) =Ē α (η) = ∞ and the result is clear. Now we assume that η is rectifiable, which means that it is concentrated on the rectifiable set D η , according to Theorem 2.7 and Corollary 2.6. Notice that by the coarea formula we have
thus the goal is to reverse the order of integration. Here Fubini-Tonelli's theorem applies because η is concentrated on its domain, which is rectifiable, which yields
and (EF') holds. Now if η is essentially simple then in all the previous calculations m η (x) = θ η (x) so that
thus getting (EF).
Remark 2.2. Actually, the proof shows that the equality I α (η) =Ē α (η) (and I α (η) = E α (η) if η is essentially simple) holds also for α = 1 provided η is rectifiable. However, one may find η non-rectifiable such that
Notice also that 0
explains why we imposed E α (η) =Ē α (η) = ∞ if η is not rectifiable.
2.3.
Optimal irrigation plans are simple. In this section we shall prove that optimal irrigation plans are necessary simple using the energy formula.
"Reduced" intensity. We associate to any irrigation plan η ∈ IP(K) a "reduced" intensity j η by
for all φ ∈ C(K). It is a positive finite measure, since the total mass is
Remark 2.3. Notice that if A is a Borel set, j η (A) = 0 ⇔ i η (A) = 0 hence by definition η is rectifiable if and only if j η is concentrated on a rectifiable set, in which case it is concentrated on the rectifiable domain D η and one has j η = θ η H 1 using Fubini-Tonelli's theorem.
Lemma 2.9 (Simple replacement). Let η ∈ IP(µ, ν) be an irrigation plan. Consider the minimization problem
Then (i) this problem admits minimizers which are all simple, (ii) if η is rectifiable, all minimizers ζ are also rectifiable and j
Any minimizer of (LEN η ) is called a simple replacement of η.
Proof. Let us call m the infimum of (LEN η ) and show that it admits a minimizer. Take a minimizing sequence (ζ n ) n such that every ζ n is normalized, in particuliar ζ n ∈ IP C (K) for some C > 0. Up to extraction we have convergence ζ n ⇀ ζ, and since IP C (µ, ν) is closed by Proposition 1.8, ζ ∈ IP C (µ, ν). Moreover L(ζ) = m by lower semicontinuity of L . = I 1 on IP C (K), which we proved in Corollary 1.7. Now in order to show that ζ is a solution of (LEN η ) we only have to check the last constraint j ζ ≤ j η . Take any open set O. One has
By a generalization of Golab's Theorem (see [1] ), the following holds
if γ n → γ uniformly on compact sets, which means that
is lower semicontinuous and one gets
for all open set O. This implies that j ζ ≤ j η by regularity of finite measures hence ζ is a minimizer of (LEN η ). Let us check that any minimizer ζ is simple. By contradiction, if it was not simple there would be a set Γ ′ ⊆ Γ such that ζ(Γ ′ ) > 0 and every γ ∈ Γ ′ has a loop. One may define a Borel map r : γ → r(γ) which removes from γ ∈ Γ ′ the loop with maximal length (the first one in case there are several), and is identical on Γ \ Γ ′ . Then setζ := r(ζ). Obviously one has L(ζ) < L(ζ),ζ ∈ IP(µ, ν) and jζ ≤ j ζ , which contradicts the optimality of ζ in (LEN η ).
Finally, suppose η is rectifiable and take ζ a minimizer of our problem. According to Remark 2.3, the inequality j ζ ≤ j η implies that ζ is rectifiable and j η = θ η H 1 , j ζ = θ ζ H 1 , which yields (ii).
is optimal with finite α-cost, then it is simple.
Proof. The case α = 1 is straightforward from Lemma 2.9 since L = I 1 . Now we assume that α < 1 and take η optimal, in which case the finiteness of the α-cost implies the rectifiability of η by Theorem 2.7. We need only show that η is a minimizer of (LEN η ). Takeη a simple replacement of η. Then since η,η are rectifiable and θη ≤ θ η H 1 -a.e., one has
Since η is optimal we have equality everywhere, which means that
hence η minimizes (LEN η ) and is as such simple by Lemma 2.9.
The Eulerian model: irrigation flows
In this section we present the Eulerian model of branched transport, which was introduced by Xia in [13] as a continuous extension to a discrete model proposed by Gilbert in [6] .
3.1. The discrete model.
Oriented Graph. An oriented graph in K is a pair G = (E, w) where E = E(G) is a set of oriented segments (e 1 , . . . , e n ) called edges and w : E(G) →]0, ∞[ is a function which gives a weight to any edge. An oriented segment e simply consists of an ordered pair of points (e − , e + ) in K which we call starting and ending point of e. We denote by |e| := |e + − e − | its length, byê := e + −e − |e + −e − | ∈ S d−1 its orientation provided e + = e − , and set G(K) to be the set of oriented graphs on K.
Irrigation Graphs. Given two atomic probability measures µ = i α i δ xi and ν = i β i δ yi , we say that G irrigates ν from µ if it satisfies the so-called Kirchhoff condition, well-known for electric circuits:
incoming mass at v = outcoming mass at v, for all vertex v of the graph. By "incoming mass" we mean the total weight of edges with terminating point v, increased by a i if v = x i , and by "outcoming mass" we mean the total weight of edges with starting point v, increased by b j if v = y j . Indeed µ and ν are seen as mass being respectively pushed in and out of the graph. The set of graphs irrigating ν from µ is denoted by G(µ, ν).
Discrete Irrigation Problem. With a slight abuse, we define the α-cost of a graph as
w(e) α |e|, which means that the cost of moving a mass m along a segment of length l is m α · l. Given µ, ν two atomic probability measures, we want to minimize the cost of irrigation among all graphs sending µ to ν, which reads
3.2. The continuous model. From now on we assume that α ∈ [0, 1[.
where ∇·v is the divergence of v in the sense of distribution. We denote by IF(K) the set of irrigation flows.
Remark 3.1. These objects have several names. They are called 1-dimensional normal currents in the terminology of Geometric Measure Theory, and are called traffic paths by Xia in [13] .
Rectifiable irrigation flow. Recall that if E is a 1-rectifiable set, at H 1 -a.e x ∈ E there is an approximate tangent line (see [8, Chapter 17]) denoted by Tan(x, E). An irrigation flow of the form v = [E, τ, θ] where E is 1-rectifiable and τ (x) ∈ Tan(x, E) for H 1 -a.e. x ∈ E is termed rectifiable.
From discrete to continuous. Consider a graph G ∈ G(K). One can define the vector measure v G by
[e,ê, w(e)].
One can check that ∇ · v G = e∈E(G) w(e)(δ e − − δ e + ) ∈ M(K) and that it is a rectifiable irrigation flow on K. Also, both the cost E α and the constraint G ∈ G(µ, ν) can be expressed solely in terms of v G . Indeed if we identify v G with its H 1 -density, one has
And the Kirchhoff condition is expressed in terms of the divergence ∇ · v G :
This leads to defining the following cost on IF(K):
which is called the α-mass of v. Actually, Xia gave a different definition of M α in [13] , as a relaxation of the E α functional:
where v n N − ⇀ v means that v n ⇀ v and ∇ · v n ⇀ ∇ · v weakly-⋆ as measures on K. These definitions coincide on IF(K) as shown in [14] , and
as soon as v has an H 1 -density. Finally, we say that v sends µ to ν if ∇ · v = µ − ν and denote by IF(µ, ν) the set of such irrigation flows.
Eulerian irrigation problem. We are now able to formulate an Eulerian irrigation problem in a continuous setting. Given two probability measures µ, ν ∈ Prob(K), we want to find an irrigation flow v sending µ to ν which has minimal α-mass. This reads
Xia proved the following theorem in [13] . 
Equivalence between models
In this section we show that the Lagrangian and Eulerian irrigation problems are equivalent, in the sense that they have same minimal value, and one can build minimizers of one problem from minimizers of the other. In this section we assume 1 − 1 d < α < 1.
From Lagrangian to Eulerian.
Recall that we have associated to any irrigation plan η ∈ IP(K) an intensity i η ∈ M + (K) and a flow v η ∈ M d (K). We will show that v η is an irrigation flow sending µ to ν and satisfying M α (v η ) ≤ I α (η) under some hypotheses. 
We have therefore proven that we have
and that if η is optimal, v η is a good optimal candidate for the Eulerian problem (EI α ).
From Eulerian to Lagrangian.
Given an irrigation flow v ∈ IF(µ, ν) of finite cost M α , we would like to build an irrigation plan η ∈ IP(µ, ν) such that v = v η (and whose cost is less than v). This is not true in general but a Smirnov decomposition gives the result if v is optimal for (EI α ).
Cycle. If v ∈ IF(K), we say that w ∈ IF(K) is a cycle of v if |v| = |w| + |v − w| and ∇ · w = 0. It is easy to check that if v is rectifiable then w and v − w are also rectifiable. The following Smirnov decomposition is proved by Santambrogio via a Dacorogna-Moser approach in [9] . Proof. Let us take v η , w as in the previous theorem. Since M α (v) < ∞, v and v η are rectifiable, and by optimality of v one has
thus we must have |w(x)| = 0 H 1 -a.e., which means w = 0, thus v = v η and (i) holds. This implies |v η | ≤ i η ≤ |v| = |v η | and thus we have the equality |v η | = i η wanted in (ii). Proof. Take η as in the previous corollary. Since M α (v) < ∞, v is rectifiable and i η = |v| is concentrated on a rectifiable set, which means by definition that η is rectifiable. As a consequence |v| = i η = m η H 1 and we have
