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Abstract
The inner structure of nucleons and thus the fundamental interaction between the
constituents, the quarks, can be investigated by means of the hadron spectroscopy.
On the basis of the hadron spectroscopy, the different excitation states of the proton,
the so-called resonances, can be determined, and thus also the possible degrees
of freedom. Since the degrees of freedom determine the number of excited states,
conclusions can then be done about the structure of the nucleons. However, the
previously measured excitation spectrum of the proton cannot yet be fully described
with the theoretical predictions of the quark models or the lattice gauge theories.
Significantly more resonances are predicted at higher energies which so far could
not be found in the experiments. This phenomenon is known as the problem of
the missing resonances. But so far it is unclear, if these discrepancies are caused
by assumed degrees of freedom in the theoretical models which are not realisable
in nature or from the experimental bias. Due to their low lifetime, the different
resonances of the excitation spectrum overlap and are difficult to identify.
Through the polarisation observable measurements, the individual resonance contri-
butions can be identified more easily because they are more sensitive to interference
terms and therefore also to the weak resonance contributions. For this purpose the
polarisation observable for the double pi0 photoproduction off the free proton were
analysed. The double pi0 photoproduction is one of the most interesting reaction
for the measurement of these observables. It allows to search for excited nucleon
states which decay preferentially via cascades involving intermediate excited states.
Furthermore, the background of non-resonant terms is small since the photon does
not couple directly to neutral pions.
The measurement of the double polarisation observable F and the single polarisation
observable T were performed at the MAMI tagged photon facility in Mainz, Germany,
using circularly polarised bremsstrahlung photons with incident energies from 450
up to 1450 MeV and a transversally polarised butanol target. The double pi0 reaction
was identified using a combined setup of the Crystal Ball calorimeter and a TAPS
forward wall and additionally the PID and the MWPCs for the charged particle
tracking, which results in an almost 4pi acceptance.
The polarisation observables were extracted from the data sets by the use of two
different methods, the carbon subtraction method and the hydrogen normalisation
method. It could be shown that the polarisation observable results for both methods
are consistent. In order to check possible systematic uncertainties from the measure-
ment with butanol targets also the absolutely normalised unpolarised cross sections
were extracted and composed to results from measurements with liquid hydrogen
i
targets.
The experimental results were measured for further studies of the partial wave
content of the double pion photoproduction in the second and third resonance
regions. Therefore, the measured polarisation observables are compared to two
different predictions of partial waves analysis, the isobar MAID model and the Bonn-
Gatchina partial wave analysis. The measured results show distinct differences to
the predictions and deliver new information for partial wave analysis.
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1Introduction
In this chapter, an introduction of the structure of the nucleon and the underlying
theory for the measurement of the polarisation observables F and T will be given.
An overview of the current experimental results and theoretical knowledge of the
structure of the nucleon and the excitation spectrum is shown in Section 1.1.1. The
differences of the nucleon excitation spectrum between the measured experimental
results and the predictions of the quark model and lattice Quantum Chromodynamics
(QCD) will be discussed in Section 1.1.1. Section 1.2 introduces the formalism to
describe the double pi0 reaction in the context of kinematical consideration and the
different amplitude representations. In Section 1.3, the formalism and the idea for
the measurement of the polarisation observables are discussed. In Section 1.4.1,
the used models will be described. In the last Section 1.5 the current results of the
double pi0 reaction channel will be shown.
1.1 The Structure of the Nucleon
Protons and neutrons referred to as nucleons are the basic elements of the atomic
nuclei. The proton, the only stable hadron and the lightest baryon, was identified
around 1919 experimentally by Ernest Rutherford [1] as a constituent of atomic
nuclei. Ernest Rutherford was also the first person who recognized that atoms have
small cores with positive charge and formulated the Rutherford atom model on the
basis of his scattering experiments [1]. In the 1932, existence of the neutron as a
neutral nuclear particle was experimentally confirmed by James Chadwick [2].
The first evidence of the substructure of the nucleons was given by the measurement
of the magnetic moment in 1933 by R. Frisch and O.Stern [3]. Their measurements of
the magnetic moment of the nucleons disagree with the prediction of a structure-less
spin 1/2 particles. It has been shown that the proton has a different than expected
magnetic moment as the electron of µN = e~/2mpc, where e is the electron charge,
~ is the reduced Planck constant, mp is the proton mass, and c is the speed of light.
No magnetic moment was ever expected for the neutron. Therefore, the measured
magnetic moments of the proton µp = 2.792 µN and of the neutron µn = −1.913 µN
are in contradiction to point-like particles.
The electron scattering experiments in the 1950 by Hofstadter et al. [4] confirmed
the existence of the substructure of the protons. The measured cross section of the
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proton was not compatible with a point-like particle and a charge radius for the
proton of
√
〈r2p〉 = 0.74 fm could be extracted.
Until today, the nucleon properties based on the composition of the quarks and
gluons and their interaction are not well understood. Therefore, the current tasks of
nuclear physics is the understanding of the inner structure of the nucleons by means
of experiments and the explanation of the measured results by models.
1.1.1 Nucleon Resonances
For the nucleon, a similar system of excited states for different energy levels as the
atom can be observed. In the atom, the transition between the different excitation
states are given by the emission and absorption of photons, the quantum field of
the electromagnetic field [5]. In atomic spectroscopy, the emitted photons with
defined energies from the excited atom can be investigated as emission lines and
information about the electromagnetic interaction between the nucleons and the
atomic electron shell of an atom can be obtained. For the atom, the masses of the
involved elementary particles are essentially larger than the energy distances in
between the levels and thus, atom spectroscopy shows discrete emission lines, which
can be assigned to different excitation states. For the nucleon, the situation is much
more complicated since the energy distances of the different excited states are on the
order of magnitude of the masses from the involved constituents. For the nucleon,
the transitions in the excitation spectra involve the emission of mesons by the strong
interaction. For hadron spectroscopy, baryons are excited by means of high energy
projectiles such as photons or pions and the final states were then investigated.
Through this information over the inner construction of the nucleons, the proton
and the neutron and the nature of the interaction between the constituents can be
studied.
Whereas in the absorption spectrum of the atom, sharp absorption lines correspond-
ing to certain energies are visible, can only a few broad peaks at low energies be
recognized in the excitation spectrum of the proton or neutron. These peaks corre-
spond to nucleon resonances which can be assigned to single particles with defined
quantum numbers such as the spin, isospin, peak widths, and masses. Since the
dominant decay channel of nucleon resonances is defined by the hadronic decay via
the emission of mesons, the excited states have a very short lifetime of τ ≈ 10−24s
and the spacing of the resonance peaks is either more than 10 MeV [6]. Therefore,
the resonance peaks have a large overlap especially in the high energy ranges where
the level density of the excited states is larger. This makes it difficult to identify
and investigate the individual states, as demonstrated in the total photoabsorption
cross section shown in Fig. 1.1. It can be seen that decay modes involving different
mesons make different constitutions to the total photoabsorption, thus carrying
complementary information about the excitation of nucleon resonances. In general,
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Figure 1.1.: Total photoabsorption cross section for the free proton and contributions from
different meson final states. Figure taken from [7].
nucleon resonances cannot be simply identified as resonance bumps in total cross
sections. This is only the case in a few exceptional cases as the ∆(1232) in pion
production or the S11(1535) in η-production [6]. Identification of the overlapping
resonances at higher energies requires detailed studies of angular distributions and
polarisation observables.
The low energy excitation schema of the nucleon with the dominating transition, the
hadronic decay via the emission of mesons is summarized in Fig. 1.2. The excited
states of the nucleon are divided in isospin I = 1/2 referred to as N∗-resonances
and isospin I = 3/2 states referred to as ∆-resonances. For the nucleon resonances,
the following notation is used [6]:
L2I2J(W ), (1.1)
where L is the orbital angular momentum from the decay of the resonance from
the corresponding nucleon-meson pair, I is the isospin, and J is the spin of the
resonances, respectively, and W is the mass of the resonance in MeV/c2. The or-
bital angular momentum L is generally given in the spectroscopically notation as
S, P,D, ...
The photoproduction of the double pi0 mesons allows for the investigation of sequen-
tial and direct decay of resonances. In the sequential decay of the resonances, the
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excited nucleon state decays in a first step into the intermediate nucleon excited
state via the emission of a first pion and then back into the nucleon ground state via
the emission of a second pion. The sequential decay channel over the ∆ resonance
γp → N∗,∆ → ∆(1232) → ppi0pi0 is allowed for all higher lying resonances and
allows the study of the sequential resonance-resonance decays. For the direct decay
of the resonance, the excited nucleon state decays into two pions to the nucleon
ground state. For the direct decay of γp → P11(1440) → p(pi0pi0)I=0s , the two final
state pions are correlated in a relative s-wave [8]. This direct decay channel is the
only one of this kind which is allowed in the second resonance region for the photo-
production of two pi0 mesons. The direct decay over the ρ meson only contributes to
the charged pion channels, since the ρ meson cannot decay into two neutral pions.
Figure 1.2.: Low lying excited states of the nucleon and the shown decay modes via the
emission of mesons. The solid red arrows indicate the decays via pion emission and η-
emission is shown by the red lines with isospin I = 1/2 on the left hand side and isospin
I = 3/2 on the right hand side. Figure taken from [9].
1.1.2 Description of Models
Hadron spectroscopy provides an experimental possibility to get more information of
the inner structure of the nucleons and the strong interaction between the involved
constituents. However, the perturbative calculations of the underlying theory of
the strong interaction of the QCD can only be calculated and compared with the
experimental results for small distances of r  1 fm between the quarks. The
distances are the so called "asymptotic freedom" as the quarks can move quasi freely
4 Chapter 1 Introduction
[10]. For greater distances of r ≥ 1fm, the potential between the quarks increases.
This effect is denoted as the "confinement" and cannot be described by perturbative
calculations of QCD. This can be seen in Fig. 1.3 by the large coupling constants αs
for the strong interaction of QCD. For these cases, only phenomenological models
such as quark models and numerical solutions of QCD formulated in lattice gauge
theory exists. The quark model and lattice gauge theory will be explained in the
following sections.
Figure 1.3.: Summary of the measurement results of the coupling constant αs as a function
of the energy scale Q. The open symbols indicate next-to-leading order QCD calculations
and the closed symbols indicate the next-to-next-to-leading order QCD calculations. The
yellow curves are the QCD predictions for the combined world average values of the coupling
constants αs for the strong interaction of the energy scale Q = MZ0 defined by the mass of
the Z0 boson. Figure taken from [11].
Quark Models
The quark models are used to predict the masses and the quantum numbers of
the different resonances. The most basic version of the quark model was originally
proposed by Murray Gell-Mann [12], [13] and George Zweig [14] in the 1960s. They
suggested quarks as the fundamental components of mesons and baryons, whereby
mesons are compound of a quark-antiquark pair (qq¯) and baryons of three quarks
(qqq). Therefore, the three varieties of quarks were introduced, the up (u), down
(d) and strange (s) quarks with spin 1/2 and the electric charge of +2/3 for the up
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quark, −1/3 for the down quark, and −1/3 for the strange quark. The three lightest
quarks defined by Gell-Mann and additional quarks of the Standard Model of particle
physics are shown in Table 1.1. In their quark model, they arranged these bound
Generation Name Symbol Charge Flavour Hypercharge Mass (MeV)
1
Up u +2/3 lZ = +1/2 1/3 2.3+0.7−0.5
Down d −1/3 lZ = −1/2 1/3 4.8+0.5−0.3
2
Charm c +2/3 C = +1 4/3 1275± 25
Strange s −1/3 S = −1 −2/3 95± 5
3
Top t +2/3 T = +1/2 4/3 173070± 890
Bottom b −1/3 B′ = −1 −2/3 4180± 30
Table 1.1.: Three generations of the grouped quarks. Table taken from [15].
quark systems of the mesons and baryons into the so called hadrons in a multiplet
structure by using the representation of the Lie group SU(3). With this quark model
by Gell-Mann and Zweig, all the known particles could be classified and the existence
of the Ω− particle could be predicted by the quantum number arrangement of the
baryon-3/2 decupled. When the Ω− particle was then experimentally discovered
in 1964, the quark model gained acceptance. From the arrangement of the leptons
at that time, Sheldon Glashow and James Bjorken concluded that the quarks must
have the same arrangement and postulated the existence of a fourth quark, the
charm quark with electrical charge of −1/3, which was discovered much later. O.W.
Greenberg [16], M.Y. Han, and Yoichiro Namu [17] introduced the quark property,
the color charge with the classification of red (r), blue (b) and green (g) in 1965.
The introduction of the color charge solved the problem of an additional quantum
number with the symmetric wave function of the ∆++ particle, which offends the
Pauli principle.
In 1968− 69 at the Standford Linear Accelerator (SLAC), it was discovered that the
electrons, which were scattered on protons are rebound on point like constituents
inside the proton. Based on this experimental result, James Bjorken and Richard P.
Feynamn [18] concluded that the proton consists of spin 1/2-particles, which they
called partons. The existence of these patrons can be explained by the scaling of the
deep inelastic scattering cross sections, which were derived from J. Bjorken and E.
Paschos [19] from the current theory. The Bjorken-Scaling theory was confirmed in
1969 by the experiment of Jerome I. Friedman, Henry W. Kendall, and Richard E.
Taylor [20] and since then, it was clear that the so called patrons were quarks.
In 1973, the quantum field theory for the strong interaction based on the theory
of the quarks and gluons was formulated. This quantum field theory has the same
underlying theory as the quantum electrodynamics (QED), but is called QCD because
of the additional consideration of the color charge. David Politzer, David Gross, and
Frank Wilczek [21],[22] explained the asymptotic freedom of the strong interaction.
Based on this asymptotic freedom, the small forces between the quarks can be
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explained at large momentum transfers. In the standard model of the elementary
particles, the strong, weak, and electromagnetic interactions between all the known
elementary particles are described by quantum field theories.
For the understanding of the nucleon structure, the relevant effective degrees-
of-freedom which reflect the internal symmetries of the underlying fundamental
interaction have to be identified. Therefore, a constituent quark model based on a
harmonic oscillator potential was introduced for the determination of the effective
degrees-of-freedom of the nucleon by Gell-Mann [13], Greenberg [23], Darlitz
[24], and collaborators. For the description of the quark model, it is assumed that
the nucleon consists of three equivalent constituent quarks bound in a collective
potential. On the basis of this model, the masses of the ground state baryons could
be explained, but not the excited states of the baryons. Further non-relativistic
harmonic models were developed by Greenberg [16], Darlitz [24], Fairmann and
Hendry [25] for the theoretical explanation of the nucleon excited states. The
first assumption was that in addition to the collective potential, a gluon exchange
between the quarks is possible. The calculation of the strong coupling constant from
the hyperfine structure and the first nucleon excited state, the ∆ resonance shows
that the assumption of the additional gluon exchange between the quarks leads only
to a strong simplification of the fine splitting and the excited states of the baryons
could not be explained. The model of Isgur and Karl [26] is based on the spin-spin
interactions. As a result of the large contribution of the spin-spin interactions, the
spin-orbit interactions are then less important. With this model, the baryon spectra
has been described for the very first time and predictions about resonances could be
made.
The number of excited states are determined by the degrees of freedom of the
nucleons and are given by their residual quark-quark interaction. Therefore, the
degrees of freedom can be increased by the consideration of different interaction
models of the quark. For the quark-diquark model, a closely bound diquark-cluster
plus one free quark is assumed, which leads to fewer excited states. In the flux tube
model, the three constituent quarks and flux tubes are excited. This description leads
to much more excited states. The relativistic quark model by Löring, Metsch and
Petry [27] is based on the flux tube definitions, whereby the confinement is a linearly
rising three-body string potential. The interaction between the quarks is described by
instanton interactions and therefore, the quarks are bound in the baryon by a linear
increasing potential. The predictions of the quark model of Löring, Metsch and Petry
and the measured results of the nucleon resonances for the different orbital angular
momentum and parities are shown in Fig. 1.4. Plotted are the calculated resonance
masses shown by the blue lines against the measured resonance mass, shown by the
red and green lines for different spins and parities. The wide range of the measured
resonance masses is indicated by the colored bar for the different experimental
resonance masses. It can be seen that the theoretical predictions only in the low
energy range match in a good approximation. However, for higher lying energies,
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discrepancies occur and much more resonances are predicted by the quark model
than were measured. This is known as the problem of the missing resonances.
Figure 1.4.: Definition of the nucleon resonances after Löring, Metsch and Petry [27].
Plotted are the calculated resonance masses shown by the blue lines against the measured
resonance masses shown by the red and green lines for different spins and parities. The
measurement uncertainties are shown by the high of the colored bar for the different
experimental resonance masses. Figure taken from [27].
Lattice QCD
In addition to the quark model, the calculation of the lattice gauge theory, lattice
QCD, can also be used as an underlying theory for the prediction of the excitation
spectra and the corresponding resonances of the nucleons. Lattice gauge theories are
essentially non-perturbative numerical methods to solve the quantum field theory
of QCD [5]. In the basis of the lattice gauge theory, fundamental features of the
lower energy nucleon spectrum for the strong interaction can be calculated. The
mathematical description of the lattice gauge theories of discrete time and space
points defined on a cubic lattice allows for calculations, which cannot be solved by
perturbation theory. In the lattice gauge theory, the quarks are described as points
on the four-dimensional lattice which interacts via gluons. Therefore, the degrees of
freedom of the quarks are defined by the fields on the lattice points and the degree
of freedom of the gluons is defined by the fields of the connection lines between
the quarks. For the calculation of the physical properties of the quarks, QCD chance
calculations are then used. In this calculation, the lattice distances and the masses
8 Chapter 1 Introduction
of the quarks are extrapolated (e.g. with chiral perturbation theory) to the physical
point. The effective mass of the pions is usually used in these calculations. A specific
nucleon excitation spectrum of the lattice gauge theory, extrapolated to a pion mass
of mpi = 396 MeV by Edwards et. al. [28] is shown in Fig. 1.5. The prediction of
the excited nucleon spectra of the lattice gauge theory has the same structure as
the one obtained by the quark models, despite the pion mass used for the lattice
QCD calculations was mpi = 396 MeV and not yet matched with the physical pion
mass of mpi = 134.9766 [15]. Especially for the low-lying states of the N∗ and ∆
resonances, the lattice QCD and the quark model predicts the same pattern of states.
The constituent quark models and the lattice QCD predict for the first excitation state
of the N∗ resonance with two negative parity states for J = 1/2 and J = 3/2 and
one singlet state for J = 5/2 and no state for J = 1/2. Even for the second excited
states of the N∗ resonances with positive parity, the predictions of lattice QCD and
the quark model show the same prediction pattern of four states with J = 1/2, five
states with J = 3/2, three states with J = 5/2, and one state with J = 7/2. Due to
the difference between the used pion mass and the physical pion mass, the obtained
lattice QCD results could not be compared with the experimentally measured results.
The results of lattice QCD are similar to the quark model and predict much more
states at higher energies, which have not been observed experimentally.
In summary, the quark model and lattice QCD predict more resonances than experi-
mentally found. The difference between the predicted and the measured resonances
can appear through wrong assumptions in the quark models and in the lattice QCD
or from the inadequate experimental measurements.
Figure 1.5.: Predictions of the N∗ and ∆ resonances from the lattice gauge theory by
Edwards et. al. [28] at a pion mass of mpi = 396 MeV. Figure taken from [28].
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1.2 Formalism of the Double pi0 Meson
Photoproduction
In this section, the underlying formalism of the double pi0 meson photoproduction
will be discussed. For the creation of the resonances of a certain reaction, multipole
excitations are necessary, which will be discussed in Section 1.2.1. For the determi-
nation of the contributing resonances of reactions, amplitudes have to be generated
from the multipoles. The generation of the CGLN amplitudes and the helicity ampli-
tudes from the multipoles are discussed in Sections 1.2.3 and 1.2.4, respectively. In
order to finally reconstruct the resonances from the measured amplitudes, partial
wave analysis is necessary, which is discussed in more detail in Section 1.4.
1.2.1 Electromagnetic Multipoles
The excited states of the nucleon can be studied with the photoproduction of mesons.
The nucleon is excited by the interaction with a high energy photon, forming a
resonance, and decays back into the nucleon ground state via the emission of a
meson. The process of the photoproduction of mesons via excitation of nucleon
resonances is shown in Fig. 1.6 for the single pi0-photoproduction.
Figure 1.6.: Principle of the meson photoproduction with an intermediate nucleon resonance
for the single pi0-photoproduction. Figure taken from [29].
The intermediate resonances can be defined by parity and angular momentum based
on the multipole components of the initial and final states. The initial state is defined
by a photon with parity Pγ and total angular momentum ~Lγ = ~l + ~sγ given by the
photon spin ~sγ and the orbital angular momentum ~l relative to the target nucleon,
and a nucleon with parity PN . In the process, the photon with parity Pγ and total
angular momentum ~Lγ couples electromagnetically to the nucleon with parity PN
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and nucleon spin ~JN (J = 1/2) and produces a resonance with parity PN∗ and spin
~JN∗ . For the initial state and the intermediate resonance of the meson photoproduc-
tion process, the following selection rules obey [6]:
|Lγ − JN | = |Lγ − 12 | ≤ JN∗ ≤ |Lγ +
1
2 | = |Lγ + JN | (1.2)
and
PN∗ = PN · Pγ = Pγ . (1.3)
The resonance decays via the strong interaction to the nucleon ground state with
the emission of a meson. For pseudoscalar mesons like pions the decay meson has
spin ~spi0 (s = 0), parity Ppi0 , and relative orbital angular momentum Lpi0 . For the
final state, the decay meson and the nucleon, the following selection rules have to
be fulfilled [6]:
|Lpi0 − JN | = |Lpi0 −
1
2 | ≤ |JN∗ | ≤ |Lpi0 +
1
2 | = |Lpi0 + JN | (1.4)
and
PN∗ = PN · Ppi0 · (−1)Lpi0 = (−1)Lpi0+1. (1.5)
Thus, the following condition applies by combining the selection rules of the initial
and finals states, given by Equations 1.2 and 1.4 [6]:
Lγ ± 12 = JN∗ = Lpi0 ±
1
2 , (1.6)
where both ± signs are independent. Consequently, the parity conditions for the
photoproduction process can be obtained by combing Equations 1.3 and 1.5 [6]:
Pγ = PN∗ = (−1)Lpi0+1. (1.7)
For the excitation of certain spin and parity states, electromagnetic multipole transi-
tion of the initial photon are necessary. Due to the parity and angular momentum
conservation, two multipoles possibilities are allowed: electric multipoles (El) and
magnetic multipole (Ml), whereby l stands for the total angular momentum of the
incident photons. The difference between the two multipole types lies in the parity.
For the electric multipoles, the parity is defined by Pγ = (−1)Lγ , while for the
magnetic multipoles, the parity is defined by Pγ = (−1)Lγ+1 with the total angular
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momentum of the photon Lγ . Therefore, the conditions of the electric and magnetic
multipoles are given by [6]:
El : L = Lpi0 ± 1 (1.8)
Ml : L = Lpi0 , (1.9)
where for pseudoscalar photoproduction the notation of El± and Ml± is used. El±
and Ml± indicates whether the nucleon spin has to be added or subtracted from the
orbital momentum ~l to obtain the total angular momentum JN∗ of the intermediate
state. For the identification of the generated resonances, the contributing multipoles
have to be clearly determined. An overview of the lowest order multipole amplitudes
for the single pi0 peseudoscalar photoproduction is given in Table 1.2. Resonances
with a total angular momentum of JN∗ > 1/2 can be generated by an electric and
by a magnetic multipole.
photon initial state interm. final state multi-
M-pole (LPγ , JPN ) state JPN∗ (JPN , LPpi0) pole (k∗/q∗)dσ/dΩ
E1
(
1−, 12
+) 1
2
− (1
2
+
, 0−
)
E0+ |E0+|2
3
2
− (1
2
+
, 2−
)
E2− 12 |E2−|2
(
5− 3x2)
M1
(
1+, 12
+) 1
2
+ (1
2
+
, 1+
)
M1− |M1−|2
3
2
+ (1
2
+
, 1+
)
M1+
1
2 |M1+|2
(
5− 3x2)
E2
(
2+, 12
+) 3
2
+ (1
2
+
, 1+
)
E1+
9
2 |E1+|2
(
1 + x2
)
5
2
+ (1
2
+
, 3+
)
E3− 92 |E3−|2
(
1 + 6x2 − 5x4)
M2
(
2−, 12
+) 3
2
− (1
2
+
, 2−
)
M2− 92 |M2−|2
(
1 + x2
)
5
2
− (1
2
+
, 2−
)
M2+
9
2 |M2+|2
(
1 + 6x2 − 5x4)
Table 1.2.: Lowest order electromagnetic multipole amplitudes for pseudoscalar meson
photoproduction. Figure taken from [6].
1.2.2 Amplitude Representation
As mentioned before, the multipole can be summarized in amplitudes represented
of CGLN amplitudes or in helicity amplitudes. These two representations of the
multipole amplitudes will be discussed in the next sections.
The differential cross section is defined by the quadratic scattering amplitude f(θ)
as [30]:
dσ
dΩ = |f(θ)|
2. (1.10)
The scattering amplitude is described as a vector in the complex plane, whereby the
angle dependence can be described by Legendre polynomials. By reference to the
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angle dependence, given by the Legendre polynomials Pl, the scattering amplitude
can be written as the sum of the different partial waves fl [30]:
f(θ) =
∞∑
l=0
(2l + 1)flPl (cos(θ)) , (1.11)
where l is defined by the different angular momentums. The representation of the
scattering amplitude in the different partial waves of certain angular momentum is
defined as partial wave analysis (PWA).
For the photoproduction of pseudoscaler mesons, the cross section can be expressed
in terms of the scattering matrix F of the eigen states of the Pauli spin operators of
the initial state mi and the final state mf of the reaction as [31]:
dσ
dΩ =
q
k
|〈mf |F|mi〉|, (1.12)
where k and q are the contribution of the momentum of the incoming, and outgoing
meson in the centre of mass system, respectively. The Lorentz and gauge invariant
scattering matrix element F contains all the information of the scattering processes
and can be expressed for different amplitude representations.
1.2.3 CGLN-Amplitudes
The matrix element F for the photoproduction of pseudoscalar mesons in the
representation of the Chew-Goldberger-Nambu-Low (CGNL) [32] parametrisation is
given by:
F = iF1 · ~σ · ~+ F2(~σ · ~q)(~~σ · (~k × ~)) + iF3(~σ · ~k)(~q · ~) + iF4(~σ · ~q)(~q · ~), (1.13)
where F is a two-dimensional matrix with the unity vectors kˆ = ~k/|~k| and qˆ = ~q/|~q|
of the incoming and outgoing meson, ~ is the polarisation vector of a real photon
with ± helicity, and ~σ = (σx, σy, σz) are the Pauli matrices [33]. The Pauli matrices
~σ for the nucleon spin are given by:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
(1.14)
The four complex CGLN amplitudes F1, F2, F3, and F4 are structure functions which
contain all the information of the energy W and the polar angle θ dependence of
the meson in the centre of mass.
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The unpolarised differential cross section in the parametrisation of the CGLN ampli-
tudes can written as [32]:
k∗
q∗
dσ
dΩ = [|F1|
2 + |F2|2 + 12 |F3|
2 + 12 |F4|
2 + Re(F1F ∗3 )] (1.15)
+ [Re(F3F ∗4 )− 2 Re(F1F ∗2 )] cos(θ∗)
− [12 |F3|
2 + 12 |F4|
2 Re(F1F ∗4 ) + Re(F2F ∗3 )] cos2(θ∗)
− [Re(F3F ∗4 )] cos3(θ∗).
The CGLN amplitudes can be expanded in angle dependent terms of derivatives
of the Legendre polynomials P ′l (z) and P”l(z) with z = cos(θ) and the energy
dependent magnetic Ml± and electric El± multipole amplitudes as [32]:
F1(W, θ) =
∞∑
l=0
[lMl+ + El+]P ′l+1(cos(θ∗)) + [(l + 1)Ml− + El−]P ′l−1(cos(θ)) (1.16)
F2(W, θ) =
∞∑
l=0
[(l + 1)Ml+ + lMl−]P ′l (cos(θ∗)) (1.17)
F3(W, θ) =
∞∑
l=0
[El+ −Ml+]P”l+1(cos(θ∗)) + [El− −Ml−]P”l−1(cos(θ∗)) (1.18)
F4(W, θ) =
∞∑
l=0
[Ml+ − El+ −Ml− − El−]P”l−1(cos(θ∗)). (1.19)
For the determination of the multipoles El± and Ml±, the four complex structure
functions Fi for the reaction over the complete energy and angle range has to be
defined. The spin and parity information of the resonance can then be determined
by the multipole expansion.
1.2.4 Helicity Amplitudes
Another representation of the matrix element F is the parametrisation in terms of
the helicity of the initial and final state. For circular polarised photons with positive
and negative helicity, the matrix element is defined in spherical components as
[34]:
F± = ± 1√2 (Fx ± iFy) and F0 = Fz, (1.20)
where the scattering plane lies in the x − z plane and thus, Fz is not defined for
photoproduction. The matrix element for linear polarised photons can be described
by:
F± = Fx cos(φγ) + Fy sin(φγ), (1.21)
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where φγ defines the polarisation direction of the photons. The four helicity ampli-
tudes H1, H2, H3, and H4 [35] define the components of the operators F and can
be written as two dimensional matrices as:
F+ =
(
H1 H2
H3 H4,
)
, F− =
(
H4 −H3
−H2 H1
)
, (1.22)
where H1 and H2 represent helicity amplitudes with a spin flip, where the initial
photon and nucleon spin are arranged parallel or antiparallel, respectively, H2
represents the helicity amplitude without a spin-flip and H3 represents the helicity
amplitude with a double spin flip. The helicity amplitudes can also be expressed in
the CGLN amplitude representation as [35]:
H1 = − 1√2 sin θ(F3 + F4 cos θ), (1.23)
H2 = − 1√2(2F1 − 2F2 cos θ + F4 sin
2 θ), (1.24)
H3 = − 1√2(F4 sin
2 θ), (1.25)
H4 =
1√
2
sin θ(2F2 + F3 + F4 cos θ). (1.26)
The cross section can therefore be represented by the helicity amplitudes in the
following form [35]:
dσ
dΩ =
1
2
q
k
4∑
i=1
|Hi|2, (1.27)
where q is the momenta of the meson and k is the momenta of the photon.
1.3 Polarisation Observables
In this section the formalism of the polarisation observables will be discussed.
Since the photoproduction of pseudoscalar meson pairs of nucleons is much more
complex than for the single pseudoscalar meson photoproduction, in this section,
the formalism of the polarisation observables of the later will be discussed first.
The formalism of the double pseudoscalar meson photoproduction contains more
complex amplitudes than the single pseudoscalar meson photoproduction and thus
more polarisation observables are required to obtain the full information of the
amplitudes.
1.3 Polarisation Observables 15
1.3.1 Single Pseudoscalar Meson Photoproduction
Cross sections, as shown in the previous Section, are defined as the sum of squares
of amplitudes, which is obvious in the helicity representation. Therefore, the cross
section is dominated by high amplitudes and the contribution of the small amplitudes
are supressed. For that reason, contribution of the small amplitudes cannot be de-
termined from the cross sections. The measurement of the polarisation observables
allows the determination of the small amplitudes. Since the polarisation observables
are given by the product of different amplitudes, even small amplitudes have an
impact on the high ones and thus can be easier determined.
For the single pseudoscalar meson photoprodction polarisation observables are de-
fined for the different polarisation of the photon beam, target and recoil nucleon.
For photoproduction, the photon beam can be linearly or circularly polarised. For
linearly polarised photons, the electric field vector is always in a plane perpendicular
to the propagation direction. For circularly polarised photons, the same amplitude
of two wave planes is shifted by pi/2 difference in phase. Therefore, the electric field
vector is rotating around the propagation axis. The target nucleon can be polarised
in three different directions defined by (x, y, z). Similarly the recoil nucleon can
be polarised in three directions ((x′, y′, z′)). The used coordinate system for the
definition of the polarisation observables for the single pseudoscalar meson photo-
production with the different polarisation definitions are shown in Fig. 1.7.
Figure 1.7.: Definition of the axis used for the determination of the polarisation observables:
x = y × z, x′ = y × z′, y = k × q/|k × q|, y′ = y, z = k/|k| and z′ = q/|q| whereby k defines
the momentum of the incoming photon and q the outgoing meson momentum in the center
of mass system. Figure taken from [36]
Due to the different polarisation possibilities, three single polarisation observables
can be defined in addition to the unpolarised cross section σ: the beam asymmetry
Σ, the target polarisation observable T, and the recoil polarisation observable P. The
unpolarised angle dependent differential cross section dσ/dΩ and these polarisation
observables are defined as the S-type of observables. Additionally to the S-type of
observables, double polarisation observables can be measured in the pseudoscalar
meson photoproduction, which are divided into three groups of four observables,
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namely Beam-Target (BT ), Beam Recoil (BR) and Target-Recoil (T R) [36]. An
overview of the different single and double polarisation observables of the single
pseudoscaler meson photoproduction is shown in Table 1.3.
photon target recoil target + recoil
x y z − − − x z x z
− − − x′ y′ z′ x′ x′ z′ z′
- σ − T − − P − Tx′ − Lx′ Tz′ Lz′
linearly Σ H − P −G Ox′ − T Oz′ − − −
circularly - F − −E −Cx′ − −Cz′ − − −
Table 1.3.: Overview of the different single and double polarisation observables of the
pseudoscaler meson photoproduction.
Thus in all, 2 × 3 × 3 = 18 different polarisation observables can be defined by
the different polarisation possibilities of the photon beam, the target nucleon, and
the recoil nucleon. Since the 18 polarisation observables are not independent and
through some combinations no additionally information can be obtained, the mea-
surement of 12 double polarisation observables is enough. These double polarisation
observables can be investigated by the following angle dependent cross sections
[36].
Beam and Target Polarisation (Beam-Target (BT ))
The cross section with a linearly polarised photon beam and a polarised target can
be written as:
dσ
dt
∣∣∣∣
pol
= dσ
dt
∣∣∣∣
unpol
· {1− PTΣ cos(2φ) (1.28)
+ Px[−PTH sin(2φ) + PcircF ]
− Py[−T + PTP cos(2φ)]
− Pz[−PTG sin(2φ) + PcircE]},
where PT is the transverse polarisation degree of the photon beam, Pcirc is the
circular polarisation degree of the photon beam, and (Px, Py, Pz) is the direction of
the target nucleons.
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Beam- and Recoil Polarisation (Beam-Recoil (BR))
The cross section for polarised photon beams and polarised recoil nucleons is given
by:
pf
dσ
dt
∣∣∣∣
pol
= dσ
dt
∣∣∣∣
unpol
· {1 + σyP − PT cos(2φ)(Σ + σyT ) (1.29)
− PT sin(2φ)(Oxσx +Ozσz)
− Pcirc(Cxσx + Czσz)},
where (σx, σy, σz) describes the degree and direction of the recoil nucleon. The
density matrix of the recoil nucleon including its polarisation degree Pf is defined
by ρf = (1 + σPf ), where 1 is the unitary matrix and σ are the Pauli matrices.
Target- and Recoil Polarisation (Target-Recoil (T R))
For an experiment with polarised target nucleons and recoil nucleon polarisation,
the total cross section can be written as:
pf
dσ
dt
∣∣∣∣
pol
= dσ
dt
∣∣∣∣
unpol
· {1 + σyP + Px(Txσx + Tzσz) (1.30)
+ Py(T + Σσy)
− Pz(Lxσx − Lzσz)}.
The total cross section for the single pseudoscalar photoproduction, including all
polarisation observables, can be written as [37]:
dσ ∝(dσ0 + Σˆ[−P γL cos(2φ)] + Tˆ [P Ty ] + Pˆ [PRy′ ] (1.31)
+ Eˆ[−P γc P Tz ] + Gˆ[P γLP Tz sin(2φ)] + Fˆ [P γc P Tx ] + Hˆ[P γLP Tx sin(2φ)]
+ Cˆx′ [P γc PRx′ ] + Cˆz′ [P γc PRz′ ] + Oˆx′ [P
γ
LP
r
x′ sin(2φ)] + Oˆz′ [P
γ
LP
R
z′ sin(2φ)]
+ Lˆx′ [P Tz PRx′ ] + Lˆz′ [P Tz PRz′ ] + Tˆx′ [P Tx PRx′ ] + Tˆz′ [P Tx PRz′ ]),
where the same nomenclature was used for the description of the different polarisa-
tions. The cross section for the single pesudocalar meson photoproduction including
higher order terms is shown in Appendix A.1.
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1.3.2 Double Pseudoscalar Meson Photoproduction
The general formalism for photoproduction of pseudoscalar meson pairs off nucleons
was introduced by W. Roberts and T. Oed [38]. The polarisation observables for
the two pseudoscalar meson photoproduction are defined for the same polarisation
conditions of the photon beam, the target and the recoil nucleon as for the single
pseudoscalar photoproduction. However, the number of polarisation observables of
the single and double pseudoscalar meson photoproduction differs due to the differ-
ent scattering amplitudes of the single (2× 2 = 4) and double pseudoscalar meson
photoproduction (2× 2× 2 = 8). Hence, 64 polarisation observables are defined for
the double pseudoscalar meson photoproduction by taking the bilinear combinations
of the eight complex amplitudes into account. For that reason, the formalism of
the polarisation observables of the double pseudoscalar meson photoproduction is
much more complicated than for the single pseudoscalar photoproduction where
only 16 polarisation observables are defined considering the bilinear combination
of the four complex amplitudes. Since the polarisation observables are products
of amplitudes, 15 and 63 independent polarisation observables can be defined for
the single and double pseudoscalar meson photoproduction. For the single and
double pseudoscalar meson photoproduction, the double polarisation observables
can be arranged into the same groups of Beam-Target (BT ), Beam-Recoil (BR), and
Target-Recoil (T R), according to which pair of particles are polarised. However,
for the double pseudoscalar meson photoproduction additional to the single and
double polarisation observables, the triple polarisation observables, consisting of the
polarisation of the photon beam, the target and the recoil, have to be considered.
In contrast to the single pseudoscalar meson photoproduction, where the triple
polarisation observables are identical with other double polarisation observables.
The representation of the single and double polarisation observables for the single
and double pseudoscalar meson photoproduction in terms of the helicity amplitudes
H1, H2, ...,H4 and transversal amplitudes b1, b2, ..., b3 are shown in Table 1.4 and
1.5. However, in these Tables not all the possible polarisation observables for the
photoproduction are represented, the Tables only including the polarisation observ-
ables (the double polarisation observable F and the single polarisation observable
T) which were extracted in this work. In Table 1.4 only the polarisation observables
which require at least a polarised target or the measurement of the recoil nucleon
are shown and in Table 1.5 only the polarisation observables which require at least a
circular polarised photon beam Bcirc are shown.
In both Tables the polarisation observables which require a polarised target or the
measurement of the recoil polarisation are denoted by T and R, respectively. Po-
larisation observables denoted by T R require the measurement of the target and
the recoil nucleon. For these target polarisation observables, the x, y and z axes are
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so chosen that the momentum of the first meson has positive X-projection and is
orthogonal to the y-axes and the z axes is directed along the photon momentum.
Observable Helicity form Transversity form Expt. Type
I0 |H1|2 + |H2|2 + |H3|2 + |H4|2 |b1|2 + |b2|2 + |b3|2 + |b4|2 {−;−}
I0Px 2R(H1H∗3 +H2H∗4 ) −2F(b1b∗3 + b2b∗4) {x;−} T
I0Py −2F(H1H∗3 +H2H∗4 ) |b1|2 + |b2|2 − |b3|2 − |b4|2 {y;−}
I0Pz −|H1|2 − |H2|2 + |H3|2 + |H4|2 −2R(b1b∗3 + b2b∗4) {z;−}
I0Px′ −2R(H1H∗2 +H3H∗4 ) −2F(b1b∗2 + b3b∗4) {−;x′} R
I0Py′ 2F(H1H∗2 +H3H∗4 ) |b1|2 − |b2|2 + |b3|2 − |b4|2 {−; y′}
I0Pz′ |H1|2 − |H2|2 + |H3|2 + |H4|2 −2R(b1b∗2 + b3b∗4) {−; z′}
I0Oxx′ −2R(H2H∗3 +H1H∗4 ) 2R(−b2b∗3 + b1b∗4) {x;x′} T R
I0Oxy′ −2F(−H2H∗3 +H1H∗4 ) −2R(b1b∗3 + b2b∗4) {x; y′}
I0Oxz′ 2F(H1H∗3 −H2H∗4 ) 2R(b2b∗3 + b1b∗4) {x; z′}
I0Oyx′ 2F(H2H∗3 +H1H∗4 ) 2F(b1b∗2 + b3b∗4) {y;x′}
I0Oyy′ 2R(−H2H∗3 +H1H∗4 ) |(b1|2 + |b2|2 − |b3|2 + |b4|2 {y; y′}
I0Oyz′ −2F(H1H∗3 −H2H∗4 ) 2R(−b1b∗2 + b3b∗4) {y; z′}
I0Ozx′ 2R(H1H∗2 −H3H∗4 ) 2F(b2b∗3 − b1b∗4) {x; z′}
I0Ozy′ −2F(H1H∗2 −H3H∗4 ) 2R(−b1b∗3 + b2b∗4) {z; y′}
I0Ozz′ −|H1|2 + |H2|2 + |H3|2 − |H4|2 2R(b2b∗3 + b1b∗4) {z; z′}
Table 1.4.: Definition of the polarisation observables in terms of helicity and transversity
amplitudes in single- and double-pion photoproduction using a pion beam. For the polarisa-
tion observables denoted T , a polarised target is required but not the measurement of the
recoil polarisation. For the polarisation observables labeled with a R an unpolarised target
is required, but the polarisation of the recoil has to be measured. For the variables denoted
with T R the target has to be polarised and the polarisation of the recoil has to be measured.
The required experimental conditions are described by the brackets {t, r} including the
polarisation information of the target (t) and the recoil (r). For the target polarisation, the x,
y axes are so chosen that the momentum of the first meson has positive x-projection and is
orthogonal to y-axes and the z-axes is directed along the photon momentum. Table taken
from [38].
Observable Helicity form Transversity form Expt. Type
I0Icirc −|H−1 |2 + |H+1 |2 − |H−2 |2 + |H+2 |2 −|b−1 |2 + |b+1 |2 − |b−2 |2 + |b+2 |2 {c;−;−} Bcirc
−|H−3 |2 + |H+3 |2 − |H−4 |2 + |H+4 |2 −|b−3 |2 + |b+3 |2 − |b−4 |2 + |b+4 |2
I0P circx 2R(−H−1 H−∗3 +H+1 H+∗3 −H−2 H−∗4 +H+2 H+∗4 ) 2F(b−1 b−∗3 − b+1 b+∗3 + b−2 b−∗4 − b+2 b−∗4 ) {c;x;−} BcircT
I0P circy 2R(H−1 H−∗3 −H+1 H+∗3 +H−2 H−∗4 −H+2 H+∗4 ) −|b−1 |2 + |b+1 |2 − |b−2 |2 + |b+2 |2 {c; y;−}
+|b−3 |2 − |b+3 |2 + |b−4 |2 − |b+4 |2
I0P circz |H−1 |2 − |H+1 |2 + |H−2 |2 − |H+2 |2 2R(b−1 b−∗3 − b+1 b+∗3 + b−2 b−∗4 − b+2 b−∗4 ) {c; z;−}
−|H−3 |2 + |H+3 |2 − |H−4 |2 + |H+4 |2
I0P circx′ 2R(H
−
1 H
−∗
2 −H+1 H+∗2 +H−3 H−∗4 −H+3 H+∗4 ) −2F(b−1 b−∗2 − b+1 b+∗2 + b−3 b−∗4 − b+3 b−∗4 ) {c;−;x′} BcircR
I0P circy′ −2F(H−1 H−∗2 −H+1 H+∗2 +H−3 H−∗4 −H+3 H+∗4 ) −|b−1 |2 + |b+1 |2 + |b−2 |2 − |b+2 |2 {c; y;−}
+− |b−3 |2 + |b+3 |2 + |b−4 |2 − |b+4 |2
I0P circz′ −|H−1 |2 + |H+1 |2 + |H−2 |2 − |H+2 |2 2R(b−1 b−∗2 − b+1 b+∗2 + b−3 b−∗4 − b+3 b−∗4 ) {c′;−; z′}
−|H−3 |2 + |H+3 |2 − |H−4 |2 + |H+4 |2
I0Ocircxx′ 2R(H
−
2 H
−∗
3 −H+2 H+∗3 +H−1 H−∗4 −H+1 H+∗4 ) 2R(b−2 b−∗3 − b+2 b+∗3 − b−1 b−∗4 + b+1 b−∗4 ) {c;x;x′} BcircT R
I0Ocircxy′ 2F(H
−
2 H
−∗
3 −H+2 H+∗3 −H−1 H−∗4 +H+1 H+∗4 ) 2F(b−1 b−∗3 − b+1 b+∗3 − b−2 b−∗4 + b+2 b−∗4 ) {c;x; y′}
I0Ocircxz′ 2R(−H−1 H−∗3 +H+1 H+∗3 +H−2 H−∗4 −H+2 H+∗4 ) −2R(b−2 b−∗3 − b+2 b+∗3 + b−1 b−∗4 − b+1 b−∗4 ) {c;x; z′}
I0Ocircyx′ −2F(H−2 H−∗3 −H+2 H+∗3 +H−1 H−∗4 −H+1 H+∗4 ) −2F(b−1 b−∗2 − b+1 b+∗2 − b−3 b−∗4 + b+3 b−∗4 ) {c; y;x′}
I0Ocircyy′ 2R(H
−
2 H
−∗
3 −H+2 H+∗3 −H−1 H−∗4 +H+1 H+∗4 ) −|b−1 |2 + |b+1 |2 + |b−2 |2 − |b+4 |2 {c; y; y′}
|b−3 |2 − |b+3 |2 − |b−4 |2 + |b+4 |2
I0Ocircyz′ 2F(H
−
1 H
−∗
3 −H+1 H+∗3 −H−2 H−∗4 +H+2 H+∗4 ) 2R(b−1 b−∗2 − b+1 b+∗2 − b−3 b−∗4 + b+3 b−∗4 ) {c; y; z′}
I0Ocirczx′ 2R(−H−1 H−∗2 +H+1 H+∗2 +H−3 H−∗4 −H+3 H+∗4 ) −2F(b−2 b−∗3 − b+2 b+∗3 − b−1 b−∗4 + b+1 b−∗4 ) {c; z;x′}
I0Ocirczy′ 2F(H
−
1 H
−∗
2 −H+1 H+∗2 −H−3 H−∗4 +H+3 H+∗4 ) 2R(b−1 b−∗3 − b+1 b+∗3 − b−2 b−∗4 + b+2 b−∗4 ) {c; z; y′}
I0Ocirczz′ |M−1 |2 − |M+1 |2 − |M−2 |2 + |M+2 |2 2R(−b−2 b−∗3 + b+2 b+∗3 − b−1 b−∗4 + b+1 b−∗4 ) {c; z; z′}
Table 1.5.: Polarisation observables of single- and double pion photoproduction using a
circularly polarised photon beam, in terms of the helicity and transversity amplitudes. The
same notation as in Table 1.4 is used. The required experimental conditions are described by
the brackets {b, t, r}, including the polarisation information of the photon beam (b) (Bcirc
indicates a circularly polarised photon beam), target (t) and recoil (r). Table taken from
[38].
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As mentioned before, in this work only the polarisation observables for a circular po-
larised photon beam and a transversal polarised target were extracted for the double
pi0 meson photoproduction from free protons. The possible polarisation observables,
the double polarisation observable I0P circx and the single polarisation observable
I0Pz, were only extracted for φ angle distributions of the pi0 mesons and the recoil
proton and not over all degrees of freedom. Hence, the polarisation observables
I0P circx and I0Pz are equivalent to the ordinary F and T polarisation observables in
the single pseudoscalar meson photoproduction. Since the extracted polarisation
observables I0P circx and I0Pz in this work are limited to φ angle distributions of the
pi0 mesons and the recoil proton, the F and T notation is used.
For a circularly polarised photon beam and transversally polarised target nucleons,
the differential cross section can be simplified to the following equation [36]:
dσ
dΩ
∣∣∣∣
pol
= dσ0
dΩ
∣∣∣∣
unpol
{1 + 1√
2
PT [PcircPxF cos(φ) + PyT sin(φ)]}, (1.32)
where F and T are the polarisation observables, σ0 denote the unpolarised differential
cross section, and Pcirc and PT are the polarisation degree of the photon beam and
the target nucleons, respectively.
The double polarisation observable F is a circular polarised photon beam and
transversally polarised target nucleon dependent asymmetry and can be described
by:
F cos(φ) = 1
PTPcirc
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) , (1.33)
where PT and Pcirc are the degree of the photon beam and nucleon polarisation,
respectively, the φ angle depend on the direction of the polarisation of the nucleon
spin and dσ(φ)+ = dσ+↑(φ) + dσ−↑(φ) and dσ(φ)− = dσ+↓(φ) + dσ−↓(φ) are the
differential polarised cross sections including the photon beam with positive and
negative helicity (±) and the nucleon target spin polarisation (↑, ↓) vertically up or
down.
The single polarisation observable T is a transversally polarised target spin depen-
dent asymmetry and can be described by:
T sin(φ) = 1
PT
σ↑(φ)− σ↓(φ)
σ↑(φ) + σ↓(φ) , (1.34)
where PT is the degree of polarisation of the target nucleons, φ angle depend on
the direction of the polarisation of the nucleon target spin, and dσ↑ and dσ↓ are the
differential cross section with nucleon spin polarisation ↑, ↓ vertically up or down,
respectively. The connection between the measured polarisation observables F and
T and the different amplitudes will be explained in the following section.
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1.4 The Complete Experiment
For the double pseudoscalar meson photoproduction the determination of the re-
quired polarisation observables is much more complicated in contrast to the single
pseudoscalar meson photoproduction. In the single pseudoscalar meson photopro-
duction, only 15 independent polarisation observables exists, whereby the measure-
ment of eight appropriately selected polarisation observables are sufficient for the
determination of the four complex amplitudes [39]. Since in the double pseudoscalar
meson photoproduction 63 independent polarisation observables exists, more polari-
sation observables have to be measured in contrast to the single pseudoscalar meson
photoproduction to determine the eight complex amplitudes [38]. However, not
all required polarisation observables can be measured for the double pseudoscalar
meson photoproduction which would define the complete experiment including the
eight complex amplitudes. Since the extraction of the magnitude of all amplitudes
would require the measurement of eight independent observables in a unique way
and requires fixing the phase by measuring the 15 polarisation observables [40]. But
the measurement of at least some polarisation observables can give more information
about the contribution amplitudes in the photoproduction of double pseudoscalar
mesons.
1.4.1 Extraction of Resonance Parameters
Contributions from nucleon resonances can then be reconstructed by partial wave
analysis (PWA) from the measured amplitudes. In PWA the measured observables
are decomposed into different multipoles, including contributions from nucleon reso-
nances and non-resonant backgrounds. The models used then different parametrisa-
tions for the determination of the resonant and background terms. In the following
sections, the most common PWA analysis for the double pi0 photoproduction and
their parametrisations will be discussed.
MAID
The Mainz MAID isobar model [41] is based on an effective Lagrangian approach
and has been developed at the Johannes Gutenberg University in Mainz, Germany
by A. Fix and H. Arenhövel [41]. The model includes contributions of several
nucleon resonances and background contributions. The non-resonant background
arise e.g. from N - and ∆- nucleon Born terms as well as from t-channel effects like
vector-meson exchange and parametrised by effective Lagrangians. For the total
cross section of the double pi0-meson reaction the MAID model includes resonances
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contribution of the N∗ from D13(1520), S11(1650), D15(1675), F15(1680), D13(1700),
P11(1710), and P13(1720) whereby the second resonance region is dominated by
the D13(1700). However, the predictions of the MAID model cannot reproduce the
experimental total cross section in the region below the resonances N(1520)3/2−
[42].
Figure 1.8.: Diagrams for the γp → pi0pi0p reaction of free proton used in the theoretical
isobar MAID models [41][42] of the polarisation observables F and T . The empty rectangles
represent the ∆(1232) resonances and other resonances in the s channel are represented by
the shaded rectangles. Figure taken from [42].
In the MAID isobar model for the polarisation observables F and T, the reaction
amplitude consists of two main terms from two main groups. The first group contains
the nucleon and ∆-nucleon Born diagrams, shown in Fig. 1.8 by the diagrams from
(a) to (k). The second group contains the sum of s-channel Breit-Wigner resonances
for J ≤ 5/2, shown in Fig. 1.8 by the diagrams (l) and (m). The used parameters
for the description of the γN coupling as the partial decay widths of the resonances
were taken from the Particle Data Group [15].
Bonn-Gatchina Partial Wave Analysis
The coupled partial channel wave analysis Bonn-Gatchina (BnGa) model has been
developed in a collaboration between the Rheinische Friedrich-Wilhelms-Universität
in Bonn, Germany, and the Petersburg Nuclear Physics Institute in Gatchins, Russia.
The model is a coupled-channel reaction model including background terms and
uses simultaneous fits from experimental results of baryon spectroscopy. In the
analysis, the K-matrix-approach is used for the partial waves at low energies and for
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high energies, resonances with masses above 2.2 GeV, the relativistic multi-channel
Breit-Wigner amplitudes are used.
For the polarisation observables F and T, the general coupled partial wave analysis
BnGa model is available with the general fits to previous ELSA data and an additional
BnGa model fit without the resonances of N(1900)3/2+. Therefore, the contribution
of the N(1900)3/2+ resonance can be estimated in the polarisation observables F
and T.
1.5 Current Experimental Data
The double pi0 photoproduction from the free proton has been studied rather inten-
sively during the last decade with the DAPHNE [43], [44], TAPS [45]-[46], Crystal
Ball/TAPS [47]-[48] detectors at MAMI, GRAAL [49] experiment, and with the
Crystal Barell/TAPS [50]-[51] detectors at ELSA. The reaction was first measured
from the threshold up to the second resonance region and later also to the third
energy region. The pi0pi0N reaction has the advantage that the different sequential
decays via the intermediate N∗− and ∆∗-resonances can be investigated by the
measurement of the total cross sections and invariant mass distributions.
A previously measured total cross section for the γp→ pi0pi0p reaction from the free
proton as a function of the incident beam energy from the threshold region up to
800 MeV is shown in Fig. 1.9.
Figure 1.9.: Total cross section of the γp→ pi0pi0p reaction. The measurement results are
shown by the different colored symbols. (Red) dots: present measurement results of the free
proton from MAMI, (black) stars: MAMI-C data [52], (black) squares: Kontulla et al. [47],
[53], (blue) triangles: Sarantsev et al. [53], cyan diamonds: Ahrens et al. [44], black stars:
MAMI data. The green shaded area at the bottom show the systematic uncertainty of the
present measurement results. The theoretical predictionf of the Valencia model (Nacher et
al. [54]), the Two-Pion-Maid (Fix and Arenhövel [41]) and the BnGa (Sarantsev et al. [53])
is shown by the solid curve, the dashed curve and the dotted curve. Figure taken from [55].
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It can be seen that all the measured results from the total cross section agrees within
the systematic uncertainties. The prediction of the BnGa [53] coupled channel
partial wave analysis and the Valencia model [54] shown by the dotted and solid
curves achieve better agreements with the experimental results as the TWO-Pion-
Maid model [41] shown by the dashed curve. However, in the BnGa model and the
Valencia model fit parameters form previous measured TAPS and CBELSA double pi0
data [53] were used, so that a reasonable agreement could be expected.
Additional to the total cross section, the beam helicity asymmetry of the photopro-
duction of the pion pairs was measured in the second resonance region from 550 up
to 820 MeV [56]. This asymmetry was measured to obtain more detailed information
of the double pi0 reaction. The comparison with the theoretical predictions have
shown that the resonance and background contribution are not fully understood and
can be seen in Fig. 1.10.
Figure 1.10.: Beam helicity asymmetry for the double pi0 reaction as a function for four
different ranges of the incident photon beam energy. The filled symbols show the result
of the I and the open symbols −I(2pi − Φ) The theoretical models are indicated by the
different lines, the Two-Pion-Maid model [41] is described by the red solid line, the Valencia
model [57] by the dashed blue line, and the BnGa [53] by the black dotted line. Figure
taken from [56].
The Valencia model [57] has the best agreement with the measured total cross
section, but could not reproduce the polarisation observable. The prediction from
the Two-Pion-MAID [41] and the BnGa [53] show a better agreement with the
measured results, but at higher energies also not a satisfactory one. This observable
was then again measured for a much higher energy range by M. Oberle et. al [40].
The comparison between these results and the theoretical model show again that
the BnGa model has the best agreement with the measured results, but for the high
energy range, discrepancies appear.
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The recent results from CBELSA/TAPS [58] show the measurement of the total and
differential cross section up to the third and fourth resonance region and the first
results for the polarisation observable IS and IC . Based on these results, the nucleon
properties and the ∆ resonance contribution for the double pi0 photoproduction
were determined within the BnGa model. Therefore, the branching ratios of nucleon
and ∆ resonances with the decays via the intermediate ∆(1232)pi, N(1440)1/2+pi,
N(1520)3/2−pi, N(1680)5/2+pi states, and also additional contribution from the
light unflavoured mesons pf0(500), pf0(980) and pf2(1270). For the polarisation
observables IS and IC , it could be shown that the N(1900)3/2+ resonance has a
non-negligible influence.
However, the resonance and background contribution of the double pi0 reaction are
not fully understood and therefore, more experimental measurements are neces-
sary.
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2Experimental Setup
The following chapter explains the experimental setup at the MAMI tagged photon
facility in Mainz, Germany, which was used for the measurement of the polarisation
observables F and T of the double pi0 photoproduction from the free proton. For
these measurements, a circularly polarised photon beam and a transversally polarised
target are required. The circularly polarised photon beam was produced via the
bremsstrahlung process with a radiator and a polarised electron beam. For the
polarised electron beam, electrons were accelerated using the Mainz Microtron
electron accelerator. The energy of the photon beam was defined by a momentum
analysis with the Glasgow Tagged Photon Spectrometer. The beam spot on the target
was then defined by a collimator. The final state particles were detected with the
Crystal Ball (CB) calorimeter combined with the TAPS detector and complemented
with a particle identification detector (PID) made of 24 scintillations counters and
multi-wire proportional chambers (MWPCs) for additional identification and tracking
of charged particles. The Crystal Ball combined with the PID and MWPCs provides
position, energy, and timing information for neutral and charged particles over the
full φ range and in θ from 21◦ to 159◦. In the beam direction, TAPS detects the
particles within an angle less than 21◦. This detector setup provides an excellent
energy and angular resolution, which is necessary for the measurement of the
polarisation observables. With this experimental setup, two butanol beam times
were measured with a circularly polarised photon beam and transversally polarised
protons. Additionally, a hydrogen beam time and a carbon beam time were measured
to get more information about the unbound polarised hydrogen protons and the
unpolarised carbon background contribution of the butanol target.
2.1 The MAMI Accelerator
The Mainz Microtron (MAMI) is a continuous wave electron accelerator at the
Institut für Kernphysik at the Johannes Gutenberg Universität Mainz. The different
sub-accelerator system of the MAMI accelerator can produce polarised electron
beams with a polarisation degree up to 80% and with a beam current up to 20 µA
and unpolarised electron beams up to 100 µA with energies of 1.6 GeV. An overview
of the MAMI accelerator is shown in Fig. 2.1
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Figure 2.1.: Floorplan of the MAMI electron accelerator. MAMI comprises three racetrack
microtrons and a Harmonic Double Sided Microtron, which accelerate electrons up to 1.6
GeV. The four experimental halls (X1, A1, A4, and A2) are depicted. The A1 collaboration
performs electron scattering experiments, A4 performs parity violating experiments, X1
performs evaluation on the development of novel radiation sources, and A2 performs
photoproduction experiments. Figure taken from [59].
2.1.1 Production of the Electron Beam
MAMI has two electron guns, one which produces unpolarised electron beams and
one for the production of polarised electron beams. Unpolarised electrons are pro-
duced via thermionic emission with a thermionic electron gun, EKAN. In this process,
free electrons are released from the surface of the cathode by a filament voltage,
which produces high enough temperatures (higher than 1000◦C). The resulting
beam current can be varied by a surrounding static electromagnetic field, which is
generated by a Wehnelt cylinder. With this method, intensities of the beam current
from a few pA up to 100 µA can be produced [34].
The electron gun for the production of the polarised electrons consists of a gal-
lium arsenide (GaAs) semiconductor illuminated by circularly polarised laser light.
Through the laser light, electrons in the valence band of the semiconductor with the
desired spin orientation can be energetically excited to the conduction band. Some
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of these electrons can be emitted by a special preparation of the semiconductor.
These emitted electrons can then be further accelerated by a static electrical field.
The polarisation of the electrons can be improved by the following preparation:
due to the doping of the s-GaAs with zinc and by evaporating caesium, the vacuum
potential can be brought slightly below the conduction band of the semiconductor,
which allows a simple detachment of the polarised electrons. For the excitation
and emission of the electrons in the valence band, circularly polarised laser light is
necessary. To produce a circularly polarised laser light, a polarisation filter and a
45◦ to the incident optical axis rotated λ/4-plate is used to convert linearly polarised
laser light to circular polarisation. The characteristics of the semiconductor and the
laser light makes it possible to produce a continuous electron beam with a stable
polarisation over a long period of time [60], [61].
2.1.2 Acceleration of the Electron Beam
The continuous-wave accelerator MAMI has three distinct stages for the acceleration
of the electrons: (1) a pre-accelerator in the form of a linear accelerator (LINAC), (2)
a cascade of three racetrack microtrons, (RTMs), and (3) the Harmonic Double Sided
Microtron (HDSM) [59]. The electrons from the electron gun are first accelerated to
a total energy of 3.97 MeV via an injector LINAC. These electrons enter a cascade of
three racetrack microtron RTMs. The linear accelerator of the racetrack microtron
is built up with several accelerator tubes behind each other where the electrons go
through and are accelerated by the applied microwaves between the tubes. For a
constant acceleration, the potential of the electric field changes periodically with
a high frequency generator. To use the acceleration of the linear accelerator, the
electrons are bent by 180◦ several times via the first large dipole magnet and passed
through a focusing device after they were bent again by 180◦ via the second large
dipole magnet back into the linear accelerator. Through the multiple use of the linear
accelerator, the electrons gain energy and the radius of the focusing device through
the bending magnet increases. The relation between the increase in path length
per turn ∆s and the increase in energy per turn ∆TRTM is given by the following
equation [62]:
∆s = 2pi∆TRTM
eβcB
, (2.1)
where B is the strength of the dipole magnetic field, e is the charge, and β = v/c
is the velocity, where β ≈ 1 for relativistic electrons. The ejection energy of the
electrons are 14.86 MeV, 180 MeV, and 855 Mev for each racetrack microtron RTM1,
RTM2, and RTM3, respectively. More information about the main parameters of the
different racetrack microtrons are given in Table 2.1.
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Units Injector RTM 1 RTM2 RTM 3 HDSM
General
Injection Energy [MeV] 0.511 3.97 14.86 180 855
Ejection Energy [MeV] 3.97 14.86 180 885 1.5
Number of cycles - 18 51 90 43
LINAC System
Energy resp. energy gain/turn [MeV] 3.5 0.599 3.24 7.50 13.66-16.58
LINAC length [m] 4.93 0.80 3.55 7.75 8.57/10.1
Magnet System
Magnetic Field [T] - 0.1026 0.555 1.2842 1.03-0.95
Fe/Cu weight of magnets 103[kg] - 4/0.2 90/2.3 900/ 11.6 1000/27.4
Table 2.1.: Parameters for the MAMI racetrack accelerator. Values taken from [59].
The magnetic field strength in the individual RTMs is constant in time and space,
but is increased as well as the radius of curvature for the further acceleration of the
electrons by the different RTM’ s 1, 2 and 3. The electrons have an ejection energy of
883.1 MeV after the last racetrack RTM3 and enter the HDSM for further accelerations.
The HDSM is built with four bending magnets and two linear accelerators and can
be seen in Fig. 2.2.
Figure 2.2.: Schematic drawing of the Harmonic Double Sided Microtron (HDSM) at MAMI.
Figure taken from [63].
Each of the four bending magnets bend the electrons by 90◦. With this accelerator
method, electron beam energies up to 1.6 GeV can be provided.
In contrast to the non-polarised electron beams, the acceleration of polarised electron
beams is more difficult due to the effects of spin precessions. If the spin precession
frequency and the momentum precession frequency are not equal to the angle of
the spin, the vector changes. A spin precession exists due to the magnetic dipole
moment of the electron and the applied magnetic field. The frequency of the spin
precession for the acceleration of electron beams can be described by the Bargmann,
Michel, and Telegdi (BMT) equation [61]:
ωs = (1 + aγ)ωp, (2.2)
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where a is the gyromagnetic anomaly of the electron (a = (g − 2)/2), γ is the
ratio of total energy to the rest mass, and ωp is the momentum precession. The
generated angle shift between the momentum and spin, which occurs through the
spin precision, is predictable and is corrected by a spin rotation system. To ensure
a pure longitudinal polarisation of the electron beam, a Wien filter was chosen as
spin rotator and installed in the beam line before the bremsstrahlung target. A pure
longitudinally polarised electron beam with the Wien filter is only possible when the
electron beam energy and the strength of the applied magnetic field are properly
adjusted. The settings were controlled through several measurements with the
Møller target and then a beam energy of 1557 MeV was chosen for the measurement.
The spin depolarisation effects are negligible at MAMI.
2.2 Generation of Photon Beams
The electrons, delivered by the MAMI accelerator are converted into photons for the
experiment. This is done by a bremsstrahlung process using a radiator in the electron
beam line. For the determination of the photon energy, the scattered electrons of
the bremsstrahlung process are deflected by the tagger magnetic field and then the
momentum is analysed by the photon tagger.
2.2.1 Bremsstrahlung Process
Bremsstrahlung is electromagnetic radiation produced by the deceleration of charged
particles in matter. The deceleration of the charged particles is induced by the
interaction with other charged particles, typically an electron by an atomic nucleus
in matter, which is the so called Coulomb interaction. The deceleration of the
charged particle leads to a loss of kinetic energy, which is transferred to the emitted
photon. This process satisfies the law of the conservation of energy and requires the
following four-momentum conversion:(
E0
~p0
)
=
(
E
~p
)
+
(
Eγ
~k
)
+
(
T
~q
)
, (2.3)
where (E0, ~p0) is the four-momentum for an incident electron, (E, ~p) is the four-
momentum of the final state of the scattered electron, (Eγ ,~k) is the four-momentum
of the produced photon, and (T, ~q) is the four-momentum corresponding to the
recoil of the nucleus. The recoil energy T can be neglected because of the high
nucleus mass.
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2.2.2 Polarised Photons
Bremsstrahlung can be produced incoherently or coherently. With the coherent
bremsstrahlung process, linearly polarised photons can be produced by scatter-
ing the electrons on a diamond radiator. Depending on whether the photon
beam should be unpolarised or circularly polarised, the electrons of the incoherent
bremsstrahlung process are unpolarised or longitudinally polarised. For the incoher-
ent bremsstrahlung process, the electrons are scattered on an amorphous radiator.
The different radiator materials are located in the goniometer and can be brought
into the beam line. For the production of circularly polarised photons, a Møller
radiator is used, which is a 10 µm thick foil made of Vacoflux50, an alloy with 49%
cobalt, 49% iron, and 2% vanadium [34]. The helicity transfer of the longitudinally
polarised electron to the circularly polarised photons through the bremsstrahlung
process can be calculated by the Olsen and Maximon equation [64]:
Pγ
Pe
= 3 + (1− x)3 + 3(1− x)2 − 2(1− x) · x with x =
Eγ
E0
, (2.4)
where Eγ and E0 are the energy of the Bremsstrahlung photon and the energy of the
electron beam, respectively, and Pγ and Pe are the degree of circular polarisation of
the photon and the degree of longitudinal polarisation of the electron, respectively.
The electron polarisation degree can be measured with the Møller polarimeter or
with the Mott measurement, which is explained in Section 3.1.
2.2.3 The Photon Tagger
The Glasgow Tagged Photon Spectrometer is a magnetic spectrometer for electrons.
It is used to determine the energy of the photon from a momentum analysis of
the bremsstrahlung electron. The photon energy can be measured because the
initial energy of the electron E0 is well known from MAMI and the energy of the
bremsstrahlung electron E is measured by the Glasgow Tagged Photon Spectrometer.
The photon energy is given by the following equation:
Eγ = E0 − E. (2.5)
This determination of the photon energy is called tagging since the energy is not
directly measured, but the energy of the deflected electron is, which interacts via the
bremsstrahlung process. For the measurement of the energy of the bremsstrahlung
electron, a large dipole magnet is used to bend the path of the electron corresponding
to its energy. The deflection of low energy electrons is higher than the deflection of
high energy electrons. The photon tagger has a magnetic field of 1.9 T, which deflects
the main electron beam, not the scattered electrons, 79◦ into a beam dump [65]. The
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electron beam intensity is checked by the measurement of the beam current with a
Faraday cup. The scattered electrons, which interact with the radiator, are measured
with a tagger ladder installed in the focal plane. A sketch of the Glasgow-Mainz
photon tagger is shown in Fig. 2.3.
Figure 2.3.: Sketch of the Glasgow-Mainz photon tagger. The electron beam is incident upon
a radiator and produces bremsstrahlung photons. The scattered electrons (red) are deflected
with a dipole magnet (blue) and momentum analysed with the tagger. The bremsstrahlung
photons (green) continue to the target. Figure taken from [63].
The tagger ladder consists of 353 plastic scintillators which overlap with the neigh-
bouring scintillators by roughly 50%. The scintillators have a length of 80 mm, a
thickness of 2 mm, and a variable width of 9 mm up to 52 mm because of the par-
tially changing dispersion of the spectrometer along the focal plane. All scintillators
cover a momentum range of around 7.5 MeV and 95% of the primary electron beam.
Each scintillator is coupled to a Hamamatsu R1635 photomultiplier tube (PMT).
The magnetic field of the tagger changes the radius of the electrons with different
energies more accurately than the width of the single scintillators. The energy
resolution is thus limited by the width of the scintillators. The incident electron
beam can then be tagged with an energy resolution of 2 to 5 MeV [66]. If necessary,
a "tagger microscope" with a finer momentum binning can be used, which improves
the resolution by a factor 2− 5.
For the experiment in this work, the tagged incident electron beam covers an energy
range between 450 to 1450 MeV. The highest tagger channels (281−352) correspond-
ing to low energy photons were not used to increase the event rate in the region of
interest.
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2.3 Targets
The goal of this work was the measurement of the polarisation observables F
and T . For this, the nucleons in a butanol target were transversally polarised. A
butanol target was chosen because of the high polarisation degree of the hydrogen
protons in the butanol. For the target protons, a maximum polarisation degree of
PT = 90% and an average polarisation degree of PT=70% can be reached with
the frozen spin method. Using a butanol target has the advantage that only the
unbounded hydrogen protons of the butanol target can be transversally polarised and
the additional background through reactions on the unpolarised oxygen and carbon
nuclei do not influence the nominator of the asymmetries. For the determination of
the polarisable hydrogen contribution and the unpolarised carbon contribution of
the butanol target, additional measurements with a liquid hydrogen and a carbon
target with the same experimental conditions were made. The used liquid hydrogen,
butanol, and carbon targets are discussed in the following sections.
2.3.1 Liquid Hydrogen Target
For the determination of the signal, the hydrogen contribution of the butanol, an
unpolarised liquid hydrogen target was used with circularly polarised photons with
similar experimental conditions as the butanol target. The liquid hydrogen target
is a cylindrical target cell with a length of 100.0± 1.0 mm, made of 125 µm Kapton
[67], as shown in Fig. 6.2. The full target is filled with liquid hydrogen LH2 at a
pressure of 1080 mb and has a density of 4.249 · 1023 protons/cm2. For isolation, the
target was wrapped into an isolating foil (8 µm Mylar and 2 µm aluminium). During
the run period, the target was cooled down with liquid nitrogen to approximately 20
K.
Figure 2.4.: The target container of liquid hydrogen, LH2, target. The length of the target
cell was 100± 1.0 mm, with a density of 4.249 · 1023 protons/cm2. Reproduced from [68].
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2.3.2 Frozen Spin Target
For the measurement of double polarisation experiments, a special frozen spin target
is used for the polarisation of the protons and deuterons of the target. A specially
designed large horizontal 3He/4He dilution refrigerator was built to use the frozen
spin method, through which the spin is virtually "frozen" by the low cooling of the
target. A technical drawing of the frozen spin target is shown in Fig. 2.5.
Figure 2.5.: Technical drawing of the frozen spin target. The butanol is placed into the
target and cooled down with a 3He/4He mixture to T ' 10 mK. Figure taken from [68].
The highest nucleon polarisation of the target can be reached by Dynamic Nucleon
Polarisation (DNP), which is a microwave pumping process. To reach the highest
nucleon polarisation degrees, low temperatures and a high magnetic field are nec-
essary. For the achievement of a high nucleon polarisation, the target is located
in a cryostat with a temperature of 200 mK and an applied magnetic field of 2.5 T
and polarised by applied microwaves [66]. If the target polarisation is high enough,
the pumping process of the microwaves is switched off. A thin superconducting
holding coil, which generates a magnetic field of 0.7 T, is put into the polarisation
refrigerator to maintain the nucleon polarisation. Special spin configurations can be
produced by the different superconducting holding coils, which make longitudinal
and transverse target polarisation possible. More information about the DNP method
and the maintenance of the polarisation in the frozen spin target are discussed in
Section 3.3.
The polarisation observables are measured with a butanol (C4H9OH) target be-
cause of the good polarisation properties of this material: (1) the high ratio of the
polarizable protons of the hydrogen contribution to the unpolarised protons of the
carbon contribution (high dilution factor), (2) the high polarisation degree, which
can be reached in short times, (3) the long relaxation times of the polarisation, (4)
the polarisation stability over a long period of time, and (5) the easy handling and
manufacturing of the material. The target container, shown in Fig. 2.6 (a) consists
of Teflon, which has no free protons and does not influence the polarisation degree
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of the polarised target protons. It has a length of 2 cm and a diameter of 2 cm and
is filled with a filling factor of 60% with roughly 2 mm diameter butanol spheres.
The target proton number of the butanol spheres, including the dilution and filling
factor, is Nt ≈ 9.181 · 1022 protons/cm−2 [67]. In the butanol target, the number
of polarised protons is NH = 9.181 · 1023 protons/cm−2, the number of unpolarised
carbon protons is NC = 3.672 · 10−22 protons/cm−2, and the number of unpolarised
oxygen protons is NO = 9.181 · 10−21 protons/cm−2. A picture of the frozen bu-
tanol spheres is shown in Fig. 2.6 (b). From the butanol spheres, the surface is
increased, which makes the cooling of the target under 1 K easier. At first, the frozen
butanol spheres are cooled down in the cryostat with liquid nitrogen and later with a
3He−4He mixture. The average proton polarisation for the used butanol beamtimes
is 70% with a relaxation time of about 1500 hours. The polarisation degree was
measured with a Nuclear Magnetic Resonance (NMR) technique, which is explained
in detail in Section 3.3.
(a) Butanol container (b) Butanol spheres
Figure 2.6.: (a) Butanol container. (b) Butanol spheres. Figure taken from [34].
2.3.3 Carbon Target
A carbon target is measured with the same experimental conditions as the butanol
target for the understanding of the unpolarised background in the butanol. To have
the same conditions, a carbon foam cylinder is put into the same Teflon container,
which is used for the butanol target [67]. The density of the foam cylinder is given
by NT ≈ 0.57 g/cm3 and matches with the density of the carbon in the butanol. The
carbon target is shown in Fig. 2.7.
Figure 2.7.: The carbon target used for the measurement of the unpolarised carbon back-
ground. Figure taken from [68].
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2.4 The Detector Setup
The detector setup of the A2 collaboration consists of the Crystal Ball (CB) as the
main calorimeter [69], the Particle Identification Detector (PID) [70], the TAPS
detector [71], [72], and the multi-wire proportional chamber [73], [74], as shown
in Fig. 2.8.
Figure 2.8.: The detector setup of the A2 experiment consists of the Crystal Ball as the main
calorimeter, TAPS as a forward spectrometer, and the PID and MWPC for the identification
of charged particles. Figure taken from [75].
2.4.1 The Crystal Ball Spectrometer (CB)
The Crystal Ball (CB) detector is one of the main components of the A2 experimental
detector setup. The CB [69], [76] was built by Stanford Linear Accelerator Centre
(SLAC) and was used for the first J/Ψ measurements. The spectrometer consists of
two hermetically hemispheres, as shown in Fig. 2.9 (a). These two spheres consists of
highly segmented optically isolated thallium doped sodium iodide (NaI(TI)) crystals.
In total, the CB detector consists of 672 NaI(TI) crystals with 15.7 radiation length
thickness. The geometry of the ball is based on that of an icosahedron. The surface
of the CB consists of 20 triangular faces, major triangles which are divided into four
minor triangles, each consisting of nine separated crystals. With this arrangement, it
would be possible to install 720 crystals, but the detector has an entrance and an exit
hole for the beam and so 48 crystals are not installed. Each crystal is shaped like a
truncated triangular pyramid with a height of 40.6 cm, as shown in Fig. 2.9 (c). The
crystals point towards the centre of the ball, where a spherical cavity is constructed
for the target. The spherical shell has an inner radius of 25.3 cm and an outer radius
of 66.0 cm. Each NaI(TI) crystal is read out by a PMT. The CB detector covers 92.3%
of 4pi steradians. The non-covered solid angle is due to the two 1.6 mm stainless
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shell plates separated by the 5 mm air gap in the equator region and the missing
crystals in the beam line.
Figure 2.9.: (a) Overview of the position of the Crystal Ball in the A2 experiment. From
left to right: TAPS, Crystal Ball the incident photon beam (b) Crystal Ball (c) Crystal Ball
combined with the TAPS. Figure taken from [77].
2.4.2 Particle Identification Detector (PID)
In order to distinguish between neutral and charged particles detected in the Crystal
Ball, the detector system is equipped with a particle identification detector (PID).
The PID consists of 24 single detector elements, which are arranged parallel to the
target. The detector is situated inside the CB and surrounds the target with an inner
radius of 116.5 mm. A PID element consists of a EJ-204 plastic scintillation counter
with a thickness of 4 mm, a width of 15.3 mm, and a length of 500 mm. For the
optical isolation, every PID element is wrapped in mylar and black plastic film. One
PID element covers 15◦ in φ and the full θ angle region. This results in an angle
coverage of θ from 15◦ degree to 159◦ and almost complete coverage for the φ angles,
there are only small gaps between the elements due to the isolating films they are
wrapped in, for the full PID detector. The scintillator counters are read out by 9
mm diameter Hamamatsu Photonics R1635 PMTs. For the particle identification, the
amount of energy deposited in the PID against the energy deposited in CB can be
considered. Charged particles travel with a loss of energy through a PID element
and will then be stopped in the ball. With this method, the energy loss can lead to
an ionization, which can be measured. The different charged particles can then be
distinguished in the ∆E/dx spectra.
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2.4.3 The TAPS Spectrometer
The TAPS spectrometer provides particle detection in the forward polar region
(angles less than 21◦), which is not covered by the Crystal Ball. TAPS is a highly
segmented photon calorimeter, which is composed of 366 barium fluoride BaF2
crystals and 72 lead tungstate PbWO4 crystals. The BaF2 crystals have a hexagonal
shape with a length of 225 mm and an inner radius of 59 mm. These elements are
arranged in 11 rings and in six sectors. The subdivision into six sectors is done for
the trigger conditions and can be seen in Fig. 2.10 (a). The two inner rings of
the TAPS detector consist of the PbWO4 crystals in which four of these elements
have the same size and shape as one BaF2 crystal. The elements are surrounded by
Teflon and aluminium foil to get optical isolation. The inner two rings were replaced
by 72 PbWO4 crystals instead of 18 BaF2 crystals to reach a higher particle rate to
handle the higher rates near the beam region. The PbWO4 crystals have a better
angular resolution and a higher resistivity rate because of the faster decay time, the
smaller radiation length, and the higher density. Both crystal types are connected
to a PMT, the BaF2 crystals are connected to Hamamatsu R2059− 01 PMTs and the
PbWO4 crystals are connected to Photonics XP 1911 PMTs. The BaF2 crystals have
two different scintillation components, one with a fast decay time of τ = 0.9 ns
and emission maximal wavelength of 220 nm and the other with a slow decay time
of τ = 650 ns and an emission maximal wavelength of 300 nm. These signals are
integrated over two different time scales and used for the Pulse Shape Analysis (PSA)
to distinguish between photons and neutrons. More can be seen in Fig. 2.10 (b).
The angular resolution in φ is better than 1◦ and in the azimuthal angle, it improves
with increasing θ.
(a) TAPS (b) TAPS Signal
Figure 2.10.: (a) TAPS crystal layout. The different colored segments represent the different
logical segments of the TAPS detector. Figure taken from [78]. (b) The two integrated
scintillation components of the BaF2 crystals. Figure taken from [79].
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2.4.4 Multi-Wire Proportional Chambers (MWPCs)
The multi-wire proportional chambers allow for the identification and tracking of
charged particles. The MWPCS are placed parallel to the beam axis and located
between the PID and the CB detector. Both chambers consist of two electrodes
located in an ionizing gas mixture of 66% argon, 28.5% ethane, 5% ethanol, and
0.5% freon. The chambers consist of three layers of wire where the middle wire
acts as a cathode. The charged particles can then be identified by the additional
voltage between the cathodes, which is created through the ionization of the gas
by the charged particles. In the gas mixture, the argon contribution induces the
charge avalanche by the positive and negative charged particles Ar+ and e−. The
other gas contributions (C2H6 and CF4) act as an X-ray absorber and electron
absorber [73]. The applied voltage between the cathode and the anode should be
large enough to prevent a charge recombination, but small enough to prevent a
permanent discharging [74]. Usually a voltage of 2400 V is applied to each wire
chamber. To cover all possible angles around the target, the cathode stripes are
helically arranged at an angle difference of 45◦. Additionally, the inner and outer
strip have counter windings. The inner chamber consists of 232 number of wires
with 69 internal stripes with a radius of 70 mm and 77 external stripes with a radius
of 78 mm. The outer chamber consists of 296 number of wires with 89 internal
stripes with a radius of 90.5 mm and 97 external stripes with a radius of 98.5 mm.
More information can be seen in Table 2.2.
Inner chamber Outer chamber
Number of wires 232 296
Number of internal stripes 69 89
Number of external stripes 77 97
Wire layer radius mm 74 94.5
Internal strip layer radius mm 70 90.5
External strip layer radius mm 78 98.5
Length mm 570
Angle between wires and stripes 44.23
Table 2.2.: General characteristics of the Multi-Wire Proportional Chambers (MWPCs).
Table taken from [73].
This geometric arrangement and the characteristics of the gas mixture make it
possible to not only identify the charged particles, but also reconstruct the trace and
the direction of the charged particles. The chambers cover the same angle region as
the CB detector, from 21◦ to 159◦ in θ and the complete φ range. The information
from the six layers of the MWPCs can be combined with the CB detector, which
achieves a very high position resolution for the charged particles.
The multi-wire proportional chambers were only operational during the run periods
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of butanol (April 2011) and carbon (August 2011) and for the other measurements,
the chambers were not used. Some problems occurred during the beam time of
April 2011 and August 2011 due to the chemical composition of the ionizing gas
mixture and the chambers could not be fully used. Only one MWPC could be used
for these beamtimes for the identification and detection of the charged particles. In
the used gas mixture, accrued polymer chains from the broken ethanol created an
insulation layer on the cathode. This insulation layer prevented the neutralisation of
positive ions and thus built an electric field on the cathode [34]. This prevents the
correct measurement of the additional voltage between the cathode created by the
charged particles because through the created electric field electrons can be pulled
out of the cathode and increase this voltage. Thus, the current flow is increased
further and further and leads to a destruction of the chambers. Because of that, the
chambers often failed and could not be operated at high beam energies. For this
reason, the ionizing gas mixture was replaced in 2012 by 67.1% argon, 29.0% ethane,
0.5% freon, and 3.5% methyl alcohol. Due to this change, the chambers operate
reliably at higher beam energies.
2.4.5 The P2 Ionization Chamber
The P2 ionisation chamber is used to monitor the beam intensity in relative units. It is
located downstream from the target with a diameter of roughly 29 cm and measures
the ionisation produced by the photons in metallic plates. For the measurement
of the ionisation, given by the photons, the chamber consists of a series of parallel
metallic plates with air gaps in between. If a photon hits the metallic plates, an
electromagnetic shower is generated and ionises the air. By applying a constant
voltage of 40 V to the chamber, the ionisation of the air can be measured by the
current. Through a permanent measurement of this current, the photon flux can be
monitored during a run period.
2.4.6 Trigger
The measured data cannot be recorded continuously because the detector system has
a so-called dead time, which is given through the readout of the detector system and
digitalization of the measured data. Only the events which are of the most interest
are recorded. A trigger system with good trigger conditions has to be introduced.
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E-Sum Trigger
For the trigger system, the information of the total deposited energy in the Crystal
Ball is used for the definition of the trigger conditions. The trigger condition is
defined by the sum of all energy deposited in the NaI crystals of the Crystal Ball
and is therefore, also called the energy sum trigger. The analog signal of each NaI
crystal can be read out by the corresponding PMT. All analog signals from the PMT
are summed up, which represents the total energy in the Crystal Ball. To select
only the events of interest and suppress the background events, a Leading Edge
Discriminator (LED) is used. For the decision whether an event will be recorded
to a data file or discarded, the signals are discriminated with LEDs. For this, the
summarized analog signal is duplicated and evaluated by two discriminators with
different conditions. The first level trigger is given by a discriminator with a low
threshold and forms a first level trigger condition, which is used to inhibit the system
to future signals. A second level trigger condition, which is given by a discriminator
with a high threshold defined as the second level trigger, forms the final experimental
trigger. The information from all ADCs and TDCs in the detector system is read out
and stored if the energy sum signal satisfies the condition of the first level trigger
and the second level trigger. For this time, the detector system is uninhibited. If the
energy sum signal only satisfies the first level trigger condition, but not the second
level trigger, the ADCs and TDCs are cleared and the hardware of the detector system
is reset.
For the experiments of this work, the CB energy sum trigger had a minimum trigger
condition of 300 MeV. This trigger condition was set in this energy range such that
only events are recorded which deposited more than 300 MeV in the Crystal Ball
and rejects all events with a lower deposited energy and suppresses the high rate of
events from single pion photoproduction.
Multiplicity
Additionally to the second level trigger condition, a multiplicity trigger is used
to approximate the number of detected particles. For the implementation of a
multiplicity trigger, the Crystal Ball is divided into logical groups consisting of 16
adjacent channels for each crystal. The logical groups contribute to the multiplicity
trigger if only one of the crystals register an energy above a CB energy threshold of
approximately 30 MeV. For the multiplicity trigger condition, the TAPS detector is also
divided into logical groups consisting of six sectors, which have the same threshold
condition. If at least one of the sectors is above a certain threshold, the threshold
is defined as LED1 threshold and the sector contributes to the multiplicity trigger.
Through the definition of the LED1 and LED2 thresholds, a selection of approximated
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detected events in the detector system can be chosen. Only approximated detected
events can be selected by the multiplicity trigger because of the division into the
logical groups, it can happen that the detected particles are over or under estimated.
An over estimation exists if a particle is spread out over several logical groups and
is detected several times and an under estimation exists when two particles are
detected in the same logical group and are detected as only one particle. An overview
of the used trigger electronics is given in Fig. 2.11.
Figure 2.11.: Schematic view of the trigger electronics. Figure taken from [80].
For the experiment of this work, a M2+ multiplicity trigger was used which means
that two multiplicity hits or more fulfil the combined trigger condition of the Crystal
Ball and the TAPS detector. The multiplicity trigger condition was set that the two
inner rings of the TAPS could not contribute to the trigger decision and the complete
TAPS could not trigger alone.
2.5 Beamtime Overview
In Table 2.3, an overview of the beamtimes in this analysis is provided. The data sets
were measured for the extraction of the polarisation observables F and T . Therefore,
a circularly polarised photon beam and transversally polarised target nucleons were
used for the measurement of the butanol data (June 2010 and April 2011). For the
determination of the unbound polarisable hydrogen protons and the unpolarised
carbon contribution of the butanol target, a liquid hydrogen and a carbon target
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was measured under almost the same experimental conditions. The polarisation
observables can be extracted in two different ways, which remove the unpolarised
carbon contribution. The first method is the carbon subtraction method, where the
existing carbon background in the denominator of the asymmetries is subtracted,
which requires a carbon measurement. The second method is the hydrogen nor-
malisation method, where the hydrogen cross-section is used in the denominator
of the asymmetries, which requires a liquid hydrogen measurement. Before the
extraction of the polarisation observables F and T , the absolute normalisation of
the butanol, liquid hydrogen, and carbon data was checked by the measurement of
the total unpolarised cross section of the liquid hydrogen data, as well as the total
cross section of the hydrogen contribution of the butanol data.
Parameter Apr. 2009 Jun. 2010 Apr. 2011 Aug. 2011
beamtime duration [h] 240 - 312 -
electron beam energy [MeV] 1558 1558 1557 1558
electron beam current [nA] 10 12 12 12
tagged photon energy range [MeV] 410-1401 - - -
collimator diameter [mm] 4 2 2.5 2.5
radiator material 10 um Cu 10 um Cu 10 um Cu 10 um Cu
target material LH2 C4H9OH C4H9OH C12foam
target length [cm] 10.0± 0.1 2 2 2
target radius [cm] 4.0 2 2 2
target density [barn−1] 0.421 0.092 0.092 0.057
beamspot radius on target [cm] 1.3 1.3 1.3 1.3
CB energy sum threshold [MeV] 360 350 300 350
multiplicity trigger M3+ M2+ M2+ M2+
Proportional multi-wire chamber no no yes yes
Cherenkov no no no no
Table 2.3.: Overview of the used liquid hydrogen, butanol, and carbon data sets of this work.
The data sets are listed (from left to right): hydrogen beamtime 2009, butanol beamtime
June 2010, butanol beamtime April 2011, and carbon beamtime August 2011.
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3Beam and Target Polarisation
In this chapter, the creation and the measurement of the beam and target polar-
isation of the butanol data will be explained in detail. In Section 3.1, the two
measurement methods, the Mott measurement and the Møller measurement, are
explained in relation to the respective advantages and disadvantages. In Section
3.2, the obtained polarisation degree of the photon beam from the helicity transfer
from the electrons to the photons is shown. In Section 3.3, the underlying theory of
the Dynamic Nucleon Polarisation (NDP) method to calculate the polarisation of the
target nucleons is explained, as well as the measurement of the polarisation reached
by the Nuclear Magnet Resonance (NMR) method. Finally, the obtained nucleon
polarisation degrees of the butanol target are shown.
3.1 Electron Polarisation
The polarisation degree of the electron beam was measured by use of the Mott and
the Møller measurement. The Mott measurement was performed after the linac
accelerator by the use of Mott scattering. For the Mott scattering process produced
by a Mott polarimeter, the electron polarisation has to be flipped to a transversal
polarisation and the measurement cannot be done during a production run. In
contrast to the Møller measurement, which measures the original longitudinal
polarisation of the electron beam, and has no influence on the measured data.
Therefore, the Møller measurement can be done during the production runs and has
the advantage that the beam actual asymmetry can be continuously measured.
3.1.1 Mott Measurement
In the Mott measurement, the polarisation of the transversally polarised electrons of
the beam is determined through a spin dependent Mott scattering on thin unpolarised
gold foils. Therefore, the longitudinal electron polarisation was changed to a
transversal polarisation. The Mott measurement was performed at beam energies of
3.65 MeV after the linac accelerator [34]. The differential cross section of the Mott
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scattering [81][82], the scattering of the transversally polarised electrons on a thin
unpolarised gold foil, is given by:
dσ
dΩ =
dσM
dΩ · [1 + Pt · S (θ,E) · sin(φ)] , (3.1)
where dσM/dΩ is the differential cross section of the polarisation independent Mott
scattering cross section, Pt is the degree of the transverse polarisation of the electron
beam, S (θ,E) is the Sherman function, which depends on the atomic number
Z of the gold foil, the scattering angle θ, and the scattering energy E, and φ is
the azimuthal angle. The Sherman function is used for the determination of the
polarisation degree, which only appears through the scattering on the gold foil with
an unpolarised electron beam. The measurement of the count rate of the scattered
transversally polarised electrons by two detectors, which have an angle of φ1 = 90◦
and φ2 = 270◦, respectively, defines an θ angle dependent asymmetry A [82] [83]
according to:
A(θ) =
dσ
dΩ(φ1)− dσdΩ(φ2)
dσ
dΩ(φ1) +
dσ
dΩ(φ2)
= NL −NR
NL +NR
. (3.2)
By inserting the differential cross section of the Mott scattering given in Equation
(3.1) into the asymmetry Equation (3.2), the asymmetry A is then proportional to
the electron beam polarisation:
A(φ) = Pt · S(θ,E). (3.3)
Since thin gold foils are used for the Mott measurement, the scattering process of
the transversally polarised electrons are single elastic scattering processes. For these
single scattering processes, the Sherman function can also be calculated and the
polarisation of the transversally polarised electrons can be determined.
To prevent an influence of the detectors, i.e. different detector efficiencies, the
asymmetry A is measured for electrons with positive and negative helicity [84]
according to:
A(θ) =
√
N+LN
−
R −
√
N+RN
−
L√
N+LN
−
R +
√
N+RN
−
L
. (3.4)
3.1.2 Møller Measurement
In the Møller measurement, the polarisation degree of the longitudinal polarised
electrons is measured at the location of the radiator. For the measurement, a Møller
spectrometer consisting of a 10 µm thick ferromagnetic vacuflux foil (soft magnetic
cobalt-iron-alloy) can be magnetized by an external magnetic field. The scattering
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of the electrons in the Møller target is dependent on their spin orientation. The
Møller cross section for the double polarisation given by the polarisation of the beam
electrons and the target can be divided into a spin-dependent and spin-independent
part according to [34]:
dσ
dΩ
∣∣∣∣
pol
= dσ0
dΩ
∣∣∣∣
unpol
1 +∑
i,j
aijP
B
i P
T
j
 , with i, j = x, y, z (3.5)
where aij is the analysis strength coefficient, which depends on the scattering angle
and defines the strength of the coupling, PBi and P
T
j are the ith and jth component
of the polarisation of the beam electrons and the target electrons, respectively. For
the measurement of the polarisation of the beam electrons, the coincident beam
and target electrons with correlated angles and energies are measured for each spin
orientation (parallel or antiparallel) to the electrons in the radiator. The Møller cross
section is sensitively to the longitudinal and transverse components of the beam
polarisation and a large asymmetry A is measurable for parallel and antiparallel
spins of electron beam and target. This asymmetry A is given by the different spin
orientation of the beam electrons and the target electrons as:
A = N
↑↓ −N↑↑
N↑↓ +N↑↑ , (3.6)
where N↑↑, N↓↓ and N↑↓, N↓↑ are the number of scattered Møller electrons with
parallel and antiparallel spin orientation, respectively. Since electrons are fermions,
their total wave function has to be antisymmetric due to the Pauli principle. This
means that the spatial wave function of the scattered Møller electrons has to be
antisymmetric due to the symmetric spin wave function of the parallel spins. The
antisymmetric spatial wave function can be evaluated by Legendre polynomial
expansions, which disappears for scattering angles of 90◦ [85]. Therefore, the
measured number of scattered Møller electrons with antiparallel spin orientation is
much higher than for parallel spin orientations.
The longitudinal polarisation of the electron beam can then be extracted from the
analysis strength coefficients and the measured Møller target polarisation PT by:
Plong =
A
P T cos (α) azz
, (3.7)
where α = 25◦ is the angle of the vacuflux foil to the beam axis [34] and azz is the
asymmetry coefficient. The systematic uncertainty of the polarisation degree of the
electrons by the Møller measurement compared to the Mott measurement is higher
due to instable efficiencies of the tagger discriminators, the beam guidance, and
the inaccuracies in the polarisation of the foil and other effects. However, with the
Møller measurement, it is possible to monitor continuously the beam asymmetry.
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3.2 Photon Polarisation
The photon polarisation is given via the helicity transfer by the detected scattered
electrons in the tagger and the corresponding electron polarisation degree. The
photon polarisation degree was then calculated by using Equation (2.4) with the
polarisation degree values obtained through the Mott measurements. The energy
dependent helicity transfer from the electrons to the photon beam is shown in Fig.
3.1.
Figure 3.1.: The energy dependent helicity transfer from the electrons to the photon beam.
Figure taken from [66].
The photon polarisation for the butanol data (June 2010 and April 2011) was given
via the helicity transfer of a longitudinally polarised electron beam with an energy
of 1557 MeV and a polarisation degree of around 80%.
3.3 Target Polarisation
Particles with a spin ~s have a magnetic moment µ, which interacts with an applied
magnetic field. The interaction between the magnetic moment µ and the external
magnetic field leads to a raising of the energy degeneracy and splits the energy levels
into (2s+ 1) Zeeman sub-levels. The energy spacing accordingly to the Zemann
effect [86] is defined by:
∆E = −gµmmBz, (3.8)
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where g is the Landé factor, m = −s,−s+ 1, ...,+s is the magnetic quantum number,
and µ is the magneton of the spin particle. In the thermal equilibrium, the energy
levels are occupied corresponding to the Boltzmann distribution [87]:
N (E + ∆E)
N (E) = e
−∆E
kBT , (3.9)
where N is the occupation number, ∆E is the distance between the degenerated
energy levels, kB is the Boltzmann constant, and T is the lattice temperature. The
polarisation of a spin 1/2 particle ensemble is given by the occupation number of
the two spin states, spin up N↑ and spin down N↓ according to:
P1/2 =
N↑ −N↓
N↑ +N↓
. (3.10)
By inserting the corresponding Boltzmann distribution given by Equation (3.9), for
the occupied spin states in Equation (3.10) the polarisation is then given by:
P1/2 = tanh
µB
kBT
. (3.11)
A high polarisation can thus be achieved by a strong magnetic field and a low
temperature.
For the extraction of the polarisation observables F and T a butanol target was used.
The butanol target nucleons were polarised by the Dynamic Nucleon Polarisation
(DNP) method. In the butanol target, only the free hydrogen protons can be polarised
and unpolarised background occur through the bound and spinless nuclei of the
carbon and oxygen of the butanol. For the calculation of the polarisation observable,
the unpolarised carbon and oxygen nuclei are an advantage because otherwise they
would influence the nominator of the asymmetries.
For the polarisation of the free hydrogen protons, the butanol target was put into
the cryostat and cooled down to a low temperature of roughly 10 mK. The split
into the Zeemann levels of the hydrogen protons is induced by an external static
magnetic field in the z-direction of approximately Bz ≈ 2.5 T [66]. The electrons
in the hydrogen atoms occupy two different Zeemann levels with m = +1/2 and
m = −1/2 corresponding to the electron spin of I = 1/2. A level transition with
∆m = 1 of the electrons can be induced by applying a radio-frequency (rf) field
with a frequency close to the Lamour frequency νe. Due to these induced transitions,
the electrons are forced into a Zeemann level and thus polarise the electrons. This
can be done at moderate magnetic fields and temperatures because of the electrons’
small mass and thus a high magnetic moment, given by the high gyromagnetic ratio
of γs = gµe/~ of the free electrons, where g is the gyromagnetic factor, µe is the
magnetic moment of the electron, and ~ is the reduced Planck constant. The electron
polarisation is transferred to the neighbouring proton in the butanol target material
due to the interaction between the dipoles and the resulting coupling between them.
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This has the advantage that a direct polarisation of the protons is not necessary,
which would be only possible at much higher magnetic fields and lower temperatures
because of their low magnetic moments of µe ≈ 660µp. Due to the Zeemann effect,
the two levels of the electron combined with the two levels of the proton results in
four different coupled levels, as shown in Fig. 3.2.
Figure 3.2.: Sketch of a coupled electron nucleon system in the magnetic field with the
different Lamour-frequency to induce a spin up or a spin down polarisation. Left side:
Zeemann levels of the electrons and the nucleus and Right side: Zemann splitting under
the consideration of the dipole-dipole interaction between the electrons and the nucleons.
Figure taken from [88] and [34].
The four different coupled levels are defined by the spin states of the electron and
the protons according to:
|a〉 = |↑↓〉, |b〉 = |↑↑〉 (3.12)
|c〉 = |↓↓〉, |d〉 = |↓↑〉, (3.13)
whereby the following notation is used: for |↑↓〉 the first arrow denotes the spin state
of the electron and the second arrow state described the spin state of the proton.
The spin states for spin-up and spin-down are parallel or antiparallel oriented to
the direction of the applied magnetic field. Due to the dipole-dipole interaction
between the electron and the protons, pure states cannot exist and only the following
superposition’s of pure states can be produced [34]:
|a′〉 = |a〉+ q|b〉, |b′〉 = |b〉+ q|a〉 (3.14)
|c′〉 = |c〉+ q|d〉, |d′〉 = |d〉+ q|c〉 (3.15)
with q ≈ 1%.
The mechanism to induce a nucleon polarisation caused by the polarisation of the
electron in the target is described by the Solid State Effects (SSE). The spin of the
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electron and thus their polarisation in the butanol target can be flipped by applying
microwaves with the transition frequency [86] according to:
ν+ = νe + νp and ν− = νe − νp, (3.16)
where νe and νp are the electron Larmour-frequency νe = µeB/pi~ with the Bohrsche
magneton of the electron µe = 9.274 · 10−24J/T, and the nucleon Larmour-frequency
νp = µpB/pi~ with the Bohrsche magneton of the proton µp = 1.410 · 10−26 J/T,
respectively. This transition frequency generates a spin flip of the electrons, which is
then transferred to the proton and leads to a spin-up polarisation and a spin-down
polarisation, respectively. By the application of a radiofrequency field (rf) with
frequencies of ν± transitions from |d′〉 → |a′〉 and |c′〉 → |b′〉 are made possible,
which then decay within their relaxation time back into the |c′〉 and |d′〉 states. Since
the electrons have a much smaller relaxation time (T ≈ ms) compared to the protons
(T ≈ h), the electrons transfer their polarisation to the protons and afterwards go
through spin-lattice interaction radiation-free back to their unpolarised original state,
where they can again be polarised by the Lamour-frequency microwaves. These
interactions and therefore the polarisation of the proton target can be improved by
chemical radicals, which create paramagnetic centres in the butanol target [86]. For
the butanol target, pophyrexid was used as a chemical radical and the butanol target
consists of 95% butanol +4.5% water +0.5% radical [88]. The microwave frequency
is applied until the maximum polarisation degree of the target proton is reached and
then the polarisation magnet is removed and replaced by a small holding coil with
a magnetic field of approximately 0.7 T in order to maintain the polarisation [66].
For the measurement, the butanol target was further cooled down to T' 10 mK by a
3He/4He dilution refrigerator to put the target into the frozen spin mode. Since the
target polarisation has a relaxation time of approximately 1500 hours under these
condition, the target has to be repolarised after this time [66].
The polarisation degree of the target protons was measured using the Nuclear
Magnetic Resonance (NMR) technique. As mentioned before, for the polarisation of
the target protons, a static magnetic field with Bz = 2.5 T is applied in the z direction
and split-up the different Zeeman levels. For the hydrogen protons, there exists four
Zeeman levels corresponding to the dipole-dipole interaction between the electrons
and the protons, as shown in Fig. 3.2. The transitions between the four Zeeman
levels are then generated by a high-frequency electromagnetic alternating field with
a frequency close to the Lamour frequency perpendicular to the main magnetic field.
The proton target polarisation degree can then be extracted by the measurement of
the NMR signal, the resonance frequency µp and the Lamour frequency:
µp = g
q
2m ·B, (3.17)
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where g is the gyromagnetic factor, q is the charge, m is the mass of the proton,
and B is the magnetic field. The NMR signal is measured by a Resistor Capacitor
Inductor (RCL) series circuit with a small coil containing a few windings surrounding
the target. The measured NMR signals at the Lamour frequency are shown in Fig.
3.3. In (a), the black curve shows the signal of the LC-resonant circuit in the region
of the Lamour frequency. The purple curves show the additional signal from the
NMR measurement. Depending on the polarization direction, spin-up or spin-down,
the obtained signal is positive or negative. In (b), the extracted NMR signal from the
target nucleons in the spin-up or spin-down state is shown.
Figure 3.3.: Schematic representation of the NMR measurement [88]. (a) The complete
measured resonance signal from the resonant circuit with the Lamour frequency is shown.
The dashed line shows the measured resonance signal of the unpolarised target. (b) The
extracted resonance signal of the target nucleons in the spin down state is shown from which
the target polarisation degree is determined from.
The area under the measured NMR signal is proportional to the different population
number of the energy levels and therefore, also proportional to the degree of
polarization.
The target polarisation can then be extracted from the measured NMR spectra by
using the Boltzmann distribution from Equation (3.9) and derives a relation between
the target polarisation PT and the ratio of the occupation number of the levels with
m = ±1/2. In thermal equilibrium, the measured area Fnat corresponds to the
polarisation degree Pnat. Therefore, the dynamic polarisation Pdyn of the butanol
target can be determined by the following equation [88]:
Pdyn = Pnat · Fdyn
Fnat
, (3.18)
where Fdyn and Fnat are the measured resonance signal areas with and without
the measurement of the polarised butanol target, respectively. The achieved and
measured proton target polarisation for the butanol data is shown in Fig. 3.4 (left)
for the June 2010 beamtime and in Fig. 3.4 (right) for the April 2011 beamtime.
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Figure 3.4.: Measured target polarisation for the butanol data June 2010 (left side) and
butanol data April 2011 (right side) per run.
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4Software
The following chapter summarizes the software packages and frameworks that were
used for the analysis of experimental and simulated data. The data acquisition and a
pre-analysis with the application of the calibration values for the experimental and
the simulation data is done within the AcquRoot framework. The final evaluation,
calculation, and interpretation of the results was done with OSCAR. PLUTO was
used as an Monte-Carlo event generator and these events were then simulated with
the A2 Geant simulation. The A2 simulation is used to understand the properties of
the experimental setup and further interpretation of the experimental data by also
simulating the background reactions.
4.1 AcquRoot
AcquRoot is a C++ object-oriented software package based on the CERN ROOT
framework [89]. It is used for the data acquisition (AcquDAQ), data analysis
(AcquRoot), and the generation of Monte Carlo (MC) events (AcquMC) for the
A2 collaboration experiments [90]. For the generation of Monte Carlo events, a
PLUTO event generator was used instead of the event generator AcquMC. The data
acquisition during the experiment was done with AcquDAQ, which generates binary
output files. The binary output files of the experimental data and the simulation
created by A2 Geant can be decoded and analysed with the AcquRoot framework.
It provides the ability to analyse both the experimental and simulated data with
the individual features and physical properties of all the available detectors. The
experimental and simulated data are analysed in two different analysis steps: in the
first analysis step, the calibration values from the calibration framework CaLib are
applied and a pre-event selection is done, which reduces the data set size and in
the second step, the pre-sorted data and simulations are analysed with the OSCAR
framework to get the final results.
4.2 PLUTO
PLUTO [91] is a Monte-Carlo event generator, which was developed by the HADES
Collaboration for hadronic and heavy ion reactions from pion production threshold
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to intermediate energies of a few GeV per nucleon. It is written in C++ and is based
on ROOT and allows an easy generation of particles with the appropriate physical
properties. The individual particles of the simulated reactions are defined in single
reactions chains and based on the final state and according to the decay products.
Given a specific set of reaction chains, the particle tracks, as Lorentz vectors, are
generated. These Lorentz vectors can be generated by the use of different angular
distribution models. The needed physical processes, the different decay modes, and
the physical properties of the particles are included in an internal database. The
possible interactions of these events with the detector material and the generation
of secondary particles can then be simulated with the A2 Geant simulation.
4.3 A2 Geant Simulation
For the MC simulation, a A2 Geant simulation package [92] based on Geant4 [93]
[94], which was developed at CERN, was used. Geant4 is a C++ toolkit that uses
the simulated geometry of a detector and is able to track the passage of a particles
through matter.
For the simulations of this work, the entire A2 experimental detector setup containing
all detector features and the target was implemented. Geant4 can calculate the
possible interactions of ionizing radiation with matter and decay processes, as well as
the individual detector responses. The standard package simulates an energy range of
1 keV and upwards and contains all possible interaction process for this energy range
[95]. The most common possible interaction processes are the interactions with
the target material and the detector material, which produces secondary particles.
These include ionization processes, Compton scattering, other multiple scattering
processes, photoelectric effects etc. Based on these hadronic and electromagnetic
interactions, the particles lose their energy until they are detected by the detector
system. Because the detectors are implemented with marked volumes, the simulation
delivers the deposited energy and hit times in the detector system. By comparing
the total simulated particles and those detected in the detector setup, the detection
efficiency of the system can be determined. The detection efficiency is important
for the calculation of the cross section, which will be discussed in Section 8.6. The
A2 simulation also offers the possibility to simulate the background reactions of the
experimental data. Thus, the individual background reactions can be understood in
detail and the experimental data can be better interpreted.
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4.4 OSCAR
The OSCAR (Simplifies Coding and Analyzing with ROOT) library is a C++ collection
of applications and utility classes implemented by D. Werthmüller [78]. These
applications and utility classes include:
• A2: base classes for particle reconstruction used in the pre-sort analysis
• analysis: main classes for data analysis
• MC: contains classes for the Monte Carlo event generator
• utils: helper classes for loading, output, and data storage classes
• math: collection of functions and fitting classes
• graph: can be used to create graphs
The graph library has not been used to create the histograms contained in this thesis
and instead jraph [96] has been used.
4.5 CaLib
CaLib (Calibration Library) is a ROOT-based collection of classes for the calibration
of the experimental data of A2 experiments. The calibration program was mainly
developed by Dr. D. Werthmüller [78].
The calibration of the measured experimental data is necessary since the measured
signals of the detector components depend on the actual given conditions of the mea-
surement such as the temperature, the humidity in the air, the supplementation of
the used voltage, and on the chosen beamtime settings, e.g. threshold values. These
conditions have influence on the detection of the different detector components and
thus the response of the identical signals can be different. However, for the evalua-
tion of the measured experimental data, the electronic signals have to be correctly
converted into physical quantities and thus, the obtained signals of the detectors
have to be calibrated. The calibration has to be time and energy dependent for every
detector included in the experimental setup. The time and energy calibration is
done for the different detector modules and starts with initial values and is then
iteratively improved by several calibration procedures. The final calibrated values
are then written into the database and applied before the pre-analysis. Detailed
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information about every energy and time dependent calibration of the different
detector components are shown in Chapter 6.
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5Event Reconstruction
In this chapter, the methods of the event reconstruction for all the detectors will
be discussed. For each detector, different reconstruction algorithms are needed to
interpret the measured events. Due to the detector properties, the information of a
single particle can be spread over multiple detector crystals. For example, a photon
hitting a scintillator produces an electromagnetic shower, which spreads over various
detector crystals in the Crystal Ball. For the event reconstruction, all hits in the
detector setup have to be combined to clusters and evaluated by a corresponding
cluster algorithm of the detectors. Using these cluster algorithms allows for the
necessary information such as energy, time, position, and charge of the particle
to be determined. The individual cluster algorithms of the detectors for the event
reconstruction are discussed in the following sections.
5.1 Tagger
The energy of the bremsstrahlung photons are reconstructed by the photon tagger,
as explained in Section 2.2.3. The scattered electrons of the bremsstrahlung process
are deflected by the magnetic field and then the momentum of the detected electron
is analysed by the photon tagger. The energy of the bremsstrahlung photons can
then be calculated by the known initial energy of the electrons and the measured
energy of the scattered electrons.
It is essential that the bremsstrahlung photon energy can be properly reconstructed
from the bremsstrahlung scattered electrons. For the acceptance of an electron hit in
the tagger, a coincident signal has to be detected in two adjacent tagger scintillators.
This is important to make sure that only legitimate electron hits are considered and
not noise. Since the degree of deflection and the detecting element depends on the
applied magnetic field and the energy of the electron beam, a calibration is essential.
The magnetic field itself plays an important role for the calibration of the tagger. The
uniform magnetic field of the tagger was determined by several measurements [65].
The assignment of the individual tagger elements to the electron beam energy was
done by scanning the single tagger elements with a very low electron beam intensity.
These measurements have shown that the beam energy from MAMI can be measured
up to an uncertainty of 140 keV [65] [59]. The photon tagger is then calibrated
based on the electron beam energy, the average value of the magnetic flux density,
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and the uniform magnetic field map as a reference. Through this calibration, each
tagger element corresponds to a specific bremsstrahlung electron energy range and
with the information of the electron beam energy, the energy of the bremsstrahlung
photon can be determined using Equation (2.4).
5.2 Crystal Ball
For the particle reconstruction of the Crystal Ball, a cluster algorithm is used based
on the detector geometry. The detector is made up of triangularly shaped detector
elements. Given this detector element shape, a normal NaI crystal has 12 adjoining
crystals and a corner crystal has only 11 adjoining ones, as seen in Fig. 5.1.
Figure 5.1.: The Crystal Ball detector element and the adjoining crystals for (a) a central
crystal and (b) for a corner crystal. Figure taken from [34].
In the Crystal Ball detector, the deposited energy from a particle hit is up to 98%
deposited in the hit and the adjoining crystals [70]. For the cluster algorithm, the
crystal with the largest deposited energy is assigned as central crystal, and due
to the production of an electromagnetic shower when a particle hits the detector,
the adjoining crystal with their detected energy are composed to a cluster. Thus, a
cluster consists of a maximum of 13 crystals. For the reconstruction of the location of
all events, the crystals are ordered by their energy Ei . The crystals with the highest
energies correspond to the central crystals of an event and when the adjoining
crystals have an energy over a threshold of around 2 MeV, their energy is added to
the cluster sum. If a crystal can be assigned to an event, it is removed from the list,
so that the elements cannot contribute to other clusters. Thus, the cluster energy
Ecluster is the sum of all crystal energies Ei, which belong to the cluster by:
ECBcluster =
n∑
i=1
Ei. (5.1)
The Crystal Ball is limited to detect only 12 distinct clusters and only the clusters
with a total energy over 20 MeV are used for the event reconstruction. The energy
threshold of 20 MeV for each cluster is used in order to reduce split-off effects. Such
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split-off effects occur, for example, when a secondary photon escapes the cluster and
creates an additional artificial cluster.
The cluster position ~x of an event can be calculated by an energy weighting of the
individual crystal positions ~Xi by:
~xCBcluster =
∑n
i=1
√
Ei · ~xi∑n
i=1
√
Ei
. (5.2)
5.2.1 Charged Particle Tracks
For the determination of the particle charge, the hit clusters of the Crystal Ball are
compared with the hits in the PID elements and/or the MWPC. For the reconstruction
of the charged particle by the PID, only hits with an azimuthal angle of ∆φ < 15◦
between the CB cluster and a PID hit element are accepted. The PID itself only
accepts a hit if the signal is above a 350 keV threshold to avoid false positives caused
by noise. The hits are weighted according to the polar angle [97]:
EPID = EPIDelement · sin
(
θCBcluster
)
. (5.3)
The PID determines the azimuthal angle of charged particles, but has no polar angle
information. This missing polar angle information could lead to mismatching PID to
Crystal Ball events. The MWPC covers the same azimuthal and polar angles as the
Crystal Ball, thus, the charged particle can be identified with a higher precision for
both angles. The minimum difference in the azimuthal angle ∆φ and the polar angle
∆θ between the Crystal Ball cluster and MWPC hit was determined by considering
the electromagnetic background. Only the hits with very narrow angle ranges of
∆θ < 10◦ and ∆Φ < 10◦ between the CB and MWPCs, respectively were determined
as charged particles to reject the electromagnetic background.
5.3 TAPS
The cluster algorithm for the TAPS detector works in the same way as the Crystal Ball
detector. The deposited energy of the hits with an energy higher than the threshold
of about 3 − 5 MeV are registered. The TAPS element with the highest deposited
energy is again defined as the cluster centre and the adjacent elements with high
enough deposited energy are also added to the cluster. In contrast to the Crystal Ball
algorithm, all geometrically connected TAPS elements with a deposited energy above
a threshold of 20 MeV are combined to a cluster. Thus, the cluster is not limited by
hits in the adjacent elements, but all hits are added until no more hits are found in
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the adjacent elements. The cluster energy ETAPScluster is determined by the sum over all
iteratively determined element energies Ei:
ETAPScluster =
n∑
i=1
Ei, (5.4)
wherein the maximum number of clusters n is limited to eight. The position of the
event is determined by the weighted sum over all positions of the elements of the
crystal by:
~xTAPScluster =
∑n
i=1wi~xi∑n
i=1wi
, (5.5)
with a weight w0, which is based on the deposited energies in the element Ei [98]:
wi = max
{
0,
[
w0 + ln
Ei
ETAPScluster
]}
withw0 = 0.5MeV. (5.6)
The constant w0 was determined by simulations [99].
Since the TAPS detector system is a flat detector which covers only the forward angle
region, the particle travels a certain distance until it hits the detector and produces
an electromagnetic shower. For that reason, a polar angle dependent correction on
the hit position for the photons has to be performed, as shown in Fig. 5.2.
Figure 5.2.: Schematic representation of the impact of the long distance between the target
and a hit in the TAPS detector. Figure taken from [100].
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The shower depth d depends on the characteristics of the BaF2 crystals and is given
by [98]:
d = X0 ·
(
log
[
Ecluster
EC
]
+ 1.2
)
(5.7)
with X0 = 2.05 cm and EC = 12.7 cm,
where X0 is the radiation length and EC is the critical energy. The initial hit position
(x, y) has to be corrected by a distance s, which leads to a shift of ∆x and ∆y of the
correct position (x′, y′). This correction is done with the following equation [98]:
x′ = x− x
(
s
d
+ 1
)−1
(5.8)
y′ = y − y
(
s
d
+ 1
)−1
. (5.9)
On the basis of the flight path of a charged particle, it is possible that the charged
particle passes the TAPS element and not its corresponding veto element, but a
neighbouring one. This is often the case for TAPS elements in the outer rings, where
the small angle deviations have more influence on the flight path. Hence, for a
correct charge particle reconstruction, all detected TAPS clusters are checked for
coincidences with hits in the veto detectors in front of the TAPS element and with
the neighbouring veto detectors. If a coincidence is found, the particle is marked as
a charged particle. For the vetos, a threshold of 150− 300 keV was used to prevent
false positives that might be caused by noise.
5.3 TAPS 63

6Calibration
In the experiment, the analog signals of the time and energy of the detected particles
were stored by Time-to-Digital Converters (TDC) and Analog-to-Digital Converters
(ADC) as digital values. To convert the measured digital information in the ADCs
and TDCs into physical values, a detector-dependent calibration is necessary. The
respective conversion factors of the individual digital values of the ADCs and TDCs
are determined by means of the calibration. Since each crystal has its own time and
temperature dependence due to its electronics, the calibration factors are determined
for each detector module and for different run sets. In the Sections 6.1 and 6.2 the
extraction of the energy and time information for every detector will be discussed.
6.1 Energy Calibration
The deposited energy of the particles in the scintillating material of the crystals
produces light, which is amplified by the corresponding PMTs or photodiodes and
then converted in the ADCs. Thus, the energy information of the different particles
is stored as a digital value. Since the produced digital signal c of the ADCs is in first
approximation linearly dependent on the deposited energy E of the particles, the
following condition applies [78]:
E = g · (c− p) , (6.1)
where g is the conversion gain and p is the pedestal position. When no energy
is deposited in a detector crystal, the digital pedestal value is registered in the
corresponding ACD. In the energy calibration procedure, the correct pedestal and
gain values for each detector crystal have to be defined.
6.1.1 Crystal Ball
In order to correctly calibrate the energy information in the Crystal Ball, two energy
calibrations were performed for the low and the high energy range. The low energy
range calibration was done with a 241Am/9Be source before the data acquisition.
In contrast to the calibration of the low-energy range, the calibration of the high-
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energy range was made on the basis of the measured data. Both necessary energy
calibrations for the Crystal Ball are described in the following section.
Energy Calibration in the Low Energy Range
As mentioned before, for the low-energy calibration of the Crystal Ball a 241Am/9Be
source was used, which emits monochromatic photons with an energy of 4.439 MeV
[97]. The Americium in the source decays according to [101]:
241
95 Am→23793 Np+ α. (6.2)
The alpha particles are then captured by the 9Be nuclei leading to excited 12C∗ nuclei.
These excited 12C∗ nuclei then decay back into the ground state by the following
different reactions [101]:
α+9 Be→13 C∗ →

12C∗ + n
8Be+ α+ n
3α+ n.
(6.3)
For the low-energy calibration of the Crystal Ball, the photons with an energy of
4.438 MeV from the dominant decay of the excited 12C∗ nuclei into the ground state
were used. In the calibration, the conversion gain of all photomultipliers are then
adjusted so that, the response of each crystal to the 4.438 MeV photons results in
approximately the same position in the ADC spectrum for all Crystal Ball detector
elements. An example from a previous calibration of the A2 experiment is shown in
Fig.6.1 (a).
Energy Calibration in the High Energy Range
For the calibration in the high energy range the γp → ppi0 reaction was used. For
this, the invariant mass of the pi0 mesons were reconstructed from the two decay
photons in the Crystal Ball and then compared to the nominal pi0 mass. For the
reconstruction of the invariant mass of the pi0 mesons, two decay photons were
accepted with either one or no proton. The invariant mass of the pi0 mesons was
then reconstructed by the two decay photons in the Crystal Ball according to:
mγ1γ2 =
√
(pγ1 + pγ2)
2 (6.4)
=
√
(Eγ1 + Eγ2)
2 − (~pγ1 + ~pγ2)2
=
√
2Eγ1Eγ2 · (1− cos(φγ1γ2)), (6.5)
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where ~pγ1 and ~pγ2 are the photon momenta, Eγ1 and Eγ2 are the photon energies,
and φγ1γ2 is the opening angle between the two photons. In the high energy range
calibration procedure the gain g is then so determined, that the calculated invariant
pi0 meson mass agrees with the nominal pion mass of mpi0 = 134.9766 MeV [15]
according to [78]:
mγ1γ2
!= mpi0 . (6.6)
For this purpose, the calculated invariant mass of the pion was plotted against the
central element of the cluster. Before the energy calibration the calculated invariant
mass peak is not aligned to the nominal mass and the position of the calculated
invariant mass peak mγ1γ2 has to be determined. This was done, by fitting the
invariant mass spectra with a Gaussian function and a polynomial to determine the
signal and the background contribution. An example of this calibration process is
shown in Fig. 6.1 (b).
(a) (b)
Figure 6.1.: (a) ADC signal from a 241Am/9Be source for one Crystal Ball crystal (black).
The neutron background was determined by an exponential fit (red) and the signal of the
4.438 MeV photons was determined by a Gaussian distribution (blue), whereby the mean
position of the Gaussian is shown by the green vertical line. The magenta line represents the
sum of the signal and the background contribution. Figure taken from [97]. (b) Invariant
mass distribution of two decay photons in the Crystal Ball after calibration of the data points
(black). The signal was fitted with a Gaussian function (green) and the background with a
polynomial (blue). The mean position of the Gaussian is indicated by the black vertical line.
The sum of the signal and the background is shown in red. Figure taken from [78].
In the calibration procedure, the invariant mass peak is then shifted to the nominal
pion mass by calculating a new gain g, according to the following condition [78]:
g = g0 ·
m2pi0
m2γ1γ2
, (6.7)
The new gain g cannot be calibrated in a single step because the deposited photon
energy is not localized in a single cluster but spread over neighbouring elements.
Therefore, an iterative procedure is needed. However, after this iteration process,
only the invariant mass mγγ of the pion is aligned to its nominal mass for each
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crystal. A further calibration point can be constructed with the invariant mass of the
η-meson. Due to the higher energy decay photons of the η → 2γ decay compared to
the photons from the pion decay, the invariant mass peak of the η is shifted towards
a higher energy as the nominal η mass of mη = 547.862 MeV [15]. Therefore, a
second order correction was applied to the quadratic function form of the deposited
energy E [78]:
E′ = a · E + b · E2, (6.8)
where E′ is the corrected energy and the variables a and b are defined such that the
invariant masses of the pi0 and η meson are shifted to the correct position.
6.1.2 TAPS
As with the energy calibration of the Crystal Ball, a calibration of the hardware
thresholds of the individual BaF2 crystals of the TAPS detector were first done before
the data acquisition. In order to achieve a very precise energy calibration of the
TAPS detector, the long and the short gate was then calibrated in the offline analysis.
These calibration procedures are now discussed in more detail below.
Cosmic Calibration
The hardware threshold of the individual BaF2 crystals of the TAPS detector were
calibrated before and after the experiment by measuring the cosmic background
radiation. The cosmic background radiation can be used for the calibration since
the crystals of the TAPS detector are horizontally arranged and the deposition of the
ionizing muons from the cosmic radiation is the same for each BaF2 crystal [101].
This cosmic calibration has the advantage that it can be carried out at any time
and does not require a radioactive source. For the determination of the hardware
threshold, the very well-known energy position of the minimal ionising muons of
the cosmic background radiation was measured. The energy loss −dE/dx of the
ionising muons in the BaF2 crystal per path length x is given by the Bethe-Bloch
equation [102]:
−dE
dx
= 4pinz
2
mec2β2
·
(
e2
4pi0
)2
·
[
ln
(
2mec2β2
I · (1− β2)
)
− β2
]
, (6.9)
where β = v/c is the velocity of the particle v in units of the speed of light, E
is the energy of the particle, z · e is the charge of the particle, 0 is the vacuum
permittivity, n the electron density of the material, me is the rest mass of the electron,
and I is the average ionisation potential of the material. For the BaF2 crystals, the
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minimum deposited energy of the muons is approximately 37.7 MeV for each crystal
according to the crystal thickness of 5.9 cm [103]. Since all BaF2 crystals of the
TAPS are horizontally arranged, as mentioned before, the deposited energy in each
ADC spectrum is identical, as shown in Fig. 6.2. In the ADC spectrum of each BaF2
Figure 6.2.: Raw energy spectra of a cosmic background radiation measurement from one
BaF2 crystal. Shown is the obtained signal form the crystal (back), the linear fit function for
the determination of the exponential background (red), the Gaussian fit for the determination
of the signal (blue) and the total fit function (green). The pedestal peak corresponds to
approximately 100 ADC channels. Figure taken from [78].
crystal the pedestal position at 0 MeV and the minimum ionising muons at 37.7 MeV
could be determined. The pedestal position at 0 MeV from Equation (6.1), can be
defined directly by the left high peak in the ADC spectra. The calibration gain was
then determined by fitting the signal of the minimum ionisation muon peak with a
Gaussian distribution (blue) and the corresponding background with an exponential
fit function (red).
Long Gate Calibration
In the offline analysis, the long gate calibration of the TAPS detector was done by
the use of the raw ADC spectra of the measured data runs [78]. For the calibration
of the long gate the same calibration procedure with the invariant mass is used as
for the energy calibration of the Crystal Ball. Therefore, the long gate was calibrated
by calculating the invariant mass mγγ of a decay photon in the Crystal Ball and a
decay photon in the TAPS and determining the shift to the correct position of the
nominal pion mass mpi0 . Since the TAPS can only detect the photons within an angle
less than 21◦, the statistic of the pi0 mesons, with two decay photons in TAPS is not
sufficient for the calibration. Therefore, the gain pedestal calibration requires one
decay photon in the Crystal Ball and thus the energy calibration of the Crystal Ball.
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Short Gate Calibration
After the calibration of the energies of the long gate, the energies of the short gate
were calibrated. The short gate calibration was performed on the PSA spectra by
plotting the PSA-radius rPSA versus the PSA-angle φ, whereby the PSA-radius rPSA
and the PSA-angle φ have the following dependence to the short and long gate
energies [78]:
rPSA =
√
E2l + E2s (6.10)
φ = arctanEs
El
, (6.11)
where El and Es are the energies of the long gate and short gate, respectively. The
φPSA position of the photon band was determined by fitting a Gaussian distribution
to the projected photon band of the PSA spectra. This was done for two rPSA-
intervals at low PSA-radii of approximately 0 MeV < rPSA < 50 MeV and high
PSA-radii of approximately 500 MeV < rPSA < 600 MeV. With the obtained two
values of the PSA-angles and the mean PSA-radii the new values of the pedestal and
gain were calculated so that the photon band after calibration is at a PSA-angle of
45 degrees. A typical PSA spectrum is shown in Fig. 6.3.
Figure 6.3.: TAPS PSA spectrum of the liquid hydrogen data April 2009: The photon band
lies at a PSA angle of 45 degrees and the nucleon band lies at lower PSA angles. The nucleon
band has a bent shape because the deposited energy of the nucleons depends on their initial
energy and velocity.
Since the nucleons produce a smaller scintillation signal in the TAPS short gate the
nucleon band lies at lower PSA angles. After the calibration, the photon band lies
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at a PSA angle of 45 degrees and can be clearly separated from the curved nucleon
band which is situated at lower PSA angles.
6.1.3 PID
For the PID energy calibration the method described in the PhD thesis of T. Jude
[104] was used. In this method, the pedestal and conversion gain values are
corrected so that the deposited energy of a proton agrees with the simulated values.
The energies deposited in the PID were plotted against the energy deposited in the
Crystal Ball. The energy dependent position of the protons was then determined
by fitting the proton band in the ∆E versus E spectra with a Gaussian distribution.
The obtained values of the mean proton position were then plotted against the MC
simulation results and fitted with a linear function. The pedestal and gain values
were then derived from the y-intercept and the slope of the linear fit function.
6.1.4 Veto
For the Veto energy calibration, the pedestal position was determined from the raw
ADC spectra of the measured runs. Like with the gain calibration of the PID, the ∆E
versus E spectra were used and the position of the proton band was shifted to the
correct position determined by a MC simulation. For the ∆E versus E the energy in
the vetoes was plotted against the energy in the BaF2 crystals.
6.2 Time Calibration
In the experiment, the detector hit times were channel dependent recorded with
time to digital converters (TDCs). Single time signals and multiple time signals
can be recorded by the use of Single-Hit-TDCs or by Multi-Hit-TDCs. The relation
between the time t and the different TCD channels c is given by [97]:
t = g · (c− o) , (6.12)
where g is a gain factor and o is a freely chosen offset value. The time signal T can
be calculated by subtracting the trigger time ttrig from the real time t of the detector
according to [97]:
T = t− ttrig (6.13)
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The inaccurate reference signal from the trigger timing, which is formed by many,
non-aligned signals (jitter), could thus be eliminated by the subtraction of a reference
time T2 from the detector time signal T1 according to [97]:
T1 − T2 = (t1 − ttrig)− (t2 − ttrig) = t1 − t2, (6.14)
where t1 and t2 are the times of two different detector modules.
6.2.1 Crystal Ball
For a correct time calibration of the Crystal Ball detector, a time walk correction
has to be carried out in addition to the calibration of the time signals. A time walk
calibration of the NaI(TI) crystals is necessary, since in the low-energy range the
crystals are strongly dependent on the deposited energy, the amplitude of the signal.
All the necessary time calibration steps to achieve a precise time calibration for the
Crystal Ball will be explained in this section.
Time Signal Calibration
Since the time signals in the Crystal Ball are stored by CATCH TDCs with a fixed
conversion gain of 0.117 ns per channel only the offset of each NaI(TI) crystals has to
be determined. For the first time calibration of the Crystal Ball, the time differences
between all cluster hit combinations in the Crystal Ball were calculated depending
on the central elements. For this calculation of the time differences only neutral
clusters were selected to reduce background contributions. The new individual offset
o′i of each crystal was determined by fitting the time difference distributions of every
detector element i by a Gaussian function according to [78]:
o′i = oi +
m¯i
gi
, (6.15)
whereby oi is the old offset, m¯i is the mean time, and gi is the gain of every channel.
This calibration was done iteratively until the mean values of all time peaks were
aligned to zero.
Time Walk Calibration
Since the signals in the NaI(TI) crystals have a slow rise time and leading edge
discriminators (LEDs) are used for the thresholds, the time signals have a strong
energy dependence. For the maximization of the time resolution of the Crystal Ball
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this time walk effect had to be corrected. For the time walk calibration only events
from the pi0-production were used. The events from the pi0 → 2γ reaction were
selected by applying an invariant mass cut and a missing mass cut. For the time
correction, the spectra of the CB time relative to the tagger time in dependence of
the deposited energy of every NaI(TI) crystal, as shown in Fig. 6.4, were fitted with
the following function [78]:
t (E) = a+ b
(E + c)d
, (6.16)
where E is the deposited energy in the NaI(TI) crystals, and a, b, ..., d are the fit
parameters.
Figure 6.4.: An example of CB-Tagger time versus the deposited energy in the NaI(TI)
crystals, fitted with the function of Equation 6.17 from a previous A2 experiment using a
liquid hydrogen target. Figure taken from [78]
The fit parameters were individually determined for all detector elements of the
Crystal Ball, as shown in Fig. 6.4. The Crystal Ball time t was then corrected by the
individual determined fit parameters for every NaI(TI) crystal according to [78]:
tcorr = t− t (E) . (6.17)
Since the time difference to the tagger was used as a reference, the corrected times t′
are automatically aligned around zero. In order to improve the resolution a further
final rise time calibration was done. For this purpose, an additional offset parameter
a (as defined in Equation 6.16) was determined so that the coincidence time was
aligned to zero after the time walk calibration.
6.2.2 TAPS
The fast risetime of the BaF2 crystals and the long distance of approximately 1.5
m from the target to the TAPS detector make the TAPS detector very suitable for
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a Time-of-Flight (TOF) analysis. Therefore, a good time calibration is required
for the TAPS detector. In a first step of the TAPS time calibration the TDC gains
were calibrated and in a second step the TDC offsets were calibrated. For the TAPS
detector, a time walk correction is not necessary, since, in contrast to the LED’s, the
time signals come from the CFD (constant fraction discriminators) and thus the walk
time is already eliminated in the hardware.
TDC Gain Calibration
The TDC conversion gains are usually time calibrated before the experiment. This
was done by delaying the common stop signal of all TAPS detectors by inserting
different cables with known length and delay times of 10 ns [78]. For the determina-
tion of the different delay times of the TAPS elements two measurements were done.
In a first step, the exact delay times of the inserted cables were measured using a
signal generator and an oscilloscope. In a second step, a TAPS alone measurement
was performed to measure the position of the pedestal pulser signal for an increased
pedestal pulser frequency. The correct position of the pedestal pulser signal is then
determined by fitting the signal peak with a Gaussian function. The differences of
the delays are plotted versus the differences of the pulser position for every BaF2
element and linear fitted. The gain is then extracted by the slope of these linear fit
functions.
TDC Offset Calibration
The time offsets for the BaF2 and PbWO4 elements of the TAPS detector were
calibrated after the experiment by using the same calibration procedure as for the
time prealignment of the Crystal Ball [78]. Therefore, the time difference of all
combinations of neutral particles in TAPS were plotted against the central element of
the cluster and fitted with a Gaussian distribution. The new offsets were calculated
by Equation (6.15). The final offset can then be iteratively found by repeating this
procedure until all peaks are aligned to zero.
6.2.3 Tagger
For the Tagger time measurement CATCH TDCS with a fixed conversion gain per
channel were used. Because of the fixed gains, a calibration of only the TDC offsets
is necessary. For this calibration, the time difference of a hit in the tagger and all
neutral clusters in TAPS for each tagger channel were plotted in a spectrum [78].
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Since the tagger time calibration depends on the TAPS time, the TAPS time should
be calibrated first. The tagger channel timings are independent and therefore the
coincidence peak position has to be determined only once. The new offsets were
then calculated by using Equation (6.15).
6.2.4 PID and Veto
For the analysis in this work the PID and Veto times were not used. However, to align
the relative timing of the individual detector elements a rough calibration was done
by aligning the relative coincidence peaks of the individual detectors to zero.
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7Event Selection
The event selection is based on the cluster information of all the involved detectors
in the system. Therefore, a calibration of every cluster has to be made to obtain the
correct energy, time, and space information for the reconstruction of the particles.
The reconstruction of the neutral pi0pi0 photoproduction events based on the cluster
information and the identification of the charged particle, the recoil proton, is
explained in the following sections. Furthermore, the different analysis steps for the
reconstruction of the reaction and the necessary kinematical cuts for the rejection of
the background contributions will also be discussed.
7.1 Event Classes
For the photoproduction from free protons, the following reaction was analysed:
γp −→ pi0pi0p. (7.1)
This reaction has been analysed for the exclusive case with the detection of the
proton as the recoil nucleon and for the dominant decay channel of pi0 [15]:
pi0 → 2γwith a branching ratio of 98.823± 0.034. (7.2)
All other pi0 decay modes were neglected because of their low probability. Due to
the analysed decay mode of the pi0-meson, events from the 2pi0 → 2γ2γ decay must
be separated from the following reactions:
γp −→ η (→ 2γ)pi0p (7.3)
γp −→ η (→ 6γ) p. (7.4)
These reactions are caused by the incorrect interpretation and reconstruction of the
different photons to the two neutral pi0-mesons, such as when a photon or more
are mistaken for the reconstruction of pi0 meson. This wrong reconstruction cannot
be completely prevented and for the understanding of their contributions in the
reaction, the background reactions were simulated.
For the event selection of the reaction, the reconstructed clusters are first divided into
neutral and charged particles according to the criteria in Chapter 5. Appropriate to
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the number of charged and neutral particles of the analysed reaction, the events were
then selected or rejected. For the exclusive analysis of the double pi0 photoproduction
of the proton, one charged cluster and four neutral clusters were required.
7.2 Reconstruction of Double pi0
The double pi0 mesons were reconstructed from the identification of the four decay
photons out of all the detected particles in the detector. Since the pi0-meson is a
neutral particle, only the classified neutral cluster was used for the χ2 method for
the identification. To obtain a better energy resolution, the reconstructed pi0-mesons
were corrected with the nominal mass of the pi0-meson.
7.2.1 Identification of the pi0-Decay Photons
The four-vector (E2pi0 , ~p2pi0) of two pi0-mesons consists of the four-vectors of the four
decay photons 2pi0 → 2γ2γ and is defined the energy and momentum conservation
as: (
E2pi0
~p2pi0
)
=
2∑
i=1
(
Epi0i
~ppi0i
)
=
4∑
i=1
(
Eγi
~pγi
)
, (7.5)
where
(
Epi0i
, ~ppi0i
)
and (Eγi , ~pγi) are the four-vectors of the pions and the correspond-
ing decay photons, respectively. A direct detection of the pi0 meson is not possible
due to the fast decay time of the pi0 meson with τ = (8.52± 0.18)× 10−17s into 2γ
[15]. Therefore, the pi0 events must be reconstructed from their decay products of
4γ, which can be detected by the calorimeter. Since the decay photons are indistin-
guishable, the corresponding decay photons of a double pi0 event were identified
by a χ2-test. Based on the χ2-test, the best combination, the two "true" photons of
each pi0-meson decay, can be determined. For this, the χ2 was calculated with the
following equation:
χ2ijkl =
(
mγiγj −mpi0
∆mγiγj
)2
+
(
mγkγl −mpi0
∆mγkγl
)2
, (7.6)
with i, j, k, l = 1, 2, 3, 4 and i 6= j 6= k 6= l
where the indices i, j, k, l stand for the different decay photons, mγiγj and mγkγl
are any initial combinations of photons pairs γiγj and γkγl of neutral clusters
for the first and the second pi0 event, respectively, ∆mγiγj and ∆mγkγl are the
corresponding errors of the invariant masses, respectively, and mpi0 is the nominal
mass of pi0 = 134.9766 MeV [15]. For the reconstruction of the two pions, all
78 Chapter 7 Event Selection
permutations of the neutral pion pairs are calculated to find the best combination of
the photon pairs for which the χ2-value is minimal. The photon pair combination for
the smallest χ2 were then assigned to the two pi0-mesons. The errors ∆mγiγj and
∆mγkγl depend on the errors given by the neutral clusters as the deposited energy
∆E and the azimuthal ∆φ and polar ∆θ angles of the four detected photons.
7.2.2 χ2-Distribution and Confidence Level
The quality of the reconstructed double pi0 events can be verified by the distribution
of the χ2 values of the best photon pairs. For k independent degrees of freedom and
normally distributed random variables xi, the χ2 values can be calculated by the
following equation:
χ2 =
∑k
i=0 (xi − ei)2
σ2i
, (7.7)
where σi is the standard deviation of the expectation values ei. The corresponding
probability density function (pdf) can be defined by a Gamma function Γ(k/2) [105]
as
f(χ2, k) = (χ
2)k/2−1 · e−χ2/2
2k/2Γ(k/2)
. (7.8)
Therefore, the calculated χ2 values of the best photon combination are distributed
according to a χ2k distribution with k = 2 degrees of freedom corresponding to
the photon decay of 2pi0 → 4γ. In Fig. 7.1 (a), the normalised χ2 distributions of
the double pi0-reconstruction of the data (solid line) and simulation (dashed line)
are shown compared to a sampled χ22 distribution (dotted line). If the background
contribution is rejected by the necessary cuts of the analysis, then the data and the
simulation are in agreement. Before the cuts were applied, a difference was visible
between the simulation and the data, which is caused by the background in the data.
The confidence level W (χ2) provides another verification of the combination of the
photons by the χ2 method. For this, the probability of a random ζ2 variable, which
has a f(χ2, k) distribution, is smaller or equal to a given χ2- value [105]:
W
(
χ2
)
= P
(
ζ2 ≤ χ2i
)
. (7.9)
The χ2-values correspond to the confidence levels and for large χ2-values, the
confidence level is small and for small χ2-values, the confidence level is high. The
confidence level distribution of the data (solid line) and simulation (dashed line)
are shown in Fig. 7.1 (b). If for the reconstruction of the double pi0 events, the
correct photon pairs are combined by the χ2 method, the χ2 values are small and
the confidence level is flatly distributed. For wrong combinations of the photon pairs
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caused by background events, the χ2 values are high, which results in a non-flat
distribution of the confidence level. After the background contribution are rejected
by cuts, the wrong combination of the photon pairs by the background events can be
prevented in the data and thus, the data and the simulation are in a good agreement.
The flat distribution of the confidence level and the agreement between the data and
simulation show that with the χ2 method, the correct combination of the photon
pairs are used for the reconstruction of the double pi0 events.
Figure 7.1.: (a) Data (solid line), simulation (dashed line) and sampled (dotted line) χ22
distribution and (b) corresponding confidence level. The distributions are all normalised.
7.2.3 Correction of the pi0-Meson Energy
The invariant mass peaks of both pi0 mesons are located at the energy position of
135 MeV due to the energy calibration of all the detectors using the decay photons
of pi0 and η-mesons. However, the invariant mass peaks have finite widths and are
approximately normally distributed around the correct nominal mass. Due to this
normal distribution of most events, the events in the peak centre have a correct
nominal mass and the events with larger deviations from the peak centre deviate
more and more from the correct nominal mass. These deviations from the nominal
mass mpi0 can be corrected event-by-event [100].
The decay photon energy correction is then calculated based on the nominal mass
mpi0 by:
E′γ1,γ2 =
mpi0
mγ1γ2
Eγ1,γ2 (7.10)
E′γ3,γ4 =
mpi0
mγ3γ4
Eγ3,γ4 , (7.11)
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and mγ1γ2 and mγ3γ4 are the measured invariant masses and Eγ1γ2 , Eγ3γ4 are the
photon energies of the first and the second pi0-meson, respectively.
The correction of the two pi0-meson energy is applied after the invariant mass
analysis to improve the resolution for the missing mass spectra.
7.3 Time Cuts
Timing information is important for three different reasons. The experiment involves
a coincidence between the scattered electron in the tagger focal-plane detector and
reaction products detected in the calorimeter. Furthermore, random background
from abundant electromagnetic interactions in the production target can contribute
to the hits detected in the calorimeter. Finally, time-of-flight information contributes
to the identification of particle types.
7.3.1 Coincidence Cuts
Coincidence cuts were used to ensure that the detected photons in the detectors
originate from the same reaction. The coincidence time between two photon hits in
the Crystal Ball and TAPS detector is shown in Fig. 7.2.
Figure 7.2.: Coincidence time between two photons after the χ2 method (blue line) and
after all analysis cuts are applied (red dashed line). The coincidence time cut positions are
indicated by the black vertical lines. The time distribution from left to right denote the time
differences from two photons in the Crystal Ball, two photons in TAPS, and one photon in
Crystal Ball and one in TAPS.
The coincidence time is shown after the identification of the decay photons of the
mesons by the χ2-test (blue line) and after all cuts were applied (red dashed line).
The width of the coincidence peaks come from the different time resolution of
the Crystal Ball and TAPS detector. The time resolution of the TAPS detector is
better than for the Crystal Ball. Therefore, the width of the coincidence peak of the
TAPS-TAPS is narrow, for the CB-CB quite wide, and for the CB-TAPS medium. The
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trail on the left side of the TAPS-CB coincidence time peak after the identification
of the mesons by the χ2-test (blue line) occurs due to neutrons falsely assigned to
photons. However, these falsely assigned photons are eliminated by the application
of the kinematical cuts (mainly by the missing mass cut), which can be seen in
the coincidence spectra with the applied cuts (red line). The combination of the
χ2-analysis and the additional cuts removes almost completely these falsely assigned
clusters. The applied time cuts for the analysis were chosen relatively wide in order
to not remove any real events.
7.3.2 Random Background Subtraction
The Glasgow Tagger Photon Spectrometer is used to determine the energy of the
photon from a momentum analysis of the bremsstrahlung electron, as discussed in
Section 2.2.3. The tagger registers all bremsstrahlung electron hits during a specified
tagger time window. Due to the high intensity of the electron beam during the
coincidence window several electrons will produce bremsstrahlung photons. Due to
the small hadronic cross-section, not all of the produced bremsstrahlung photons
trigger a reaction in the target. Therefore, all scattered electrons that are associated
to a photon that interacted in the target are detected in the tagger, but also the
additional electrons which produced bremsstrahlung photons that did not induce
a reaction in the target. These additional detected scattered electrons are random
electrons which cannot be removed by an event-event correction.
The true coincidence electrons which are correlated to the photons that trigger the
events can be determined by a statistical subtraction of the uncorrelated background
electrons in the tagger-calorimeter coincidence time spectra. For the calorimeter
time, the hit times of the decay photons in the Crystal Ball and TAPS were averaged
to obtain a better resolution. The tagger-calorimeter coincidence time spectra
for the Crystal Ball and TAPS are shown in Fig. 7.3. The background of the
uncorrelated electron hits is random and distributed flatly in the coincidence time
spectra. Therefore, a sideband subtraction can be used to determine the uncorrelated
electron hits (green) and the correlated electron hits (red) in the prompt signal. For
the sideband subtraction, the random background distribution is determined using
two background windows (blue) next to the coincidence peak. The distribution of
the true coincidences in the prompt peak can then be calculated by the subtraction
of the normalised random background distribution obtained by these intervals. The
random background subtraction was done for the coincidence time between the
tagger and a hit in the Crystal Ball or in TAPS, whereby the prompt intervals were
determined separately for both timings. To obtain a correct subtraction of the
random background hits, the events in the analysis were weighted. The events in the
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prompt interval were weighted with wp = 1 and the random events were weighted
proportional to their relative time intervals with:
wr = − ∆tp∆tr1 + ∆tr2 , (7.12)
where ∆tr1 and ∆tr2 are the widths of the two background intervals, respectively,
and ∆tp is the width of the prompt interval. The number of correlated events Nt
can then be calculated with the following formula:
Nt = Np +
Nr∑
i=1
wir = Np + wrNr, (7.13)
where Np is the number of prompt events, Nr is the number of random events, and
wr is the corresponding weighting factor. The statistical error ∆Nt is the square root
of the prompt events and the weighted random events and can be calculated by the
following formula:
∆Nt =
√
N2p + w2rN2r . (7.14)
The statistical error can be improved by a better determination of the random
background distribution by using larger intervals which minimize the weight factor
wr.
Figure 7.3.: Coincidence times between the tagger and a hit in the Crystal Ball (left) and in
TAPS (right). For the determination of the correlated (red) events in the prompt window, the
random background events in the prompt window (green) were subtracted and the random
background contribution was defined in the random windows (blue).
7.3 Time Cuts 83
7.4 Analysis Cuts
For the reaction γp→ pi0pi0p, exactly four neutral hits and one charged hit were se-
lected. The reaction was analysed for a polarised butanol target for the measurement
of the polarisation observables F and T . Since only the unbound hydrogen protons
in the butanol target can be polarised, as explained in Section 3.3, the reaction
was additionally measured with a liquid hydrogen and a carbon target. For the
determination of the free polarisable hydrogen contribution and the unpolarisable
carbon contribution in the butanol target, the liquid hydrogen target and the carbon
target was measured under almost the same conditions as the butanol target. The
polarisation observables F and T can be extracted by two different ways, which
eliminate the unpolarised carbon background contribution. As it can be seen in
the definition of the polarisation observables, Equations (1.33) and (1.34), in the
numerator of the asymmetry there is no unpolarised carbon background and in
the denominator, the unpolarised carbon can either be subtracted (which makes a
carbon measurement necessary) or the unpolarised hydrogen cross-section can be
used (for which a hydrogen measurement is necessary). An overview of the used
butanol, hydrogen, and carbon beamtimes can be found in Section 2.5.
In the following sections, the different analysis cuts for the identification of the two
neutral pions from their two-photon decays and the recoil proton is explained in
detail. In the first sections, the identification of the recoil proton by the pulse-shape
analysis (PSA), time of flight (TOF), and ∆E -E analysis is discussed. Then the kine-
matic analysis such as the invariant mass cut, the coplanarity cut, and the missing
mass cut will be discussed. The invariant mass analysis is used to remove the small
background contribution of either combinatorial background from the true double
pi0 events or from the ηpi0 photoproduction after the identification of the two-decay
photons by the χ2 method. The kinematic cuts are used for the identification of the
double pi0 reaction of free proton and to remove the background from the existing
background reaction channels (γp → η(→ 2γ)pi0p and γp → η(→ 6γ)p), whereby
the background channel contribution occurring from the wrong event selection are
mainly removed by the missing mass analysis. The incorrect identification of the
particles can occur due to inefficiencies of the charged particle detectors and thus a
false detection of the neutral and charge particles or because of combinatorial errors
in the χ2-test.
For the analysis, the different analysis cuts were mostly determined from the liquid
hydrogen data, and then the same cut positions were used for the polarised butanol
data. This was done to ensure that only the free polarisable hydrogen protons of
the butanol target are used in the analysis for the calculation of the polarisation
observables and no hydrogen background reactions are included in the analysis. For
the determination of the liquid hydrogen analysis cuts, the γp→ pi0pi0p reaction and
the background reactions (γp→ η(→ 2γ)pi0p and γp→ η(→ 6γ)p) were simulated
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and fit to the experimental liquid hydrogen data. For the simulation, the same ex-
perimental setup were used as for the measured liquid hydrogen data. The missing
mass cuts were then chosen so that these background channel reactions are safely
cut away. For the visualisation of the free polarisable hydrogen contribution and
the unpolarised carbon contribution of the butanol, the kinematical analysis of the
invariant mass cut, coplanarity cut, and the missing mass cut are shown with these
contributions. Therefore, the counts of the different analysis spectra were absolutely
normalised by the photon flux, the detector efficiency, and the nucleus normalisation
of the corresponding data. For the analysis of the butanol data, two different analysis
methods were used: the butanol data from June 2010 and the hydrogen data were
analysed with the Crystal Ball including the PID and TAPS detector, and for the
butanol data from April 2011, the MWPCs were used instead of the PID. For a correct
determination of the unpolarised background, the carbon was analysed with both
methods.
7.4.1 Pulse Shape Analysis
The nucleons can be distinguished from the photons in TAPS by a Pulse Shape
Analysis (PSA). Through this distinction, a clear separation between the nucleons
and photons can be achieved by the PSA cuts and a correct identification of the
nucleons and photons in the analysis is possible. After calibration, the photon band
lies at a PSA angle of 45◦. The nucleons produce a smaller scintillation signal in the
TAPS short gate and the nucleon band lies at lower PSA angles. The nucleon band
has a bent shape because the produced scintillation signal depends on the initial
energy of the nucleons and their velocity. Slower nucleons deposit more energy in
TAPS crystals than fast nucleons.
The PSA cut is applied after the identification of the decay photons of the two pi0
events by the χ2-test. For the PSA cut, the PSA angle is plotted against the PSA
radius and the cut position was then determined by a Gaussian fit of the projections
of the photon band. The PSA cuts can only be determined and applied on the data
because the scintillation light components of the BaF2 crystals were not simulated.
Since the data must be analysed in the same way as the simulation, non-stringent
PSA cuts of ±3σ were chosen to ensure that only the marginal background and no
real events are discarded. In the region between 85 and 380 MeV, no PSA spectra cut
has been applied, to make sure that no real high-energetic protons, which can be
located in this region at large PSA angles, are cut away. The nucleons were cut away
with a PSA radius larger than 380 MeV or smaller than 85 MeV when they are located
closer than 3σ to the photon band. The PSA spectra for the 2pi0 → 2γ2γ decay and
the recoil nucleon without (top row) and with (bottom row) analysis cuts is shown
in Fig. 7.4. The PSA cut positions are indicated by the black dashed lines.
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Figure 7.4.: Pulse Shape analysis spectra for the 2pi0 → 4γ decay (left) and the recoil proton
(right). In the top row, the PSA spectra without the analysis cuts are shown and in the
bottom row the PSA spectra are shown with the analysis cuts. The PSA cuts are indicated by
the black dashed lines.
7.4.2 Time of Flight
The time of flight (TOF) of a particle depends on the mass of the particle. Lighter
particles have a shorter time of flight than heavier particles with the same kinetic
energy. For the time of flight analysis, this effect is used to distinguish between the
particles with the same kinetic energy and different masses. The main difference
between the photons and heavy particles can be distinguished. To achieve a good
time resolution for the time of flight measurement, the flight path of the particles
and the distance from the target to the detector must be sufficiently large. Due to
the large distance from the target to the TAPS detector, approximately 1.5 m, the
time of flight measurement was performed for the detected particles in the TAPS
detector.
For the comparison of the time of flight of the detected particles, the different flight
paths lengths were normalised to 1 m. The time of flight in [ns/m] can be calculated
by:
tTOF =
∆t
s
+ 1
c
[ns/m], (7.15)
where ∆t is the time difference for a hit in TAPS and the photon tagger and s is the
normalised flight paths of the detected particles. The photon tagger was used instead
of the Crystal Ball because of the better time resolution. For the normalisation of the
photon flight time, a factor of 1/c was introduced to compensate for the previous
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calibration, which aligns the photon times to zero.
For the TOF spectra, the deposited energy in TAPS was plotted versus the calculated
time of flight tTOF . The difference of the TOF of the photons and the nucleons can
be clearly seen in the TOF spectra, shown in Fig. 7.5.
Figure 7.5.: The Time of flight (TOF) versus energy plot for TAPS for the photons (left side)
and the protons (right side). The TOF versus energy plot are shown without (top row) and
with (bottom row) applied analysis cuts.
The TOF versus energy plot are shown without (top row) and with (bottom row)
applied analysis cuts, even with the cut of the PSA. The TOF for the photons is
independent from the energy and therefore, the photon band is located around 3.3
ns. For the nucleons, the TOF depends on the energy and the resulting velocity. Slow
nucleons have low energies and thus a long TOF in contrast to fast nucleons with
high energies and a short TOF. Through this energy dependence, the nucleon band
in the TOF spectra has a distinctively bent shape, whereby the descending branch
around 5 [ns/m] in the nucleon TOF spectra comes through punch-through states.
7.4.3 ∆E versus E
The identification of the charged particles by the PID or the TAPS detector can be
checked by the ∆E versus E plot. The charged particles are identified by the PID
or the vetoes of the TAPS detector and are then measured in the corresponding
calorimeter, the Crystal Ball and the TAPS detector, respectively. For the ∆E versus
E spectra, the differential energy loss ∆E in the charged particle detectors, the PID
or the vetoes of the TAPS detector versus the residual deposited energy E in the
corresponding calorimeter, Crystal Ball or TAPS detector, is shown in Fig. 7.6. The
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∆E versus E for the Crystal Ball and TAPS detector are shown without (top row)
and with (bottom row) applied analysis cuts, including the PSA cut.
Figure 7.6.: ∆E versus E for the Crystal Ball (left side) and TAPS (right side). The ∆E
versus E for the Crystal Ball and TAPS detector are shown without (top row) and with
(bottom row) applied analysis cuts.
For charged particles which do not deposit their full residual energy in the calorimeter,
the ∆E versus E method will not work correctly. For protons, the deposited energy
in the charged particle detectors is proportional to the total energy of the proton and
depends on the velocity of the proton. A slower proton deposits more energy in the
crystals compared to a fast proton. Thus, the proton band has a curved structure.
The deposited energy for charged pions and electrons is roughly constant at 1− 2
MeV. Protons up to 425 MeV and charged pions up to 250 MeV can be stopped by the
Crystal Ball. In the ∆E versus E spectra of the differential energy loss ∆E measured
in the PID and the energy E measured in the Crystal Ball, the distinct bands of
the different particle types can be seen. After all cuts, which were discussed in the
previous sections were applied, it can be seen that the proton as the charged particle
was correctly identified by the event selection of the reaction. To ensure that no
charged particle other than the proton is considered in the analysis, a proton band
cut was made in the ∆E versus E spectra of the PID and Crystal Ball detector. This
additional check for the event selection was only possible for the analysis using the
PID.
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7.4.4 Invariant Mass Cut
After the identification of the two neutral pi0 mesons from their two-photon decay
by the χ2 minimization method and the application of all previous kinematic cuts,
an invariant mass analysis was done. For the invariant mass analysis, the two-
dimensional invariant-mass distribution of the "best" combination of four photons to
two pi0 mesons was first considered. The two-dimensional invariant mass spectra
after the cuts on the detector time coincidence and the random tagger background
subtraction were applied, the "best" photon pair combination for which the χ2 has
the minimum is shown in Fig. 7.7.
Figure 7.7.: Two-dimensional invariant-mass distribution of the "best" combination of four
photons to two pi0 mesons by the χ2 method.
The small background structure below the prominent peak from the pi0pi0 photo-
production was subtracted by a side-band analysis. This small background consists
of either combinatorial background from the χ2 method or from the ηpi0 photopro-
duction, as indicated by the two small shoulders. The combinatorial background
occur through the wrong combinations of the photon pairs from the true double
pi0 events due to the small pion mass and the almost equal four neutral cluster
hits. The side-band-analysis was done identically for the Monte Carlo simulations
because of the combinatorial background of the true double pi0 events, which also
contributes to the simulation. However, the analysis results with and without the
side-band-analysis were identical after the application of all cuts within the statistical
errors, which indicates that the different analysis cuts remove these background
events.
For the determination of the invariant mass cuts, projections were made for one of
the two pions for selected energy and angular bins. As the pions were randomized
and the spectra for both pions are identical within statistical fluctuations, the invari-
ant mass cut position can be determined for both pions at one pion. The invariant
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mass of each pi0 meson was calculated by the four-vectors of the two decay photons
resulting from the χ2-test, where the four momenta ~ppi01 , and ~ppi02 were reconstructed
by the corresponding photon pairs γ1, γ2, and γ3, γ4, respectively, as:
~ppi01
= ~pγ1 + ~pγ2 (7.16)
~ppi02
= ~pγ3 + ~pγ4 . (7.17)
The invariant mass of each pi0 meson is then given by:
mpi01
=
√
E2
pi01
− ~p2
pi01
=
√√√√√( 2∑
i=1
Eγi
)2
−
( 2∑
i=1
~pγi
)2
(7.18)
mpi02
=
√
E2
pi02
− ~p2
pi02
=
√√√√√ 2∑
j=1
Eγj
2 −
 2∑
j=1
~pγj
2, (7.19)
where Epi01 , Epi02 and Eγi , Eγj and ~ppi01 , ~ppi02 and ~pγi , ~pγj are the energy and the mo-
menta of each pi0 meson and the corresponding decay photon pair.
The invariant mass analysis of the two decay photons of the pi0 meson was first done
for the hydrogen data. For the determination of the cut positions of the invariant mass
spectra for the different energy ranges and cosθ angles, the γp→ pi0pi0p reaction as
well as the background channel reactions (γp→ η(→ 2γ)pi0p and γp→ η(→ 6γ)p)
were simulated. For the simulation the same experimental setup with the condition
of the liquid hydrogen data was used. The simulated liquid hydrogen signal and
the signals of the background channel reactions were then fit to the liquid hydrogen
data. The ratio between the liquid hydrogen signal and the background reactions
was calculated using the missing mass spectra, where the background contribution
does not lie under the signal and can be fit, as shown in Fig. 7.12. However, the
main background contribution is occurring from the γp→ η(→ 2γ)pi0p reaction. The
energy dependent invariant mass spectra from the hydrogen data are shown in Fig.
7.8. It can be seen that the hydrogen data (dark blue) agrees with the sum (black)
of the simulated signal (light blue) and the simulated background (magenta), which
indicates that the identification of the reaction and background channel contribution
is understood. For the determination of the mean value and the widths of the signal
contribution of the invariant mass peak, the line shape of the fit results were fit with
a Gaussian distribution. An invariant mass cut of ±3σ was chosen for each energy
and cosθ angle. The simulation is consistent with the data and therefore, the same
invariant mass cuts were applied to both.
The same invariant mass cut of ±3σ was used for the butanol data. For the visualiza-
tion of the free polarisable hydrogen protons and the unpolarised carbon background
in the butanol data, the liquid hydrogen and carbon contribution were added in the
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Figure 7.8.: The invariant mass spectra for the liquid hydrogen target for five bins of
incident photon energy Eγ . The invariant mass distribution of the liquid hydrogen data
are shown by the dark blue points and the results of the corresponding fit simulations are
shown by the light blue line. The magenta line indicates the fit simulation results of the
background channel reactions γp→ η(→ 2γ)pi0p, γp→ η(→ 6γ)p. The dashed black vertical
lines indicated the ±3σ cut positions.
invariant mass spectra. Therefore, the counts of the invariant mass spectra Nmγγ ,B
of the butanol data were absolutely normalized by:
Nmγγ ,B
NBγ Hn
B
p
, (7.20)
where NBγ is the photon flux of the butanol data, H is the detector efficiency of the
hydrogen contribution of the butanol, and nBp is the target surface density of the
hydrogen protons inside the butanol target. More detailed information about the
photon flux is given in Section 8.4, detector efficiency in Section 8.6, and the target
surface density in Section 8.3. The contribution of the free polarisable hydrogen
protons of the butanol can be obtained by the absolute normalisation of the counts
of the invariant mass spectra Nmγγ ,H of the hydrogen data by:
Nmγγ ,H
NHγ Hn
H
T
, (7.21)
where NHγ is the photon flux of the liquid hydrogen data, H is the detector efficiency
and nHt is the target surface density of the liquid hydrogen data. The unpolarised
carbon contribution of the butanol data was obtained by the absolute normalisation
of the counts of the invariant mass spectra Nmγγ ,C of the carbon data by:
Nmγγ ,C
NCγ Hn
C
T
· nCO + nHe
nBT
, (7.22)
where NCγ is the photon flux of the carbon data, H is the detector efficiency of the
liquid hydrogen contribution of the butanol target because it can be assumed that
the carbon in the butanol target has the same detector efficiency that the hydrogen
contribution inside the butanol target has, nCT is the target surface density and the
scaling factor (nCO + nHe)/nBT (see Section 8.3.3) is used to normalise the carbon
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nuclei of the carbon data to the carbon nuclei in the butanol target under the consid-
eration of the contributions from the liquid He coolant.
(a) Invariant mass spectra for the butanol data June 2010 as a function of the incident beam energy
from 450 up to 1450 MeV.
(b) Invariant mass spectra for the butanol data April 2011 as a function of the incident beam energy
from 450 up to 1450 MeV.
Figure 7.9.: The relative normalised invariant mass spectra for the butanol data, June 2010
(top row) and April 2011 (bottom row), for five bins of the incident photon energy Eγ . The
invariant mass distribution of the butanol data are shown by the (blue) points. The relative
normalised carbon and hydrogen contribution is shown by the green, and the (red) line,
respectively. The sum of the carbon and hydrogen contribution is shown by the black line.
The dashed black lines indicate the ±3σ cut position, which were first determined on the
liquid hydrogen data.
However, the measured liquid hydrogen data cannot be used for the sum representa-
tion of the invariant mass spectra of the hydrogen and carbon contribution. Since
the liquid hydrogen target was 10 cm, which was larger than the butanol target of
2 cm, the peaks of these data have different widths. Therefore, the liquid hydro-
gen contribution of the butanol target was simulated with the same experimental
conditions as the butanol data. For the invariant mass spectra, the simulated liquid
hydrogen contribution was absolutely normalised with the liquid hydrogen data and
used instead (the yields were determined by the measured data but the shape by the
simulation). The energy dependent invariant mass spectra for the butanol data with
the two different analysis methods for the detection and identification of the charged
particle (the proton), with PID and TAPS or with MWPC and TAPS, are shown in
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Fig. 7.9 (a) and Fig. 7.9 (b). In the invariant mass spectra, the sum (black) of the
hydrogen contribution (red) and the carbon contribution (green) corresponds to the
butanol data (blue) by the relative normalisation (the y-axis shows the counts in
[a.u.]). The invariant mass cut positions are indicated by the black vertical lines. In
contrast to the dominant carbon background, the hydrogen background is negligible
in the shown invariant mass spectra.
7.4.5 Coplanarity Cut
In the center-of-momentum (cm) frame, the two-pion system and the recoil nucleon
are emitted coplanarly due to momentum conservation. The difference between the
azimuthal angle of the three-momentum vector of the nucleon and the sum of the
momentum vectors of the two pions must be 180◦ in the cm frame:
∆φ =
φpipi − φp, ifφpipi − φp ≥ 0,2pi − |φpipi − φp|, ifφpipi − φp ≤ 0 , (7.23)
where φp is the azimuthal angle difference between the recoil proton and φpipi is the
azimuthal angle of the pi0-meson vector. For the coplanarity cut, the recoil proton has
to be detected and identified as a charged particle in the detector setup. As with the
invariant mass cut, the coplanarity cut was first determined for the hydrogen data
and then the same cut position was applied for the butanol data. The coplanarity cut
was determined on the coplanarity spectra for different energies and cos(θ) angles.
An energy dependent coplanarity spectra for the hydrogen data is shown in Fig. 7.10.
Figure 7.10.: The normalised coplanarity spectrum for the liquid hydrogen target for five
bins of the incident photon energy Eγ . The angular difference ∆φ between the recoil proton
and the double pi0 mesons for the liquid hydrogen data are shown by the dark blue points and
the results of the corresponding fit simulations are shown by the light blue line. The magenta
line indicates the simulation fit results of the background reactions (γp→ η(→ 2γ)pi0p and
γp→ η(→ 6γ)p). The dashed vertical lines indicate the ±1.5σ cut positions.
For the determination of the cut positions of the coplanarity spectra for the different
energy ranges and cosθ angles, the γp→ pi0pi0p reaction as well as the background
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channel reactions (γp → η (2γ)pi0p and γp → η (6γ) p) were simulated. The simu-
lated liquid hydrogen signal (light blue) and the signals of the background channel
reactions (magenta) were then fit to the liquid hydrogen data (dark blue), whereby
the ratio of the liquid hydrogen signal and background channel contributions were
determined from the missing mass spectra. In the missing mass spectra, the channel
background contribution lies next to the missing mass peak and can be determined
and seen in the liquid hydrogen missing mass spectra in Fig. 7.12. However, the
main background contribution is occurring from the γp → η(→ 2γ)pi0p reaction.
The mean value and the width of the signal contribution of the coplanarity peak for
different energies and cos θ angles were determined by fitting the line shape of the
simulated fit result combined with a Gaussian distribution. For further analysis, a
coplanarity cut of ±1.5σ was used.
(a) Coplanarity spectra for the butanol data (June 2010) as a function of the incident beam energy
from 450 up to 1450 MeV.
(b) Coplanarity spectra for the butanol data (April 2011) as a function of the incident beam energy
from 450 up to 1450 MeV.
Figure 7.11.: The relative normalised coplanarity spectrum for the butanol data, June 2011
(top row) and April 2011 (bottom row), for five bins of the incident photon energy Eγ .
The angular difference ∆φ between the recoil proton and the double pi0 mesons for the
butanol data are shown by the (blue) points. The relative normalised carbon and hydrogen
contribution are shown by the green and red line, respectively. The sum of the carbon
contribution and the hydrogen contribution is indicated by the black line and the dashed
black lines indicate the ±1.5σ cut position defined on the liquid hydrogen data.
For the butanol data, the same coplanarity cut of ±1.5σ for different energies and
94 Chapter 7 Event Selection
cosθ angles were used. For the visualization of the polarisable unbound hydrogen
protons and the unpolarisable carbon background in the butanol, the liquid hydrogen
and carbon contribution are added in the coplanarity spectra. Therefore, the energy
dependent counts of the coplanarity cut spectra from the butanol N∆φ,B, liquid
hydrogen N∆φ,H , and carbon N∆φ,C are absolutely normalised as it was done for
the invariant mass analysis. The counts of the coplanarity spectra of the butanol
data N∆φ,B are absolutely normalised by the photon flux of the butanol data, the
detector efficiency of the hydrogen contribution of the butanol data, and the target
surface density for the protons of the hydrogen contribution inside the butanol
target, according to Equation (7.20). For the determination of the liquid hydrogen
contribution of the butanol target the counts of the liquid hydrogen data N∆φ,H
of the coplanarity spectra were absolutely normalised by using Equation (7.21).
The unpolarised carbon contribution of the butanol target was determined by the
absolute normalisation of the carbon data and using a scaling factor (nCO +nHe/nBT )
(see Section 8.3.3), which scales the carbon nuclei of the carbon data to the carbon
nuclei inside the butanol target including effects from the He cooling. Thus, the
carbon counts of the coplanarity spectra N∆φ,C were normalised by Equation (7.22).
For the sum representation of the coplanarity spectra, the hydrogen contribution
of the butanol target was again simulated with the same experimental conditions
as the butanol target because of the different target sizes of the butanol target of 2
cm and liquid hydrogen target of 10 cm, as mentioned before. The simulated liquid
hydrogen contribution was then normalised by the measured liquid hydrogen data
and used instead. The energy dependent relative normalised coplanarity spectra for
both butanol data, analysed with the PID and TAPS or with the MWPC and TAPS for
the recoil proton, detection and identification, are shown in Fig. 7.11 (a) and (b),
respectively. The butanol data (blue) and the sum (black) of the hydrogen contribu-
tion (red) and the carbon contribution (green) agree by the relative normalisation
(since the counts are shown in [a.u.]) for both analysis methods. The cut positions
of ±1.5σ are indicated by the black vertical lines. In the coplanarity spectra of the
butanol data, the liquid hydrogen background is very small in contrast to the carbon
background and not shown.
7.4.6 Missing Mass Cut
On the basis of the missing mass cut, the identified final state particles, the double
pi0 events and the possible recoil proton, can be checked and more background can
be rejected. For the missing mass cut, the recoil proton is treated as an undetected
particle of the pi0pi0p reaction and this mass is defined as the missing mass mx of
the reaction and only the reconstruction of the double pi0 events is required. The
missing mass mx of the recoil proton can be calculated from the four-momenta of
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initial state particles pisi =
(
Eis, ~pisi
)
and the final state particles pfsj =
(
Efs, ~pfsj
)
of
the reaction and is given by:
mx =
√√√√√∑
i
pisi −
∑
j
pfsj
2 =
√√√√√∑
i
Eisi −
∑
j
Efsj
2 −
∑
i
~pisi −
∑
j
~pfsj
2.
(7.24)
The missing mass of the initial state proton for the pi0pi0 photoproduction from the
free proton can then be calculated by:
mx =
√(
Eγ +mp − Epi01 − Epi02
)2 − (~pγ − ~ppi01 − ~ppi02)2, (7.25)
where Eγ and ~pγ are the energy and momentum of the incident photon beam,
respectively, and Epi01 , and Epi02 and ~ppi01 , and ~ppi02 are the energy and momentum of
the two pi0 mesons, and mp is the proton mass. For this work, the proton mass mp
was subtracted from the missing mass mx:
∆m = mx −mp, (7.26)
so that the missing mass peak is located at zero and not around the proton mass.
The energy dependent missing mass spectra of the liquid hydrogen data is shown in
Fig. 7.12.
Figure 7.12.: The normalised missing mass spectra for the liquid hydrogen target for ten
bins of the incident photon energy Eγ . The missing mass distribution of the liquid hydrogen
data is shown by the dark blue points and the results of the corresponding fit simulation
are shown by the light blue line. The magenta line indicates the fit simulation results of the
background channel reactions γp→ η(→ 2γ)pi0p and γp→ η(→ 6γ)p. The dashed vertical
lines indicate the ±1.5σ cut positions.
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For the determination of missing mass cut of the liquid hydrogen data, the signal of
the liquid hydrogen of the reaction γp→ pi0pi0p and the corresponding background
channel contribution (γp → η(→ 2γ)pi0p and γp → η(→ 6γ)) were simulated and
fit to the measured liquid hydrogen data. Therefore, the simulations were done
with the same experimental conditions as the measured liquid hydrogen data. The
ratio of the signal and the background channel contribution was calculated in the
missing mass spectra, where the background channel contribution can be determined
by the peak right to the missing mass peak. The main background contribution
is occurring from the γp → η(→ 2γ)pi0p reaction. For the determination of the
width and the mean values of the missing mass peak, the line shape of the fit
results were fit with a Gaussian distribution. A missing mass cut of ±1.5σ was
chosen for different energy ranges and cosθ angles to reject all the background
channel reactions, which is located on the right side of the missing mass peak. The
background reaction channels increased for higher energies corresponding to their
thresholds. The missing mass cut positions are indicated by the black vertical lines.
The same missing mass cuts of ±1.5σ for the different energy ranges and cosθ
angles were used for the butanol data to ensure that the hydrogen background
channel contribution is rejected in the butanol data. The missing mass spectra as a
function of the incident photon beam energy Eγ = 450− 1450 MeV of the butanol
for both analysis methods of the detection and identification of the recoil proton,
with the PID and TAPS for June 2010 and MWPC and TAPS for April 2011, are
shown in Figs. 7.13 and 7.14, respectively. In Figs. 7.13 and 7.14, the cosθ angle
dependent missing mass spectra for the butanol data (June 2010 and April 2011)
are shown. For the determination of the liquid hydrogen and carbon contribution
of the butanol target, the shown missing mass spectra were absolutely normalised.
Therefore, the counts of the missing mass spectra N∆M,B of the butanol data were
absolutely normalised by the photon flux of the butanol data, the detector efficiency
of the hydrogen contribution of the butanol data, and the target surface density
of the protons of the hydrogen contribution according to Equation (7.20). The
polarisable unbound hydrogen contribution of the butanol target was determined by
the absolute normalisation of the missing mass counts of the liquid hydrogen N∆M,H
corresponding to Equation (7.21). For the determination of the unpolarised carbon
contribution of the butanol data the carbon counts of the missing mass spectra
N∆M,C were absolute normalised corresponding to Equation (7.22), whereby an
additional scaling factor was used to scale the carbon nuclei to the carbon nuclei
inside the butanol target under the cooling process.
However, for the sum representation of the missing mass spectra, the measured
liquid hydrogen data cannot be used because of the larger target size of 10 cm in
contrast to the butanol target size of 2 cm, which leads to a different broadening of
the missing mass peaks. Therefore, the hydrogen contribution of the butanol target
was simulated under the same experimental conditions as the measured butanol
target. In the missing mass spectra, the simulated hydrogen contribution was then
7.4 Analysis Cuts 97
absolutely normalised by the measured liquid hydrogen data and used instead. In
the missing mass spectra, it can be seen that the butanol (blue) agree with the
sum (black) of the liquid hydrogen contribution (red) and the carbon contribution
(green). The missing mass cut positions are indicated by the black vertical lines.
The hydrogen background channel contribution from the γp → η(→ 2γ)pi0p and
γp → η(→ 6γ)p reactions compared to the carbon background is negligible and
is not shown in the missing mass spectra, but is rejected by the missing mass cut,
which were defined from the hydrogen data. The missing mass spectra of only the
hydrogen contribution of the butanol data (June 2010 and April 2011) are shown
in Section 9.4 in Figs. 8.1 and 8.2. For the butanol analysis with the MWPC, more
background is created by the poorer identification of the charged particles since the
MWPC has a worse efficiency for the detection of the charged particles than the PID,
as explained in Section 8.6.
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(a) Missing mass spectra for the butanol data (June 2010) as a function of the incident beam energy
from 450 up to 1450 MeV.
(b) Missing mass spectra for the butanol data (June 2010) as a function of ten different cosθ angle.
Figure 7.13.: The relative normalised missing mass spectra for the butanol data (June 2010)
in (a) for ten energy bins of the incident photon beam energy Eγ = 450 − 1450 MeV and
in (b) for ten cosθ angle bins. The relative normalised cosθ angle dependent missing mass
distribution of the butanol data is shown by the blue points. The relative normalised carbon
and hydrogen contribution are shown by the green line and red line, respectively. The sum
of the carbon and hydrogen contribution is shown by the black line. The black vertical lines
indicate the missing mass cut position of ±1.5σ.
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(a) Missing mass spectra for the butanol data (April 2011) as a function of the incident beam energy
from 450 up to 1450 MeV.
(b) Missing mass spectra for the butanol data (April 2011) as a function of ten different cosθ angle.
Figure 7.14.: The relative normalised missing mass spectra for the butanol data (April 2011)
in (a) for ten energy bins of the incident photon beam energy Eγ = 450 − 1450 MeV and
in (b) for ten cosθ angle bins. The relative normalised cosθ angle dependent missing mass
distribution of the butanol data is shown by the blue points. The relative normalised carbon
and hydrogen contribution are shown by the green line and red line, respectively. The sum
of the carbon and hydrogen contribution is shown by the black line. The black vertical lines
indicate the missing mass cut position of ±1.5σ.
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8Cross Sections
In this chapter, the extraction of the unpolarised total cross section of the double
pi0 photoproduction from free proton will be discussed. The events for the cross
section were determined through selected kinematical cuts, as explained in Section
7.4. In the following sections, the formalism to normalise the detected events of the
γp→ pi0pi0p reaction by the photon flux, the detector efficiency, the target surface
density, the branching ratio of the pi0 meson decay mode of pi0 → 2γ, and the solid
angle of the experiment, will be explained in detail.
As mentioned before in Section 7.4, the polarisation observables F and T can be
calculated by two different ways to remove the unpolarised carbon background,
which occurs in the denominator of the asymmetries. In the carbon subtraction
method, the unpolarised carbon contribution in the denominator of the asymmetries
is subtracted from the butanol. This requires an additional carbon target measure-
ment under similar experimental conditions as the measurement of the butanol
target. For the carbon subtraction, the butanol and the carbon data were absolutely
normalised and the carbon nuclei of the carbon target are scaled to the carbon nuclei
inside the butanol target. Hence, the number of nuclei of the carbon and oxygen
have to be normalised to the number on the butanol target under the consideration
of the cooling process with the 3He −4 He mixture. Hence, the unpolarised total
cross section of the hydrogen contribution of the butanol was measured to check
the absolute normalisation of the butanol data and simultaneously, the one of the
carbon data, as well as the nuclei normalisation. The unpolarised total cross section
of the hydrogen contribution of the butanol was measured for both butanol data
to check both analysis methods of the detection and identification of the charged
particle. The recoil proton was identified with the PID and TAPS for the June 2010
data and with the MWPC and TAPS for the April 2011. For the determination of the
unpolarised carbon contribution, the carbon data was analysed with both methods.
The nuclei normalisation and the corresponding target surface densities of the used
butanol and carbon data will be discussed in Sections 8.3.2 and 8.3.3. The other
method for the extraction of the polarisation observables is the hydrogen normalisa-
tion method, where in the denominator of the asymmetries the unpolarised liquid
hydrogen cross section is used. This method requires an additional measurement of
a liquid hydrogen data and the extraction of the unpolarised total cross section. The
extraction of the unpolarised total liquid hydrogen cross section including all the
normalisation variables such as the photon flux, the detector efficiency, the target
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surface density, and the branching ratio, will be discussed in the following sections.
For the interpretation of the total cross section results, the sources of the systematic
uncertainties as well as the errors of the systematic uncertainties will be discussed in
Section 8.7.
8.1 Extraction of Cross Sections
The unpolarised differential cross section as a function of the incident photon energy
Eγ and cosθ∗2pi0 , the cosine of the polar angle of the double pi
0 meson in the cm
frame, can be calculated by [78]:
dσ
dΩ
∣∣∣∣
unpol
(Eγ , cosθ∗2pi0) =
N
(
Eγ , cosθ
∗
2pi0
)
Nγ (Eγ) · det
(
Eγ , cosθ∗2pi0
)
· nT · (Γi/Γ)2 ·∆Ω
, (8.1)
where the following nomenclature for the variables was used:
Eγ incident photon energy
N
(
Eγ , cosθ
∗
2pi0
)
Eγ and cos θ∗2pi0 angle dependent number of detected events
Nγ (Eγ) incoming photon flux
det (Eγ) detection efficiency
nT target surface density [barn−1]
Γi/Γ branching ratio of pi0 meson [15]
pi0 → 2γ : (98.823± 0.034)
∆Ω solid angle of the cosθ∗2pi0 bin in [sr].
In this work, the unpolarised total cross section of the liquid hydrogen data and the
unpolarised total cross section of the hydrogen contribution of the butanol data was
measured for an incident photon beam of 450 up to 1450 MeV. The extraction of the
energy and cos θ∗2pi0 angle dependent number of detected events, the yields from the
missing mass distributions, is explained in detail in Section 9.4. More information
about the determination of the photon flux and the target surface density of the used
butanol, liquid hydrogen, and carbon data can be found in Sections 8.4 and 8.3.
8.2 Extraction of the Yields
The reaction yields for the calculation of the total cross section of the liquid hydrogen
and the total cross section of the hydrogen contribution of the butanol data were
extracted from the missing mass distribution. Therefore, the missing mass histograms
were filled as a function of the incident photon energy Eγ from 450 up to 1450 MeV,
using the available statistics. For the calculation of the total cross section of the
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hydrogen and total cross section of the hydrogen contribution of the butanol, the
same number of energy and cosθ2pi0 bins were chosen to compare the results. The
number of bins was determined from the butanol data, which has poorer statistics
than the hydrogen data. For the calculation of the cross sections, 64 energy bins and
only one cosθ2pi0 bin was used.
For the hydrogen data, the cuts described in Section 7.4 were used to reject all
the background of the contamination channels and the yields were extracted by
integrating the missing mass spectra in the range of the missing mass cuts for the
corresponding energy range. For the butanol data, the cuts reject most of the carbon
background and all the hydrogen background of the contamination channels, but not
the carbon background within the missing mass spectra. Therefore, the missing mass
spectra of the butanol with the hydrogen and carbon contribution were normalised
absolutely based on the nucleon normalisation, photon flux, and detector efficiency,
as shown in Figs. 7.13 and 7.14. Through the absolute normalisation, the carbon
background contribution can be determined and subtracted from the missing mass
spectra. The yields of the hydrogen contribution of the butanol can be extracted
by integrating these missing mass spectra in the range of the missing mass cuts for
the corresponding energy range. The energy dependent missing mass spectra of the
hydrogen contribution, which were used to extract the yields, are shown in Figs. 8.1
and 8.2. It can be seen, that the resulting hydrogen contribution corresponds to the
simulated hydrogen signals and the carbon background contribution was correctly
subtracted from the butanol for both analysis methods.
Figure 8.1.: The hydrogen contribution of the butanol data (June 2010) after the subtraction
of the carbon contribution for ten bins of the incident photon beam energy Eγ = 450− 1450
MeV. The blue points describe the hydrogen contribution of the butanol after the carbon
subtraction. The simulated hydrogen contribution of the butanol is shown by the red line.
The used missing mass cuts of ±1.5σ are indicated by the black vertical lines.
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Figure 8.2.: The hydrogen contribution of the butanol data (April 2011) after the subtraction
of the carbon contribution for ten bins of the incident photon beam energy Eγ . The blue
points describe the hydrogen contribution of the butanol after the carbon subtraction. The
simulated hydrogen contribution of the butanol is shown by the red line. The used missing
mass cuts of ±1.5σ are indicated by the black vertical lines.
8.3 Nucleon Normalisation
The target surface density, which is equal to the number of protons per barn
(barn=10−24cm2) for the cross section of the hydrogen, can be easily calculated.
As illustrated in Fig. 8.3, the Butanol molecule has the chemical formula C4H100,
whereby only the unbound hydrogen protons can be polarised and the carbon and
oxygen nuclei are unpolarised background contribution. For the calculation of the
cross section of the hydrogen contribution of the butanol, the polarisable protons
per barn for the hydrogen contribution and the unpolarised carbon background
contribution of the entire target must be known. The dilution of carbon and oxygen
nuclei and thus, their number of protons per barn of the butanol including the
contribution from the He coolant, is discussed in the following sections.
Figure 8.3.: Structural formula for the Butanol molecule C4H100. The polarised protons
of the hydrogen are indicated by the red H, the unpolarised carbon and oxygen nuclei are
indicated in green.
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8.3.1 Nucleon Normalisation of the Hydrogen
For the liquid hydrogen data, the target surface density nHT , which gives the number
of protons per barn, can be calculated by:
nHT =
NA · ρH · l
Mmol
= 0.421 b−1, (8.2)
where the following nomenclature is used for the different variables:
NA Avogadro’s constant: 6.02214× 1023 mol−1
ρH density of liquid hydrogen: 0.070548 g/cm3 at 1080 mbar
l target length: (10.0± 0.1) cm
Mmol molar mass of atomic hydrogen: 1.00794 g/mol.
The cross section of the liquid hydrogen data σH can then be calculated by using
Equation (8.1) as:
σH =
NH
NHγ Hn
H
T (Γi/Γ)2
, (8.3)
where NH is the number of detected events which were extracted from the missing
mass spectra of the hydrogen data with all applied cuts to reject all the background
events, as explained in Section 9.4, NHγ is the incoming photon flux of the liquid
hydrogen data measurement, H is the detector efficiency of the hydrogen data,
which was determined by a Monte Carlo simulation with the same detector setup
settings (see Section 8.6), and Γi/Γ is the branching ratio of pi0 → 2γ : (98.823 ±
0.034) [15].
8.3.2 Nucleon Normalisation of the Butanol
Since the butanol target was filled with butanol beads, the target volume was
not completely covered by butanol. Hence, for the calculation of the target sur-
face density of the butanol nBT , the filling factor f of the butanol breads must be
considered:
nBT =
NA · ρB · f · l
MBmol
= 0.09163 b−1, (8.4)
where the following nomenclature is used for the different variables:
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NA Avogadro’s constant: 6.02214× 1023 mol−1
ρB density of butanol: 0.94 g/cm3 at 1080 mbar
f filling factor of the target: 0.6
l target length: (2.0± 0.02) cm
Mmol molar mass of atomic butanol: 74.1216 g/mol.
For the calculation of the total cross section of the hydrogen contribution of the
butanol, the target surface density of the hydrogen protons inside the butanol target
has to be determined. Hence, the number of protons per barn of the hydrogen
contribution of the entire butanol target is multiplied by the number of hydrogen
nuclei per butanol molecule by:
nBp = 10 · nBT = 0.09163 b−1. (8.5)
The cross section of the hydrogen contribution of the butanol target σB′ can then be
calculated using Equation (8.1):
σB′ =
NB′
NBγ Hn
B
p (Γi/Γ)2
, (8.6)
where NB′ = NB − NC is the detected events of the hydrogen contribution of
the butanol data, which were extracted by the carbon background subtraction of
the normalized missing mass spectra and all applied cuts, as explained in Section
9.4. NBγ is the energy dependent incoming number of photons of the butanol
measurement, H is the detector efficiency of the hydrogen signal of the butanol,
which was simulated with Monte Carlo simulations and with the same experimental
condition as the data, nBp is the target surface density of the protons per barn of
the hydrogen contribution calculated with Equations (8.4) and (8.5) and Γi/Γ is
the branching ratio of pi0 → 2γ : (98.823± 0.034) [15]. More information about the
determination of the photon flux of the corresponding butanol data and the detector
efficiency can be found in Sections 8.4 and 8.6.
8.3.3 Nucleon Normalisation of the Carbon
The target surface density for the carbon data nCT can be calculated by:
nCT =
NA · ρC · l
MCmol
= 0.056586 b−1, (8.7)
with the following nomenclature for the variables:
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NA Avogadro’s constant: 6.02214× 1023 mol−1
ρC density of carbon: 0.57 g/cm3
l target length: (1.98± 0.02) cm
Mmol molar mass of atomic carbon: 12.011 g/mol.
The number of carbon and oxygen nuclei in one butanol molecule, under the
assumption that the cross section scales with A2/3 [106], can be calculated with the
molar mass of carbon MC = 12.011 g/mol and oxygen MC = 12.011 g/mol by:
KCO = 4 + (MO/MC)2/3. (8.8)
The number of carbon and oxygen nuclei in the butanol target is then given by the
number of butanol molecules multiplied by the carbon and oxygen nuclei with:
nCO = KB ·KCO. (8.9)
For the cooling process, the butanol beads in the target were surrounded by a
3He −4 He mixture. Therefore, the number of helium nuclei in the 3He −4 He
mixture also has to be taken into account for the absolute nucleon normalisation.
The number of helium nuclei nHe depends on the helium density ρHe = 0.14 g/cm3
and on the size of the end gaps Lend of the butanol target and can be calculated
by:
nHe = KHe
ρHe · [(1− f)LB + Lend] ·NA
MHemol
, (8.10)
where for the helium molecules KHe, the helium molar mass is MHe = 3.016 g/mol
and can be approximated with the carbon molar mass MC [107] by:
KHe = (MHe/MC)2/3. (8.11)
The scaling factor for the carbon cross section σC is then given by:
nCO + nHe
nBT
= 0.6424. (8.12)
The cross section of the carbon contribution of the butanol data can then be calcu-
lated using Equation (8.1) and the scaling factor from Equation (8.12) by:
σC =
NC
NCγ Hn
C
T (Γi/Γ)2
· nCO + nHe
nBT
, (8.13)
where NC is the detected events of the carbon data extracted by the missing mass
spectra of the carbon, NCγ is the incoming photon flux of the carbon measurement,
H is the detector efficiency of the simulated hydrogen signal of the butanol (the
carbon background contribution inside the butanol has the same detector efficiency),
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ncT is the target surface density of the protons per barn of the carbon contribution
of the butanol data, and Γi/Γ is the branching ratio of pi0 → 2γ : (98.823 ± 0.034)
[15].
8.4 Photon Flux Normalisation
For the normalisation of the cross sections the number of incoming photons, the
photon flux on the target must be known. Therefore, the photon flux Nγ was
calculated by the number of electrons Ne− detected in the different tagger channels
and multiplied by the tagging efficiency tagg:
Nγ = Ne− · tagg. (8.14)
The tagging efficiency tagg is determined by tagging efficiency measurements at
certain times during data taking. The electron flux Ne− is measured constantly
during the experiment by counting the scaler modules of the discriminated signals
from each tagger channel. Due to the different data acquisition systems of the
tagger and the rest of the detector setup, the measured electron flux in the tagger
must be corrected. Since the electrons in the tagger were counted without the
consideration of the readout time and the time when the event information was
collected in the detector setup, the counted electrons have to be corrected by the
live times of the tagger Γtagg and the total live time Γtot of the detector setup. The
number of electrons N
′
e− can then be calculated by the different live times by:
N
′
e− = Ne− ·
Γtot
Γtagg
, (8.15)
whereby the total live time of the detectors was around Γtot ≈ 44% and the live
time of the tagger was around Γtagg ≈ 60%. The tagger channel distribution of
the electrons is shown in the top row of Fig. 8.4. The number of electrons per
tagger channel has an inverse energy dependence given by the bremsstrahlung’s
process in the radiator. Therefore, the high tagger channels correspond to a high
bremsstrahlung electron energy and a low bremsstrahlung photon energy and vice
versa. The tagger channels without counts were broken elements and were removed
from the analysis.
The incident photon flux upon the target cannot be directly inferred from the
measured electron flux in the target due to the collimation of the bremsstrahlung
photon beam. Hence, tagger efficiency measurements must be done to determine
the electron flux based on the photon flux on the target. For the tagger efficiency
measurement, very low beam intensities and a lead glass detector are used to
measure the number of photons, which reach the target. The lead glass detector has
an efficiency of roughly 100% for low energy beam intensities and a size of 20 cm ×
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Figure 8.4.: In the top row, the tagging efficiency of the butanol data June 2010 (left)
and butanol data April 2011 (right) is shown. In the middle row, the tagging efficiency
per channel is shown. In the bottom row, the time dependent tagger efficiency per run
determined by the ionization chamber (P2) (left) and the number of detected η +X events
(right) is shown, whereby the red points indicate the tagger efficiency measurements. The
measured tagging efficiency shown by the grey line has to be scaled by a factor of 1.52 to
the black line because of incorrect inhibited scalers.
20 cm × 20 cm and is placed in the beam line, 15 m behind the radiator. Because of
the low beam intensities, background hits caused by cosmic rays and nuclear decays
due to activated material are also measured by the tagger efficiency measurement.
For the determination and the subtraction of these background hits, a measurement
without beam was taken before and after each tagger efficiency measurement. The
measured efficiency values tagg can be directly applied to the normal production
runs with higher intensities because the difference due to the beam intensities can
be neglected. For a time-dependent tagging efficiency measurement, the photon
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flux during the experiment must be determined since the beam position and quality
of beam change over time and hence, so does the tagger efficiency. The time
dependence of the photon flux was determined by measuring the counts of the
photon beam by an ionization chamber (P2) whose counts are proportional to the
photon flux.
However, the ionization chamber did not work properly during the measurement of
the April 2011 butanol data and August 2011 carbon data and so the time dependence
per run was determined by counting the number of detected η + X (inclusive
eta production) events. The average tagging efficiency of the j tagger efficiency
measurement over all tagger channels Nc can be calculated by:
〈j〉 = 1
Nc
Nc∑
i=1
i, (8.16)
where i is the tagging efficiency for each tagger channel i. To obtain the time
dependent photon flux the η + X counts from each run Nr were scaled to the
average tagging efficiency values as defined in Equation (8.16) to obtain the time
dependent photon flux. The tagging efficiency for each production run r and tagger
channel i can then be calculated by the following formula:
ir =
〈i〉∑Nc
j=1〈j〉
· 〈Nr〉, (8.17)
where i is defined as:
〈i〉 = 1
Nm
Nm∑
j=1
i. (8.18)
The tagging efficiencies of the June 2010 and April 2011 butanol data are shown
in Fig. 8.4. The middle row of Fig. 8.4 shows the tagging efficiency per channel
and the bottom row shows the tagger efficiency measurement scaled to the tagger
efficiency measurements.
For the butanol beamtimes, two different collimator diameters were used. For
the June 2010 beam time, a collimator of 2 mm was used and for the April 2011
beam time, a collimator with 2.5 mm was used, which results in a x2 higher tagger
efficiency measurement through the 50% larger opening (in area). The tagger
efficiency measurement for the June 2010 data shown by the grey line in the bottom
row on the left side, has to be scaled by 1.52 to the black line because of an issue
with the inhibited scalers during the tagging efficiency measurement, which caused
wrong live time values.
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8.5 Empty Target Subtraction
For the calculation of the cross section, only the events due to reactions in the target
material are considered. The events generated in the material of the target container,
which mainly consists of carbon nuclei, lead to a background contribution in the
measurement, which must be subtracted. Therefore, the contribution of the target
container background of the liquid hydrogen data April 2009 has to be determined.
In contrast to the butanol data from June 2010 and April 2011, the target container
background cancels out in the calculation of the unpolarised total cross section of the
hydrogen contribution as well as in polarisation observables due to the subtraction
of the carbon contribution.
For the determination of the target container background contribution of the liquid
hydrogen data April 2009, the resulting carbon cross section was measured with
production runs using an empty target container. The empty target runs were then
analysed similarly as the normal data by using the same analysis cuts. The empty
target cross section as a function of the incident beam energy Eγ was then obtained
by the absolute normalisation of the yields. For the removal of the empty target
contribution from the filled liquid hydrogen target, a normalised ratio was calculated
between the filled and empty target and used to scale down the filled target cross
section. The relative empty target contribution percentage to the total hydrogen
cross section is shown in Fig. 8.5. At lower energies, a significant increase can be
seen in the empty target cross section. This increase is due to the Fermi motion of
the carbon nuclei in the target container and is strongly increased in comparison to
the liquid hydrogen (proton) cross section.
Figure 8.5.: The incident photon beam energy Eγ dependence empty target contribution of
the liquid hydrogen data.
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8.6 Detection Efficiency Correction
The detection efficiency correction for the total normalisation of the cross section
was determined using the Geant software package A2, as explained in Section 4.3.
The reaction γ + p → pi0pi0p was generated by the Pluto event generator and the
interactions with the same experimental setup as the data was then simulated by the
Geant software. For the detection efficiency correction of the liquid hydrogen cross
section in the Geant 4 simulation, the same hydrogen target with the corresponding
target container was used. For the cross section of the hydrogen contribution of
the butanol, the detection efficiency correction of the hydrogen contribution was
determined by simulations of the hydrogen contribution inside the butanol target.
Both reactions were simulated in phase space. For the simulation, a beam spot with
a diameter of 1.3 cm was used, which can lead to random reactions inside the entire
target volume.
For the determination of a detection efficiency correction, the simulated data must
correspond to the experimental data. Therefore, the same malfunctioning detector
elements were removed for the event selections and the same trigger thresholds
were used as were used for the experimental data. The selected events of the
reaction were then analysed by the same analysis, applying the same cuts as in the
experimental data.
The detection efficiency can be calculated by the number of detected events Ndet
and generated events Ngen of the simulated double pi0 reaction by:
 (E, cos θ∗2pi0) =
Ndet
(
Edet, cos
(
θ∗2pi0,det
))
Ngen
(
Egen, cos
(
θ∗2pi0,gen
)) , (8.19)
where E is the incoming photon beam energy and cos
(
θ∗2pi0
)
is the 2pi0 meson polar
angle in the centre-of mass frame.
8.6.1 Software Trigger
To determine the detection efficiency of the measured reaction, the same exper-
imental conditions of the trigger must be applied to the simulation events. The
Crystal Ball energy sum trigger checks the total sum of the analogue signals above a
certain energy threshold of all NaI(TI) crystals. The energy sum of the experimental
and simulated data can be determined by the analogue signals of the de-calibrated
energies of all NaI(TI) crystals [108][109]. Since only uncalibrated signals can
enter into the analog hardware energy sum, only uncalibrated signals can be used
in the analysis for the determination of the energy sum. The use of the calibration
constants could lead to an over or underestimation of the analog signals of each
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NaI(TI) crystal. The energy sum has to be determined reaction dependent, since the
relative contribution of all the NaI(TI) crystals depends on the energy and angular
distribution of the two pi0 meson.
The Crystal Ball photon energy sum Esum spectra for the butanol April 2011 data and
the corresponding simulation are shown in Fig. 8.6. All analysis cuts were applied
to the spectra. The spectrum from the experimental data (red) was normalised to
the simulation (blue) in the intervals between 480 and 650 MeV, where the energy
sum has a negligible influence. The ratio of the experimental and simulation data is
shown in Fig. 8.6. Events with lower energies are suppressed by the hardware trigger
in the experimental data compared to the simulated data. For the reproduction of
the experimental software trigger, the simulated events were weighted with a factor
fMC < 1, which was determined from the ratio histogram. The simulation events
were only weighted in the region up to Esum ∼ 480 MeV, where the software trigger
has an influence.
Figure 8.6.: The Crystal Ball sum for the MC simulation (blue) and the April 2011 data (red)
is shown on the left side. For the determination of the software trigger for the simulation,
the data were normalised to the simulation between [480-650] MeV for the 2pi0 → 4γ. The
ratio of the data/MC is shown on the right.
8.6.2 Nucleon Detection Efficiency Correction
The simulation of nucleon interactions with material of the implemented experimen-
tal setup depends strongly on the energy and on the used physics model. Hence,
inconsistencies between experimental and simulation data, which occur through
geometrical deviations of the implemented setup to the experimental setup or inef-
ficiencies of the charged particle detectors (PID and vetoes), have an influence on
the nucleon detection efficiency. The differences in the nucleon detection efficiency
of the data and simulation are corrected by applying a nucleon detection efficiency
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correction to the simulation to ensure that the simulated data is consistent with the
experimental data.
For the determination of the nucleon efficiency of the double pi0 reaction, liquid hy-
drogen data was used because the hydrogen only consists of protons. The difference
between the exclusive and inclusive analysis is that the detection of the proton is
not required in the inclusive analysis. Therefore, the undetected nucleon must be a
proton. For the exclusive analysis, the proton has to be detected in coincidence with
the double pi0 meson. The proton efficiency can then be determined by comparing
the inclusive and exclusive analysis and the simulation by:
N
(
γp→ pi0pi0p
)
N
(
γp→ pi0pi0X
)
.
Since the PID and veto thresholds influence the proton detection efficiency, the
software threshold of all data sets were set to a maximum to avoid effects from
different thresholds. For the background reaction and reaction identification for
both analyses, a coplanarity and a missing mass cut were applied.
The nucleon detection efficiency for experimental and simulation data can then be
calculated by the ratio of the number of exclusive and inclusive events depending on
the proton polar angle in the laboratory frame θp and on the proton kinetic energy
Tp by:
p (Tp, θp) =
N
(
γp→ pi0pi0p)
N (γp→ pi0pi0p) +N (γp→ pi0pi0X) . (8.20)
Since the recoil proton was not always detected, the polar angle and kinetic energy
of the recoil proton were calculated from kinematics. The correction factor for the
simulation can then be calculated by the ratio of the extracted nucleon efficiency of
the simulation MCp and experimental data 
data
p by:
f corrp (Tp, θp) =
MCp (Tp, θp)
datap (Tp, θp)
(8.21)
The correction factor f corrp was then applied by weighting every simulation event
with 1/f corrp (Tp, θp) for the corresponding kinetic energies Tp and polar angles θp.
The nucleon detection efficiency correction factor f corrp for the different kinetic
energies Tp and polar angles θp is shown in Fig. 8.7. It can be seen that the proton
detection efficiency between the data and simulation are different. For some kinetic
energies Tp and polar angles θp, the proton efficiency is over or underestimated,
which is then corrected by nucleon efficiency values larger or smaller than one. In
the forward angular range of the Crystal Ball θp < 25◦ and TAPS θp < 20◦, the
proton efficiency is overestimated for low kinetic energies. This overestimation of
the proton detection efficiency comes from different materials and differences in the
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geometry. Specifically, the transition of the Crystal Ball and TAPS (15◦ < θp < 25◦) is
difficult to implement in the simulation and only small geometrical deviations have
strong influences on the proton efficiency [78].
Figure 8.7.: Proton detection efficiency correction f corr as a function of the kinetic energy
Tp for the proton and the reconstructed polar angle θp of the recoil proton in the lab frame.
The proton detection efficiency correction could only be calculated and applied to
the simulation where the proton was identified with the PID and the vetoes because
no hydrogen data is available in the same energy range as the butanol data with
working MWPCs. Therefore, no nucleon detection efficiency correction could be
calculated for the butanol April 2011 data analysed with the MWPCs and applied to
the corresponding simulation.
8.6.3 Charged Particle Detection Efficiency Correction
In the liquid hydrogen April 2009 data used, the PID and veto detectors did not work
correctly and therefore some protons were mistakenly identified as neutrons. The
fact that some of the protons have been mistakenly identified as neutrons, is evident
in the comparison of the measured inclusive and exclusive cross section of this data.
This comparison shows a significant discrepancy of about 10%. However, it could
not be found out, why the charged particle detectors were not always identifying the
protons as protons and therefore the experimental conditions could not be correctly
simulated. For that reason, the simulation used overestimated the charge particle
detection efficiency. To correct this overestimation of the simulation a charged
particle detection efficiency correction was calculated.
For the determination of the charged particle efficiency, the inclusive and exclusive
analysis of the experimental date and simulation were analysed with and without
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the PID and veto detectors. For the inclusive analysis, the following event selection
of the neutral (n) and charged (c) particles were used [110]:
with PID and Veto: 5n& 0c without PID and Veto: 5n
4n& 1c 4n
4n& 0c
and for the exclusive analysis the following event selection of neutral (n) and charged
(c) particles were used [110]:
with PID and Veto: 5n& 0c without PID and Veto: 5n
4n& 1c.
The individual nucleon detection efficiencies for the data and simulation can then
be calculated for the inclusive and exclusive analysis with and without the use of
the charged particle detectors. For the calculation, the events from the analysis with
the PID and veto detectors are denoted with w and with wo when the information
of the charged particle detectors were or were not used, respectively. The number
of events in the clusters is denoted by H for hit or NH for no hit, whereby H is
used for detected events in five clusters and NH for detected events in four clusters.
The nucleon detection efficiency can then be calculated for both analyses with and
without the use of the charge particle detectors by [110]:
wMC =
HwMC
NHwMC +HwMC
woMC =
HwoMC
NHwoMC +HwoMC
(8.22)
wdata =
Hwdata
NHwdata +Hwdata
wodata =
Hwodata
NHwodata +Hwodata
. (8.23)
For the determination of the charged particle efficiency, the ratio of the nucleon
efficiency with and without the detection of the charged particle for the data and
the simulation must be considered [110]:
ζdata =
wdata
wodata
ζMC =
wMC
woMC
. (8.24)
For the correction of the misidentified protons of the liquid hydrogen data of the
exclusive analysis where the detection of the proton is necessary, the ratio between
the nucleon efficiency with and without the detection of the proton was considered.
For the liquid hydrogen data, the double pi0 photoproduction can only occur on the
proton, regardless of whether it is detected or not and the misidentified protons that
were mistakenly detected as neutral particles can be determined. A charged particle
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detection efficiency correction can then be calculated by the ratio of the calculated
nucleon efficiencies of the data and simulation for both analysis by [110]:
ζCPI = ζMC
ζdata
= 
w
MC
woMC
· 
wo
data
wdata
= ηw · 1
ηwo
. (8.25)
The correction factor ζCPI depends on the proton kinetic energy Tp, polar angle θp,
and on the azimuthal angle θp in the lab frame. For the charged particle detection
efficiency correction, the simulation events were then weighted with this correction
factor ζCPI corresponding to their proton kinetic energy Tp, polar angle θp, and
azimuthal angle θp.
Since this liquid hydrogen data was used to calculate the nucleon detection efficiency,
i.e. for this data and the butanol June 2010 data, the influence of the charged particle
detection that was not working, must be checked. In the definition of the charged
particle detection efficiency (Equation (8.20)), it can be seen that the determination
of the charged particle detection efficiency is based on the nucleon efficiency for the
analysis with the charged particle detectors. Therefore, the correction factor for the
simulation can be factorized by the nucleon detection efficiency ηw as defined in
Equation (8.20) and the correction of the charge particle detection efficiency ηwo
defined by Equation (8.25) by [110]:
ζCPI = 
w
MC
woMC
· 
wo
data
wdata
= 
w
MC
wdata
· 1
woMC
wo
data
(8.26)
= ηw (Tp, θp) · 1
ηwo (Tp, θp, φp)
(8.27)
= 
w
MC (Tp, θp)
wdata (Tp, θp)︸ ︷︷ ︸
std. nucl. eff. corr.
· 1
woMC(Tp,θp,φp)
wo
data
(Tp,θp,φp)︸ ︷︷ ︸
add. nucl. eff. corr.
. (8.28)
For the comparison of the standard nucleon detection efficiency with the nucleon
detection efficiency extracted from the charged particle detection efficiency, the
azimuthal angle of the proton φp was integrated. The standard nucleon detection
efficiency correction obtained over the charged particle detection efficiency is shown
in Fig. 8.8 on the left side. It can be seen that the standard nucleon detection
efficiency, as discussed in Section 8.6.2, is in a good agreement with the nucleon
detection efficiency extracted from the charged particle detection efficiency and
can be used for the nucleon detection efficiency. The additional nucleon detection
efficiency correction of the charged particle detection efficiency correction is shown
in Fig. 8.8 in the middle. The charged particle detection efficiency correction, the
product of the standard and additional nucleon detection efficiency correction is
shown in Fig. 8.8 on the right side.
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Figure 8.8.: Left side: Nucleon detection efficiency correction as a function of the kinetic
energy Tp and the reconstructed polar angle θp of the recoil proton in the lab frame. Middle:
Charged particle correction as a function of the kinetic energy Tp and the reconstructed
polar angle θp of the recoil proton in the lab frame. Right side: Full charged particle detector
efficiency including the nucleon detection efficiency and the charged particle detection
efficiency as a function of the kinetic energy Tp and the reconstructed polar angle θp of the
recoil proton in the lab frame.
8.6.4 Correction of the Gap between the Crystal Ball and
TAPS
The gap between the Crystal Ball and TAPS detector reduces the detection efficiency
[110]. The detector efficiency within the gap is not consistent with the experimental
data and leads to an overestimation of the angle dependent cross section. The
effect of the drop in the efficiency can be seen in the differential cross section
for the exclusive analysis for the proton polar angle in the laboratory frame of
18◦ < θp < 24◦, which corresponds to the angular range of the gap between the
Crystal Ball and TAPS. The differential cross section of the double pi0 photoproduction
on the proton for the liquid hydrogen data for this energy range is shown in Fig. 8.9
by the filled circles. The region of the gap is indicated by the black vertical lines.
For the correction, the points in the peak position were removed and the remaining
points were fit with a second degree polynomial. The events in the sensitive region
of the gap between the two detectors of the simulation are then weighted by the
ratio of the cross section value and the corresponding value of the fit function. By
this weighting in the simulation, the reduced detection efficiency of the gap between
the Crystal Ball and TAPS can be corrected. The result of the corrected differential
cross section of the liquid hydrogen can be seen in Fig. 8.9 by the dashed line. Since
the detection efficiency is reduced for all data in the gap region, the determined
correction factor was also applied to the corresponding butanol and carbon data.
118 Chapter 8 Cross Sections
Figure 8.9.: Correction of the gap between the Crystal Ball and TAPS detector for the double
pi0 photoproduction for the liquid hydrogen data (April 2009). The uncorrected differential
cross section as a function of the proton polar angle in the lab frame are shown by the
purple points. The corrected fit function is shown by the black dashed line and the fit of
the uncorrected purple points is shown by the black line. The region of the Crystal Ball and
TAPS detector is shown by the black vertical lines.
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8.6.5 Final Detection Efficiency
For the determination of the detection efficiencies of the hydrogen and butanol
data, all cuts, the software trigger, and necessary detection efficiency correction, i.e.
nucleon detection efficiency, the correction of the gap between the Crystal Ball and
TAPS, and the charged particle detection efficiency for the liquid hydrogen data,
were applied to the detected events of the simulation. The detection efficiency was
then calculated by dividing simulated detected events by simulated generated events,
corresponding to Equation (8.19). For the detection efficiency, the same number
of energy bins for the incident photon energy Eγ and number of cos θ∗2pi0 bins were
used as in the experimental data, 64 energy bins and one cos θ∗2pi0 bin.
The detection efficiency as a function of the incident photon beam energy from 450
up to 1450 MeV of the liquid hydrogen and of the butanol data are shown in Fig.
8.10.
Figure 8.10.: Detection efficiencies for the unpolarised total cross section of the incident
beam energy Eγ = 450−1450 MeV. Left hand side: detection efficiency of the liquid hydrogen
data. Right hand side: detection efficiency of the butanol data (June 2010) indicated by the
purple cross, uncorrected and corrected detection efficiency of the butanol data (April 2011)
indicated by the dashed blue line and blue points, respectively.
The liquid hydrogen data has a much higher detection efficiency than the butanol
data, which results from the better detection efficiency of the charged particle
detectors. For the June 2010 butanol data, one PID element was broken and could
not be used and for the April 2011, only one MWPC and the vetoes could be used
for the charged particle detection. For the butanol data (April 2011), problems
with the gas mixture of the MWPCs occurred, which reduced the detector efficiency,
as explained in Section 2.4.4. Since it was impossible to simulate the resulting
inefficiencies of the identification and detection of the charged particles occurring
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through the MWPC gas mixture, the detector efficiency must be scaled so that the
absolute normalization of the total cross section is correct.
8.7 Systematic Uncertainties
For the interpretation of the measured cross section results, the systematic uncertain-
ties must be considered. Therefore, the sources of the systematic uncertainties must
be determined and the corresponding errors must be estimated. In the following sec-
tions, the determination of the sources and the corresponding estimated systematic
uncertainties are discussed. In the end of this section, a summary of all systematic
uncertainties is given.
8.7.1 Sources of the Systematic Uncertainties
The systematic uncertainties of the cross section can be separated into two groups.
The first group of systematic uncertainties are caused by measurements such as the
target surface, the decay branching ratio, and the photon flux. These uncertainties
are energy and angle dependent. The second group of systematic uncertainties are
channel dependent such as the analysis cuts, the Crystal Ball energy sum trigger,
and the nucleon efficiency correction. These uncertainties are energy Eγ and angle
cos
(
θ∗2pi0
)
dependent and therefore, the uncertainties must also be determined for
the different energies and angles.
Target Surface Density
The systematic uncertainty of the target surface density arises in uncertainties in
the determination of the target length and the target density, which has a pressure
and temperature dependence. For the hydrogen data, the target surface density
uncertainty was estimated to be around 3%. The systematic uncertainty of the
butanol target was estimated to be around 3%.
pi0 Decay Branching Ratio
The systematic uncertainty of the decay branching ratio for the pi0 → 2γ is 0.034%
of 98.823% [15].
8.7 Systematic Uncertainties 121
Photon Flux
The systematic uncertainty of the photon flux depends mainly on the measurement of
the tagging efficiency. For the hydrogen data, the time dependent tagging efficiency
was determined by the P2/tagger ratio using the absolute tagging efficiency measure-
ments. The systematic uncertainty of the tagging efficiency measurement was then
determined by scaling the P2/tagger ratio of the minimum value to the maximum
value of the tagger efficiency measurements. By this, a systematic uncertainty of the
photon flux of approximately 2.5% was estimated.
For the butanol data, only one tagger efficiency measurement was taken during the
beam time. Hence, the systematic uncertainty could not be determined by scaling
the P2 tagger ratio (June 2010) or the η+X count rate (April 2011) to the maximum
or minimum values of the tagging efficiencies measurements. For that reason, the
systematic uncertainty of the photon flux was estimated to be around 5%.
Analysis Cuts
The determination of the analysis cuts has a significant influence on the event
selection and thus, the cross section result. If the analysis cuts are chosen too loose,
more background contribution contaminates the analysis of the desired reaction. On
the other hand, if the analysis cuts are chosen to be too strict, then signal events
can be cut away. For the determination of the systematic uncertainty of the analysis
cuts, the difference of loose and strict cuts on the cross section result must be known.
Therefore, the cut position of the invariant mass cut, coplanarity cut, and missing
mass cut were varied by a value of ±3%. The systematic uncertainty was then
determined by the influence of the differences of the two analyses with loose and
strict cuts on the final cross section result.
Empty Target Subtraction
As mentioned in Section 8.5, the empty target subtraction is only necessary for the
hydrogen cross section. For the calculation of the cross section of the hydrogen
contribution of the butanol, the carbon was subtracted from the butanol data and
thus, the target container contribution, which is the same for both data. For the
hydrogen data, the empty target contribution was estimated to approximately half of
the relative empty target contribution, due to the low statistics of the empty target
runs. Thus, the uncertainty for the empty target subtraction was assumed to be
2.5%.
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CB Energy Sum Trigger
The CB energy sum trigger has a strong influence on the detection efficiency where
the simulation events were corrected corresponding to the Crystal Ball energies of the
data, as explained in Section 8.6.1. Since the simulated events were only weighted
for Crystal Ball energy sums below 350 MeV to achieve the same software conditions
in the data and simulation, the systematic uncertainty only has be determined for
this energy range. For the determination of the systematic uncertainty, the cross
section was calculated by two analyses, one with the applied Crystal Ball energy sum
trigger and a second with a fixed cut at ECB > 350 MeV. The systematic uncertainty
was then calculated by the deviation of the two cross sections and is about 2− 3%
depending on the energy.
Nucleon Detection Efficiency
For the exclusive analysis, the simulation must be corrected by a nucleon detection
efficiency, which was determined on the hydrogen data, as explained in Section
8.6.2. For the determination of the systematic uncertainty of the nucleon efficiency,
the cross section was calculated inclusively (without requiring the recoil proton to be
detected) and exclusively (with the detection of the recoil proton) without applying
the nucleon detection efficiency. Since both analysis methods should give the same
result, the systematic uncertainty of the nucleon efficiency can be calculated by the
difference of these cross sections.
8.7.2 Combined Systematic Uncertainties
For the measurement of the total cross section, the systematic uncertainties caused
by the measurement of the individual systematic uncertainties such as the target
surface density ∆σt.s.d, the branching ratio ∆σb.r, the photon flux ∆σf , and the
empty target ∆σe.t are independent and can be added quadratically by:
∆σtot =
√
∆σ2t.s.d. + ∆σ2b.r + ∆σ2f + ∆σ2e.t. (8.29)
The channel dependent systematic uncertainties such as the analysis cuts ∆σcuts, the
Crystal Ball energy sum ∆σCBS , and the nucleon efficiency ∆σn.e are independent
and added quadratically corresponding to their energy and cos
(
θ∗2pi0
)
values by:
∆σ (Eγ , cos (θ∗2Π0)) =
√
∆σ2cuts + ∆σ2CBE + ∆σ2n.e. (8.30)
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The total systematic uncertainties of the total cross section are the sum of the
individual systematic uncertainties of the measurement given by Equation (8.29)
and the channel dependent systematic uncertainties given by Equation (8.30). The
relative incident energy Eγ dependent systematic uncertainties for the different
cross sections can be seen in Fig. 8.11. The red points correspond to the cross
section of the hydrogen data and the purple cross and blue points correspond to the
cross section of the hydrogen contribution of the butanol data (June 2010 and April
2011).
Figure 8.11.: Total systematic uncertainties of the total cross section for the incident beam
energy Eγ . Left hand side: liquid hydrogen data. Right hand side: butanol data. June 2010
and April 2011 are indicated by the purple cross and blue points, respectively.
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9Polarisation Observables
In this chapter, the extraction of the polarisation observables F and T of the double
pi0 photoproduction from free proton will be discussed. The formalism to determine
the polarised cross sections of the butanol, leading to the polarisation observables F
and T will be explained in Section 9.1. The events for the polarised differential cross
section were determined through the selected cuts and the absolute normalisation,
as discussed in Section 7.4. The polarisation observables F and T were measured
with a frozen spin butanol target, which has the advantage that only the unbound
protons of the hydrogen contribution can be polarised and quasifree reactions on
the oxygen and carbon nuclei lead to unpolarised background contributions. The
polarisation observables from the azimuthal distribution of double pi0 mesons and
the recoil proton can be calculated by two different methods, which eliminate the
unpolarised carbon background in the denominator of the asymmetries. In the
carbon subtraction method, the unpolarised carbon contribution in the denominator
of the asymmetries is subtracted from the butanol. The other method for the
extraction of the polarisation observables is the hydrogen normalisation method,
where in the denominator of the asymmetries the unpolarised liquid hydrogen cross
section is used. These methods, the carbon subtraction method and the absolute
normalisation method, will be explained in detail in Section 9.5. In the end of this
chapter, the sources and the determination of the systematic uncertainties will be
discussed.
9.1 Polarisations Observables F and T
The general formalism for photoproduction of two pseudo-scalar mesons and the
corresponding formulas for the different polarisation observables were presented
in [36]. The differential polarised cross section for an incident circularly polarised
photon beam and transversally polarised target nucleons can be simplified to the
following form:
dσ
dΩ
∣∣∣∣
pol
= dσ0
dΩ
∣∣∣∣
unpol
{1 + 1√
2
[1 + PcircPxF cos (φ) + PyT sin (φ)]}, (9.1)
where the unpolarised differential cross section is denoted as dσ0, and F and T are
the polarisation observables, and Pcirc is the degree of photon circular polarisation
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of the incident photon beam. The degree of nucleon polarisation PT for the x and y
direction is defined by:
Px = PT · cos (φ) (9.2)
Py = PT · sin (φ) . (9.3)
The φ angle depends on the direction of the polarisation of the nucleon target spin.
For the measurement of the polarisation observables, the photon beam was circularly
polarised with positive and negative helicity, as explained in Section 3.2, and the
target nucleons were polarised such that the direction of the spin protons were
vertically up or down, as explained in Section 3.3. Therefore, four polarisation
cross sections can be defined for the different photon beam polarisation and nucleon
target spin polarisation:
dσ+↑(φ) = a(φ)N+↑γ (1 + PcircPxF cos(φ) + PyT sin(φ)) (9.4)
dσ+↓(φ) = a(φ)N+↓γ (1− PcircPxF cos(φ)− PyT sin(φ)) (9.5)
dσ−↑(φ) = a(φ)N−↑γ (1− PcircPxF cos(φ) + PyT sin(φ)) (9.6)
dσ−↓(φ) = a(φ)N−↓ (1 + PcircPxF cos(φ)− PyT sin(φ)) , (9.7)
where ± denote the helicity state of the incident photon beam and ↑, ↓ is the
direction of the nucleon target spin vertically up or down. By considering only the
nucleon target polarisation, two polarised cross sections can be defined by:
dσ↑(φ) = a(φ)N↑γ (1 + PyT sin (φ)) (9.8)
dσ↓(φ) = a(φ)N↓γ (1 + PyT sin (φ)) . (9.9)
The polarised cross section depends on the azimuthal angle acceptance a(φ) mea-
sured with the Crystal Ball. The Crystal Ball acceptance a(φ) is independent of the
photon beam polarisation and the nucleon target spin polarisation and is the same
for each defined polarised differential cross section. The photon flux Nγ depends
on the corresponding beam-target polarisation setting of the polarised cross section.
However, for the measurement, the events for the different beam-target polarisation
settings should be equal. For the different photon fluxes, the following conditions
apply N+γ = N−γ and N↑γ = N↓γ . Therefore, the Crystal Ball acceptance a(φ) and the
corresponding photon fluxes Nγ can be removed for the asymmetries, which allows
the extraction of the polarisation observables F and T according to:
AF (φ) =
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) (9.10)
AT (φ) =
dσ↑(φ)− dσ↓(φ)
dσ↑(φ) + dσ↓(φ) , (9.11)
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where AF and AT , are the asymmetry of the polarisation observable F and T ,
respectively. The beam target asymmetry can then be derived by applying the
equations of the polarised cross sections Equations (9.5) and (9.7) into Equation
(9.10). The beam target asymmetry depends on the circularly photon polarisation
and on the nucleon polarisation and is given by:
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) =
PcircPTF cos (φ)
1 + PTT sin (φ)
. (9.12)
The target asymmetry can be derived by applying Equations (9.8) and (9.9) into
Equation (9.11). Therefore, the target asymmetry depends only on the nucleon
target spin polarisation corresponding to:
dσ↑(φ)− dσ↓(φ)
dσ↑(φ) + dσ↓(φ) = PTT sin (φ) . (9.13)
The double polarisation observable F can be derived from the beam asymmetry
(Equation (9.12)), since the polarisation observable T is 0 in the beam asymmetry
for normalised target spin up and down with the same number of events. Thus, the
double polarisation observable F is defined by the circular photon beam polarisation
and the transversal nucleon polarisation according to:
F cos (φ) = 1
PTPcirc
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) . (9.14)
The polarisation observable T depends only on the transversal target polarisation
and can be derived from the target asymmetry (Equation (9.13)) by:
T sin (φ) = 1
PT
dσ↑(φ)− dσ↓(φ)
dσ↑(φ) + dσ↓(φ) . (9.15)
9.2 Extraction of the Polarisation Observable F
The double polarisation observable F can be extracted by using Equation (9.14)
based on the asymmetry as seen in Equation (9.10). For the calculation of the
double polarisation observable F , the differential cross sections dσ+(φ) and dσ−(φ)
have to be defined corresponding to the circular photon beam polarisation with
positive and negative helicity and the nucleon target spin polarisation, vertically up
or down. Since F is a double polarisation observable, the definition depends on both
polarisations values according to:
dσ+(φ) = dσ+↑(φ) + dσ−↓(φ) (9.16)
dσ−(φ) = dσ+↓(φ) + dσ−↑(φ), (9.17)
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where± denote the helicity state of the incident photon beam and ↑, ↓ is the direction
of the nucleon target spin vertically up or down. The double polarisation observable
F is defined by Equation (9.14) and can then be written with the definitions given
in Equation (9.17) as:
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) =
(
dσ+↑(φ) + dσ−↓(φ)
)
−
(
dσ+↑(φ) + dσ−↑(φ)
)
dσ+↑(φ) + dσ−↓(φ) + dσ+↑(φ) + dσ−↑(φ) . (9.18)
The numerator can then be calculated in the following way:(
dσ+↑(φ) + dσ−↓(φ)
)
−
(
dσ+↑(φ) + dσ−↑(φ)
)
(9.19)
= dσ0{(1 + PTT sin(φ) + PcircPTF cos(φ) + 1− PTT sin(φ) + PcircPTF cos(φ)
− 1 + PTT sin(φ) + PcircPTF cos(φ)− 1− PTT sin(φ) + PcircPTF cos(φ)}
= 4PcircPTF cos(φ) · dσ0(φ),
and the denominator can be calculated in the following way:(
dσ+↑(φ) + dσ−↓(φ)
)
+
(
dσ+↑(φ) + dσ−↑(φ)
)
(9.20)
= dσ0{(1 + PTT sin(φ) + PcircPTF cos(φ) + 1− PTT sin(φ) + PcircPTF cos(φ)
+ 1− PTT sin(φ)− PcircPTF cos(φ) + 1 + PTT sin(φ)− PcircPTF cos(φ)}
= 4dσ0(φ).
By these definitions of the polarised differential cross section dσ+(φ), dσ−(φ) given
in Equation (9.18), only the numerator depends on the polarisation degree of the
photon beam and the nucleon target spin and the denominator is given by unpo-
larised differential cross section dσ0(φ). Thus, the double polarisation observable F
can be extracted as:
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) =
4PcircPTF cos(φ) · dσ0
4dσ0(φ)
(9.21)
⇒ F cos(φ) = 1
PTPcirc
dσ+(φ)− dσ−(φ)
dσ+(φ) + dσ−(φ) . (9.22)
Alternatively, the double polarisation observable F can also be calculated by different
φ angles between the double pi0 mesons and the recoil nucleon in the numerator
by:
F cos(φ) = 1
PcircPT
(
dσ+↑(φ) + dσ+↓(pi − φ)
)
−
(
dσ−↑(φ) + dσ−↓(pi − φ)
)
dσ+↑(φ) + dσ+↓(φ) + dσ−↑(φ) + dσ−↓(φ) .
(9.23)
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The double polarisation observable F was calculated for both φ definitions given by
Equations (9.22) and(9.23). Both methods are shown in Appendix A.4.
9.3 Extraction of the Polarisation Observable T
The polarisation observable T , also known as target asymmetry, depends only on
the nucleon polarisation and can be calculated by Equation (9.15). Since only one
measurement was done for the extraction of the polarisation observable F and T , the
photon beam polarisation has to be considered for the definitions of the differential
cross section dσ↑(φ) and dσ↓(φ). However, for the helicity dependent differential
cross section it can be assumed that, the sum of both differential cross section with
positive dσ+ and negative helicity dσ− is equal to the unpolarised differential cross
section dσ0 = dσ+(φ) + dσ−(φ). The differential cross section for the calculation of
the polarisation observable T can then be defined according to:
dσ↑(φ) = dσ+↑(φ) + dσ−↑(φ) (9.24)
dσ↓(φ) = dσ+↓(φ) + dσ−↓(φ). (9.25)
The polarisation observable T is defined by Equation (9.15) and can then be written
with the definitions given in Equation (9.25) as:
dσ↑(φ)− dσ↓(φ)
dσ↑(φ) + dσ↓(φ) =
(
dσ+↑(φ) + dσ−↑(φ)
)
−
(
dσ+↑(φ) + dσ−↓(φ)
)
dσ+↑(φ) + dσ−↑(φ) + dσ+↑(φ) + dσ−↓(φ) . (9.26)
The numerator can then be calculated in the following way by:(
dσ+↑(φ) + dσ−↑(φ)
)
−
(
dσ+↓(φ) + dσ−↑(φ)
)
(9.27)
= dσ0{(1 + PTT sin(φ) + PcircPTF cos(φ) + 1 + PTT sin(φ)− PcircPTF cos(φ)
− 1− PTT sin(φ) + PcircPTF cos(φ)− 1 + PTT sin(φ)− PcircPTF cos(φ))}
= 4TPT sin(φ)dσ0(φ)
and for the denominator applies:(
dσ+↑(φ) + dσ−↑(φ)
)
+
(
dσ+↓(φ) + dσ−↑(φ)
)
(9.28)
= dσ0{(1 + PTT sin(φ) + PcircPTF cos(φ) + 1 + PTT sin(φ)− PcircPTF cos(φ)
+ 1− PTT sin(φ)− PcircPTF cos(φ) + 1− PTT sin(φ) + PcircPTF cos(φ))}
= 4dσ0(φ).
By these definitions of the differential cross sections dσ↑(φ), dσ↓(φ) given in Equation
(9.25), the photon beam polarisation cancels out and the numerator depends only
on the nucleon polarisation. The denominator is again given by the unpolarised
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cross section dσ0(φ). Thus, the polarisation observable T can be extracted through
these definitions by:
dσ↑(φ)− dσ↓(φ)
dσ↑(φ) + dσ↓(φ) =
4TPT sin(φ) · dσ0
4dσ0(φ)
(9.29)
= TPT sin(φ)
⇒ T sin(φ) = 1
PT
dσ↑(φ)− dσ↓(φ)
dσ↑(φ) + dσ↓(φ) . (9.30)
9.4 Extraction of the Yields
In this work, the polarisation observables F and T were extracted for four different
representations: for the cosθpi0 of the pions, for the cosθp of the recoil proton, for
the invariant mass of the two pi0 pions, and the invariant mass of pi0 pions combined
with the recoil proton. The φ angle definitions in the centre-of-momentum (cm)
system for the extraction of the polarisation observables F and T are shown in Fig.
9.1.
Figure 9.1.: Representation of the coordinate system used in the centre-of-momentum
(cm) and the different azimuthal φ angles between the pi0 mesons and the recoil proton to
the target spin indicated by the y′ axis. (a) The φ1,2 angles between the two pi0 mesons
depending on the direction of the target spin. (b) The φp angle between the recoil proton
and the target spin. (c) The φpi01+pi02 angle of the meson vector depending on the direction of
the target spin. (d) The φpi01,2+p angle of each pi
0
1,2 meson and the proton depending on the
direction of the target spin.
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For both polarisation observables F and T , each of the four different representations
of the cosθ angles or the invariant masses, are dependent on the incident photon
beam energy Eγ and their corresponding φ angle. For the φ1,2 angles, in the cosθpi0
representation, the azimuthal angle from each single pion to the direction of the
target polarisation is used, as shown in the Fig. 9.1 (a). In this representation, the
azimuthal angle of the pions are used separately to extract more information from
γ + p→ pi0pi0p reaction, since the use of the combined vector pi01 + pi02 would have
the same information as the −cosθp. The φp angle for the cosθp representation is the
azimuthal angle from the recoil proton to the direction of the target polarisation, as
shown in Fig. 9.1 (b). For the invariant mass of the two pions representation, the φ
angle is defined as the azimuthal angle from the meson vector pi01 + pi02 to the target
spin, as seen in Fig. 9.1 (c). For the representation of each pion combined with the
recoil proton, the azimuthal φpi01,2+p angle is defined between the combined vectors
of each pion and the recoil proton pi01,2 + p to the target polarisation, as shown in Fig.
9.1. As with the cosθpi0 representation both pions combined with the recoil proton
are recorded separately to obtain more information from the reaction. Due to the
available statistics for all yields the incident photon beam energy Eγ from 450 up to
1450 MeV is split into 10 energy ranges, the φ angles and the representation each
into 8 ranges. For the polarisation observables in the representation of the invariant
masses, the range of the invariant mass spectra is extended for higher energies.
For the calculation of the polarisation observables F and T using the carbon sub-
traction method and the hydrogen normalisation method, explained in detail in
Section 9.5.1, the yields were extracted from the polarised butanol, the unpolarised
carbon and liquid hydrogen data. Before the yields were extracted all the necessary
cuts, introduced in Section 7.4, were applied to reject hydrogen background channel
contribution. Finally, the yields of the differential cross sections for the polarisation
observables were extracted by integrating the different spectra in the range of the
cuts.
9.5 Methods
As mentioned in Section 2.5, the measurement of the polarisation observables F
and T requires a circularly polarised photon beam and transversally polarised target
nucleons. The photon polarisation for the butanol data (June 2010 and April 2011)
was given via the helicity transfer of a longitudinally polarised electron beam with
an energy of 1557 MeV and a polarisation degree of around 80%, as explained in
Section 3.2. The unbound hydrogen protons were polarised by the DNP method,
as explained in Section 3.3. Based on this method, a target polarisation of approxi-
mately PT = 80% could be reached. However, the use of a butanol target has the
disadvantage that only the free hydrogen protons can be polarised and unpolarised
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background contributions occur from quasi-free reactions on the bound and not
polarisable carbon and oxygen nuclei. Due to the definitions of the asymmetries of
the polarisation observables F and T , the unpolarised carbon background channels
cancel out in the numerator of the asymmetries, but remain in the denominator of
the asymmetries. For the extraction of the polarisation observables, two different
methods exist to remove the unpolarised carbon contribution in the denominator of
the asymmetries: the carbon subtraction method and the hydrogen normalisation
method. These two methods will be explained in detail in the following sections.
9.5.1 Carbon Subtraction Method
In the carbon subtraction method, the remaining carbon contribution in the de-
nominator of the asymmetries of the polarisation observables is subtracted by the
unpolarised differential carbon cross section. Hence, an additional measurement
of a carbon target under almost the same experimental conditions as the butanol
target was required. For the carbon subtraction, the number of carbon and oxy-
gen nuclei has to be normalised to the carbon nuclei inside the butanol target
under the consideration of the cooling process of the frozen-spin butanol target
with a 3He−4 He mixture, as explained in Section 8.3.3. In the following sections,
the carbon subtraction method for the polarisation observables F and T will be
discussed.
Polarisation Observable F
As mentioned in Section 9.2, the double polarisation observable F is defined for a
circularly polarised photon beam and a transversally polarised target and can be
calculated by:
F cos (φ) = 1
PTPcirc
dσ+B(φ)− dσ−B(φ)
dσ+B(φ) + dσ
−
B(φ)
= 1
PTPcirc
dσdiff (φ)
dσsum(φ)
, (9.31)
where Pcirc and PT are the polarisation degree of the photon beam and the hydrogen
target protons, respectively, and dσ+B(φ) and dσ
−
B(φ) are the polarised differential
cross sections of the butanol depending on the circularly polarised photon beam and
transversally polarised target protons, as defined in Equation (9.17). Hence, the
nominator is defined by the difference of the differential polarised cross section of
the butanol and the denominator is defined by the sum of the differential polarised
cross sections.
Since the differential cross section of the butanol consists of the differential cross
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section of the hydrogen and the carbon and oxygen contribution, the following
condition applies for the numerator:
dσ+B(φ)− dσ−B(φ) = dσ+H(φ) + dσCO(φ)− dσ−H(φ)− dσCO(φ) (9.32)
= dσ+H(φ)− dσ−H(φ) = σdiff (φ), (9.33)
where dσ+H(φ) and dσ
−
H(φ) are the differential cross sections of the hydrogen contri-
bution of the butanol for the defined beam and target polarisation and dσCO(φ) is
the unpolarised differential cross section of the carbon and oxygen contribution of
the butanol. The numerator is defined by the difference of the polarised differential
cross section for the defined photon beam and target polarisation and the differential
cross section of the unpolarised carbon background cancels out. In contrast to the
denominator, where the differential cross section of the carbon and oxygen are
added and remain:
dσ+B(φ) + dσ
−
B(φ) = dσ
+
H(φ) + dσCO(φ) + dσ
−
H(φ) + dσCO(φ) (9.34)
= dσ+H(φ)− dσ−H(φ) + 2 · dσC(φ). (9.35)
To extract the double polarisation observable F , the existing oxygen and carbon
background contribution in the denominator must be removed. As mentioned in
Section 8.3, a carbon cross section was measured under almost the same experimen-
tal conditions ad the butanol target to subtract the unpolarised carbon contribution
in the denominator according to:
F cos (θ) = 1
PTPcirc
dσ+B(φ)− dσ−B(φ)
dσ+B(φ) + dσ
−
B(φ)− 2 · dσC(φ) · nCO+nHEnBT
, (9.36)
where the scaling factor nT / (nCO + nHE) is used to scale the number of carbon and
oxygen nuclei to the number of carbon nuclei inside the butanol target under the
consideration of the cooling process, as explained in Section 8.3.3.
The double polarisation observable F yields the following expression by the nor-
malization parameters of the differential cross section, as explained in Section 8.1
by:
F cos (φ) = 1
PTPcirc
N+B
N+γ,B
+
Bn
B
p
− N
−
B
N−γ,B
−
Bn
B
p
N+B
N+γ,B
+
Bn
B
p
+ N
−
B
N−γ,B
−
Bn
B
p
− 2 · NC
Nγ,CBn
C
T
· nCO+nHE
nBT
, (9.37)
where N+B , N
−
B are the yields of the butanol target with the defined polarisation
of the circularly polarised photon beam and transversally polarised target protons
and NC are the yields of the carbon target, which are then normalized by the
corresponding photon flux N±γ,B for the butanol data and Nγ,C for the carbon data,
±B is the detector efficiency of the butanol, and n
B
p and n
C
T are the target surface
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densities of the butanol and carbon, respectively, as introduced in Section 8.3. Since
it can be assumed that the unpolarised carbon background inside the butanol target
has the same detector efficiency as the butanol, the detector efficiency from the
butanol was used for the carbon cross section. The branching ratio is the same for
all differential cross sections and can be neglected.
Polarisation Observable T
The polarisation observable T depends only on the nucleon polarisation, as men-
tioned in Section 9.3, and can be calculated by:
T sin (φ) = 1
PT
dσ↑B(φ)− dσ↓B(φ)
dσ↑B(φ) + dσ
↓
B(φ)
= 1
PT
dσdiff (φ)
dσsum(φ)
, (9.38)
where PT is the degree of nucleon polarization and dσ
↑
B(φ) and dσ
↓
B(φ) are the
polarised differential cross sections of the butanol with proton target polarisation
up and down, respectively. Hence, the numerator is defined by the difference of
differential polarised cross sections of the butanol and the denominator is defined
by the sum of the differential polarised cross section.
The numerator can also be written in the representation of the differential cross
section of the hydrogen and background contribution of oxygen and carbon as:
dσ↑B(φ)− dσ↓B(φ) = dσ↑H(φ) + dσCO(φ)− dσ↓H(φ)− dσCO(φ) (9.39)
= dσ↑H(φ)− dσ↓H(φ) = dσdiff (φ), (9.40)
where dσ↑H(φ) and dσ
↓
H(φ) are the differential cross sections of the hydrogen con-
tribution of the butanol with proton target polarisation of spin-up and spin-down,
respectively, and dσCO(φ) is the unpolarised differential cross section of the oxygen
and carbon contribution of the butanol. Thus, the numerator is defined by the differ-
ences of the nucleon polarisation with spin up and spin down and the differential
cross section of the background contributions cancels out. For the denominator, the
differential cross sections of the carbon and oxygen are added:
dσ↑B(φ) + dσ
↓
B(φ) = dσ
↑
H(φ) + dσCO(φ) + dσ
↓
H(φ) + dσCO(φ) (9.41)
= dσ↑H(φ) + dσ
↓
H(φ) + 2 · dσCO(φ). (9.42)
For the extraction of the polarisation observable T , the remaining oxygen and carbon
background contribution in the denominator must to be removed. As mentioned
in Section 9.5.1, the carbon background can again be subtracted by the measured
unpolarised carbon cross sections under the same experimental conditions as for the
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butanol data. Thus, the polarisation observable T with the carbon subtraction can
be written as:
T sin (φ) = 1
PT
dσ↑B(φ)− dσ↓B(φ)
dσ↑B(φ) + ·dσ↓B(φ)− 2 · dσCO(φ) · nCO+nHEnBT
, (9.43)
where the scaling factor for the nuclei (nco + nHe) /nBT is used to scale the number of
carbon and oxygen nuclei to the number of hydrogen nuclei inside the butanol target
under the consideration of the cooling process of the frozen-spin butanol target, as
explained in Section 8.3.3. The polarisation observable T can then be written by
using the yields and the corresponding normalization parameters according to:
T sin (φ) = 1
PT
N↑B
N↑γ,B
↑nBp
− N
↓
B
N↓γ,B
↓nBp
N↑B
N↑γ,B
↑nBp
+ N
↓
B
N↓γ,B
↓nBp
− 2 · NC
Nγ,CBn
C
T
· nCO+nHE
nBT
, (9.44)
where N↑B and N
↓
B are the yields of the butanol target with proton spin up and down,
respectively, and NC is the yield of the carbon target, which are then normalized
by the corresponding photon flux N↑,↓γ for the butanol data and Nγ,C for the carbon
data, ↑,↓B is the detector efficiency of the butanol, and n
B
p and n
C
T are the target
surface densities of the butanol and carbon, respectively, as introduced in Section 8.3.
For the detector efficiency, the butanol efficiency was again used for the carbon since
the carbon contribution inside the butanol target was considered. The branching
ratio can again be neglected since it depends only on the reaction and is the same
for all differential cross sections.
9.5.2 Hydrogen Normalisation Method
In the hydrogen normalisation method, the unpolarised differential cross section
of the liquid hydrogen data is used in the denominator of the asymmetries for the
calculation of the polarisation observables F and T . This has the advantage that no
carbon has to be subtracted in the denominator of the asymmetries. However, an
additional measurement of a liquid hydrogen data under almost the same experi-
mental conditions as the butanol target is required. In the following sections, the
hydrogen normalisation method for the polarisation observables F and T will be
discussed.
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Polarisation Observable F
As mentioned in Section 9.5.1, the numerator of the double polarisation observable
F is given by the difference of the photon beam polarisation and the proton target
polarisation. Thus, the unpolarised cross section of the liquid hydrogen, which
applies to dσH(φ) = dσ+H(φ) + dσ
−
H(φ), can be used to normalise the polarisation
observable F according to:
F cos (φ) = 1
PTPcirc
dσ+B(φ)− dσ−B(φ)
dσH(φ)
= 1
PTPcirc
dσdiff (φ)
dσH(φ)
, (9.45)
where Pcirc and PT are the polarisation degree of photon beam and the target proton
spin, respectively, dσ±B(φ) is the differential cross section of the polarised butanol
with the defined photon beam and proton target polarisation, and dσH(φ) is the
unpolarised differential cross section of the liquid hydrogen data.
This method has the advantage that the unpolarised carbon background contribution
cancels out in the numerator of the asymmetry and the denominator of the asymme-
try is given by the unpolarised liquid hydrogen cross section. Therefore, a carbon
background subtraction is not necessary. Since the butanol and the liquid hydrogen
data were measured under different experimental conditions by using different
target sizes, the differential cross section has to be normalised by the photon flux,
the detector efficiency, and the target surface densities. The double polarisation
observable F can be written by using the yields and the corresponding normalisation
parameters as:
F cos (φ) = 1
PTPcirc
N+B
N+γ,B
+
Bn
B
p
+ N
−
B
N−γ,B
−
Bn
B
p
NH
Nγ,HHn
H
T
, (9.46)
where N+B and N
−
B are the yields of the polarised butanol data depending on the
defined circularly photon beam polarisation and proton target polarisation, NH is the
yield of the unpolarised liquid hydrogen data, N±γ,B and Nγ,H are the corresponding
photon fluxes of the butanol and hydrogen data, ±B, H are the detector efficiencies
of the butanol and the hydrogen, and nBp , n
H
T are the target surface surfaces densities
of the hydrogen protons of the butanol target and the liquid hydrogen target, as
explained in Section 8.3.3.
Polarisation Observable T
As mentioned in Section 9.5.1, the numerator of the polarisation observable T is
given by the difference of the transversally polarised target proton spin, vertically
up or down. Since for the unpolarised liquid hydrogen cross section, the following
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condition applied dσH(φ) = dσ↑(φ) + dσ↓(φ), the asymmetry of the polarisation
observable T can be normalised according to:
T sin (φ) = 1
PT
dσ↑B(φ)− dσ↓B(φ)
dσH(φ)
= 1
PT
dσdiff (φ)
dσH(φ)
, (9.47)
where PT is the degree of nucleon polarisation, dσ
↑
B(φ) and dσ
↓
B(φ) are the differen-
tial cross section with proton target spin-up and spin-down, respectively, and dσH(φ)
is the unpolarised liquid hydrogen cross section.
Since the carbon contribution cancels out in the numerator and the denominator is
given by the hydrogen cross section, a carbon subtraction is not required. However,
the butanol and the liquid hydrogen data were measured with different target sizes,
the frozen-spin butanol target has a length of 2 cm and the liquid hydrogen target has
a length of 10 cm. Due to the different measurements of the butanol and hydrogen
data, the differential cross section had to be normalised by the photon flux, the
detector efficiency, and the target surface density. Thus, the polarisation observable
T can be written by the use of the yields and the normalization parameters as:
T sin (φ) = 1
PT
N↑B
N↑γ,B
↑
Bn
B
p
+ N
↓
B
N↓γ,B
↓
Bn
B
p
NH
Nγ,HHn
H
T
, (9.48)
where N↑B and N
↓
B are the yields of the polarised butanol with target spin-up and
spin-down, respectively, NH is the yield of the unpolarised liquid hydrogen, N
↑,↓
γ,B
and Nγ,H are the corresponding photon fluxes of the butanol and hydrogen data,
respectively, ↑,↓B and H are the detector efficiencies of the butanol and of the
liquid hydrogen, respectively, and nBp and n
H
T are the target surface densities of the
hydrogen protons of the butanol target and the liquid hydrogen target, introduced
in Section 8.3.3.
9.6 Detector Efficiency Correction
For the extraction of the polarisation observable T , the polarised differential cross
section of the butanol data as well as the unpolarised differential cross section of
the liquid hydrogen and the carbon data must be detector efficiency corrected. This
has to be done so that the asymmetry of the detector setup is not included into
the measurement results. For the double polarisation observable F , the detector
efficiency can be neglected since the asymmetry of the detector system cancels out
in the extraction of this observable.
For the detector efficiency correction of the polarisation observable T , the same
Geant4 simulation was used as for the total cross section, but for the corresponding
yields of the observable. For the unpolarised differential cross section of the liquid
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hydrogen, the hydrogen simulation with the same experimental setup as in the
measured liquid hydrogen data was used. For the butanol and the carbon differential
cross sections, only the hydrogen contribution of the butanol target was simulated
with the same experimental setup of the corresponding butanol data. Since in the
butanol target only the unbound protons of the hydrogen contribution of the butanol
can be polarised, as explained in Section 3.3, and the unpolarised contribution of
the carbon and oxygen of the butanol is rejected by the hydrogen normalisation
method or the carbon subtraction method. For the unpolarised differential cross
section of the carbon, the same detector efficiency as for the butanol is used under
the assumption that the carbon contribution of the butanol target has the same
efficiency as the butanol.
For the calculation of the detection efficiency correction, the generated and detected
simulated events have to be divided corresponding to Equation (8.19). The detection
efficiency correction was then calculated for the same energy Eγ , invariant masses
of the pions, and the recoil proton and cos θ2pi0 and φ angles as the yields, which
were used for the calculation of the polarisation observables. The simulation was
corrected by the software thresholds, as explained in Section 8.6.1 and the charged
particle detection efficiency correction for the hydrogen, as explained in Section
8.6.3 was applied. All other corrections such as the nucleon detection efficiency,
explained in Section 8.6.2 and the gap correction between the Crystal Ball and
TAPS, can be neglected because they cancel out in the calculation of the polarisation
observable T . The detector efficiency for the differential cross sections of the April
2011 butanol data and also for the carbon data for the different cosθpi0 bins as a
function of the photon beam energy and φpi0 angle of each pion to the direction of
the target spin, is shown in Fig. 9.2.
Figure 9.2.: Detector efficiency correction for the April 2011 butanol data for the different
cosθpi0 as a function of the photon beam energy and the φpi0 angle of each pion to the
direction of the target spin.
However, the experimental data can only be corrected for the detector efficiency
when the experimental and simulation data are consistent. For the June 2010 butanol
data, some angle dependent problems occurred from the charged particle detector,
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the PID, which could not be identified and could not be solved by simulating the
same problem. Through these inconsistencies in the identification and detection of
the recoil proton, the detector efficiency correction was over or underestimated in
some angle ranges. Hence, the polarisation observable T for the June 2010 data
cannot be correctly determined and this data was discarded for the extraction of the
polarisation observable T .
9.7 Fits
For the extraction of the polarisation observables F and T , the asymmetries AF
and AT of the observables defined by Equations (9.10) and (9.11) are fit with the
corresponding functions from Equations (9.14) and (9.15). In the following sections,
the measured asymmetry results of the double polarisation observable F for the
butanol data (June 2010 and April 2011) and the polarisation observable T for the
butanol data (April 2011) with the corresponding fit functions are shown.
9.7.1 Fits of the Double Polarisation Observable F
For the extraction of the double polarisation observable F , the asymmetry AF , given
by Equation (9.10), has to be fit with a cosine function. The asymmetry AF as a
function of the photon beam energy from 650 up to 750 MeV and cos θpi0 = −0.325
is shown in Fig. 9.3.
Figure 9.3.: Target asymmetry AF of the double polarisation observable F for the carbon
subtraction method for the incident photon beam energy range of 650 up to 750 MeV
and cosθpi0 = −0.325. The red points and the blue cross show the asymmetry results of
the butanol June 2010 and April 2011 data (shifted by ±2.5%) with the corresponding fit
function.
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The red points and the blue cross are the measurement results of the asymmetry
AF of the June 2010 and April 2011 data, respectively. The fit of the cosine function
has the same coloring as the corresponding butanol data. The double polarisation
observable F is then given by the amplitude of the cosine fit for the corresponding
cosθpi0 angle and energy range of 650 up to 750 MeV. All the measured asymme-
try results AF of the double polarisation observable F with the corresponding fit
functions are shown in Appendix A.2.
9.7.2 Fits of the Polarisation Observable T
The polarisation observable T is extracted by fitting the asymmetry AT , given by
Equation (9.11), with a cosine function. However, the asymmetry AT could only be
correctly calculated for the April 2011 butanol data, due to the detection efficiency
correction problems with the charged particle detector, the PID, for the June 2010
butanol data, as explained in Section 9.6. The asymmetry AT of the polarisation
observable T as a function of the photon beam energy from 650 up to 750 MeV and
cos θpi0 = −0.125 is shown in Fig. 9.4.
Figure 9.4.: Target asymmetry AT of the polarisation observable T for the carbon sub-
traction method for the incident photon beam energy range of 650 up to 750 MeV and
cosθpi0 = −0.125. The asymmetry AT for the butanol April 2011 data with the corresponding
fit function is shown.
The blue points are the measured results of the asymmetry AT of the butanol April
2011 data. The blue line shows the fit result of the sine function. The polarisation
observable T is then given by the amplitude of the sine fit. All the measured
asymmetry results AT of the polarisation observable T with the corresponding fit
functions are shown in Appendix A.3.
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9.8 Systematic Uncertainties
For the evaluation of the measured polarisation observable results, the systematic
uncertainties have to be determined. Since for the calculation of the polarisation
observables F and T , the polarised differential cross section of the butanol and the
unpolarised differential cross section of the hydrogen were used, the systematic
uncertainties caused by these measurements must be considered. However, for the
determination of the polarisation observables by the carbon subtraction method
and the hydrogen normalisation method, most of the systematic uncertainties, such
as the uncertainties coming from the branching ratio and analysis cuts, cancel out
since they appear in the numerator and denominator of the asymmetries. Hence,
only the systematic uncertainties, which do not cancel out, such as the uncertainties
coming from the carbon subtraction or the hydrogen normalisation of the polarised
and unpolarised differential cross section have to be considered. In contrast to the
unpolarised differential cross sections of the carbon and the liquid hydrogen, the
systematic uncertainties of the polarisation values have to be considered for the
polarised differential cross sections of the butanol. Since the necessary systematic
uncertainties for the measurement of the unpolarised total cross section and thus,
for the unpolarised differential cross section, were discussed in Section 8.7, only the
additional systematic uncertainties coming from the measurement of the photon
beam polarisation and the target polarisation will be discussed in the following
Sections.
Photon Polarisation
The photon polarisation was determined by the Mott measurement, which measures
the electron beam polarisation, as mentioned in Section 3.1.1. Therefore, the sys-
tematic uncertainties of the photon polarisation are given by the Mott measurement
[34]:
− 1.1% due to the bending of the electron beam of around 3.1◦ before the A2 hall
− 2.2% due to the fact that not all electrons could be polarized longitu-
dinally and some electrons have a transverse polarisation
− 1.0% from the Mott measurement itself according to the finite thickness of
the Mott radiator
− 0.2% statistical errors.
The total relative systematic uncertainty of the electron polarisation by the Mott
measurement is then about 2.7%
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Target Polarisation
The systematic uncertainties of the target polarisation from the NMR measurement
for the June 2010 June data (left) and for the April 2011 data (right) are shown in
Fig. 9.5.
Figure 9.5.: Target polarisation errors for the butanol data June 2010 (left) and butanol
data April 2011 (right).
9.8.1 Combined Systematic Uncertainties
As mentioned in Section 9.8, most of the systematic uncertainties cancel out in the
calculation of the polarisation observables F and T . For the double polarisation
observable F , only the systematic uncertainties of the target surface density ∆σt.s.d,
and the photon flux ∆σf have to be considered for the unpolarised differential cross
section of the carbon and the liquid hydrogen. For the polarised differential cross
section of the butanol, the systematic uncertainties of the photon beam polarisation
∆σb.p and target polarisation ∆σt.p have to be considered additionally. Since the
individual systematic uncertainties are independent, the overall systematic uncer-
tainty for the double polarisation observable F is then given by summing all of the
systematic uncertainties quadratically according to:
∆σF,tot =
√
∆σ2t.s.d + ∆σ2f + ∆σ2b.p + ∆σ2t.p. (9.49)
For the measurement of the polarisation observable T , the sum of systematic uncer-
tainties depend on the same systematic uncertainties as for the double polarisation
observable F . However, the polarised butanol differential cross sections for the
polarisation observable T are independent of the photon beam polarisation and
thus, the systematic uncertainty of the photon beam polarisation can be neglected.
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Therefore, the overall systematic uncertainty for the polarisation observable T is
given by:
∆σT,tot =
√
∆σ2t.s.d + ∆σ2f + ∆σ2t.p. (9.50)
9.9 Merging of the Datasets
The polarisation observables F and T were extracted for each butanol data set to
ensure that both measurements with different analysis methods have the same result.
Since the results of the polarisation observable have no systematic deviations, the
datasets could be merged.
For the merging of the two datasets, the average 〈x〉 was calculated from the data
points xi and weighted by the statistical uncertainties according to:
〈x〉 =
∑2
i=1
xi
(∆xi)2∑2
i=1
1
(∆x1)2
∆〈x〉 = 1√∑2
i=1
1
(∆xi)2
, (9.51)
where x1 ±∆x1 and x2 ±∆x2 are the data points of the polarisation observables F
and T for the butanol June 2010 data and the butanol April 2011 data, respectively.
The statistical errors ∆x are given by the standard error propagation.
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10Results and Discussion
In this chapter, the final results of the unpolarised total cross section and the
polarisation observables F and T of the double pi0 reaction from free proton will be
discussed. In Section 10.1, the results of the unpolarised total cross section of the
liquid hydrogen data and the unpolarised cross section of the hydrogen contribution
of the butanol data will be presented. The results of both unpolarised total cross
sections were extracted from an exclusive analysis, which requires the detection of
the recoil proton as a function of the incident photon energy Eγ from 450 up to 1450
MeV. The unpolarised total hydrogen cross section was measured for the hydrogen
normalisation method of the polarisation observables F and T , as explained in
Section 9.5.2. The unpolarised total cross section of the hydrogen contribution of
the butanol data was measured to check the absolute normalisation of both analysis
methods of the butanol and carbon data. In Sections 10.2.1 and 10.2.2, the results
of the polarisation observables F and T are presented for the carbon subtraction
method and the hydrogen normalisation method, as explained in Section 9.5. The
incident photon beam energy dependent results for the polarisation observables
F and T for the double pi0 mesons, the recoil proton and the invariant masses,
as introduced in Section 9.1, are presented. The results were compared with the
theoretical predictions of the MAID isobar model [41] and the BnGa coupled channel
wave analysis model [111][112]. For the interpretation of the results, the systematic
uncertainties were indicated as lines with the same colouring as the corresponding
measurement method, the carbon subtraction method or the hydrogen normalisation
method. A conclusion of all the obtained results in this work will be given at the end
of this chapter.
10.1 Cross Sections
In the following section, the results of the unpolarised cross section of the liquid
hydrogen data and the unpolarised total cross section of the hydrogen contribution
of the butanol data will be presented. Both total cross sections were extracted from
the missing mass spectra after the removal of the background channel events by
the applied cuts. For the total cross section of the hydrogen contribution of the
butanol data, the carbon contribution was additionally subtracted from the absolute
normalized missing mass spectra. The unpolarised total cross sections were extracted
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from the exclusive double pi0 reaction as a function of the incident beam energy
Eγ .
10.1.1 Liquid Hydrogen Cross Section
In this section, the unpolarised total cross section of the liquid hydrogen data for
the double pi0 photoproduction of the free proton as a function of the incident beam
energy Eγ = 450− 1450 MeV is presented. The liquid hydrogen data were analysed
for the exclusive case where the detection of the recoil proton is in coincidence with
the double pi0 mesons. The result of the unpolarised total cross section of the liquid
hydrogen for the γp → pi0pi0p reaction of the free proton is shown in Fig. 10.1 by
the blue crosses.
Figure 10.1.: Total cross section for the γp→ pi0pi0p of the free proton target as a function
of the incident beam energy Eγ . The presented results of the unpolarised total cross section
for the double pi0 mesons detected in coincidence with the recoil proton are shown by the
blue cross. The previous inclusive results of the double pi0 photoproduction are shown by the
full purple squares MAMI1-12 [52] and the full green points MAMI2-12 [55]. The systematic
error is indicated by the line at the bottom of the histogram. The solid blue line and the
dashed green line are the results of the theoretical MAID model [41] and the BnGa model
[111], respectively.
The unpolarised total cross section of the liquid hydrogen was measured to check the
analysis and the absolute normalisation of this data since it was used for the calcula-
tion of several correction factors and also for the butanol data as the determination
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of the nucleon detection efficiency (see Section 8.6.2) and for the correction of the
gap between the Crystal Ball and TAPS detectors (see Section8.6.4). Additionally, the
unpolarised cross section was used for the calculation of the polarisation observables
F and T by the hydrogen normalisation method.
The results of the unpolarised total cross section of the hydrogen have good agree-
ment to previously measured results from MAMI1-12 [52] and MAMI2-12 [55],
denoted by the full green points and the full purple squares, respectively. These re-
sults correspond to inclusive measurement results of the double pi0 photoproduction
of a liquid hydrogen data without the requirement of the coincidence of the detected
recoil proton. The agreement between the previous inclusive measurements and the
exclusive measurement of this work show that the detection and identification of
the charged particle is correct. Hence, the problem with the poorly working charged
particle detectors, the PID and the TAPS detector, could be corrected by the charged
particle detection efficiency correction applied to the simulation (see Section 8.6.3).
The systematic uncertainties are indicated by the line at the bottom of the histogram.
The comparison of the total cross section result with the theoretical models shows
that the resonance contribution and the helicity couplings are not well understood
for this reaction. The predictions of the MAID isobar model [41] (solid blue line)
do not agree with the measured data. The prediction of the BnGa coupled channel
partial wave analysis [111] has a better agreement to the measured data since the
model is based on fits to previously measured ELSA data.
10.1.2 Cross Section of the Hydrogen Contribution of the
Butanol
The unpolarised total cross section for the γp→ pi0pi0p reaction was also measured
for the hydrogen contribution of the butanol data. For the comparison of both
unpolarised total cross sections to each other, the total cross section of the hydrogen
contribution of the butanol data was also measured by an exclusive analysis where
the detection of the recoil proton in coincidence with the double pi0 mesons was
required.
The result of the unpolarised total cross section of the hydrogen contribution of
the butanol as a function of the incident photon beam energy from 450 up to 1450
MeV is shown in Fig. 10.2. The blue cross and the red triangles correspond to the
exclusive analysis of the butanol data where the recoil proton was detected by the
PID and veto detectors (June 2010) and the MWPCs and veto detectors (April 2011),
respectively. For the determination of the hydrogen contribution of the butanol, the
carbon data was subtracted in the absolutely normalised missing mass spectra, as
explained in Section 9.4. For the determination of the hydrogen contribution by the
carbon subtraction, the carbon data was analysed in the same way as the butanol
data for the recoil proton detection, once with the PID and veto detectors and once
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with the MWPCs and veto detectors. Therefore, the statistical error bars indicate the
statistical errors of the butanol data and simultaneously the statistical error which
arises through the subtraction of the carbon data under the consideration of the
statistical errors of the carbon data itself. The result of the unpolarised cross section
of the hydrogen contribution of the butanol shows that both analysis methods of the
detection and identification of the recoil proton with the PID and veto detectors and
with the MWPCs and veto detectors and the corresponding absolute normalisation
of this data is correct like the carbon data. It can also be concluded that the nuclei
normalisation of the carbon and oxygen nuclei of the carbon data to the whole
butanol target under the consideration of the cooling process is correctly determined.
Additionally, the present results for both butanol data (red triangles and blue cross)
show also a good agreement with the measured result of the unpolarised cross
section of the liquid hydrogen obtained in this work (green points), as shown in Fig.
10.1 and agrees also with the previously measured data.
Figure 10.2.: Results of the total unpolarised cross section of the hydrogen contribution of
the butanol are shown by the blue cross (June 2010) and red triangles (April 2011) for the
butanol data, as a function of the incident beam energy Eγ . The total cross section of the
liquid hydrogen data is shown by the green points (April 2009). The systematic errors are
indicated by the same coloured lines as the corresponding measurement in the baseline of
the histogram.
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10.2 Polarisation Observables
In this section, the results of the polarisation observables F and T for the double
pi0 photoproduction of free proton are presented. The polarisation observables
were extracted with the carbon subtraction method and the hydrogen normalisation
method, as explained in Sections 9.5.1 and 9.5.2. The formalism to determine the
polarised differential cross section of the butanol and the unpolarised differential
cross section of the liquid hydrogen and carbon data, leading to the polarisation
observables was explained in detail in Section 9.1. Both polarisation observables
were measured for four different representations: for the cosθ angle of each pion
and also for the recoil proton and for the invariant mass of the two pions and also of
each pion and the recoil proton as a function of the incident beam energy Eγ . For the
extraction of the asymmetries of the polarisation observables for the different angle
and invariant mass distribution, the azimuthal φ angle definitions, as explained in
Section 9.4, were used. For the interpretation of the results, the total systematic
uncertainties caused by the measurement or the reaction dependent once are shown
by lines in the histogram, coloured corresponding to the measurement method. The
results of the measured polarisation observables F and T were then compared with
the predictions to the models, the MAID isobar model [41] and the BnGa coupled
channel partial wave analysis [111] [112], as discussed in detail in Section 1.4.1.
10.2.1 Polarisation Observable F
In this section, the results of the double polarisation observable F for the different
representations as a function of the incident photon beam energy range from 450
up to 1450 MeV are shown. The measured results for this polarisation observable
for the carbon subtraction method and the hydrogen normalisation method are
shown in Figs. 10.3 and 10.4 by the red points and blue crosses, respectively. Both
methods, the carbon subtraction method and the hydrogen normalisation method,
of the merged butanol data from June 2010 and April 2011 have a good agreement.
Since different analysis methods were used for the identification and detection of the
charged particle, the recoil proton, the agreement between the measured results of
both analyses were first checked before the results were merged. Due to the problem
with the charged particle detector, the PID in the April 2011 butanol data, the MWPCs
and the veto detectors were used for the identification and detection of the recoil
proton instead of the PID and veto detectors, as in the June 2010 butanol data.
Since both analysis methods with the PID and the veto detectors or with the MWPCs
and the veto detectors have the same result for the measured double polarisation
observable F , it can be concluded that the identification and the detection of the
recoil proton is correct for both analysis methods. The agreement between the
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(a) Double polarisation observable F results for the cosθpi representation of the two pions.
(b) Double polarisation observable F results for the cosθ representation of the recoil proton.
Figure 10.3.: Double polarisation observable F results for the cosθ representation of the
two pions (a) and the recoil proton (b) as a function of the incident photon beam energy
from 450 up to 1450 MeV. The results of the double polarisation observable F for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points and
the blue cross (shifted by ±2.5%), respectively. The systematic uncertainties are indicated by
the same coloured line at the bottom of the histogram. The predictions of the isobar MAID
model are shown by the pointed [41] and dashed light green [42] lines, whereby the dashed
light green line containing additional smooth varying terms with J < 3/2 in the partial wave
analysis. The theoretical predictions of BnGa with the main partial wave analysis fits are
shown by the solid green line [111] and the partial wave analysis without the resonance
N(1900)3/2+ is shown by the dashed green lines [112].
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(a) Double polarisation observable F results for the invariant mass representation of the two
pi0-mesons.
(b) Double polarisation observable F results for the invariant mass representation of each pi0-meson
and the recoil proton.
Figure 10.4.: Double polarisation observable F results for the invariant mass of the two
pi0-mesons (a) and each pi0-meson and the recoil proton (b) as a function of the incident
beam energy from 450 up to 1450 MeV. The results of the double polarisation observable F
for the carbon subtraction method and the hydrogen normalisation method are shown by
the red points and blue cross (shifted by ±2.5%), respectively. The systematic uncertainties
are indicated by the same coloured line at the bottom of the histogram. The predictions
of the isobar MAID model are shown by the pointed [41] and dashed light green [42]
lines, whereby the dashed light green line containing additional smooth varying terms with
J < 3/2 in the partial wave analysis. The theoretical predictions of BnGa with the main
partial wave analysis fits are shown by the solid green line [111] and the partial wave
analysis without the resonance N(1900)3/2+ is shown by the dashed green lines [112].
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individual measurement results for the butanol data for all representations of the
double polarisation observables are shown in Appendix A.5. The systematic uncer-
tainties of the measurements are denoted by the same coloured lines corresponding
to the measurement methods in the different histograms. For the determination of
the systematic uncertainties, the systematic error occurring through the measure-
ment of the polarisation degree of the circularly polarised photon beam and the
transversally polarised proton target spin (vertical up or down) have to be addition-
ally considered in contrast to the unpolarised total cross section, as explained in
Section 9.8.
Additionally, the measurement results were compared with another measurement,
which uses only the cluster size of the Crystal Ball for the detection and the identifi-
cation of the double pi0 mesons in coincidence with the recoil proton, as shown in
Appendix A.5. The analysis results of V. L. Kashevarov [113] were determined by
the carbon subtraction method and show a good agreement to the analysis results
of this work. A satisfactory agreement between the measurement results of V. L.
Kashevarov and the individual measurement results of the butanol data (June 2010
and April 2011) are also visible, as shown in Appendix A.5.
The predictions of the models are shown by the different green curves in Fig. 9.14.
It can be seen that the agreement between the measured results and the predictions
of the isobar MAID model [41] (pointed light green line) is rather poor in the
region below the resonance N(1520) with spin parity JP = 3/2− [42]. However,
the predictions of the isobar MAID model differ also from the measured results of
the total cross sections in this energy range. Therefore, it is not surprising that the
model predictions also deviate from the measured polarisation observables results.
The dashed light green line denotes the predictions of the isobar MAID model [42]
containing additional smoothly varying terms of J < 3/2 in the partial wave analysis.
In the energy region up to 1 GeV and especially at the energies below the resonance
N(1520) with spin parity JP = 3/2−, the measured values are rather larger than the
expected theoretical predictions of both MAID models. Altogether, it can be seen that
the corrected isobar MAID model (dashed light green line) with a totally excluded
or strongly suppressed resonance contribution of N(1440) has a better agreement
with the measured results, especially in the energy range of 1 up to 1.35 GeV. This
shows that the resonance contribution of N(1440) with spin parity JP = 1/2+ is
overestimated in the uncorrected isobar MAID model shown by the dashed light
green line. In general, the asymmetry is in the angular distributions generated by
the interference of the positive spin parity states and the negative spin parity states.
From the invariant mass distribution shown in Fig. 10.3 it can be concluded that
in the energy region below Eγ = 800, MeV the main contribution of the double
polarisation observable F occurs through the interference between the negative spin
parity state 3/2− and the positive spin parity states 1/2+ and 3/2+ [42]. The MAID
models underestimate this positive and negative spin parity states in this energy
ranges. However, it can be concluded that the contribution interference effects
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for the double polarisation observable F are not fully understood. The theoretical
predictions of the coupled BnGa partial wave analysis [112] (solid and dashed green
line) show a better agreement with the measured results since the model is based on
fits to previous measured ELSA data. The BnGa model [111] with the main partial
wave analysis fits shown by the solid green line has a better agreement with the
measured results than the BnGa model [112] with the partial wave analysis without
the resonance contribution of N(1900) with spin parity JP = 3/2+ shown by the
dashed green line. This can especially be seen in the high energy ranges of 1.25
up to 1.45 GeV. Therefore, it can be concluded that the resonance contribution of
N(1990)3/2+ has an influence on the results of the double polarisation observable
F for the double pi0 meson photoproduction in the energy ranges of Eγ = 450− 1450
MeV and cannot be neglected in the underlying models.
10.2.2 Polarisation Observable T
For the extraction of the polarisation observable T , the differential cross section
of the butanol data, as well as the differential cross section of the hydrogen and
carbon data must be corrected for the detector efficiency so that the asymmetry of the
detector setup is not included into the measurement results. In contrast to the double
polarisation observable F where the detector efficiency correction can be neglected
based on the definition of this observable, for the polarisation observable T it is
necessary. The experimental data can only be corrected for the detector efficiency
when the experimental setup is consistent with the simulation setup. For the June
2010 data, some angle dependent problems occurred through the charged particle
detector PID, which could not be identified and could not be solved by simulating
the same problem. Therefore, the data and the simulation has some angle dependent
inconsistencies due to the poorly working PID and thus, the detector efficiency is
over or underestimated in some angle ranges. This angle dependent inconsistency
between the data and the simulation can especially be seen by the measured results of
the polarisation observable T for only one proton target spin polarisation, vertically
up or down, as shown in Appendix A.6. The resulting asymmetry contribution of
the detector setup occurring through the wrong detector efficiency could obviously
be seen for the June 2010 data by fitting the measured result of the polarisation
observable T with a cosine function instead of a sine function, as shown in Appendix
A.7. Due to these problems with the incorrect detector efficiency correction of the
June 2010 data, the present polarisation observable T results were only shown from
the April 2011 data.
For the April 2011 data analysed with the MWPC and the veto detectors for the
charged particle detection, it could be seen that the detector efficiency is correct and
no detector asymmetry is contributing to the result of the polarisation observable
T , as shown in Appendix A.6 and A.7. The small deviations in the measured
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results of the polarisation observables are attributed to angle dependent systematic
uncertainties arising through the gas mixture in the MWPC. For the consideration of
these systematic uncertainties, the average values of both results were used for the
presented results of the polarisation observables in the following sections. The total
systematic uncertainties are then defined by the difference of the obtained result
with only one spin direction.
The results of the polarisation observable T for the carbon subtraction method and
the hydrogen normalisation method as a function for the incident photon beam
energy from 450 up to 1450 MeV are shown in Figs. 10.5 and 10.6, by the red
points and blue cross, respectively. Both measured results of the carbon subtraction
method and the hydrogen normalisation method are in good agreement. The
measured results of the polarisation observable T were also compared with the
measured results of V.L. Kashevarov [113]. The obtained results of V.L. Kashevarov
were analysed over the cluster size of the Crystal Ball without the charged particle
detectors for the detection and identification of the double pi0 mesons in coincidence
with the recoil proton. The polarisation observable result T of this work, including
only the neutral pions, show a good agreement with the obtained results of V.L.
Kashevarov under the consideration of the systematic uncertainties, as shown in
Appendix A.5. But the comparison between the measured results of this work
and the results of V.L. Kashevarov including the recoil proton, have some visible
deviations, especially in the backward angle direction and in the low energy ranges
of 0.65 up to 1 GeV, as shown in Appendix A.5. As mentioned before, the total
systematic uncertainties arise mainly from the angle dependent uncertainty of the
detection efficiency of the gas mixture of the MWPC are given by the difference
of the measured polarisation observable T for only one nucleon spin polarisation,
vertically up or down. The systematic uncertainties are shown by the same coloured
lines as the measurement results of both methods, the carbon subtraction method or
the hydrogen normalisation method, in the histograms.
The predictions of the models are shown by the different green curves in Fig. 9.15.
It can be seen that the agreement between the measured results and the predictions
of the isobar MAID models pointed light green [41] and dashed light green [42] line
are rather poor in the region below the resonance contribution of N(1520) with spin
parity JP = 3/2−. As mentioned before, the isobar MAID model [41] deviates from
the total cross section and therefore, it is not surprising that the isobar model also
deviates from the measured polarisation observable T result. The dashed light green
line indicates the predictions of the isobar MAID model [42] containing additional
smoothly varying terms of J < 3/2 in the partial wave analysis. This corrected
isobar MAID model [42] with the totally excluded or strongly suppressed resonance
contribution N(1440) has a better agreement with the measured results than the
general isobar MAID model [41]. It can be seen again that in the energy region up
154 Chapter 10 Results and Discussion
(a) Polarisation observable T results for the cosθpi representation of the two pions.
(b) Polarisation observable T results for the cosθp representation of the recoil proton.
Figure 10.5.: Polarisation observable T results for the cosθ representation of the two pions
(a) and the recoil proton (b) as a function of the incident photon beam energy from 450 up
to 1450 MeV. The results of the polarisation observable T for the carbon subtraction method
and the hydrogen normalisation method are shown by the red points and the blue cross
(shifted by ±2.5%), respectively. The systematic uncertainties are indicated by the same
coloured line at the bottom of the histogram. The predictions of the isobar MAID model
are shown by the pointed [41] and dashed light green [42] lines, whereby the dashed light
green line containing additional smooth varying terms with J < 3/2 in the partial wave
analysis. The theoretical predictions of BnGa with the main partial wave analysis fits are
shown by the solid green line [111] and the partial wave analysis without the resonance
N(1900)3/2+ is shown by the dashed green lines [112].
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(a) Polarisation observable T results for the invariant mass representation of the two pi0-mesons.
(b) Polarisation observable T results for the invariant mass representation of each pi0-meson and the
recoil proton.
Figure 10.6.: Polarisation observable T results for the invariant mass of the two pi0-mesons
(a) and each pi0-meson and the recoil proton (b) as a function of the incident beam energy
from 450 up to 1450 MeV. The results of the polarisation observable T for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points
and blue cross (shifted by 2.5%), respectively. The systematic uncertainties are indicated by
the same coloured line at the bottom of the histogram. The predictions of the isobar MAID
model are shown by the pointed [41] and dashed light green [42] lines, whereby the dashed
light green line containing additional smooth varying terms with J < 3/2 in the partial wave
analysis. The theoretical predictions of BnGa with the main partial wave analysis fits are
shown by the solid green line [111] and the partial wave analysis without the resonance
N(1900)3/2+ is shown by the dashed green lines [112].
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to 1 GeV, and especially at the energies below the resonances N(1520)3/2−, the
measured values are larger than the predictions of both MAID models. From the large
deviations of the MAID models and the measured results, it can be concluded that the
invariant mass distributions, shown in Fig. 10.6 below the energy range Eγ = 800
MeV appear through interferences between the negative spin parity state 3/2− and
the positive spin parity states of 1/2+ and 3/2+, which were underestimated in
both models. However, the positive and negative spin parity states, which lead
to interferences and thus contribute to the polarisation observable T are not yet
completely determined for the γp → pi0pi0p reaction. Therefore, the models have
some deviations with the measured results. The predictions of the BnGa partial wave
analysis [111] are shown by the solid green and the dashed green lines, whereby for
the dashed green line, the partial wave analysis without the resonance contribution
of N(1900)3/2− is shown. The predictions of the BnGa coupled channel partial wave
analysis models show a better agreement to the measured data for the polarisation
observable in the cosθ representation of the pions since the model is based on fits
to previous measured data. In contrast to the predictions of the BnGa partial wave
analysis of the double polarisation observable F , no large derivation between the
two BnGa models are visible. Therefore, it can be concluded that the contribution of
the resonance N(1900)3/2− for the polarisation observable T has less influence.
10.3 Conclusions
In the present work, the experimental results of the total cross sections and of
the polarisation observable F and T for the double pi0 reaction of the free proton
obtained with a circularly polarised photon beam and transversally polarised target
protons were presented. The measurements were performed at the MAMI tagged
photon facility in Mainz, Germany using the Crystal Ball and the TAPS spectrometer
and additionally the MWPCs for the charged particle tracking. The experimental
results were measured for further studies of the partial wave content of the double
pion photoproduction in the second and third resonance regions.
The experimental result of the unpolarised total cross section of the liquid hydrogen
data compared to the model results show that the different resonance contributions
of the double pion photoproduction are not fully understood, especially for the
isobar model [41]. However, for the isobar MAID model, it could be shown by
previous works [52] and [53] that the unpolarised cross section is dominated by
three partial wave amplitudes 1/2+, 3/2+ and 3/2− in the energy region of the
second resonance and below [42]. The coupled channel partial wave analysis BnGa
[111] has a better agreement to the measured data since the model is based on
fits to previous measured ELSA data. The experimental results of the unpolarised
cross section of the liquid hydrogen for the exclusive measurement of the double pi0
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mesons in coincidence with the recoil proton compared to previous measurement
[55] [52] show good agreement. Furthermore, it can be concluded that the recoil
proton was correctly detected and identified since the previous experimental results
were inclusively analysed without the recoil proton in coincidence with the double pi0
mesons. The agreement of the unpolarised total cross section of the liquid hydrogen
data with the unpolarised total cross section of the hydrogen contribution of the
butanol show that the absolute normalisation of the butanol data for both analysis
methods for the identification and detection of the recoil proton (with the PID and
veto detectors and with the MWPCs and veto detectors) is correct. Additionally,
it can be concluded that the hydrogen contribution and the carbon contribution
of the butanol were correctly determined, which is essential for the calculation of
the polarisation observables F and T by the carbon subtraction method and the
hydrogen normalisation method.
The experimental results of the double polarisation observable F for the carbon
subtraction method and the hydrogen normalisation method show a good agreement
as well as the individual measurement of the butanol data from June 2010 and April
2011 with the different identification and detection methods. The extracted double
polarisation observables F were additionally compared to the measurement results
from V. L. Kashevarov [113], which used the cluster size of the Crystal Ball for the
identification and detection of the double pi0 mesons in coincidence with the recoil
proton based on the same butanol data. An agreement between the measured results
of this work and the result of V. L. Kashevarov [113] by the carbon subtraction
method could be shown.
For the polarisation observable T , only the butanol data from April 2011 was used
for the presented results. In contrast to the double polarisation observable F , the
calculation of the polarisation observable T from the differential cross sections
must be corrected for the detector efficiency to prevent contributions of the detector
setup asymmetry in the results. For the June 2010 data, some angle dependent
problems occurred through the charged particle detector (PID), which could not be
well identified and therefore, not solved by simulating the identical experimental
setup for the PID to obtain a correct detector efficiency. Also the problem with the
PID could not be solved by a charged particle detection efficiency correction, which
was used to solve the problem in the liquid hydrogen data, as shown in this work,
since the butanol data contains carbon background, which contributes differently for
the exclusive and inclusive analysis and therefore, led to an over or underestimated
correction. However, calculating the charged particle detection efficiency correction
for the exclusive and inclusive analysis by subtracting the carbon contribution led
to the problem that the carbon statistics were not sufficient and therefore, the
correction needed a lower sample rate, which was not good enough and led to over
or underestimated corrections.
For the calculation of the polarisation observable T , the average of the polarisation
observable T results with only one proton target spin polarisation, vertically spin
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up or spin down, was used for the consideration of the angle dependent systematic
uncertainties arising through the gas mixture of the MWPC. The present measured
results of the polarisation observable T for the carbon subtraction method and the
hydrogen normalisation method show a satisfactory agreement. The comparison of
the obtained measured results with the measured results from V. L. Kashevarov show
a good agreement under the consideration of the systematic uncertainties. Notice
that for the polarisation observable T results, the recoil proton deviations in the
backwards angle of the cosθ angles are visible.
Since the isobar models [41] do not reproduce the unpolarised total cross section
of the γp → pi0pi0p reaction, the agreement between the measured polarisation
observables and the predictions of the theoretical models are also rather poor,
especially for the isobar model for the energies in the region below the resonance
contribution of N(1520)3/2−. For the corrected isobar model [42] with the total
excluded or at least strongly suppressed resonance contribution of N(1440), a better
agreement with the measured results could be shown as with the uncorrected
isobar model. However, for the MAID isobar model, it can be concluded that
the comparison of the predictions of the model and the measured results are in
a qualitative agreement, for which the photoproduction amplitude contains the
resonance in the 3/2− wave and the 1/2+ and 3/2+ resonances depend smoothly
on the incident photon beam energy and generate mostly background contributions
[42]. The predictions of the coupled channel BnGa partial wave analysis has a better
agreement to the measured data since the model is based on fits to the previous
measured ELSA data. In general, the BnGa partial wave analysis with the main fits
[111] show a better agreement to the measured results as the BnGa partial wave
analysis fits without the resonance contribution of N(1900)3/2− [112], especially
for the double polarisation observable F , where the difference between these models
are visible. Therefore, it can be concluded that this resonance contribution of
N(1900)3/2− has a non-negligible influence on the polarisation observables F and
T .
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AAppendix
A.1 Polarisation Observables
The polarised cross section for the single meson photoproduction including higher
order terms is defined by [114]:
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A.2 Fits of the Polarisation Observable F
In this section, the extracted asymmetries AF of the double polarisation observable F
for the butanol data (June 2010 and April 2011) with the corresponding fit functions
are shown. The double polarisation observable asymmetries AF are shown for all
the measured representations of the cosθ angle of the two pions or the recoil proton,
as well as for the invariant mass for each pion or a pion and the recoil proton as a
function of the incident photon beam energy from 450 MeV up to 1450 MeV. Since the
measured results for the carbon subtraction method and the hydrogen normalisation
method are in a good agreement, as shown in Section 10.2.1, only the measured
results of the carbon subtraction method are shown.
162 Chapter A Appendix
A.2.1 Results of the Pions
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Figure A.1.: Asymmetry of the double polarisation observable F for the different φpi01,2
angles between each pi0 meson and the direction of the target proton spin as a function
of the incident beam energy from 450 up to 1450 MeV. The results of the asymmetry F for
the hydrogen normalisation method are shown by the red points and the blue cross for the
butanol data June 2010 and April 2011, respectively. The corresponding cosine fit for the
extraction of the polarisation observable F are shown by the same colored lines.
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A.2.2 Results of the Proton
A.2 Fits of the Polarisation Observable F 165
Figure A.2.: Asymmetry of the double polarisation observable F for the different φp angles
between the recoil proton and the direction of the target proton spin as a function of the
incident beam energy from 450 up to 1450 MeV. The results of the asymmetry F for the
hydrogen normalisation method are shown by the red points and the blue cross for the
butanol data June 2010 and April 2011, respectively. The same colored lines represent the
corresponding cosine fit for the extraction of the polarisation observable F .
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A.2.3 Results for the Invariant Mass of the Pions
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Figure A.3.: Incident photon beam energy Eγ = 450 − 1450 MeV dependent asymmetry
of the double polarisation observable F for the different φpi01+pi02 angles between the meson
vector and the direction of the target proton spin. The results of the asymmetry F for
the hydrogen normalisation method as shown by the red points and the blue cross for the
butanol data June 2010 and April 2011, respectively. The corresponding cosine fit for the
extraction of the polarisation observable F are shown by the same colored lines.
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A.2.4 Results for the Invariant Mass of the Pions and the
Proton
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Figure A.4.: Incident photon beam energy Eγ = 450 − 1450 MeV dependent asymmetry
of the double polarisation observable F for the different φpi01,2+p angles between each pi
0
meson and the recoil proton vector and the direction of the target proton spin. The result of
the asymmetry F for the hydrogen normalisation method as shown by the red points and
the blue cross for the butanol data June 2010 and April 2011, respectively. The same colored
lines represent the corresponding cosine fit for the extraction of the polarisation observable
F .
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A.3 Fits of the Polarisation Observable T
In this section, the extracted asymmetries AT of the polarisation observable T for
the butanol data (June 2010 and April 2011) with the corresponding fit functions are
shown. The polarisation observable asymmetries AT are shown for all the measured
representations of the cosθ angles of the two pions or the recoil proton, as well as
for the invariant mass for each pion or a pion and the recoil proton as a function of
the incident photon beam energy from 450 MeV up to 1450 MeV. Since the measured
results for the carbon subtraction method and the hydrogen normalisation method
are in a good agreement, as shown in Section 10.2.2, only the measured results of
the carbon subtraction method are shown.
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Figure A.5.: Asymmetry of the polarisation observable T for the different φpi01,2 angles
between each pi0 meson and the direction of the target proton spin as a function of the
incident beam energy from 450 up to 1450 MeV. The results of the asymmetry T for the
hydrogen normalisation method are shown by the red points and the blue cross for the
butanol data June 2010 and April 2011, respectively. The corresponding sine fit for the
extraction of the polarisation observable T are shown by the same colored lines.
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Figure A.6.: Asymmetry of the polarisation observable T for the different φp angles between
the recoil proton and the direction of the target proton spin as a function of the incident
beam energy from 450 up to 1450 MeV. The results of the asymmetry T for the hydrogen
normalisation method are shown by the red points and the blue cross for the butanol data
June 2010 and April 2011, respectively. The same colored lines represent the corresponding
sine fit for the extraction of the polarisation observable T .
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Figure A.7.: Incident photon beam energy Eγ = 450− 1450 MeV dependent asymmetry of
the polarisation observable T for the different φpi01+pi02 angles between the meson vector and
the direction of the target proton spin. The results of the asymmetry T for the hydrogen
normalisation method as shown by the red points and the blue cross for the butanol data
June 2010 and April 2011, respectively. The corresponding sine fit for the extraction of the
polarisation observable T are shown by the same colored lines.
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Figure A.8.: Incident photon beam energy Eγ = 450 − 1450 MeV dependent asymmetry
of the polarisation observable T for the different φpi01,2+p angles between each pi
0 meson
and the recoil proton vector and the direction of the target proton spin. The result of the
asymmetry T for the hydrogen normalisation method as shown by the red points and the
blue cross for the butanol data June 2010 and April 2011, respectively. The same colored
lines represent the corresponding sine fit for the extraction of the polarisation observable T .
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A.4 Results for the Different Calculation Methods
In this section, the result for the double polarisation observable F for the extraction
over the two possible angle definitions to the direction of the nucleon target spin,
as explained in Section 9.2, are shown. The agreement between both calculation
methods for the butanol data (June 2010 and April 2011), are shown in the following
results.
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A.4.1 Double Polarisation Observable F
Result of the Pions
Figure A.9.: Results of the double polarisation observable F of the butanol June 2010 data
for both calculation methods for the cosθpi0 angle of each pi0 mesons as a function of the
incident photon energy from 450 up to 1450 MeV. The results for the carbon subtraction
method for both calculation methods are shown by the red cross and blue triangles (shifted
by ±2.5%), respectively. The hydrogen normalisation method results are shown by the green
triangles and purple points (shifted by ±2.5%).
Figure A.10.: Results of the double polarisation observable F of the butanol April 2011
data for both calculation methods for the cosθpi0 angle of each pi0 mesons as a function of
the incident photon energy Eγ = 450 − 1450 MeV. The results for the carbon subtraction
method for both calculation methods are shown by the red cross and blue triangles (shifted
by ±2.5%), respectively. The results of the hydrogen normalisation method are shown by
the green triangles and purple points (shifted by ±2.5%).
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Results of the Proton
Figure A.11.: Results of the double polarisation observable F of the butanol June 2010 data
for both calculation methods for the cosθp angle of the recoil proton as a function of the
incident photon energy from 450 up to 1450 MeV. The results for the carbon subtraction
method for both calculation methods are shown by the red cross and blue triangles (shifted
by ±2.5%), respectively. The hydrogen normalisation method results are shown by the green
triangles and purple points (shifted by ±2.5%).
Figure A.12.: Results of the double polarisation observable F of the butanol April 2011
data for both calculation methods for the cosθp angle of the recoil proton as a function of
the incident photon energy Eγ = 450 − 1450 MeV. The results for the carbon subtraction
method for both calculation methods are shown by the red cross and blue triangles (shifted
by ±2.5%), respectively. The results of the hydrogen normalisation method are shown by
the green triangles and purple points (shifted by ±2.5%).
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Figure A.13.: Results of the double polarisation observable F of the butanol June 2010 data
for both calculation methods for the invariant mass of the double pi0 mesons as a function of
the incident photon energy from 450 up to 1450 MeV. The results for the carbon subtraction
method for both calculation methods are shown by the red cross and blue triangles (shifted
by ±2.5%), respectively. The hydrogen normalisation method results are shown by the green
triangles and purple points (shifted by ±2.5%).
Figure A.14.: Results of the double polarisation observable F of the butanol April 2011 data
for both calculation methods for the invariant mass of the double pi0 mesons as a function
of the incident photon energy Eγ = 450− 1450 MeV. The results for the carbon subtraction
method for both calculation methods are shown by the red cross and blue triangles (shifted
by ±2.5%), respectively. The results of the hydrogen normalisation method are shown by
the green triangles and purple points (shifted by ±2.5%).
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Figure A.15.: Results of the double polarisation observable F of the butanol June 2010 data
for both calculation methods for the invariant mass of the each pi0 meson and a recoil proton
as a function of the incident photon energy from 450 up to 1450 MeV. The results for the
carbon subtraction method for both calculation methods are shown by the red cross and
blue triangles (shifted by ±2.5%), respectively. The hydrogen normalisation method results
are shown by the green triangles and purple points (shifted by ±2.5%).
Figure A.16.: Results of the double polarisation observable F of the butanol April 2011 data
for both calculation methods for the invariant mass of the double pi0 meson and the recoil
proton as a function of the incident photon energy Eγ = 450 − 1450 MeV. The results for
the carbon subtraction method for both calculation methods are shown by the red cross and
blue triangles (shifted by ±2.5%), respectively. The results of the hydrogen normalisation
method are shown by the green triangles and purple points (shifted by ±2.5%).
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A.5 Comparison with another Measurement
In this section, the individual results of the polarisation observable F and T for
the butanol data (June 2010 and April 2011), are shown. Additionally, the present
polarisation observable results were compared with the measurement result of the
carbon subtraction method by V. L. Kashevarov [113]. The results of V. L. Kasehvarov
were obtained by a cluster size analysis of the Crystal Ball without the use of the
charged particle detectors.
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A.5.1 Double Polarisation Observable F
Results of the Pions
Figure A.17.: Results of the double polarisation observable F for the different cosθpi0 angles
of the double pi0 mesons as a function of the incident beam energy from 450 up to 1450
MeV. The measured results for the hydrogen normalisation method for the butanol data
(June 2010 and April 2011) are shown by the red points and blue cross respectively (shifted
by ±2.5%). The green squares show the measured result of V. L. Kashevarov [113] by the
carbon subtraction method analysed over the cluster size.
Figure A.18.: Results of the double polarisation observable F for the different cosθpi0 angles
of the double pi0 mesons as a function of the incident beam energy from 450 up to 1450 MeV.
The measured results for the carbon subtraction method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kahevarov [113] by the carbon subtraction
method analysed over the cluster size.
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Figure A.19.: Merged results of the double polarisation observable F of both butanol data
for the different cosθpi0 angles of the double pi0 mesons as a function of the incident beam
energy from 450 up to 1450 MeV. The double polarisation observable result F for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points
and blue cross (shifted by ±2.5%), respectively. For the comparison with the measured
results of the cluster size analysis the results of V. L. Kashevarov [113] are shown by the
green squares.
Results of the Proton
Figure A.20.: Results of the double polarisation observable F for the different cosθp angles
of the recoil proton as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the hydrogen normalisation method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kashevarov [113] by the carbon subtraction
method analysed over the cluster size.
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Figure A.21.: Results of the double polarisation observable F for the different cosθp angles
of the recoil proton as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the carbon subtraction method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kahevarov [113] by the carbon subtraction
method analysed over the cluster size.
Figure A.22.: Merged results of the double polarisation observable F of both butanol
data for the different cosθp angles of the recoil proton as a function of the incident beam
energy from 450 up to 1450 MeV. The double polarisation observable result F for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points
and blue cross (shifted by ±2.5%), respectively. For the comparison with the measured
results of the cluster size analysis the results of V. L. Kashevarov [113] are shown by the
green squares.
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Figure A.23.: Results of the double polarisation observable F for the invariant mass of the
double pi0 mesons a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the hydrogen normalisation method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kashevarov [113] by the carbon subtraction
method analysed over the cluster size.
Figure A.24.: Results of the double polarisation observable F for the invariant mass of the
double pi0 mesons as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the carbon subtraction method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kahevarov [113] by the carbon subtraction
method analysed over the cluster size.
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Figure A.25.: Merged results of the double polarisation observable F of both butanol
data for the invariant mass of the double pi0 mesons as a function of the incident beam
energy from 450 up to 1450 MeV. The double polarisation observable result F for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points
and blue cross (shifted by ±2.5%), respectively. For the comparison with the measured
results of the cluster size analysis the results of V. L. Kashevarov [113] are shown by the
green squares.
Results for the Invariant Mass of the Pions and the Proton
Figure A.26.: Results of the double polarisation observable F for the invariant mass of each
pi0 meson and the recoil proton as a function of the incident beam energy from 450 up to
1450 MeV. The measured results for the hydrogen normalisation method for the butanol data
(June 2010 and April 2011) are shown by the red points and blue cross (shifted by ±2.5%),
respectively. The green squares show the measured result of V. L. Kashevarov [113] by the
carbon subtraction method analysed over the cluster size.
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Figure A.27.: Results of the double polarisation observable F for the invariant mass of each
pi0 meson and the recoil proton as a function of the incident beam energy from 450 up to
1450 MeV. The measured results for the carbon subtraction method for the butanol data
(June 2010 and April 2011) are shown by the red points and blue cross (shifted by ±2.5%),
respectively. The green squares show the measured result of V. L. Kahevarov [113] by the
carbon subtraction method analysed over the cluster size.
Figure A.28.: Merged results of the double polarisation observable F of both butanol data
for the invariant mass of each pi0 meson and the recoil proton as a function of the incident
beam energy from 450 up to 1450 MeV. The double polarisation observable result F for
the carbon subtraction method and the hydrogen normalisation method are shown by the
red points and blue cross (shifted by ±2.5%), respectively. For the comparison with the
measured results of the cluster size analysis the results of V. L. Kashevarov [113] are shown
by the green squares.
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A.5.2 Polarisation Observable T
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Figure A.29.: Results of the polarisation observable T for the different cosθpi0 angles of the
double pi0 mesons as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the hydrogen normalisation method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kashevarov [113] by the carbon subtraction
method analysed over the cluster size.
Figure A.30.: Results of the polarisation observable T for the different cosθpi0 angles of the
double pi0 mesons as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the carbon subtraction method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kahevarov [113] by the carbon subtraction
method analysed over the cluster size.
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Figure A.31.: Results of the polarisation observable T of the butanol April 2011 data for
the different cosθpi0 angles of the double pi0 mesons as a function of the incident beam
energy from 450 up to 1450 MeV. The double polarisation observable result T for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points
and blue cross (shifted by ±2.5%), respectively. For the comparison with the measured
results of the cluster size analysis the results of V. L. Kashevarov [113] are shown by the
green squares. The systematic uncertainties are indicated by the same colored lines like the
measurement methods.
Results of the Proton
Figure A.32.: Results of the polarisation observable T for the different cosθp angles of
the recoil proton as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the hydrogen normalisation method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kashevarov [113] by the carbon subtraction
method analysed over the cluster size.
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Figure A.33.: Results of the polarisation observable T for the different cosθp angles of
the recoil proton as a function of the incident beam energy from 450 up to 1450 MeV. The
measured results for the carbon subtraction method for the butanol data (June 2010 and
April 2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kahevarov [113] by the carbon subtraction
method analysed over the cluster size.
Figure A.34.: Results of the polarisation observable T of the butanol April 2011 data for the
different cosθp angles of the recoil proton as a function of the incident beam energy from
450 up to 1450 MeV. The polarisation observable result T for the carbon subtraction method
and the hydrogen normalisation method are shown by the red points and blue cross (shifted
by ±2.5%), respectively. For the comparison with the measured results of the cluster size
analysis the results of V. L. Kashevarov [113] are shown by the green squares. The systematic
uncertainties are indicated by the same colored lines like the measurement methods.
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Figure A.35.: Results of the polarisation observable T for the invariant mass of the double
pi0 mesons a function of the incident beam energy from 450 up to 1450 MeV. The measured
results for the hydrogen normalisation method for the butanol data (June 2010 and April
2011) are shown by the red points and blue cross (shifted by ±2.5%), respectively. The
green squares show the measured result of V. L. Kashevarov [113] by the carbon subtraction
method analysed over the cluster size.
Figure A.36.: Results of the polarisation observable T for the invariant mass of the double
pi0 mesons as a function of the incident beam energy from 450 up to 1450 MeV. The measured
results for the carbon subtraction method for the butanol data (June 2010 and April 2011)
are shown by the red points and blue cross (shifted by ±2.5%), respectively. The green
squares show the measured result of V. L. Kahevarov [113] by the carbon subtraction method
analysed over the cluster size.
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Figure A.37.: Results of the polarisation observable T of the butanol April 2011 data for
the invariant mass of the double pi0 mesons as a function of the incident beam energy from
450 up to 1450 MeV. The polarisation observable result T for the carbon subtraction method
and the hydrogen normalisation method are shown by the red points and blue cross (shifted
by ±2.5%), respectively. For the comparison with the measured results of the cluster size
analysis the results of V. L. Kashevarov [113] are shown by the green squares. The systematic
uncertainties are indicated by the same colored lines like the measurement methods.
Results of the Invariant Mass of the Pions and the Proton
Figure A.38.: Results of the polarisation observable T for the invariant mass of each pi0
meson and the recoil proton as a function of the incident beam energy from 450 up to 1450
MeV. The measured results for the hydrogen normalisation method for the butanol data
(June 2010 and April 2011) are shown by the red points and blue cross (shifted by ±2.5%),
respectively. The green squares show the measured result of V. L. Kashevarov [113] by the
carbon subtraction method analysed over the cluster size.
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Figure A.39.: Results of the polarisation observable T for the invariant mass of each pi0
meson and the recoil proton as a function of the incident beam energy from 450 up to
1450 MeV. The measured results for the carbon subtraction method for the butanol data
(June 2010 and April 2011) are shown by the red points and blue cross (shifted by ±2.5%),
respectively. The green squares show the measured result of V. L. Kahevarov [113] by the
carbon subtraction method analysed over the cluster size.
Figure A.40.: Results of the polarisation observable T of the butanol April 2011 data for
the invariant mass of each pi0 meson and the recoil proton as a function of the incident
beam energy from 450 up to 1450 MeV. The polarisation observable result T for the carbon
subtraction method and the hydrogen normalisation method are shown by the red points
and blue cross, respectively. For the comparison with the measured results of the cluster size
analysis the results of V. L. Kashevarov [113] are shown by the green squares. The systematic
uncertainties are indicated by the same colored lines like the measurement methods.
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A.6 Polarisation Observable T for the Different
Nucleon Polarisation
In this section, the results of the polarisation observable T for only one target
polarisation spin state, vertically up or down, as a function of the incident beam
energy from 450 up to 1450 MeV for both butanol data are presented. For a correct
determined detector efficiency the asymmetry of the experimental setup should
be cancels out and the calculation of the polarisations observable T for both spin
polarisation should be the same. Since in both butanol data some angle dependent
inconsistencies occur through the used charged particle detectors this results show
some derivations, mainly for the butanol June data 2010 .
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Figure A.41.: Results of the polarisation observable T in the representation of the cosθpi0
angle of the double pi0 mesons as a function of the incident photon beam energy from 450
up to 1450 MeV. The results of the polarisation observable T for the butanol June 2010 data
for the calculation over the nucleon target spin up and spin down is shown by the red points
and blue points, respectively.
Figure A.42.: Incident beam energy Eγ = 450 − 1450 MeV dependent result of the po-
larisation observable T for the cosθpi0 angle of the double pi0 mesons. The results of the
polarisation observable T for the butanol April 2011 data for the calculation over the nucleon
target spin up and spin down is shown by the red points and blue points, respectively.
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A.6.2 Results of the Proton
Figure A.43.: Results of the polarisation observable T for the cosθp angle of the recoil
proton as a function of the incident photon beam energy from 450 up to 1450 MeV. The red
and the blue points indicate the result of the polarisation observable T for the butanol June
2010 data calculated over the nucleon target spin up and spin down, respectively.
Figure A.44.: Incident beam energy Eγ = 450− 1450 MeV dependent result of the polari-
sation observable T for the cosθp angle of the recoil proton. The red and the blue points
indicate the result of the polarisation observable T for the butanol April 2011 calculated
over the nucleon target spin up and spin down, respectively.
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A.6.3 Results of the Invariant Mass of the Pions
Figure A.45.: Results of the polarisation observable T in the representation of the invariant
mass of the double pi0 mesons as a function of the incident photon beam energy from 450 up
to 1450 MeV. The results of the polarisation observable T for the butanol June 2010 data for
the calculation over the nucleon target spin up and spin down is shown by the red points
and blue points, respectively.
Figure A.46.: Incident beam energy Eγ = 450− 1450 MeV dependent result of the polar-
isation observable T for the invariant mass of the double pi0 mesons. The results of the
polarisation observable T for the butanol April 2011 data for the calculation over the nucleon
target spin up and spin down is shown by the red points and blue points, respectively.
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A.6.4 Results of the Invariant Mass of the Pions and the
Proton
Figure A.47.: Results of the polarisation observable T for the invariant mass of each pi0
meson and the recoil proton as a function of the incident photon beam energy from 450 up
to 1450 MeV. The red and the blue points indicate the result of the polarisation observable
T for the butanol June 2010 data calculated over the nucleon target spin up and spin down,
respectively.
Figure A.48.: Incident beam energy Eγ = 450− 1450 MeV dependent result of the polarisa-
tion observable T for the invariant mass of each pi0 meson and the recoil proton. The red
and the blue points indicate the result of the polarisation observable T for the butanol April
2011 data calculated over the nucleon target spin up and spin down, respectively.
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A.7 Check of other Asymmetry Contribution of the
Polarisation Observable T
Since for the butanol data (June 2010 and April 2011) problems occur in the detector
efficiency by angle dependent inconsistencies between the data and the simulation
the T asymmetry was fitted with a cosine function instead of a sine function to
determine the influence of the detector setup generated asymmetry contribution.
For a correct detector efficiency correction the asymmetry of the detector setup
should not contribute to the measurement of the polarisation observable T and
the wrong fitted result should be zero for all energy representation of the cosθpi0 ,
cosθp angles of each pi0 mesons or recoil proton and for the invariant masses of the
double pi0 mesons and the recoil proton. The presented results in this Section show
that especially for the butanol June 2010 the asymmetry of the detector setup has a
little contribution to the measured polarisation observable T results through the not
identified problems with the PID detector.
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A.7.1 Results of the Pions
Figure A.49.: Result of polarisation observable T fitted with a cos function instead of the
sine function for each pi0 meson in the representation of the cosθpi0 angle as a function of
the incident photon beam energy from 450 up to 1450 MeV. The results of the butanol data
(June 2010 and April 2011) are shown by the red points and blue cross, respectively.
A.7.2 Results of the Proton
Figure A.50.: Incident photon beam energy Eγ = 450− 1450 MeV result of the polarisation
observable T fitted with a cosine function instead of the sin function for the recoil proton in
the representation of the cosθp angle. The red points and the blue cross show the results of
the butanol June 2010 and April 2011 data.
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A.7.3 Results of the Invariant Mass of the Pions
Figure A.51.: Results of the polarisation observable T fittet with a sine function instead
of the sin function for the double pi0 mesons in the representation of the invariant mass
as a function of the incident photon beam energy from 450 up to 1450 MeV. The results
of the butanol June 2010 and April 2011 data are shown by the red points and blue cross,
respectively.
A.7.4 Results of the Invariant Mass of the Pions and the
Proton
Figure A.52.: Incident photon beam energy Eγ = 450− 1450 MeV result of the polarisation
observable T fitted with a cosine function instead of the sin function for the recoil proton in
the representation of the invariant mass of each pi0 meson and the recoil proton. The red
points and the blue cross show the results of the butanol June 2010 and April 2011 data,
respectively.
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A.8 Data Tables
Eγ [MeV ] σ [µb] ∆stat [µb] ∆sys [µb] Eγ [MeV ] σ [µb] ∆stat [µb] ∆sys [µb]
456.3 0.3993 0.0065 3.5058 950.0 7.2045 0.0176 0.2097
469.0 0.6250 0.0058 2.2274 962.7 7.4919 0.0184 0.2027
481.6 0.9291 0.0064 1.5051 975.3 7.7737 0.0193 0.1964
494.3 1.3031 0.0071 1.0783 988.0 8.0993 0.0232 0.1935
507.0 1.7834 0.0079 0.7928 1000.6 8.4511 0.0197 0.1812
519.6 2.3594 0.0097 0.6069 1013.3 8.7910 0.0199 0.1744
532.3 3.0095 0.0097 0.4757 1025.9 9.0776 0.0211 0.1703
544.9 3.5768 0.0102 0.4016 1038.6 9.2975 0.0217 0.1668
557.6 4.2194 0.0109 0.3420 1051.3 9.5358 0.0215 0.1625
570.3 4.8156 0.0125 0.3032 1063.9 9.6449 0.0225 0.1617
582.9 5.3781 0.0124 0.2712 1076.6 9.7453 0.0246 0.1622
595.6 5.9654 0.0138 0.2468 1089.2 9.8386 0.0226 0.1587
608.2 6.4735 0.0142 0.2281 1101.9 9.6738 0.0221 0.1609
620.9 6.9575 0.0151 0.2135 1114.6 9.5123 0.0227 0.1642
633.5 7.4712 0.0152 0.1990 1127.2 8.9950 0.0231 0.1740
646.2 7.8535 0.0158 0.1901 1139.9 8.5381 0.0228 0.1830
658.9 8.3753 0.0167 0.1793 1152.5 8.0874 0.0219 0.1922
671.5 8.8252 0.0163 0.1697 1165.2 7.8366 0.0214 0.1976
684.2 9.2764 0.0167 0.1619 1177.9 7.4165 0.0209 0.2082
696.8 9.7114 0.0172 0.1551 1190.5 7.0989 0.0208 0.2173
709.5 10.0816 0.0178 0.1500 1203.2 6.8389 0.0203 0.2249
722.2 9.9495 0.0203 0.1545 1215.8 6.6286 0.0204 0.2321
734.8 10.2562 0.0356 0.1648 1228.5 6.4087 0.0205 0.2402
747.5 10.0986 0.0198 0.1518 1241.1 5.9476 0.0214 0.2604
760.1 9.7659 0.0243 0.1616 1253.8 6.1372 0.0193 0.2488
772.8 8.9996 0.0335 0.1855 1266.5 5.9822 0.0208 0.2578
785.4 8.6138 0.0184 0.1763 1279.1 5.3387 0.0206 0.2886
798.1 8.0524 0.0174 0.1874 1291.8 5.8996 0.0213 0.2623
810.8 7.6411 0.0174 0.1975 1304.4 5.7876 0.0215 0.2678
823.4 7.3438 0.0264 0.2177 1317.1 5.7105 0.0193 0.2675
836.1 7.0237 0.0193 0.2175 1329.8 5.7508 0.0217 0.2698
848.7 6.8308 0.0182 0.2221 1342.4 5.1334 0.0211 0.3012
861.4 6.6465 0.0184 0.2285 1355.1 5.4598 0.0200 0.2811
874.1 6.5700 0.0211 0.2353 1367.7 5.7931 0.0215 0.2676
886.7 6.5911 0.0315 0.2503 1380.4 5.2238 0.0211 0.2959
899.4 6.5761 0.0168 0.2285 1393.0 5.3547 0.0223 0.2908
912.0 6.6797 0.0167 0.2248 1405.7 5.5162 0.0204 0.2790
924.7 6.8438 0.0171 0.2200 1418.4 5.2648 0.0228 0.2967
937.3 7.0018 0.0177 0.2159 1431.0 5.5986 0.0240 0.2812
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H-Butanol April (2011) H-Butanol June (2010)
Eγ [MeV ] σ [µb] ∆stat [µb] ∆sys [µb] Eγ [MeV ] σ [µb] ∆stat [µb] ∆sys [µb]
456.3 0.5374 0.1339 2.1831
469.0 0.8180 0.1997 1.1342
481.6 0.7452 0.0763 1.2884
494.3 1.2502 0.0878 0.7869
507.0 1.5991 0.0976 0.6493
519.6 2.1317 0.1125 0.4784
532.3 3.1883 0.1486 0.3031
544.9 3.8866 0.1363 0.2473
557.6 4.2248 0.1345 0.2478
570.3 4.0005 0.2368 0.3273
582.9 5.3748 0.1462 0.1925
595.6 5.9905 0.1755 0.1756
608.2 6.3025 0.2082 0.1723
620.9 7.1626 0.1735 0.1463
633.5 7.6194 0.1939 0.1358 633.5 6.4538 0.3158 0.2616
646.2 8.6054 0.1939 0.1183 646.2 7.6429 0.1896 0.2224
658.9 8.6386 0.1847 0.1217 658.9 8.2880 0.1967 0.2054
671.5 9.0818 0.1968 0.1142 671.5 8.3812 0.1860 0.2024
684.2 9.1332 0.1996 0.1166 684.2 8.5546 0.1796 0.2005
696.8 9.0627 0.2963 0.1264 696.8 9.5926 0.1802 0.1792
709.5 10.1623 0.3300 0.1024 709.5 9.5970 0.1862 0.1784
722.2 10.9909 0.3052 0.0928 722.2 10.0697 0.2219 0.1694
734.8 10.9525 0.2799 0.0909 734.8 10.3277 0.2330 0.1662
747.5 10.6102 0.2334 0.0989 747.5 9.5966 0.1616 0.1837
760.1 10.4780 0.2302 0.0956 760.1 9.2338 0.2090 0.1922
772.8 9.6456 0.2891 0.1085 772.8 8.8642 0.2391 0.1942
785.4 8.3578 0.2912 0.1401 785.4 8.3173 0.1526 0.2191
810.8 7.6844 0.2188 0.2877 798.1 8.2491 0.1751 0.2155
823.4 7.6393 0.1950 0.1474 810.8 7.4046 0.1477 0.2545
836.1 7.3849 0.2169 0.1355 823.4 7.3808 0.2246 0.2472
848.7 6.7162 0.2081 0.1569 836.1 6.7815 0.1516 0.2841
861.4 6.5335 0.2071 0.1765 848.7 6.3416 0.1499 0.3106
874.1 6.4587 0.2705 0.1789 861.4 6.2503 0.1536 0.3247
886.7 6.0611 0.3995 0.1765 874.1 6.4845 0.2030 0.3038
899.4 6.9266 0.2160 0.1959 886.7 6.3794 0.3448 0.3093
912.0 6.8668 0.2135 0.1685 899.4 6.4664 0.1464 0.3056
924.7 6.9491 0.2214 0.1720 912.0 6.7000 0.1473 0.2968
937.3 7.5636 0.2292 0.1718 924.7 6.4291 0.1518 0.3216
950.0 6.7134 0.3113 0.1561 937.3 6.8771 0.1581 0.2973
962.7 6.8868 0.3084 0.1823 950.0 6.4264 0.2441 0.3400
975.3 8.0425 0.3003 0.1820 962.7 7.4287 0.2224 0.2670
988.0 8.5719 0.2680 0.1460 975.3 7.6490 0.1963 0.2615
1000.6 8.3816 0.2974 0.1393 988.0 8.1285 0.1644 0.2472
1013.3 9.0085 0.2534 0.1503 1000.6 8.3980 0.1723 0.2389
1038.6 9.3048 0.3007 0.1258 1013.3 8.1253 0.1783 0.2608
1051.3 9.1817 0.4132 0.2688 1025.9 9.4182 0.1834 0.2133
1076.6 10.0326 0.2928 0.1239 1038.6 9.3021 0.1901 0.2187
1089.2 9.9643 0.2865 0.1360 1051.3 9.2593 0.2630 0.2200
1101.9 9.7096 0.2843 0.0972 1063.9 9.7479 0.2402 0.2084
1114.6 8.8248 0.2801 0.1051 1076.6 9.5674 0.3329 0.2198
1127.2 9.4544 0.3152 0.1161 1089.2 9.6607 0.2119 0.2145
1139.9 8.6046 0.2936 0.1178 1101.9 10.3409 0.1951 0.1921
1152.5 8.7160 0.3363 0.1374 1114.6 9.5747 0.2204 0.2166
1165.2 7.7170 0.2866 0.1269 1127.2 9.8404 0.2450 0.2093
1177.9 7.3209 0.2919 0.1376 1139.9 8.6912 0.2320 0.2454
1190.5 7.1876 0.2728 0.1364 1152.5 8.4059 0.2441 0.2574
1203.2 7.8203 0.3107 0.1594 1165.2 7.8530 0.2293 0.2848
1215.8 7.4114 0.3157 0.1728 1177.9 7.5460 0.2379 0.3042
1228.5 6.7862 0.3556 0.1764 1190.5 7.2141 0.2229 0.3226
1241.1 6.6144 0.3133 0.1591 1203.2 7.4748 0.2117 0.2949
1253.8 6.3690 0.2958 0.1724 1215.8 6.8603 0.2494 0.3431
1266.5 6.4279 0.2767 0.1818 1228.5 6.8894 0.2536 0.3330
1279.1 6.2825 0.2814 0.1858 1241.1 6.5203 0.2403 0.3715
1291.8 6.1443 0.3058 0.2029 1253.8 6.3929 0.2276 0.3692
1304.4 5.7139 0.2774 0.1930 1266.5 6.4891 0.2343 0.3647
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550 - 650 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.1133 0.1188 -0.4698 0.1230 0.1284 -0.4672
-0.6 0.1513 0.0950 -0.4596 0.1723 0.1071 -0.4540
-0.4 0.1133 0.0883 -0.4698 0.1139 0.0941 -0.4696
-0.1 0.1162 0.0874 -0.4690 0.1079 0.0916 -0.4712
0.1 0.1745 0.0922 -0.4534 0.1923 0.0963 -0.4487
0.4 0.2590 0.1071 -0.4309 0.2440 0.1118 -0.4349
0.6 0.2691 0.1480 -0.4282 0.2331 0.1373 -0.4378
0.9 -0.3354 0.1965 -0.4105 -0.4204 0.2246 -0.3878
650 - 750 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0595 0.0411 0.0159 0.0667 0.0469 0.0178
-0.6 0.1072 0.0368 0.0286 0.1222 0.0422 0.0326
-0.4 0.0799 0.0356 0.0213 0.0900 0.0400 0.0240
-0.1 0.0488 0.0357 0.0130 0.0571 0.0392 0.0152
0.1 0.0368 0.0389 0.0098 0.0395 0.0417 0.0106
0.4 -0.0527 0.0443 0.0141 -0.0557 0.0446 0.0149
0.6 -0.0921 0.0513 0.0246 -0.0991 0.0503 0.0264
0.9 -0.0522 0.0690 0.0139 -0.1072 0.0751 0.0286
750 - 850 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0873 0.0356 0.0233 -0.1049 0.0394 0.0280
-0.6 -0.0324 0.0360 0.0087 -0.0357 0.0381 0.0095
-0.4 0.0628 0.0368 0.0168 0.0689 0.0388 0.0184
-0.1 0.0046 0.0392 0.0012 0.0104 0.0421 0.0028
0.1 0.1549 0.0415 0.0413 0.1702 0.0443 0.0454
0.4 0.0741 0.0431 0.0198 0.0707 0.0435 0.0189
0.6 0.0068 0.0481 0.0018 -0.0099 0.0452 0.0027
0.9 -0.0719 0.0587 0.0192 -0.0546 0.0562 0.0146
850 - 950 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0194 0.0394 0.0052 -0.0279 0.0441 0.0075
-0.6 -0.0330 0.0400 0.0088 -0.0404 0.0417 0.0108
-0.4 -0.0233 0.0412 0.0062 -0.0189 0.0434 0.0051
-0.1 0.0871 0.0462 0.0233 0.0894 0.0452 0.0239
0.1 0.1765 0.0465 0.0471 0.1822 0.0503 0.0486
0.4 0.0971 0.0467 0.0259 0.0980 0.0472 0.0262
0.6 0.2361 0.0501 0.0630 0.2277 0.0454 0.0608
0.9 0.0376 0.0607 0.0100 0.0435 0.0574 0.0116
950 - 1050 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1607 0.0415 0.0429 -0.1571 0.0454 0.0419
-0.6 -0.1253 0.0366 0.0335 -0.1405 0.0400 0.0375
-0.4 -0.0222 0.0399 0.0059 -0.0283 0.0408 0.0075
-0.1 0.0573 0.0434 0.0153 0.0634 0.0442 0.0169
0.1 0.0714 0.0445 0.0191 0.0797 0.0431 0.0213
0.4 0.1216 0.0422 0.0325 0.1125 0.0420 0.0300
0.6 0.1643 0.0427 0.0439 0.1754 0.0452 0.0468
0.9 -0.0830 0.0526 0.0221 -0.0788 0.0496 0.0210
1050 - 1150 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0586 0.0354 0.0156 -0.0660 0.0397 0.0176
-0.6 -0.0700 0.0309 0.0187 -0.0704 0.0328 0.0188
-0.4 0.0129 0.0338 0.0034 0.0083 0.0334 0.0022
-0.1 0.0440 0.0361 0.0117 0.0424 0.0357 0.0113
0.1 -0.0229 0.0367 0.0061 -0.0213 0.0363 0.0057
0.4 0.0369 0.0362 0.0099 0.0376 0.0364 0.0100
0.6 0.0142 0.0354 0.0038 0.0158 0.0372 0.0042
0.9 0.0229 0.0435 0.0061 0.0243 0.0407 0.0065
1150 - 1250 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0025 0.0481 0.0007 -0.0013 0.0462 0.0004
-0.6 0.0468 0.0413 0.0125 0.0437 0.0394 0.0117
-0.4 0.0617 0.0427 0.0165 0.0745 0.0446 0.0199
-0.1 0.0049 0.0471 0.0013 0.0071 0.0476 0.0019
0.1 0.0081 0.0467 0.0022 0.0046 0.0463 0.0012
0.4 -0.0031 0.0443 0.0008 0.0057 0.0444 0.0015
0.6 -0.1048 0.0481 0.0280 -0.1244 0.0461 0.0332
0.9 -0.1048 0.0532 0.0280 -0.0940 0.0498 0.0251
1250 - 1350 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0623 0.0500 0.0166 0.0813 0.0533 0.0217
-0.6 0.0721 0.0447 0.0193 0.0628 0.0452 0.0168
-0.4 0.1174 0.0485 0.0313 0.1128 0.0472 0.0301
-0.1 -0.0105 0.0530 0.0028 -0.0088 0.0472 0.0023
0.1 -0.1306 0.0495 0.0349 -0.1262 0.0531 0.0337
0.4 -0.1245 0.0494 0.0332 -0.1249 0.0459 0.0333
0.6 -0.1637 0.0545 0.0437 -0.1412 0.0472 0.0377
0.9 -0.1670 0.0600 0.0446 -0.1574 0.0544 0.0420
1350 - 1450 MeV Carbon Hydrogen
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0182 0.0375 0.0049 0.0351 0.1758 0.0094
-0.6 0.1100 0.0370 0.0294 0.2700 0.1569 0.0721
-0.4 0.0004 0.0408 0.0001 -0.0496 0.1602 0.0132
-0.1 -0.0230 0.0410 0.0061 0.2287 0.1646 0.0610
0.1 0.0417 0.0421 0.0111 0.0204 0.1528 0.0055
0.4 0.0210 0.0428 0.0056 0.0687 0.1529 0.0183
0.6 -0.0370 0.0471 0.0099 -0.0154 0.1618 0.0041
0.9 -0.0380 0.0471 0.0101 -0.1544 0.1579 0.0412
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550 - 650 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.1230 0.1284 -0.4672
-0.6 0.1723 0.1071 -0.4540
-0.4 0.1139 0.0941 -0.4696
-0.1 0.1079 0.0916 -0.4712
0.1 0.1923 0.0963 -0.4487
0.4 0.2440 0.1118 -0.4349
0.6 0.2331 0.1373 -0.4378
0.9 -0.4204 0.2246 -0.3878
650 - 750 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0937 0.0633 0.0250 0.0396 0.0201 0.0106
-0.6 0.1821 0.0572 0.0486 0.0624 0.0170 0.0166
-0.4 0.1240 0.0543 0.0331 0.0560 0.0160 0.0150
-0.1 0.0444 0.0529 0.0119 0.0698 0.0162 0.0186
0.1 0.0402 0.0564 0.0107 0.0389 0.0173 0.0104
0.4 -0.0613 0.0597 0.0164 -0.0502 0.0204 0.0134
0.6 -0.1451 0.0654 0.0387 -0.0531 0.0280 0.0142
0.9 -0.0419 0.0964 0.0112 -0.1726 0.0444 0.0461
750 - 850 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1271 0.0529 0.0339 -0.0828 0.0177 0.0221
-0.6 -0.0386 0.0512 0.0103 -0.0328 0.0170 0.0088
-0.4 0.1151 0.0521 0.0307 0.0227 0.0174 0.0060
-0.1 -0.0366 0.0568 0.0098 0.0573 0.0181 0.0153
0.1 0.2328 0.0597 0.0621 0.1075 0.0193 0.0287
0.4 0.1115 0.0581 0.0298 0.0299 0.0204 0.0080
0.6 0.0179 0.0591 0.0048 -0.0378 0.0245 0.0101
0.9 -0.1250 0.0711 0.0334 0.0157 0.0355 0.0042
850 - 950 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0532 0.0590 0.0142 -0.1091 0.0201 0.0291
-0.6 0.0290 0.0563 0.0077 -0.1098 0.0178 0.0293
-0.4 -0.0318 0.0587 0.0085 -0.0060 0.0180 0.0016
-0.1 0.0636 0.0607 0.0170 0.1152 0.0203 0.0307
0.1 0.1983 0.0681 0.0529 0.1661 0.0206 0.0443
0.4 0.0197 0.0626 0.0053 0.1763 0.0235 0.0471
0.6 0.2878 0.0587 0.0768 0.1676 0.0259 0.0447
0.9 -0.0004 0.0737 0.0001 0.0873 0.0341 0.0233
950 - 1050 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1544 0.0622 0.0412 -0.1597 0.0162 0.0426
-0.6 -0.1839 0.0549 0.0491 -0.0971 0.0133 0.0259
-0.4 -0.0481 0.0561 0.0128 -0.0085 0.0139 0.0023
-0.1 0.0831 0.0605 0.0222 0.0438 0.0158 0.0117
0.1 0.0415 0.0581 0.0111 0.1180 0.0183 0.0315
0.4 0.1068 0.0563 0.0285 0.1183 0.0189 0.0316
0.6 0.2323 0.0604 0.0620 0.1184 0.0209 0.0316
0.9 -0.1600 0.0661 0.0427 0.0025 0.0237 0.0007
1050 - 1150 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0103 0.0532 0.0028 -0.1424 0.0181 0.0380
-0.6 -0.0925 0.0444 0.0247 -0.0483 0.0134 0.0129
-0.4 0.0055 0.0453 0.0015 0.0111 0.0136 0.0030
-0.1 0.0273 0.0481 0.0073 0.0575 0.0151 0.0154
0.1 -0.1038 0.0485 0.0277 0.0612 0.0169 0.0163
0.4 0.0460 0.0475 0.0123 0.0292 0.0200 0.0078
0.6 0.0242 0.0480 0.0065 0.0074 0.0213 0.0020
0.9 0.0538 0.0529 0.0144 -0.0051 0.0226 0.0014
1150 - 1250 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0095 0.0623 0.0025 0.0068 0.0199 0.0018
-0.6 0.0733 0.0537 0.0196 0.0141 0.0151 0.0038
-0.4 0.0939 0.0610 0.0251 0.0550 0.0162 0.0147
-0.1 -0.0441 0.0649 0.0118 0.0584 0.0175 0.0156
0.1 0.0298 0.0626 0.0080 -0.0205 0.0192 0.0055
0.4 -0.0071 0.0592 0.0019 0.0186 0.0211 0.0050
0.6 -0.1870 0.0609 0.0499 -0.0618 0.0231 0.0165
0.9 -0.1834 0.0661 0.0490 -0.0047 0.0246 0.0013
1250 - 1350 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0479 0.0715 0.0128 0.1148 0.0240 0.0306
-0.6 0.0580 0.0611 0.0155 0.0676 0.0185 0.0180
-0.4 0.1872 0.0641 0.0500 0.0384 0.0185 0.0102
-0.1 -0.0348 0.0632 0.0093 0.0173 0.0214 0.0046
0.1 -0.2131 0.0714 0.0569 -0.0393 0.0233 0.0105
0.4 -0.1711 0.0599 0.0457 -0.0788 0.0251 0.0210
0.6 -0.2404 0.0607 0.0642 -0.0419 0.0276 0.0112
0.9 -0.2933 0.0710 0.0783 -0.0215 0.0298 0.0057
1350 - 1450 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0202 0.0305 0.0054
-0.6 0.1075 0.0257 0.0287
-0.4 0.0022 0.0238 0.0006
-0.1 -0.0185 0.0280 0.0049
0.1 0.0431 0.0283 0.0115
0.4 0.0318 0.0325 0.0085
0.6 -0.0583 0.0435 0.0156
0.9 -0.0397 0.0359 0.0106
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550 - 650 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.1133 0.1188 -0.4698
-0.6 0.1513 0.0950 -0.4596
-0.4 0.1133 0.0883 -0.4698
-0.1 0.1162 0.0874 -0.4690
0.1 0.1745 0.0922 -0.4534
0.4 0.2590 0.1071 -0.4309
0.6 0.2691 0.1480 -0.4282
0.9 -0.3354 0.1965 -0.4105
650 - 750 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0928 0.0566 0.0248 0.0263 0.0128 0.0070
-0.6 0.1706 0.0506 0.0455 0.0438 0.0120 0.0117
-0.4 0.1159 0.0488 0.0309 0.0440 0.0122 0.0117
-0.1 0.0426 0.0489 0.0114 0.0550 0.0128 0.0147
0.1 0.0433 0.0531 0.0116 0.0303 0.0141 0.0081
0.4 -0.0630 0.0604 0.0168 -0.0423 0.0166 0.0113
0.6 -0.1455 0.0700 0.0388 -0.0386 0.0193 0.0103
0.9 -0.0280 0.0955 0.0075 -0.0764 0.0201 0.0204
750 - 850 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1168 0.0487 0.0312 -0.0577 0.0126 0.0154
-0.6 -0.0394 0.0491 0.0105 -0.0255 0.0132 0.0068
-0.4 0.1051 0.0500 0.0280 0.0206 0.0143 0.0055
-0.1 -0.0409 0.0531 0.0109 0.0502 0.0158 0.0134
0.1 0.2117 0.0560 0.0565 0.0981 0.0175 0.0262
0.4 0.1189 0.0574 0.0317 0.0294 0.0204 0.0078
0.6 0.0504 0.0641 0.0135 -0.0368 0.0227 0.0098
0.9 -0.1491 0.0807 0.0398 0.0052 0.0196 0.0014
850 - 950 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0418 0.0537 0.0112 -0.0806 0.0146 0.0215
-0.6 0.0284 0.0545 0.0076 -0.0944 0.0153 0.0252
-0.4 -0.0395 0.0557 0.0105 -0.0071 0.0171 0.0019
-0.1 0.0661 0.0627 0.0176 0.1081 0.0185 0.0289
0.1 0.1914 0.0627 0.0511 0.1615 0.0199 0.0431
0.4 0.0231 0.0623 0.0062 0.1711 0.0222 0.0457
0.6 0.3211 0.0666 0.0857 0.1511 0.0241 0.0403
0.9 0.0166 0.0831 0.0044 0.0586 0.0213 0.0156
950 - 1050 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1876 0.0572 0.0501 -0.1338 0.0134 0.0357
-0.6 -0.1571 0.0502 0.0419 -0.0936 0.0128 0.0250
-0.4 -0.0349 0.0546 0.0093 -0.0094 0.0141 0.0025
-0.1 0.0719 0.0595 0.0192 0.0426 0.0152 0.0114
0.1 0.0402 0.0609 0.0107 0.1027 0.0160 0.0274
0.4 0.1244 0.0569 0.0332 0.1189 0.0181 0.0317
0.6 0.2163 0.0573 0.0577 0.1123 0.0189 0.0300
0.9 -0.1652 0.0726 0.0441 -0.0007 0.0165 0.0002
1050 - 1150 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0028 0.0478 0.0008 -0.1201 0.0146 0.0320
-0.6 -0.0905 0.0416 0.0242 -0.0494 0.0136 0.0132
-0.4 0.0148 0.0455 0.0040 0.0110 0.0146 0.0029
-0.1 0.0305 0.0487 0.0081 0.0575 0.0154 0.0153
0.1 -0.1033 0.0493 0.0276 0.0575 0.0163 0.0153
0.4 0.0484 0.0481 0.0129 0.0255 0.0176 0.0068
0.6 0.0238 0.0464 0.0063 0.0047 0.0189 0.0012
0.9 0.0515 0.0589 0.0138 -0.0057 0.0175 0.0015
1150 - 1250 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0100 0.0656 0.0027 0.0050 0.0181 0.0013
-0.6 0.0769 0.0560 0.0205 0.0167 0.0167 0.0044
-0.4 0.0608 0.0577 0.0162 0.0626 0.0177 0.0167
-0.1 -0.0511 0.0640 0.0136 0.0609 0.0181 0.0163
0.1 0.0330 0.0634 0.0088 -0.0169 0.0188 0.0045
0.4 -0.0212 0.0594 0.0056 0.0149 0.0200 0.0040
0.6 -0.1563 0.0642 0.0417 -0.0534 0.0224 0.0142
0.9 -0.2002 0.0723 0.0535 -0.0093 0.0209 0.0025
1250 - 1350 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0275 0.0679 0.0073 0.0971 0.0199 0.0259
-0.6 0.0729 0.0604 0.0195 0.0714 0.0184 0.0191
-0.4 0.1931 0.0655 0.0515 0.0418 0.0203 0.0112
-0.1 -0.0396 0.0719 0.0106 0.0185 0.0208 0.0049
0.1 -0.2245 0.0670 0.0599 -0.0368 0.0204 0.0098
0.4 -0.1730 0.0661 0.0462 -0.0759 0.0228 0.0203
0.6 -0.2805 0.0728 0.0749 -0.0470 0.0250 0.0125
0.9 -0.3267 0.0816 0.0872 -0.0073 0.0233 0.0020
1350 - 1450 MeV June (2010) April (2011)
cos(θpi) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0182 0.0265 0.0049
-0.6 0.1100 0.0262 0.0294
-0.4 0.0004 0.0288 0.0001
-0.1 -0.0230 0.0290 0.0061
0.1 0.0417 0.0298 0.0111
0.4 0.0210 0.0302 0.0056
0.6 -0.0370 0.0333 0.0099
0.9 -0.0380 0.0333 0.0101
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550 - 650 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.4596 0.3640 -0.3773 0.2620 0.2232 -0.4301
-0.6 0.0486 0.2049 -0.4870 0.0686 0.1770 -0.4817
-0.4 -0.2115 0.1369 -0.4435 -0.2064 0.1528 -0.4449
-0.1 -0.1696 0.1050 -0.4547 -0.2201 0.1312 -0.4413
0.1 -0.1066 0.0951 -0.4716 -0.1272 0.1310 -0.4661
0.4 -0.2496 0.1090 -0.4334 -0.3380 0.1391 -0.4098
0.6 0.0953 0.1634 -0.4745 0.1282 0.1794 -0.4658
0.9 0.0136 0.1522 -0.4964 -0.0514 0.1640 -0.4863
650 - 750 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.2373 0.1467 0.0633 0.2001 0.1029 0.0534
-0.6 0.0372 0.0787 0.0099 0.0500 0.0723 0.0134
-0.4 -0.0373 0.0564 0.0100 -0.0446 0.0664 0.0119
-0.1 0.0377 0.0452 0.0101 0.0469 0.0518 0.0125
0.1 -0.1122 0.0387 0.0299 -0.1488 0.0534 0.0397
0.4 -0.0845 0.0435 0.0226 -0.1022 0.0587 0.0273
0.6 -0.1099 0.0605 0.0293 -0.1679 0.0651 0.0448
0.9 -0.0783 0.0517 0.0209 -0.0824 0.0613 0.0220
750 - 850 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.2378 0.1376 0.0635 -0.1730 0.0901 0.0462
-0.6 -0.0702 0.0755 0.0187 -0.0716 0.0718 0.0191
-0.4 -0.0080 0.0557 0.0021 -0.0014 0.0610 0.0004
-0.1 -0.0269 0.0470 0.0072 -0.0466 0.0554 0.0124
0.1 -0.0008 0.0418 0.0002 0.0084 0.0548 0.0022
0.4 -0.1247 0.0440 0.0333 -0.1653 0.0558 0.0441
0.6 -0.2203 0.0530 0.0588 -0.2653 0.0592 0.0708
0.9 -0.1824 0.0454 0.0487 -0.2343 0.0499 0.0625
850 - 950 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1960 0.1320 0.0523 -0.1510 0.0909 0.0403
-0.6 -0.0742 0.0813 0.0198 -0.0576 0.0672 0.0154
-0.4 -0.2434 0.0609 0.0650 -0.2318 0.0624 0.0619
-0.1 -0.0340 0.0564 0.0091 0.0011 0.0587 0.0003
0.1 0.0023 0.0500 0.0006 -0.0052 0.0750 0.0014
0.4 -0.0910 0.0511 0.0243 -0.1103 0.0634 0.0294
0.6 -0.2555 0.0527 0.0682 -0.2947 0.0584 0.0787
0.9 -0.2249 0.0529 0.0600 -0.2584 0.0574 0.0690
950 - 1050 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1085 0.1049 0.0290 -0.1128 0.0776 0.0301
-0.6 -0.0283 0.0677 0.0076 -0.0178 0.0579 0.0047
-0.4 -0.0022 0.0549 0.0006 -0.0037 0.0600 0.0010
-0.1 -0.0398 0.0538 0.0106 -0.0484 0.0563 0.0129
0.1 -0.0222 0.0512 0.0059 -0.0173 0.0609 0.0046
0.4 -0.0560 0.0502 0.0149 -0.0737 0.0655 0.0197
0.6 0.0362 0.0468 0.0097 0.0243 0.0558 0.0065
0.9 0.0274 0.0600 0.0073 0.0128 0.0685 0.0034
1050 - 1150 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0128 0.0876 0.0034 0.0101 0.0600 0.0027
-0.6 -0.0357 0.0526 0.0095 -0.0312 0.0480 0.0083
-0.4 0.0412 0.0453 0.0110 0.0380 0.0478 0.0101
-0.1 -0.0610 0.0434 0.0163 -0.0524 0.0427 0.0140
0.1 -0.0813 0.0412 0.0217 -0.0878 0.0511 0.0234
0.4 0.0155 0.0392 0.0041 0.0217 0.0479 0.0058
0.6 0.0516 0.0440 0.0138 0.0601 0.0481 0.0160
0.9 -0.0110 0.0656 0.0029 -0.0126 0.0757 0.0034
1150 - 1250 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0673 0.1108 0.0180 -0.0337 0.0770 0.0090
-0.6 0.0580 0.0636 0.0155 0.0719 0.0601 0.0192
-0.4 0.1135 0.0583 0.0303 0.1000 0.0555 0.0267
-0.1 -0.0708 0.0501 0.0189 -0.0688 0.0562 0.0184
0.1 -0.0802 0.0466 0.0214 -0.0840 0.0509 0.0224
0.4 0.0159 0.0543 0.0042 0.0382 0.0611 0.0102
0.6 -0.0329 0.0729 0.0088 -0.0431 0.0706 0.0115
0.9 0.1309 0.1107 0.0349 0.1242 0.1288 0.0331
1250 - 1350 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.2585 0.1197 0.0690 0.1480 0.0838 0.0395
-0.6 0.0822 0.0700 0.0219 0.0758 0.0602 0.0202
-0.4 0.1101 0.0612 0.0294 0.0817 0.0531 0.0218
-0.1 -0.0393 0.0505 0.0105 -0.0377 0.0555 0.0101
0.1 -0.0564 0.0479 0.0150 -0.0743 0.0586 0.0198
0.4 0.1265 0.0683 0.0338 0.1448 0.0804 0.0386
0.6 0.0571 0.0890 0.0152 0.0468 0.0898 0.0125
0.9 -0.0446 0.1431 0.0119 -0.0834 0.1555 0.0223
1350 - 1450 MeV Carbon Hydrogen
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0841 0.0963 0.0225 0.1372 0.2668 0.0366
-0.6 -0.0188 0.0674 0.0050 -0.1897 0.1959 0.0506
-0.4 -0.0679 0.0449 0.0181 -0.1652 0.1767 0.0441
-0.1 -0.0852 0.0379 0.0228 -0.2837 0.1601 0.0757
0.1 -0.0430 0.0429 0.0115 0.0535 0.2005 0.0143
0.4 -0.1012 0.0608 0.0270 -0.3057 0.2919 0.0816
0.6 0.0323 0.0723 0.0086 0.3023 0.3407 0.0807
0.9 0.0791 0.1050 0.0211 0.3414 0.5261 0.0911
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550 - 650 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.2620 0.2232 -0.4301
-0.6 0.0686 0.1770 -0.4817
-0.4 -0.2064 0.1528 -0.4449
-0.1 -0.2201 0.1312 -0.4413
0.1 -0.1272 0.1310 -0.4661
0.4 -0.3380 0.1391 -0.4098
0.6 0.1282 0.1794 -0.4658
0.9 -0.0514 0.1640 -0.4863
650 - 750 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.2848 0.1378 0.0760 0.1154 0.0466 0.0308
-0.6 0.0369 0.0949 0.0098 0.0632 0.0379 0.0169
-0.4 -0.1095 0.0890 0.0292 0.0203 0.0301 0.0054
-0.1 0.0691 0.0692 0.0184 0.0248 0.0239 0.0066
0.1 -0.2138 0.0727 0.0571 -0.0837 0.0204 0.0223
0.4 -0.1310 0.0802 0.0350 -0.0734 0.0218 0.0196
0.6 -0.1865 0.0869 0.0498 -0.1493 0.0303 0.0398
0.9 -0.1772 0.0808 0.0473 0.0124 0.0314 0.0033
750 - 850 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.2100 0.1183 0.0561 -0.1359 0.0472 0.0363
-0.6 -0.1634 0.0935 0.0436 0.0203 0.0394 0.0054
-0.4 -0.0179 0.0806 0.0048 0.0150 0.0306 0.0040
-0.1 -0.0966 0.0740 0.0258 0.0035 0.0254 0.0009
0.1 0.0703 0.0741 0.0188 -0.0535 0.0226 0.0143
0.4 -0.2318 0.0753 0.0619 -0.0987 0.0235 0.0264
0.6 -0.3403 0.0790 0.0908 -0.1903 0.0276 0.0508
0.9 -0.2822 0.0654 0.0753 -0.1864 0.0264 0.0498
850 - 950 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1030 0.1172 0.0275 -0.1991 0.0528 0.0531
-0.6 -0.0718 0.0878 0.0192 -0.0433 0.0364 0.0116
-0.4 -0.3338 0.0826 0.0891 -0.1298 0.0309 0.0347
-0.1 0.0229 0.0777 0.0061 -0.0206 0.0292 0.0055
0.1 0.0721 0.1027 0.0193 -0.0826 0.0266 0.0220
0.4 -0.1211 0.0859 0.0323 -0.0994 0.0255 0.0265
0.6 -0.3612 0.0784 0.0964 -0.2281 0.0259 0.0609
0.9 -0.4014 0.0763 0.1071 -0.1155 0.0276 0.0308
950 - 1050 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1569 0.1038 0.0419 -0.0687 0.0357 0.0183
-0.6 0.0020 0.0767 0.0005 -0.0375 0.0287 0.0100
-0.4 0.0243 0.0812 0.0065 -0.0318 0.0248 0.0085
-0.1 -0.1163 0.0763 0.0310 0.0194 0.0225 0.0052
0.1 0.0846 0.0835 0.0226 -0.1191 0.0211 0.0318
0.4 -0.0762 0.0905 0.0203 -0.0713 0.0198 0.0190
0.6 0.0675 0.0767 0.0180 -0.0189 0.0187 0.0050
0.9 0.0198 0.0936 0.0053 0.0058 0.0253 0.0015
1050 - 1150 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0263 0.0777 0.0070 -0.0060 0.0342 0.0016
-0.6 -0.0028 0.0621 0.0008 -0.0595 0.0273 0.0159
-0.4 0.1026 0.0633 0.0274 -0.0267 0.0235 0.0071
-0.1 -0.0554 0.0565 0.0148 -0.0493 0.0214 0.0132
0.1 -0.1298 0.0696 0.0346 -0.0459 0.0196 0.0122
0.4 0.0634 0.0650 0.0169 -0.0200 0.0190 0.0053
0.6 0.0200 0.0647 0.0053 0.1002 0.0210 0.0267
0.9 -0.0977 0.1017 0.0261 0.0726 0.0335 0.0194
1150 - 1250 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0186 0.1011 0.0050 -0.0487 0.0405 0.0130
-0.6 0.1481 0.0800 0.0395 -0.0043 0.0288 0.0011
-0.4 0.1893 0.0741 0.0505 0.0108 0.0260 0.0029
-0.1 -0.0689 0.0765 0.0184 -0.0687 0.0216 0.0183
0.1 -0.0828 0.0691 0.0221 -0.0851 0.0204 0.0227
0.4 0.0673 0.0839 0.0180 0.0091 0.0206 0.0024
0.6 -0.0854 0.0951 0.0228 -0.0007 0.0306 0.0002
0.9 0.2009 0.1706 0.0536 0.0475 0.0640 0.0127
1250 - 1350 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.2507 0.1074 0.0669 0.0453 0.0499 0.0121
-0.6 0.1769 0.0786 0.0472 -0.0253 0.0325 0.0067
-0.4 0.1861 0.0697 0.0497 -0.0226 0.0281 0.0060
-0.1 -0.0363 0.0747 0.0097 -0.0391 0.0239 0.0104
0.1 -0.1428 0.0796 0.0381 -0.0057 0.0228 0.0015
0.4 0.3257 0.1094 0.0869 -0.0361 0.0312 0.0096
0.6 0.0828 0.1198 0.0221 0.0108 0.0420 0.0029
0.9 -0.1623 0.2064 0.0433 -0.0046 0.0760 0.0012
1350 - 1450 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0665 0.0729 0.0178
-0.6 -0.0314 0.0414 0.0084
-0.4 -0.0787 0.0347 0.0210
-0.1 -0.0836 0.0264 0.0223
0.1 -0.0251 0.0308 0.0067
0.4 -0.1075 0.0491 0.0287
0.6 0.0299 0.0936 0.0080
0.9 0.0956 0.1972 0.0255
212 Chapter A Appendix
550 - 650 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.4596 0.3640 -0.3773
-0.6 0.0486 0.2049 -0.4870
-0.4 -0.2115 0.1369 -0.4435
-0.1 -0.1696 0.1050 -0.4547
0.1 -0.1066 0.0951 -0.4716
0.4 -0.2496 0.1090 -0.4334
0.6 0.0953 0.1634 -0.4745
0.9 0.0136 0.1522 -0.4964
650 - 750 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.3537 0.2025 0.0944 0.1209 0.0454 0.0323
-0.6 0.0133 0.1063 0.0035 0.0611 0.0327 0.0163
-0.4 -0.0906 0.0764 0.0242 0.0160 0.0228 0.0043
-0.1 0.0590 0.0616 0.0158 0.0163 0.0171 0.0044
0.1 -0.1595 0.0525 0.0426 -0.0649 0.0157 0.0173
0.4 -0.1100 0.0594 0.0294 -0.0590 0.0162 0.0158
0.6 -0.1329 0.0837 0.0355 -0.0869 0.0175 0.0232
0.9 -0.1625 0.0718 0.0434 0.0058 0.0135 0.0016
750 - 850 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.3310 0.1875 0.0884 -0.1445 0.0518 0.0386
-0.6 -0.1604 0.0998 0.0428 0.0200 0.0380 0.0054
-0.4 -0.0370 0.0736 0.0099 0.0210 0.0281 0.0056
-0.1 -0.0579 0.0628 0.0155 0.0040 0.0220 0.0011
0.1 0.0423 0.0564 0.0113 -0.0439 0.0180 0.0117
0.4 -0.1725 0.0594 0.0460 -0.0770 0.0187 0.0205
0.6 -0.3124 0.0728 0.0834 -0.1282 0.0178 0.0342
0.9 -0.2672 0.0628 0.0713 -0.0975 0.0136 0.0260
850 - 950 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1876 0.1790 0.0501 -0.2044 0.0528 0.0545
-0.6 -0.1101 0.1077 0.0294 -0.0384 0.0401 0.0102
-0.4 -0.3533 0.0801 0.0943 -0.1335 0.0317 0.0356
-0.1 -0.0526 0.0758 0.0141 -0.0153 0.0252 0.0041
0.1 0.0729 0.0669 0.0195 -0.0682 0.0229 0.0182
0.4 -0.0973 0.0686 0.0260 -0.0847 0.0226 0.0226
0.6 -0.3366 0.0720 0.0898 -0.1744 0.0189 0.0465
0.9 -0.3773 0.0728 0.1007 -0.0726 0.0170 0.0194
950 - 1050 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.1364 0.1432 0.0364 -0.0807 0.0390 0.0215
-0.6 -0.0118 0.0912 0.0032 -0.0448 0.0293 0.0120
-0.4 0.0265 0.0736 0.0071 -0.0309 0.0247 0.0082
-0.1 -0.1049 0.0728 0.0280 0.0254 0.0218 0.0068
0.1 0.0702 0.0697 0.0187 -0.1146 0.0197 0.0306
0.4 -0.0429 0.0682 0.0115 -0.0691 0.0195 0.0184
0.6 0.0866 0.0645 0.0231 -0.0143 0.0147 0.0038
0.9 0.0491 0.0829 0.0131 0.0057 0.0184 0.0015
1050 - 1150 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.0313 0.1174 0.0084 -0.0057 0.0396 0.0015
-0.6 -0.0146 0.0684 0.0039 -0.0567 0.0290 0.0151
-0.4 0.1051 0.0594 0.0281 -0.0226 0.0239 0.0060
-0.1 -0.0821 0.0577 0.0219 -0.0400 0.0211 0.0107
0.1 -0.1142 0.0551 0.0305 -0.0484 0.0191 0.0129
0.4 0.0476 0.0525 0.0127 -0.0166 0.0178 0.0044
0.6 0.0184 0.0599 0.0049 0.0849 0.0167 0.0227
0.9 -0.0732 0.0897 0.0195 0.0512 0.0237 0.0137
1150 - 1250 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0732 0.1491 0.0195 -0.0614 0.0482 0.0164
-0.6 0.1257 0.0837 0.0336 -0.0097 0.0330 0.0026
-0.4 0.2102 0.0775 0.0561 0.0167 0.0283 0.0045
-0.1 -0.0682 0.0669 0.0182 -0.0734 0.0236 0.0196
0.1 -0.0832 0.0633 0.0222 -0.0773 0.0186 0.0206
0.4 0.0239 0.0736 0.0064 0.0078 0.0220 0.0021
0.6 -0.0584 0.0999 0.0156 -0.0074 0.0258 0.0020
0.9 0.1990 0.1521 0.0531 0.0627 0.0372 0.0167
1250 - 1350 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 0.4465 0.1613 0.1192 0.0705 0.0515 0.0188
-0.6 0.1940 0.0927 0.0518 -0.0297 0.0349 0.0079
-0.4 0.2359 0.0815 0.0630 -0.0157 0.0289 0.0042
-0.1 -0.0313 0.0680 0.0083 -0.0473 0.0215 0.0126
0.1 -0.1066 0.0649 0.0284 -0.0062 0.0194 0.0017
0.4 0.2762 0.0928 0.0737 -0.0232 0.0271 0.0062
0.6 0.0966 0.1211 0.0258 0.0176 0.0341 0.0047
0.9 -0.0759 0.1957 0.0202 -0.0133 0.0512 0.0035
1350 - 1450 MeV June (2010) April (2011)
cos(θp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
-0.9 -0.0841 0.0681 0.0225
-0.6 -0.0188 0.0476 0.0050
-0.4 -0.0679 0.0318 0.0181
-0.1 -0.0852 0.0268 0.0228
0.1 -0.0430 0.0304 0.0115
0.4 -0.1012 0.0430 0.0270
0.6 0.0323 0.0511 0.0086
0.9 0.0791 0.0743 0.0211
A.8 Data Tables 213
550 - 650 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
292.5 -0.5019 0.1372 -0.3660 -0.5213 0.1441 -0.3608
317.5 -0.4067 0.1354 -0.3914 -0.4256 0.1386 -0.3864
342.5 -0.1917 0.1290 -0.4488 -0.1752 0.1395 -0.4532
367.5 0.1676 0.1283 -0.4553 0.1361 0.1447 -0.4637
392.5 -0.1944 0.1336 -0.4481 -0.1933 0.1520 -0.4484
417.5 0.2961 0.1475 -0.4210 0.3229 0.1758 -0.4138
442.5 0.3118 0.1882 -0.4168 0.3002 0.1998 -0.4199
467.5 0.7798 0.2673 -0.2918 0.7834 0.2720 -0.2909
650 - 750 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
296.3 -0.2207 0.0643 0.0589 -0.2383 0.0725 0.0636
328.8 -0.0909 0.0594 0.0243 -0.1330 0.0652 0.0355
361.3 -0.1254 0.0527 0.0335 -0.1649 0.0593 0.0440
393.8 -0.1298 0.0505 0.0346 -0.1372 0.0547 0.0366
426.3 -0.0432 0.0509 0.0115 -0.0471 0.0534 0.0126
458.8 0.0941 0.0546 0.0251 0.1067 0.0591 0.0285
491.3 0.1441 0.0625 0.0385 0.1699 0.0713 0.0453
523.8 0.0354 0.0902 0.0094 0.0527 0.1071 0.0141
750 - 850 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
300.0 0.0993 0.0892 0.0265 0.0749 0.0929 0.0200
340.0 -0.0085 0.0703 0.0023 -0.0155 0.0757 0.0041
380.0 -0.1173 0.0583 0.0313 -0.1170 0.0621 0.0312
420.0 -0.0908 0.0507 0.0242 -0.1191 0.0523 0.0318
460.0 -0.0988 0.0456 0.0264 -0.1154 0.0503 0.0308
500.0 -0.1586 0.0481 0.0423 -0.1686 0.0493 0.0450
540.0 -0.1768 0.0543 0.0472 -0.1824 0.0567 0.0487
580.0 -0.1634 0.0758 0.0436 -0.1722 0.0788 0.0460
850 - 950 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
303.1 -0.3710 0.0975 0.0990 -0.3094 0.1007 0.0826
349.4 -0.0271 0.0802 0.0072 -0.0320 0.0777 0.0085
395.6 -0.0432 0.0656 0.0115 -0.0664 0.0668 0.0177
441.9 -0.0465 0.0572 0.0124 -0.0540 0.0651 0.0144
488.1 -0.1136 0.0552 0.0303 -0.0787 0.0535 0.0210
534.4 -0.0977 0.0556 0.0261 -0.1054 0.0587 0.0281
580.6 -0.2241 0.0593 0.0598 -0.2219 0.0610 0.0592
626.9 -0.3253 0.0705 0.0868 -0.3231 0.0720 0.0862
950 - 1050 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
306.9 -0.2905 0.0851 0.0775 -0.2447 0.0795 0.0653
360.6 -0.0267 0.0719 0.0071 -0.0500 0.0742 0.0133
414.4 0.1429 0.0601 0.0382 0.1180 0.0619 0.0315
468.1 0.0120 0.0542 0.0032 0.0082 0.0554 0.0022
521.9 0.0991 0.0506 0.0265 0.1133 0.0550 0.0303
575.6 -0.0100 0.0487 0.0027 -0.0220 0.0592 0.0059
629.4 -0.0772 0.0551 0.0206 -0.0730 0.0619 0.0195
683.1 -0.1775 0.0703 0.0474 -0.1510 0.0675 0.0403
1050 - 1150 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
310.9 -0.1365 0.0679 0.0364 -0.1797 0.0720 0.0480
372.8 -0.0024 0.0583 0.0006 -0.0128 0.0574 0.0034
434.7 -0.0472 0.0475 0.0126 -0.0374 0.0495 0.0100
496.6 0.1182 0.0428 0.0316 0.1118 0.0455 0.0298
558.4 -0.0017 0.0406 0.0005 -0.0029 0.0411 0.0008
620.3 0.0213 0.0444 0.0057 0.0267 0.0471 0.0071
682.2 -0.0475 0.0492 0.0127 -0.0477 0.0499 0.0127
744.1 -0.0402 0.0628 0.0107 -0.0508 0.0615 0.0136
1150 - 1250 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
313.8 -0.2436 0.0953 0.0650 -0.2514 0.1011 0.0671
381.3 0.1323 0.0678 0.0353 0.1649 0.0681 0.0440
448.8 -0.1045 0.0613 0.0279 -0.1127 0.0659 0.0301
516.3 0.0740 0.0583 0.0197 0.0735 0.0532 0.0196
583.8 0.0546 0.0551 0.0146 0.0476 0.0463 0.0127
651.3 0.0221 0.0540 0.0059 0.0125 0.0615 0.0033
718.8 0.0189 0.0617 0.0050 0.0214 0.0679 0.0057
786.3 -0.0491 0.0798 0.0131 -0.0229 0.0787 0.0061
1250 - 1350 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
284.7 -0.0041 0.1677 0.0011 -0.0236 0.2081 0.0063
354.1 -0.0377 0.0882 0.0101 -0.0197 0.0820 0.0053
423.4 0.0200 0.0753 0.0053 -0.0303 0.0730 0.0081
492.8 0.0890 0.0669 0.0238 0.0996 0.0590 0.0266
562.2 0.0431 0.0607 0.0115 0.0394 0.0575 0.0105
631.6 0.1007 0.0606 0.0269 0.1066 0.0652 0.0285
700.9 -0.0091 0.0617 0.0024 -0.0305 0.0634 0.0081
770.3 0.0902 0.0722 0.0241 0.0742 0.0707 0.0198
1350 - 1450 MeV Carbon Hydrogen
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
284.7 -0.0322 0.1513 0.0086 -0.3732 0.6176 0.0996
354.1 -0.0937 0.0730 0.0250 0.0698 0.2923 0.0186
423.4 -0.0749 0.0644 0.0200 0.1790 0.2412 0.0478
492.8 0.0923 0.0594 0.0246 0.1422 0.2140 0.0379
562.2 -0.0087 0.0546 0.0023 -0.4420 0.2098 0.1180
631.6 -0.0536 0.0533 0.0143 -0.0177 0.1897 0.0047
700.9 -0.1023 0.0517 0.0273 -0.3744 0.1858 0.0999
770.3 -0.1005 0.0576 0.0268 0.0128 0.1987 0.0034
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550 - 650 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
292.5 -0.5213 0.1441 -0.3608
317.5 -0.4256 0.1386 -0.3864
342.5 -0.1752 0.1395 -0.4532
367.5 0.1361 0.1447 -0.4637
392.5 -0.1933 0.1520 -0.4484
417.5 0.3229 0.1758 -0.4138
442.5 0.3002 0.1998 -0.4199
467.5 0.7834 0.2720 -0.2909
650 - 750 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
296.3 -0.3243 0.0965 0.0866 -0.1523 0.0348 0.0407
328.8 -0.1045 0.0871 0.0279 -0.1615 0.0301 0.0431
361.3 -0.1291 0.0792 0.0345 -0.2006 0.0275 0.0536
393.8 -0.2028 0.0736 0.0541 -0.0716 0.0240 0.0191
426.3 -0.1011 0.0716 0.0270 0.0070 0.0240 0.0019
458.8 0.1381 0.0798 0.0369 0.0752 0.0248 0.0201
491.3 0.2015 0.0968 0.0538 0.1383 0.0285 0.0369
523.8 -0.0487 0.1458 0.0130 0.1542 0.0411 0.0411
750 - 850 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
300.0 0.1721 0.1229 0.0459 -0.0223 0.0464 0.0059
340.0 -0.0300 0.0990 0.0080 -0.0011 0.0407 0.0003
380.0 -0.2032 0.0816 0.0542 -0.0309 0.0325 0.0082
420.0 -0.0677 0.0684 0.0181 -0.1705 0.0281 0.0455
460.0 -0.1035 0.0669 0.0276 -0.1273 0.0243 0.0340
500.0 -0.2891 0.0663 0.0772 -0.0480 0.0219 0.0128
540.0 -0.3179 0.0765 0.0849 -0.0469 0.0240 0.0125
580.0 -0.2033 0.1067 0.0543 -0.1411 0.0320 0.0377
850 - 950 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
303.1 -0.5242 0.1331 0.1399 -0.0946 0.0507 0.0253
349.4 -0.0326 0.0989 0.0087 -0.0313 0.0480 0.0083
395.6 0.0405 0.0862 0.0108 -0.1732 0.0385 0.0462
441.9 -0.0634 0.0865 0.0169 -0.0447 0.0316 0.0119
488.1 -0.0914 0.0706 0.0244 -0.0659 0.0274 0.0176
534.4 -0.1216 0.0793 0.0325 -0.0892 0.0245 0.0238
580.6 -0.2853 0.0829 0.0762 -0.1584 0.0239 0.0423
626.9 -0.4483 0.0979 0.1197 -0.1978 0.0282 0.0528
950 - 1050 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
306.9 -0.3567 0.1051 0.0952 -0.1327 0.0400 0.0354
360.6 0.0285 0.0999 0.0076 -0.1285 0.0321 0.0343
414.4 0.2260 0.0829 0.0603 0.0101 0.0279 0.0027
468.1 0.0028 0.0746 0.0008 0.0136 0.0238 0.0036
521.9 0.1589 0.0750 0.0424 0.0678 0.0208 0.0181
575.6 -0.1066 0.0811 0.0285 0.0625 0.0207 0.0167
629.4 -0.0290 0.0852 0.0077 -0.1170 0.0203 0.0312
683.1 -0.1451 0.0928 0.0387 -0.1569 0.0221 0.0419
1050 - 1150 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
310.9 -0.1770 0.0943 0.0473 -0.1824 0.0384 0.0487
372.8 0.0643 0.0742 0.0171 -0.0899 0.0329 0.0240
434.7 -0.0944 0.0650 0.0252 0.0197 0.0260 0.0052
496.6 0.1500 0.0610 0.0400 0.0736 0.0207 0.0197
558.4 -0.0601 0.0549 0.0161 0.0544 0.0192 0.0145
620.3 0.0348 0.0633 0.0093 0.0186 0.0209 0.0050
682.2 -0.0917 0.0676 0.0245 -0.0036 0.0205 0.0010
744.1 0.0658 0.0832 0.0176 -0.1673 0.0252 0.0447
1150 - 1250 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
313.8 -0.3605 0.1351 0.0962 -0.1423 0.0471 0.0380
381.3 0.3704 0.0904 0.0989 -0.0406 0.0331 0.0108
448.8 -0.0892 0.0874 0.0238 -0.1362 0.0325 0.0364
516.3 0.0482 0.0715 0.0129 0.0989 0.0235 0.0264
583.8 0.1282 0.0617 0.0342 -0.0330 0.0218 0.0088
651.3 -0.0533 0.0837 0.0142 0.0783 0.0234 0.0209
718.8 0.1143 0.0930 0.0305 -0.0715 0.0240 0.0191
786.3 0.0532 0.1074 0.0142 -0.0990 0.0289 0.0264
1250 - 1350 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
284.7 0.0307 0.2742 0.0082 -0.0778 0.1068 0.0208
354.1 0.0205 0.1073 0.0055 -0.0600 0.0442 0.0160
423.4 0.0358 0.0956 0.0096 -0.0963 0.0390 0.0257
492.8 0.1787 0.0771 0.0477 0.0205 0.0320 0.0055
562.2 -0.0233 0.0749 0.0062 0.1021 0.0315 0.0272
631.6 0.1884 0.0881 0.0503 0.0248 0.0273 0.0066
700.9 -0.0447 0.0858 0.0119 -0.0164 0.0260 0.0044
770.3 0.2346 0.0952 0.0626 -0.0861 0.0308 0.0230
1350 - 1450 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
284.7 -0.0482 0.0923 0.0129
354.1 -0.0870 0.0625 0.0232
423.4 -0.0565 0.0511 0.0151
492.8 0.0296 0.0571 0.0079
562.2 -0.0116 0.0453 0.0031
631.6 -0.0326 0.0351 0.0087
700.9 -0.0997 0.0392 0.0266
770.3 -0.1071 0.0383 0.0286
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550 - 650 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
292.5 -0.5019 0.1372 -0.3660
317.5 -0.4067 0.1354 -0.3914
342.5 -0.1917 0.1290 -0.4488
367.5 0.1676 0.1283 -0.4553
392.5 -0.1944 0.1336 -0.4481
417.5 0.2961 0.1475 -0.4210
442.5 0.3118 0.1882 -0.4168
467.5 0.7798 0.2673 -0.2918
650 - 750 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
296.3 -0.3244 0.0870 0.0866 -0.1170 0.0266 0.0312
328.8 -0.0589 0.0809 0.0157 -0.1229 0.0224 0.0328
361.3 -0.1021 0.0719 0.0272 -0.1487 0.0197 0.0397
393.8 -0.2045 0.0691 0.0546 -0.0550 0.0180 0.0147
426.3 -0.0882 0.0699 0.0236 0.0019 0.0169 0.0005
458.8 0.1326 0.0751 0.0354 0.0555 0.0182 0.0148
491.3 0.1825 0.0859 0.0487 0.1057 0.0207 0.0282
523.8 -0.0446 0.1243 0.0119 0.1153 0.0284 0.0308
750 - 850 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
300.0 0.2043 0.1192 0.0545 -0.0057 0.0415 0.0015
340.0 -0.0148 0.0943 0.0039 -0.0022 0.0315 0.0006
380.0 -0.2078 0.0788 0.0555 -0.0268 0.0244 0.0072
420.0 -0.0580 0.0688 0.0155 -0.1236 0.0202 0.0330
460.0 -0.0977 0.0617 0.0261 -0.0998 0.0187 0.0266
500.0 -0.2778 0.0656 0.0741 -0.0394 0.0183 0.0105
540.0 -0.3110 0.0738 0.0830 -0.0426 0.0212 0.0114
580.0 -0.1983 0.1034 0.0529 -0.1285 0.0281 0.0343
850 - 950 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
303.1 -0.6354 0.1310 0.1696 -0.1066 0.0430 0.0285
349.4 -0.0297 0.1082 0.0079 -0.0245 0.0342 0.0065
395.6 0.0331 0.0884 0.0088 -0.1196 0.0281 0.0319
441.9 -0.0540 0.0771 0.0144 -0.0389 0.0245 0.0104
488.1 -0.1649 0.0746 0.0440 -0.0622 0.0230 0.0166
534.4 -0.1173 0.0755 0.0313 -0.0782 0.0220 0.0209
580.6 -0.2836 0.0803 0.0757 -0.1646 0.0241 0.0439
626.9 -0.4567 0.0960 0.1219 -0.1939 0.0269 0.0518
950 - 1050 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
306.9 -0.4393 0.1157 0.1173 -0.1416 0.0331 0.0378
360.6 0.0528 0.0985 0.0141 -0.1061 0.0254 0.0283
414.4 0.2798 0.0822 0.0747 0.0060 0.0218 0.0016
468.1 0.0082 0.0739 0.0022 0.0159 0.0203 0.0042
521.9 0.1352 0.0691 0.0361 0.0630 0.0187 0.0168
575.6 -0.0777 0.0662 0.0207 0.0577 0.0187 0.0154
629.4 -0.0310 0.0751 0.0083 -0.1234 0.0209 0.0329
683.1 -0.1744 0.0965 0.0465 -0.1807 0.0243 0.0482
1050 - 1150 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
310.9 -0.1096 0.0906 0.0293 -0.1634 0.0319 0.0436
372.8 0.0743 0.0784 0.0198 -0.0791 0.0256 0.0211
434.7 -0.1078 0.0637 0.0288 0.0133 0.0215 0.0036
496.6 0.1620 0.0572 0.0432 0.0744 0.0200 0.0199
558.4 -0.0569 0.0542 0.0152 0.0535 0.0188 0.0143
620.3 0.0245 0.0595 0.0065 0.0180 0.0200 0.0048
682.2 -0.0945 0.0662 0.0252 -0.0004 0.0214 0.0001
744.1 0.0967 0.0847 0.0258 -0.1770 0.0267 0.0472
1150 - 1250 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
313.8 -0.2890 0.1294 0.0771 -0.1982 0.0378 0.0529
381.3 0.2966 0.0914 0.0792 -0.0320 0.0288 0.0085
448.8 -0.0985 0.0828 0.0263 -0.1104 0.0257 0.0295
516.3 0.0447 0.0790 0.0119 0.1032 0.0236 0.0276
583.8 0.1474 0.0743 0.0393 -0.0382 0.0235 0.0102
651.3 -0.0311 0.0727 0.0083 0.0753 0.0231 0.0201
718.8 0.1264 0.0828 0.0337 -0.0887 0.0275 0.0237
786.3 0.0189 0.1081 0.0050 -0.1171 0.0326 0.0313
1250 - 1350 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
284.7 0.1308 0.2252 0.0349 -0.1390 0.0746 0.0371
354.1 -0.0163 0.1193 0.0043 -0.0591 0.0367 0.0158
423.4 0.1237 0.1017 0.0330 -0.0838 0.0316 0.0224
492.8 0.1746 0.0903 0.0466 0.0035 0.0283 0.0009
562.2 -0.0091 0.0816 0.0024 0.0953 0.0266 0.0254
631.6 0.1691 0.0819 0.0451 0.0323 0.0254 0.0086
700.9 0.0051 0.0831 0.0014 -0.0233 0.0265 0.0062
770.3 0.2623 0.0975 0.0700 -0.0819 0.0302 0.0219
1350 - 1450 MeV June (2010) April (2011)
IM(piφpiφ) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
284.7 -0.0322 0.1070 0.0086
354.1 -0.0937 0.0516 0.0250
423.4 -0.0749 0.0455 0.0200
492.8 0.0923 0.0420 0.0246
562.2 -0.0087 0.0386 0.0023
631.6 -0.0536 0.0377 0.0143
700.9 -0.1023 0.0366 0.0273
770.3 -0.1005 0.0407 0.0268
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550 - 650 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1096.9 0.0696 0.1480 -0.4814 0.0509 0.1661 -0.4864
1120.6 -0.1466 0.1129 -0.4609 -0.1900 0.1135 -0.4493
1144.4 0.0807 0.1008 -0.4784 0.0969 0.1037 -0.4741
1168.1 0.1840 0.0886 -0.4509 0.2144 0.0996 -0.4428
1191.9 0.2414 0.0863 -0.4356 0.2628 0.0931 -0.4299
1215.6 0.1037 0.0963 -0.4723 0.1302 0.0965 -0.4652
1239.4 0.0572 0.1247 -0.4847 0.0433 0.1292 -0.4884
1263.1 0.1612 0.1940 -0.4570 0.1443 0.2094 -0.4615
650 - 750 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1096.9 0.0991 0.0825 0.0265 0.1098 0.0870 0.0293
1130.6 0.1408 0.0510 0.0376 0.1585 0.0536 0.0423
1164.4 0.0842 0.0358 0.0225 0.0899 0.0377 0.0240
1198.1 0.0141 0.0294 0.0038 0.0217 0.0311 0.0058
1231.9 0.0247 0.0304 0.0066 0.0307 0.0325 0.0082
1265.6 0.0430 0.0408 0.0115 0.0387 0.0437 0.0103
1299.4 0.0699 0.0615 0.0187 0.0821 0.0730 0.0219
1333.1 -0.0818 0.1086 0.0218 -0.1146 0.1404 0.0306
750 - 850 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1118.8 0.0745 0.0811 0.0199 0.0961 0.0780 0.0256
1156.3 0.1358 0.0472 0.0362 0.1449 0.0485 0.0387
1193.8 0.0771 0.0323 0.0206 0.0803 0.0324 0.0214
1231.3 0.0006 0.0283 0.0002 0.0014 0.0289 0.0004
1268.8 -0.0713 0.0321 0.0190 -0.0758 0.0338 0.0202
1306.3 -0.0315 0.0426 0.0084 -0.0358 0.0450 0.0095
1343.8 -0.0447 0.0611 0.0119 -0.0751 0.0769 0.0200
1381.3 -0.0927 0.1059 0.0247 -0.0929 0.1191 0.0248
850 - 950 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1103.1 0.0058 0.1148 0.0015 -0.0048 0.1207 0.0013
1149.4 0.1248 0.0598 0.0333 0.0980 0.0592 0.0262
1195.6 0.1227 0.0376 0.0328 0.1246 0.0372 0.0333
1241.9 0.1082 0.0326 0.0289 0.1110 0.0335 0.0296
1288.1 -0.0711 0.0344 0.0190 -0.0704 0.0351 0.0188
1334.4 -0.0598 0.0414 0.0160 -0.0650 0.0415 0.0174
1380.6 0.0482 0.0525 0.0129 0.0412 0.0630 0.0110
1426.9 0.0707 0.0917 0.0189 0.0797 0.1046 0.0213
950 - 1050 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1109.4 -0.0395 0.0707 0.0106 -0.0502 0.0783 0.0134
1168.1 -0.0056 0.0409 0.0015 -0.0043 0.0425 0.0011
1226.9 0.0377 0.0321 0.0101 0.0379 0.0328 0.0101
1285.6 -0.0304 0.0321 0.0081 -0.0272 0.0322 0.0073
1344.4 0.0185 0.0355 0.0049 0.0173 0.0338 0.0046
1403.1 -0.0608 0.0408 0.0162 -0.0688 0.0435 0.0184
1461.9 0.0166 0.0583 0.0044 0.0439 0.0705 0.0117
1520.6 0.0453 0.1160 0.0121 -0.0091 0.1647 0.0024
1050 - 1150 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1110.9 0.0176 0.0589 0.0047 0.0203 0.0575 0.0054
1172.8 0.0499 0.0334 0.0133 0.0527 0.0330 0.0141
1234.7 0.0662 0.0279 0.0177 0.0674 0.0281 0.0180
1296.6 -0.0728 0.0313 0.0194 -0.0632 0.0320 0.0169
1358.4 -0.0445 0.0319 0.0119 -0.0394 0.0306 0.0105
1420.3 -0.0080 0.0326 0.0021 -0.0121 0.0331 0.0032
1482.2 -0.0368 0.0397 0.0098 -0.0280 0.0438 0.0075
1544.1 -0.1008 0.0649 0.0269 -0.1353 0.0838 0.0361
1150 - 1250 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1113.8 0.0729 0.0782 0.0195 0.0685 0.0774 0.0183
1181.3 -0.0540 0.0403 0.0144 -0.0554 0.0385 0.0148
1248.8 -0.0213 0.0369 0.0057 -0.0165 0.0359 0.0044
1316.3 0.0323 0.0433 0.0086 0.0374 0.0407 0.0100
1383.8 0.0351 0.0418 0.0094 0.0366 0.0402 0.0098
1451.3 -0.0268 0.0409 0.0072 -0.0353 0.0426 0.0094
1518.8 -0.0634 0.0489 0.0169 -0.0592 0.0484 0.0158
1586.3 0.0310 0.0806 0.0083 0.0725 0.1058 0.0193
1250 - 1350 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1134.4 -0.0763 0.0652 0.0204 -0.0753 0.0640 0.0201
1203.1 -0.0236 0.0422 0.0063 -0.0215 0.0392 0.0058
1271.9 -0.0323 0.0442 0.0086 -0.0346 0.0419 0.0092
1340.6 -0.0915 0.0496 0.0244 -0.0838 0.0470 0.0224
1409.4 0.0225 0.0466 0.0060 0.0175 0.0454 0.0047
1478.1 0.0017 0.0477 0.0005 0.0011 0.0482 0.0003
1546.9 -0.1974 0.0560 0.0527 -0.1916 0.0528 0.0511
1615.6 -0.0522 0.0824 0.0139 -0.0623 0.0799 0.0166
1350 - 1450 MeV Carbon Hydrogen
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1140.6 0.0984 0.0485 0.0263 0.1890 0.2180 0.0505
1221.9 0.0659 0.0305 0.0176 0.2195 0.1221 0.0586
1303.1 0.0454 0.0359 0.0121 0.0719 0.1257 0.0192
1384.4 -0.0460 0.0376 0.0123 0.1009 0.1355 0.0269
1465.6 -0.0210 0.0386 0.0056 -0.1642 0.1207 0.0438
1546.9 -0.0832 0.0401 0.0222 -0.0574 0.1964 0.0153
1628.1 -0.0693 0.0519 0.0185 -0.1747 0.2124 0.0466
1709.4 -0.0671 0.0986 0.0179 -0.3584 0.2785 0.0957
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550 - 650 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1096.9 0.0509 0.1661 -0.4864
1120.6 -0.1900 0.1135 -0.4493
1144.4 0.0969 0.1037 -0.4741
1168.1 0.2144 0.0996 -0.4428
1191.9 0.2628 0.0931 -0.4299
1215.6 0.1302 0.0965 -0.4652
1239.4 0.0433 0.1292 -0.4884
1263.1 0.1443 0.2094 -0.4615
650 - 750 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1096.9 0.1256 0.1161 0.0335 0.0940 0.0405 0.0251
1130.6 0.2164 0.0721 0.0578 0.1005 0.0233 0.0268
1164.4 0.1272 0.0506 0.0339 0.0526 0.0166 0.0140
1198.1 -0.0002 0.0420 0.0000 0.0437 0.0132 0.0117
1231.9 0.0200 0.0438 0.0053 0.0414 0.0139 0.0111
1265.6 0.1458 0.0587 0.0389 -0.0684 0.0191 0.0183
1299.4 0.2092 0.0991 0.0558 -0.0449 0.0290 0.0120
1333.1 -0.2601 0.1902 0.0694 0.0309 0.0571 0.0082
750 - 850 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1118.8 0.0583 0.1041 0.0156 0.1338 0.0364 0.0357
1156.3 0.1590 0.0649 0.0424 0.1308 0.0223 0.0349
1193.8 0.1027 0.0432 0.0274 0.0580 0.0153 0.0155
1231.3 0.0225 0.0385 0.0060 -0.0197 0.0135 0.0053
1268.8 -0.0931 0.0452 0.0248 -0.0585 0.0155 0.0156
1306.3 0.0106 0.0602 0.0028 -0.0821 0.0207 0.0219
1343.8 -0.0765 0.1044 0.0204 -0.0737 0.0304 0.0197
1381.3 -0.2291 0.1602 0.0612 0.0433 0.0521 0.0116
850 - 950 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1103.1 -0.0050 0.1601 0.0013 -0.0047 0.0590 0.0013
1149.4 0.1354 0.0790 0.0361 0.0606 0.0275 0.0162
1195.6 0.1336 0.0497 0.0357 0.1157 0.0171 0.0309
1241.9 0.1837 0.0449 0.0490 0.0383 0.0150 0.0102
1288.1 -0.1070 0.0469 0.0286 -0.0338 0.0160 0.0090
1334.4 -0.0871 0.0551 0.0232 -0.0429 0.0201 0.0115
1380.6 0.1463 0.0847 0.0390 -0.0638 0.0276 0.0170
1426.9 0.1157 0.1416 0.0309 0.0436 0.0428 0.0116
950 - 1050 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1109.4 -0.0500 0.1070 0.0134 -0.0504 0.0283 0.0135
1168.1 -0.0466 0.0578 0.0124 0.0381 0.0163 0.0102
1226.9 0.0357 0.0448 0.0095 0.0402 0.0123 0.0107
1285.6 -0.0430 0.0436 0.0115 -0.0114 0.0130 0.0030
1344.4 0.0823 0.0458 0.0220 -0.0476 0.0137 0.0127
1403.1 -0.0780 0.0592 0.0208 -0.0596 0.0168 0.0159
1461.9 0.0340 0.0969 0.0091 0.0538 0.0236 0.0144
1520.6 -0.0486 0.2281 0.0130 0.0305 0.0468 0.0081
1050 - 1150 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1110.9 -0.0441 0.0770 0.0118 0.0847 0.0259 0.0226
1172.8 0.1326 0.0442 0.0354 -0.0272 0.0151 0.0073
1234.7 0.1064 0.0374 0.0284 0.0284 0.0135 0.0076
1296.6 -0.1404 0.0426 0.0375 0.0141 0.0152 0.0038
1358.4 -0.0504 0.0409 0.0135 -0.0284 0.0142 0.0076
1420.3 0.0119 0.0442 0.0032 -0.0360 0.0152 0.0096
1482.2 -0.0019 0.0589 0.0005 -0.0541 0.0194 0.0145
1544.1 -0.2190 0.1129 0.0585 -0.0515 0.0358 0.0137
1150 - 1250 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1113.8 0.0739 0.1047 0.0197 0.0632 0.0320 0.0169
1181.3 -0.1451 0.0520 0.0387 0.0343 0.0161 0.0091
1248.8 -0.0732 0.0483 0.0195 0.0402 0.0155 0.0107
1316.3 0.0721 0.0550 0.0192 0.0027 0.0172 0.0007
1383.8 0.0909 0.0544 0.0243 -0.0176 0.0164 0.0047
1451.3 -0.0483 0.0577 0.0129 -0.0222 0.0170 0.0059
1518.8 -0.0890 0.0650 0.0238 -0.0294 0.0213 0.0078
1586.3 0.1171 0.1447 0.0313 0.0278 0.0383 0.0074
1250 - 1350 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1134.4 -0.1887 0.0860 0.0504 0.0382 0.0283 0.0102
1203.1 -0.0546 0.0522 0.0146 0.0115 0.0185 0.0031
1271.9 -0.0937 0.0556 0.0250 0.0244 0.0206 0.0065
1340.6 -0.1908 0.0623 0.0509 0.0231 0.0232 0.0062
1409.4 0.0806 0.0608 0.0215 -0.0456 0.0210 0.0122
1478.1 -0.0044 0.0654 0.0012 0.0066 0.0193 0.0018
1546.9 -0.3782 0.0701 0.1009 -0.0050 0.0256 0.0013
1615.6 -0.1029 0.1059 0.0275 -0.0216 0.0392 0.0058
1350 - 1450 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1140.6 0.1008 0.0344 0.0269
1221.9 0.0675 0.0232 0.0180
1303.1 0.0423 0.0251 0.0113
1384.4 -0.0479 0.0276 0.0128
1465.6 -0.0162 0.0252 0.0043
1546.9 -0.0883 0.0284 0.0236
1628.1 -0.0772 0.0399 0.0206
1709.4 -0.0929 0.0855 0.0248
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550 - 650 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1096.9 0.0696 0.1480 -0.4814
1120.6 -0.1466 0.1129 -0.4609
1144.4 0.0807 0.1008 -0.4784
1168.1 0.1840 0.0886 -0.4509
1191.9 0.2414 0.0863 -0.4356
1215.6 0.1037 0.0963 -0.4723
1239.4 0.0572 0.1247 -0.4847
1263.1 0.1612 0.1940 -0.4570
650 - 750 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1096.9 0.1330 0.1126 0.0355 0.0652 0.0305 0.0174
1130.6 0.2009 0.0697 0.0536 0.0807 0.0185 0.0215
1164.4 0.1281 0.0490 0.0342 0.0404 0.0126 0.0108
1198.1 -0.0046 0.0403 0.0012 0.0327 0.0099 0.0087
1231.9 0.0204 0.0417 0.0054 0.0290 0.0102 0.0077
1265.6 0.1365 0.0560 0.0364 -0.0504 0.0138 0.0135
1299.4 0.1753 0.0844 0.0468 -0.0356 0.0212 0.0095
1333.1 -0.1877 0.1485 0.0501 0.0242 0.0389 0.0065
750 - 850 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1118.8 0.0267 0.1095 0.0071 0.1223 0.0339 0.0327
1156.3 0.1545 0.0639 0.0412 0.1171 0.0195 0.0313
1193.8 0.1058 0.0438 0.0282 0.0483 0.0132 0.0129
1231.3 0.0181 0.0384 0.0048 -0.0169 0.0113 0.0045
1268.8 -0.0948 0.0436 0.0253 -0.0477 0.0125 0.0127
1306.3 0.0041 0.0579 0.0011 -0.0671 0.0163 0.0179
1343.8 -0.0368 0.0829 0.0098 -0.0525 0.0246 0.0140
1381.3 -0.2206 0.1435 0.0589 0.0353 0.0429 0.0094
850 - 950 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1103.1 0.0186 0.1547 0.0050 -0.0071 0.0493 0.0019
1149.4 0.1839 0.0805 0.0491 0.0656 0.0259 0.0175
1195.6 0.1359 0.0507 0.0363 0.1096 0.0159 0.0293
1241.9 0.1807 0.0441 0.0482 0.0356 0.0137 0.0095
1288.1 -0.1080 0.0465 0.0288 -0.0342 0.0141 0.0091
1334.4 -0.0840 0.0562 0.0224 -0.0356 0.0164 0.0095
1380.6 0.1427 0.0713 0.0381 -0.0463 0.0207 0.0124
1426.9 0.1167 0.1253 0.0311 0.0247 0.0337 0.0066
950 - 1050 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1109.4 -0.0297 0.0962 0.0079 -0.0493 0.0274 0.0132
1168.1 -0.0455 0.0558 0.0122 0.0343 0.0155 0.0091
1226.9 0.0377 0.0439 0.0101 0.0377 0.0116 0.0101
1285.6 -0.0508 0.0439 0.0136 -0.0100 0.0116 0.0027
1344.4 0.0823 0.0486 0.0220 -0.0453 0.0124 0.0121
1403.1 -0.0702 0.0559 0.0187 -0.0514 0.0142 0.0137
1461.9 -0.0147 0.0798 0.0039 0.0480 0.0208 0.0128
1520.6 0.0640 0.1578 0.0171 0.0266 0.0447 0.0071
1050 - 1150 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1110.9 -0.0584 0.0786 0.0156 0.0936 0.0276 0.0250
1172.8 0.1257 0.0447 0.0336 -0.0259 0.0151 0.0069
1234.7 0.1062 0.0374 0.0283 0.0261 0.0122 0.0070
1296.6 -0.1561 0.0421 0.0417 0.0105 0.0137 0.0028
1358.4 -0.0590 0.0428 0.0158 -0.0299 0.0143 0.0080
1420.3 0.0167 0.0439 0.0045 -0.0326 0.0140 0.0087
1482.2 -0.0252 0.0535 0.0067 -0.0483 0.0170 0.0129
1544.1 -0.1584 0.0868 0.0423 -0.0433 0.0298 0.0115
1150 - 1250 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1113.8 0.0799 0.1051 0.0213 0.0660 0.0342 0.0176
1181.3 -0.1457 0.0545 0.0389 0.0378 0.0169 0.0101
1248.8 -0.0789 0.0501 0.0211 0.0363 0.0145 0.0097
1316.3 0.0659 0.0587 0.0176 -0.0013 0.0176 0.0004
1383.8 0.0909 0.0563 0.0243 -0.0207 0.0179 0.0055
1451.3 -0.0305 0.0555 0.0081 -0.0231 0.0164 0.0062
1518.8 -0.0977 0.0665 0.0261 -0.0291 0.0192 0.0078
1586.3 0.0433 0.1093 0.0116 0.0187 0.0323 0.0050
1250 - 1350 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1134.4 -0.1877 0.0876 0.0501 0.0351 0.0291 0.0094
1203.1 -0.0582 0.0573 0.0155 0.0111 0.0170 0.0030
1271.9 -0.0900 0.0601 0.0240 0.0255 0.0173 0.0068
1340.6 -0.2061 0.0670 0.0550 0.0230 0.0206 0.0061
1409.4 0.0865 0.0626 0.0231 -0.0415 0.0205 0.0111
1478.1 -0.0025 0.0645 0.0007 0.0058 0.0200 0.0016
1546.9 -0.3887 0.0758 0.1037 -0.0062 0.0230 0.0016
1615.6 -0.0883 0.1121 0.0236 -0.0161 0.0322 0.0043
1350 - 1450 MeV June (2010) April (2011)
IM(piφp) F ∆stat [µb] ∆sys [µb] F ∆stat [µb] ∆sys [µb]
1140.6 0.0984 0.0343 0.0263
1221.9 0.0659 0.0215 0.0176
1303.1 0.0454 0.0254 0.0121
1384.4 -0.0460 0.0266 0.0123
1465.6 -0.0210 0.0273 0.0056
1546.9 -0.0832 0.0284 0.0222
1628.1 -0.0693 0.0367 0.0185
1709.4 -0.0671 0.0697 0.0179
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550 - 650 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.0368 0.0247 0.0482 -0.0318 0.0211 0.0363
-0.6 -0.0066 0.0205 0.0479 -0.0054 0.0175 0.0431
-0.4 -0.0440 0.0183 0.0285 -0.0399 0.0173 0.0290
-0.1 -0.0828 0.0179 0.1258 -0.0822 0.0176 0.1224
0.1 -0.0612 0.0202 0.0924 -0.0558 0.0185 0.0865
0.4 0.0071 0.0240 0.2453 0.0064 0.0223 0.2326
0.6 -0.0348 0.0339 0.1545 -0.0294 0.0281 0.1287
0.9 -0.0154 0.0604 0.0788 -0.0112 0.0321 0.0673
650 - 750 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.0597 0.0091 0.0283 0.0397 0.0060 0.0204
-0.6 0.0128 0.0077 0.0451 0.0092 0.0055 0.0323
-0.4 -0.0276 0.0073 0.0056 -0.0213 0.0057 0.0041
-0.1 -0.0343 0.0073 0.0360 -0.0276 0.0058 0.0284
0.1 -0.0558 0.0079 0.0156 -0.0455 0.0065 0.0123
0.4 -0.0789 0.0094 0.0244 -0.0642 0.0076 0.0200
0.6 -0.0450 0.0127 0.0755 -0.0325 0.0090 0.0555
0.9 0.0155 0.0197 0.1172 0.0075 0.0095 0.0578
750 - 850 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.1322 0.0095 0.0728 0.0955 0.0067 0.0511
-0.6 0.1377 0.0091 0.0295 0.1081 0.0069 0.0231
-0.4 0.0723 0.0089 0.0270 0.0637 0.0077 0.0229
-0.1 -0.0501 0.0096 0.0567 -0.0441 0.0083 0.0503
0.1 -0.1269 0.0101 0.0150 -0.1194 0.0093 0.0136
0.4 -0.1638 0.0108 0.0243 -0.1693 0.0109 0.0260
0.6 -0.1269 0.0134 0.0221 -0.1177 0.0122 0.0175
0.9 0.0457 0.0190 0.1462 0.0262 0.0106 0.0808
850 - 950 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.1022 0.0112 0.0779 0.0801 0.0086 0.0617
-0.6 0.1808 0.0107 0.0533 0.1575 0.0090 0.0461
-0.4 0.1047 0.0110 0.0170 0.0996 0.0102 0.0191
-0.1 0.0184 0.0116 0.0007 0.0168 0.0109 0.0014
0.1 -0.0674 0.0126 0.0694 -0.0644 0.0119 0.0655
0.4 -0.0944 0.0141 0.1018 -0.0936 0.0135 0.1017
0.6 -0.0172 0.0163 0.0809 -0.0184 0.0150 0.0891
0.9 0.0822 0.0204 0.0603 0.0559 0.0132 0.0382
950 - 1050 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.0400 0.0105 0.0991 0.0336 0.0088 0.0783
-0.6 0.0751 0.0089 0.0021 0.0714 0.0084 0.0026
-0.4 0.1016 0.0091 0.0520 0.1059 0.0093 0.0544
-0.1 0.0779 0.0104 0.0376 0.0734 0.0098 0.0360
0.1 -0.0015 0.0114 0.0174 -0.0006 0.0105 0.0215
0.4 0.0244 0.0119 0.0757 0.0246 0.0119 0.0732
0.6 0.0799 0.0134 0.0603 0.0798 0.0132 0.0571
0.9 0.1225 0.0164 0.0575 0.0858 0.0112 0.0435
1050 - 1150 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.0005 0.0124 0.0662 -0.0013 0.0104 0.0562
-0.6 0.0396 0.0094 0.0269 0.0402 0.0096 0.0277
-0.4 0.0669 0.0094 0.0958 0.0735 0.0103 0.1042
-0.1 0.0804 0.0106 0.0440 0.0842 0.0109 0.0487
0.1 0.0536 0.0124 0.0512 0.0507 0.0113 0.0491
0.4 0.0938 0.0138 0.0620 0.0874 0.0127 0.0633
0.6 0.1583 0.0155 0.1258 0.1549 0.0139 0.1348
0.9 0.1537 0.0160 0.0383 0.1244 0.0126 0.0267
1150 - 1250 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.0275 0.0152 0.0697 -0.0251 0.0136 0.0648
-0.6 -0.0284 0.0121 0.1414 -0.0294 0.0128 0.1495
-0.4 0.0792 0.0124 0.0219 0.0870 0.0134 0.0220
-0.1 0.1110 0.0131 0.0540 0.1218 0.0138 0.0517
0.1 0.0807 0.0149 0.0931 0.0874 0.0142 0.1061
0.4 0.1299 0.0171 0.1317 0.1297 0.0159 0.1361
0.6 0.0648 0.0182 0.0550 0.0680 0.0179 0.0541
0.9 0.0780 0.0185 0.0544 0.0693 0.0161 0.0520
1250 - 1350 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.0612 0.0198 0.0112 0.0488 0.0152 0.0072
-0.6 0.0067 0.0155 0.0540 0.0063 0.0145 0.0502
-0.4 0.0910 0.0148 0.0325 0.0999 0.0156 0.0307
-0.1 0.0390 0.0158 0.0588 0.0412 0.0160 0.0617
0.1 0.0382 0.0177 0.1820 0.0401 0.0162 0.2018
0.4 0.0862 0.0198 0.2194 0.0897 0.0183 0.2312
0.6 0.0844 0.0203 0.0225 0.0904 0.0213 0.0260
0.9 0.0501 0.0230 0.1368 0.0414 0.0180 0.1130
1350 - 1450 MeV Carbon Hydrogen
cos(θpi) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.0314 0.0228 0.0685 0.0276 0.0209 0.0648
-0.6 0.0889 0.0207 0.0512 0.0960 0.0213 0.0517
-0.4 0.1031 0.0219 0.0095 0.1028 0.0220 0.0219
-0.1 0.0168 0.0256 0.0350 0.0211 0.0218 0.0383
0.1 0.0164 0.0242 0.0220 0.0226 0.0236 0.0110
0.4 0.0239 0.0251 0.0402 0.0257 0.0253 0.0514
0.6 0.0425 0.0365 0.2946 0.0615 0.0281 0.2190
0.9 -0.0176 0.0299 0.0145 -0.0166 0.0266 0.0106
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550 - 650 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.3001 0.0507 0.2040 0.3611 0.0557 0.2699
-0.6 0.2004 0.0459 0.0932 0.1866 0.0412 0.0763
-0.4 0.0565 0.0339 0.3172 0.0559 0.0305 0.3009
-0.1 0.1006 0.0262 0.2291 0.0908 0.0250 0.2294
0.1 0.1975 0.0242 0.2378 0.1911 0.0236 0.2472
0.4 0.1839 0.0263 0.1162 0.1687 0.0240 0.1203
0.6 0.3579 0.0417 0.0513 0.2806 0.0295 0.0548
0.9 0.2799 0.0442 0.1912 0.1555 0.0226 0.0979
650 - 750 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.1975 0.0214 0.0188 0.2065 0.0210 0.0270
-0.6 0.1372 0.0167 0.0988 0.1289 0.0152 0.0934
-0.4 0.0917 0.0133 0.1172 0.0728 0.0105 0.0945
-0.1 0.1158 0.0108 0.2053 0.0855 0.0081 0.1610
0.1 0.1186 0.0098 0.1524 0.0971 0.0078 0.1330
0.4 0.1715 0.0099 0.0892 0.1386 0.0079 0.0814
0.6 0.3346 0.0145 0.0134 0.2085 0.0084 0.0036
0.9 0.3113 0.0166 0.1112 0.1245 0.0061 0.0457
750 - 850 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.1585 0.0224 0.0000 0.2125 0.0274 0.0198
-0.6 0.0935 0.0196 0.0137 0.0998 0.0201 0.0084
-0.4 0.0597 0.0154 0.0863 0.0624 0.0151 0.1038
-0.1 0.0457 0.0134 0.1026 0.0394 0.0116 0.0983
0.1 0.0914 0.0125 0.1612 0.0762 0.0104 0.1488
0.4 0.0939 0.0119 0.0857 0.0855 0.0107 0.0870
0.6 0.1272 0.0140 0.1498 0.0952 0.0101 0.1162
0.9 0.1058 0.0154 0.0000 0.0525 0.0075 0.0021
850 - 950 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 0.0038 0.0277 0.0867 -0.0059 0.0324 0.0826
-0.6 -0.0327 0.0218 0.0363 -0.0371 0.0241 0.0467
-0.4 -0.0188 0.0186 0.0279 -0.0286 0.0189 0.0219
-0.1 -0.0737 0.0167 0.0763 -0.0690 0.0151 0.0803
0.1 0.0033 0.0161 0.0629 -0.0012 0.0143 0.0690
0.4 -0.0519 0.0158 0.0429 -0.0459 0.0142 0.0343
0.6 -0.0639 0.0154 0.1134 -0.0462 0.0114 0.0846
0.9 -0.0612 0.0193 0.0360 -0.0359 0.0103 0.0251
950 - 1050 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.1397 0.0230 0.0737 -0.1668 0.0254 0.0906
-0.6 -0.1200 0.0192 0.0043 -0.1294 0.0195 0.0247
-0.4 -0.1209 0.0164 0.0299 -0.1344 0.0161 0.0598
-0.1 -0.0964 0.0150 0.0961 -0.0952 0.0139 0.1175
0.1 -0.0885 0.0140 0.0196 -0.0891 0.0133 0.0326
0.4 -0.0727 0.0137 0.0933 -0.0730 0.0128 0.0872
0.6 -0.1248 0.0125 0.1302 -0.0993 0.0097 0.1010
0.9 -0.0859 0.0197 0.0629 -0.0563 0.0116 0.0488
1050 - 1150 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.0979 0.0231 0.0632 -0.1219 0.0281 0.0943
-0.6 -0.1642 0.0195 0.0707 -0.1924 0.0208 0.0703
-0.4 -0.0833 0.0167 0.0651 -0.0874 0.0168 0.0774
-0.1 -0.1409 0.0163 0.0221 -0.1359 0.0150 0.0315
0.1 -0.0986 0.0152 0.0942 -0.0923 0.0138 0.0993
0.4 -0.1074 0.0130 0.0086 -0.1078 0.0129 0.0062
0.6 -0.0694 0.0152 0.0223 -0.0583 0.0122 0.0217
0.9 -0.0471 0.0291 0.0272 -0.0281 0.0170 0.0149
1150 - 1250 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.1471 0.0328 0.1084 -0.2002 0.0356 0.1822
-0.6 -0.0775 0.0245 0.0800 -0.0892 0.0251 0.1080
-0.4 -0.0680 0.0191 0.0222 -0.0764 0.0211 0.0173
-0.1 -0.0953 0.0172 0.1266 -0.1010 0.0174 0.1117
0.1 -0.0993 0.0154 0.0163 -0.0988 0.0149 0.0126
0.4 -0.0805 0.0171 0.0567 -0.0802 0.0165 0.0613
0.6 -0.0274 0.0237 0.0197 -0.0244 0.0194 0.0076
0.9 -0.1300 0.0534 0.1746 -0.0879 0.0290 0.0907
1250 - 1350 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.0604 0.0401 0.1998 -0.0856 0.0415 0.2452
-0.6 -0.0449 0.0261 0.1204 -0.0539 0.0281 0.0775
-0.4 -0.1177 0.0229 0.1407 -0.1255 0.0224 0.1311
-0.1 -0.0733 0.0187 0.0668 -0.0763 0.0172 0.0943
0.1 -0.0890 0.0182 0.0286 -0.0805 0.0160 0.0282
0.4 -0.1020 0.0267 0.1189 -0.0838 0.0215 0.0972
0.6 -0.1287 0.0376 0.0629 -0.1152 0.0281 0.0844
0.9 -0.0222 0.0701 0.0573 -0.0266 0.0442 0.0578
1350 - 1450 MeV Carbon Hydrogen
cos(θp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
-0.9 -0.1679 0.0563 0.1143 -0.2078 0.0568 0.1075
-0.6 -0.0056 0.0320 0.0650 -0.0069 0.0377 0.0727
-0.4 -0.0679 0.0295 0.0003 -0.0731 0.0263 0.0336
-0.1 -0.0937 0.0227 0.0003 -0.0971 0.0220 0.0086
0.1 -0.0268 0.0265 0.0202 -0.0275 0.0246 0.0196
0.4 -0.0855 0.0457 0.0349 -0.0887 0.0352 0.0700
0.6 -0.1278 0.0719 0.2475 -0.0822 0.0422 0.1648
0.9 -0.2460 0.1037 0.2636 -0.1704 0.0728 0.0246
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550 - 650 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
292.5 -0.1099 0.0379 0.0045 -0.0805 0.0264 0.0049
317.5 0.0309 0.0340 0.0623 0.0270 0.0249 0.0522
342.5 0.1524 0.0328 0.2276 0.1094 0.0244 0.1829
367.5 0.0404 0.0321 0.1427 0.0316 0.0241 0.1052
392.5 0.2881 0.0298 0.1108 0.2819 0.0273 0.1168
417.5 0.2736 0.0307 0.0208 0.2997 0.0316 0.0251
442.5 0.2777 0.0348 0.1050 0.3305 0.0399 0.1202
467.5 0.4348 0.0443 0.0207 0.6470 0.0600 0.0482
650 - 750 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
296.3 -0.1673 0.0157 0.0024 -0.1358 0.0122 0.0017
328.8 -0.1218 0.0140 0.0090 -0.0925 0.0102 0.0109
361.3 0.0272 0.0121 0.0139 0.0216 0.0092 0.0154
393.8 0.1647 0.0112 0.0755 0.1264 0.0084 0.0598
426.3 0.2090 0.0109 0.1309 0.1574 0.0080 0.0995
458.8 0.3373 0.0119 0.0340 0.2598 0.0086 0.0235
491.3 0.3653 0.0140 0.0818 0.2791 0.0098 0.0635
523.8 0.4632 0.0216 0.1932 0.3224 0.0133 0.1350
750 - 850 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
300.0 -0.1821 0.0246 0.0504 -0.1698 0.0221 0.0523
340.0 -0.2315 0.0206 0.0037 -0.2100 0.0171 0.0035
380.0 -0.1799 0.0178 0.0340 -0.1405 0.0129 0.0222
420.0 -0.0416 0.0147 0.0492 -0.0305 0.0109 0.0303
460.0 0.0666 0.0118 0.0233 0.0583 0.0103 0.0243
500.0 0.1754 0.0115 0.0198 0.1573 0.0100 0.0199
540.0 0.3055 0.0133 0.0314 0.2788 0.0114 0.0304
580.0 0.3798 0.0184 0.0955 0.3638 0.0158 0.1120
850 - 950 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
303.1 -0.1507 0.0338 0.0997 -0.1355 0.0262 0.1116
349.4 -0.1716 0.0297 0.0431 -0.1428 0.0202 0.1054
395.6 -0.3141 0.0258 0.0773 -0.2402 0.0168 0.0381
441.9 -0.1925 0.0201 0.0129 -0.1561 0.0148 0.0142
488.1 -0.1306 0.0154 0.0025 -0.1193 0.0137 0.0043
534.4 0.0184 0.0150 0.0058 0.0157 0.0132 0.0045
580.6 0.1063 0.0141 0.0537 0.1092 0.0144 0.0571
626.9 0.1227 0.0171 0.0665 0.1243 0.0170 0.0661
950 - 1050 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
306.9 -0.0422 0.0280 0.0184 -0.0447 0.0208 0.0884
360.6 -0.1347 0.0215 0.1022 -0.1112 0.0166 0.0651
414.4 -0.2115 0.0188 0.0316 -0.1767 0.0141 0.0359
468.1 -0.1948 0.0169 0.0306 -0.1578 0.0129 0.0256
521.9 -0.1348 0.0139 0.1120 -0.1214 0.0122 0.1016
575.6 -0.1143 0.0135 0.1204 -0.1142 0.0125 0.1250
629.4 -0.0361 0.0128 0.0636 -0.0395 0.0136 0.0669
683.1 -0.0701 0.0148 0.0012 -0.0733 0.0156 0.0012
1050 - 1150 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
310.9 -0.0777 0.0304 0.1075 -0.0623 0.0226 0.0744
372.8 -0.1299 0.0244 0.0696 -0.1031 0.0178 0.0510
434.7 -0.1509 0.0189 0.1188 -0.1290 0.0154 0.0915
496.6 -0.1542 0.0161 0.0552 -0.1374 0.0141 0.0463
558.4 -0.0657 0.0139 0.0298 -0.0642 0.0134 0.0293
620.3 -0.0776 0.0138 0.0469 -0.0823 0.0144 0.0492
682.2 -0.0833 0.0151 0.0331 -0.0847 0.0152 0.0402
744.1 -0.1544 0.0185 0.1161 -0.1682 0.0195 0.1276
1150 - 1250 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
313.8 -0.0875 0.0420 0.1576 -0.0768 0.0283 0.1247
381.3 -0.1761 0.0289 0.0340 -0.1389 0.0216 0.0278
448.8 -0.1509 0.0238 0.0597 -0.1321 0.0188 0.0291
516.3 -0.0973 0.0194 0.1132 -0.0943 0.0177 0.1176
583.8 -0.0977 0.0175 0.1064 -0.1016 0.0178 0.1116
651.3 -0.0296 0.0169 0.1457 -0.0316 0.0177 0.1540
718.8 -0.0516 0.0178 0.0348 -0.0541 0.0207 0.0445
786.3 -0.1409 0.0225 0.0375 -0.1669 0.0254 0.0541
1250 - 1350 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
284.7 0.0031 0.0888 0.4440 0.0019 0.0661 0.4127
354.1 -0.1805 0.0400 0.2137 -0.1659 0.0304 0.1741
423.4 -0.1361 0.0307 0.1214 -0.1235 0.0239 0.1102
492.8 -0.1114 0.0282 0.0382 -0.1061 0.0222 0.0485
562.2 -0.1434 0.0238 0.1342 -0.1318 0.0213 0.1081
631.6 -0.0448 0.0215 0.0263 -0.0430 0.0204 0.0201
700.9 -0.0529 0.0213 0.0505 -0.0499 0.0208 0.0458
770.3 -0.0715 0.0232 0.0904 -0.0854 0.0247 0.0961
1350 - 1450 MeV Carbon Hydrogen
IM(piφpiφ) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
284.7 0.1209 0.0915 0.0248 0.0511 0.0803 0.0818
354.1 -0.0364 0.0487 0.0022 -0.0333 0.0401 0.0116
423.4 -0.1139 0.0526 0.1565 -0.0925 0.0355 0.0946
492.8 -0.1551 0.0546 0.2605 -0.1074 0.0342 0.2292
562.2 -0.1521 0.0341 0.1362 -0.1660 0.0324 0.1022
631.6 -0.1175 0.0298 0.0594 -0.1259 0.0302 0.0642
700.9 -0.0131 0.0295 0.0039 -0.0188 0.0295 0.0075
770.3 -0.0294 0.0345 0.0027 -0.0173 0.0329 0.0005
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550 - 650 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1096.9 -0.4191 0.0401 0.1686 -0.2943 0.0254 0.1246
1120.6 -0.2983 0.0310 0.1072 -0.1878 0.0188 0.0670
1144.4 -0.2384 0.0236 0.0488 -0.1876 0.0181 0.0382
1168.1 -0.0735 0.0203 0.0376 -0.0628 0.0172 0.0352
1191.9 0.0279 0.0183 0.1283 0.0246 0.0164 0.1140
1215.6 0.0786 0.0185 0.2512 0.0825 0.0190 0.2623
1239.4 0.0953 0.0234 0.2188 0.1019 0.0248 0.2354
1263.1 0.0581 0.0311 0.2253 0.0761 0.0416 0.3023
650 - 750 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1096.9 -0.3887 0.0189 0.1670 -0.3455 0.0147 0.1461
1130.6 -0.2582 0.0111 0.0809 -0.2151 0.0088 0.0664
1164.4 -0.1479 0.0077 0.0418 -0.1147 0.0058 0.0326
1198.1 -0.0020 0.0061 0.1016 -0.0014 0.0046 0.0764
1231.9 0.0549 0.0063 0.1646 0.0412 0.0047 0.1232
1265.6 0.0673 0.0090 0.1716 0.0475 0.0063 0.1208
1299.4 0.0731 0.0133 0.1531 0.0522 0.0096 0.1135
1333.1 0.0023 0.0246 0.2291 0.0016 0.0175 0.1651
750 - 850 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1118.8 -0.0694 0.0197 0.0264 -0.0680 0.0186 0.0290
1156.3 -0.0074 0.0115 0.0479 -0.0079 0.0108 0.0456
1193.8 0.0118 0.0079 0.0579 0.0101 0.0069 0.0510
1231.3 -0.0077 0.0072 0.1269 -0.0063 0.0060 0.1063
1268.8 -0.0452 0.0082 0.0605 -0.0381 0.0067 0.0505
1306.3 -0.0286 0.0110 0.1104 -0.0223 0.0086 0.0884
1343.8 0.0285 0.0164 0.2767 0.0248 0.0131 0.2271
1381.3 -0.0099 0.0269 0.1474 -0.0096 0.0227 0.1223
850 - 950 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1103.1 0.0615 0.0361 0.1137 0.0611 0.0289 0.1171
1149.4 0.1222 0.0164 0.0435 0.1218 0.0159 0.0442
1195.6 0.1496 0.0104 0.0638 0.1436 0.0097 0.0604
1241.9 0.0409 0.0092 0.0386 0.0364 0.0081 0.0332
1288.1 -0.0773 0.0094 0.1331 -0.0713 0.0086 0.1231
1334.4 -0.1010 0.0119 0.0777 -0.0848 0.0096 0.0673
1380.6 -0.0036 0.0159 0.0350 -0.0031 0.0124 0.0272
1426.9 0.0532 0.0261 0.2027 0.0418 0.0198 0.1551
950 - 1050 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1109.4 0.0113 0.0182 0.0515 0.0105 0.0179 0.0543
1168.1 0.1511 0.0109 0.0790 0.1505 0.0104 0.0789
1226.9 0.1491 0.0083 0.0838 0.1433 0.0078 0.0804
1285.6 -0.0362 0.0086 0.0501 -0.0330 0.0078 0.0454
1344.4 -0.0939 0.0088 0.1106 -0.0879 0.0081 0.1028
1403.1 -0.0366 0.0108 0.1082 -0.0303 0.0091 0.0908
1461.9 0.0531 0.0153 0.1702 0.0480 0.0135 0.1541
1520.6 0.0006 0.0304 0.0429 0.0024 0.0296 0.0623
1050 - 1150 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1110.9 -0.0986 0.0187 0.0624 -0.1063 0.0194 0.0717
1172.8 0.1111 0.0105 0.0639 0.1176 0.0108 0.0732
1234.7 0.1672 0.0096 0.0262 0.1562 0.0088 0.0254
1296.6 -0.0117 0.0105 0.0047 -0.0113 0.0097 0.0051
1358.4 -0.1166 0.0102 0.1403 -0.1150 0.0099 0.1380
1420.3 0.0327 0.0108 0.0382 0.0300 0.0099 0.0350
1482.2 0.0741 0.0138 0.0933 0.0623 0.0116 0.0773
1544.1 0.0162 0.0249 0.2733 0.0135 0.0206 0.2292
1150 - 1250 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1113.8 -0.0871 0.0239 0.1274 -0.0998 0.0263 0.1405
1181.3 0.0559 0.0127 0.0200 0.0579 0.0129 0.0196
1248.8 0.1583 0.0120 0.0549 0.1512 0.0111 0.0516
1316.3 -0.0511 0.0142 0.0353 -0.0487 0.0133 0.0295
1383.8 -0.0706 0.0125 0.0947 -0.0777 0.0137 0.1031
1451.3 -0.0034 0.0128 0.1441 -0.0031 0.0122 0.1380
1518.8 0.0203 0.0158 0.1326 0.0180 0.0138 0.1163
1586.3 -0.0219 0.0290 0.2299 -0.0223 0.0240 0.2029
1250 - 1350 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1134.4 -0.0276 0.0233 0.0347 -0.0266 0.0229 0.0397
1203.1 0.0902 0.0147 0.0007 0.0860 0.0135 0.0045
1271.9 0.0612 0.0145 0.0778 0.0595 0.0139 0.0740
1340.6 -0.0166 0.0182 0.1479 -0.0150 0.0164 0.1302
1409.4 -0.0527 0.0160 0.1043 -0.0512 0.0158 0.1119
1478.1 0.0005 0.0162 0.1505 -0.0019 0.0150 0.1421
1546.9 0.0323 0.0186 0.1119 0.0278 0.0164 0.1005
1615.6 0.1006 0.0311 0.1550 0.0767 0.0241 0.1211
1350 - 1450 MeV Carbon Hydrogen
IM(piφp) T ∆stat [µb] ∆sys [µb] T ∆stat [µb] ∆sys [µb]
1140.6 -0.0448 0.0301 0.0211 -0.0372 0.0267 0.0200
1221.9 0.0609 0.0191 0.0037 0.0588 0.0179 0.0041
1303.1 0.0774 0.0215 0.0399 0.0755 0.0201 0.0453
1384.4 -0.0522 0.0220 0.1215 -0.0497 0.0215 0.1201
1465.6 -0.0951 0.0232 0.2731 -0.0900 0.0208 0.2576
1546.9 0.0198 0.0229 0.0006 0.0205 0.0217 0.0066
1628.1 0.0200 0.0335 0.0208 0.0158 0.0277 0.0122
1709.4 -0.0634 0.0605 0.1714 -0.0615 0.0605 0.1550
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