Abstract. We investigate how one can detect the dualizing property for a chain complex over a commutative local noetherian ring R. Our focus is on homological properties of contracting endomorphisms of R, e.g., the Frobenius endomorphism when R contains a field of positive characteristic.
Introduction
Throughout this paper, the term "ring" means "commutative noetherian ring with identity", and "module" means "unital module". A ring is "complete" if it is complete (i.e., separated and complete) with respect to its Jacobson radical. Let R be a ring. For this section, assume that (R, m, k) is local.
An idea in commutative algebra that is now standard is the following: interesting properties of R can be detected by homological conditions on k; when R contains a field of positive characteristic, such properties of R can be detected similarly by n R. Here n R is the additive abelian group R viewed as an R-module via restriction of scalars along the nth iterated Frobenius map f n R : R → R given by r → r p n . The somewhat canonical example of this is Auslander, Buchsbaum, Kunz, Rodicio, and Serre's work [3, 24, 29, 32] characterizing regular rings in terms of finite projective dimension of k and finite flat dimension of n R. Analogous characterizations of the Gorenstein property are built from Auslander and Bridger's G-dimension [2] (or using similar ideas) by Goto, Iyengar, Sather-Wagstaff, Takahashi, and Yoshino [19, 23, 33] .
A comparable characterization of the dualizing property for R-complexes in terms of derived reflexive behavior of k goes back to Hartshorne and Grothendieck [21] . The point of this paper is to give similar characterizations of dualizing complexes with respect to n R. We frame the conversation in terms of Christensen's semidualizing complexes [11] (coming from Avramov and Foxby's relative dualizing complexes [6]), and following Avramov, Iyengar, and Miller [9] in terms of contracting endomorphisms. (See Section 1 for terminology and background results.) A special case of one of our main results is the following, which we prove in 3.4.
Theorem A. Let ϕ : R → R be a module-finite contracting endomorphism, and let C be a semidualizing R-complex. Let n R be the additive abelian group R viewed as an R-module via restriction of scalars along the n-fold composition ϕ n : R → R.
Then the following conditions are equivalent:
(i) C is a dualizing R-complex.
(ii) C ∼ RHom R ( A standard technique for working with the Frobenius involves reducing to the case where R is F -finite. The next result shows how this works in our setting; it is contained in Theorem 4.2.
Theorem B. Let R be a local ring of prime characteristic p > 0, and let C be a semidualizing R-complex. Then the following conditions are equivalent:
(ii) There is a complete weaklyétale F -finite local R-algebra S such that S ⊗ L R C is dualizing for S.
(iii) There is a complete weaklyétale F -finite local R-algebra S such that for infinitely many n > 0 one has
There is a complete weaklyétale F -finite local R-algebra S such that for some n > 0 one has
It is worth noting that one of the focuses of this paper involves developing a similar method for reducing to the module-finite situation for other contracting endomorphisms.
We conclude this section by summarizing the contents of the paper. Section 1 contains terminology and background content. Section 2 consists of analyses of a construction like RHom R ( n R, C) that is better suited for endomorphisms that are not module-finite. In Section 3 we prove results including Theorem A above about general contracting endomorphisms, and in Section 4 we focus briefly on the Frobenius endomorphism. Finally, Appendix A contains a somewhat general construction of module-finite contracting endomorphisms.
Fix R-complexes M and N . Let inf(M ) and sup(M ) denote the infimum and supremum, respectively, of the set {n ∈ Z | H n (M ) = 0}, with the conventions sup(∅) = −∞ and inf(∅) = ∞. The complex M is homologically bounded if H i (M ) = 0 for all |i| ≫ 0; it is degree-wise homologically finite if each H i (M ) is finitely generated; and it is homologically finite if ⊕ i H i (M ) is finitely generated. If M is degree-wise homologically finite and inf(M ) −∞, then M admits a degree-wise finite free resolution, that is, an isomorphism F ≃ − → M in D(R) such that each F i is a finitely generated free R-module and
Let M ⊗ L R N and RHom R (M, N ) denote the left-derived tensor product and rightderived homomorphism complexes. Let pd R (M ), fd R (M ), and id R (M ) denote the projective, flat, and injective dimensions of M , as in [4] . A ring homomorphism R → S has finite flat dimension if fd R (S) is finite. When R is a local ring with residue field k, the depth of M is depth
The ideas behind semidualizing complexes go back, e.g. to Grothendieck's dualizing complexes [21] and the relative dualizing complexes of Avramov and Foxby [6] .
1
The generality that we work in for this paper is from Christensen [11] . Definition 1.2. An R-complex C is semidualizing if it is homologically finite and the "homothety morphism" χ
An R-complex D is dualizing if it is semidualizing and has finite injective dimension. The next categories come from Avramov and Foxby [6] and Christensen [11] . Definition 1.5. Let C be a semidualizing R-complex. The Auslander class with respect to C is the full subcategory A C (R) ⊆ D(R) consisting of the homologically bounded R-complexes M such that C ⊗ L R M is homologically bounded and the natural morphism γ
The Bass class with respect to C is the full subcategory B C (R) ⊆ D(R) consisting of the homologically bounded R-complexes M such that RHom R (C, M ) is homologically bounded and the natural morphism ξ
The R-complex M is derived C-reflexive when the complexes M and M † C are homologically finite and the "biduality morphism" δ
The history summarized in this section is skeletal at best. For a more thorough discussion, the interested reader may find [31] helpful.
2 This can be done more generally using Gorenstein homomorphisms, but we do not need that level of generality here; see [5] . 3 Avramov, Iyengar, and Lipman [10, Theorem 2] show that this definition is redundant when C is semidualizing. Definition 1.7. Let C be a semidualizing R-complex. Set
When C = R we write G-dim R (M ) in place of G C -dim R (M ); this is the Gdimension of Auslander and Bridger [2] and Yassemi [36] .
Fact 1.8 ([11, (3.14) Theorem]). Let C be a semidualizing R-complex, and let M be an R-complex such that . Furthermore, for each semidualizing R-complex C, the complex C †D is also semidualizing; see [11, (2.11 ) Theorem]. Definition 1.10. Let R be local with residue field k, and let M be a homologically finite R-complex. The Poincaré and Bass series of M are the formal Laurant series
Fact 1.11. For a semidualizing R-complex C we have from [14, Theorem 4.1(a)]:
. Our next topic is from Avramov, Foxby, and Herzog [7] . Definition 1.12. Let ϕ : (R, m) → (S, n) be a local ring homomorphism. The semi-completion of ϕ is the compositionφ : R → S of ϕ and the inclusion S → S.
The map ϕ is said to be weakly regular if it is flat with regular closed fibre. If ϕ is flat, we define the depth and embedding dimension of ϕ to be depth(ϕ) := depth(S/mS) and edim(ϕ) := edim(S/mS). If ϕ is weakly regular of embedding dimension 0, we say that ϕ is weaklyétale or that S is a weaklyétale R-algebra.
A regular (resp. Gorenstein) factorization of ϕ is a diagram of local homo-
,φ is flat, R ′ /mR ′ is regular (resp. Gorenstein), and ϕ ′ is surjective. By [7, (1.1) Theorem], the semi-completionφ admits a regular factorization R → R ′ → S such that R ′ is complete; this is called a Cohen factorization ofφ.
Given a regular factorization
edim(S/mS); this factorization is minimal if edim(ϕ) = edim(S/mS).
The focus of this paper is on G C -dimension of local homomorphisms, though we do require the following slightly greater generality for a few results. See [30] . Definition 1.13. Let ϕ : R → S be a local ring homomorphism and M a homologically finite S-complex. Fix a semidualizing R-complex C and a Cohen factorization
In the case C = R, we follow [23] and set G-dim ϕ (M ) := G R -dim ϕ (M ) and G-dim(ϕ) := G R -dim(ϕ). Fact 1.14. Let ϕ : R → S be a local homomorphism, C a semidualizing R-complex, and M a homologically finite S-complex. 
Definition 1.15. Let ϕ : R → R be a ring endomorphism. For n = 1, 2, . . . let ϕ n denote the n-fold composition of ϕ with itself. Each endomorphism ϕ n defines a new R-module structure on R, which we denote as n R: specifically for r ∈ R and s ∈ n R, we have r · s = ϕ n (r)s.
p is a contracting endomorphism, and R is F -finite when 1 R is finitely generated over R.
Complexes Induced From Ring Homomorphisms
This section contains foundational results about the following tool from [17] that is central to our study of G C -dimensions of local ring homomorphisms. Notation 2.1. Let ϕ : R → S be a local homomorphism that has a Gorenstein
Remark 2.2. Let ϕ : R → S be a local homomorphism that has a Gorenstein factorization, and let M be a homologically finite R-complex. The R-complex M (ϕ) is independent of the choice of Gorenstein factorization by [17, Theorem 6.5(a)]. If C is semidualizing for R, then C(ϕ) is semidualizing for S if and only if G C -dim(ϕ) < ∞, by Fact 1.4 and [11, (6.1) Theorem]. Also, if C is dualizing for R, then C(ϕ) is dualizing for S by [17, Remark 6.7] . If ϕ is module-finite, then
Definition 2.3. Let ϕ : R → R be a contracting endomorphism. A factorized pushout diagram is a commutative diagram of local ring homomorphisms 
such that α and α are weakly regular, S is complete, and the induced map R/m → S/ n is separable. Assume that ϕ has a minimal regular factorization Rφ − → R (a) The following conditions are equivalent:
This explains part (b) and the equivalence (i) ⇐⇒ (ii) from part (a). Since S ⊗ L R C is semidualizing for S by Fact 1.4, the equivalences (i) ⇐⇒ (iii) and (ii) ⇐⇒ (iv) from part (a) are by Remark 2.2.
where d = depth(ψ) − depth(φ).
Proof. In the following sequence of isomorphisms in D(S), the first and fourth steps are by definition, and the second one is from the assumptions on diagram (2.3.1):
The third isomorphism follows from [4, 4.4 Lemma] , and the others are routine.
Lemma 2.7. Consider a factorized pushout diagram (2.3.1) such that R = R and S = S and α = α, that is, such that ϕ and ψ are endomorphisms. Let C be a semidualizing R-complex.
Proof. Since C is semidualizing over R and fd(α) < ∞, we know that S ⊗ L R C is semidualizing for S by Fact 1.4.
For the forward implication, assume that C ∼ C(ϕ) as R-complexes. This implies
by Lemma 2.6.
Lemma 2.8. Fix a factorized pushout diagram (2.3.1) such that R = R and S = S and α = α, that is, such that ϕ and ψ are endomorphisms. Let C be a semidualizing
Proof. Lemma 2.5(a) implies that C(ϕ) is semidualizing for R, and (S ⊗ 
S is a Gorenstein factorization ofφ = δϕ. Also, we have d := depth(φ) = depth(γφ). These explain the first, second, and last steps in the next sequence: 
Note that it follows from the proof of [7, (1.6 
From this we conclude thatψ andρ have isomorphic closed fibres. In particular, we have depth(ρ) = depth(ψ).
Set d ′ = depth(ψ) and d ′′ = depth(φ). We claim that the compositionρφ is Gorenstein and flat, and that
Indeed, the composition of flat local homomorphisms is flat and local. Furthermore, = depth(ρ) + depth(φ) = depth(ψ) + depth(φ).
The last step follows from the fact thatρ andψ are both flat and have isomorphic closed fibres. This establishes the claim.
This explains the first, third, sixth, and eighth steps in the next display:
The seventh step is Hom-tensor adjointness, and the others are routine.
Case 2: the general case. Letψ : S → T be the semi-completion of ψ. Note that ψϕ : R → T is the semi-completion of ψϕ. Thus, Lemma 2.9 explains the first and third isomorphisms in the next sequence
and the second isomorphism is from Case 1 since T is complete. Hence, the con-
The interested reader may want to compare our next two results to [17, Proposition 6.10] which assumes that fd(ϕ) is finite. Proposition 2.11. Let R ϕ − → S be a local homomorphism that admits a Gorenstein factorization, and let C be a semidualizing R-complex.
Proof. (a) In the following display, the first equality is by definition:
The third equality is from [11, (1.7.8 ) Lemma]. The fourth and eighth equalities are by Fact 1.11. The fifth equality is from [16, Theorem] . The sixth equality is from the fact thatφ is Gorenstein of depth d, and the remaining equalities are routine.
(b) Assume that G C -dim(ϕ) is finite, that is, that C(ϕ) is a semidualizing Scomplex; see Remark 2.2. Thus, Fact 1.11 explains the first and third equalities in the next display:
The second equality is from part (a), and the fourth equality is routine.
Corollary 2.12. Let R ϕ − → R be a local endomorphism. Assume that n is a positive integer such that ϕ n admits a Gorenstein factorization, and let C be a semidualizing R-complex.
Proof. This follows directly from Proposition 2.11 since S = R in this case.
Results about Contracting Endomorphisms
This section contains the proof of Theorem A from the introduction and other similar results for arbitrary contracting endomorphisms. We begin with a version of [23, 7.3 . Corollary] for our situation.
Proposition 3.1. Let ϕ : (R, m) → S be a local homomorphism and M a complex of S-modules that is homologically finite over R. Let C be a semidualizing R-complex.
Proof. Let S be the m-adic completion of S, and let ϕ : R → S be the induced map. Let ϕ : R → S denote the map induced on completions, and set C = R ⊗ 
Since the completion of ϕ at the maximal ideal of S is ϕ, Fact 1.14 implies that
For the rest of the proof, assume that G C -dim ϕ (M ) and G C -dim R (M ) are finite. As in the proof of [23, 3.5 . Theorem], using Fact 1.8, we have the first equality in the following display: 
If R has a dualizing complex D, then these conditions are equivalent to the following:
Proof. (i) =⇒ (ii) Assume that C is a dualizing R-complex. By Remark 2.2, the complex C(ϕ n ) is dualizing for R. Since dualizing complexes are unique up to shift in
n < ∞ and C is derived C(ϕ n )-reflexive for some n > 0. Remark 2.2 implies that C(ϕ n ) is semidualizing, and Corollary 2.12(b) implies that C(ϕ n ) has the same Poincaré series as C. Thus, we have C(ϕ n ) ∼ C by the proof of [31, Fact 2.28].
Thus, Lemma 2.10 implies that
Thus, we have G C -dim R (ϕ 2n ) < ∞ by Remark 2.2. Inductively, one shows that G C -dim R (ϕ mn ) < ∞ for all m ∈ N, hence condition (iv) follows. (iv) =⇒ (i) Assume that G C -dim ϕ n < ∞ for infinitely many n > 0. Fact 1.14 implies that G C -dim ϕ n < ∞ if and only if G R⊗ L R C -dim ϕ n < ∞. Also, we know that C is dualizing for R if and only if R ⊗ L R C is dualizing for R. Furthermore, ϕ n has a Cohen factorization for each n since R is complete. Thus, by passing to R, one may assume that R is complete. Hence, R has a dualizing complex D by Fact 1.3. Note that by [11, (2.12 ) Corollary], the R-complex C † D is semidualizing. By our hypothesis, G C -dim ϕ n < ∞ for infinitely many n. Thus by Fact 1.14(c), we have
† D is homologically bounded for infinitely many n. Therefore, for infinitely many n we have Tor [23, 6.4 . Proposition] implies pd R (C † D ) < ∞ and this is equivalent to id R (C) < ∞. Thus C is a dualizing complex for R.
To complete the proof, we assume that R has a dualizing complex D and prove (iii) ⇐⇒ (v). To this end, we assume that n is a positive integer such that G C -dim ϕ n < ∞, and we prove that C is derived C(ϕ n )-reflexive if and only if 
To this end, the first step in the next sequence is from Remark 2.2:
The second, fourth, and sixth steps are from Hom-tensor adjointness. The seventh step is by flat base change. The eighth step is by Fact 1.9, and the other steps are routine.
Remark 3.3. In Theorem 3.2 (and its successors) we have more equivalent conditions, but they become tedious to write down. For instance, the given conditions are equivalent to the following:
(ii) C ∼ C(ϕ n ) for all n > 0.
Indeed, this condition clearly implies condition (ii) from Theorem 3.2. And the proof of Theorem 3.2 shows that (i) =⇒ (ii). One verifies similarly that the other conditions in Theorem 3.2 can be replaced with "for all" versions as well.
(Proof of Thoerem A). Use Proposition 3.1, Remark 2.2 and Theorem 3.2.
To state and prove results that allow us, for instance, to pass to the completion, we introduce and briefly study the following class of diagrams. Definition 3.5. Let ϕ : R → R be a contracting endomorphism. A commutative diagram of local ring homomorphisms
is cows if S is complete, the map α is weakly regular, and the map R/m → S/n induced by αϕ is separable. From another perspective, one reason to study cows diagrams is found in their similarity to Cohen factorizations: when the map ψ is module-finite, it detects properties of ϕ like the surjective part ϕ ′ of a Cohen factorization for ϕ orφ. To see what we mean by this, recall that one point of considering ϕ ′ is given by the fact that many homological properties of ϕ can be detected by ϕ ′ . For instance, the map ϕ is quasi-Gorenstein if and only if ϕ ′ is quasi-Gorenstein. We have seen similarly that many homological properties of ϕ can be detected by ψ: e.g., under certain hypotheses, ϕ is quasi-Gorenstein if and only if ψ is quasi-Gorenstein; see [27, Theorem B] .
Lemma 3.7. Every cows diagram (3.5.1) gives rise to a commutative diagram
of local ring homomorphisms such that the second square is cows and α = α ′ f where f : R → R is the natural map. Conversely, given a cows diagram for ϕ as in the second square of (3.7.1), the following diagram is cows:
Proof. Given a commutative diagram (3.5.1), since S is complete the local homomorphism α factors through R, so there is a local homomorphism α ′ making (3.7.1) commute. Conversely, given a commutative diagram as in the second square of (3.7.1), since the first square of (3.7.1) commutes, it follows that the diagram (3.7.2) also commutes. Thus, it remains to show that the second square of (3.7.1) is cows if and only if (3.7.2) is cows.
By construction the induced maps R/m → S/n and R/m R → S/n are the same, so one is separable if and only the other is separable. Thus, it remains to show that α ′ is weakly regular if and only if α ′ f is weakly regular. Since f is weakly regular and the composition of weakly regular maps is weakly regular, one implication is routine. For the converse, assume that α ′ f is weakly regular. Since α ′ and α ′ f have the same closed fibres, it suffices to show that α ′ is flat. This follows from the sequence Tor (i) C is a dualizing R-complex.
Proof. The equivalences (i) ⇐⇒ (i') and (iv) ⇐⇒ (iv') are from Fact 1.4 and Lemma 2.5(a). For the rest of the proof, we consider two cases. Case 1: R is complete. In this case, Theorem 3.2 shows that we need only prove the equivalences (ii) ⇐⇒ (ii'), (iii) ⇐⇒ (iii'), and (v) ⇐⇒ (v'). Consider a cows diagram (3.5.1). Remark 2.4(1) provides a a factorized pushout diagram (2.3.1) such that R = R and S = S and α = α. The equivalence (ii) ⇐⇒ (ii') now follows from Lemma 2.7, and (iii) ⇐⇒ (iii') follows from Lemmas 2.5(a) and 2.8.
For the equivalence (v) ⇐⇒ (v') in this case, since R is complete, it has a dualizing complex D. Using Lemma 2.5(a) again, we see that G S⊗ L R C -dim ψ n < ∞ if and only if G C -dim ϕ n < ∞. Assume for the remainder of this paragraph that
†D is derived C †D -reflexive, by [11, (5.10 ) Theorem]. Case 2: the general case. Fact 1.4 shows that (i) is equivalent to
From Fact 1.14 we see that conditions (iii) and (iv) are equivalent (respectively) to the following:
Claim: Condition (ii') is equivalent to the following: (2') There is a cows diagram
In light of Lemma 3.7, this follows from the isomorphisms
R C. Similar reasoning shows that conditions (iii') and (v') are equivalent (respectively) to the following:
reflexive for some n > 0, where D S is a dualizing S-complex.
Claim: if R has a dualizing complex, then condition (v) is equivalent to: (1), (2), (2'), (3), (3'), (4), (5') and (5) are equivalent. Thus, the corresponding conditions (i), (ii), etc. are equivalent. Remark 3.9. As in Remark 3.3, we note here that in Theorem 3.8 (and subsequent results) we have more equivalent conditions. For instance, the given conditions are equivalent to the following:
Next, we consider versions of Theorems 3.2 and 3.8 using Bass class conditions. A tool for this is the following generalization of [28, Theorem A] for complexes.
Lemma 3.10. Let R → S be a local ring homomorphism, and let M be a homologically finite S-complex. Assume that ϕ : R → R is a contracting endomorphism. Assume that there are infinitely many n ∈ N such that there is an integer
Proof. Set depth(R) = d, and let F be a degree-wise finite S-free resolution of M . Set j = sup(M ) and
is a degree-wise finite S-free resolution of M ′ . It follows that for i j + 1 we have
From our Ext-vanishing assumption, there are infinitely many n ∈ N such that there is an integer t Proof. The forward implication is straightforward since B R (R) contains all Rmodules. For the converse, assume that n R ∈ B C (R) for infinitely many n 1. In particular, there are infinitely many n ∈ N such that RHom R (C, n R) is homologically bounded. Hence, there are infinitely many n ∈ N such that there is an integer t n > sup(C) such that Ext i R (C, n R) = 0 for t n i t n + depth(R). Lemma 3.10 implies that pd R (C) < ∞, so C ∼ R by [11, (8 
Proof. Since L has finite flat dimension over R 1 , tensor evaluation [4, 4.4 Lemma] provides the isomorphism
; and the converse holds when L is a faithfully flat R 1 -module.
Next, consider the commutative diagram wherein the upper horizontal isomorphism is from the previous paragraph:
L is an isomorphism, so faithful flatness implies that ξ C N is an isomorphism. 
Since α is faithfully flat, Lemma 3.13 shows that 
for infinitely many n > 0. Proof. The implications (ii) =⇒ (iii) and (ii) =⇒ (iv) are trivial. The equivalences (ii) ⇐⇒ (ii'), (iii) ⇐⇒ (iii'), and (iv) ⇐⇒ (iv') follow from Lemma 3.14.
(i) =⇒ (ii) Assume that R is Gorenstein. Then we know from [11, (8.6 ) Corollary] that C ∼ R, so B C (R) = B R (R) contains every R-module, in particular n R ∈ B C (R) for all n > 0. Also, since R is Gorenstein, we have G C -dim ϕ m = G-dim ϕ m < ∞ for all m > 0 by [23, 6.6 . Theorem].
(iii) =⇒ (i) Assume that G C -dim ϕ m < ∞ for infinitely many m > 0, and n R ∈ B C (R) for some n > 0. Theorem 3.8 implies that C is dualizing for R.
Case 1: R is complete. In this case, ϕ n has a Cohen factorization Rτ − → R
As C is dualizing for R andτ is weakly regular, it follows that
Because of [12, 4.4 . Theorem], we conclude that G-id R ′ (R) < ∞.
5 In particular, the local ring R ′ has a cyclic module of finite G-injective dimension, so R ′ is Gorenstein by [15, Theorem A] . The fact thatτ is flat and local implies that R is Gorenstein.
Case 2: the general case. The ring R is Gorenstein if and only if R is Gorenstein. Since G C -dim ϕ m < ∞ for infinitely many m > 0, Fact 1.14 implies that G R⊗ L R C -dim ϕ m < ∞ for infinitely many m > 0. By Case 1, it suffices to show that the assumption
Consider the commutative diagram of local ring homomorphisms
where the unspecified maps are the natural ones. The assumption n R ∈ B C (R) implies that n R ∈ B C (R) by Lemma 3.13. From [11, (5 
m < ∞ for some m > 0, and n R ∈ B C (R) for infinitely many n > 0. Theorem 3.11 implies that C ∼ R in D(R). Thus, the assumption G C -dim ϕ m < ∞ translates to G-dim ϕ m < ∞, and we conclude from [23, 6.6 . Theorem] that R is Gorenstein.
Results Specific to the Frobenius Endomorphism
We begin this section with a combination of [9, Proposition 12. Proof. This conclusion is unchanged if we replace R by R, so we assume that R is complete. By Cohen's Structure Theorem there exist integers e, m 0 and elements (f 1 , . . . , f m ), and the images of x 1 , . . . , x e in R minimally generate m. Set x = x 1 , . . . , x e , and use the notation
e for all a = (a 1 , . . . , a e ) ∈ N e . Also, set f = f 1 , · · · , f m . We identify R with the ring k[[x]]/(f ) for the remainder of the proof.
Let
]/(f ), and let α : R → S be induced by the inclusion k ⊆ K. Then S is a complete local ring, and α makes S into a local R-algebra of characteristic p. It is straightforward to show that the map
] induced by the inclusion k ⊆ K is flat (e.g., using [26, Exercise 22.3] ). Hence, α is flat by base-change. Moreover, α is weaklyétale since the maximal ideal of S is (x)S = mS by construction.
We use the following notation of [9, Proposition 12. 
) where y = y 1 , . . . , y e is another list of variables. The surjective part is the composition ϕ
The maps α ′ and α * are induced by the inclusion k ⊆ K. Hence, they are weaklý etale, by the same proof as for α.
Next, we verify the pushout condition. Since φ Proof. The proof is like that of Theorem 3.8. The only difference is in the equivalences (ii) ⇐⇒ (ii') and (iii) ⇐⇒ (iii'), in which we use Lemma 4.1, where K is an algebraic closure of k.
The last result of this section is proved like Theorem 3.15. Proof. By [20, Proposition (0.10.3.1)] there is a weaklyétale local ring homomorphism β : (R, m, k) → (S, mS, K). Replace S with its completion if necessary to assume that S is complete. Since the induced map β : k → K is separable, we conclude that β is formally smooth. Since S is complete, a standard application of smoothness provides a local ring homomorphism ψ : S → S such that (1) ψ induces α on residue fields, and (2) ψ respects the R-algebra structures given by β and βϕ, that is, such that the diagram A.2. 
