This paper provides a summary of actuarial applications in life insurance of the collective risk model extended CreditRisk + amongst which we find stochastic mortality modelling, joint modelling of underlying death causes as well as profit and loss modelling of life insurance and annuity portfolios as required in (partial) internal models. This approach provides an efficient, numerically stable algorithm for an exact calculation of the one-period profit and loss distribution where various sources of risk can be considered. Model parameters can be estimated by likelihood optimization and Bayesian approaches, using Markov-Chain Monte-Carlo techniques. We provide real world examples using Austrian and Australian death data.
Introduction
Pricing of retirement income products, using internal models and calculating P&L attributions in corresponding portfolios depend crucially on the accuracy of predicted death probabilities. Life insurers and pension funds typically use deterministic generation life tables obtained from crude death rates and then apply some forecasting model or generation life tables. Afterwards, artificial risk margins are often added to account for phenomena associated with longevity, size of the portfolio, selection phenomena, estimation and various other sources. These approaches often lack a stochastic foundation and are certainly not consistently appropriate for all companies due to a possibly twisted mix of these sources of risk. Moreover, we have observed drastic shifts in death rates (yearly deaths divided by population at June 30 in the corresponding year) due to certain underlying death causes over the past decades. An underlying death cause is to be understood as the disease or injury that initiated the train of morbid events leading directly to death. As an illustration of this fact, Figure 1 .1 shows death rates based on Australian data for death causes, such as mental and behavioural disorders and circulatory diseases, from 1987 to 2011 for various age categories and both genders. Diseases of the circulatory system, such as ischaemic heart disease, have been clearly reduced throughout the past years while death rates due to mental and behavioural disorders, such as dementia, have doubled for older age groups. This observation nicely illustrates the existence of serial dependence amongst different death causes. In our recent work Hirz, Schmock and Shevchenko [2] , we are introducing a novel actuarial framework using a collective risk model called extended CreditRisk + . In light of the issues described above, it provides a unified and stochastically sound approach to model mortality on the one hand and risk aggregation in annuity as well as life insurance portfolios on the other hand. The general form of this credit risk model was introduced by Schmock [5] and is very different from usual time series approaches such as Lee-Carter or cohort models, see Lee and Carter [4] , as well as Cairns et al. [1] . Stochastic modelling of mortality has become increasingly important also because new regulatory requirements such as Solvency II allow internal stochastic models for a more risk-sensitive evaluation of capital requirements and the ability to derive accurate P&L attributions. Our model allows multiple applications, including stochastic modelling of mortality, joint forecasting of death cause intensities, calculation of P&L in life insurance portfolios exactly via Panjer recursion instead of a Monte Carlo method, and partial internal model applications in the (biometric) underwriting risk module. In particular, our model is able to quantify the risk of statistical fluctuations within the next period (experience variance) and parameter uncertainty (change in assumptions).
In this paper we focus on concepts and application aspects of the proposed framework while for details of the proofs and precise mathematical conditions we refer to Hirz, Schmock and Shevchenko [2] . We start with a brief model description in Section 2 and recall different estimation procedures in Section 3. Then, in Section 4, we apply our model and estimation procedures to Australian and Austrian data and give some further applications including mortality forecasts, scenario analysis and a potential internal model application. In Section 5 we give some validation techniques and end with concluding remarks in Section 6.
Model
Based on the collective risk model extended CreditRisk + , see Schmock [5] , we introduce our model as follows. Let {1, . . . , m} denote the set of people (we call them policyholders in light of potential applications to annuity portfolios) in the portfolio and let random death indicators N 1 , . . . , N m indicate the number of deaths (this may also include or be lapse) of each policyholder in the following period. The event {N i = 0} indicates survival of person i whilst {N i ≥ 1} indicates death. Thus, we define death probability q i := E[N i ]. In reality, death indicators are Bernoulli random variables. Unfortunately in practice, such an approach is not tractable for calculating loss distributions of large portfolios as execution times explode. Instead, we will assume a mixed Poisson distribution for each policyholder which is very accurate (as can be shown in numerical examples) and which provides an efficient way for calculating loss distributions.
Consider independent portfolio quantities Y 1 , . . . , Y m with d ≥ 1 dimensions which are assumed to be independent of N 1 , . . . , N m . We are then interested in (random) cumulative quantities due to deaths
where (Y i,j ) j∈N for every i is an i.i.d. sequence of random variables with the same distribution as Y i . Thus, depending on the specific application of our proposed model, portfolio quantities and the sum S can be interpreted differently:
(a) For applications in the context of internal models we may set Y i as the best estimate liability (BEL) of the contract of i such that S gives the sum of BELs of all policyholders who do not survive the following period. (b) In the context of portfolio payment analysis we may set Y i as the payments (such as annuities) to i over the next period such that S gives the sum of payments to all policyholders who do not survive the following period. We may include premiums in a second dimension in order to get joint distributions of premiums and payments. (c) For for applications in the context of mortality and population estimation we may set Y i = 1 such that S gives the number of deaths in the next period.
In the context of cumulative payments L in an annuity portfolio, for example, it is necessary to consider the sum the payments if everyone survives minus all payments which need not be paid due to deaths, i.e. L := m i=1 X i − S, where X i may be equal to Y i or some (random) fraction of sub-annual payments are considered.
To ensure multi-level dependence, we introduce stochastic risk factors Λ 1 , . . . , Λ K which are independent and gamma distributed with mean one and variance σ 2 k > 0. These risk factors can be seen as latent random factors which jointly influence deaths of all policyholders, such as underlying death causes with the stochasticity lying in changes in treatments, better medication, or outbreaks of epidemics, for example. Both the assumption of independence amongst risk factors and the assumption of gamma distributions can be relaxed, see Schmock [5] . Constants w i,0 , . . . , w i,K ∈ [0, 1] for policyholder i represent weights with w i,0 + · · · + w i,K = 1, indicating the vulnerability of policyholder i to risk factors. For every policyholder i, the total number of deaths N i is split up according to risk factors as N i = N i,0 + · · · + N i,K , where the idiosyncratic N 1,0 , . . . , N m,0 are independent from one another, as well as all other random variables, and Poisson distributed with intensity q i w i,0 . Furthermore, conditional on the risk factors, death indicators {N i,k } i∈{1,...,m},k∈{1,...,K} are independent and Poisson distributed with random intensity q i w i,k Λ k . Common stochastic risk factors introduce dependence such that Cov
There exists a numerically stable algorithm to derive the distribution of S very efficiently. It can be found in the detailed paper of Hirz, Schmock and Shevchenko [2] , or in the lecture notes of Schmock [5, Section 6.7]. Basically, this algorithm uses iterated Panjer recursion to derive P(S = n) up to every desired n ∈ N. Approximations arise from mixed Poisson instead of Bernoulli distributions for deaths and-if required-due to stochastic rounding to work with greater loss units. Nevertheless, implementations of this algorithm are significantly faster than Monte Carlo approximations for comparable error levels. As an illustration we take a portfolio with m = 10 000 policyholders having death probabilities q := q i = 0.05 and payments Y i = 1. We then derive the distribution of S using our annuity model for the case with just idiosyncratic risk, i.e., w i,0 = 1, and for the case with just one common stochastic risk factor Λ 1 with variance σ 1 = 0.1 and no idiosyncratic risk, i.e., w i,1 = 1. Then, using 50 000 simulations of the corresponding model where N i is Bernoulli distributed or mixed Bernoulli distributed given truncated risk factor Λ 1 | Λ 1 ≤ 1 q , we compare the results of our annuity model to Monte Carlo, respectively. Truncation of risk factors in the Bernoulli model is necessary as otherwise death probabilities may exceed one. We observe that our annuity model drastically reduces execution times at comparable error levels. Error levels in the purely idiosyncratic case are measured in terms of total variation distance between approximations and the binomial distribution with parameters (10 000, 0.05) which arises as the independent sum of all Bernoulli random variables. Error levels in the purely non-idiosyncratic case are measured in terms of total variation distance between approximations and the mixed binomial distribution where for our annuity model we use Poisson approximation to get an upper bound. Results are summarised in Table 2 .1.
To account for trends in death probabilities and shifts in death causes, we introduce the following parameter families. First, let F Lap denote the cumulative Laplace distribution function with mean zero and variance two, i.e.,
and trend acceleration and trend reduction with parameters (ζ, η) ∈ R × (0, ∞) is given by
The normalisation above guarantees that parameter β can be compared across different data sets. Given x < 0, (2.1) simplifies to an exponential function. Then, death probabilities for all policyholders i, with year of birth z i ∈ R, is given by
where α i , β i , ζ i , κ z i ∈ R and η i ∈ (0, ∞), as well as, for k ∈ {0, . . . , K}, weights are given by
with u i,0 , v i,0 , φ 0 , . . . , u i,K , v i,K , φ K ∈ R, as well as ψ 0 , . . . , ψ K ∈ (0, ∞). Thus, in practical situations, this yields an exponential evolution of death probabilities in (2.3) modulo trend reduction and cohort effects. Expression (2.2) is used for a trend reduction technique which is motivated by Kainhofer, Predota and Schmock [3, Section 4.6.2] and ensures that weights and death probabilities are limited as t → ∞. Conceptionally, the parameter η gives the speed of trend reduction and the parameter ζ on the other hand gives the shift on the S-shaped arctangent curve, i.e., the location of trend acceleration and trend reduction. Parameter κ models cohort effects for groups with the same or a similar year of birth. This factor can also be understood in a more general context, in the sense that a cohort effect may model categorical variates such as smoker/non-smoker, diabetic/non-diabetic or country of residence. Moreover, cohort effects could be used for modelling weights w i,k (t) but is avoided here as sparse data does not allow proper estimation. Even more restrictive, in applications we often fix φ and ψ to reduce dimensionality to suitable levels. Note that in our model every other deterministic trend family can be assumed.
Estimation
Considering discrete-time periods U := {1, . . . , T } with time index t ∈ U , we assume that age-and calendar year-dependent death probabilities q i (t) and corresponding weights w i,k (t), see (2.3) and (2.4), are the same for all representative policyholders i ∈ {1, . . . , m} within the same age category a ∈ {1, . . . , A}, same gender g ∈ {f, m} and with respect to the same risk factor Λ k (t) with death cause k ∈ {0, . . . , K}. For notational purposes we may therefore define q a,g (t) := q i (t) and w a,g,k (t) := w i,k (t) for a representative policyholder i of age category a and gender g with respect to risk factor Λ k (t), with birth years being denoted by z a,t . All random variables at time t ∈ {1, . . . , T } are assumed to be independent of random variables at some different point in time s = t with s ∈ {1, . . . , T }, as well as risk factors Λ k (1), . . . , Λ k (T ) are identically distributed for each k. Given historical population counts m a,g (t) and historical number of deaths n a,g,k (t) due to underlying death causes k = 0, . . . , K we can then derive various estimation procedures if n a,g,k (t) is assumed to be a realisation of the random variable
where M a,g (t) ⊂ {1, . . . , m(t)} with |M a,g (t)| = m a,g (t) denotes the set of policyholders of specified age group and gender. Then, the likelihood function (n | θ q , θ w , σ) of parameters θ q := (α, β, ζ, η, κ), as well as θ w := (u, v, φ, ψ) and σ := (σ k ) given data n := (n a,g,k (t)) is given by
g∈{f,m} n a,g,k (t), as well as ρ a,g,k (t) := m a,g (t)q a,g (t)w a,g,k (t) and ρ k (t) := A a=1 g∈{f,m} ρ a,g,k (t). Since the products in (3.1) can become small, we recommend to use the log-likelihood function instead. Examples suggest that maximum-likelihood estimates are unique. However, deterministic numerical optimisation routines easily break down due to high dimensionality. Switching to a Bayesian setting, it is straightforward to apply Markov chain Monte Carlo (MCMC) methods to get many samples θ = (θ i q , θ i w , σ i ) from the posterior distribution π(θ|n) ∝ (n|θ)π(θ) where π(θ) denotes the prior distribution of parameters. The mean over these samples provides a good point estimate for model parameters and sampled posterior distribution can be used to estimate parameter uncertainty. Various MCMC algorithms are available. Hirz, Schmock and Shevchenko [2] implement a well-known random walk Metropolis-Hastings within Gibbs algorithm, in which case the mode of the posterior samples corresponds to a maximum-likelihood estimate. The method requires a certain burn-in period until the generated chain becomes stationary. To reduce long computational times, one can run several independent MCMC chains with different starting points on different CPUs in a parallel way. To prevent overfitting, it is possible to regularise, i.e., smooth, maximum a posteriori estimates via adjusting the prior distribution π(θ). This technique is particularly used in regression, as well as in many applications, such as signal processing. When forecasting death probabilities in Section 4.4, we use a Gaussian prior distribution with a certain correlation structure.
If risk factors are not integrated out, under a Bayesian setting, we may also derive the posterior distribution of the risk factors. Necessarily in that case, estimatesλ for risk factors andσ for risk factor variances satisfŷ
g∈{f,m} n a,g,k (t) > 0, as well as
where, for givenλ MAP
3) has a unique solution which is strictly positive. Thus, rougher-but still very accurate-estimates are given bŷ
g∈{f,m} ρ a,g,k (t) (3.4) as well asσ
which is simply the sample variance ofλ MAP . Much faster to derive but also less accurate, we can use a matching of moments approach. Therefore, we have to make the simplifying assumption that deaths (N a,g,k (t)) t∈U are i.i.d. which can approximatively be obtained by modifying the deaths n a,g,k (t) via
and, correspondingly, m a,g := m a,g (T ), as well as q a,g := q a,g (T ) and w a,g,k := w a,g,k (T ). Estimatesq MM a,g (t) for death probabilities q a,g (t) can be obtained via minimising mean squared error to death rates which, if parameters ζ, η and κ are previously fixed, can be obtained by regressing
for parameters u a,g,k , v a,g,k , φ k , ψ k via minimising the mean squared error to death rates which again, if parameters φ and ψ are previously fixed, can be obtained by regressing
a,g,k (t) are then given by (2.4) . Defining unbiased estimators for weights W * a,g,k (t) := N a,g,k (t)/(m a,g q a,g ), as well as
Thus, matching of moments estimate for σ k can be defined aŝ
whereσ 2 a,g,k is the estimate corresponding to estimator Σ 2 a,g,k .
4. Real world example 4.1. Prediction of death cause intensities. As an applied example for estimation in our model, as well as for some further applications, we take annual death data from Australia for the period 1987 to 2011. We fit our annuity model using the matching of moments approach, as well as the maximum-likelihood approach with Markov chain Monte Carlo (MCMC). Data source for historical Australian population, categorised by age and gender, is taken from the Australian Bureau of Statistics and data for the number of deaths categorised by death cause and divided into eight age categories, i.e., 50-54 years, 55-59 years, 60-64 years, 65-69 years, 70-74 years, 75-79 years, 80-84 years and 85+ years, denoted by a 1 , . . . , a 8 , respectively, for each gender is taken from the AIHW. The provided death data is divided into 19 different death causes-based on the ICD-9 or ICD-10 classification-where we identify the following ten of them with common non-idiosyncratic risk factors: 'certain infectious and parasitic diseases', 'neoplasms', 'endocrine, nutritional and metabolic diseases', 'mental and behavioural disorders', 'diseases of the nervous system', 'circulatory diseases', 'diseases of the respiratory system', 'diseases of the digestive system', 'external causes of injury and poisoning', 'diseases of the genitourinary system'. We merge the remaining eight death causes to idiosyncratic risk as their individual contributions to overall death counts are small for all categories. Data handling needs some care as there was a change in classification of death data in 1997 as explained at the website of the Australian Bureau of Statistics. Australia introduced the tenth revision of the International Classification of Diseases (ICD-10, following ICD-9) in 1997, with a transition period from 1997 to 1998. Within this period, comparability factors were produced. Thus, for the period 1987 to 1996, death counts have to be multiplied by corresponding comparability factors. Trends are considered as described above where cohort and trend reduction parameters are fixed a priori with values t 0 = 1987, κ z i = 0, ζ a i ,g = φ k = 0 and η a i ,g = ψ k = 1 150 where the last value is based on mean trend reduction in death probabilities with the stated parameter combination. For a more advanced modelling of trend reduction see Figure 4 .5. Thus, within the maximum-likelihood framework, we end up with 394 parameters, with 362 to be optimised, in our annuity model. As deterministic numerical optimisation of the likelihood function breaks down due to high dimensionality, we use MCMC in this maximum-likelihood setting instead. Based on 40 000 MCMC steps with burn-in period of 10 000 we are able to derive estimates of all parameters. The execution time of our algorithm is roughly seven hours on a standard computer in 'R', several parallel MCMC chains can be run, each with different starting values. We can use Equation ( for the risk factor of mental and behavioural disorders. These confidence intervals are derived from corresponding MCMC chains and, therefore, solely reflect uncertainty associated with parameter estimation. Note that results for estimated trends depend on the length of the data period as short-term trends might not coincide with mid-to long-term trends.
Scenario analysis.
As an explanatory example of our annuity model, assume m = 1 600 policyholders which distribute uniformly over all age categories and genders, i.e., each age category contains 100 policyholders with corresponding death probabilities, as well as weights as previously estimated and forecasted for 2012. Annuities X i = Y i for all i ∈ {1, . . . , m} are paid annually and take deterministic values in {11, . . . , 20} such that ten policyholders in each age and gender category share equally high payments. We now want to analyse the scenario, indexed by 'scen', that deaths due to neoplasms are reduced by 25 percent in 2012 over all age categories. In that case, we can estimate the realisation of risk factor for neoplasms, see (3.2), which takes an estimated value of 0.7991. Running our annuity model with this risk factor realisation being fixed, we end up with a loss distribution L scen where deaths due to neoplasms have decreased. Figure 4 .2 then shows probability distributions of traditional loss L without scenario, as well as of scenario loss L neo with corresponding 95 percent and 99 percent quantiles. We observe that a reduction of 25 percent in cancer death rates leads to a remarkable shift in quantiles of the loss distribution as fewer people die and, thus, more annuity payments have to be made. 
4.3.
Forecasting death rates and comparison with the Lee-Carter model. We can compare out-of-sample forecasts of death rates from our model to forecasts obtained by other mortality models. In this paper, we choose the traditional Lee-Carter model as a proxy, see, for example, Kainhofer, Predota and Schmock [3, Section 4.5.1], as our model is conceptionally based on a similar idea and as it is widely used in practice. Henceforth, we set Y j (t) := 1 for all people j ∈ M a,g (t) with M a,g (t) = {1, . . . , m a,g (T )} and t ∈ {T + 1, . . . , S}. The simplifying assumption of a constant population is conservative as population tends to increase and, therefore, statistical fluctuations are over-estimated. To show a further application of our model we compare out-of-sample forecasts from our model to forecasts obtained by the traditional Lee-Carter model. Given the number of living people m a,g (t), as well as annual deaths n a,g (t) := K k=0 n a,g,k (t), the Lee-Carter approach models logarithmic death rates log r a,g (t) := log n a,g (t) − log m a,g (t) in the form log r a,g (t) = µ a,g + τ t ν a,g + ε a,g,t with independent normal error terms ε a,g,t with mean zero and common time-specific components τ t . Using suitable normalisations, estimates for these components can be derived via method of moments and singular value decompositions, see, for example, Kainhofer, Predota and Schmock [3, Section 4.5.1]. Forecasts may then be obtained by using auto-regressive models for τ . Conversely, using our model it is straight-forward to forecast death rates and to give corresponding confidence intervals via setting Y j (t) := 1 for all people j ∈ M a,g (t) with M a,g (t) = {1, . . . , m a,g (T )} and t ∈ {T + 1, . . . , S}. The assumption of constant population for forecasts in Australia is conservative as population tends to increase and, therefore, statistical fluctuations are over-estimated. As an alternative, more sophisticated models for population forecasts can be used.
Then, for an estimateθ of parameter vector θ run our annuity model with parameters forecasted, see (2.3) and (2.4). We then obtain the distribution of the total number of deaths S a,g (t) givenθ and, thus, forecasted death rater a,g (t) is given by P r a,g (t) = n m a,g (T )
= P(S a,g (t) = n) , n ∈ N 0 .
Uncertainty in the form of confidence intervals represent statistical fluctuations, as well as random changes in risk factors. Additionally, using results obtained by Markov chain Monte Carlo (MCMC) it is even possible to incorporate parameter uncertainty into predictions.
To account for an increase in uncertainty for forecasts we suggest to assume increasing risk factor variances for forecasts, e.g.,σ 2 k (t) = σ 2 k (1 + d(t − T )) 2 with d ≥ 0. A motivation for this approach with k = 1 is the following: A major source of uncertainty for forecasts lies in an unexpected deviation from the estimated trend for death probabilities. We may therefore assume that rather than being deterministic, forecasted values q a,g (t) are beta distributed (now denoted by Q a,g (t)) with E[Q a,g (t)] = q a,g (t) and variance σ 2 Q,a,g (t) which is increasing in time. Then, given independence amongst risk factor Λ 1 and Q a,g (t), we may assume that there exists a future point t 0 such that
In that case, Q a,g (t)Λ 1 is again gamma distributed with mean one and increased variance q a,g (t 0 )σ 2 1 (instead of q 2 a,g (t 0 )σ 2 1 for the deterministic case). Henceforth, it seems reasonable to stay within the family of gamma distributions for forecasts and just adapt variances over time. Of course, families for these variances for gamma distributions can be changed arbitrarily and may be selected via classical information criteria.
Using in-sample data, d can be estimated using (3.1) with all other parameters being fixed. Using Australian death and population data for the years 1963 to 1997 we estimate model parameters via MCMC in our annuity model with one common stochastic risk factor having constant weight one. In average, i.e., for various forecasting periods and starting at different dates, parameter d takes the value 0.22 in our example. Using fixed trend parameters as above, and using the mean of 30 000 MCMC samples, we forecast death rates and corresponding confidence intervals out of sample for the period 1998 to 2013. We can then compare these results to realised death rates within the stated period and to forecasts obtained by the Lee-Carter model which is shown in Figure 4 .3 for females aged 50 to 54 years. We observe that true death rates mostly fall in the 90 percent confidence band for both procedures. Moreover, Lee-Carter forecasts lead to wider spreads of quantiles in the future whilst our model suggests a more moderate increase in uncertainty. Taking various parameter samples from the MCMC chain and deriving quantiles for death rates, we can extract contributions of parameter uncertainty in our model coming from posterior distributions of parameters. 
4.4.
Forecasting death probabilities. Forecasting death probabilities within our annuity model is straight forward using (2.3). In the special case with just idiosyncratic risk, i.e., K = 0, death indicators can be assumed to be Bernoulli distributed instead of being Poisson distributed in which case we may write the likelihood function in the form
A a=1 g∈{f,m} m a,g (t) n a,g,0 (t) q a,g (t) n a,g,0 (t) (1 − q a,g (t)) m a,g (t)−n a,g,0 (t) , with 0 ≤ n a,g,0 (t) ≤ m a,g (t). Due to possible overfitting, derived estimates may not be sufficiently smooth across age categories a ∈ {1, . . . , A}. Therefore, if we switch to a Bayesian setting, we may use regularisation via prior distributions. To guarantee smooth results and a sufficient stochastic foundation, we suggest the usage of Gaussian priors with mean zero and a specific correlation structure, i.e., π(α, β, ζ, η, κ) = π(α)π(β)π(ζ)π(η)π(κ) with log π(α) := −c α g∈{f,m}
(4.1) and correspondingly for β, ζ, η and κ. Parameters c α (correspondingly for β, ζ, η and κ) is a scaling parameters and directly associated with the variance of Gaussian priors while normalisation-parameter d α guarantees that π(α) is a proper Gaussian density. Penaltyparameter ε α scales the correlation amongst neighbour parameters in the sense that the lower it gets, the higher the correlation. The more we increase c α the stronger the influence of, or the believe in the prior distribution. This particular prior distribution penalises deviations from the ordinate which is a mild conceptual shortcoming as this does not accurately reflect our prior believes. Nevertheless, it yields good results and allows a direct analysis of prior variances and covariances of parameters. Setting ε α = 0 gives an improper prior with uniformly distributed (on R) marginals such that we gain that there is no prior believe in expectations of parameters but, simultaneously, lose the presence of variancecovariance-matrices and asymptotically get perfect positive correlation across parameters of different ages. However, setting ε α = 0 very often gives better fits of estimates. An optimal choice of regularisation parameters c α , c β , c ζ , c η and c κ can be obtained by cross-validation. Furthermore, we set ε α = ε β = 10 −2 and ε ζ = ε η = ε κ = 10 −4 as this yields a suitable prior correlation structure which decreases with higher age differences and which is always positive, see the left plot in Figure 4 There exist many other reasonable choices for Gaussian prior distributions. For example, replacing graduation terms (α a,g − α a+1,g ) 2 in (4.1) by higher order differences of the form k ν=0 (−1) ν k ν α a,g+ν 2 yields a penalisation for deviations from a straight line with k = 2, see middle plot in Figure 4 .4, or from a parabola with k = 3, see right plot in Figure 4 .4. The usage of higher order differences for graduation of statistical estimates goes back to the Whittaker-Henderson method. Taking k = 2, 3 unfortunately yields negative prior correlations amongst certain parameters which is why we do not recommend their use. Of course, there exist many further possible choices for prior distributions. Results for Australian data from 1971 to 2013 with t 0 = 2013 are given in Figure 4 .5. Using MCMC we derive estimates for logarithmic death probabilities log q a,g (t) with corresponding forecasts, mortality trends β a,g , as well as trend reduction parameters ζ a,g , η a,g and cohort effects κ z a,g . Recall that ζ a,g yields the point in time when trend acceleration transits into trend reduction. Values close zero indicate that trend reduction is about to start whilst negative values indicate that trend reduction is already in place. We observe negligible parameter uncertainty due to a long period of data. Further, regularisation parameters obtained by cross-validation are given by c α = 1 300, c β = c η = 30 000c α , c ζ = c α /20 and c κ = 1 000c α . We can draw some immediate conclusions. Firstly, we see an overall improvement in mortality over all ages where the trend is particularly strong for young ages and ages between 50 and 80 whereas the trend vanishes towards the age of 100, maybe implying a natural barrier for life expectancy. Due to sparse data the latter conclusion should be treated with the utmost caution. Furthermore, we see the classical hump of increased mortality driven by accidents around the age of 20 which is more developed for males.
Secondly, estimates for ζ a,g suggest that trend acceleration switched to trend reduction throughout the past 20 to 30 years, with a similar shape for males and females. Estimates for η a,g show that the speed of trend reduction is unexpectedly high, even stronger for males. It should be noted that estimates for ζ a,g and η a,g are sensitive to penalty-parameters ε ζ , ε η . Estimates for κ z a,g show that the cohort effect is particularly strong (in the sense of increased mortality) for the generation born around 1915-probably associated with World War II-and particularly weak for the generation born around 1945.
Henceforth, based on forecasts for death probabilities, expected future life time can be estimated. To be consistent concerning longevity risk, mortality trends have to be included as a 60-year-old today will probably not have as good medication as a 60-year-old in several decades. However, it seems that this is not the standard approach in the literature. Based on the definitions above, expected (curtate) future life time of a person at date T is given by
where survival probabilities over k ∈ N years are given by k p a,g (T ) := k−1 j=0 1−q a+j,g (T +j) and where K a,g (T ) denotes the number of completed future years lived by a person of particular age and gender at time T . In Australia we get a life expectancy of roughly 80.7 years for males and 84.9 for females born in 2013. Thus, comparing these numbers to a press release from October 2014 from the Australian Bureau of Statistics saying that 'Aussie men now expected to live past 80', we get similar results whereas our forecasts are slightly higher due to the consideration of mortality trends. It has to be noted that our results just show a modest increase in life expectancy (compared to the ABS press release) which is mainly due to a clear trend reduction, i.e., high values η, in mortality throughout the past ten years. If we do not believe in such a strong trend reduction, we may use a longer data history or a priori fix trend reduction parameters to a lower level. For example if we set ζ a,g = 1972, i.e., we assume trend reduction from the beginning of our data set, estimation gets more stable and parameter η a,g takes levels around 0.005 for males and 0.01 for females. In that case, due to negligible trend reduction, our model states that Australian men, born in 2013, are expected to live roughly 91 years and, thus, almost closing the gap to women who are also expected to live 91 years.
As a second example, we consider Austrian data from 1965 to 2014 with t 0 = 2014 and apply MCMC, again. In contrast to the Australian example, we assume κ = 0, i.e. no cohort effects, and set ε α = ε β = ε ζ = ε η = 0. Setting κ = 0 drastically reduces execution times, gives more stable estimates across time and, thus, this assumption is particularly useful for deriving long-term forecasts and life expectancy. Assuming ε α = ε β = ε ζ = ε η = 0 shows better fits of death probabilities across different ages. Regularisation parameters obtained by cross-validation are given by c α = 150, c β = 2 · 10 6 , c ζ = 10 and c η = 2 · 10 6 . The results, see fig:PDforecast4 , show an overall improvement in mortality over all ages where the trend is particularly strong for young ages whereas the trend vanishes towards the age of 100, maybe implying a natural barrier for life expectancy. Due to sparse data the latter conclusion should be treated with the utmost caution. Furthermore, we see the classical hump of increased mortality around the age of 20. Estimates for ζ a,g suggest that trend acceleration switched to trend reduction throughout the past 20 to 30 years. Estimates for η a,g show that the speed of trend reduction is high, even stronger for males over most ages. Henceforth, based on forecasts for death probabilities, expected future life time can be estimated. To be consistent concerning longevity risk, mortality trends have to be included as a 60-year-old today will probably not have as good medication as a 60-year-old in several decades. In Austria we get a life expectancy of roughly 84.9 years for males and 86.9 for females born in 2014, i.e. significantly above official figures. For 60-year-old males and females we get expected future life times of 23.8 years and 26.1 years, respectively.
Using estimated values of death probabilities, weights and risk factor variances, as well as population forecasts (which are usually freely available at official statistical bureaus), our annuity model can be used to derive confidence bands for absolute numbers of deaths due to certain causes setting Y i = 1. Using different MCMC parameter samples and using the parameter δ as described above, parameter risk and uncertainty in forecasts can be incorporated, respectively.
Mortality risk, longevity risk and Solvency II application. In light of the previous section, life tables can be projected into the future and, thus, it is straightforward to derive best estimate liabilities (BEL) of annuities and life insurance contracts. The possibility that death probabilities differ from an expected curve, i.e. estimated parameters do no longer reflect the best estimate and have to be changed, contributes to mortality or longevity risk, when risk is measured over a one year time horizon as in Solvency II and the duration of in-force insurance contracts exceeds this time horizon. In our model, this risk can be captured by considering various MCMC samples (θ h ) h=1,...,m , yielding distributions of BELs. For example, taking D(T, T + t) as the discount curve from time T + t back to T and choosing an MCMC sampleθ h of parameters to calculate death probabilities q h a+t,g (T + t) and survival probabilities p h a,g (T ) at age a with gender g, the BEL for a term life insurance contract which pays 1 unit at the end of the year of death within the contract term of d years is given by
In a next step, this approach can be used as a building block for (partial) internal models to calculate basic solvency capital requirements (BSCR) for biometric underwriting risk under Solvency II, as illustrated in the following example. Consider an insurance portfolio at time 0 with n ∈ N whole life insurance policies with lump sum payments C i > 0, for i = 1, . . . , n, upon death at the end of the year. Assume that all assets are invested in an EU government bond (risk free under the standard model of the Solvency II directive) with maturity 1, nominal A 0 and coupon rate c > −1. Furthermore, assume that we are only considering mortality risk and ignore profit sharing, lapse, costs, reinsurance, deferred taxes, other assets and other liabilities, as well as the risk margin. Note that in this case, basic own funds, denoted by BOF t , are given by market value of assets minus BEL at time t, respectively. Then, the BSCR at time 0 is given by the 99.5% quantile of the change in basic own funds over the period [0, 1], denoted by ∆BOF 1 , which can be derived by, see (4.3),
whereθ := 1 m m h=1θ h and where N h 1 , . . . , N h n are independent and Poisson distributed with E N h i = q h a i ,g i (0) with policyholder i belonging to age group a i and of gender g i . The distribution of the last sum above can be derived efficiently by Panjer recursion. This example does not require a consideration of market risk and it nicely illustrates how mortality risk splits into a part associated with statistical fluctuation (experience variance: Panjer recursion) and into a part with long-term impact (change in assumptions: MCMC). Note that by mixing N i with common stochastic risk factors, we may include other biometric risks such as morbidity.
Consider a portfolio with 100 males and females at each age between 20 and 60 years, each having a 40-year term life insurance, issued in 2014, which provides a lump sum payment between 10 000 und 200 000 (randomly chosen for each policyholder) if death occurs within these 40 years. Using MCMC samples and estimates based on the Austrian data from 1965 to 2014 as given in the previous section, we may derive the change in basic own funds from 2014 to 2015 by (4.3). The distribution of change in BOFs is shown in Figure 4 .7 where we observe a 99.5% quantile, i.e. the SCR, lying slightly above one million. If we did not consider parameter risk in the form of MCMC samples, the SCR would decrease by roughly 33%.
Model Validation
Having estimated model parameters, it is straight-forward to derive validation techniques for our annuity model. For the first procedure, transform the data by (3.5) such that we may (very roughly) assume that sequence of number of deaths (N a,g,k (t)) t∈{1,...,T } is i.i.d. over time. We then get explicit formulas for Var(N a,g,k ), as well as Cov(N a,g,k , N a ,g ,k ) and can then use samples from the Markov chains to derive quantiles. Then, these bounds can be compared to corresponding sample variances and sample covariances. In our Australian example 45.9 percent of all sample variances and covariances lie within five and 95 percent quantiles.
For the second procedure define N * a,g,k (t) := N a,g,k (t) − E[N a,g,k (t)|Λ k (t)]
Var(N a,g,k (t)|Λ k (t)) = N a,g,k (t) − m a,g q a,g w a,g,k Λ k (t) m a,g q a,g w a,g,k Λ k (t) , and note that the conditional central limit theorem implies N * a,g,k (t) → N (0, 1) in distribution as m a,g (t) → ∞ where N (0, 1) denotes the standard normal distribution. Knowing that Cov(N * a,g,k (t), N * a ,g ,k (t)) = 0 for all k = k , we may as well test for correlation with a simple t-test. Applying this procedure to Australian data, we get that 88.9 percent of all tests are accepted at a five percent significance level.
A third possibility is to test for serial correlation in (N * a,g,k (t)) t∈{1,...,T } , e.g., via the Breusch-Godfrey test. Applying this validation procedure on Australian data gives thatthe null hypothesis, i.e., that there is no serial correlation of order 1, 2, . . . , 10, is not rejected at a five percent level in 93.8 percent of all cases. Serial correlation is interesting insofar as there may be serial causalities between a reduction in deaths due to certain death causes and a possibly lagged increase in different ones, see Figure 1 .1. Note that we already remove a lot of dependence via time-dependent weights and death probabilities.
Finally, we may use estimates for risk factor realisations to test whether risk factors are gamma distributed with mean one and variance σ 2 k or not, e.g., via the Kolmogorov-Smirnov test. Note that estimates for risk factor realisations can either be obtained via MCMC based on the maximum a posteriori setting or by Equations (3.2) or (3.4) . For Australia, this test gives acceptance of the null hypothesis for all risk factors on all suitable levels of significance.
For choosing a suitable family for mortality trends, information criteria such as AIC, BIC, or DIC can be applied straight away. The decision how many risk factors to use cannot be answered by traditional information criteria since a reduction in risk factors leads to a different data structure. It also depends on the ultimate goal. For example, if the development of all death causes is of interest, then a reduction of risk factors is not wanted.
On the contrary, in the context of annuity portfolios several risk factors may be merged to one risk factor as their contributions to the risk of the total portfolio are small.
Conclusion
Our approach provides a useful actuarial tool with numerous applications such as stochastic mortality modelling, P&L derivation in annuity and life insurance portfolios as well as (partial) internal model applications. Yet, there exists a fast and numerically stable algorithm to derive loss distributions exactly, even for large portfolios. We provide various estimation procedures based on publicly available data. The model allows for various other applications, including mortality forecasts. Compared to the Lee-Carter model, we have a more flexible framework, get tighter bounds and can directly extract several sources of uncertainty. Straightforward model validation techniques are available.
