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When dressed particles (polarons) exchange quantum phonons, the resulting interactions are gen-
erally attractive. If the particles have hard-core statistics and the coupling to phonons is through
the kinetic energy terms, phonon-mediated interactions are repulsive. Here, we show that such re-
pulsive phonon-mediated interactions bind dressed particles into bipolarons with unique properties.
These bipolaron states appear in the gap between phonon excitations, above the two-polaron con-
tinuum. While thermodynamically unstable, the bipolaron is protected by energy and momentum
conservation and represents a novel quasiparticle with a large dispersion and a negative effective
mass near zero momentum. We discuss possible experimental implementation of the conditions for
the formation of such repulsively bound bipolarons.
I. INTRODUCTION
Most composite objects in nature are bound by con-
servative forces, which are attractive. Dissipative forces
act to reduce the stability of bound objects by allowing
tunnelling out of bound states, except in specific cases
when dissipation traps the system in a local minimum
of a conservative potential [1]. For particles in a lattice,
the dispersion is finite and the two- or few-particle con-
tinuum is bounded from both below and above. As a
consequence, such particles can be bound by conserva-
tive repulsive interactions, which push the bound state
to an energy above the continuum [2]. The influence
of such “repulsively bound” states on quantum walks of
interacting bosons was recently demonstrated in exper-
iments probing the dynamics of ultracold atoms in an
optical lattice [3]. Repulsively bound states are funda-
mentally important as (i) they are expected to restrict
certain quantum phases of many-body quantum systems
to a finite range of Hamiltonian parameters [4]; (ii) they
can induce correlations between particles in the high en-
ergy part of the continuum through virtual excitations;
(iii) they are thermodynamically unstable states, which
can nevertheless trap quantum systems thus impeding
thermalization.
Here we demonstrate the binding of particles by re-
pulsive phonon-mediated interactions in the Peierls/ Su-
Schrieffer-Heeger (SSH) model [5–9]. This problem is
unique for two reasons. Firstly, phonon-mediated inter-
actions in the celebrated Holstein and Fro¨hlich models
are generally attractive [10–13]. However, as we showed
recently, the interactions between hard-core particles in-
duced by coupling to quantum phonons described by the
less studied Peierls/Su-Schrieffer-Heeger (SSH) model
are repulsive [14]. Secondly, the spectrum of phonons
is unbounded from above. Any bound state embedded in
the continuum of phonons should be expected to decay
through coupling to phonons. However, if the phonons
are gapped and the dispersion of the bound state is
smaller than the gap, this decay may be prohibited by
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FIG. 1. (color online) V − t2 phase diagram. t is the bare
NN hopping. The grey shaded region represents unbound po-
larons, while the light and dark salmon colored regions rep-
resent K = 0 bipolarons and stable bipolarons, respectively.
The blue solid line corresponds to the Peierls/SSH model for
which V = 4t2. The Peierls/SSH model line is right on the
boundary between the region of stable bipolarons and the
K = 0 bipolarons at t2 = t
∗
2 ≈ 0.8 corresponding to λC ≈ 1.6;
the value of λ marking the onset of stable Peierls/SSH bipo-
larons, where λ = 2g2/h¯Ωt. The blue dashed line corresponds
to the Peierls/SSH model supplemented with one unit of NN
repulsion between the bare particles. The black diamond
symbols mark the two points λ = 1.6 and λ = 4 on the
Peierls/SSH line for which splitting of the repulsive bipolaron
states from the continuum is illustrated in Fig. 2.
conservation of energy. Under such conditions, the con-
tinuum of two particles + phonon states separates into
bands and the repulsive phonon-induced interactions lead
to the formation of a stable bound state of two bare par-
ticles dressed by phonons, i.e. a bipolaron [15] pushed to
an energy between the bands. The repulsive bipolaron is
particularly relevant to ultracold quantum simulators for
which tunable gapped phonons can be engineered.
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2In general, dressing of particles by a bosonic or
fermionic field leads to a variety of rich effects, ranging
from polaronic effects [16–23] and BCS [24–26] pairing
in the dilute filling limit to Peierls and Mott physics at
finite fillings [27]. Polarons and bipolarons represent a
classical problem in quantum field theory [28–30], and
have acquired much recent attention due to experimen-
tal advances in atomic, molecular and optical (AMO)
physics, with realizations of polaron continuum models
as impurities in BECs [31–35] and Fermi liquids [36–40]
and polaron lattice models with cold atoms dressed by
Rydberg excitations [41] and polar molecules [42, 43] in
optical lattices, self-assembled ultracold dipolar crystals
[44–47], ions in rf traps [48] and superconducting qubits
[49–52]. The interest in polaron physics stems from a
fundamental research goal: understanding renormaliza-
tion of quasiparticles and emergent interactions in quan-
tum field theory. In most of these studies the focus is on
ground state properties. Excited states are, however, a
part of a rich and complex spectrum, where interactions
between dressed particles are much less studied and un-
derstood. To this end, stable bipolarons in the spectral
region above the two-polaron continuum represent a new
paradigm for binding of dressed particles.
II. MODEL
We consider the Peierls/Su-Schrieffer-Heeger(SSH)
model for hard-core particles (e.g., spinless fermions,
hard-core bosons) on a one-dimensional lattice, H =
Hp +Hph + V , where
Hp = −t
∑
i
(
c†i ci+1 + h.c.
)
(1)
is the tight-binding model of the bare particles with
nearest-neighbour (NN) hopping (h.c. is the Hermi-
tian conjugate) for which
{
ci, c
†
j
}
±
= δij , {ci, cj}± ={
c†i , c
†
j
}
±
= 0 and i is the site index. The subscript ±
refers to the anticommutator for fermions and the com-
mutator for bosons, respectively. We enforce the hard-
core condition c†i c
†
i = 0. Hph is given by
Hph = h¯Ω
∑
i
b†i bi (2)
with [bi, b
†
j ] = δij , [bi, bj ] = [b
†
i , b
†
j ] = 0. This term de-
scribes Einstein phonons of frequency Ω, i.e. an infinite
ladder of states separated by h¯Ω. The interaction
Vˆ = g
∑
i
(
c†i ci+1 + h.c.
)(
b†i + bi − b†i+1 − bi+1
)
(3)
is the Peierls/SSH particle-phonon coupling. This inter-
action describes the modulation of the hopping ampli-
tude by out-of-phase “breathing mode” phonons [5–9].
We characterize the particle-phonon coupling by the di-
mensionless parameter
λ = 2g2/h¯Ωt. (4)
In this work, we focus on the anti-adiabatic limit
t, g  h¯Ω (as follows from the discussion below, the
regime of particular interest here is t  g  h¯Ω) and
investigate the conditions for the formation of repulsively
bound bipolarons. The repulsive bipolaron is separated
from the higher bipolaron+phonon states by energy gaps
that are proportional to Ω. Thus, the repulsive bipolaron
is expected to be stable in this limit.
III. EFFECTIVE HAMILTONIAN
We set the lattice constant a to unity in all the follow-
ing equations.
In the two-bare-particle sector, the SSH interaction (3)
induces both repulsive phonon-mediated density-density
interaction and “pair-hopping” interactions for particles
with hard-core statistics [14] as we explain below.
In the anti-adiabatic limit, the contribution of N -
phonon excitations decays as (g/h¯Ω)N . This allows us
to derive an effective theory to order (g/h¯Ω) by project-
ing out higher energy multi-phonon states. For more
details, see Appendix A. We note that this approach
has been shown to be quantitively accurate in the anti-
adiabatic limit [14, 23] and furthermore elucidates the in-
tricate physical mechanisms induced by interactions with
phonons. We will comment on the generality of our re-
sults in a following section.
We first consider a single particle coupled to phonons.
This effective Hamiltonian first derived in Ref. [23] reads:
hˆ1 = −0
∑
i
nˆi +
∑
i
(−tc†i ci+1 + t2c†i ci+2 + h.c.), (5)
where now the c operators act in the space of polarons.
This Hamiltonian describes a dressed particle charac-
terized by the NN hopping t and an effective phonon-
mediated next-nearest-neighbour (NNN) hopping t2 =
g2/h¯Ω = λt/2, arising from the interaction between
the bare particle and the phonons. The NNN hop-
ping can be viewed as a second-order process: c†i |0〉 Vˆ=⇒
c†i+1b
†
i+1|0〉 Vˆ=⇒ c†i+2|0〉. Note that the NNN hopping
must be positive t2 > 0.
This term leads to a reduced effective mass at strong
coupling and thus indicates a departure from typical po-
laronic behavior of the Holstein and Fro¨hlich models,
where the coupling enhances the polaron’s effective mass.
For more details, see Ref. [53].
The four processes c†i |0〉 Vˆ=⇒ c†i±1b†i±1|0〉 Vˆ=⇒ c†i |0〉 and
c†i |0〉 Vˆ=⇒ c†i±1b†i |0〉 Vˆ=⇒ c†i |0〉 give rise to the polaron
formation energy 0 = 4g
2/h¯Ω = 2λt. The resulting
polaron dispersion is
EP (k) = −0 − 2t cos(k) + 2t2 cos(2k). (6)
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FIG. 2. (color online) Energy spectrum of two hard-core bare particles in the one-dimensional Peierls/SSH model. The red line
represents the repulsive bipolaron dispersion and the blue shaded region shows the two-polaron continuum band for a) λ = 1.6
and b) λ = 4, where λ = 2g2/h¯Ωt, t is the bare NN hopping and a is the lattice constant. For λ = 1.6, parts of the band are
split from the continuum, while for λ = 4 the whole band is split except near the edges of the Brillouin zone. The inset of
b) illustrates the repulsive bipolaron log probability distribution Γn(K) = log10[Pn(K)] defined for Pn(K) ≡ |〈K,BP |K,n〉|2,
where |K,BP 〉 is the bipolaron state and n is the relative separation of the particles for KBP = 0 (salmon) and KBP = pi
(indigo). In both cases, the particles are NN with highest probability. Note that for KBP = pi, even n relative separation
between particles is forbidden. For more details, see Appendix B.
Here we are particularly interested in the case of
t2 > t, where the dispersion is dominated by the phonon-
mediated interactions. Note that t2 can exceed t even if
g/h¯Ω  1. For a particular example, consider the case
of g/h¯Ω = 0.1 and g > 10 t, yielding the desired result.
Repeating the calculation for two particles [14], we find
hˆ2 = hˆ1 + 0
∑
i
nˆinˆi+1, (7)
illustrating the appearance of phonon-mediated NN re-
pulsion. Its origin can be explained as follows: if the
particles are n ≥ 2 sites apart, each lowers its energy
by 0 through hops to its adjacent sites and back, ac-
companied by virtual phonon emission and absorption,
as explained above. However, if the particles are on ad-
jacent sites, then the hard-core condition blocks half of
these processes, i.e. each particle can only lower its en-
ergy by 0/2. Thus, there is an energy cost for particles
to be adjacent equal to 0 = 2λt.
This Hamiltonian also includes “pair-hopping” inter-
actions which mediate the hopping of NN pairs via ex-
change of phonons. In this process the pair moves as
a whole as opposed to hopping of one particle past the
other which is forbidden by the hard-core statistics. In
the anti-adiabatic limit considered in this work, the NNN
hopping precisely compensates for the pair-hopping pro-
cess. See Ref. [14] for more details.
Two Peierls/SSH polarons in the limit g/h¯Ω  1 are
thus described by the limiting case of the t−t2−V model
Heff = −0
∑
i
nˆi − t
∑
i
(
c†i ci+1 + h.c.
)
+ t2
∑
i
(
c†i ci+2 + h.c.
)
+ V
∑
i
nˆinˆi+1, (8)
with V = 0 = 2λt and t2 = λt/2.
This model is characterized by NNN hopping and pair-
hopping for NN bound pairs both with a sign opposite
to that of the NN hopping. Thus, this model cannot be
taken as a limit to a long-range power law hopping model.
This is a unique feature of this model which explains
why the repulsive bipolarons formed in this model are
different from the t2 = 0 repulsively bound pairs, as we
shall demonstrate below.
To understand phonon-mediated pairing, we first study
the full phase diagram of the model (8) in the entire range
of V and t2. We derive an exact Bogoliubov-Born-Green-
Kirkwood-Yvon (BBGKY) equation-of-motion (EOM)
to solve for the two-particle propagator [54, 55]
G(K,n, ω) = 〈K, 1| Gˆ(ω) |K,n〉 defined for two-particle
states |K,n〉 = ∑i eiK(Ri+n/2)√N c†i c†i+n |0〉 with n ≥ 1. We
extract bound state properties from the pole of the prop-
agator that appears above the continuum band. The con-
tinuum is the convolution of two single polaron bands sat-
isfying the conservation of momentum. We briefly outline
the calculation procedure in Appendix B.
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FIG. 3. (color online) The repulsive bipolaron dispersion
EK ≡ EBP (K)−EBP (0) in units of the bare NN hopping, t,
for various values of λ = 2g2/h¯Ωt. a is the lattice constant.
The dashed line represents the onset of Peierls/SSH bipolaron
formation. The two blue lines were illustrated in Fig. 2, while
the red lines label strong coupling bipolarons. Note that the
bipolaron dispersion exhibits both large curvature and band-
width, which increase with the coupling strength.
IV. RESULTS
We set h¯ = 1 and study the phase diagram of the model
(8). Fig. 1 shows the regions in parameter space char-
acterizing the appearance of stable repulsive bipolarons,
metastable repulsive bipolarons, and unbound polarons.
We define stable bipolarons as those with energy sepa-
rated from the continuum at all values of the bipolaron
momentum K. By contrast, metastable bipolarons are
defined as bipolarons with energy dispersion split from
the continuum at K = 0, while merging with the contin-
uum at other values of K. Such bipolarons may dissoci-
ate by momentum-changing collisions.
To understand the binding mechanism, we first con-
sider the effect of the t2 term on the continuum band.
As λ increases, the NNN hopping dominates leading to a
transition of the single polaron dispersion from one with
a minimum at k = 0 to one with a doubly degenerate dis-
persion with two minima at finite k = ±pi/2. This leads
to an asymmetry in the two-polaron continuum with up-
ward shifting near the center of the Brillouin zone above
the zero of energy. Note that the asymmetry is reversed
for t2 → −t2 as the single polaron band would then have
two maxima instead of two minima. Thus, this NNN
hopping cannot be considered as a cut-off to a longer-
range hopping as we argued before. As t2 increases, the
continuum band broadens near the bottom and narrows
at the top and near the edges (not shown) till |t2| > |t|,
after which this asymmetry decreases (see Fig. 2) as the
NNN hopping dominates and the NN hopping becomes
a perturbative term.
To bind polarons, the interaction must compensate for
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FIG. 4. (color online) The dependence of the inverse effective
mass, ta2/m∗, for the repulsive bipolaron on λ = 2g2/h¯Ωt.
The effective mass of the bipolaron m∗ is defined as m∗ =
(∂2EBP (K)/∂K
2)−1 for K = 0, t is the bare NN hopping and
a is the lattice constant. The inset illustrates the dependence
of the energy gap, ∆, between the repulsive bipolaron and
the edge of the two-polaron continuum band on λ at various
values of K. The dark blue and dark red solid lines label the
gaps for K = 0 and K = pi, respectively; the dashed, dash-
dotted and dotted lines label the gaps for K = pi/4, K = pi/2
and K = 3pi/4, respectively. Note that ∆ vanishes for K = pi.
the kinetic energy lost by binding. For t2 = 0, bind-
ing happens for V > 2 t [56]. However, t2 enhances the
kinetic energy of individual polarons shifting the con-
tinuum band center upwards as explained above. Thus,
a higher V is required to bind polarons. This is what
we observe in numerical calculations shown in Fig. 1.
The K = 0 bound states first appear at a critical value
t∗2 ≈ 0.8 t. For t2 < t∗2, a bound state is split every-
where in the Brillouin zone, once it is split at K = 0.
As t2 surpasses t
∗
2, the asymmetry is lost and the contin-
uum edges shift upwards and become closer in energy to
the continuum center. Thus, a greater V is required to
split the entire spectrum at higher K. This implies that
metastable K = 0 bipolarons can decay into the contin-
uum near the Brillouin zone edges by collisions with other
bipolarons or through other K-changing mechanisms.
For the Peierls/SSH model, the ratio V/t2 = 4 is fixed,
as shown by the blue line in Fig. 1. When t2 > t
∗
2, the
Peierls/SSH model line is right on the boundary between
the region of stable bipolarons and the K = 0 bipolarons.
Fig. 2 demonstrates the splitting of repulsively bound
states from the continuum for two points on this line
marked by symbols in Fig. 1. Fig. 2a) corresponds to
λ = 1.6 (t2 = t
∗
2), illustrating the onset a bound state
at K = 0. Fig. 2b) corresponds to λ = 4, illustrating
the onset of a bound state split from the continuum at
all values of K. This state merges with the continuum
near the edge of the Brillouin zone. The V/t2 = 4 line at
5t2 > t
∗
2 thus marks the onset of stable bipolarons. Note
that any repulsion between bare particles contributes di-
rectly, pushing the energy of the bound state from the
continuum. This is illustrated in Fig. 1 by the dashed
line, which corresponds to the Peierls/SSH model supple-
mented with one unit of NN repulsion between the bare
particles.
The bipolarons illustrated here have interesting prop-
erties. As can be seen from the dispersion of the bound
state in Fig. 2, the bipolaron has negative effective mass
at the band center and positive effective mass at the band
minimum. Therefore, coupling the K = 0 bipolarons to
photons may result in negative refraction [57–60]. Even
more interestingly, the dispersion of the bipolaron ex-
hibits large curvature, which increases with the coupling
strength, as illustrated in Fig. 3.
The unique shape of the bipolaron band in Fig. 3
can be explained by considering the limit V >> t, t2.
The dispersion is then ∼ [(2t2/V ) + 2t2] cos(K) +
(2t22/V ) cos(2K). The first term represents NN hopping
of a bound pair comprised of two NN hops of the con-
stituent polarons in the same direction with amplitudes
t2/V and an additional pair-hopping t2. The second term
represents NNN of a bound pair where one particle moves
two sites away from the its bound partner by NNN hop-
ping and then the partner follows, costing an energy V in
the process. In the Peierls limit, V = 4t2, the analytical
expansion acquires higher order corrections. However,
this simple analytical form provides a way to explain the
unusual form of the bipolaron band. In particular, the
second term ∼ cos(2K) is responsible for the unusual cur-
vature of the dispersion with a minimum at finite K < pi.
This analysis makes clear that the pair-hopping term is
responsible for the bipolaron’s enhanced band width and
reduced effective mass.
To illustrate this quantitatively, we plot in Fig. 4 the
inverse of the bipolaron’s effective mass m∗ as a function
of λ. We find that |m∗| decreases rapidly with λ, and
consequently, with V , as V = 2λt for the Peierls/SSH
polarons. For contrast, a repulsively bound pair in the
bare t − V model with t2 = 0 has an effective mass
m0 = −V/(2t2) [56], which leads to linear growth of |m0|
with V . Furthermore, the energy gap between the K = 0
bipolaron and the two-polaron continuum, ∆, grows with
λ, as seen in the inset of Fig. 4. This suggests that the
K = 0 bipolaron is sufficiently stable at strong coupling.
This radically distinct behavior highlights the unique na-
ture of the bipolaron which is expected to be highly mo-
bile near K = 0.
V. BEYOND THE ANTI-ADIABATIC LIMIT
In the previous section, we considered the anti-
adiabatic limit. At lower values of phonon frequency,
the bipolaron acquires higher order vertex corrections.
This leads to quantitative changes in the results. How-
ever, previous studies suggest that the qualitative physics
in the anti-adiabatic limit persists at lower phonon fre-
quencies [14, 23]. In particular, Ref. [23] shows that
the sharp transition of the ground state of a single SSH
polaron from k = 0 to finite k occurs both in the adi-
abatic and anti-adiabatic regimes. The critical value of
λ corresponding to the transition varies within a small
range between 0.5 and 1.25 as the phonon frequency is
decreased from the anti-adiabatic limit to within the adi-
abatic regime. The polaron dispersion varies smoothly
as the phonon frequency is decreased beyond the anti-
adiabatic limit and exhibits no irregularities in both the
anti-adiabatic and adiabatic limits. Since here we con-
sider the same model, we expect a similarly smooth
variation of the bipolaron dispersions beyond the anti-
adiabatic limit. In fact, the novel features of the bipo-
larons considered here can be traced back to the interplay
of the bare particle statistics and phonon-mediated hop-
ping for the single SSH polaron.
For example, as discussed above, the repulsive inter-
actions stem from the statistics blocking the phonon-
mediated hopping of bare particles into the same lat-
tice site, thereby eliminating part of the renormalization
energy (polaron formation energy) of the individual po-
larons. Since the renormalization energy of the single
polaron is a smooth function of phonon frequency, the re-
pulsive interactions are expected to extrapolate smoothly
beyond the anti-adiabatic limit. The result displayed in
Figure 4, showing the decrease of the bipolaron mass with
the coupling strength, is a consequence of pair-hopping,
which is closely connected to the NNN polaron hopping.
The NNN polaron hopping is responsible for the decrease
in the single polaron mass in the anti-adiabatic regime
at strong coupling. As Ref. [23] shows, the single SSH
polaron becomes heavier as the phonon frequency is de-
creased but remains light well beyond the anti-adiabatic
limit. The same should be expected for the repulsive
bipolaron.
Note that we cannot argue that the results of the
present work apply to the adiabatic regime. However,
we use the above observations to suggest the validity of
our qualitative results at phonon frequencies beyond the
anti-adiabatic approximation, as long as h¯Ω is larger than
the bipolaron’s bandwidth, the condition that ensures a
gap between the bipolaron state and the higher contin-
uum states.
To tackle this problem more rigorously, one may at-
tempt to use numerically exact approaches. However,
typical large-scale computational techniques are limited
to the ground state, while the repulsive bipolaron state
of interest is an excited state. One possible approach to
circumvent this difficulty and access a solution beyond
the anti-adiabatic limit is through a tailored variational
approach. This typically requires some educated guess
to the wavefunction. In this context, our results act as a
guess to the variational calculation. On the other hand,
a renormalization group approach can perhaps capture
the arguments we presented above providing an insight
into a solution in the adiabatic limit. We leave all such
6efforts to future work.
VI. EXPERIMENTAL CONSIDERATIONS
A. Ultracold quantum simulators
The Peierls/SSH model can be realized in a variety
of tight-binding models by implementing out-of-phase
breathing-mode lattice distortions. Most promising are
the experimental scenarios with polar molecules or cold
atoms dressed by Rydberg states in optical lattices. In
this case, the hard-core bare particles are the rota-
tional excitations (for molecules) or electronic excitations
(for cold atoms). If the molecules/atoms are trapped
in a Mott insulator phase [61], the excitations can be
transferred between different sites of an optical lattice
through couplings mediated by the dipole-dipole inter-
actions. The transfer of such excitations between sites
of an optical lattices have ben observed for molecules in
Ref. [62] and for Rydberg atoms in Ref. [63].
The bosonic field is provided by the translational mo-
tion of the trapped species in the lattice potential. Under
such conditions, the translational excitations are nearly
dispersionless Einstein optical lattice phonons coupled
to the internal excitations of molecules/atoms due to
the radial dependence of the dipolar interactions. This
was illustrated for polar molecules in Ref. [42, 43] and
for cold atoms dressed with Rydberg excitations in Ref.
[41]. In both of these cases, the hopping term couples
to lattice distortions giving rise to a Peierls/SSH cou-
pling g = −3(t/a)√h¯/2mΩ, where m is the mass of
the molecule/atom and a is the lattice constant. The
frequency of lattice phonons in a one-dimensional array
is Ω = (2/h¯)
√
V0ER, where V0 is the lattice depth and
ER = h¯
2pi2/2ma2 is the recoil energy. The dimensionless
Peierls/SSH coupling is then λ = 18ERt/(h¯piΩ)
2. Thus
the values of λ, which correspond to different points on
the solid line in Fig. 1, can be obtained by varying Ω.
In order to achieve the values of λ > λC of the anti-
adiabatic limit, one can either increase t, which can be
done for cold atoms by dressing with Rydberg states,
or decrease Ω, which can be done for either atoms or
molecules by simply decreasing the intensity of the op-
tical lattice laser intensity. In the latter case, care must
be taken to prevent the Mott insulator phase from melt-
ing. The Mott insulator phase can be stabilized by in-
ducing an on-site repulsion between molecules or atoms.
This can be done either by tuning the scattering length of
molecules or atoms by magnetic Feshbach resonances [64]
or by orienting molecules with weak DC fields to induce
strongly repulsive dipolar interactions between molecules
in the same internal state. It must be noted that the
presence of a DC field may induce additional phonon-
mediated interactions [42, 43]. Therefore, the field must
be weak enough to ensure that the phonon-induced in-
teractions discussed here remain dominant.
The bipolaron appears as a sharp peak above the two-
polaron continuum. Therefore, any measurement of the
spectral function acts as a probe for the bipolaron. An
angle-resolved photoemission spectroscopy (ARPES)-like
measurement scheme is well suited for this purpose. To
this end, the stimulated Raman spectroscopy scheme pro-
posed in Ref. [43] can be adopted to measure the two-
particle spectral function A(K,ω) = −Im[G(k, 1, ω)]/pi.
B. Quantum materials
Here we point out the fundamental importance of
the Peierls/SSH model for quantum materials. The
Peierls/SSH model takes into consideration the linear
term in the expansion of the hopping: t(Ri − Rj) ≈
t + α(Ri −Rj) around the lattice equilibrium position.
Here, t represents the hopping amplitude at equilibrium
positions, Ri labels the position operator of lattice site i,
and α depends on the lattice parameters Ω and M , the
oscillator mass. Second quantizing the R operators (and
defining g in terms of the lattice parameters) yields the
SSH model with the coupling in Eq. (3).
This interaction describes the coupling of the parti-
cle’s motion to breathing-mode lattice distortions and
represents linear corrections to the Born-Oppenheimer
approximation in solids. Even at low temperatures, zero-
point motion may lead to drastic changes in the quasi-
particle behavior if the coupling g is comparable to the
hopping amplitude t. It is therefore important to distin-
guish effects of the Peierls/ SSH coupling in quantum ma-
terials and identify their experimental signatures. This
model for hard-core particles can be applied to excitons
in semiconductors and two-dimensional materials. Alter-
natively, it can be applied to triplet pairing of fermionic
excitations. In all these materials, the repulsive bipo-
laron spectral peak, if present, must broaden due to cou-
pling to low-energy phonons and will manifests itself as
a resonance in a continuum.
To study the stability of the bipolaron in these sys-
tems, it would be interesting to develop an open quantum
system description with couplings to dissipative channels
given by the Peierls Hamiltonian. We leave the study of
these effects to future work, which will focus on varia-
tional approaches to the problem in a broader region of
parameter space.
VII. CONCLUSION
The repulsive Peierls/SSH bipolaron represents a novel
quasiparticle that can be potentially realized with ultra-
cold quantum simulators. It does not have a direct analog
in quantum materials as the presence of acoustic phonons
should embed such states into a strongly dissipating en-
vironment. The lifetime of this quasiparticle in quantum
materials would be finite. However, it can leave a signa-
ture as a resonance in a continuum.
7The repulsive bipolaron discussed here is different from
typical repulsively bound pairs in t− V models. The re-
pulsive bipolaron is bound by phonon-mediated density-
density and pair-hopping interactions. Experimental ob-
servations of field/bath-mediated interactions is funda-
mental to understanding complex phenomena in coupled
field theories. Additionally, the bipolaron possesses both
pair-hopping and NNN hopping which typical repulsively
bound pairs do not exhibit. This means that quantum in-
terference effects in quantum walks of the repulsive bipo-
laron ought to be different from those of t − V or ex-
tended Hubbard repulsively bound states. The repulsive
bipolaron has a significantly smaller effective mass than
the Hubbard repulsively bound pair owing to the pair-
hopping kinetic terms.
Our proposal represents an interesting mechanism for
realizing repulsive interactions between pseudospins or
excitons. Generally, excitons interact via dynamical in-
teractions that are attractive owing to the specific ten-
sorial form of the resonant dipole-dipole coupling [65].
Under conditions discussed here, excitons would inter-
act via a phonon-mediated repulsive interaction giving
rise to a Frenkel biexciton [66–68] dressed with phonons.
Note that Frenkel biexcitons have never been observed
in quantum materials because the hopping of the ex-
citations is determined by the dipolar interactions be-
tween molecules, whereas the dynamical interactions be-
tween the excitations are determined by higher-order
(e.g. quadrupolar) interactions due to the symmetry of
the molecular states. The mechanism introduced here
could be the leading mechanism for pairing of excitons in
materials such as solid molecular hydrogen [69], possess-
ing high energy phonon modes.
This emergent phonon-mediated repulsion can be used
as a tunable parameter in quantum simulators. Appli-
cations can range from stabilizing pre-associated repul-
sively bound pairs in models with bare repulsive inter-
actions to realization of spin models with pair-hopping
and repulsion. For instance, the extension of our effec-
tive model to frustrated lattices such as triangular lat-
tices would enable the study of frustration in spin liq-
uids [70] and supersolids [71]. Studies of a frustrated
model closely related to ours reveals a supersolid phase
in one dimension [72] and on the triangular lattice [73].
The persistence of phonon-mediated interactions at finite
concentrations and in higher dimensions is vital for this
research direction. We note that the phonon-mediated
NN repulsion is a result of statistics blocking hopping to
NN sites. Thus, it is likely that the effect will persist
in ensembles of greater number of particles, as the more
confinement the particles experience, the more likely they
are forced to be NN and interact via the repulsive mech-
anism discussed here. Phonon-mediated pair-hopping is
also likely to survive in the anti-adiabatic limit. This
is because a single phonon virtual excitation can allow
for hopping of at most a pair of NN particles excluding
“cluster-hopping” of ensembles of three, four and higher
number of neighbouring particles. A systematic approach
must be developed to analyze all such terms and poten-
tial corrections at finite concentrations.
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Appendix A: DERIVATION OF THE EFFECTIVE
HAMILTONIAN IN THE ANTI-ADIABATIC
LIMIT
Our method is inspired by the technique developed in
Ref. [74]. This technique provides an effective Hamil-
tonian description for the dressed particles. Formally,
the polaron operators in the full Hilbert space are mim-
icked by the action of the bare particle operators in the
low-energy subspace, if the Hamiltonian is appropriately
modified to include the relevant particle-phonon correc-
tions. Below we outline the procedure.
1. Single-bare-particle sector
Let Pˆ be the projector onto the zero-phonon Hilbert
subspace, which is spanned by the states c†i |0〉, ∀i. The
effective Hamiltonian in this subspace is, to second order:
hˆ1 = Tˆ + Pˆ Vˆ
1
E0 −H0 Vˆ Pˆ ,
where Tˆ = −t∑i(c†i ci+1+h.c.) is the bare kinetic energy,
Vˆ is the bare particle-phonon coupling from Eq. (3), and
H0 = Hph. The projection is straightforward to carry out
and leads to:
hˆ1 = Tˆ − 4g
2
Ω
∑
i
nˆi + Tˆ2, (A1)
where Tˆ2 = +t2
∑
i(c
†
i ci+2 + h.c.) is a phonon-mediated
NNN hopping with t2 = g
2/Ω = λt/2 (note the unusual
sign). For convenience we define 0 =
4g2
Ω .
The polaron dispersion is, therefore,
EP (k) = −0 − 2t cos(k) + 2t2 cos(2k).
It is straightforward to verify that if t > 4t2, i.e. if
λ < 12 , the polaron ground state (GS) momentum is 0.
8For λ > 12 , the polaron GS momentum is kP = arccos
t
4t2
,
going asymptotically to pi2 as λ→∞.
2. Two-bare-particle sector
Repeating the projection onto the two-bare particle –
zero-phonon subspace spanned by the states c†i c
†
i+n|0〉,
∀n ≥ 1, i, we find:
hˆ2 = −0
∑
i
nˆi + Tˆ + Tˆ2 + V
∑
i
nˆinˆi+1, (A2)
where V = 0. Note that this term simply adds to any
bare NN interaction. The hard-core condition excludes
processes where a particle hops past the other via Tˆ2.
Thus, Tˆ2 represents the pair-hopping of NN pairs as a
whole. See Ref.[14] for more details.
Appendix B: BOGOLIUBOV-BORN-GREEN-
KIRKWOOD-YVON (BBGKY)
EQUATION-OF-MOTION (EOM)
The repulsive bipolaron bound state dispersion can be
calculated using the BBGKY EOM approach [54, 55],
which we outline below.
We define
|K,n〉 =
∑
i
eiK(Ri+
n
2 )√
N
c†i c
†
i+n|0〉,
∀n ≥ 1, and the propagators G(K,n, ω) =
〈K, 1| ˆG(ω) |K,n〉, where Gˆ(ω) = (ω + iη − hˆ2)−1 is the
resolvent of interest. We use the short-hand notation
g(n) for G(K,n, ω). The bound state energy (once a
bound state appears) is at the highest discrete pole of
these propagators above the two-polaron continuum. Us-
ing the identity Gˆ(ω)(ω + iη − hˆ2)−1 = 1, we generate
the EOM:
(ω + iη + 20 − βK − V )g(1) = 1− αKg(2) + βKg(3)
(ω + iη + 20)g(2) = −αK [g(1) + g(3)] + βKg(4) (B1)
and for any n ≥ 3,
(ω + iη + 20)g(n) =−αK [g(n− 1) + g(n+ 1)]
+βK [g(n− 2) + g(n+ 2)].(B2)
Here, αK = 2t cos
(
K
2
)
, βK = 2t2 cos(K).
The physically acceptable analytical solution for recur-
rence relations of this type is available in [75], however it
is rather complicated and its poles cannot be extracted
analytically. A general solution can be found numeri-
cally. Results in Fig. 1 represent solutions obtained by
solving this system of equations numerically.
We note that for K = pi, αK vanishes limiting the
EOM to odd n. This explains why even n states are
forbidden as shown in the inset of Fig. 2b).
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