Nonlinear dynamics and modelling uncertainties of a frictional force can cause instability in an adaptive friction compensation scheme. We propose an adaptive nonlinear controller where the persistent excitation in the desired trajectory enables stability of the closedloop system when the friction force effects are due to static, Coulomb and viscous components, as well as for inertia and the Stribeck effects. The controller is shown to be rolbust to uncertainties due to frictional lag and frictional memory. Stable adaptation for the nonlinearly-occurring Stribeck parameter is achieved by exploiting ca'nvexitylconcavity properties. An analytical framework is given to explain the effectiveness of dither in friction control problems.
Introduction
The problem of adaptive friction compensation [I]- [5] is complex due to nonlinearities of the contact surface mechanics, lack of feedback of the internal friction states, and both structural and parametric modelling uncertainties. In [ 11, adaptive friction compensation for dynamic friction effects improved performance; howev,er, the Stribeck effect was not modelled. In [3] , although dynamic friction effects are not included, nonlinear adaptive friction compensation for static friction was shown to improve tracking performance. In 121, Coulomb friction compensation was presented and follow-up experiments were presented in [5] . A more complete friction model was presented in [4:[, and a nonlinear friction compensator, ' The work reparted here was supported by the National Science ZSturman Indur,tries, Woodland Park, CO 80863 3Corresponding author; voice: 617-253-0860; fax: 617-258- with fixed parameter estimates, was designed. Work in [6] showed experimentally that the high-gain stability requirements of the design were conservative and includes adaptation for lumped parameter uncertainty. In [7] , friction compensation without full-state feedback is investigated. In [8] , several alternative adaptive friction state estimators were presented and the restrictive SPR condition of [4] was eliminated.
We design an adaptive nonlinear compensator for a slightly-modified version of the friction model in [4] . The adaptation is for more of the friction parameters (five of the seven model parameters) than considered in previous results including: the linearly-occurring parameters which constitute the Coulomb, static and viscous friction components, the linearly-occurring mass parameter, and the nonlinearly-occurring Stribeck parameter. We show that uncompensated elements in the friction model can destabilize an adaptive controller. In contrast to other adaptive friction compensators, ours uses persistent excitation in the desired trajectory to maintain stability. Stability requirements do not require the use of high gains; instead, they require the task to have persistent excitation (p.e.), which is a fortuitous requirement because p.e. is frequently.present naturally in friction control problems, for example, in tasks which have repeated zero-velocity crossings. The main analytical result is a stability theorem for the adaptive nonlinear compensator, which extends robust adaptive theory to include a nonlinear, first and third quadrant regression vector, which characterizes the static friction model effects, as well as Lipschitz disturbances, which arise because the relatively fast dynamic perturbations scale with velocity. An additional analytical result extends the recent results for nonlinearly-occurring parameter adaptation in [9], [lo] to include disturbances.
Statement of Problem
The problem is the position control including lowvelocity trajectories of a mass, m, which is acted on by control and friction forces, U, and F, respectively, mu = u -F 
IT
where ICp, ki, and IC, are the PID gains, and 8, &, and 8, are the estimates for 6, m, and 6, respectively.
Define the regression vector as (5)
Define pyameter errors as where X'Q and iv;,, are constants which depend on parameter bounds as well as the magnitudes of the maximum and minimum eigenvalues Q and P . 
where a* is to be defined below and E is a smallpositive constant. Let 
Then the derivative of V satisfies where vkax is a constant.
PROOF Consider three collectively exhaustive cases.
For case (i.), let e, > E > 0 and for case (ii.) let e, < -E < 0. Substituting these into V S t r i b e c k , and applying the min-max lemma from [9] for p = 1 and p = -1 respectively for cases (i.) and (ii.) yields a negative term and a remaining term that is bounded by v i l l e l l for a constant v i .
For case (iii.) -E 5 e, 5 E , and E, = 0. Substituting into $&beck also yields
VStribeck 5 vallell (16)
The use of the saturation function in the tuning control, U , implies that the control law is continuous. Similarly, the use of the tuning error assures that the adaptive law for the Stribeck estimate is continuous even though w f may not be continuous.
If we modify the estimate for the Stribeck parameter as #,
and use the adaptive law as in the following lemma, we constrain 8, to the specified set and maintain the form of the bound on 6. 
Proof of Theorem 4.1
Due to space considerations, we outline the proof, which is given in two steps. Details are presented in [ 121. In [ 141, the proof is given without the Stribeck parameter estimation.
Two cases are considered which encompass all possibilities. The first case, in which the regression vector satisfies a p.e. condition on an interval, is similar to that in [ 15] .In this problem, however, we explicitly account for the effect of disturbances bounded as in [ 161 as well as Lipschitz-bounded disturbances. If the regression vector satisfies a p.e. condition, then [le11 must get large on the interval and hence V decreases.
If the level of p.e., the adaptive gain r, and V(ti) are large enough, then this decrease is larger than the maximum possible increase in V.
In the second case, the regression vector does not satisfy the specified condition. The desired regression vector, on the other hand, satisfies the condition in assumption (A4). Because the regression vector consists of first and third quadrant functions, lemma 4.1 applies and there must be a tracking error, implying a decrease in V . If 
