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Abstract. The study of ordering polytopes has been essential to the solution of various challeng-
ing combinatorial optimization problems. For instance, the incorporation of facet defining inequalities
(FDIs) from these polytopes in branch-and-cut approaches represents among the most effective solu-
tion methodologies known to date for some of these problems. The weak order polytope, defined as
the convex hull of the characteristic vectors of all binary orders on n alternatives that are reflexive,
transitive, and complete, has been particularly important for tackling problems in computational
social choice, preference aggregation, and comparative probability. For the most part, FDIs for the
weak order polytope have been obtained through enumeration and through derivation from FDIs
of other combinatorial polytopes. This paper derives new classes of FDIs for the weak order poly-
tope by utilizing the equivalent representation of a weak order as a ranking of n objects that allows
ties and by grouping characteristic vectors that share certain ranking structures. Furthermore, we
demonstrate that a number of FDIs previously obtained through enumeration are actually special
cases of these ranking-based FDIs.
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1. Introduction. Ordering polytopes have been instrumental to the study of
problems in a variety of fields including comparative probability [2], computational
social choice [13] and preference aggregation [19]. The derivation of facet defining
inequalities (FDIs) for these polytopes has been a focal point of previous works owing
primarily to their usefulness in tackling challenging combinatorial optimization prob-
lems. For instance, their implementation via branch-and-cut approaches in mathe-
matical programming solvers has been long cited as an effective solution methodology
(e.g., see [4],[11]). While such polyhedral studies have historically centered on the
linear ordering polytope (e.g., see [1],[9],[10],[14]), classes of FDIs have been intro-
duced for other ordering polytopes in recent years (e.g., see [5],[6],[15],[16]), driven by
a fundamental need to consider a broader range of ordinal relationships within various
contexts.
A common concern in various situations is to find an ordering of all alternatives
of a set N := {1, . . . , n} or, equivalently a complete ranking of n alternatives, that
best achieves a given objective. For instance, the objective of the consensus ranking
problem is to find a ranking r ∈ Nn that minimizes the cumulative distance to a
set of input rankings {ak}mk=1, the latter of which typically represents a collection
of evaluations of the alternatives given by m sources. Due to a myriad of reasons
(e.g., contradicting information in the collection of evaluations, high cost of obtaining
a strict linear ordering when more than a handful of alternatives are involved), it is
often prudent, if not necessary, to allow the optimal ranking (as well as the input
rankings [12]) to contain ties. Since a complete ranking of n alternatives that allows
ties is equivalent to a weak order on N—defined as a binary relation that is reflexive,
transitive, and total—this underscores the ongoing need to characterize the weak
∗
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order polytope, PnWO.
For the most part, FDIs of PnWO have been either obtained through enumeration
approaches using specialized software or derived from known FDIs of other existing
polytopes. The complete sets of FDIs for P 4WO and P
5
WO listed in [8] and [18] re-
spectively, are generated using the Porta program [3]. Furthermore, in [5] certain
members of the classes of 2-partition, 2-chorded cycle, 2-chorded path, and 2-chorded
wheel FDIs [11] of the partial order polytope PnPA (also known as the clique partition-
ing polytope) are lifted into FDIs of PnWO. This paper derives several large classes
of FDIs for PnWO by leveraging the equivalent representations of a weak order as a
preference graph and a non-strict ranking. The derivation processes are based on con-
struction procedures that leverage ranking structures. Furthermore, it demonstrates
that a number of FDIs previously obtained through enumeration can be derived as
special cases of the proposed ranking-structured FDIs. Additionally, it explains which
of these new classes of FDIs are primary facets [6].
The rest of this paper is organized as follows: In Section 2, related notations and
definitions used throughout this paper are briefly given. Then six new classes of valid
inequalities for n ≥ 4 are analyzed in Section 3. Finally, in Section 4 provides the
proofs that shows that among these six classes of VIs, five of them are facet defining.
2. Notational Conventions and Basic Definitions. Let N := [n] be a set
of alternatives or objects and AN := {(i, j) : i, j ∈ N, i 6= j} be the set of all possible
ordered pairings of the alternatives in N , where [n] is shorthand for the set {1, . . . , n}.
Definition 1. A collection of nonempty subsets S1, . . . , Sp ⊆ N forms a prefer-
ence partition of size p of N , written as {{Sk}pk=1}, if:
(a) Sk ∩ Sk′ = ∅ for k 6= k′;
(b) S1 ∪ S2 ∪ · · · ∪ Sp = N ;
(c) i ≈ j for {i, j} ∈ Sk; i  j for i ∈ Sk, j ∈ Sk′ where 1 ≤ k < k′ ≤ p.
Let W be the family of all weak orders on N . It should be noted that, in most
literature each element i  j of a weak order W ∈ W, is referred to interchangeably
using the ordered pair (i, j), where i, j ∈ N . But due to its succinctness and its
complementary properties to the digraph representation induced by W in Section 3 in
this work, the ordered pair (i, j) is used to express the preference i  j, denoting that
j is not preferred to or is not more acceptable than i. Three additional representations
of W will be useful throughout this work.
Definition 2. The characteristic vector representation of W ∈ W is typified by
a binary vector xW ∈ {0, 1}AN whose (i, j)-entry, for (i, j) ∈ AN , is given by:
xW(i,j) =
{
1 if (i, j) ∈W
0 otherwise.
The facet defining inequalities of W for n ≥ 3 that follow directly from the above
definition and the completeness and transitivity properties of weak order are [8]:
xij ≤ 1 i, j = 1, ..., n; i 6= j
xij + xji ≥ 1 i, j = 1, ..., n; i 6= j
xij − xik − xkj ≥ −1 i, j, k = 1, ..., n; i 6= j 6= k 6= i
where, xij is used in place of x
W
(i,j) for visual simplification. These FDIs are utilized
in [19] and [20] for expediting the solution process of the Kemeny ranking aggregation
problem.
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Definition 3. The (unique) ranking representation of W ∈ W is typified by an
integer vector rW ∈ Nn whose ith entry, for 1 ≤ i ≤ n, is given by:
rWi = n−
n∑
j∈N\{i}
I (i  j ∈W ) = n−
∑
(i,j)∈AN
xW(i,j).
Definition 4. The alternative-ordering representation of W ∈ W is typified by
a preference partition {{SWk }pk=1} (i.e., a set of ordered sets); the kth subset of the
partition is written as SWk , and it contains alternatives all tied amongst themselves.
That is, SWk contains all alternatives in the kth bucket or equivalence class of W ,
where k ∈ [K]. An example application of this terminology is as follows.
Example 1. Let W = {(1, 2), (1, 3), (1, 4), (2, 1), (2, 3), (2, 4), (4, 3)}. The corre-
sponding ranking is rW = (1, 1, 4, 3); the rank of alternative 3 is rW3 = 4. The
corresponding alternative-ordering is {{SWk }3k=1} = {{1, 2}, {4}, {3}}; the contents
of bucket 2 are SW2 = {4}.
For notational convenience, when working with a collection of m weak orders,
each Ww ∈ W may be represented in abbreviated fashion as xw, rw, or {Sw} for
w = 1, . . . ,m, when there is no ambiguity; the number of buckets would be evident
from the given context or written as |{Sw}|. Additionally, individual elements in the
first two representations may be written as xwij and r
w
i , respectively, for i, j ∈ N and
individual subsets in the third may be written as Swk for k ≤ |{Sw}|.
Before proceeding, it is useful to state the formal definition of a valid inequality.
Definition 5. The ordered pair (pi, pi0) is a valid inequality (VI) for a polyhedron
P if pix ≤ pi0 ∀x ∈ P or, equivalently, max{pix : x ∈ P} ≤ pi0.
3. Constructing Valid Inequalities. Throughout this work, we refer to the
FDIs of P 4WO, as categorized into nine classes WO1-WO9 [17] in Table 1. For visual
clarity, only nonzero coefficients of WOi are displayed and the coordinates (jk, jk′) of
each VI coefficient-vector pi ∈ R4×3 are abbreviated as jkjk′ , for (k, k′) ∈ A[4].
i pij1j2 pij2j1 pij1j3 pij3j1 pij1j4 pij4j1 pij2j3 pij3j2 pij2j4 pij4j2 pij3j4 pij4j3 pi0 |WO4i |
1 1 1 12
2 -1 -1 -1 6
3 1 -1 1 -1 24
4 1 1 1 1 1 1 -1 -1 -1 -1 -1 -1 1 4
5 -1 1 1 1 1 1 -1 -1 2 12
6 1 1 1 1 1 -1 -1 -1 -1 2 12
7 1 1 1 1 1 -1 -1 -1 -1 2 12
8 -1 1 1 1 1 1 1 -1 -1 3 12
9 -1 1 1 1 1 1 1 -1 -1 3 12
Table 1
Faced Defining Inequalities of P 4WO
The cardinality of WOi in P
4
WO, written in the rightmost table column as |WO4i |,
is obtained by counting the combinations and permutations of labels j1, j2, j3, j4 ∈ [4]
that are possible in the given expression. We remark that WO1-WO9 can be reduced
into just seven classes [7, 8] by leveraging symmetries between WO6 and WO7 and
between WO8 and WO9. In the above list, WO1-WO3 are known as the axiomatic
inequalities, which comprise the full set of FDIs for P 3WO. They are also FDIs for
n ≥ 4 due to the lifting lemma of [8] restated below for future reference.
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Theorem 6 (Lifting Lemma [8]). Let (pi, pi0) be an FDI of P
n
WO, and let p¯i ∈
R(n+1)×n be defined by:
p¯ijj′ =
{
pijj′ if j, j
′ ∈ [n] : j 6= j′,
0 if (j = n+1, j′ ∈ [n]) of (j ∈ [n], j′ = n+1).
Then, (p¯i, pi0) is an FDI of P
n+1
WO .
From this lemma, WO4-WO9 are FDIs for any n ≥ 4. Note that the total number of
FDIs that can be generated from WO4-WO9 in higher dimensions is greater than in
P 4WO. Expressly, the number of these FDIs that can be generated in P
n
WO is given by:
|WOni | =
(
n
4
)
|WO4i |,
where 4≤ i≤ 9 and n ≥ 4. Stated otherwise, |WO4i | distinct FDIs from class WO4i
can be generated for every combination of distinct indices j1, j2, j3, j4 ∈ [n].
The remainder of this section establishes six new classes of VIs, five of which are
shown to be FDIs in Section 4. For fixed dimension nˆ ≥ 4, each class defines a set of
VIs specific to P nˆWO, that is, no individual member of the specific class for dimension
nˆ is applicable for dimension n < nˆ. However, based on the lifting lemma, each such
inequality is valid also for dimension n > nˆ, making their cardinalities much larger
than those of WO4-WO9. The new classes of VIs arise from an insight that the
expressions from rows i = 4, . . . , 9 in Table 1 each represent only one specific case—
i.e., nˆ = 4—of a structure that is generalizable to any n ≥ 4. As such, the featured
VIs will be denoted as valid inequalities of types 4-9, or T4-T9 VIs, for short.
Figure 1 provides customized digraph representations of the T4-T9 VIs. Each
digraph G = (N,A), where A ⊂ N × N , depicts VI (pi, pi0) as follows. The visual
format of an arc is connected to the pi coefficients; pijj′ = 0, 1, or –1 if there is no arc,
a solid arc, or a dashed arc, respectively, from node j to node j′. Furthermore, when
pijj′ = pij′j 6= 0, a bidirectional arc of the appropriate kind is drawn between node j
and node j′ to represent both (j, j′) and (j, j′). A light gray node represents a “fixed”
alternative i1 ∈ N ; a dark gray node represents a second fixed alternative i2 ∈ N
(when applicable), with i2 6= i1, and blank nodes represent the remaining “unfixed”
alternatives N\{i1} or N\{i1, i2}, as applicable. Henceforth, the fixed alternative set
is denoted as Nˆ , and the unfixed alternative set as Nˆ c := N\Nˆ (the complement of
I in N). Additionally, i-indices are reserved for elements in Nˆ while j−indices are
used for elements of either Nˆ c or N , depending on the context. As an important
note, although the shaded nodes in each digraph represent the actual number (one or
two) of fixed alternatives, the six blank nodes represent a variable number of unfixed
alternatives that grows with n—more specifically equal to n− |Nˆ |, for n ≥ 4.
The mathematical expressions and derivations of the T4-T9 VIs are given in the
ensuing paragraphs. In each VI, the variable coefficients pijj′ are all equal to 1 or
–1. Hence, the left-hand side of the VI is reexpressed as the difference between the
selected positive arcs and the selected negative arcs from G, that is:
‖x+‖−‖x−‖ :=
∑
(j,j′)∈A+
xjj′ −
∑
(j,j′)∈A−
xjj′ ,
where A+ := {(j, j′) ∈ A : pijj′ = 1}, A− := {(j, j′) ∈ A : pijj′ = –1}, x+ ∈
{0, 1}|A+|, x− ∈ {0, 1}|A−|, and || · || is the L1-norm. The derivation of each VI
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i1 ∈ N :
First fixed alternative index
i2 ∈ N :
Second fixed alternative index
(applicable only for T5-T9)
j ∈ Nˆ c, where
Nˆ c = N\{i1} for T4, and
Nˆ c = N\{i1, i2} for T5-T9:
Unfixed alternative indices
(a) T4 (b) T5
(c) T6 (d) T7
(e) T8 (f) T9
Fig. 1. Digraph Representations of T4-T9 Valid Inequalities
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centers on obtaining the respective value of max(‖x+‖−‖x−‖)—s.t. x+ and x−
together induce a weak ordering on N—by referring to the digraph representations
in Figure 1 and by relating weak orders to non-strict rankings (i.e., those that allow
ties). The proofs begin by constructing the ranking structures whose corresponding
characteristic vectors satisfy the VI expression at equality, and they explain why for
all other ranking structures, the VI left-hand side must be strictly smaller than the
right-hand side. For completeness and clarity, these ranking characteristic vectors are
first given in mathematical notation in tables and then described in words within the
proof narratives. Due to space limitations, some proofs are located in the appendix.
Theorem 7 (T4 VI). Let Nˆ = {i1} be the fixed index set, where i1 ∈ N . The
following is a valid inequality for PnWO, for n ≥ 4:
(1)
∑
j∈Nˆc
(xi1j + xji1)−
∑
j,j′∈Nˆc:j 6=j′
xjj′ ≤ 2− (n–2)(n–3)
2
.
Ranking Structure Description ‖x+‖ ‖x−‖
#1 ri1 = rj1 = k, where k ∈ [n], j1 ∈ Nˆc; n (n–1)(n–2)
2rj , rj′ ∈ [n]\{k, k+1}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1}
#2 ri1 = rj1 = rj2 = k, where k ∈ [n], j1, j2 ∈ Nˆc : j1 6= j2; n+1 (n–1)(n–2)
2 +1rj , rj′ ∈ [n]\{k, k+1, k+2}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
Table 2
List of T4 VI Ranking Characteristic Vectors
Proof. The VI is satisfied at equality by the ranking characteristic vectors listed
in Table 2, which are justified as follows. The arc sets A+ and A− are given by:
A+ = {(i1, j) : j ∈ Nˆ c} ∪ {(j, i1) : j ∈ Nˆ c},
A− = {(j, j′) : j, j′ ∈ Nˆ c, j 6= j′}.
By inspection of Figure 1(a), since there must be at least one arc between every pair of
alternatives to induce a complete ranking, the minimum number of selected negative
arcs, min ‖x−‖, equals (n–1)(n–2)/2 and is achieved when j ∈ Nˆ c are ranked in any
order but untied. The maximum number of selected positive arcs such that min ‖x−‖
is maintained can be achieved when i1 is tied with exactly one alternative j1 ∈ Nˆ c,
giving precisely n selected positive arcs—2 from the tie of i1 with j1 and n–2 from the
strict ordering of i1 with each j ∈ Nˆ c\{j1}. Hence, ‖x+‖−‖x−‖ equals the right-hand
side of Inequality (1) for any member of this ranking structure (#1). This also holds
when another positive arc is added to the previous digraph, that is, when i1 is also tied
with an alternative j2 ∈ Nˆ c\{j1}, since then j1 and j2 are also tied by transitivity,
which requires an additional negative arc (#2). The value of ‖x+‖−‖x−‖ achieved
by the two structures is maximum, since any other ranking structure requires adding
at least two negative arcs for each positive arc that is added, owing to transitivity. 
Theorem 8 (T5 VI). Let Nˆ = {i1, i2} be the fixed index set, where i1, i2 ∈ N
s.t. i1 6= i2 and let Nˆ c = N\Nˆ . The following is a valid inequality of PnWO, for
n ≥ 4:
(2) xi2i1 +
∑
j∈Nˆc
(xi1j + xji2)− xi1i2 −
∑
j,j′∈Nˆc:j 6=j′
xjj′ ≤ 2− (n–4)(n–5)
2
.
Proof. The VI is satisfied at equality by the ranking characteristic vectors listed
in Table 3. The remainder of the proof can be found in Appendix A.1.
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Ranking Structure Description ‖x+‖ ‖x−‖
#1 ri1 = 1, ri2 = n; 2(n–2) (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, n}, rj 6= rj′ , for j, j′ ∈ Nˆc
#2 ri1 = rj1 = 1, ri2 = n, where j1 ∈ Nˆc; 2(n–2) (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, 2, n}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1}
#3 ri1 = 1, ri2 = rj2 = n–1, where j2 ∈ Nˆc; 2(n–2) (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, n–1, n}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j2}
#4 ri1 = rj1 = 1, ri2 = rj2 = n–1, where j1, j2 ∈ Nˆc : j1 6= j2; 2(n–2) (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, 2, n–1, n}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
Table 3
List of T5 VI Ranking Characteristic Vectors
Theorem 9 (T6 VI). Let Nˆ = {i1, i2} be the fixed index set, where i1, i2 ∈ N
s.t. i1 6= i2 and let Nˆ c = N\Nˆ . The following is a valid inequality of PnWO, for
n ≥ 4:
(3) xi1i2 +
∑
j∈Nˆc
(xi1j + xji1) −
∑
j,j′∈Nˆc:j 6=j′
(xjj′ + xji2) ≤ 2−
(n–3)(n–4)
2
.
Ranking Structure Description ‖x+‖ ‖x−‖
#1 ri1 = 1, ri2 = 2; n–1 (n–2)(n–3)
2rj , rj′ ∈ [n]\{1, 2}, rj 6= rj′ , for j, j′ ∈ Nˆc
#2 ri1 = ri2 = 1; n–1 (n–2)(n–3)
2rj , rj′ ∈ [n]\{1, 2}, rj 6= rj′ , for j, j′ ∈ Nˆc
#3 ri1 = rj1 = 1, ri2 = 3, where j1 ∈ Nˆc; n (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, 2, 3}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1}
#4 ri1 = ri2 = rj1 = 1, where j1 ∈ Nˆc; n (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, 2, 3}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1}
#5 ri2 = 1; ri1 = rj1 = k, where k ∈ [n]\{1} and j1 ∈ Nˆc; n–1 (n–2)(n–3)
2rj , rj′ ∈ [n]\{1, k, k+1}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1}
#6 ri2 = 1, ri1 = rj1 = rj2 = k, where k ∈ [n]\{1}, j1, j2 ∈ Nˆc : j1 6= j2; n (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, k, k+1, k+2}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
Table 4
List of T6 VI Ranking Characteristic Vectors
Proof. The VI is satisfied at equality by the ranking characteristic vectors listed
in Table 4, which are justified as follows. The arc sets A+ and A− are given by:
A+ = {(i1, i2)} ∪ {(i1, j) : j ∈ Nˆ c} ∪ {(j, i1) : j ∈ Nˆ c},
A− = {(j, i2) : j ∈ Nˆ c} ∪ {(j, j′) : j, j′ ∈ Nˆ c, j 6= j′}.
By inspection of Figure 1(c), min ‖x−‖ = (n–2)(n–3)/2 is achieved when j ∈ Nˆ c are
ranked strictly in any order and all behind i2. The maximum value of ‖x+‖ such that
min ‖x−‖ is maintained is equal to n–1. It is achieved by completing this ranking
structure in each of three ways: placing i1 uniquely in first place and i2 uniquely in
second place (#1), tying the two fixed alternatives for first place (#2), and placing
i2 uniquely in first place and tying i1 with some alternative j1 ∈ Nˆ c for a position
inferior to first (#3). A positive arc can be added to #1 and #2 by placing an
alternative j1 ∈ Nˆ c in first place, which ties it with i1 (#3) or with i1 and i2 (#4),
respectively, adding the negative arc (j1, i2) in both cases by transitivity. Similarly, a
positive arc can be added to #5 by tying i1 and j1 with an alternative j2 ∈ Nˆ c{j1} for
any position inferior to first (#6), but this also ties j1 and j2 and consequently adds
a negative arc. The common value of ‖x+‖−‖x−‖ of these six ranking structures is
maximum since ranking i2 inferior to second place when i1 is uniquely in first place
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or inferior to first place when the two fixed alternatives are tied for the top position
only increases ‖x−‖. Furthermore, all other ranking structures require adding more
positive arcs to one of structures #1–#6 (other than those listed), each of which
would require adding at least two negative arcs to preserve transitivity. 
Theorem 10 (T7 VI). Let Nˆ = {i1, i2} be the fixed index set, where i1, i2 ∈ N
s.t. i1 6= i2 and let Nˆ c = N\Nˆ . The following is a valid inequality of PnWO, for
n ≥ 4:
(4) xi2i1 +
∑
j∈Nˆc
(xi1j + xji1)−
∑
j,j′∈Nˆc:j 6=j′
(xjj′ + xi2j) ≤ 2−
(n–3)(n–4)
2
.
Proof. The above inequality is satisfied at equality by six ranking structures that
are symmetric images of those listed in Table 4. That is, those alternatives set to
the best and second-best available ranking positions in the T6 structures are set
to the last and second-to-last available positions, respectively, in the T7 structures.
Alternatives occupying the remaining inferior positions in the T6 structures occupy
the remaining superior positions in the T7 structures. Hence, a string of arguments
paralleling the proof of Theorem 9 establishes that these six T7 ranking structures
achieve max(‖x+‖−‖x−‖) and all others achieve a strictly lower value (4). 
Theorem 11 (T8 VI). Let Nˆ = {i1, i2} be the fixed index set, where i1, i2 ∈ N
s.t. i1 6= i2 and let Nˆ c = N\Nˆ . The following is a valid inequality of PnWO for n ≥ 4:
(5)
∑
j∈Nˆc
(xi1j + xji1 + xji2)− xi1,i2 −
∑
j,j′∈Nˆc:j 6=j′
xjj′ ≤ 3− (n–4)(n–5)
2
.
Proof. The result is obtained using a nearly identical line of reasoning as the
proof to Theorem 12, with the difference that the T8 VI ranking structures are the
symmetric images of the T9 VI ranking structures (see Table 5). 
Theorem 12 (T9 VI). Let Nˆ = {i1, i2} be the fixed index set, where i1, i2 ∈ N
s.t. i1 6= i2 and let Nˆ c = N\Nˆ . The following is a valid inequality of PnWO, for
n ≥ 4:
(6)
∑
j∈Nˆc
(xi1j + xji1 + xi2j)− xi2,i1 −
∑
j,j′∈Nˆc:j 6=j′
xjj′ ≤ 3− (n–4)(n–5)
2
Proof. The VI is satisfied at equality by the ranking characteristic vectors listed
in Table 5. The remainder of the proof is similar to that of Theorem 9 and can be
found in Appendix A.2.
To conclude this section, it is worthwhile to dwell on the fact that in each digraph
in Figure 1, the respective arc subsets that fall under one of the following three sets can
be described as having a uniform format (arcs in the subset are all solid or all dashed)
and a uniform orientation (arcs in the subset all point in one same direction or all are
bidirectional): A{i1,j} := {(i1, j), (j, i1) : j ∈ Nˆ c},A{i2,j} := {(i2, j), (j, i2) : j ∈ Nˆ c},
and A{j,j′} := {(j, j′) : j ∈ Nˆ c, j 6= j′}. Note that the characteristics of the arcs
in A{j,j′} are the same across all of the digraphs. Hence, each of the T4-T9 VIs
could be simply obtained with a different choice of uniform-format and uniform-
orientation for each arc subset involving the same fixed alternative on one end and
each unfixed alternative on the other end, combined with a different choice of format
CONSTRUCTING FACETS OF THE WEAK ORDER POLYTOPE 9
Ranking Structure Description ‖x+‖ ‖x−‖
#1 T6 #1 2(n–2)
(n–2)(n–3)
2
#2 ri1 = 1, ri2 = rj1 = 2, where j1 ∈ Nˆc; 2(n–2) (n–2)(n–3)
2rj , rj′ ∈ [n]\{1, 2, 3}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1}
#3 T6 #3 2(n–2)
(n–2)(n–3)
2
#4 ri1 = rj1 = 1; ri2 = rj2 = 3, where j1, j2 ∈ Nˆc : j1 6= j2; 2(n–2) (n–2)(n–3)
2rj , rj′ ∈ [n]\{1, 2, 3, 4}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
#5 T6 #4 2(n–2)+1
(n–2)(n–3)
2 +1
#6 ri1 = ri2 = rj1 = rj2 = 1, where j1, j2 ∈ Nˆc : j1 6= j2; 2(n–1) (n–2)(n–3)
2 +2rj , rj′ ∈ [n]\{1, 2, 3, 4}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
#7 T6 #5 2(n–2)+1
(n–2)(n–3)
2 +1
#8 ri2 = rj2 = 1; ri1 = rj1 = k, where k ∈ [n]\{1, 2}, j1, j2 ∈ Nˆc : j1 6= j2; 2(n–2)+1 (n–2)(n–3)
2 +1rj , rj′ ∈ [n]\{1, 2, k, k+1}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
#9 T6 #6 2(n–1)
(n–2)(n–3)
2 +2
#10 ri2 = rj3 = 1; ri1 = rj1 = rj2 = k,
2(n–1) (n–2)(n–3)
2 +2where k ∈ [n]\{1, 2}, j1, j2, j3 ∈ Nˆc : j1 6= j2 6= j3;
rj , rj′ ∈ [n]\{1, 2, k, k+1, k+2}, rj 6= rj′ , for j, j′ ∈ Nˆc\{j1, j2}
Table 5
List of T9 VI Ranking Characteristic Vectors
and orientation for the single arcs that involve only fixed alternatives. In the T6
digraph, for instance, all arcs in A{i1,j} are solid and bidirectional, all arcs in A{i2,j}
are dashed and directed from j ∈ Nˆ c to i2, (i1, i2) is solid, and (i2, i1) is absent.
An attentive reader will also note that Figure 1 depicts only a small number of
the possible format and orientation combinations for A{i1,j},A{i2,j}, and the single
arcs that involve only fixed alternatives. Figure 1(a) is only 1 of 6 possible digraphs
for the case with |Nˆ | = 1 and Figures 1(b)-1(f) together represent only 5 of 576
possible digraphs for the case with |Nˆ | = 2, although some of the omitted digraphs
are obtained simply by interchanging node labels i1 and i2. However, the vast majority
of them yield VIs for PnWO, for n ≥ 4, which are dominated by one of T4-T9, which
are facet-defining for n = 4. In fact, as the ensuing section demonstrates, T5 is an
FDI only for n = 4, while T4 and T6-T9 are FDIs for all n ≥ 4. It remains an open
question whether some of the omitted digraphs represent FDIs for some n > 4 even
though they are not FDIs for n = 4. Moreover, it remains an open question whether
expanding the techniques from this section to cases with |Nˆ | ≥ 3 can produce FDIs
of PnWO for some or all n ≥ 5.
4. Constructing Facet Defining Inequalities. To obtain the dimensionality
of the faces induced by the T4-T9 VIs, we first devise systematic processes for selecting
members of their respective ranking structures. The idea is to select these so that
consecutive pairs of vectors differ minimally, thereby simplifying the respective proofs.
4.1. Construction Building Blocks. Assume that alternatives i ∈ I belong
to bucket k of alternative-ordering {Sw}, that is, I ⊆ Swk , where 1 ≤ k ≤ p = |{Sw}|.
Additionally, define a step parameter q ∈ Q1, where –k < q < p–k+1, q = t2 , and
t ∈ Z1.
Definition 13. A move of q steps of I in {Sw} is an operation that yields an
alternative-ordering in which all i ∈ I are removed from their current bucket k and
either merged with the alternatives in bucket k+q, when q ∈ Z1, or separated into a
new bucket inserted immediately after (before, resp.) bucket bk+qc, when q /∈ Z1 is
positive (negative, resp.). The operation is abbreviated as the triple 〈I, q,{Sw}〉.
Example 2. The following move operations highlight the versatility of the pre-
sented terminology:
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1. 〈{2}, 1, {{1, 2}, {4}, {3}}〉 = {{1}, {2, 4}, {3}}
2. 〈{2, 4},−1, {{1}, {2, 4}, {3}}〉 = {{1, 2, 4}, {3}}
3. 〈{3},−2, {{1, 2}, {4}, {3}}〉 = {{1, 2, 3}, {4}}
4.
〈{1, 3}, 32 , {{1, 2, 3}, {4}}〉 = {{2}, {4}, {1, 3}}
5.
〈{3}, −52 , {{1, 2}, {4}, {3}}〉 = {{3}, {1, 2}, {4}}.
As the example shows, the defined operation allows changing not only the contents
of a bucket for a given alternative-ordering, but also the ordering and total number
of buckets. For instance, the second move operation merges the entire contents of
buckets 1 and 2. Additionally, the output alternative-ordering in the third move
operation has one fewer bucket than the input alternative-ordering, since the bucket
where alternative 3 resides contains only one alternative and q ∈ Z1; the reverse
holds for the fourth move operation since the bucket where alternatives 1 and 3 reside
contains three alternatives and q /∈ Z1.
The Merge and Reverse Construction Procedure (M&R), whose pseudocode is
given in Algorithm 1, is at the core of the ranking characteristic vector constructions
herein presented. It begins with an alternative-ordering {S0} with p buckets (asso-
ciated with a weak ordering W 0 ∈ W), and proceeds to iteratively merge and then
reverse adjacent buckets in {S0}, generating characteristic vectors from each such
move operation. The algorithm can be customized by incorporating optional steps
through which certain alternatives can move more freely between buckets.
Algorithm 1 Merge and Reverse Construction Procedure (M&R) (Customizable)
1: procedure M&R({S0}, I0, pˆ)
2: p = |{S0}| . number of buckets in input alternative-ordering
3: I1 = ∅ . initiate working alternative subset
4: {S1} = {S0} . initiate working alternative-ordering
5: X = [] . initiate characteristic vector matrix
6: if pˆ ≤ p then
7: for j = 1, . . . , pˆ do
8: I1 ← S11 . set I1 to first bucket of {S1}
9: for k = 1, . . . , p–j do
10: {S1}← 〈I1, 1,{S1}〉 . merge
11: X.append(toBinary({S1}))
12: {S1}← 〈I1, 12 ,{S1}〉 . reverse
13: X.append(toBinary({S1}))
14: end for
15: perform optional outer steps (possibly involving I0)
16: end for
17: end if
18: return (X,{S1})
19: end procedure
Example 3. Let {S0} = {{1, 2}, {3}, {4}, {5}}, I0 = {1} and pˆ = 4—here, S01 =
{1, 2}, S02 = {3}, S03 = {4}, S04 = {5}, and p = 4—and define the jth optional outer
step (pseudocode line 15) for the M&R as:
(7) {S1}← 〈I0, j–p,{S1}〉 .
Put simply, the optional outer step moves alternative 1 to the first bucket of {S2}
after each execution of the inner for-loop. Performing M&R({S0}, I0, pˆ) with this
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optional outer step produces the following sequence of alternative orderings:
j k Merge Reverse jth Outer Step
1 1 {{1,2, 3}, {4}, {5}} {{3}{1,2}, {4}, {5}} −
1 2 {{3}{1,2, 4}, {5}} {{3}, {4}, {1,2}, {5}} −
1 3 {{3}, {4}, {1,2, 5}} {{3}, {4}, {5}, {1,2}} {{1, 3}, {4}, {5}, {2}}
2 1 {{1,3, 4}, {5}, {2}} {{4}, {1,3}, {5}, {2}} −
2 2 {{4}, {1,3, 5}, {2}} {{4}, {5}, {1,3}, {2}} {{1, 4}, {5}, {3}, {2}}
3 1 {{1,4, 5}, {3}, {2}} {{5}, {1,4}, {3}, {2}} {{1, 5}, {4}, {3}, {2}}
where the numbers in bold are the members of I1 at iteration j. Here, M&R directly
returns 12 characteristic vectors for the weak orders under the “Merge” and “Reverse”
columns, which are then appended to matrix X. As a point of emphasis, the optional
outer steps serve primarily an auxiliary purpose of setting up {S1} between iterations
and typically characteristic vectors are not returned from their respective weak orders.
Theorem 14. Let x1, . . . ,xpˆ(pˆ–1) ∈ {0, 1}n(n–1) denote the pˆ(pˆ–1) characteristic
vectors generated by the non-optional steps of M&R({S0}, I0, pˆ), where pˆ ≤ p ≤ n;
let x0 ∈ {0, 1}n(n–1) denote the corresponding characteristic vector for {S0}; and
assume that these vectors occupy rows 1, . . . , pˆ(pˆ–1) and pˆ(pˆ–1)+1, respectively, of
X ∈ {0, 1}m×n(n–1), with m ≥ pˆ(pˆ–1)+1. Additionally, let {jk}pˆk=1 represent a set
of alternative indices, one from each bucket in {S0}, which do not move during the
optional outer steps of M&R; that is, jk ∈ S0k with jk /∈ I0, for k ∈ [pˆ]. Then, M&R
yields at least pˆ(pˆ–1)+1 affinely independent characteristic vectors.
Proof. The proof focuses on the elements (j, j′) ∈ AN such that j, j′ ∈ {jk}pˆk=1.
Restricted to these elements, consecutively generated alternative-orderings differ only
in that two alternatives that are in the same bucket in one ordering are in separate
adjacent buckets in the other ordering. Stated otherwise, in each successive move
operation, (pˆ–2) of the alternatives from {jk}pˆk=1 retain their ordinal relationships.
Therefore, after subtracting xi–1 from xi, for i = pˆ(pˆ–1), . . . , 1, a submatrix X¯M&R ∈
{0, –1, 1}pˆ(pˆ–1)+1×pˆ(pˆ–1) can be extracted from X having the following entry pattern:
(8) X¯M&R =
Row\Col (j1, j2) (j2, j1) (j1, j3) (j3, j1) . . . (jpˆ–1, jpˆ) (jpˆ, jpˆ–1)
1 0 1 0 0 . . . 0 0
2 –1 0 0 0 . . . 0 0
3 0 0 0 1 . . . 0 0
4 0 0 –1 0 . . . 0 0
...
...
...
...
...
. . .
...
...
pˆ(pˆ–1)–1 0 0 0 0 . . . 0 1
pˆ(pˆ–1) 0 0 0 0 . . . –1 0
0 1 0 1 0 . . . 1 0
;
where the 0-row (corresponding to x0) is placed at the bottom to highlight the con-
venient structure of this submatrix—expressly, the first pˆ(pˆ–1) rows contain all the
possible elementary vectors of size pˆ(pˆ–1), times ±1. Next, add the rows with nonzero
even indices to row 0 to yield the all-zeros vector, 0, of size pˆ(pˆ–1), and let X¯ ′M&R
be the resulting submatrix. Now, since the rows of the augmented matrix [X¯ ′M&R 1]
are linearly independent, where 1 is the all-ones column vector of size pˆ(pˆ–1)+1, the
characteristic vectors x0,x1 . . . ,xpˆ(pˆ–1) are affinely independent. 
4.2. Constructing Facets. The construction procedures to be introduced gen-
erate individual characteristic vectors that satisfy the respective ranking characteristic
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vector structures of a VI and differ minimally from the preceding characteristic vector
generated (or from other specific reference vectors). Each proof begins with a corre-
sponding difference matrix X¯ ∈ Rn(n–1)×n(n–1) that reflects the differences between
(mostly) consecutively generated vectors; the precise structures of the respective ma-
trices are given in the appendix. Row operations are applied to show that X¯ is
non-singular or, equivalently, that the characteristic vectors are linearly (and affinely)
independent. This process is simplified by the incorporation of M&R as a subroutine
in each construction procedure. In each case, M&R generates a larger portion of
the n(n–1) affinely independent vectors; the remaining vectors are generated to yield
other convenient matrix structures.
Algorithm 2 Type 4 Construction Procedure (T4CP)
1: procedure T4-CP(n, i1)
2: {S0} = {{i1, j1}, {j2}, {j3}, . . . , {jn–1}}, where {jk}n–1k=1 = [n]\{i1}
3: p = |{S0}| = n–1
4: (X,{S1})← [ M&R({S0}, i1, p) | jth optional outer step of Equation (7) ]
5: X.append(toBinary({S1}))
6: for j = 1, . . . , p–1 do
7: {S1}← 〈S1j , 32 ,{S1}〉
8: X.append(toBinary({S1}))
9: end for
10: for j = 1, . . . , p–1 do
11: {S1}← 〈i1,−1,{S1}〉
12: X.append(toBinary({S1}))
13: end for
14: X.append(toBinary({S0}))
15: return X
16: end procedure
Example 4. Perform T4CP(5, 1) with j1 = 2, j2 = 3, j3 = 4, j4 = 5 (and i1 =
1). With these values, line 2 of Algorithm 2 initializes {S0} to the starting weak
order from Example 3, and line 4 yields the 12 characteristic vectors for the weak
orders under the “Merge” and “Reverse” columns therein (these are the direct M&R
outputs). Line 5 yields the weak order from the last M&R outer step of Example
3—assigned to {S1} in line 4—as the 13th characteristic vector. Through a sequence
of move operations that start from {S1}, Lines 6-9 yield the next three characteristic
vectors and Lines 10-13 three more after that; finally, line 14 yields the initial weak
order as the 20th characteristic vector. These last seven weak orders are as follows:
{{4}, {1, 5}, {3}, {2}},
{{4}, {3}, {1, 5}, {2}},
{{4}, {3}, {2}, {1, 5}},
{{4}, {3}, {1, 2}, {5}},
{{4}, {1, 3}, {2}, {5}},
{{1, 4}, {3}, {2}, {5}},
{{1, 2}, {3}, {4}, {5}}.
Theorem 15 (T4 FDI). Inequality (1) is an FDI of PnWO, for n ≥ 4:
Proof. It is straightforward to verify that each row of X output by T4CP belongs
to the ranking characteristic vectors listed in Table 2.
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For ease of exposition, in this proof fix i1 = 1 and jk = k+1, for k = 1, . . . , n–1
(or assume a corresponding relabeling of the alternatives is performed a priori). To
begin, set X¯ as the matrix obtained after iteratively subtracting row i–1 from row i,
for i = n(n–1)–1, . . . , 2, and also subtracting row i = n(n–1) from row 1 of X; see
Appendix B.1 for the full characterization of X¯. To proceed with row operations,
define A0 ∈ Rn(n–1)×n(n–1) and set this matrix with the elements of X¯, such that,
all comparisons between j, j′ ∈ Nˆ c = N\{1} appear in the first (n–1)(n–2) columns,
and the elements involving the comparison of alternative 1 with j ∈ Nˆ c shows up in
the last 2n–1 columns. It should also be noted that, in both X¯ and A0 the columns
follow the same entry pattern as in (8), where the elements in the odd columns follow
a lexicographical linear ordering and the alternatives in the even columns are simply
a mirror image of its previous entry. Next, add the first (n–1)(n–2)/2 even-index rows
to row n(n–1) (i.e., the initial weak order) and partition the resulting matrix, A1, as
follows:
(9) A1 =
[
B1 D1
C1 E1
]
where, B1 ∈ Z(n–1)(n–2)×(n–1)(n–2), C1 ∈ Z(2n–2)×(n–1)(n–2), D1 ∈ Z(n–1)(n–2)×(2n–2),
and E1 ∈ Z(2n–2)×(2n–2). The pertinent entries of the four submatrices are as follows.
First, B1 consists of all but the last row of the X¯M&R submatrix (Equation (8) with
p = n–1), which implies that |det(B1)| = 1. C1 is mostly a zero matrix, with the
exception of row i whose values under columns (n–i+1, n) and (n, n–i+1) are 1 and
–1, respectively, for i = 2, .., n–1. Although D1 has a more intricate structure than
B1 and C1, it is only necessary to know the contents of a subset of rows aligned with
those rows in B1 that will be used to turn C1 into a zero matrix. Expressly, each
nonzero row i of C1 is eliminated to yield an all-zero matrix C2 by adding to it the
two consecutive elementary vectors from B1 with the opposite signs under columns
(n–i+1, n) and (n, n–i+1); call them k(i) and k(i)+1. Row k(i) and k(i)+1 of D1
has a 1 under column (n, 1) and a -1 under column (1, n) respectively with no other
nonzero entries, for i = 3, .., n–1. For, i = 2, row k(i) of D1 has a -1, 1 and 1 under
columns (n–2, 1), (1, n–1) and (1, n) respectively and no other nonzero entries; row
k(i)+1 of D1 has a -1 under column (1, n) and no other nonzero entries. Finally, E1
is comprised primarily of a ‘wraparound staircase” structure of nonzeros, illustrated
as follows:
E1=

i (1,2) (2,1) (1,3) (3,1) (1,4) (4,1) (1,5) (5,1) . . . (1,n–2) (n–2,1) (1,n–1) (n–1,1) (1,n) (n, 1)
1 −1 1
2 −1 1
3 −1 1
... . .
.
. .
.
n–3 −1 1
n–2 −1 1
n–1 −1 1
n 1 −1
n+1 −1 1
n+2 −1 1
n+3 −1 1
...
. . .
. . .
2n–3 −1 1
2n–2 1 1 −1 −2 . . . –(n–4) –(n–3)

.
E1’s rows align with rows (n–1)(n–2)+1, . . . , n(n–1) of X¯, which correspond to the
characteristic vectors not directly output by the M&R subroutine. We remark that
in addition to having a 1 under each of its first two columns, row 2n–2 of E1 has
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a decreasing sequence of consecutive negative integers under columns (1, j), for j =
4, . . . , n. Based on the above explanations, by eliminating the nonzero elements of C1
using the aforementioned rows from B1 (and D1), E1 changes into E2, given by:
E2=

i (1,2) (2,1) (1,3) (3,1) (1,4) (4,1) (1,5) (5,1) . . . (1,n–2) (n–2,1) (1,n–1) (n–1,1) (1,n) (n, 1)
1 −1 1
2 −1 1
3 −1 1 −1 1
... . .
.
. .
. ...
...
n–3 −1 1 −1 1
n–2 −1 1 −1 1
n–1 −1 1 −1 1
n 1 −1
n+1 −1 1
n+2 −1 1
n+3 −1 1
...
. . .
. . .
2n–3 −1 1
2n–2 1 1 −1 −2 . . . –(n–4) –(n–3)

.
Now, since C2 is a zero matrix, |det(A1)| = |det(B1) det(E2)| = |det(E2)|, and we
can operate exclusively on E2 from this point. First, eliminate the nonzero entries
along row 2n–2, one by one, from column (1, 2) to column (n–2, 1) by adding to row
2n–2 a multiple of some row i, where 3≤ i≤ 2n–2. Specifically, beginning with row
i = n, alternate between a row with index i ≤ n and a row with index i > n to select
each succeeding pivot row. Note that in each such elimination step, there is only one
available pivot element available from the designated row-index subset to eliminate
the next nonzero entry from row 2n–2, whose value may have been modified by the
previous elimination steps. For 4 ≤ j < n, the sequence value under column (1, j)
remains intact until the nonzero under column (j–1, 1) (the column immediately to
the left of (1, j)) is eliminated; the latter has a value equal to 1–
∑j−3
k=1 k, that is, the
sum of the preceding negative integers in the sequence, plus one. Second, subtract
row 2n–3 (the penultimate row) from row 2 and add rows 3 to 2n–4 to row 2n–3.
Upon completion of these elimination steps, the resulting matrix E3 possesses the
following form:
E3=

i (1,2) (2,1) (1,3) (3,1) (1,4) (4,1) (1,5) (5,1) . . . (1,n–2) (n–2,1) (1,n–1) (n–1,1) (1,n) (n, 1)
1 –1 1
2 –1 1
3 –1 1 –1 1
... . .
.
. .
. ...
...
n–3 –1 1 –1 1
n–2 –1 1 –1 1
n–1 –1 1 –1 1
n 1 –1
n+1 –1 1
n+2 –1 1
n+3 –1 1
...
. . .
. . .
2n–3 1 α –α–1
2n–2 β γ α–γ+1

;
where
α = –n+3; β = 1−
n−4∑
k=1
k =
−(n–3)2 + n− 1
2
;
γ = −(n–3)− 1−
n–5∑
l=1
(
1−
l∑
k=1
k
)
=
(n–4)3 − 13n+ 46
6
.
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Two further points to remark on the structure of E3 are that columns (1, 2) to
(n–2, 1) do not have nonzeros along rows 1, 2, 2n–3, 2n–2 and that the submatrix
comprised of these 2n–6 columns together with rows 3 to 2n–4 forms a basis—
indeed, beginning with column (1, n–1), each column can be iteratively added to
the left-adjacent column to yield unique elementary columns. Therefore, the first
2n–6 columns can be used to eliminate the nonzero entries along rows 3 to 2n–4 of
columns (1, n–1), (n–1, 1), (1, n), (n, 1), without impacting the other four rows. Thus
the task of proving the non-singularity of E3 reduces to proving the non-singularity
of the following 4× 4 matrix:
0 −1 1 0
−1 1 0 0
1 0 α –α–1
β 0 γ α–γ+1
 .
The symbolic determinant of this matrix is α2–αβ–2α–β–1, which equals 0 when
α = –1⇔ –n+3 = –1⇔ n = 4, or when
α = β–1⇔ –n+3 = n
2–7n+ 10
2
–1⇔ n = 9
2
±
√
17
2
/∈ Z.
Hence, for n ≥ 5, the n(n–1) characteristic vectors produced by T4CP are linearly
independent, which implies they are also affinely independent. Lastly, since setting
n = 4 in the T4 VI yields WO4, which was shown in [8] to be facet-defining for P
4
WO
using the Porta program [3], Inequality (1) is an FDI for n ≥ 4. 
For (2) to be a facet defining inequality, the minimum rank of the characteristic
vectors generated by any construction procedure with M&R as a sub-routine must
be n(n–1)–1. From analyzing table 3, in all of the ranking structures, the placement
of the ties is fixed; for example in #2, ties are allowed only for the first position (with
alternative i1). In other words, this kind of structure does not allow most of the
characteristic vectors generated by the merge step to be added to X. This limits the
number of usable vectors from the M&R procedure, that is, those that satisfy the
T5 valid inequality at equality and are affinely independent, to approximately half of
the required number. Indeed, enumeration of all the weak orders that satisfy (2) at
equality yielded a matrix whose rank is far lower than n(n–1)–1, for many values of
n ≥ 5; for example, for n = 6, the rank of the matrix is 15. Thus, we can conclude
that (2) is not an FDI for n ≥ 5.
The construction procedure used to generate the characteristic ranking structures
of the T6 VI is given in algorithm 3, where, the jth optional outer step (pseudocode
line 14) for the M&R can be defined as:
{S1}← 〈i2, 32 ,{S1}〉(10)
{S1}← 〈i1, j–p,{S1}〉(11)
X.append(toBinary ,{S1})(12)
From comparison of table 4 and 5, the only ranking structure in 4 that does not satisfy
the T9 valid inequality is #2, where the two fixed alternatives are tied in the first
position and the rest can assume any position between 2 and n–1. The characteristic
vector that represents #2 is generated by line 8 of the pseudocode, after which a
number of move operations are performed to generate a vector representing structure
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Algorithm 3 Type 6 Construction Procedure (T6CP)
1: procedure T6-CP(n, i1)
2: {S0} = {{i1}, {i2}, {j1}, . . . , {jn–4}, {jn–2}, {jn–3}},
3: where {jk}n–2k=1 = [n]\{i1, i2}
4: X = []
5: X.append(toBinary({S0}))
6: {S0}← 〈S0n,− 32 ,{S0}〉
7: X.append(toBinary({S0}))
8: {S0}← 〈S01 , 1,{S0}〉
9: X.append(toBinary({S0})
10: {S0}← 〈j1,−1,{S0}〉
11: {S0}← 〈i2, 12 ,{S0}〉
12: X.append(toBinary({S0})
13: p = |{S0}| = n–1
14: (X,{S1}) ← [ M&R({S0}, i1, p–1) | jth optional outer step of Equation
(10) ]
15: X.append(toBinary({S1}))
16: for j = 1, . . . , p–1 do
17: {S1}← 〈S1j , 32 ,{S1}〉
18: X.append(toBinary({S1}))
19: end for
20: return X
21: end procedure
#3 of table 4. Therefore, modifications are needed to be made to lines 8-12 to make
the construction procedure applicable for generating the ranking structures satisfying
the T9 VIs. These modifications involve first shifting the next fixed alternative, i2,
one step to the right and generating a ranking representative of structure #2 of Table
5. Second, they involved breaking the tie between alternatives i2 and j1 created by the
previous step by moving j1 a step to the left, which resembles the ranking structure
#3 of table 5. The above changes are encapsulated by the following lines:
{S0}← 〈i2, 1,{S0}〉(13)
X.append(toBinary ,{S0})(14)
{S0}← 〈j1, –1,{S0}〉(15)
X.append(toBinary ,{S0})(16)
Appendix
Appendix A. Valid Inequality Proofs.
A.1. Proof of T5 VI.
Proof. The above inequality is satisfied at equality by the characteristic vectors
corresponding to the ranking structures listed in Table 3, which are justified as follows.
Here, the positive and negative arc subsets are given by:
A+ = {(i2, i1)} ∪ {(i1, j) : j ∈ Nˆ c} ∪ {(j, i2) : j ∈ Nˆ c},
A− = {(i1, i2)} ∪ {(j, j′) : j, j′ ∈ Nˆ c, j 6= j′}.
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By inspection of Figure 1(b), ‖x+‖−‖x−‖ equals the right-hand side of Inequality
(2) for the ranking structure in which i1 is uniquely in first place, i2 is uniquely in
last place, and j ∈ Nˆ c are in any order but untied (#1). Expressly, this selects all
2(n–2) positive arcs with a fixed index on one end and an unfixed index on the other,
(n–2)(n–3)/2 negative arcs from among only unfixed alternatives (the smallest number
possible), and the negative arc (i1, i2). The same value for ‖x+‖−‖x−‖ is also achieved
when this ranking structure is slightly modified in each of three ways: an alternative
j1 ∈ Nˆ c is tied with i1 for first place (#2), an alternative j2 ∈ Nˆ c is tied with i2 for
the last available position, n–1 in this case (#3), or both of these ties occur, with
j1 6= j2 (#4). No positive or negative arcs are added by these three modifications. All
other ranking structures achieve a strictly smaller value of ‖x+‖−‖x−‖, since each
additional tie involving either i1 or i2 and an unfixed alternative requires tying at
least two unfixed alternatives by transitivity, which increases the magnitude of ‖x−‖
while that of ‖x+‖ remains unchanged. Furthermore, tying i1 and i2 leads to a net
decrease of (n–1) positive arcs, since this would also imply that either i2 is top-ranked
or i1 is bottom-ranked. 
A.2. Proof of T9 VI.
Proof. The above inequality is satisfied at equality by the characteristic vectors
corresponding to the ranking structures listed in Table 5. Here, the positive and
negative arc subsets are given by:
A+ = {(i2, j) : j ∈ Nˆ c} ∪ {(i1, j) : j ∈ Nˆ c} ∪ {(j, i1) : j ∈ Nˆ c},
A− = {(i2, i1)} ∪ {(j, j′) : j, j′ ∈ Nˆ c, j 6= j′}.
By inspection of Figure 1(f), the smallest possible value of ‖x−‖ is (n–2)(n–3)/2,
and it corresponds to all j ∈ Nˆ c being strictly ranked and i1 being ranked ahead of
i2. The maximum size of ‖x+‖ such that the smallest value of ‖x−‖ is maintained
is equal to 2(n–2). It is achieved by completing this ranking structure in each of
four ways: placing i1 uniquely in first place and either placing i2 uniquely in second
place (#1) or tied with an alternative j1 ∈ Nˆ c in second place (#2); or tying i1 with
j1 for first place and either placing i2 uniquely in third place (#3) or tied with an
alternative j2 ∈ Nˆ c\{j1} in third place (#4). A positive arc can be added to #2 by
tying i1 with j1 for first place, but this also creates a tie with i2 by transitivity and
adds the negative arc (i2, i1) (#5). An additional positive arc can be added to #5
by tying its three top-ranked alternatives with j2, but this also adds a negative arc
from the tie between j1 and j2 (#6). If in #5, i1 and j1 remain tied for any position
but first, which is either occupied by i2 uniquely (#7) or jointly with j2 (#8), the
respective sizes of ‖x+‖ and ‖x−‖ are maintained. A positive arc can be added to
structure #7 by tying i1 and j1 with j2 for any position, except first, which is either
occupied by i1 uniquely (#9) or jointly with an alternative j3 ∈ N ′\{j1, j2} (#10).
The difference between ‖x+‖ and ‖x−‖ achieved by these ten ranking structures is
maximum. In particular, ranking i2 inferior to the first ranking position when i1 is
behind i2 or inferior to the second-best available ranking position when i1 is ahead of
i2 only lowers the cardinality of ‖x+‖. All other ranking require adding more positive
arcs to structures #1-#10 than those discussed, each of which would require adding
at least two negative arcs to preserve transitivity. 
Appendix B. Facet Defining Inequality Proofs.
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B.1. T4 FDI Differences Matrix. Recall that in this proof, we fixed i1 = 1
and jk = k+1, for k = 1, . . . , n–1. After iteratively subtracting several rows of X as
described in previous sections the generating set for X¯ can be given as:
j Ij := i ∈ p, q-ranges (k, `) ∈ AN : X¯i,(k,`) = 1 (k, `) ∈ AN : X¯i,(k,`) = –1
1 {1} − − (3, {1, 2})
2 {(2n–p)(p–1)–2p+2q+2} 1≤p≤n–2, − (p+1, q+2); (1, q+2)
1≤q≤n–1–p
3 {(2n–p)(p–1)–2p+2q+3} 1≤p≤n–3, (q+3, p+2); (q+3, 1) −
1≤q≤n–2–p
4 {(2n–1)p–(p+1)2+2} 1≤p≤n–3 (p–3, p–2); (1, {`>p+1}) ({k>p+3} ∪ {p+1}, 1)
5 {(n–1)(n–2)+1} − (1, n) (n–1, 1)
6 {(n–1)(n–2)+1+p} 1≤p≤n–2 (n–p, {1, n}) ({1, n}, n–p)
7 {(n–1)(n–2)+n} − (1, 2) (n, 1)
8 {(n–1)(n–2)+n+p} 1≤p≤n–3 (1, p+2) (p+1, 1)
9 {n(n–1)} 1≤p≤n–1 (p, {`>p}); (2, 1) −
B.2. T6 FDI Differences Matrix and Proof.
j Ij := i ∈ p, q-ranges (k, `) ∈ AN : X¯i,(k,`) = 1 (k, `) ∈ AN : X¯i,(k,`) = –1
1 {1} − (2, {1, n}) (n, {1, 2})
2 {2n(p–1)–p2+3} 1≤p≤n–2 (n, {1, p+1}) −
3 {2n(p–1)–p2+4} 1≤p≤n–2 − ({1, p+1}, n)
4 {(2n–p)(p–1)–p+2q+3} 1≤p≤n–3, (p+q+1, {1, p+1}) −
1≤q≤n–2–p
5 {(2n–p)(p–1)–p+2q+4} 1≤p≤n–3, − ({1, p+1}, p+q+1)
1≤q≤n–2–p
6 {2np–(p+1)2 + 2} 1≤p≤n–3 (1, {`>p+1}); ({k>p+2} ∪ {p+1}, 1);
(p+2, n) (n, p+2)
7 {n(n–2)+p} 1≤p≤n–3 (n–p–1, {1, n–1}) ({1, n–1}, n–p–1)
8 {n(n–1)–2} − (n–1, n–2) (n–2, n–1)
9 {n(n–1)–1} − − (n, 1)
10 {n(n–1)} 2≤p≤n–2 (1, {`> 1}); (n, {`<n}); −
(p, {p<`<n})
Theorem 16 (T6 FDI). Inequality (3) is an FDI of PnWO, for n ≥ 4:
Proof. In Inequality (3), fix i1 = 1 and i2 = n for ease of exposition—or assume a
corresponding relabeling of the alternatives is performed a priori. It is straightforward
to verify that all points output by the T6CP procedure belong to the six ranking
structures that satisfy the inequality at equality. To obtain the difference matrix,
X¯, first shift rows 1,2 and 3 to the bottom of the matrix such that they become
rows n(n–1)–2, n(n–1)–1 and n(n–1) respectively; all other rows are shifted upward.
Second, iteratively subtract row i–1 from row i, for i = n(n–1)–1, . . . , 4. Third,
subtract row n(n–1) from row 1, row i = n(n–1)–1 from row i = n(n–1)–2 and row
n(n–1)–2 from row n(n–1)–1. To proceed, set A0 ∈ Rn(n–1)×n(n–1) with a rearranged
column ordering of X¯ such that, all comparisons between the alternatives j, j′ ∈ Nˆ c =
N\{1, n} appear in the first (n–2)(n–3) columns, the next 2(n–2) columns involve the
comparisons between i2 = n and j ∈ Nˆ c and the finally elements involving the
comparison of i1 = 1 with j ∈ Nˆ c shows up in the last 2(n–1) columns.
The first thing to remark about the structure of A0 is that for the submatrix
involving the first (n–1)(n–2) columns and the first (n–1)2–1 rows, nearly all rows have
either a 1 or a –1 as the only nonzero element and the nonzero occurs under a unique
column. The only (n–2) rows that do not fit this pattern are rows 2n(i–1)–i2+2,
for i = 1, . . . , n–2 which have a 1 and a –1 under columns (i+1, n) and and (n, i+1),
respectively. The two consecutive vectors after each of these (n–2) rows have a nonzero
element of the opposite sign under the same columns. In particular, row 2n(i–1)–i2+3
has a 1 under column (n, i+1) and row 2n(i–1)–i2+4 has a –1 under column (i+1, n),
where 1 ≤ i ≤ n–2. Another thing to note about A0 is that, the binary values
of its final row of corresponds to the alternative ordering in which items {1, n} are
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tied for the first position and the remaining alternatives are in a lexicographical linear
ordering occupying positions 2 to (n–1). To eliminate the nonzero elements of the first
(n–1)(n–2) columns of this row add to it rows 2n(i–1)–i2+2(j–1)+2, where, 1 ≤ i ≤
n–2 and 1 ≤ j ≤ n–i–1. As the next step, eliminate the first two nonzero entries of row
2n(i–1)–i2+2 by adding to it rows 2n(i–1)–i2+3 and 2n(i–1)–i2+4, for i = 1, . . . , n–2.
Then shift these (n–2) rows to the bottom of the matrix and denote the resulting
matrix as A1. More explicitly, row (n–1)2+i+2 of A1 receives row 2n(i–1) − i2+2
from A0, for 1 ≤ i ≤ n–2; all other rows are shifted upwards. Afterwards, the
structure of A1 can be described via a partition with the same number of submatrices
and dimensions as described by Equation (9). Similar to the proof of Theorem 15,
it is only necessary to know a part of the contents of these submatrices to proceed.
B1 is comprised entirely of positive or negative unit vectors and, thus, |det(B1)| = 1.
C1 is mostly a zero matrix, with the exception of row i whose values under columns
(n–i–1, n–1) and (n–1, n–i–1) are 1 and –1, respectively, for i = 1, .., n–3 and row
2(n−2) which has a –1 under column (n–2, n–1) and a 1 under column (n–1, n–2). To
turn C1 into a zero matrix first add to row i, where 1 ≤ i ≤ n–3, the two consecutive
elementary vectors from B1 that have nonzeroes of the opposite sign under columns
(n–i–1, n–1) and (n–1, n–i–1). Next, to eliminate the elements of row 2(n–2) subtract
from it rows (n–1)(n–2)–4 and (n–1)(n–2)–3 of B1. Although similar to B1, D1 is
also comprised of elementary vectors, it is only necessary to know the contents of a
subset of simpler rows aligning with those rows of B1 that is used to turn C1 into a
zero matrix. Finally, the structure of E1 can be described as follows:
E1=

i (1,2)(2,1)(1,3)(3,1)(1,4)(4,1). . .(1,n–3)(n–3,1)(1,n–2)(n–2,1)(1,n–1)(n–1,1)(1,n) (n, 1)
1 –1 1
2 –1 1
... . .
.
. .
. ...
...
n–4 –1 1
n–3 –1 1
n–2
n–1 –1
n 1 1 –1 1 –2 . . . 1 –(n–5) 1 –(n–4) 1 –(n–4) –(n–3)
n+1 1 –1
n+2 –1 1 1 –1 . . . 1 –1 1 –1 1 –1
n+3 –1 1 . . . 1 –1 1 –1 1 –1
...
. . .
. . .
...
...
...
...
...
2n–3 –1 1 1 –1
2n–2 –1 1

From the above structure we can see that, row n of E1 in addition to having a 1
under column (1, i), where 1 ≤ i ≤ (n–1), also has a decreasing sequence of negative
integers under column (j, 1), where, 3 ≤ j ≤ n–2. Upon completion of the elimination
steps to convert C1 into a zero matrix, the entries of E1 change slightly and only
affects the entries in columns (1, n–1) and (n–1, 1). The structure of the new matrix
denoted as E2 can be given by:
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E2=

i (1,2)(2,1)(1,3)(3,1)(1,4)(4,1). . .(1,n–3)(n–3,1)(1,n–2)(n–2,1)(1,n–1)(n–1,1)(1,n) (n, 1)
1 –1 1 –1 1
2 –1 1 –1 1
... . .
.
. .
. ...
...
n–4 –1 1 –1 1
n–3 –1 1 –1 1
n–2 1 –1
n–1 –1
n 1 1 –1 1 –2 . . . 1 –(n–5) 1 –(n–4) 1 –(n–4) –(n–3)
n+1 1 –1
n+2 –1 1 1 –1 . . . 1 –1 1 –1 1 –1
n+3 –1 1 . . . 1 –1 1 –1 1 –1
...
. . .
. . .
...
...
...
...
...
2n–3 –1 1 1 –1
2n–2 –1 1

Now, since the determinant of B1 is 1 and C2 has been turned into a zero matrix,
we can write |det(A1)| = |det(E2)|. To simplify E2, first add row (n–2) to row 1
to n–3. Second, add to row i, where i = n+2, . . . , 2n–3 the updated rows j, where
1 ≤ j ≤ (n–i–2) and subtract from it row (n–2). Third, add rows 1 to (n–4) and
rows (n+2) to (2n–2) to row n+1. Fourth, eliminate the nonzero entries of row n
from column (1, 2) to (n–2, 1) by following similar steps that was used to eliminate
the entries of row (2n–2) in the proof of Theorem 15. The resulting matrix E3 from
the above elimination steps possesses the following form:
E3=

i (1,2)(2,1)(1,3)(3,1)(1,4)(4,1). . .(1,n–3)(n–3,1)(1,n–2)(n–2,1)(1,n–1)(n–1,1)(1,n)(n, 1)
1 –1 1
2 –1 1
... . .
.
. .
. ...
...
n–4 –1 1
n–3 –1 1
n–2 1 –1
n–1 –1
n β α α–1
n+1 1 –1
n+2 –1 1
n+3 –1 1
...
. . .
. . .
...
...
...
...
...
2n–3 –1 1
2n–2 –1 1

where,
α = –n+4; β = 2−
n−4∑
k=1
(k–1) =
(n–1)–(n–3)(n–5)
2
;
Using the same reasoning as in Theorem 15, it can be concluded that the non-
singularity of E3 depends on the non-singularity of the following 4× 4 matrix:
1 –1 0 0
0 0 0 –1
β α 0 α–1
1 0 –1 0
 .
The symbolic determinant of this matrix is α+β, which equals 0 when,
α+β = 0⇔ n = 7
2
±
√
17
2
/∈ Z.
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B.3. T9 FDI Proof.
Theorem 17 (T9 FDI). Inequality (6) is an FDI of PnWO, for n ≥ 4:
Proof. Recall the setting of the previous theorem where, i1 = 1 and i2 = n is
fixed or a corresponding relabeling of the alternatives is assumed a priori for inequal-
ity (6). It is easy to verify that all points yielded by T9CP belongs to the ten ranking
structures that satisfies inequality at equality. The rest of this proof follows almost
the same steps as in the proof of theorem 9. Therefore we sketch below only the
steps that need to be changed or where a change in the structure occurs due to the
difference in the T6CP and T9CP procedure. First, all entries of the difference ma-
trix X¯ is the same except those in the first and the last two rows, more specifically
rows 1, n(n–1)–1 and n(n–1). The first row has only a 1 under column (2, 1) and a
–1 under column (n, 2), row n(n–1)–1 has only a –1 under column (2, n) and finally
row n(n–1) has a binary structure corresponding to the alternative ordering where
item i1 = 1 is in the first position, items {2, n} are tied in the second position and
the rest are in lexicographical linear ordering. Second, due to the number of fewer
entries in the first row of A0, before row permutation is performed which converts A0
to A1, to eliminate the entries in the first (n–1)(n–2) columns of row 2n(i–1)–i2+2,
first add the second row to row 1 and then add rows 2n(i–1)–i2+3 and 2n(i–1)–i2+4
to row 2n(i–1)–i2+2, for i = 2, . . . , n–2. Third, submatrix C1 has an additional –1
in row (n–1) under column (2, n), which can be eliminated by subtracting from it
the second row of B1. Fourth, the above additional operations only affects two rows
of E2, specifically row (n–1) which now consists of a 1 under column (1, n) and row
(n+1) where the 1 is shifted to column (2, 1) and instead of a –1 under column (1, n)
has another 1 under column (n, 1). After the same elimination steps are performed
on E2 as in the proof of Theorem 9 we get the following structure for E3:
E3=

i (1,2)(2,1)(1,3)(3,1)(1,4)(4,1). . .(1,n–3)(n–3,1)(1,n–2)(n–2,1)(1,n–1)(n–1,1)(1,n)(n, 1)
1 –1 1
2 –1 1
... . .
.
. .
. ...
...
n–4 –1 1
n–3 –1 1
n–2 1 –1
n–1 1
n β α α–1
n+1 1 1
n+2 –1 1
n+3 –1 1
...
. . .
. . .
...
...
...
...
...
2n–3 –1 1
2n–2 –1 1

where, α and β have the same value as in Theorem 9. Now, because of the same
reasoning for the non-singularity of E3, we are only interested in the determinant of
the following 4× 4 matrix: 
1 –1 0 0
0 0 1 0
β α 0 α–1
1 0 0 1
 .
The determinant of this matrix is β+1, which equals 0 when,
β+1 = 0⇔ (n–1)–(n–3)(n–5)
2
+1 = n2–9n+14 = (n–2)(n–7) = 0⇔ n = 7 or 2.
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