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Abstract Structured optimization problems arise in many applications. To efficiently solve these problems,
it is important to leverage the structure information in the algorithmic design. This paper focuses on convex
problems with a finite-sum compositional structure. Finite-sum problems appear as the sample average
approximation of a stochastic optimization problem and also arise in machine learning with a huge amount
of training data. One popularly used numerical approach for finite-sum problems is the stochastic gradient
method (SGM). However, the additional compositional structure prohibits easy access to unbiased stochastic
approximation of the gradient, so directly applying the SGM to a finite-sum compositional optimization
problem (COP) is often inefficient.
We design new algorithms for solving strongly-convex and also convex two-level finite-sum COPs. Our
design incorporates the Katyusha acceleration technique and adopts the mini-batch sampling from both
outer-level and inner-level finite-sum. We first analyze the algorithm for strongly-convex finite-sum COPs.
Similar to a few existing works, we obtain linear convergence rate in terms of the expected objective error,
and from the convergence rate result, we then establish complexity results of the algorithm to produce an
ε-solution. Our complexity results have the same dependence on the number of component functions as
existing works. However, due to the use of Katyusha acceleration, our results have better dependence on
the condition number κ and improve to κ2.5 from the best-known κ3. Finally, we analyze the algorithm for
convex finite-sum COPs, which uses as a subroutine the algorithm for strongly-convex finite-sum COPs.
Again, we obtain better complexity results than existing works in terms of the dependence on ε, improving
to ε−2.5 from the best-known ε−3.
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1 Introduction
Utilizing structure information of a problem is crucial for designing efficient algorithms, especially when
the problem involves a high-dimensional variable and/or a huge amount of data. For example, recent works
(e.g., [7, 24]) have shown that on solving a finite-sum problem, the variance-reduced stochastic gradient
method, which utilizes the finite-sum structure information, can significantly outperform a deterministic
gradient method and a non-variance-reduced stochastic gradient method.
In this paper, we focus on the finite-sum compositional optimization problem (COP):
min
x∈RN2
H(x) ≡ 1
n1
n1∑
i=1
Fi
 1
n2
n2∑
j=1
Gj(x)
 + h(x), (1.1)
where Fi : R
N1 → R is a differentiable function for each i = 1, . . . , n1, Gj : RN2 → RN1 is a differentiable map
for each j = 1, . . . , n2, and h is a simple (but possibly non-differentiable) function. For ease of description,
we let F : RN1 → R and G : RN2 → RN1 respectively denote the average of {Fi} and {Gj}, i.e.,
F =
1
n1
n1∑
i=1
Fi, G =
1
n2
n2∑
j=1
Gj .
Also, we let f : RN2 → R be the composition of F with G, namely,
f = F ◦G. (1.2)
The problem (1.1) can be viewed as a sample average approximation (SAA) of a two-level stochastic COP, for
which [21] proposes and analyzes a class of stochastic compositional gradient methods. Very recently, [26,29]
extend the results to a multiple-level stochastic COP. Although it is possible to extend our method and
analysis to a multiple-level finite-sum COP, we will focus on the two-level case because of the applications
that we are interested in. Our main goal is to design a gradient-based (also called first-order) algorithm for
(1.1) and to analyze its complexity to produce a stochastic ε-solution x¯, i.e., E
[
H(x¯) −H(x∗)] ≤ ε, where
x∗ is a minimizer of H . The complexity is measured by the number of gradient evaluations of each Fi and
Jacobian matrix evaluations of each Gj . The method in [21] can certainly be applied to (1.1). However, due
to the utilization of the finite-sum structure, our method can have significantly better complexity result.
Below, we give two examples that motivate us to consider problems in the form of (1.1).
Example I: Risk-Averse Learning. Given a set of data {(ai, bi)}ni=1 sampled from a certain distribution,
the (sample) mean-variance minimization [13, 14] can be formulated as
min
x∈X
1
n
n∑
i=1
ℓ(x;ai, bi) +
λ
n
n∑
i=1
ℓ(x;ai, bi)− 1
n
n∑
j=1
ℓ(x;aj , bj)
2 , (1.3)
where ℓ is the loss function, X is a closed convex set in RN , and λ > 0 is to balance the trade-off between
mean and variance. As shown in [9], define Gj : R
N → RN+1 and Fi : RN+1 → R by
Gj(x) =
[
x; ℓ(x;aj , bj)
]
, Fi(z, y) = λ(ℓ(z;ai, bi)− y)2 + ℓ(z;ai, bi),
Katyusha Acceleration in Compositional Optimization 3
for j = 1, . . . , n and i = 1, . . . , n, and let h be the indicator function on X . Then (1.3) can be rewritten into
the form of (1.1) with n1 = n2 = n.
As an alternative, by expanding the square term, we write (1.3) equivalently into
min
x∈X
1
n
n∑
i=1
ℓ(x;ai, bi) +
λ
n
n∑
i=1
(ℓ(x;ai, bi))
2 − λ
 1
n
n∑
j=1
ℓ(x;aj , bj)
2 . (1.4)
Define Gj : R
N → RN+1 and Fi : RN+1 → R by
Gj(x) =
[
x; ℓ(x;aj , bj)
]
, Fi(z, y) = λℓ
2(z;ai, bi) + ℓ(z;ai, bi)− λy2,
for j = 1, . . . , n and i = 1, . . . , n, and also let h be the indicator function on X . Then we can rewrite (1.4)
into the form of (1.1) with n1 = n2 = n.
Example II: finite-sum constrained problems via augmented Lagrangian. Consider a problem with
a finite-sum objective and also finite-sum constraints:
min
x∈X
1
m
m∑
i=1
fi(x), s.t.
1
n
n∑
j=1
gjk(x) ≤ 0, k = 1, . . . ,K, (1.5)
where X is a closed convex set in RN . The Neyman-Pearson classification problem [18] can be formulated
as (1.5) with J = 1, and the fairness-constrained classification problem [28] can be written in the form of
(1.5) with J = 2. The augmented Lagrangian method (ALM) is one popular and effective way for solving
functional constrained problems. It has been shown [25] that applying an optimal first-order method (FOM)
within the ALM framework can yield an overall (near) optimal FOM for nonlinear functional constrained
problems. By the classic AL function, the primal subproblem (that is the most expensive step in the ALM)
takes the form:
min
x∈X
1
m
m∑
i=1
fi(x) +
K∑
k=1
ψβ
 1
n
n∑
j=1
gjk(x), zk
 , (1.6)
where β > 0 is the augmented penalty parameter, and
ψβ(u, v) :=
1
2β
[max{βu, −v}]2 + v
β
max{βu, −v}.
Given β > 0 and z ∈ RK , define Gj : RN → RN+K and Fi : RN+K → R by
Gj(x) =
[
x; gj1(x); . . . ; gjK(x)
]
, Fi(x, y) = fi(x) +
K∑
k=1
ψβ(yk, zk)
for j = 1, . . . , n and i = 1, . . . ,m, and also let h be the indicator function on X . Then we can write (1.6)
into the form of (1.1) with n1 = m and n2 = n.
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1.1 Related Works
In this subsection, we review existing works on solving problems in the form of (1.1) or its special cases.
Approaches for convex finite-sum problems. When each Gj is the identity map, (1.1) reduces to the
traditional finite-sum problem
min
x∈RN
f(x) + h(x) ≡ 1
n
n∑
i=1
Fi(x) + h(x). (1.7)
For solving (1.7), one can apply the proximal gradient method (PG) or its accelerated version APG [15]. Each
iteration of PG or APG computes the gradient f at a point and performs a proximal mapping of h, and thus
their per-iteration complexity is n, in terms of the number of gradient evaluation of component functions {Fi}.
If each Fi has an L-Lipschitz continuous gradient, and f is µ-strongly convex, then PG and APG respectively
need O
(
κ log 1ε
)
and O
(√
κ log 1ε
)
iterations to produce an ε-solution, where κ = Lµ denotes the condition
number. Hence, their total complexities are respectively O
(
nκ log 1ε
)
and O
(
n
√
κ log 1ε
)
, which are high as
n is large. The stochastic gradient descent (SGD) can be used for the big-n case of (1.7). At each update, it
only needs to evaluate the gradient of one or a few randomly sampled functions and can produce a stochastic
ε-solution with a complexity of O
(
Gκ
µε
)
. Here, G is a bound for the second moment of sample gradients. The
complexity of SGD could be lower than those of PG and APG if n is large and ε is not too tiny. While PG
and APG treat (1.7) as a regular deterministic problem, the SGD simply takes it as a stochastic program.
None of them utilize the finite-sum structure. It turns out that a better complexity of O
(
(n+ κ) log 1ε
)
can
be obtained by utilizing the special structure, through a random sampling together with a variance-reduction
(VR) technique (e.g., [5,7,19,24]). Furthermore, the Katyusha acceleration [1] incorporates the VR and the
linear coupling technique [3] that is disassembled from Nesterov’s acceleration. The Katyusha accelerated
method achieves a complexity of O
(
(n+
√
nκ) log 1ε
)
, which is lower than O
(
(n+ κ) log 1ε
)
if n≪ κ. Similar
results have also been shown in [4, 10, 20]. They match with the lower complexity bound given in [23] and
thus are optimal for solving problems in the form of (1.7).
Approaches for finite-sum COPs. Several methods have been designed specifically for solving problems
with finite-sum composition structure. However, their complexity results are generally worse than those
obtained for solving problems in the form of (1.7). For example, to produce a stochastic ε-solution, the
methods in [6,8] both use the VR technique and bear a complexity of O
(
(n1 + n2 + κ
3) log 1ε
)
if the objective
in (1.1) is strongly convex and has condition number κ. This result is significantly worse than the complexity
of O
(
(n+ κ) log 1ε
)
mentioned previously for solving (1.7), in terms of the dependence on the condition
number κ. The worse result is caused by the additional composition structure, which prohibits easy access
to unbiased stochastic estimation of ∇f . To see this, note that
∇f(x) = [∇G(x)]⊤∇F (G(x)) =
 1
n2
n2∑
j=1
∇Gj(x)
⊤∇F
 1
n2
n2∑
j=1
Gj(x)
 .
Hence, if we can unbiasedly estimate the Jacobian matrix ∇G(x) and the gradient ∇F (G(x)) independently,
then an unbiased estimation of ∇f(x) can be obtained. However, ∇F (E[ξ]) = E[∇F (ξ)] does not generally
hold for a random vector ξ, and thus though we can easily have an unbiased stochastic approximation of
∇G(x) and G(x) by randomly sampling from {Gj}, this way does not guarantee an unbiased estimation of
∇F (G(x)), let alone ∇f(x).
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Complexity results have been established in the literature for problem (1.1) under different scenarios.
For example, [6, 8] studied the scenario where f is smooth and strongly convex. Both of them inherit the
algorithmic design from [7] and achieved linear convergence. Besides the strongly convex scenario, other cases
of (1.1) have also been studied. The case with a smooth and convex f was treated, for example, in [6,11]. The
case with a smooth but non-convex f is studied, for example, in [12,22]. The work [12] employs the variance
reduction technique while sampling the inner map G and its Jacobian and the outer map F , for which
various mini-batch sizes can be taken. Instead of a finite-sum problem, [22] studies a stochastic composition
problem. Assuming that the sampling at the inner layer is unbaised and has a bounded variance, [22] provides
sublinear guarantees for strongly convex, convex, and nonconvex cases. The work [27] deals with a finite-
sum composition problem with an additional linear constraint. It integrates variance reduction with the
alternating direction method of multipliers. For comparison, we list complexity results of state-of-the-art
methods for the strongly-convex and convex cases in Table 1.
1.2 Our Contributions
The contributions of this paper are mainly on designing new algorithms for solving convex and strongly-
convex finite-sum compositional optimization problems and establishing complexity results that appear the
best so far. They are summarized as follows.
– First, we propose a new algorithm for solving strongly convex compositional optimization. Our design
incorporates Katyusha acceleration [1] together with a mini-batch sampling technique.
– Second, we conduct the complexity analysis of the new algorithm in three different scenarios. We start
from the scenario where the outer finite-sum in (1.1) has a relatively small number n1 but the inner
finite-sum takes a big number n2. Then we analyze the scenario where both n1 and n2 are big, and each
Fi◦G in (1.1) may be non-convex. The third scenario also has big n1 and n2 but assumes convexity of each
Fi ◦G. For all the three scenarios, our complexity results are roughly in the order of (n1+n2+κ2.5) log 1ε
to produce a stochastic ε-solution. The third scenario can have a result with a better dependence on κ;
see Corollary 5.10 below and its remark. Our complexity results are better than existing ones by an order
of
√
κ. This is due to the incorporation of the Katyusha acceleration in our algorithmic design.
– Thirdly, we propose a new algorithm for solving convex compositional optimization, by applying the
optimal black-box reduction technique [2] and our proposed strongly-convex problem solver as a sub-
routine. For all the three scenarios mentioned above, our complexity results are roughly in the order of
(n1 + n2) log
1
ε +
1
ε2.5 . Compared to existing results, ours are better by an order of
1√
ε
.
1.3 Notation and organization
Throughout the paper, we use ‖ · ‖ to denote the Euclidean norm of a vector and also the spectral norm of
a matrix. For any real number a, we use ⌈a⌉ for the least integer that is lower bounded by a, ⌊a⌋ for the
greatest integer that is upper bounded by a, and for any positive integer n, we use [n] for the set {1, . . . , n}.
For a differentiable scalar function f , ∇f denotes its gradient, and for a differentiable vector function G, ∇G
denotes its Jacobian matrix. E is used for the full expectation, and a subscript will be added for conditional
expectation. We use the big-O, big-Ω, and big-Θ notation with the standard meanings to compare two
numbers that both can go to infinity. Specifically, a = O(b) means that there exists a uniform constant
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Table 1 A comparison of complexity results amongst several state-of-the-art algorithms for solving problems in the form of
(1.1) to produce a stochastic ε-solution; see Definition 1. “h 6= 0” is to reflect whether the algorithm handles a proximal term.
“conv. outer sum.” stands for convex outer summand, meaning whether the convexity of each Fi ◦G is assumed. In that column,
“both” indicates that the analysis is done with the assumption and also done without the assumption. In the fourth column, we
use κ for the condition number. Although the compared papers have different definitions of κ, they all have µ as the denominator
in the fractions.
h 6= 0 conv. outer sum. f strongly convex f convex
AGD [16,17] yes both (n1 + n2)
√
κ log 1
ε
(n1 + n2)
1√
ε
Compositional-SVRG-2 [8] no yes (n1 + n2 + κ3) log
1
ε
–
VRSC-PG [6] yes yes (n1 + n2 + κ3) log
1
ε
n1 + n2 +
(n1+n2)
2
3
ε2
SCVRG [11] yes no – (n1 + n2) log
1
ε
+ 1
ε3
This paper yes both (n1 + n2 + κ2.5) log
1
ε
(n1 + n2) log
1
ε
+ 1
ε2.5
C > 0 such that a ≤ C · b, a = Ω(b) means that there exists a uniform constant c > 0 such that a ≥ c · b,
and a = Θ(b) means that a = O(b) and a = Ω(b) both hold.
Definition 1 (stochastic ε-solution). Given ε > 0, a random vector x¯ is called a stochastic ε-solution of
(1.1) if E
[
H(x¯)−H(x∗)] ≤ ε, where x∗ is a minimizer of H.
Definition 2 (L-smoothness). A differentiable scalar (resp. vector) function φ on a set X is called L-smooth
with L ≥ 0 if its gradient (resp. Jacobian matrix) ∇φ is L-Lipschitz continuous, namely,
‖∇φ(x) −∇φ(x′)‖ ≤ L‖x− x′‖, ∀x, x′ ∈ X.
Definition 3 (bounded gradient). A differentiable scalar (resp. vector) function φ on a set X has a b-bounded
gradient (resp. Jacobian matrix) ∇f, if
‖∇f(x)‖ ≤ b, ∀x ∈ X.
Definition 4 (µ-strong convexity). A function φ on a convex set X is called µ-strongly convex for some
µ > 0, if
φ(x′) ≥ φ(x) + 〈∇˜φ(x), x′ − x〉+ µ
2
‖x′ − x‖2, ∀x, x′ ∈ X,
where ∇˜φ(x) stands for a subgradient of φ at x.
The rest of the paper is organized as follows. In Section 2, we give the technical assumptions and also
the algorithm for the strongly convex case of (1.1). A few lemmas are established in Section 3. In Section 4,
we analyze the algorithm for the case of relatively small n1 and big n2, and in Section 5, we conduct the
analysis for big n1 and big n2. Strong convexity is assumed in Sections 4 and 5, and in Section 6, we propose
an algorithm for the convex case of (1.1) and give the complexity results. Section 7 concludes the paper.
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2 Technical assumptions and proposed algorithm
The following three assumptions are made throughout the analysis for strongly convex cases of (1.1).
Assumption 2.1. The function f given in (1.2) is convex, and the function h in (1.1) is µ-strongly convex
with µ > 0.
Assumption 2.2. For every i ∈ [n1], Fi is LF -smooth and has a BF -bounded gradient, and for every
j ∈ [n2], Gj is LG-smooth and has a BG-bounded Jacobian matrix.
By this assumption, f must be smooth, and also F is LF -smooth and has a BF -bounded gradient. Note
that we do not assume the smoothness of h, but the proximal mapping of h needs to be easy to implement
our algorithm.
Assumption 2.3. For every i ∈ [n1] and every j ∈ [n2], it holds
∥∥∥[∇Gj(x)]⊤∇Fi(G(x)) − [∇Gj(y)]⊤∇Fi(G(y))∥∥∥ ≤ L‖x− y‖, ∀x, y ∈ RN2 .
This assumption is a conventional one made in the literature. It guarantees the L-smoothness of fi :=
Fi ◦G for each i ∈ [n1] by the following arguments:
‖∇fi(x) −∇fi(y)‖ =
∥∥[∇G(x)]⊤∇Fi(G(x)) − [∇G(y)]⊤∇Fi(G(y))∥∥
=
∥∥∥∥∥∥ 1n2
n2∑
j=1
(
[∇Gj(x)]⊤∇Fi(G(x)) − [∇Gj(y)]⊤∇Fi(G(y))
)∥∥∥∥∥∥
≤ 1
n2
n2∑
j=1
∥∥[∇Gj(x)]⊤∇Fi(G(x)) − [∇Gj(y)]⊤∇Fi(G(y))∥∥ ≤ L‖x− y‖, (2.1)
and it implies the L-smoothness of f as well by noting:
‖∇f(x)−∇f(y)‖ =
∥∥∥∥∥ 1n1
n1∑
i=1
(∇fi(x)−∇fi(y))
∥∥∥∥∥ ≤ 1n1
n1∑
i=1
‖∇fi(x) −∇fi(y)‖ ≤ L‖x− y‖.
Notice that some model is provided with f being smooth and µ-strongly convex while h is only convex. For
this case, one can let f ← f − µ2 ‖ · ‖2 and h← h+ µ2 ‖ · ‖2 to fit our assumptions. We assume L ≥ µ.
Under the above assumptions, we design the SoCK method to solve Problem (1.1), and the pseudocode is
given in Algorithm 1. The design incorporates the linear coupling technique, i.e., the xk+1 update, which is
used in [1], together with the variance-reduction technique that is adopted by the state-of-the-art algorithms,
e.g. [6, 8, 11]. By the linear coupling technique with carefully selected momentum weights (τ1 and τ2 here),
one can achieve the optimal deterministic rates for convex objectives as in [3] and the optimal stochastic
rate for a stochastic finite-sum objective as in [1].
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Algorithm 1 Strongly Convex Compositional Katyusha (SoCK)
Input: x0 ∈ RN2 , S, m ≤ L2µ , θ > 1, inner minibatch sizes A and B, and outer minibatch size C ≥ 2 + 24Lµ ;
Let y0 = z0 = x˜0 ← x0;
for s = 0 to S − 1 do
Compute G(x˜s), ∇G(x˜s) and ∇f(x˜s)← [∇G(x˜s)]⊤∇F (G(x˜s)); ⊲ take a snapshot
for j = 0 to m− 1 do
k ← sm+ j;
xk+1 ← τ1zk + τ2x˜s + (1 − τ1 − τ2)yk ; ⊲ linear coupling step
Sample Ak and Bk uniformly at random from [n2] with replacement such that |Ak | = A and |Bk| = B;
Let Ĝk ← 1A
∑
jk∈Ak
(
Gjk (xk+1)−Gjk (x˜s)
)
+G(x˜s);
Let ∇Ĝk ← 1B
∑
jk∈Bk
(∇Gjk (xk+1) −∇Gjk (x˜s)) +∇G(x˜s);
Option I: let ∇˜k+1 ←
[
∇Ĝk
]⊤∇F (Ĝk); ⊲ batch step for outer function
Option II: Sample Ck uniformly at random from [n1] with |Ck | = C and let ⊲ minibatch step for outer function
∇˜k+1 ← 1C
∑
i∈Ck
([
∇Ĝk
]⊤∇Fi(Ĝk)− [∇G(x˜s)]⊤∇Fi(G(x˜s))
)
+∇f(x˜s)
Let zk+1 ← argminz 〈∇˜k+1, z〉+ 12α ‖z − zk‖2 + h(z); ⊲ mirror descent step
Let yk+1 ← argminy 〈∇˜k+1, y〉+ 3L2 ‖y − xk+1‖2 + h(y); ⊲ gradient descent step
end for
x˜s+1 ← (∑m−1j=0 θj)−1 ·∑m−1j=0 θjysm+j+1; ⊲ update to the snapshot point
end for
return x˜S or xout ← (1−τ1−τ2+τ1/8)ySm+(τ2+τ1/8)mx˜S
1−τ1−τ2+τ1/8+(τ2+τ1/8)m .
The main process in Algorithm 1 follows [1]. It takes a snapshot every m iterations; the x-trajectory
takes a linear coupling of the y and z-trajectories and the snapshot trajectory; the z-trajectory performs
a mirror descent step over its own query point; the y-trajectory performs a proximal gradient step on the
current x-query point, while the gradient direction is sampled on the current x-query point, similar to what
is done in the literature. The update to the snapshot query point is an artifact of the analysis, for the sake
of telescoping the progress among all snapshot points. The two different settings of the final output are also
artifacts from our analysis. Notice that by counting the number of component function/gradient/Jacobian
evaluations, the overall complexity of the algorithm is S
(
n1 +2n2+m(2A+2B+ n1)
)
if Option I is taken
and S
(
n1 +2n2+2m(A+B+C)
)
if Option II is taken. Hence, we will take Option I if n1 is in the same
magnitude of A+B and Option II only if n1 ≫ A+B. Corresponding to the two options, we will conduct
the analysis separately in Section 4 and Section 5.
The randomness of the algorithm comes from the uniform samples Ak, Bk and Ck, for all 0 ≤ k ≤ Sm−1.
In our analysis, we use Ek−1 for the conditional expectation with the history until the k-th iteration is
fixed. More precisely, in Section 4 with Option I taken, Ek−1[ · ] = E
[ · | {Ai, Bi}k−1i=0 ], and in Section 5
with Option II taken, Ek−1[ · ] = E
[ · | {Ai, Bi, Ci}k−1i=0 ]. For ease of notation, we will use the following
shorthands in our analysis
Dk ≡ E
[
H(yk)−H(x∗)
]
, D˜s ≡ E[H(x˜s)−H(x∗)], (2.2)
and for readers’ convenience, we list some important parameters with their meanings in Table 2.
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Table 2 List of parameters and notations
L smoothness parameter for problem (1.1); see Assumption 2.3
µ strong-convexity parameter of h in (1.1)
A number of samples with replacement used for the output estimation of the inner map G
B number of samples with replacement used for the Jacobian estimation of the inner map G
C number of samples with replacement used for the gradient estimation of the outer function F
S number of outer loops
m number of inner loops
Ĝk the output estimation of the inner map G at iteration k, implimented variance reduction and mini-batch
∇Ĝk the Jacobian estimation of the inner map G at iteration k, implimented variance reduction and mini-batch
∇˜k+1 the gradient estimation of the composition f at iteration k, implimented variance reduction and mini-batch
x∗ the optimal solution of (1.1)
3 Preparatory lemmas
In this section, we establish a few lemmas about the proposed SoCK method in Algorithm 1. These results
hold if either Option I or Option II is taken, and thus they can be used to show our main convergence
rate results in Section 4 and Section 5.
The first lemma is about the progress that the algorithm makes after obtaining yk+1. Its proof follows
that of [1, Lemma 3.3].
Lemma 3.1. If
yk+1 = argmin
y
〈∇˜k+1, y − xk+1〉+ 3L
2
‖y − xk+1‖2 + h(y)− h(xk+1),
and
Prog(xk+1) ≡ −min
y
{
〈∇˜k+1, y − xk+1〉+ 3L
2
‖y − xk+1‖2 + h(y)− h(xk+1)
}
≥ 0,
we have
H(xk+1)−H(yk+1) ≥ Prog(xk+1)− 1
4L
‖∇˜k+1 −∇f(xk+1)‖2.
Proof. We have
Prog(xk+1) =−
(
〈∇˜k+1, yk+1 − xk+1〉+ 3L
2
‖yk+1 − xk+1‖2 + h(yk+1)− h(xk+1)
)
=−
(
〈∇f(xk+1), yk+1 − xk+1〉+ L
2
‖yk+1 − xk+1‖2 + h(yk+1)− h(xk+1)
)
+
(
〈∇f(xk+1)− ∇˜k+1, yk+1 − xk+1〉 − L‖yk+1 − xk+1‖2
)
≤− (f(yk+1)− f(xk+1) + h(yk+1)− h(xk+1)) + 1
4L
‖∇f(xk+1)− ∇˜k+1‖2.
The last inequality above uses the L smoothness of f, as well as Young’s inequality 〈a, b〉 ≤ 12‖a‖2+ 12‖b‖2.
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The bound on the variance of the biased sample gradient ∇˜k+1 is critical for the convergence result.
The next lemma will be used to derive a bound on the variance for the algorithm with either Option I or
Option II.
Lemma 3.2. Let Ĝk and ∇Ĝk be those in Algorithm 1, and let g(·) be any function on RN1 that is l-smooth
and has b-bounded gradient, then
Ek−1
[∥∥∥∥[∇Ĝk]⊤∇g(Ĝk)− [∇G(xk+1)]⊤∇g(G(xk+1))∥∥∥∥2
]
≤
(
2B4Gl
2
A
+
2b2L2G
B
)
‖x˜s − xk+1‖2.
Proof. First, we observe that∥∥∥[∇Ĝk]⊤∇g(Ĝk)− [∇G(xk+1)]⊤∇g(G(xk+1))∥∥∥2
①≤ 2
∥∥∥[∇Ĝk]⊤∇g(Ĝk)− [∇G(xk+1)]⊤∇g(Ĝk)∥∥∥2 + 2 ∥∥∥[∇G(xk+1)]⊤∇g(Ĝk)− [∇G(xk+1)]⊤∇g(G(xk+1))∥∥∥2
②≤ 2b2
∥∥∥∇Ĝk −∇G(xk+1)∥∥∥2 + 2B2G ∥∥∥∇g(Ĝk)−∇g(G(xk+1))∥∥∥2
③≤ 2b2
∥∥∥∇Ĝk −∇G(xk+1)∥∥∥2 + 2B2Gl2 ∥∥∥Ĝk −G(xk+1)∥∥∥2 . (3.1)
Here, ① uses the Young’s inequality, ② follows from the boundedness of ∇g and ∇G, and ③ is from the
l-smoothness of g.
Notice that Ĝk and ∇Ĝk are respectively unbiased estimators of G(xk+1) and ∇G(xk+1). Hence,
Ek−1
[∥∥∥Ĝk −G(xk+1)∥∥∥2] = Ek−1
∥∥∥ 1
A
∑
jk∈Ak
(
Gjk(xk+1)−Gjk(x˜s)
)− (G(xk+1)−G(x˜s))∥∥∥2

①
=
1
A2
∑
jk∈Ak
Ek−1
[∥∥∥(Gjk(xk+1)−Gjk(x˜s))− (G(xk+1)−G(x˜s))∥∥∥2]
②≤ 1
A2
∑
jk∈Ak
Ek−1
[
‖Gjk(xk+1)−Gjk (x˜s)‖2
]
③≤ B
2
G
A2
∑
jk∈Ak
‖xk+1 − x˜s‖2 = B
2
G
A
‖xk+1 − x˜s‖2 . (3.2)
Here,① comes from the fact that
{
(Gjk (xk+1)−Gjk(x˜s))−(G(xk+1)−G(x˜s))
}
are conditionally independent
with each other, and there expectations all equal 0, ② holds because the variance is bounded by the second
moment, and ③ follows from the intermediate value theorem and the boundedness of the Jacobian of each
Gjk .
A completely parallel argument gives Ek−1
[∥∥∇Ĝk −∇G(xk+1)∥∥2] ≤ L2GB ‖xk+1 − x˜s‖2. Plugging this
inequality and that in (3.2) into (3.1) leads to the desired result.
The next lemma is from [1, Lemma 3.5].
Lemma 3.3. Suppose h(·) is µ-strongly convex. Given ∇˜k+1, if
zk+1 = argmin
z
α〈∇˜k+1, z − zk〉+ 1
2
‖z − zk‖2 + αh(z)− αh(zk),
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then it holds for any u ∈ RN2 that
α〈∇˜k+1, zk+1 − u〉+ αh(zk+1)− αh(u) ≤ −1
2
‖zk − zk+1‖2 + 1
2
‖zk − u‖2 − 1 + αµ
2
‖zk+1 − u‖2. (3.3)
The following lemma serves as a critical step in combining the progress of an entire iteration, enabled by
the linear coupling update.
Lemma 3.4. Let xk+1, yk+1 and zk+1 be those given in Algorithm 1. If τ1 ∈ (0, 13αL ] and τ2 ∈ [0, 1− τ1] in
the linear coupling step, then for any u ∈ RN2 and any positive β, it holds
α
〈∇f(xk+1), zk − u〉− αh(u)
≤ α
τ1
(
f(xk+1)−H(yk+1)
)
+ α
( 1
4τ1L
+
β
2
)
‖∇˜k+1 −∇f(xk+1)‖2 + 1 + α/β
2
‖zk − u‖2 (3.4)
− 1 + αµ
2
‖zk+1 − u‖2 + ατ2
τ1
h(x˜s) +
α(1− τ1 − τ2)
τ1
h(yk).
Proof. Let v = τ1zk+1 + τ2x˜
s + (1 − τ1 − τ2)yk. We have xk+1 − v = τ1(zk − zk+1), and therefore
α〈∇˜k+1, zk − zk+1〉 − 1
2
‖zk − zk+1‖2 = α
τ1
〈∇˜k+1, xk+1 − v〉 − 1
2τ21
‖xk+1 − v‖2
=
α
τ1
(
〈∇˜k+1, xk+1 − v〉 − 1
2ατ1
‖xk+1 − v‖2 − h(v) + h(xk+1)
)
+
α
τ1
(
h(v)− h(xk+1)
)
①≤ α
τ1
(
〈∇˜k+1, xk+1 − v〉 − 3L
2
‖xk+1 − v‖2 − h(v) + h(xk+1)
)
+
α
τ1
(
h(v)− h(xk+1)
)
②≤ α
τ1
(
H(xk+1)−H(yk+1) + 1
4L
‖∇˜k+1 −∇f(xk+1)‖2
)
+
α
τ1
(
h(v)− h(xk+1)
)
③≤ α
τ1
(
H(xk+1)−H(yk+1) + 1
4L
‖∇˜k+1 −∇f(xk+1)‖2
)
+
α
τ1
(
τ1h(zk+1) + τ2h(x˜
s) + (1 − τ1 − τ2)h(yk)− h(xk+1)
)
. (3.5)
Here ① holds because τ1 ≤ 13αL , ② uses Lemma 3.1, and ③ follows from the convexity of h(·) and the
definition of v.
Meanwhile, for any vector u and any positive β,
α〈∇f(xk+1), zk − u〉
= α〈∇˜k+1, zk − u〉+ α〈∇f(xk+1)− ∇˜k+1, zk − u〉
≤ α〈∇˜k+1, zk − zk+1〉+ α〈∇˜k+1, zk+1 − u〉+ α
2
[
β‖∇˜k+1 −∇f(xk+1)‖2 + 1
β
‖zk − u‖2
]
, (3.6)
where the inequality follows from the Young’s inequality.
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Over (3.6), we substitute in (3.5) and Lemma 3.3 and combine alike terms to get:
α〈∇f(xk+1), zk − u〉 − αh(u)
≤ α
τ1
(
H(xk+1)−H(yk+1)
)
+ α
( 1
4τ1L
+
β
2
)
‖∇˜k+1 −∇f(xk+1)‖2 + 1 + α/β
2
‖zk − u‖2
− 1 + αµ
2
‖zk+1 − u‖2 + ατ2
τ1
h(x˜s) +
α(1− τ1 − τ2)
τ1
h(yk)− α
τ1
h(xk+1)
which finishes the proof upon simplification.
Lemma 3.5. Let xk+1 be given in the linear coupling step and x
∗ be the solution of (1.1). Then
‖xk+1− x˜s‖2 ≤ 3
(
τ21 ‖zk − x∗‖2 +
2(1− τ2)2
µ
(
H(x˜s)−H(x∗))+ 2(1− τ1 − τ2)2
µ
(
H(yk)−H(x∗)
))
. (3.7)
Proof. By the update formula of xk+1 and also the Young’s inequality, we have
‖xk+1 − x˜s‖2 = ‖τ1(zk − x∗) + (1 − τ2)(x∗ − x˜s) + (1 − τ1 − τ2)(yk − x∗)‖2
≤ 3 (τ21 ‖zk − x∗‖2 + (1 − τ2)2‖x∗ − x˜s‖2 + (1 − τ1 − τ2)2‖yk − x∗‖2)
Since H is µ-strongly convex, it holds that H(u) −H(x∗) ≥ µ2 ‖u − x∗‖2 for any u. Hence, we obtain (3.7)
by bounding ‖x∗ − x˜s‖2 and ‖yk − x∗‖2 by the function values of H .
Lemma 3.6. Suppose τ1 ∈ (0, 13αL ] and τ2 ∈ [0, 1− τ1] in the linear coupling step of Algorithm 1. Let x∗ be
the solution of (1.1). Then for any positive number β, it holds
0 ≤ τ2
τ1
(
H(x˜s)−H(x∗))+ (1− τ1 − τ2)
τ1
(
H(yk)−H(x∗)
)− 1
τ1
(
H(yk+1)−H(x∗)
)
(3.8)
+
(
1
4τ1L
+
β
2
)
‖∇˜k+1 −∇f(xk+1)‖2 + 1 + α/β
2α
‖zk − x∗‖2 − 1 + αµ
2α
‖zk+1 − x∗‖2.
Proof. For any u, we have
α
(
f(xk+1)− f(u)
) ①≤ α〈∇f(xk+1), xk+1 − u〉 = α〈∇f(xk+1), xk+1 − zk〉+ α〈∇f(xk+1), zk − u〉
②
=
ατ2
τ1
〈∇f(xk+1), x˜s − xk+1〉+ α(1 − τ1 − τ2)
τ1
〈∇f(xk+1), yk − xk+1〉+ α〈∇f(xk+1), zk − u〉 (3.9)
③≤ατ2
τ1
(
f(x˜s)− f(xk+1)
)
+
α(1 − τ1 − τ2)
τ1
(
f(yk)− f(xk+1)
)
+ α〈∇f(xk+1), zk − u〉. (3.10)
Here, ① uses the convexity of f(·), ② is by the definition of xk+1, ③ uses the convexity of f(·) twice. Adding
(3.4) and (3.10), we have
α
(
f(xk+1)−H(u)
)
≤ ατ2
τ1
(
H(x˜s)− f(xk+1)
)
+
α(1− τ1 − τ2)
τ1
(
H(yk)− f(xk+1)
)
+
α
τ1
(
f(xk+1)−H(yk+1)
)
+ α
(
1
4τ1L
+
β
2
)
‖∇˜k+1 −∇f(xk+1)‖2 + 1 + α/β
2
‖zk − u‖2 − 1 + αµ
2
‖zk+1 − u‖2.
Setting u = x∗ in the above inequality and dividing both sides by α, we obtain the desired result by
rearranging terms.
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By the inequality in (3.8) with β = 6µ and also bounding ‖∇˜k+1−∇f(xk+1)‖2, we will obtain the following
inequality
0 ≤
(
(1 − τ1 − τ2)
τ1
+
M
µ
2(1− τ1 − τ2)2
)
(H(yk)−H(x∗))− 1
τ1
(
Ek−1[H(yk+1)]−H(x∗)
)
(3.11)
+
(
τ2
τ1
+
M
µ
2(1− τ2)2
)
(H(x˜s)−H(x∗)) +
(
1
2α
+
µ
12
+Mτ21
)
‖zk − x∗‖2 − 1 + αµ
2α
Ek−1[‖zk+1 − x∗‖2],
where M is a positive number to be defined. The proof of (3.11) differs slightly for Option I and Option
II of Algorithm 1 by choosing appropriate M for different scenarios.
The following lemma is a key to establishing our main results.
Lemma 3.7. Suppose that (3.11) holds for each k and s and that 2Mτ21 <
5µ
6 . Let A,B and C be numbers
that satisfy
A ≥ 2M
µ
(1− τ1 − τ2)2, B ≥ 2M
µ
(1− τ2)2, C = 1
2α
+
µ
12
+Mτ21 .
If θ ∈ (1, 1+αµ
1+α(µ/6+2Mτ2
1
)
], then
(
(τ1 + τ2 − 1 + 1/θ)
τ1
−A
)
θD˜s+1
m−1∑
j=0
θj ≤
(
(1− τ1 − τ2)
τ1
+A
)(
Dsm − θmD(s+1)m
)
+
(
τ2
τ1
+B
)
D˜s
m−1∑
j=0
θj + CE
[‖zsm − x∗‖2]− Cθm E [‖z(s+1)m − x∗‖2], (3.12)
where D˜s and Dsm are defined in (2.2).
Proof. Taking full expectation over both sides of (3.11) and using the definition of D˜s and Dsm in (2.2), we
have from the conditions on A,B and C that
0 ≤
(
(1− τ1 − τ2)
τ1
+A
)
Dk − 1
τ1
Dk+1 +
(
τ2
τ1
+B
)
D˜s + CE
[‖zk − x∗‖2]− CθE [‖zk+1 − x∗‖2].
Multiplying the above inequality by θj for each k = sm + j and summing up the resulting inequalities for
all j = 0, . . . ,m− 1, we obtain
0 ≤
(
(1 − τ1 − τ2)
τ1
+A
)m−1∑
j=0
θjDsm+j − 1
τ1
m−1∑
j=0
θjDsm+j+1 +
(
τ2
τ1
+B
)
D˜s
m−1∑
j=0
θj
+ CE
[‖zsm − x∗‖2]− Cθm E [‖z(s+1)m − x∗‖2].
which can be rewritten as(
(τ1 + τ2 − 1 + 1/θ)
τ1
−A
) m∑
j=1
θjDsm+j ≤
(
(1− τ1 − τ2)
τ1
+A
)(
Dsm − θmD(s+1)m
)
+
(
τ2
τ1
+B
)
D˜s
m−1∑
j=0
θj + CE
[‖zsm − x∗‖2]− Cθm E [‖z(s+1)m − x∗‖2].
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By the convexity ofH(·) and the choice of x˜s+1, we have D˜s+1 ≤ (∑m−1j=0 θj)−1 ·∑m−1j=0 θjDsm+j+1. Therefore,
the above inequality implies (3.12), and we complete the proof.
4 Convergence results of the SoCK method with outer batch step
In this section, we analyze the convergence rate of Algorithm 1 that takes Option I and estimate its
complexity to produce a stochastic ε-solution of (1.1). More precisely, we assume n1 is not too big, so we
view the outer finite-sum as a single function F .
First, we show that (3.11) holds with an appropriate choice of M and thus (3.12) follows. Then we
establish the convergence rate by using (3.12). The next lemma bounds the variance of ∇˜k+1, and it follows
from Lemma 3.2 with g = F .
Lemma 4.1. Let f be that in (1.2), and let x˜s and xk+1 be those given in Algorithm 1 with ∇˜k+1 computed
by Option I. Then
Ek−1
[‖∇˜k+1 −∇f(xk+1)‖2] ≤ (2B4GL2F
A
+
2B2FL
2
G
B
)
‖x˜s − xk+1‖2. (4.1)
Plugging (4.1) into (3.8), we are able to show (3.11) and thus (3.12) with an appropriate M .
Lemma 4.2. Suppose τ1 ∈ (0, 13αL ] and τ2 ∈ [0, 1− τ1] in the linear coupling step of Algorithm 1. Let x∗ be
the solution of (1.1). If ∇˜k+1 is computed by Option I, then (3.11) holds with
M = 3(
1
4τ1L
+
3
µ
)
(
2B4GL
2
F
A
+
2B2FL
2
G
B
)
. (4.2)
Proof. Taking conditional expectation Ek−1 on both sides of (3.8) with β = 6µ and plugging (4.1), we
immediately have (3.11) by using the choice of M in (4.2).
The next result is easy to show. Its proof is given in the appendix.
Lemma 4.3. Let A,B ∈ (0, 18 ], τ1 ∈ [ 12m , 1), τ2 ≤ τ1. If θ = 1 + 112m , then (τ1+τ2−1+1/θ−Aτ1)θτ2+Bτ1 >
13
12 .
Now we are ready to show our first main convergence rate result.
Theorem 4.4 (convergence rate with Option I). Under Assumptions 2.1, 2.2 and 2.3, let {x˜s} be generated
from Algorithm 1 with ∇˜k+1 computed by Option I and with parameters set as follows:
m←
⌈
1
2
√
L
µ
⌉
, τ1 ← 1
2m
, τ2 ← 1
2m
, θ ← 1 + 1
12m
, α← 1
3τ1L
, A← 720B
4
GL
2
F
µ2
, B ← 720B
2
FL
2
G
µ2
. (4.3)
Then
E
[
H(x˜S)−H(x∗)] ≤ 11 ·(12
13
)S (
H(x0)−H(x∗)
)
.
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Proof. First, notice m2 ≥ L4µ . Hence, α = 13τ1L = 2m3L ≥ 16mµ , and thus αµ ≥ 16m . Secondly, m < 12
√
L
µ +1 ≤
3L
2µ , so αµ < 1. Thirdly, by the choices of A and B, the M given in (4.2) satisfies
M =
µ2
60
(
1
4τ1L
+
3
µ
)
≤ µ
2
60
(
3
4µ
+
3
µ
)
=
µ
16
, (4.4)
where the first inequality holds because 1τ1 = 2m <
3L
µ . Therefore, 2Mτ
2
1 =
M
2m2 ≤ M2 < µ6 , and thus
1 + αµ
1 + α(µ/6 + 2Mτ21 )
>
1 + αµ
1 + αµ/3
≥ 1 + αµ
2
≥ 1 + 1
12m
= θ, (4.5)
where we have used αµ < 1 in the second inequality and αµ ≥ 16m in the third inequality.
Let A = 2Mµ (1− τ1− τ2)2, B = 2Mµ (1− τ2)2, and C = 12α + µ12 +Mτ21 . Then by Lemma 4.2, all conditions
required in Lemma 3.7 are satisfied. Hence, we have (3.12).
Since 2Mµ ≤ 18 from (4.4), we have A ≤ 18 and B ≤ 18 , and thus by Lemma 4.3,
(τ1 + τ2 − 1 + 1/θ−Aτ1)θ
τ2 +Bτ1
>
13
12
. (4.6)
In addition, since θ = 1 + 112m , we have θ
m ≥ 1312 . Therefore, (3.12) implies(
(1− τ1 − τ2)
τ1
+A
)
D(s+1)m +
(
τ2
τ1
+B
)
D˜s+1
m−1∑
j=0
θj + CE
[‖z(s+1)m − x∗‖2]
≤ 12
13
( (1 − τ1 − τ2)
τ1
+A
)
Dsm +
(
τ2
τ1
+B
)
D˜s
m−1∑
j=0
θj + CE
[‖zsm − x∗‖2]
 . (4.7)
Repeatedly using (4.7) for s = 0 through s = S − 1 gives
(
τ2
τ1
+B
)
D˜S
m−1∑
j=0
θj ≤
(12
13
)S( (1− τ1 − τ2)
τ1
+A
)
D0 +
(
τ2
τ1
+B
)
D˜0
m−1∑
j=0
θj + C‖z0 − x∗‖2
 .
Dividing by
(
τ2
τ1
+B
)∑m−1
j=0 θ
j both sides of the above inequality, we have
D˜S ≤
(12
13
)S ( (1−τ1−τ2)
τ1
+A(
τ2
τ1
+ B
)∑m−1
j=0 θ
j
D0 + D˜
0 +
C(
τ2
τ1
+B
)∑m−1
j=0 θ
j
‖z0 − x∗‖2
)
. (4.8)
Notice
∑m−1
j=0 θ
j ≥ m, τ1 = τ2 = 12m , A ≤ 18 , and B > 0, and thus we have
(1−τ1−τ2)
τ1
+A(
τ2
τ1
+B
)∑m−1
j=0 θ
j
≤ 2. (4.9)
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In addition, recall M ≤ µ16 from (4.4). Hence, C = 12α + µ12 +Mτ21 = 12α + µ12 + µ4m2 ≤ 12α
(
1 + αµ3
)
, and thus
C(
τ2
τ1
+B
)∑m−1
j=0 θ
j
≤ 1 + αµ/3
2mα
. (4.10)
Moreover, by the µ-strong convexity of H , it holds H(x0)−H(x∗) ≥ µ2 ‖x0 − x∗‖2 = µ2 ‖z0 − x∗‖2. Plugging
this inequality and also (4.9) and (4.10) into (4.8), we obtain by recalling the definition of D˜s and Dk in
(2.2) that
E
[
H(x˜S)−H(x∗)] ≤ (12
13
)S (
3 +
1 + αµ/3
mαµ
)(
H(x0)−H(x∗)
)
.
Since 1mαµ ≤ 6 and αµ < 1 as we showed at the beginning of the proof, it holds 1+αµ/3mαµ ≤ 8, which together
with the above inequality gives the desired result.
By Theorem 4.4, we can estimate the complexity of Algorithm 1 in terms of the number of evaluations
on ∇Fi, Gj , ∇Gj , and the proximal mapping of h.
Corollary 4.5 (complexity result with Option I). Given ε > 0, under the same assumptions as in Theo-
rem 4.4, the complexity of Algorithm 1 to obtain a stochastic ε-solution is
O
((
n1 + n2 +
√
L
µ
(
max{B4GL2F , B2FL2G}
µ2 + n1
))
log
H(x0)−H(x∗)
ε
)
. (4.11)
Proof. To produce one snapshot point x˜s, the complexity is O
(
n1 + n2 +m(A + B + n1)
)
= O
(
n1 + n2 +√
L
µ
(max{B4GL2F , B2FL2G}
µ2 + n1
))
. In addition, by Theorem 4.4, to have E
[
H(x˜S) −H(x∗)] ≤ ε, it suffices to
have S = O
(
log H(x0)−H(x
∗)
ε
)
. Hence, the total complexity is O
(
S(n1 +n2 +m(A+B +n1))
)
, which is the
desired result in (4.11).
Remark 1 From the complexity result in (4.11), we can easily see that when n1 = O
(
max{B4GL2F , B2FL2G}
µ2
)
,
the result will not become better even if we replace ∇F (Ĝk) in Option I by its stochastic approximation
with a mini-batch sampling. Hence, in this case of relatively small n1, we should always take Option I in
Algorithm 1.
5 Convergence results of the SoCK method with outer minibatch step
In this section, we assume that both of n1 and n2 are very big, and we analyze the convergence rate of
Algorithm 1 that takes Option II and estimate its complexity to produce a stochastic ε-solution of (1.1).
Depending on whether the following assumption is satisfied, we choose the output as either x˜S or xout that
is defined in the last line of Algorithm 1.
Assumption 5.1. For each i ∈ [n1], fi(x) = Fi(G(x)) = Fi
(
1
n2
∑n2
j=1Gj(x)
)
is convex.
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5.1 Analysis without Assumption 5.1
In this subsection, we analyze the algorithm without assuming Assumption 5.1. Our analysis shares a similar
flow as that in the previous section. We first bound ‖∇˜k+1 − ∇f(xk+1)‖2 and show that (3.11) holds with
an appropriate choice of M .
Lemma 5.1. If Assumptions 2.2 and 2.3 are satisfied, and ∇˜k+1 is computed by Option II in Algorithm 1,
then
Ek−1
[‖∇˜k+1 −∇f(xk+1)‖2] ≤ (4B4GL2F
A
+
4B2FL
2
G
B
+
2L2
C
)
‖x˜s − xk+1‖2. (5.1)
Proof. Define
Uk+1 =
1
C
∑
i∈Ck
(
[∇G(xk+1)]⊤∇Fi(G(xk+1))− [∇G(x˜s)]⊤∇Fi(G(x˜s))
)
+∇f(x˜s). (5.2)
By the Young’s inequality, it holds that
Ek−1
[‖∇˜k+1 −∇f(xk+1)‖2] ≤ 2Ek−1 [‖∇˜k+1 − Uk+1‖2]+ 2Ek−1 [‖Uk+1 −∇f(xk+1)‖2]. (5.3)
By the definition of ∇˜k+1 in Option II of Algorithm 1 and the definition of Uk+1 in (5.2), we have
Ek−1
[‖∇˜k+1 − Uk+1‖2] = 1
C2
Ek−1

∥∥∥∥∥∥
∑
i∈Ck
([∇Ĝk]⊤∇Fi(Ĝk)− [∇G(xk+1)]⊤∇Fi(G(xk+1)))
∥∥∥∥∥∥
2

≤ 1
C
∑
i∈Ck
Ek−1
[∥∥∥[∇Ĝk]⊤∇Fi(Ĝk)− [∇G(xk+1)]⊤∇Fi(G(xk+1))∥∥∥2] .
Applying Lemma 3.2 with g = Fi for each i ∈ Ck to the right-hand-side (r.h.s.) of the above inequality gives
Ek−1
[‖∇˜k+1 − Uk+1‖2] ≤ 2(B4GL2F
A
+
B2FL
2
G
B
)
‖x˜s − xk+1‖2. (5.4)
For the second term of the r.h.s. of (5.3), we have
Ek−1
[‖Uk+1 −∇f(xk+1)‖2]
=
1
C2
Ek−1

∥∥∥∥∥∥
∑
i∈Ck
(
[∇G(xk+1)]⊤∇Fi(G(xk+1))− [∇G(x˜s)]⊤∇Fi(G(x˜s))−∇f(xk+1) +∇f(x˜s)
)∥∥∥∥∥∥
2

=
1
C2
Ek−1
∑
i∈Ck
∥∥∥[∇G(xk+1)]⊤∇Fi(G(xk+1))− [∇G(x˜s)]⊤∇Fi(G(x˜s))−∇f(xk+1) +∇f(x˜s)∥∥∥2
 ,(5.5)
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where the second equality holds because the summands are conditionally independent and each has a zero
mean. Since the variance of a random vector is bounded by its second moment, we have for each i ∈ Ck that
Ek−1
[∥∥∥[∇G(xk+1)]⊤∇Fi(G(xk+1))− [∇G(x˜s)]⊤∇Fi(G(x˜s))−∇f(xk+1) +∇f(x˜s)∥∥∥2]
≤ Ek−1
[∥∥∥[∇G(xk+1)]⊤∇Fi(G(xk+1))− [∇G(x˜s)]⊤∇Fi(G(x˜s))∥∥∥2] (5.6)
≤ L2‖x˜s − xk+1‖2, (5.7)
where the second inequality follows from (2.1). Substituting (5.7) into (5.5) yields
Ek−1
[‖Uk+1 −∇f(xk+1)‖2] ≤ L2
C
‖x˜s − xk+1‖2. (5.8)
We obtain the desired result by plugging (5.4) and (5.8) into (5.3).
Plugging (5.1) into (3.8), we are able to show (3.11) and thus (3.12) with an appropriate M .
Lemma 5.2. Suppose τ1 ∈ (0, 13αL ] and τ2 ∈ [0, 1− τ1] in the linear coupling step of Algorithm 1. Let x∗ be
the solution of (1.1). If ∇˜k+1 is computed by Option II, then (3.11) holds with
M = 3
( 1
4τ1L
+
3
µ
)(4B4GL2F
A
+
4B2FL
2
G
B
+
2L2
C
)
. (5.9)
Proof. Taking conditional expectation Ek−1 on both sides of (3.8) with β = 6µ and plugging (5.1), we
immediately have (3.11) by using the choice of M in (5.9).
We are now to show our second main result.
Theorem 5.3 (convergence result for Option II without Assumption 5.1). Under Assumptions 2.1, 2.2
and 2.3, let {x˜s} be generated from Algorithm 1 with ∇˜k+1 computed by Option II and with parameters set
as follows:
m←
⌈
1
2
√
L
µ
⌉
, τ1 ← 1
2m
, τ2 ← 1
2m
, θ ← 1 + 1
12m
, α← 1
3τ1L
, (5.10a)
A← 2160B
4
GL
2
F
µ2
, B ← 2160B
2
FL
2
G
µ2
, C ← 1080L
2
µ2
. (5.10b)
Then
E
[
H(x˜S)−H(x∗)] ≤ 11 ·(12
13
)S (
H(x0)−H(x∗)
)
.
Proof. Notice that the parameters given in (5.10) are the same as those in (4.3) except for A,B and C,
and also notice that the choices of A,B and C only affect the value of M . Plugging into (5.9) the values of
A,B,C given in (5.10b), we can easily verify that M ≤ µ16 . Now following the same arguments in the proof
of Theorem 4.4, we obtain the desired result.
By Theorem 5.3, we can estimate the complexity of Algorithm 1 in terms of the number of evaluations
on ∇Fi, Gj , ∇Gj , and the proximal mapping of h. Its proof follows that of Corollary 4.5, and we omit it.
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Corollary 5.4. Given ε > 0, under the same assumptions as in Theorem 5.3, the complexity of Algorithm 1
to produce a stochastic ε-solution is
O
((
n1 + n2 +
√
L
µ
max{B4GL2F , B2FL2G, L2}
µ2
)
log
H(x0)−H(x∗)
ε
)
.
5.2 Analysis with Assumption 5.1
In this subsection, we assume Assumption 5.1 and establish a better result in certain regimes. Again, we
first bound ‖∇˜k+1 −∇f(xk+1)‖2 and show that (3.11) holds with an appropriate choice of M .
Lemma 5.5. If Assumptions 2.2, 2.3 and 5.1 are satisfied, and ∇˜k+1 is computed by Option II in Algo-
rithm 1, then
Ek−1[‖∇˜k+1 −∇f(xk+1)‖2] ≤ 4
(
B4GL
2
F
A
+
B2FL
2
G
B
)
‖x˜s − xk+1‖2
+
4L
C
[
f(x˜s)− f(xk+1)− 〈∇f(xk+1), x˜s − xk+1〉
]
. (5.11)
Proof. Plugging (5.6) into (5.5) and using the definition of fi = Fi ◦G, we have
Ek−1
[‖Uk+1 −∇f(xk+1)‖2] ≤ 1
C2
Ek−1
∑
i∈Ck
‖∇fi(xk+1)−∇fi(x˜s)‖2
 . (5.12)
Since each fi is L-smooth according to Assumption 2.3 and convex according to Assumption 5.1, we apply [16,
Theorem 2.1.5] to have
‖∇fi(x˜s)−∇fi(xk+1)‖2 ≤ 2L
[
fi(x˜
s)− fi(xk+1)− 〈∇fi(xk+1), x˜s − xk+1〉
]
,
and hence for each i ∈ Ck,
Ek−1
[‖∇fi(x˜s)−∇fi(xk+1)‖2] ≤ 2L[f(x˜s)− f(xk+1)− 〈∇f(xk+1), x˜s − xk+1〉].
Substituting the above inequality into (5.12) gives
Ek−1
[‖Uk+1 −∇f(xk+1)‖2] ≤ 2L
C
[
f(x˜s)− f(xk+1)− 〈∇f(xk+1), x˜s − xk+1〉
]
. (5.13)
Now plugging (5.4) and (5.13) into (5.3), we obtain the desired result.
The next lemma shows that with appropriate τ1, τ2 and M , (3.11) holds.
Lemma 5.6. Suppose τ1 ∈ (0, 13αL ] and let C > 0 be chosen such that τ2 = ( 1L + 12τ1µ )LC ∈ [0, 1− τ1]. Let x∗
be the solution of (1.1). If ∇˜k+1 is computed by Option II, then (3.11) holds with
M = 12
( 1
4τ1L
+
3
µ
)(B4GL2F
A
+
B2FL
2
G
B
)
. (5.14)
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Proof. We start from (3.9) and use the convexity of f to have
α(f(xk+1)− f(u)) ≤ ατ2
τ1
〈∇f(xk+1), x˜s − xk+1〉+ α(1− τ1 − τ2)
τ1
(f(yk)− f(xk+1)) + α〈∇f(xk+1), zk − u〉.
Adding (3.4) to the above inequality gives
α(f(xk+1)−H(u))
≤ατ2
τ1
〈∇f(xk+1), x˜s − xk+1〉+ α(1 − τ1 − τ2)
τ1
(
H(yk)− f(xk+1)
)
+
α
τ1
(
f(xk+1)−H(yk+1)
)
+ α
( 1
4τ1L
+
β
2
)
‖∇˜k+1 −∇f(xk+1)‖2 + 1 + α/β
2
‖zk − u‖2 − 1 + αµ
2
‖zk+1 − u‖2 + ατ2
τ1
h(x˜s),
where β is an arbitrary positive number. Taking conditional expectation Ek−1 on both sides of the above
inequality and also plugging (5.11), we have
α
(
f(xk+1)−H(u)
)
≤ατ2
τ1
〈∇f(xk+1), x˜s − xk+1〉+ α(1− τ1 − τ2)
τ1
(
H(yk)− f(xk+1)
)
+
α
τ1
(
f(xk+1)− Ek−1[H(yk+1)]
)
+ 4α
( 1
4τ1L
+
β
2
)((B4GL2F
A
+
B2FL
2
G
B
)
‖x˜s − xk+1‖2 + L
C
[f(x˜s)− f(xk+1)− 〈∇f(xk+1), x˜s − xk+1〉]
)
+
1 + α/β
2
‖zk − u‖2 − 1 + αµ
2
Ek−1
[‖zk+1 − u‖2]+ ατ2
τ1
h(x˜s).
Let β = 6µ . Since
τ2
τ1
= ( 1τ1L +
12
µ )
L
C , it follows from the above inequality that
α
(
f(xk+1)−H(u)
)
≤ατ2
τ1
(
H(x˜s)− f(xk+1)
)
+
α(1 − τ1 − τ2)
τ1
(
H(yk)− f(xk+1)
)
+
α
τ1
(
f(xk+1)− Ek−1[H(yk+1)]
)
+ α
( 1
τ1L
+
12
µ
)(B4GL2F
A
+
B2FL
2
G
B
)
‖x˜s − xk+1‖2 + 1 + αµ/6
2
‖zk − u‖2 − 1 + αµ
2
Ek−1[‖zk+1 − u‖2].
Now setting u = x∗, dividing both sides by α, and rearranging terms of the above inequality, we have
0 ≤ τ2
τ1
(
H(x˜s)−H(x∗))+ (1 − τ1 − τ2)
τ1
(
H(yk)−H(x∗)
)− 1
τ1
(
Ek−1
[
H(yk+1)
]−H(x∗))
+
( 1
τ1L
+
12
µ
)(B4GL2F
A
+
B2FL
2
G
B
)
‖x˜s − xk+1‖2 + 1 + αµ/6
2α
‖zk − x∗‖2 − 1 + αµ
2α
Ek−1
[‖zk+1 − x∗‖2].
Finally, we substitute (3.7) into the above and use the definition of M in (5.14) to obtain (3.11).
By Lemmas 5.6 and 3.7, we have the key inequality (3.12) by choosing appropriate parameters. Through-
out the rest of this section, we let
τ =
1
C
(
1 +
12L
µ
)
. (5.15)
Lemma 5.7. For any integer m ≥ 1 and any t ∈ [0, 12m ], we have 12 ((1 + t)m−1 − 1) ≤ (m− 1)t.
Katyusha Acceleration in Compositional Optimization 21
Proof. When m = 1, the result holds trivially. For m ≥ 2, it is equivalent to showing
φ(t) := (m− 1) log(1 + t)− log (2(m− 1)t+ 1) ≤ 0, ∀t ∈ [0, 1
2m
].
It is easy to see φ(0) = 0 and also not difficult to verify φ′(t) < 0, ∀t ∈ [0, 12m ]. Hence, φ(t) ≤ 0 for any
t ∈ [0, 12m ], and we complete the proof.
Lemma 5.8. If 0 < θ − 1 ≤ αµ2 ≤ 112m , 0 ≤ τ2 ≤ τ, 3αµ ≤ τ1, ταµ ≤ τ16m , and A = B = 18 , then
(τ1+τ2−1+1/θ)
τ1
−A ≥
(
τ2
τ1
+B
)
θm−1.
We are now ready to show our third main result.
Theorem 5.9 (convergence result for Option II with Assumption 5.1). Under Assumptions 2.1, 2.2, 2.3
and 5.1, let {x˜s} be generated from Algorithm 1 with ∇˜k+1 computed by Option II and with m ≤ L2µ ,
C ≥ 2(1 + 12Lµ ) and other parameters set as follows:
τ1 =
min
{√
2mµ
L τ , τ
}
, if m ≥ 12τ
min
{√
µ
L ,
1
2m
}
, otherwise,
(5.16a)
α =
1
3τ1L
, τ2 =
1
C
(
1 +
12τ1L
µ
)
, A =
1248B4GL
2
F
µ2
, B =
1248B2FL
2
G
µ2
, (5.16b)
θ = 1 +min
{
αµ
2
,
1
12m
}
(5.16c)
Then E
[
H(xout)−H(x∗)] ≤ η[H(x0)−H(x∗)] with
η =

(
1 +
√
µ
72mLτ
)−Sm (
3 + 20
√
Lτ
mµ
)
if τ2 ≥ mµL and τ ≥ 12m ,
7
(
1 +
√
µ
36L
)−Sm
if
√
µ
L ≤ 12m and τ < 12m ,
30
(
12
13
)S
otherwise.
(5.17)
Proof. Since C ≥ 2(1 + 12Lµ ), it holds τ ≤ 12 from (5.15), and thus τ1 ≤ 1 from (5.16a) and τ2 ≤ τ from
(5.16b). In addition, if m ≥ 12τ , then
√
L
2mµτ ≤
√
L
µ , and also
1
τ ≤ 2m ≤ Lµ from the condition m ≤ L2µ .
Hence, 1τ1 = max
{√
L
2mµτ ,
1
τ
} ≤ Lµ . On the other hand, if m < 12τ , then 1τ1 = max{√Lµ , 2m} ≤ Lµ .
Therefore, it always holds that 1τ1 ≤ Lµ , and thus αµ =
µ
3τ1L
≤ 13 . Furthermore, with the choices of A and
B, the M given in (5.14) satisfies
M =
µ2
52
( 1
4τ1L
+
3
µ
)
≤ µ
2
52
( 1
4L
L
µ
+
3
µ
)
=
µ
16
. (5.18)
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Finally, notice Mτ21 ≤M ≤ µ16 , and by the same arguments in (4.5), we have
θ <
1 + αµ
1 + α(µ/6 + 2Mτ21 )
. (5.19)
We now choose
A = B =
1
8
, and C =
1
2α
+
µ
12
+Mτ21 ≤
1
2α
(
1 +
αµ
3
) ≤ 5
9α
, (5.20)
where we have used αµ ≤ 13 in the last inequality. It follows
τ1C
(τ2 + τ1/8)m
≤ 8C
m
≤ 40
9mα
(5.21)
Since 2Mµ ≤ 18 from (5.18), by Lemma 5.6, all the conditions required by Lemma 3.7 are satisfied, and thus
we have (3.12).
By the convexity of H ,
∑m−1
j=0 θ
j ≥ m, and also the definition of Dk and D˜s in (2.2), it holds
E
[
H(x˜out)−H(x∗)] ≤ (1 − τ1 − τ2 + τ1/8)DSm + (τ2 + τ1/8)D˜S∑m−1j=0 θj
1− τ1 − τ2 + τ1/8 + (τ2 + τ1/8)m . (5.22)
The rest of the proof is conducted under four cases.
Case 1. Suppose τ ≥ 12m and mµL ≤ τ2 .
In this case, we have τ1 =
√
2mµτ
L ≤ 12 and α = 1√18mLµτ . Hence, αµ = 1m
√
mµ
18Lτ ≤ 16m , and θ = 1+ αµ2 .
It is straightforward to check τ1 = 6mαµτ . In addition, from τ ≥ 12m , it follows that τ1 ≥ 3αµ. Hence,
all conditions in Lemma 5.8 are satisfied. Therefore, (τ1+τ2−1+1/θ)τ1 − A ≥
(
τ2
τ1
+B
)
θm−1, and thus (3.12)
implies
(
(1− τ1 − τ2)
τ1
+A
)
D(s+1)m +
(
τ2
τ1
+B
)
D˜s+1
m−1∑
j=0
θj + CE
[‖z(s+1)m − x∗‖2]
≤ θ−m
( (1− τ1 − τ2)
τ1
+A
)
Dsm +
(
τ2
τ1
+B
)
D˜s
m−1∑
j=0
θj + CE
[‖zsm − x∗‖2]
 . (5.23)
Repeatedly using the above inequality for s = 0 through s = S − 1 and plugging A = B = 18 gives(
(1− τ1 − τ2)
τ1
+
1
8
)
DSm +
(
τ2
τ1
+
1
8
)
D˜S
m−1∑
j=0
θj
≤ θ−Sm
( (1 − τ1 − τ2)
τ1
+
1
8
)
D0 +
(
τ2
τ1
+
1
8
)
D˜0
m−1∑
j=0
θj + C‖z0 − x∗‖2
 . (5.24)
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The inequality in (5.24) together with (5.22) implies
E
[
H(x˜out)−H(x∗)] ≤ θ−Sm (1− τ1 − τ2 + τ1/8)D0 + (τ2 + τ1/8)D˜0∑m−1j=0 θj + τ1C‖z0 − x∗‖2
1− τ1 − τ2 + τ1/8 + (τ2 + τ1/8)m . (5.25)
Notice that
m−1∑
j=0
θj =
θm − 1
θ − 1 =
(1 + αµ/2)m − 1
αµ/2
≤ 2m(αµ/2)
αµ/2
where to obtain the inequality, we have used αµ2 ≤ 112m ≤ 12(m+1) and Lemma 5.7 with t = αµ2 . Hence, we
have from (5.25) and z0 = x0 that
E
[
H(x˜out)−H(x∗)] ≤ θ−Sm(D0 + 2D˜0 + τ1C
1− τ1 − τ2 + τ1/8 + (τ2 + τ1/8)m‖x0 − x
∗‖2
)
(5.26)
From (5.21) and α = 1√
18mLµτ
, it follows
τ1C
1− τ1 − τ2 + τ1/8 + (τ2 + τ1/8)m ≤
τ1C
(τ2 + τ1/8)m
≤ 40
√
18mLµτ
9m
≤ 20
√
Lµτ
m
.
Therefore, by the µ-strong convexity of H , we have from (5.26), the definition of D0 and D˜
0 in (2.2), and
θ = 1 + αµ2 that
E
[
H(x˜out)−H(x∗)] ≤ (1 + αµ
2
)−Sm(
3 + 20
√
Lτ
mµ
)[
H(x0)−H(x∗)
]
. (5.27)
Since α = 1√
18mLµτ
, the above inequality gives the first one in (5.17).
Case 2. Suppose τ < 12m and
√
µ
L ≤ 12m .
In this case, τ1 =
√
µ
L and α =
1
3
√
Lµ
. Hence, αµ = 13
√
µ
L ≤ 16m , and thus θ = 1 + αµ2 . Therefore, all
conditions required by Lemma 5.8 are satisfied, so we have (τ1+τ2−1+1/θ)τ1 −A ≥
(
τ2
τ1
+B
)
θm−1. Then similar
to Case 1, we have (5.23) and thus (5.26). Notice τ1 ≤ 12 and thus 1− τ1 − τ2 +mτ2 ≥ 12 to have
τ1C
1− τ1 − τ2 + τ1/8 + (τ2 + τ1/8)m ≤ 2τ1C
(5.20)
≤ 10τ1
9α
=
10µ
3
≤ 4µ.
Now using the µ-strong convexity and the definition of D0 and D˜
0, we obtain from (5.26) that
E
[
H(x˜out)−H(x∗)] ≤ 7(1 + αµ
2
)−Sm [
H(x0)−H(x∗)
]
. (5.28)
Since α = 1
3
√
Lµ
, the above inequality gives the second one in (5.17).
Case 3. Suppose τ ≥ 12m and mµL > τ2 .
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In this case, we have τ1 = τ, α =
1
3τL >
1
6mµ . Hence, by the parameter setting in (5.16), it follows αµ >
1
6m , 2mτ1 ≥ 1, τ2τ1 ≤ 1, and θ = 1+ 112m , and thus θm ≥ 1312 . By Lemma 4.3, we have
(τ1+τ2−1+1/θ−Aτ1)θ
τ2+Bτ1
> 1312 .
Therefore, we have (4.7) (3.12) through the same arguments above (4.7).
Notice the only difference between (4.7) and (5.23) is that the former inequality has coefficient 1213 while
the latter has θ−m. In addition,
∑m−1
j=0 θ
j = θ
m−1
θ−1 ≤ 2m still holds from Lemma 5.7. Therefore, similar to
(5.26), we have
E
[
H(x˜out)−H(x∗)] ≤ (12
13
)S (
D0 + 2D˜
0 +
τ1C
(τ2 + τ1/8)m
‖x0 − x∗‖2
)
(5.29)
By (5.21) and α > 16mµ , it holds
τ1C
(τ2+τ1/8)m
≤ 80µ3 < 27µ. Now using the µ-strong convexity and the definition
of D0 and D˜
0, we obtain from (5.29) that
E
[
H(x˜out)−H(x∗)] ≤ 30(12
13
)S[
H(x0)−H(x∗)
]
. (5.30)
Case 4. Suppose τ < 12m and
√
µ
L >
1
2m .
In this case, τ1 =
1
2m , α =
2m
3L >
1
6mµ , and
τ2
τ1
≤ τ2τ ≤ 1. Hence, θ = 1 + 112m from the observation
αµ > 16m , and thus θ
m ≥ 1312 . Therefore (3.12) implies (4.7). Telescope the inequalities (4.7) over all outer
loops s = 0, . . . , S − 1, Therefore, we obtain (5.30) following the same arguments as those in Case 3.
Remark 5.1. We make a few remarks about Theorem 5.9 and its proof.
1. The four cases in the proof correspond to the four possible values of τ1 in (5.16a). The convergence rate
results of Cases 3 and 4 are the same and thus combined.
2. The overall complexity of Alogrithm 1 that takes Option II is O
(
S(n1 + n2 +m(A + B + C))
)
. Given
ε > 0, to produce a stochastic ε-solution, we can have an explicit upper bound of S about other parameters
by the convergence rate results. Hiding constant terms, we have:
S =

O
(√
Lτ
mµ log
√
Lτ
mµ
H(x0)−H(x∗)
ε
)
, if τ2 ≥ mµL and τ ≥ 12m ,
O
(
1
m
√
L
µ log
H(x0)−H(x∗)
ε
)
, if
√
µ
L ≤ 12m and τ < 12m ,
O
(
log H(x0)−H(x
∗)
ε
)
, otherwise.
(5.31)
However, notice that in Theorem 5.9, m and C (or equivalently τ) are only specified within a range, and
thus to fully determine the complexity, we need to set m and C. This will be done in Corollary 5.10 below
by discussing two different scenarios based on the comparison of n1 + n2 to
L
µ .
Below, we discuss the three scenarios in Theorem 5.9 and give the complexity result of Algorithm 1 to
produce a stochastic ε-solution. We show that in terms of the order, scenario 2 (i.e., m ≤ 12
√
L
µ and τ ≤ 12m )
is always the best choice.
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Corollary 5.10 (complexity result of Algorithm 1 with Assumption 5.1). Under Assumptions 2.1, 2.2, 2.3
and 5.1, given ε > 0, Algorithm 1 can produce a stochastic ε-solution with the overall complexity:
O
((
n1 + n2 +
√
(n1 + n2)
L2
µ2
+
√
L
µ
max{B4GL2F , B2FL2G}
µ2
)
log
H(x0)−H(x∗)
ε
)
, (5.32)
which is achieved by setting τ = 12m with m = Θ
(√
n1+n2
L/µ
)
if n1 + n2 = O
(
L2
µ2
)
and m = Θ
(√
L/µ
)
if
n1 + n2 = Ω
(
L2
µ2
)
, and setting all other parameters according to (5.16).
Proof. We start from scenario 2 in Theorem 5.9, i.e., m ≤ 12
√
L
µ and τ ≤ 12m . By (5.31) and (5.15), we have
the overall complexity: O
(√
L
µ
(
n1+n2
m +A+B +
1
τ (1 +
12L
µ )
)
log H(x0)−H(x
∗)
ε
)
. Minimizing the complexity
over τ ≤ 12m gives
O
(√
L
µ
(n1 + n2
m
+ 2m(1 + 12Lµ ) +A+B
)
log
H(x0)−H(x∗)
ε
)
. (5.33)
The minimum value of n1+n2m + 2m(1 +
12L
µ ) about m ≤ 12
√
L
µ is reached at m =
√
n1+n2
2(1+ 12L
µ
)
if this m is no
greater than 12
√
L
µ and otherwise at m =
1
2
√
L
µ . Therefore, the best complexity result of Algorithm 1 under
scenario 2 is 
O
(√
L
µ
(√
(n1 + n2)
L
µ +A+B
)
log H(x0)−H(x
∗)
ε
)
, if n1 + n2 = O
(
L2
µ2
)
,
O
(√
L
µ
(
n1+n2√
L/µ
+A+B
)
log H(x0)−H(x
∗)
ε
)
, if n1 + n2 = Ω
(
L2
µ2
)
.
(5.34)
Second, we discuss scenario 1 in Theorem 5.9, i.e., τ ≥ 2m µL and τ ≥ 12m . By (5.31) and (5.15), we
have the overall complexity: O
(√
Lτ
mµ
(
n1 + n2 +m
(
A+B + 1τ (1 +
12L
µ )
))
log
(√
Lτ
mµ
H(x0)−H(x∗)
ε
))
. Since
τ ≥ 12m , it holds m
√
Lτ
mµ ≥
√
L
2µ . In addition,
√
Lτ
mµ ≥
√
1
2 . Hence, in this scenario, the best complexity is
at least in the order of√
L
µ
(n1 + n2√
m/τ
+
√
m
τ
(1 + 12Lµ ) +
1√
2
(A+B)
)
log
H(x0)−H(x∗)
ε
.
Comparing the above to the bound in (5.33) and noting
√
m
τ ≤
√
L
2µ , we have that the minimum of the above
complexity is the same as that given in (5.34). Hence, scenario 1 will never give better overall complexity
(in terms of the order) than scenario 2.
Finally, we discuss scenario 3 in Theorem 5.9, i.e., τ ≥ 12m and mµL ≥ τ2 , or τ ≤ 12m and
√
µ
L ≥ 12m .
Notice that if τ ≥ 12m and mµL ≥ τ2 , then it must hold
√
µ
L ≥ 12m , and also if τ ≤ 12m and
√
µ
L ≥ 12m , then
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it holds mµL ≥ τ2 . Hence, this scenario is simply
√
µ
L ≥ 12m and mµL ≥ τ2 . By (5.31) and (5.15), we have the
overall complexity: O
((
n1 + n2 +m
(
A+B + 1τ (1 +
12L
µ )
))
log H(x0)−H(x
∗)
ε
)
. It is easy to have
min
m,τ
{
m
(
A+B + 1τ (1 +
12L
µ ) :
√
µ
L ≥ 12m , mµL ≥ τ2
}
=
√
L
2
√
µ (A+B) +
L
2µ (1 +
12L
µ ),
where the minimum is reached atm =
√
L
2
√
µ and τ =
2mµ
L . Therefore, the best complexity result of Algorithm 1
under scenario 3 is
O
((
n1 + n2 +
√
L
2
√
µ (A+B) +
L
2µ (1 +
12L
µ )
)
log
H(x0)−H(x∗)
ε
)
, (5.35)
which is no better than that in (5.34).
Therefore, scenario 2 is always the best choice. Recalling the setting of A and B in (5.16b), we obtain
the desired result in (5.32) by writing the two bounds in (5.34) into a unified one.
6 Treating non-strongly convex compositional optimization
In this section, we study convex (but may not be strongly-convex) finite-sum compositional optimization in
the form of (1.1), namely, instead of Assumption 2.1, we make the following assumption:
Assumption 6.1. The function f given in (1.2) is convex, and the function h in (1.1) is convex.
The non-strongly convex case has been studied in [11]. The algorithmic design in [11] is built on the
algorithms for strongly convex models. They modify earlier algorithms for strongly convex COPs in a way
that their step size ranges in a fixed magnitude that is free from κ, and their number of inner iterations
exponentially increases as the outer loop proceeds. This way, the final outer loop dominates the total com-
putational cost. We adopt a similar trick to find an approximate solution of a convex model by solving a
sequence of slightly perturbed but strongly convex problems. More precisely, we follow [2] and implement
the black-box reductions; see Algorithm 2, where H∗t denotes the optimal value of the problem in the t-th
outer loop.
Algorithm 2 Non-strongly Convex Compositional Katyusha (NoCK)
Input: x0 ∈ RN2 , initial strong-convexity constant µ0, and outer loop number T
for t = 0, 1, . . . , T − 1 do
Apply Algorithm 1 with starting point xt to minx
{
Ht(x) := H(x) +
µt
2
‖x− x0‖2
}
and find xt+1 such that
E
[
Ht(xt+1)−H∗t
∣∣xt] ≤ Ht(xt)−H∗t
4
. (6.1)
Let µt+1 = µt/2.
end for
Return xT
The following result is from [2, Theorem 3.1] and can be proved in the same way.
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Lemma 6.1. Let x∗ be an optimal solution of (1.1) and H∗ be the optimal objective value. Suppose H(x0)−
H∗ ≤ DH and ‖x0 − x∗‖2 ≤ Dx. Set µ0 = DH/Dx and T = log2(DH/ε). Then E[H(xT )−H∗] ≤ ε and the
total complexity is
∑T−1
t=0 Time(t), where Time(t) denotes the complexity to produce xt+1.
Remark 6.1. The setting of µ0 and T requires an estimate of DH and Dx. This can be done if the domain
of h is bounded and we know the bound. Otherwise, one can simply tune µ0 as explained in [2].
Applying Corollaries 4.5, 5.4, and 5.10 together with Lemma 6.1, we can easily have the complexity result
of Algorithm 2 to produce a stochastic ε-solution of (1.1) when it is non-strongly convex.
Theorem 6.2 (case of relatively small n1). Let ε > 0. Suppose Algorithm 1 with Option I is applied as
the subroutine in Algorithm 2. Then under Assumptions 6.1, 2.2 and 2.3, Algorithm 2 with µ0 and T set to
those in Lemma 6.1 can produce a stochastic ε-solution of (1.1) with overall complexity
T−1∑
t=0
Time(t) = O
(
(n1 + n2) log
DH
ε
+
D2.5x
√
L ·max{B4GL2F , B2FL2G}
ε2.5
+
√
DxLn1√
ε
)
. (6.2)
Proof. From Lemma 6.1, it follows that xT is a stochastic ε-solution of (1.1), and thus we only need to show
the overall complexity
∑T−1
t=0 Time(t). By Corollary 4.5 and µt =
µ0
2t , the complexity to produce xt+1 that
satisfies (6.1) is
Time(t) = O
(
n1 + n2 + 2
2.5t
√
L
µ0
max{B4GL2F , B2FL2G}
µ20
+ 20.5tn1
√
L
µ0
)
.
Hence, the total complexity is
T−1∑
t=0
Time(t) = O
(
(n1 + n2)T +
22.5T − 1
22.5 − 1
√
L
µ0
max{B4GL2F , B2FL2G}
µ20
+
20.5T − 1
20.5 − 1 n1
√
L
µ0
)
.
Since µ0 =
DH
Dx
and T = log2
DH
ε , the above equation implies the desired result.
Remark 2 From the result in (6.2), we see that if n1 = O
(
D2xmax{B4GL2F , B2FL2G}
ε2
)
, we should always take
Option I while applying Algorithm 1, since even we do mini-batch sampling, the complexity result will not
become better.
Theorem 6.3 (case of big n1 without Assumption 5.1). Let ε > 0, and let Algorithm 1 with Option II be
applied as the subroutine in Algorithm 2. Then under Assumptions 6.1, 2.2 and 2.3, Algorithm 2 with µ0
and T set to those in Lemma 6.1 can produce a stochastic ε-solution of (1.1) with overall complexity
T−1∑
t=0
Time(t) = O
(
(n1 + n2) log
DH
ε
+
D2.5x
√
L ·max{B4GL2F , B2FL2G, L2}
ε2.5
)
.
Proof. First, notice again that xT is a stochastic ε-solution of (1.1). By Corollary 5.4 and µt =
µ0
2t , the
complexity to produce xt+1 that satisfies (6.1) is
Time(t) = O
(
n1 + n2 + 2
2.5t
√
L
µ0
max{B4GL2F , B2FL2G, L2}
µ20
)
Now summing Time(t) over t and following the proof of Theorem 6.2, we obtain the desired result.
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Theorem 6.4 (case of big n1 with Assumption 5.1). Let ε > 0, and let Algorithm 1 with Option II be
applied as the subroutine in Algorithm 2. Then under Assumptions 6.1, 2.2, 2.3, and 5.1, Algorithm 2 with
µ0 and T set to those in Lemma 6.1 can produce a stochastic ε-solution of (1.1) with overall complexity
T−1∑
t=0
Time(t) = O
(
(n1 + n2) log
DH
ε
+
Dx
ε
L
√
n1 + n2 +
D2.5x
√
L ·max{B4GL2F , B2FL2G}
ε2.5
)
.
Proof. Again, notice that xT is a stochastic ε-solution of (1.1). By Corollary 5.10, the complexity to produce
xt+1 that satisfies (6.1) is
Time(t) = O
(
n1 + n2 +
√
(n1 + n2)
L2
µ2t
+
√
L
µt
max{B4GL2F , B2FL2G}
µ2t
)
.
Plugging in µt = µ0/2
t and summing the above over t = 0 through T − 1 give the desired result.
7 Conclusions
We have proposed an algorithm for solving the strongly convex case of the finite-sum compositional problem
(1.1). To produce a stochastic ε-solution, the proposed algorithm generally needs O
(
(n1 + n2 + κ
2.5) log 1ε
)
evaluations of component function/gradient/Jaconian, where κ denotes the condition number. For convex
cases of (1.1), we proposed an algorithm that approximately solves a sequence of strongly convex perturbed
problems. The complexity result is generallyO
(
(n1 + n2) log
1
ε + ε
−2.5). For both strongly-convex and convex
cases, our complexity results are better than the best-known existing ones.
A Missing Proofs
Proof of Lemma 4.3. The following chain of inequalities holds:
(τ1 + τ2 − 1 + 1/θ −Aτ1)θ
τ2 +Bτ1
=
(1 + τ2
τ1
−A)τ1θ + 1− θ
( τ2
τ1
+B)τ1
①
=
1 + τ2
τ1
− A
τ2
τ1
+B
θ − 1
12mτ1(
τ2
τ1
+ B)
②
≥1 + 1− A− Bτ2
τ1
+B
− 1
6( τ2
τ1
+ B)
= 1 +
1− A− B − 1
6
τ2
τ1
+ B
③
≥ 1 + 1− A− B −
1
6
1 + B
≥ 1 + 1−
1
4
− 1
6
1 + 1
8
>
13
12
.
Here, ① holds because θ = 1 + 1
12m
, ② follows from θ ≥ 1 and 2mτ1 ≥ 1, and ③ uses τ2τ1 ≤ 1.
Proof of Lemma 5.8. The following chain of inequalities holds:
(τ2 + Bτ1)(θ
m−1 − 1) + Bτ1 + 1− 1/θ
①
≤ (τ +Bτ1)(θm−1 − 1) + Bτ1 + 1− 1/θ
②
≤(τ + Bτ1)2(m − 1)(θ − 1) +Bτ1 + θ − 1
③
≤ (τ + Bτ1)2(m − 1)αµ + Bτ1 + αµ
=2ταµ(m − 1) + 2αµ(m − 1)Bτ1 + Bτ1 + αµ
④
≤ 2(m − 1)
6m
τ1 +
2(m − 1)
6m
Bτ1 +Bτ1 +
1
3
τ1
≤
(
1
3
+
1
3
· 1
8
+
1
8
+
1
3
)
τ1 ≤ (1 −A)τ1,
Here, ① holds because τ2 ≤ τ ; ② is from Lemma 5.7 and θ > 1; ③ uses θ − 1 ≤ αµ; ④ follows from ταµ ≤ τ16m , αµ ≤ 16m , and
3αµ ≤ τ1. Rearranging term leads to the desired result.
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