Abstract. We shall firstly study the existence of one positive solution of a model problem for one equation via the classical Krasnosel'skiȋ fixed-point theorem. Secondly we investigate how to handle this problem via the fixed point index theory for compact maps. Finally, we illustrate how this approach can be tailored in order to deal with non-trivial solutions for systems of ODEs subject to local boundary conditions.
The classical Krasnosel'skiȋ fixed-point theorem
A classical problem is to investigate the existence of positive solutions for the second order differential equation One motivation is that this problem often occurs when studying the existence of radial solutions in R n , n ≥ 2 for the boundary value problem (BVP)
with v = 0 for |x| = R 1 and |x| = R 2 , where 0 < R 1 < R 2 < ∞.
Several methods have been used to study the BVP (1.1)-(1.2), for example upper and lower solutions, variational methods and shooting methods.
We begin by considering a well-known tool, the fixed point theorem of Krasnosel'skiȋ, sometimes called "the cone compression-expansion Theorem". Definition 1.1. A cone K in a Banach space X is a closed convex set such that λx ∈ K for every x ∈ K and for all λ ≥ 0 and satisfying K ∩ (−K) = {0}.
Example 1.2. Two examples of cones:
(1) In R 2 , the set R 2 + := {(x, y) ∈ R 2 such that x ≥ 0, y ≥ 0} is a cone. -Guo, (1962; 1985) ). Let T : K → K be a compact map 1 .
Assume that there exist two positive constants r, R with r = R such that T u ≤ u for every u ∈ K with u = r, T u ≥ u for every u ∈ K with u = R.
Then there exists u 0 ∈ K such that T u 0 = u 0 and min{r, R} ≤ u ≤ max{r, R}. We postpone the proof of the theorem, which follows from classical fixed point index theory for compact maps, and we focus on how to use it to study our problem: the idea is to rewrite our BVP as an integral equation in a suitable space. This is not too dissimilar to what happens when initial value problems are rewritten in the form of Volterra equations.
In particular we would like to rewrite the BVP as a Hammerstein integral equation
where the function k is said to be the kernel of the integral equation (or the Green's function 2 of the problem). There are many ways of constructing the Green's function (for example by variation of parameters or by Laplace transforms), in our case we proceed as following.
Consider the linear problem
If we integrate u + y = 0 we obtain
1 By compact we mean that T is continuous and T (Q) is compact for each bounded subset Q ⊂ K.
2 Named after the British mathematical physicist George Green (1793-1841).
and, integrating again, we get
Using the Cauchy formula for iterated kernels 3 , we obtain
We now make use of the boundary conditions
This gives
Once we have found the Green's function for (1.3), the integral equation associated to the BVP (1.1)-(1.2) is given by
It can be proven that u is a solution of the integral equation if and only if u is a solution of the BVP (1.1)-(1.2).
We want to study the solutions of the equation (1.4) as fixed points of the Hammerstein integral operator
in a suitable space. Here we consider C[0, 1], endowed with the usual supremum norm u := max t∈[0,1] |u(t)|, and we assume that 3 In general the formula reads as follows:
•
A natural setting would be to look for fixed points of the operator T in the cone
We will show the existence of positive solutions in a type of cone, introduced by D. Guo [2] , which is smaller than P , namely 
therefore we have
and if s > t we have 
In order to apply Theorem 1.3 we need to show the following.
Lemma 1.4. The operator T maps K into K and is compact.
Proof. We show that T : K → K. Indeed, we have
Hence T u ∈ K for every u ∈ K.
The compactness of T follows from the classical Ascoli-Arzelà Theorem.
Lemma 1.5. Assume that there exists ρ > 0 such that f 0,ρ ≤ m, where
Then T u ≤ u for every u ∈ K with u = ρ.
Proof. Take u ∈ K with u = ρ. Then for t ∈ [0, 1] we have
Lemma 1.6. Assume that there exists ρ > 0 such that f ρ/4,ρ ≥ M, where
Then T u ≥ u for every u ∈ K with u = ρ.
Theorem 1.7. Assume that one of the following conditions holds.
Then Eq. (1.4) has a positive solution in K.
The case (H 1 ) is illustrated in Figure 2 .
Example 1.8. Let λ > 0 and consider the BVP
In this case m = 8 and M = 16 and we have if λ ≥ 256. Furthermore, the choice of ρ 1 = 8/λ gives
This implies that, for every λ ≥ 256, the BVP (1.6) has a nontrivial solution u λ , with
reasoning as in Example 1.8, it is possible to show that the BVP (1.7) has a positive solution u λ , with u λ < 1, for every λ > 16 f 1/4,1 .
The fixed point index
What is the fixed point index of a compact map T ? Roughly speaking, is the algebraic count of the fixed points of T in a certain set. The definition is rather technical and involves the knowledge of the Leray-Schauder degree. Typically the best candidate for a set on which to compute the fixed point index is a cone.
where
has the following properties:
(1) If there exists e ∈ K \ {0} such that x = T x + λe for all x ∈ ∂D K and all λ > 0,
Definition 2.2. We use the notation
and we denote by ∂K ρ the boundary relative to K. We now study Hammerstein integral equations in a slightly more general setting. We assume that the terms that occur in the equation
satisfy:
• •
In a similar way as before, we look for fixed points of T in the cone
It can be shown that, under the hypotheses above, T maps K to K and is compact.
Definition 2.3. We make use of the set
. We now prove two lemmas which give conditions when the fixed point index is either 0 or 1.
Lemma 2.4. Assume that
Then the fixed point index, i K (T, K ρ ), is equal to 1.
Proof. We show that µu = T u for every u ∈ ∂K ρ and for every µ ≥ 1. In fact, if this does not happen, there exist µ ≥ 1 and u ∈ ∂K ρ such that µu = T u, that is
Taking the supremum for t ∈ [0, 1] gives
This contradicts the fact that µ ≥ 1 and proves the result.
Lemma 2.5. Assume that
Proof. Let e(t) ≡ 1, then e ∈ K. We prove that u = T u + λe for all u ∈ ∂V ρ and λ ≥ 0.
In fact, if not, there exist u ∈ ∂V ρ and λ ≥ 0 such that u = T u + λe. Then we have
Thus we get, for t ∈ [a, b],
Taking the minimum over [a, b] gives ρ > ρ a contradiction.
Remark 2.6. In order to compare the two approaches, proving the index=0 result by means of the condition T u ≥ u for every u ∈ ∂K ρ/c , as in the application of the Krasnosel'skiȋ Theorem, would require
a more stringent requirement.
Remark 2.7. Note also that we used strict inequalities in the conditions (I (S 4 ) There exist ρ 1 , ρ 2 , ρ 3 ∈ (0, ∞) with ρ 1 < ρ 2 and ρ 2 /c < ρ 3 such that (I Figure 10 . Three solutions.
Nonnegative solutions of systems of BVPs
We now discuss the existence of non-negative solutions for the system of second order
In similar manner as the case of one equation, we would like to use a formulation that involves integral equations. In particular we rewrite the problem as a system of Hammerstein integral equations, that is
and
We assume the following.
• For every i = 1, 2,
We 
For a positive solution of the system (3.1) we mean a solution (u, v) ∈ K of (3.2) such that (u, v) > 0.
Under our assumptions, a routine check shows that the integral operator
leaves K invariant and is compact.
For our fixed point index calculations we work with the following (relative) open bounded sets in K:
u(t) < ρ and min
Set c = min{c 1 , c 2 }. Thus note that K ρ ⊂ V ρ ⊂ K ρ/c . As before we denote by ∂K ρ and ∂V ρ the boundary of K ρ and V ρ relative to K. 
Proof. We show that µ(u, v) = T (u, v) for every (u, v) ∈ ∂K ρ and for every µ ≥ 1; this ensures that the index is 1 on K ρ . In fact, if this does not happen, there exists µ ≥ 1 and (u, v) ∈ ∂K ρ such that µ(u, v) = T (u, v). Assume, without loss of generality, that
We give a first Lemma that shows that the index is 0 on a set V ρ . 
Proof. Let e(t) ≡ 1 for t ∈ [0, 1]. Then (e, e) ∈ K. We prove that (u, v) = T (u, v) + µ(e, e) for (u, v) ∈ ∂V ρ and µ ≥ 0.
In fact, if this does not happen, there exist (u, v) ∈ ∂V ρ and µ ≥ 0 such that (u, v) = T (u, v) + µ(e, e). Without loss of generality, we can assume that for all t ∈ [a 1 ,
The following Lemma shows that the index is 0 on V ρ ; this time we have to control the growth of just one nonlinearity f i , at the cost of having to deal with a larger domain. 
.
Proof. Suppose that the condition (I 0 ρ ) holds for i = 1. Let e(t) ≡ 1 for t ∈ [0, 1]. Then (e, e) ∈ K. We prove that (u, v) = T (u, v) + µ(e, e) for (u, v) ∈ ∂V ρ and µ ≥ 0. 
The system (3.2) has at least two positive solutions in K if one of the following conditions hold.
(S 3 ) There exist ρ 1 , ρ 2 , ρ 3 ∈ (0, ∞) with ρ 1 /c < ρ 2 < ρ 3 such that (I (S 4 ) There exist ρ 1 , ρ 2 , ρ 3 ∈ (0, ∞) with ρ 1 < ρ 2 and ρ 2 /c < ρ 3 such that (I The proof follows as the one of Theorem 2.8 and is omitted. 
