In a recent work, we have proposed a new iterative method based on the eigenfunction expansion to integrate nonlinear parabolic systems sequentially. In this paper, we prove that the method is convergent and give analytical rate for its convergence. Moreover, we determine the number of iterations needed to obtain a solution with a pre-determined level of accuracy. We then illustrate the convergence analysis with a problem in combustion theory. It is expected that the convergence analysis can be used for similar systems with time dependence.
Introduction and statement of results
We consider the semi-linear parabolic system
subject to the initial condition
and homogeneous boundary conditions of Dirichlet, Neumann or Robin type, where D is a bounded domain. The derivation of the above system occurs often in physical sciences and chem- ical reactions. It represents various reactions of diffusion equations [6] , as well as the well-known Fisher, Ginzburge-Landau and Schlogl equations [3, 4, 8] .
In trying to solve the above system using the Galerkin method [5] , one is faced with solving systems of nonlinear differential equations, which are not easily solved, especially for large systems. For that, Al-Refai and Tam in [2] have derived a new iterative method based on eigenfunction expansion of the Laplacian operator to integrate the nonlinear parabolic system sequentially. This method is useful for such systems, since at each step we need to solve a scalar differential equation, instead of solving systems of differential equations using the Galerkin method. For more details on the advantages of the new method over the Galerkin method see Al-Refai [1] . The expansion procedure of the new iterative method has been introduced by Al-Refai and Tam [2] , who provide the following sequence of functions:
where
and
Here u (k) is the kth iterated approximate solution of (1) and (2), u (0) is the initial approximate solution, {φ n } are the normalized eigenfunctions of the Laplacian operator, and {λ n } are the corresponding eigenvalues. It has been shown in [2] that, if the sequence in (3) is convergent, then u (k) converges to the solution of the problem obtained by the Galerkin method.
Al-Refai and Tam [2] have discussed the convergence of the sequence given in (3) where the boundary conditions are of Dirichlet or Robin type. They gave a sufficient condition for the sequence to be contractive and hence convergent. The condition depends on the first eigenvalue λ 1 . However, it turns out that such condition is difficult to hold, even for a linear f (u). Therefore, it is natural to ask whether the sequence in (3) still converges without imposing such condition. In this paper, we prove that the sequence in Eq. (3) converges on bounded time intervals without imposing such condition and regardless the type of boundary conditions. Our first result is It should be pointed out here that Theorem 1 is valid for the case of Neumann boundary condition, which has not been discussed in [2] , even in the presence of their sufficient condition. We also establish the following result concerning the rate of convergence of the method. (5) converges to the exact solution u(x, t) of (1) and (2) with rate of convergence O(
Theorem 2. Assume that f (u) is continuously differentiable on , then u (m) (x, t) defined in
where ξ ∈ (0, βT ), and α is defined in (17).
This paper is organized as follows: In Section 2, we present some lemmas that will be used to prove our main results in this paper. Section 3 is devoted for the proofs of Theorems 1 and 2. In Section 4, we illustrate the convergence analysis with a problem in combustion theory. Finally, Section 5 includes some concluding remarks.
Preliminary lemmas
In the following, the inner product of two functions f and g is defined by
and the L 2 norm of a function f is defined by
The following results will be used to prove the convergence of the sequence.
Lemma 1. Assume that f (u) is continuously differentiable on , and let c (k)
Proof. From Eq. (3), we have
subtracting (3) from (7) we get
Substitute the Mean Value Theorem
This completes the proof. 2
Lemma 2. Assume that f (u) is continuously differentiable on , and let max
Proof. We prove this lemma by induction. From (6) we have a (2) i (t) − a 
Hence, a (2) i − a (1) 
Equation (12) is valid for i = 1, . . . , N and hence,
i − a (1) i
which proves the result for k = 2. Note that in (11) we use the fact that 0 τ t and hence e −λ i (t−τ ) 1. Suppose (9) is true for n = k − 1, i.e.,
Using (6), we have
Substituting (14) in (15), we get
Therefore, Eq. (9) is true for n = k, and the result is obtained. 2
Proofs of main results
We prove Theorems 1 and 2 presented in Section 1.
Proof of Theorem 1. Let n and m ∈ N with n > m, where N denotes the set of all positive integers. Then using Lemma 2, we have
Given > 0, since
and hence for all n, m n 0 , we have
Therefore,
. . , N and n, m n 0 , and the result is obtained. 2
Proof of Theorem 2.
We have
and hence
Using the orthonormality property of the eigenfunctions {φ n } ∞ n=1 , we have
Taking the limit as n → ∞ in Eq. (16) and using the Maclaurin series of e x , we have
Combine Eqs. (22) and (23) to get
The above equation is valid for all t ∈ J , and therefore
Now, we define
Since the sequence in (3) is convergent, then E m → 0, as m → ∞, and the iterated solution u (m) (x, t) converges more rapidly as βT decreases. Practically, it is difficult to iterate until m approaches ∞, and we stop at a fixed m = M, for some positive integer M. An important question that can be raised is: for a given small , how large M should be chosen to guarantee that E M < ? From Eq. (25), we can choose M to be the smallest natural number m such that
In the next section, we illustrate the convergence analysis by considering a problem from combustion theory.
Numerical example from combustion theory
We consider the following central problem in combustion theory:
Here, u is the temperature, δ and γ are positive parameters, and D is a bounded domain for the nondimensionalized spatial variable x. The derivation of (28) and (29) can be found in [6] . An interesting phenomena of the system is that it has multiple steady state solutions. When δ is small, the steady state solution u(x, ∞) = O(1) is called sub-critical, and when δ is large, u(x, ∞) = O(e γ ) is called super-critical. For δ in a certain range there are multiple steady state solutions and the initial condition determines which one is obtained. This problem has been solved using the new iterative method, for the numerical computations, see [2] . Since f (u) = δe γ u γ +u is continuously differentiable function, then the iterative method is convergent. Now we take D to be the unit sphere, δ = 0.1, γ = 10, h(x) = φ 1 (x), N = 5, and T = 1, and ask, how many iterations M we need to ensure that E M < = 10 −9 ? To answer this question, we assume that the solution depends on the radius only, and therefore the orthonormal eigenfunctions for the Laplacian operator are φ n = 1 √ 2π sin(nπr) r , and the corresponding eigenvalues are λ n = n 2 π 2 . Now,
From the numerical computations in [2] , we have α = 1.858530 × 10 −6 , and by solving (30) we have β = 0.499711 . . . . Substituting all the above information in (27), we obtain M = 5. So, analytically we need at most 5 iterations to ensure the convergence with accuracy up to = 10 −9 . Figure 1 shows the analytical error obtained using Theorem 2 and the numerical error obtained by direct numerical calculations. One can see that the analytical and numerical errors are not close enough for the first few iterations but they become very close as n increases. Analytically, we need five iterations to have a convergence with high level of accuracy, but numerically we need only 3 iterations.
Concluding remarks
We have studied the convergence analysis for a new iterative method developed by Al-Refai and Tam [2] to integrate nonlinear parabolic systems sequentially. Al-Refai and Tam gave a sufficient condition for the iterative method to be contractive and hence convergent. However, this condition is difficult to check for a given problem, and it does not apply for systems with Neumann boundary condition. In this paper we have proved that the new iterative method converges absolutely on bounded time intervals regardless the type of boundary conditions. Moreover, we have given a bound for the rate of convergence of the method. A problem in combustion theory has been considered, and analytically after 5 iterations we ensure accuracy of the solution up to = 10 −9 , that is, max t∈J u (5) − u 2 < 10 −9 . The new method has been used to solve various systems of partial differential equations, integral equations, and integro-differential equations, see [1, 7, 9] . The idea of the new proof can be developed to deal with these systems.
