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Abstract
Some asymptotic stability criteria are derived for systems of nonlinear functional differential equations with unbounded delays.
The criteria are described as matrix equations or matrix inequalities, which are computationally flexible and efficient. The theories
are then applied to the stabilization of time-delay systems via standard feedback control (SFC) or time-delayed feedback control
(DFC). Several examples are given to illustrate the results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The stability analysis of time-delay systems receives much attention of researchers [2,6,7,20]. Various analysis
techniques such as Lyapunov direct method and characteristic equation method have been utilized to derive criteria for
asymptotic stability of the systems [1,11]. Even though there are some stability criteria about systems with unbounded
delays [3,4,7,8], most of stability analysis in the literature aim at systems with bounded delays (see [10,13,17] and
references therein). As pointed out in [3,12], stability results established for equations with bounded delays are not
obviously true in general for unbounded delays.
The purpose of this paper is to establish some stability theorems for time-delay system of FDEs with unbounded
delays, based on Lyapunov–Krasovskii approach. Described as some matrix equations or matrix inequalities, the
criteria can be easily calculated by computer software [1,15]. The results are then applied to the stabilization of
system via standard feedback control (SFC) or time-delayed feedback control (DFC). The following notations and
lemmas will be used throughout this paper.
Rn: n-dimensional real space.
λmax(Q): maximal eigenvalue of symmetric matrix Q.
‖A‖ = √λmax(A′A): spectral norm of matrix A.
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E: identity matrix.
For symmetric matrices A,B ∈ Rn×n, we denote: A > B ⇔ A − B > 0 ⇔ A − B is a positive-definite matrix,
where 0 is the n× n zero matrix.
Lemma 1. (See [5].) For any x, y ∈ Rn, ε > 0, inequality 2xT y  εxT x + 1
ε
yT y holds.
Lemma 2. (See [18, p. 205].) Suppose U and V are real symmetric matrices and U > 0, V  0. Then
U > V ⇔ λmax
(
VU−1
)
< 1 ⇔ λmax
(
U−
1
2 VU−
1
2
)
< 1.
Lemma 3. Suppose U and V are real symmetric matrices and U > 0, V  0, a is positive number. Then
aU > V ⇔ λmax
(
VU−1
)
< a ⇔ λmax
(
U−
1
2 VU−
1
2
)
< a.
Proof. Letting M = aU , from Lemma 2 we have
aU > V ⇔ M >V ⇔ λmax
(
VM−1
)
< 1.
Since λmax(VM−1) = 1a λmax(V U−1), λmax(M−
1
2 VM− 12 ) = 1
a
λmax(U
− 12 VU− 12 ), we obtain
λmax
(
VM−1
)
< 1 ⇔ 1
a
λmax
(
VU−1
)
< 1 ⇔ λmax
(
VU−1
)
< a
⇔ λmax
(
U−
1
2 VU−
1
2
)
< a. 
Lemma 4. Suppose U and V are real symmetric matrices and U > 0, V  0. Then there exists a positive number σ
such that −U + σV < 0.
Proof. From Lemma 2 we have
−U + σV < 0 ⇔ σV < U ⇔ λmax
(
σVU−1
)
< 1 ⇔ λmax
(
VU−1
)
<
1
σ
.
Choose σ > 0 sufficiently small so that λmax(V U−1) < 1σ , and hence −U + σV < 0 holds. 
2. Asymptotic stability of system with unbounded delays
Consider the system:
x˙(t) = Ax(t) +
m∑
i=1
Bix
(
t − τi(t)
)+ F0(x(t))+ m∑
i=1
Fi
(
x
(
t − τi(t)
))
, (1)
where x(t) ∈ Rn is the state vector, t  0, A,Bi ∈ Rn×n are constant system matrices, and m is a positive integer. The
nonlinear parts of system Fj ∈ Rn are differentiable, and satisfy Fj (0) = 0, j = 0,1, . . . ,m. τi(t) is the time-varying
time-delay. τi(t) is differentiable and τi(t) 0, τ ′i (t) di < 1. t0
= inft0, i=1,...,m(t − τi(t)).
Suppose Fj (·) (j = 0,1, . . . ,m) is the higher order term in (·), that is,
lim‖x‖→0
‖Fj (x)‖
‖x‖ = 0, j = 0,1, . . . ,m. (2)
Theorem 1. Suppose Bi (i = 1,2, . . . ,m) are nonsingular. The zero solution of system (1) is asymptotically stable, if
there exists a symmetric and positive-definite matrix P such that the following equation
PA +AT P +
m∑
i=1
(
εBTi PBi +
1
ε(1 − di)P
)
+ Q = 0 (3)
holds, where ε is a given positive number and Q a given positive-definite matrix.
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V (t, xt ) = xT (t)P x(t) + ε
m∑
i=1
t∫
t−τi (t)
xT (s)BTi PBix(s) ds. (4)
Because Bi are nonsingular and P > 0, we know BTi PBi > 0. Thus V (t, xt ) is positive-definite. The derivative of
V (t, xt ) along the trajectory of system (1) is
V˙ (t, xt ) = xT (t)
(
PA +AT P + ε
m∑
i=1
BTi PBi
)
x(t)+ 2xT (t)PF0
(
x(t)
)
+ 2
m∑
i=1
xT (t)PFi
(
x
(
t − τi(t)
))+ 2 m∑
i=1
xT (t)PBix
(
t − τi(t)
)
− ε
m∑
i=1
(
1 − τ ′i (t)
)
xT
(
t − τi(t)
)
BTi PBix
(
t − τi(t)
)
 xT (t)
(
PA +AT P + ε
m∑
i=1
BTi PBi
)
x(t)+ 2xT (t)PF0
(
x(t)
)
+ 2
m∑
i=1
xT (t)PFi
(
x
(
t − τi(t)
))+ 2 m∑
i=1
xT (t)PBix
(
t − τi(t)
)
− ε
m∑
i=1
(1 − di)xT
(
t − τi(t)
)
BTi PBix
(
t − τi(t)
)
. (5)
Since P is a positive-definite symmetric matrix, it has a decomposition P = UT U . From Lemma 1 we get
2xT (t)PBix
(
t − τi(t)
)= 2xT (t)UT UBix(t − τi(t))
 1
αε(1 − di)x
T (t)UT Ux(t)+ αε(1 − di)xT
(
t − τi(t)
)
BTi U
T UBix
(
t − τi(t)
)
= 1
αε(1 − di)x
T (t)P x(t) + αε(1 − di)xT
(
t − τi(t)
)
BTi PBix
(
t − τi(t)
)
, (6)
2xT (t)PF0
(
x(t)
)
 1
β
xT (t)P 2x(t)+ βFT0
(
x(t)
)
F0
(
x(t)
)
, (7)
2xT (t)PFi
(
x
(
t − τi(t)
))
 1
γi
xT (t)P 2x(t)+ γiF Ti
(
x
(
t − τi(t)
))
Fi
(
x
(
t − τi(t)
))
, (8)
where α,β, γi are any positive numbers. From (3)–(8), it can be obtained
V˙ (t, xt ) xT (t)
(
−Q+
m∑
i=1
1
ε(1 − di)
(
1
α
− 1
)
P + 1
β
P 2 +
m∑
i=1
1
γi
P 2
)
x(t)
+ βFT0
(
x(t)
)
F0
(
x(t)
)+ m∑
i=1
(α − 1)ε(1 − di)xT
(
t − τi(t)
)
BTi PBix
(
t − τi(t)
)
+
m∑
i=1
γiF
T
i
(
x
(
t − τi(t)
))
Fi
(
x
(
t − τi(t)
))
. (9)
Using Lemma 4, we can choose proper positive numbers α (< 1), β and γi (i = 1,2, . . . ,m) with 1 − α sufficient
small and β , γi sufficiently large such that
M0
= −Q+
m∑ 1
ε(1 − di)
(
1
α
− 1
)
P + 1
β
P 2 +
m∑ 1
γi
P 2 < 0. (10)
i=1 i=1
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Mi
= (α − 1)ε(1 − di)BTi PBi < 0, i = 1,2, . . . ,m. (11)
From (9), we obtain
V˙ (t, xt ) xT (t)M0x(t)+
m∑
i=1
xT
(
t − τi(t)
)
Mix
(
t − τi(t)
)+ βFT0 (x(t))F0(x(t))
+
m∑
i=1
γiF
T
i
(
x
(
t − τi(t)
))
Fi
(
x
(
t − τi(t)
))
= xT (t)M0x(t)+
m∑
i=1
xT
(
t − τi(t)
)
Mix
(
t − τi(t)
)
+ β∥∥F0(x(t))∥∥2 + m∑
i=1
γi
∥∥Fi(x(t − τi(t)))∥∥2. (12)
From (10) and (11), using Lemma 4 we can choose σ > 0, such that
Mj + σE < 0, j = 0,1, . . . ,m. (13)
From (2), there exists δ(σ,β, γi) > 0, when ‖x(t)‖ < δ, t  t0, the following inequalities hold simultaneously:∥∥F0(x(t))∥∥2  σ
β
∥∥x(t)∥∥2, ∥∥Fi(x(t − τi(t)))∥∥2  σ
γi
∥∥x(t − τi(t))∥∥2. (14)
Substituting (14) into (12), we obtain
V˙ (t, xt ) xT (t)(M0 + σE)x(t)+
m∑
i=1
xT
(
t − τi(t)
)
(Mi + σE)x
(
t − τi(t)
)
. (15)
Using (13) and (15), we know V˙ (t, xt ) is negative definite.
Obviously, the right-hand side of Eq. (1) is bounded when ‖x(t)‖ < δ, t  t0. It follows from Theorem 0.4.3 of [2]
that the equilibrium x = 0 of (1) is asymptotically stable and this completes the proof. 
Theorem 2. The zero solution of system (1) is asymptotically stable, if there exist symmetric and positive-definite
matrices P and Q such that the following Lyapunov equation and inequality hold simultaneously
PA +AT P = −(m+ 1)Q, (16)
and
m∑
i=1
1√
1 − di ‖PBi‖ < λmin(Q). (17)
Proof. Construct a functional
V (t, xt ) = xT (t)P x(t) +
m∑
i=1
t∫
t−τi (t)
xT (s)Qx(s) ds. (18)
The derivative of V (t, xt ) along the trajectory of system (1) is
V˙ (t, xt ) = xT (t)
(
PA + AT P + mQ)x(t)+ 2 m∑
i=1
xT (t)PBix
(
t − τi(t)
)
−
m∑(
1 − τ ′i (t)
)
xT
(
t − τi(t)
)
Qx
(
t − τi(t)
)
i=1
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(
x(t)
)+ 2 m∑
i=1
xT (t)PFi
(
x
(
t − τi(t)
))
. (19)
From Lemma 1, we get
2xT (t)PBix
(
t − τi(t)
)= 2xT (t)PBiQ−1/2Q1/2x(t − τi(t))
 1
α(1 − di)x
T (t)
(
PBiQ
−1BTi P
)
x(t)+ α(1 − di)xT
(
t − τi(t)
)
Qx
(
t − τi(t)
)
, (20)
2xT (t)PF0
(
x(t)
)
 1
β
xT (t)P 2x(t)+ βFT0
(
x(t)
)
F0
(
x(t)
)
, (21)
2xT (t)PFi
(
x
(
t − τi(t)
))
 1
γi
xT (t)P 2x(t)+ γiF Ti
(
x
(
t − τi(t)
))
Fi
(
x
(
t − τi(t)
))
, (22)
where α,β, γi are any positive numbers. From (16), (18)–(22), we get
V˙ (t, xt ) xT (t)
(
P
(
m∑
i=1
1
α(1 − di)BiQ
−1BTi
)
P −Q+ 1
β
P 2 +
m∑
i=1
1
γi
P 2
)
x(t)
+ (α − 1)
m∑
i=1
(1 − di)xT
(
t − τi(t)
)
Qx
(
t − τi(t)
)
+ βFT0
(
x(t)
)
F0
(
x(t)
)+ m∑
i=1
γiF
T
i
(
x
(
t − τi(t)
))
Fi
(
x
(
t − τi(t)
))
. (23)
From the definition of spectral norm, we know[
λmax
(
Q−1/2P
(
m∑
i=1
1
1 − di BiQ
−1BTi
)
PQ−1/2
)]1/2

[
m∑
i=1
1
1 − di λmax
(
Q−1/2PBiQ−1BTi PQ−1/2
)]1/2
=
(
m∑
i=1
1
1 − di
∥∥Q−1/2PBiQ−1/2∥∥2
)1/2

m∑
i=1
1√
1 − di
∥∥Q−1/2PBiQ−1/2∥∥

∥∥Q−1/2∥∥2 m∑
i=1
1√
1 − di ‖PBi‖ =
1
λmin(Q)
m∑
i=1
1√
1 − di ‖PBi‖. (24)
From (17), the inequality can be obtained
λmax
(
Q−1/2P
(
m∑
i=1
1
1 − di BiQ
−1BTi
)
PQ−1/2
)
< 1. (25)
From (25), we know that there exists λ0 such that
λmax
(
Q−1/2P
(
m∑
i=1
1
1 − di BiQ
−1BTi
)
PQ−1/2
)
< λ0 < 1.
Obviously BiQ−1BTi  0. From Lemma 3, we get
P
(
m∑ 1
1 − di BiQ
−1BTi
)
P < λ0Q.i=1
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α
< 1 holds. It follows that
P
(
m∑
i=1
1
α(1 − di)BiQ
−1BTi
)
P −Q<
(
λ0
α
− 1
)
Q< 0.
Choose proper positive numbers β,γi , such that the following inequality still holds:
M0
=
m∑
i=1
1
α(1 − di)
(
PBiQ
−1BTi P
)−Q+ 1
β
P 2 +
m∑
i=1
1
γi
P 2 < 0.
Using α < 1, we know that Mi
= (α − 1)(1 − di)Q < 0 (i = 1,2, . . . ,m).
From (23), it can be obtained
V˙ (t, xt ) xT (t)M0x(t)+
m∑
i=1
xT
(
t − τi(t)
)
Mix
(
t − τi(t)
)
+ βFT0
(
x(t)
)
F0
(
x(t)
)+ m∑
i=1
γiF
T
i
(
x
(
t − τi(t)
))
Fi
(
x
(
t − τi(t)
))
= xT (t)M0x(t)+
m∑
i=1
xT
(
t − τi(t)
)
Mix
(
t − τi(t)
)
+ β∥∥F0(x(t))∥∥2 + m∑
i=1
γi
∥∥Fi(x(t − τi(t)))∥∥2.
Similarly to the proof of Theorem 1, from Theorem 0.4.3 of [2], we know that the equilibrium x = 0 of (1) is
asymptotically stable and this completes the proof. 
If m = 1 and Fj ≡ 0 (j = 0,1) hold, Eq. (1) reduces to
x˙(t) = Ax(t) +B1x
(
t − τ1(t)
)
. (26)
Furthermore, if t − τ(t) = qt (0 < q < 1 is constant) holds, Eq. (26) is written as
x˙(t) = Ax(t) +B1x(qt). (27)
From Theorems 1 and 2, we have
Corollary 1. The zero solution of system (26) is asymptotically stable, if there exist matrices P > 0, Q > 0, positive
parameter ε, such that one of the following two conditions is satisfied:
(I) PA +AT P + εBT1 PB1 +
1
ε(1 − d1)P +Q = 0; or
(II)
{
PA + AT P = −2Q,
‖PB1‖ < √1 − d1λmin(Q).
Remark 1. The proof of Corollary 1 is identical with the proof of Theorem 1, except that the condition that B1 is
nonsingular is not required for the asymptotical stability of Eq. (26).
Corollary 2. The zero solution of system (27) is asymptotically stable, if there exist matrices P > 0, Q > 0, positive
parameter ε, such that one of the following two conditions is satisfied:
(I) PA +AT P + εBT1 PB1 +
1
εq
P +Q = 0; or
(II)
{
PA + AT P = −2Q,
‖PB1‖ < √qλmin(Q).
1016 M.-C. Tan / J. Math. Anal. Appl. 337 (2008) 1010–1021Remark 2. There are some theories in the literature that can be applied to Eq. (26) or Eq. (27). For example, Xu [19]
obtains the following result: If (1) limt→∞(t − τ(t)) = ∞, (2) PA + AT P + P = −2Q, (3) ‖x(t + θ)‖ < α‖x(t)‖,
θ ∈ [−τ(t),0], and λmin(Q) − α‖B1‖λmax(P ) > 0 (α > 1 is a constant), then the zero solution of (26) is asymptot-
ically stable. Iserles [9] proves the result that the zero solution of (27) is asymptotically stable if Re(δ(A)) < 0 and
ρ(A−1B1) < 1. It can be seen that the results obtained in the present paper are different from that of [19] and [9].
3. Stabilization problem
3.1. Controller structure
Consider the system with an additional feedback force:
x˙(t) = Ax(t)+ Bx(t − τ(t))+ f0(x(t))+ f1(x(t − τ(t)))+ u(t), (28)
where x(·) ∈ Rn is the state vector, u(·) ∈ Rn is the feedback control input vector, A,B ∈ Rn×n are constant system
matrices. f0, f1 ∈ Rn are the nonlinear parts of the system, fj are differentiable and satisfy fj (0) = 0, j = 0,1. τ(t) is
the time-varying delay. τ(t) is differentiable, and τ(t) 0, τ ′(t) d < 1.
When no control is forced to system (28), that is u(t) ≡ 0, the system may have many fixed points (equilibriums).
Provided that x¯ = const is one of the unstable fixed points of system, we have
0 = Ax¯ +Bx¯ + f0(x¯)+ f1(x¯). (29)
The first control method is the state feedback control (SFC) approach whose control input is chosen as
u(t) = K(x¯ − x(t)), (30)
where K is the adjustable coefficient of the controller, and x¯ is the desired fixed point.
Applying the SFC technique (30) to system (28), we obtain
x˙(t) = Ax(t)+ Bx(t − τ(t))+ f0(x(t))+ f1(x(t − τ(t)))+ K(x¯ − x(t)). (31)
From (29) and (31), the dynamic error system yields
e˙(t) = (A − K)e(t) +Be(t − τ(t))+ g0(e(t))+ g1(e(t − τ(t))), (32)
where e(t) = x¯ − x(t), e(t − τ(t)) = x¯ − x(t − τ(t)),
g0
(
e(t)
)= f0(x¯)− f0(x(t))= f0(x¯)− f0(x¯ − e(t)),
g1
(
e
(
t − τ(t)))= f1(x¯)− f1(x(t − τ(t)))= f1(x¯)− f1(x¯ − e(t − τ(t))).
The second control method is the DFC approach whose control input is presented as
ud(t) = K
(
x
(
t − ζ(t))− x(t)), (33)
where ζ(t) is the estimation of τ(t), if the time-delay τ(t) is unknown.
Applying DFC (33) into system (28), we have
x˙(t) = Ax(t)+ Bx(t − τ(t))+ f0(x(t))+ f1(x(t − τ(t)))+ K(x(t − ζ(t))− x(t)). (34)
Then the error system is
e˙(t) = (A − K)e(t) +Be(t − τ(t))+Ke(t − ζ(t))+ g0(e(t))+ g1(e(t − τ(t))). (35)
If τ(t) is known, let ζ(t) = τ(t). Control (3.6) is changed into
ud(t) = K
(
x
(
t − τ(t))− x(t)), (36)
and system (35) reduces to
e˙(t) = (A − K)e(t) + (B + K)e(t − τ(t))+ g0(e(t))+ g1(e(t − τ(t))). (37)
The objective of feedback control is to assure the system (28) asymptotically converges toward x¯. That is, to force
‖e(t)‖ → 0, as t → ∞.
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Firstly, we discuss the SFC technique. For the error system (32), since zero is the fixed point of g0(e(t))+g1(e(t −
τ(t))), we have a Taylor expansion
g0
(
x(t)
)+ g1(x(t − τ(t)))= N0e(t)+ R0(e(t))+N1e(t − τ(t))+ R1(e(t − τ(t))), (38)
where N0 = dg0(x)dx |x=0, N1 = dg1(x)dx |x=0, R0(e(t)) is the higher order term in e(t), and R1(e(t − τ(t))) the higher
order term in e(t − τ(t)). That is
lim‖e‖→0
‖R0(e)‖
‖e‖ = 0, lim‖e‖→0
‖R1(e)‖
‖e‖ = 0. (39)
System (32) can be described as
e˙(t) = (A − K +N0)e(t) + (B +N1)e
(
t − τ(t))+ R0(e(t))+R1(e(t − τ(t))). (40)
Let A¯ = A +N0, B¯ = B +N1.
Theorem 3. Based on the SFC technique, the time-delay closed-loop control system described by (31) is asymptoti-
cally stabilized to the given fixed point x¯, if there exist matrices P > 0, Q> 0, positive parameter ε and real matrix K ,
such that the error system (32) satisfies one of the following two conditions:
(I) P (A¯ −K) + (A¯ −K)T P + εB¯T P B¯ + 1
ε(1 − d)P + Q = 0, where B¯ is nonsingular; or
(II)
{
P(A¯ −K) + (A¯ − K)T P = −2Q,
‖P B¯‖ < √1 − dλmin(Q),
such that when ‖e(t)‖ is small enough, the control goal is guaranteed, i.e. ‖e(t)‖ → 0, as t → ∞.
Proof. By constructing a functional
V (t, et ) = eT (t)P e(t)+ ε
t∫
t−τ(t)
eT (s)B¯T P B¯e(s) ds (41)
and
V (t, et ) = eT (t)P e(t)+
t∫
t−τ(t)
eT (s)Qe(s) ds, (42)
respectively, the results can be obtained similarly to the proofs of Theorems 1 and 2. 
Secondly, in the case of DFC method (35), suppose ζ(t) 0 and ζ ′(t) h < 1. Then system (35) can be described
as
e˙(t) = (A − K +N0)e(t) + (B +N1)e
(
t − τ(t))+ Ke(t − ζ(t))+R0(e(t))+R1(e(t − τ(t))). (43)
If ζ(t) = τ(t), the error system follows
e˙(t) = (A − K +N0)e(t) + (B +K +N1)e
(
t − τ(t))+R0(e(t))+ R1(e(t − τ(t))). (44)
Theorem 4. Based on the DFC technique, the time-delay closed-loop control system described by (34) is asymptoti-
cally stabilized to the given fixed point x¯, if there exist matrices P > 0, Q> 0, positive parameter ε and real matrix K ,
such that the error system (35) satisfies one of the following two conditions:
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ε
(
1
1 − d +
1
1 − h
)
P +Q = 0,
where B¯ and K are nonsingular; or
(II)
⎧⎨
⎩
P(A¯ −K) + (A¯ −K)T P = −3Q,
1√
1 − d ‖P B¯‖ +
1√
1 − h‖PK‖ < λmin(Q),
such that when ‖e(t)‖ is small enough, the control goal is guaranteed, i.e., ‖e(t)‖ → 0, as t → ∞.
Proof. By constructing a functional
V (t, et ) = eT (t)P e(t) + ε
t∫
t−τ(t)
eT (s)B¯T P B¯e(s) ds + ε
t∫
t−ζ(t)
eT (s)B¯T P B¯e(s) ds
and
V (t, et ) = eT (t)P e(t) +
t∫
t−τ(t)
eT (s)Qe(s) ds +
t∫
t−ζ(t)
eT (s)Qe(s) ds,
respectively, the results can be obtained similarly to the proofs of Theorems 1 and 2. 
If τ(t) is known, let ζ(t) = τ(t). Constructing the same functionals as in (41) and (42), from Theorems 1 and 2,
we have
Corollary 3. Based on the DFC technique, the time-delay closed-loop control system described by (34) is asymp-
totically stabilized to the given fixed point x¯, if there exist matrices P > 0, Q > 0, positive parameter ε and real
matrix K , such that the error system (37) satisfies one of the following two conditions:
(I) P (A¯ −K) + (A¯ − K)T P + ε(B¯ +K)T P (B¯ +K) + 1
ε(1 − d)P + Q = 0,
where B¯ + K is nonsingular; or
(II)
⎧⎨
⎩
P(A¯ −K) + (A¯ −K)T P = −2Q,
1√
1 − d
∥∥P(B¯ +K)∥∥< λmin(Q).
Remark 3. If m = 1 and τ1(t) = τ (τ > 0 is a constant) hold, from Theorems 3 and 4 we can get Theorems 1 and 2
of [5].
The results in [16] are special cases of Theorems 3 and 4, when m = 1, τ1(t) = 1 − qt (0 < q < 1) and fj ≡ 0
(j = 0,1) hold.
4. Illustrative example
Example 1. Suppose that
x(t) =
(
x1(t)
x2(t)
)
, A =
(
0 −0.9
1 −0.5
)
, B1 =
(
0 −0.7
0.7 0
)
,
f0
(
x(t)
)= 0.5( sin(x1(t))
sin(x2(t))
)
, f1
(
x
(
t − τ(t)))= ( sin(x1(t − τ(t)))
tan(x2(t − τ(t)))
)
,
where τ(t) = 0.4t . Since τ ′(t) = 0.4, it can be selected d = 0.4. When no control is forced to system (28), that is
u(t) = 0, the numerical solution x1(t), x2(t) are plotted in Fig. 1(a)–(b), in which x(0) = (1,0)T . The θ -method for
the numerical solution of delay FDEs with infinite lag in [14] is employed for this illustration.
M.-C. Tan / J. Math. Anal. Appl. 337 (2008) 1010–1021 1019Fig. 1. State trajectories of the open-loop or closed-loop system in Example 1.
From (38) we know N0 =
( 0.5 0
0 0.5
)
, N1 =
( 1 0
0 1
)
. Letting ε = 1 and Q = ( 1 00 1), K = ( 2 00 2), from the condition (I) in
Theorem 3, we solve
P =
(
3.4116 −0.3798
−0.3798 2.9152
)
> 0.
Hence, using the SFC u(t) = −Kx(t), the corresponding system (28) is asymptotically stable. The state trajectories
are shown in Fig. 1(c)–(d).
Example 2. Suppose that
A =
(
0 −1
2 0
)
, B =
(−2 0.5
0 −1
)
, τ (t) = 0.3t, d = 0.3,
f0
(
x(t)
)= (00
)
, f1
(
x
(
t − τ(t)))= ( sin(x1(t − τ(t)))1 − cos(x2(t − τ(t)))
)
.
Then N0 =
( 0 0
0 0
)
, N1 =
( 1 0
0 0
)
. Letting Q = ( 1 00 1), K = ( 2 00 2), from the condition (II) in Theorem 3, we solve
P =
(
0.4583 0.0833
0.0833 0.5833
)
> 0.
Thus, the corresponding system (28) is asymptotically stable by Theorem 3. Its numerical solution x1(t), x2(t) are
plotted in Fig. 2(a)–(b) (with u(t) = 0) and in Fig. 2(c)–(d) (with u(t) = −Kx(t)), where x(0) = (1,0)T .
Example 3. Suppose that
A =
(0 −2 1
1 0 0
1 2 1
)
, B =
( −8 0 0.5
−0.5 −7 −3
1 1 −6
)
, τ (t) = e−t + t
2
− 0.5,
f0
(
x(t)
)=
(
sin(x2(t))
1 − cos(x2(t))
)
, f1
(
x
(
t − τ(t)))=
(
sin(x1(t − τ(t)))
sin(x1(t − τ(t))+ x2(t − τ(t)))
)
.sin(x1(t))+ tan(x3(t)) sin(x3(t − τ(t)))
1020 M.-C. Tan / J. Math. Anal. Appl. 337 (2008) 1010–1021Fig. 2. State trajectories of the open-loop or closed-loop system in Example 2.
Then N0 =
( 0 1 0
0 0 0
1 0 1
)
, N1 =
( 1 0 0
1 1 0
0 0 1
)
. Select d = 0.5, since τ ′(t) = −e−t + 0.5 < 0.5.
Letting Q =
( 1 0 0
0 1 0
0 0 1
)
, K =
( 9 0 0
0 9 0
0 0 9
)
, from condition (II) of Corollary 3, we obtain
P =
(0.1136 0.0010 0.0230
0.0010 0.1112 0.0155
0.0230 0.0155 0.1538
)
> 0.
Therefore, using the time-delay feedback control u(t) = K(x(t − τ(t)) − x(t)), the corresponding system (28) is
asymptotically stable.
5. Conclusion
In the paper some sufficient conditions for asymptotical stability of systems with multiple unbounded delays are
derived. The criteria are described as matrix equations or matrix inequalities, which are computationally flexible and
efficient. The theory is then successfully applied to the stabilization of system with unbounded delays. The controller
design method via SFC and DFC can be employed to stabilize the system to an unstable fixed point.
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