Abstract-Fisher information is a measure of the best precision with which a parameter can be estimated from statistical data. It can also be defined for a continuous random variable without reference to any parameters, in which case it has a physically compelling interpretation of representing the highest precision with which the first cumulant of the random variable, i.e., its mean, can be estimated from its statistical realizations. We construct a complete hierarchy of information measures that determine the best precision with which all of the cumulants of a random variable-and thus its complete probability distribution-can be estimated from its statistical realizations. Several properties of these information measures and their generating functions are discussed.
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I. INTRODUCTION
Fisher information [1] , [2] constitutes a central concept in statistical estimation theory which furnishes a variety of useful estimates of deterministic parameters from statistical observations typical of a physical experiment. Its inverse yields a lower bound, called the Cramér-Rao lower bound (CRLB), on the variance of any unbiased estimator of a continuous parameter and thus limits the best precision with which the parameter can be extracted from statistical measurements [1] , [2] .
It is useful to regard a probability density function (pdf) of a random variable as being implicitly parameterized in terms of a translational location parameter, e.g., its mean, median, or mode. The Fisher information relative to such a purely translation parameter is easily seen to be independent of that parameter, and may be defined as the Fisher information of the random variable itself [2] . The notion of Fisher information of a random variable has been applied to the case in which the random variable is the sample-based mean. In the limit of large sample size, asymptotic estimates [3] have been obtained in terms of the cumulants of the underlying pdf and their derivatives.
In this correspondence, we present a further generalization of the Fisher information of a continuous random variable. Instead of using only implicit parameterizations, we explicitly parameterize all smooth, well-behaved pdfs in terms of their cumulants [4] , [5] . Since the set of all cumulants of a pdf uniquely and completely specifies the pdf, the Fisher information matrix relative to all the cumulants should represent, in effect, the fidelity of estimation of the full pdf from data. The choice of cumulants to parameterize a pdf is a particularly convenient one since, as we shall see, it leads to a simple analytical form for the Fisher information matrix. These concepts can be generalized still further, as we shall argue, to the case of a discrete, integer-valued random variable. We shall present some useful properties of these information measures, discuss their generating functions, and illustrate our considerations with simple examples.
II. FISHER INFORMATION OF A CONTINUOUS RANDOM VARIABLE
Given a continuous random variable X distributed according to the pdf p(x) > 0 for all real x (where x is a statistical realization of X), we may define a parameterized version of this pdf p(xj) = p(x 0 ).
Note that p(xj) = p(x) if = 0. The Fisher information of p(xj) with respect to is
where the angled brackets in the first line indicate expectation value with respect to p(xj), and J(X) is the Fisher information of the random variable X [2] . Note that because the pdf is positive for all real values of x, we can integrate over the infinite interval, and J is manifestly independent of . Thus, any location parameter may be used for , and J(X) is therefore a functional only of the shape of the distribution, independent of its absolute location on any axis. The Fisher information of a random variable J(X) has two wellknown interpretations [1] , [2] . First, J(X) quantifies the statistical precision with which the location parameter of a pdf on which the pdf depends translationally can be estimated from data drawn according to the pdf p(x 0 ). On the other hand, because J(X) measures the mean-squared slope of the log-likelihood function ln p(x), it typically correlates with the narrowness of the pdf or, equivalently, with the degree of statistical reproducibility of the values assumed by the variable X. In the Bayesian context, this narrowness is related to the extent of prior knowledge about X. These two interpretations are related in that a narrower pdf will provide higher "resolution" when used as a measurement tool for determining the location parameter .
A question of central interest in this correspondence is the following: What information measures characterize the fidelity of a statistical determination of the full pdf, not just its location parameter? We shall see presently that a particularly simple answer to this question can be obtained in terms of the Fisher information matrix elements relative to the cumulants of the pdf of the random variable. 
The cumulants n are related to the mean and central moments of the pdf, the first few of them taking the form 
The Fisher information with respect to a set of real estimation parameters f1;2; . . .g is defined as a positive semi-definite matrix
where the expectation value is taken over the pdf, p(xj ), of the statistical data from which the parameters are estimated. The superscript ( ) indicates the parameter set being used, and both n and m range over the indexes of the parameters in . For a continuous pdf p(x) that does not vanish at any finite value of x, this becomes
Noting from (6) that
and using (8) with chosen as the cumulant vector , we obtain the Fisher information matrix relative to the cumulants While 0 is not a true cumulant, including the possibility that n and/or m = 0 in (10) leads formally to a particularly convenient generating function for these elements, as we shall see in Section IV. Equation (10) is the most important result of this correspondence. It defines a complete hierarchy matrix of information measures, which we may call the cumulant information matrix (CIM). The diagonal elements of the inverse of the CIM yield the full hierarchy of CRLBs on the errors with which the various cumulants of p(xj ) may be estimated from the statistical realizations of X [1] and, thus, in a sense, how accurately the entirety of the pdf may be estimated.
For m = n = 1, the CIM element J ( ) 11 reduces to J(X) defined in (1) as the Fisher information of the random variable. This result confirms our earlier interpretation of J(X) as the precision with which a fiducial location parameter of the pdf may be estimated. Without knowledge of any higher order cumulants, it is the first cumulant (the mean) that furnishes the most useful location parameter of a pdf.
IV. A GENERATING FUNCTION FOR THE CIM
A useful technique for evaluating the CIM elements is the method of generating functions. Upon multiplying both sides of (10) 
The two pairs of square brackets in (12) 
The function J ( ) (; ) given by (13) is a generating function for the CIM elements, since from (11), an arbitrary element J ( ) mn may be expressed as its partial derivative (15) its characteristic function is also Gaussian, and its cumulant generating function is thus quadratic
The first two cumulants are thus its mean x0 and variance 2 , while all higher order cumulants vanish identically. Parameterizing the Gaussian in terms of its cumulants
, we obtain, very simply
The CIM generating function can be easily evaluated for the Gaussian pdf (17), for which the integrand in (13) is also Gaussian and easily integrated, with the result (18)
The individual CIM elements then follow from a use of (14)
The diagonal nature of the CIM implies simple CRLBs on the variance of any set of unbiased estimators f n g of the cumulants of the pdf:
For general, biased estimators, the right-hand side of (20) must be replaced by the nn-diagonal element of the matrix B T IB, where the matrix I is the inverse of the CIM, which for the Gaussian case is diagonal with the nn-element equal to n! 2n , B is the bias matrix, with elements B mn = @h m i=@ n , and B
T is its transpose [1] .
The k-statistics furnish useful unbiased estimators of the cumulants of a distribution based on a finite sample drawn from that distribution [6] - [8] . It is well known that no cumulant estimator exists with a smaller variance than that of the corresponding k-statistic. What our results show is that the k-statistics for a Gaussian pdf are also asymptotically efficient estimators in the sense that the CRLB (20) is achieved in the limit that the sample size N ! 1. This asymptotic efficiency has not been previously derived for any of the k-statistics of order higher than 2. The variances of the first few k-statistics for the Gaussian pdf are given below, along with the associated CRLBs from the CIM analysis, the latter given as the rightmost terms in the following expressions: . . .
(The CRLB for N trials is 1=N times the CRLB for one trial.) Notice that for the Gaussian, k 1 is an efficient estimator for any N , and the others are asymptotically efficient (indicated by ) in the limit N ! 1. This is true of all higher order k-statistics for the Gaussian, as well.
Two remarks are in order here. First, although any unbiased estimator of a third-or higher order cumulant is, on average, zero for the Gaussian pdf, there is a finite statistical scatter in the data from which the cumulants, regardless of their order, are estimated. Second, the sharp increase of the CRLBs (20) with increasing n is a reflection of the sharply decreased probability of occurrence of values of a Gaussian variate in the wings of the pdf to which the higher order cumulants are increasingly sensitive as a function of their order. This is, in fact, a general result for any localized distribution; the CIM elements ! 0 as n; m ! 1, because of the factor of n!m! in the denominator of (10), resulting in CRLBs that increase without bound as the order of the cumulant being estimated increases.
VI. AN INVERSE CIM GENERATING FUNCTION
The CIM elements are of value only insofar as they give a general sense of how much information the data contain about the cumulants of the pdf from which the data are drawn. It is the inverse of the CIM that is needed to establish the CRLB, and such an inverse is often difficult to calculate. If a less stringent bound is acceptable, one can use the reciprocal of the nn-diagonal element of the CIM [9] to bound the minimum variance from below. Such a bound, though easy to write down, is not optimal, however, since the CRLB represents, in general, a greater lower bound. The desire for a simple way to calculate the inverse CIM motivates the following attempt to define an appropriate generating function for the inverse CIM and relate it to the CIM generating function defined in (13) .
Let us define the generating function I 
from which the inverse CIM elements may be obtained as follows:
The factorials, m! and n!, are included in the definition (22) to allow appropriate convergence of the generating function (compare (11)). We may also define two "marginal" generating functions
that are related to the full generating functions (13) and (22) by
By multiplying the two marginals (24), summing over the index n from 0 to 1, and noting that the symmetric matrices 
A Fourier analysis gives a second, integral relation 
Applying (23) to this result yields the same CRLBs (20) as obtained in Section V. While the CIM for the Gaussian is admittedly trivial to invert, and thus it is not necessary to use the generating function method in this case, we anticipate that in some cases it will prove easier to approximate the solution of either relation (26) or (27) than it would be to invert the full CIM.
VII. GENERALIZATION TO A DISCRETE RANDOM VARIABLE
While the Fisher information of a continuously random variable over the infinite interval may be defined through the use of an arbitrary location parameterization, discrete distributions do not readily permit an analogous definition. Although one cannot treat a discrete random variable as a continuously valued parameter, the class of discrete distributions defined positive over the entirety of the integers can always be parameterized in terms of their cumulants and a corresponding CIM matrix defined.
For a discrete random variable X distributed according to P (x) with x ranging over all integers, we may parameterize this distribution as Still, because of its coincidence with P (x) at integral x, P (xj ) may be substituted for P (x) when calculating an expectation value of any function of X. Most importantly, though, we may now also take derivatives of this parameterized distribution with respect to x, which are related to partial derivatives with respect to the distribution's cumulants exactly as in the continuous case, i.e.,
This allows us to define the discrete CIM elements exactly as in the continuous case, with the infinite integral replaced by an infinite sum The possibility that n or m = 0 is also included in this definition for assistance in defining a generating function for these matrix elements, namely
in exact analogy to the continuous case. Without modification, (14) may be used to generate the individual CIM elements, and the generating function relations given in (26) and (27) also hold. This is a powerful result. While it is not possible to directly define the Fisher information of a discrete random variable as in the continuous case, we can define an analogous quantity: the Fisher information with respect to the mean of the cumulant-parameterized distribution. This is J ( ) 11 of the discrete CIM matrix. Since in the continuous case 11 for a discrete distribution. The CIM matrix provides a complete hierarchy of information measures with respect to the cumulants in the discrete case, as well, and the inverse of the CIM again gives the CRLB on any unbiased estimators of the cumulants.
VIII. CONCLUDING REMARKS
The Fisher information of a continuous random variable can be interpreted as the fidelity with which a fiducial location parameter of a pdf (such as the mean) may be estimated from statistical data drawn according to that distribution. In this correspondence, we have introduced a more robust information measure, the CIM-whose inverse bounds the variance of any estimates of the cumulants of a pdf and, consequently, the fidelity with which the entire pdf may be estimated. The Fisher information of the random variable is included in this measure. We have also extended the CIM concept to discrete random variables defined over integers, for which the notion of Fisher information of the random variable is ill defined. We have also derived a generating function for the CIM and given two relations between this generating function and a generating function for the inverse CIM, which we hope will prove useful in calculating CRLBs. Further generalizations of this work could include defining a cumulant information matrix or an analogous quantity for multivariate distributions. (See McCullagh [14] for information on multivariate cumulants.)
We noted in Sections III and VII that the probability distribution to be parameterized must be strictly positive. This was done to avoid singularities in the Fisher information calculations. As a general rule, the CIM for an arbitrary random variable must be defined by restricting the interval of integration or summation to the actual sample space of that variable. This is particularly important when a priori constraints like finiteness of support place restrictions on the set of possible values of the allowed cumulant vectors. One constraint that is implicitly active in all of our calculations is that the probability distribution, whether continuous or discrete, is restricted to nonnegative values. While this is obvious from the standpoint of probability theory, it must be explicitly imposed on the space of all estimable probability distributions. One only need consider the parameterization (6) to see why the cumulants cannot take arbitrary values if the left-hand side (LHS) of that equation is to remain nonnegative. CRLBs calculated in the present correspondence apply only to estimators that do not explore the boundaries of the parameter space beyond which negative distributions are encountered. Incorporating edge effects will, in general, reduce the minimum variance of a more general estimator, but such bounds are not calculable from the Fisher information matrix since inequality constraints do not affect its form. However, certain other constraints such as support constraints can alter the Fisher information matrix and change the method that one must use to calculate CRLBs. The effects of constraints on CRLBs are explored in detail by Gorman and Hero [11] .
The considerations of this correspondence may be relevant to the general area of inverse problems such as those concerning image restoration from noisy image data. A particularly useful viewpoint to adopt in discussions of image processing is to treat the spatial distribution of intensity in an image, when properly normalized, as representing the probability distribution of the emission or detection of a photon over the image. From this perspective, image restoration is equivalent to the problem of estimating a probability distribution-the very problem we have discussed here. The presence of noise in the actual image data greatly compounds this estimation problem, a subject that requires further study. A noteworthy algorithm which makes essential use of this statistical viewpoint is the maximum entropy method [12] . Blind deconvolution methods [13] provide another example. They rely on the existence of constraints to recover the point-spread function as well as the source intensity distribution, both of which may be regarded as appropriate pdfs.
APPENDIX DERIVATION OF A GENERATING FUNCTION RELATION
To prove (27), we first note that 
where
is the mth derivative of the Dirac -function. Integrating by parts m times in the right-hand side of (34) reduces that integral to 
Now, from the generating function definitions (11) and (22) 
Plugging these results into the LHS of (27), we obtain for the LHS 
where (35) was used in step (a), and (26) allowed step (b). Thus, relation (27) is established.
I. INTRODUCTION
A multiple-access channel is a communications channel in which several independent users transmit information to a common receiver. In certain cases it is not possible, or undesirable to provide orthogonality between the users. This causes multiple-access interference (MAI), which limits the performance of any receiver which does not take it into account. The optimal (error probability minimizing) multiple-access receiver must make joint decisions, rather than treating the multiple-access interference as uncontrollable noise.
The multiple-user detection problem is difficult. In general, optimal detection [1] is NP-complete [2] . To make things worse, information theory tells us that multiple-user coding strategies should in fact be used [3, Ch. 14] . Once again, complexity is the limiting factor. Brute-force joint decoding of a random K user code is exponentially complex in both the codeword length and the number of users. Optimal decoding for convolutionally encoded users was considered in [4] , resulting in a trellis with complexity growing exponentially with both the number of users and the constraint length of the code.
One approach to the problem of coding for the multiple-access channel is the use of single-user codes together with suboptimal, reduced complexity joint decoding methods which attempt to approximate the effect of optimal joint decoding. Of particular interest is iterative multiuser decoding. The basic principle behind iterative decoding is to decode independently with respect to the various constraints imposed on the received signal, rather than considering them jointly. The overall constraint is accommodated by iteratively passing extrinsic information between the individual decoders. For
