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Abstract
In this paper, we discuss properties of convergence for the q-Meyer-König and Zeller operators Mn,q .
Based on an explicit expression for Mn,q(t2, x) in terms of q-hypergeometric series, we show that for
qn ∈ (0,1], the sequence (Mn,qn(f ))n1 converges to f uniformly on [0,1] for each f ∈ C[0,1] if and
only if limn→∞ qn = 1. For fixed q ∈ (0,1), we prove that the sequence (Mn,q(f )) converges for each
f ∈ C[0,1] and obtain the estimates for the rate of convergence of (Mn,q(f )) by the modulus of continuity
of f , and the estimates are sharp in the sense of order for Lipschitz continuous functions. We also give
explicit formulas of Voronovskaya type for the q-Meyer-König and Zeller operators for fixed 0 < q < 1. If
0 < q < 1, f ∈ C1[0,1], we show that the rate of convergence for the Meyer-König and Zeller operators is
o(qn) if and only if
f (1 − qk−1)− f (1 − qk)
(1 − qk−1)− (1 − qk) = f
′(1 − qk), k = 1,2, . . . .
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Let q ∈ (0,1] (throughout the paper we always assume q ∈ (0,1]). For each nonnegative
integer k, the q-integer [k] and the q-factorial [k]! are defined by
[k] := [k]q :=
{
(1 − qk)/(1 − q), q = 1,
k, q = 1,
and
[k]! :=
{ [k][k − 1] · · · [1], k  1,
1, k = 0,
respectively. For the integers n, k, n k  0, the q-binomial, or the Gaussian coefficient is de-
fined by (see [5, p. 12])[
n
k
]
:= [n]![k]![n − k]! .
We also use the following standard notations (see [3, pp. 3, 6]):
(a;q)0 := 1, (a;q)k :=
k−1∏
s=0
(
1 − aqs), (a;q)∞ := ∞∏
s=0
(
1 − aqs).
Clearly,[
n
k
]
= (q;q)n
(q;q)k(q;q)n−k .
In [9], Phillips proposed the q-Bernstein polynomials: for each positive integer n, and f ∈
C[0,1], the q-Bernstein polynomial of f is
Bn,q(f, x) :=
n∑
k=0
f
( [k]
[n]
)[
n
k
]
xk(x;q)n−k. (1.1)
Note that for q = 1, Bn,q(f, x) is the classical Bernstein polynomial Bn(f, x):
Bn(f, x) :=
n∑
k=0
f
(
k
n
)(
n
k
)
xk(1 − x)n−k.
In [12], Tiberiu Trif introduced the q-Meyer-König and Zeller operators (or the q-MKZ op-
erators for simplicity): for each positive integer n, and f ∈ C[0,1],
Mn,q(f, x) :=
{∑∞
k=0 f (
[k]
[n+k] )
[
n+k
k
]
xk(x;q)n+1, 0 x < 1,
f (1), x = 1. (1.2)
When q = 1, the q-MKZ operator Mn,q reduces to the classical Meyer-König and Zeller opera-
tor Mn:
Mn(f,x) :=
{∑∞
k=0 f ( kn+k )
(
n+k
k
)
xk(1 − x)n+1, 0 x < 1,
f (1), x = 1.
The q-Bernstein polynomials and the q-MKZ operators share good properties such as the
shape-preserving properties and monotonicity from above for convex function (see [10, pp. 270,
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nomials are not similar to those of the classical ones. While the q-Bernstein polynomials have
been studied widely by a number of authors (see [4,6,8–10] and references therein, [11,13–15]),
there are very few works about the q-MKZ operators as far as we know. In this paper, we shall
study properties of convergence of the q-MKZ operators. Our results demonstrate that in general
properties of convergence for the q-MKZ operators are essentially different from those for the
classical MKZ operators, however they are very similar to those for the q-Bernstein polynomials.
Throughout the paper, we always assume that f is a continuous real function on [0,1].
The expression gn(x) ⇒ g(x) [x ∈ [0,1];n → ∞] denotes convergence of gn to g uni-
formly in x ∈ [0,1] as n → ∞; A(n)  B(n) means that A(n)  B(n) and A(n) 	 B(n),
and A(n)  B(n) means that there exists a positive constant c independent of n such that
A(n) cB(n); A(n) = o(B(n)) represents limn→∞ A(n)/B(n) = 0.
2. Statement of results
In [12], Tiberiu Trif investigated approximating properties of the q-MKZ operators
Mn,qn(f, x) and obtained the following results:
Theorem A. If (qn)n1 is a sequence of real numbers satisfying 1 − 1/n qn  1, then for any
f ∈ C[0,1], the sequence (Mn,qn(f ))n1 converges to f uniformly on [0,1].
In Section 3, we shall discuss further approximating properties of the q-MKZ operators. From
the definition of the q-MKZ operators Mn,q we know that Mn,q are positive linear operators.
Hence the moments Mn,q(tr , x) (r = 0,1,2) are of particular importance by the theory of ap-
proximation by positive operators (see [2, pp. 277–281]). It was proved in [12] that Mn,q(f, x)
reproduce linear functions, in other words,
Mn,q(1, x) = 1 and Mn,q(t, x) = x. (2.1)
So we need to compute Mn,q(t2, x). In the case q = 1, Alkemade [1] first derived an explicit
expression for Mn(t2, x) in terms of hypergeometric series (see the definition in Section 3):
Mn
(
t2, x
)= x2 + x(1 − x)2
n+ 1 2F1(1,2;n+ 2;x)
(
x ∈ [0,1)).
In Section 3, we shall give an explicit expression for Mn,q(t2, x) in terms of q-hypergeometric
series. Possibly our formula is new even for the classical MKZ operators.
Theorem 1. For x ∈ [0,1),
Mn,q
(
t2, x
)=
⎧⎨
⎩x
2 + x(1−x)[n+1] (1 − q
n+2[n]x
[n+2] 2φ1(q, q
2;qn+3;q, qn+1x)), q < 1,
x2 + x(1−x)
n+1 (1 − nxn+2 2F1(1,2;n+ 3;x)), q = 1,
(2.2)
where the definition of the q-hypergeometric series is given in Section 3.
Based on Theorem 1, we also have the following approximation theorem.
Theorem 2. Let qn ∈ (0,1]. Then the sequence (Mn,qn(f ))n1 converges to f uniformly on [0,1]
for each f ∈ C[0,1] if and only if limn→∞ qn = 1.
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continuous functions. In Section 4, we shall discuss properties of convergence for the q-MKZ
operators for fixed q , 0 < q < 1. It was proved in [4] that for each f ∈ C[0,1], the sequence
(Bn,q(f, x)) converges to B∞,q (f, x) as n → ∞ uniformly in x ∈ [0,1] and q ∈ (0,1], where
B∞,1(f ) = f and for 0 < q < 1,
B∞,q (f, x) :=
{∑∞
k=0 f (1 − qk) x
k
(q;q)k (x;q)∞, 0 x < 1,
f (1), x = 1.
(2.3)
For results about properties of B∞,q (f, x) we refer to [4,7,8,11]. For f ∈ C[0,1], t > 0, we
define the modulus of continuity ω(f, t) and the second modulus of smoothness ω2(f, t) as
follows:
ω(f ; t) := sup
|x−y|t
x,y∈[0,1]
∣∣f (x) − f (y)∣∣;
ω2(f, t) := sup
0<ht
sup
x∈[0,1−2h]
∣∣f (x + 2h)− 2f (x + h)+ f (x)∣∣.
Theorem 3. Let q ∈ (0,1), and let f ∈ C[0,1]. Then∥∥Mn,q(f )−B∞,q (f )∥∥ Cqω(f,qn). (2.4)
The above estimate is sharp in the following sense of order: for each α, 0 < α  1, there exists
a function fα(x) which belongs to the Lipschitz class Lipα := {f ∈ C[0,1] | ω(f, t)  tα} such
that ∥∥Mn,q(fα)−B∞,q (fα)∥∥	 qαn. (2.5)
Theorem 4. Let 0 < q < 1. Then∥∥Mn,q(f )−B∞,q (f )∥∥ cω2(f,√qn ). (2.6)
Furthermore,
sup
q∈(0,1]
∥∥Mn,q(f )− B∞,q (f )∥∥ cω2(f,n−1/2), (2.7)
where c is an absolute constant.
Remark 1. Theorem 4 is announced in [13] without proof. From (2.7) we know that for each
f ∈ C[0,1], limn→∞ Mn,q(f, x) = B∞,q (f, x) uniformly in x ∈ [0,1] and q ∈ (0,1]. Since the
equality B∞,q (f, x) = f (x) holds if and only if f is linear (see [4]), we know for q ∈ (0,1)
and f ∈ C[0,1], the sequence (Mn,q(f, x)) does not approximate f (x) unless f is linear. This
is completely in contrast to the case q = 1, where (Mn(f, x)) approximates f (x) for any f ∈
C[0,1].
Remark 2. Results similar to Theorem 3 for the q-Bernstein polynomials were obtained in [14].
Note that when f (x) = x2, we have (see Theorem 5)∥∥Mn,q(f )−B∞,q (f )∥∥ qn  ω2(f,√qn ).
Hence, the estimate (2.6) is sharp in the following sense: the sequence √qn in (2.6) cannot be
replaced by any other sequence decreasing to zero more rapidly as n → ∞. However, (2.6) is not
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rem 3, shows that in the case 0 < q < 1, the modulus of continuity is more appropriate to describe
the rate of convergence for the q-MKZ operators than the second modulus of smoothness.
Remark 3. In the case 0 < q < 1, from (2.4) we conclude that the rate of convergence
‖Mn,q(f ) − B∞,q (f )‖ has the order qn for each f ∈ C1[0,1] versus at most 1/n for the clas-
sical MKZ operators. From (2.7) we know that the rate of convergence ‖Mn,q(f ) − B∞,q (f )‖
can be dominated by cω2(f,n−1/2) uniformly with respect to q ∈ (0,1].
Remark 4. The constant c in (2.6) is an absolute constant and does not depend on q , however the
constant Cq in (2.4) depends on q , and tends to +∞ as q → 1−. Hence, (2.6) does not follow
from (2.4).
In Section 5, we study Voronovskaya type formulas for the q-MKZ operators for fixed q ∈
(0,1). In the case q = 1, we know that for any f ∈ C2[0,1],
lim
n→∞n
(
Mn(f,x)− f (x)
)= f ′′(x)x(1 − x)2/2 =: V1(f, x) (2.8)
uniform in x ∈ [0,1]. Hence, the classical MKZ operators Mn(f,x) possess saturation: no func-
tion f ∈ C[0,1] can be approximated with error better than o(1/n) unless it is linear. In the case
0 < q < 1, for the q-Bernstein polynomials, it was proved in [15] that for any f ∈ C1[0,1],
lim
n→∞
[n]
qn
(
Bn,q(f, x)−B∞,q (f, x)
)= Lq(f, x)
uniformly in x ∈ [0,1], where
Lq(f, x) :=
{∑∞
k=1[k](f ′(1 − qk)− f (1−q
k)−f (1−qk−1)
(1−qk)−(1−qk−1) )
xk
(q;q)k (x;q)∞, x ∈ [0,1),
0, x = 1.
(2.9)
Similarly, we have the following Voronovskaya type theorem for the q-MKZ operators for
fixed q ∈ (0,1).
Theorem 5. Let 0 < q < 1, f ∈ C1[0,1]. Then
lim
n→∞
[n]
qn
(
Mn,q(f, x)− B∞,q (f, x)
)= Vq(f, x) (2.10)
uniformly in x ∈ [0,1], where
Vq(f, x) :=
{∑∞
k=1[k](f ′(1 − qk)− f (1−q
k)−f (1−qk−1)
(1−qk)−(1−qk−1) )
qkxk
(q;q)k (x;q)∞, x ∈ [0,1),
0, x = 1.
(2.11)
From Theorem 5, we have the following saturation of convergence for the q-MKZ operators
for fixed q ∈ (0,1).
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if Vq(f, x) ≡ 0, and this is equivalent to
f (1 − qk−1)− f (1 − qk)
(1 − qk−1)− (1 − qk) = f
′(1 − qk), k = 1,2, . . . . (2.12)
Remark 5. It is easy to see that Vq(f, x) = (1 − x)Lq(f, qx). Using the same method as in the
proof of Theorem 2 in [15], we can prove that for any f ∈ C2[0,1],
lim
q→1−Vq(f, x) = V1(f, x)
uniformly in x ∈ [0,1].
Remark 6. It can be readily seen from (2.12) that for fixed q ∈ (0,1), there exist numerous
nonlinear continuously differentiable functions f such that Vq(f, x) ≡ 0. However, if we assume
that the function f is convex on [0,1] or analytic on (−ε,1 + ε) for some ε > 0, then the rate of
convergence for the q-MKZ operators is o(qn) if and only if f is linear (see [15]).
Remark 7. The above theorems are also true for complex-valued functions.
3. Proofs of Theorems 1–2
We introduce some notations. For 0 < q < 1, denote the q-derivative Dqf (x) of f by
Dqf (x) = f (qx)− f (x)
(q − 1)x .
The hypergeometric series and the q-hypergeometric series are defined by
2F1(a, b; c; z) = 2F1
(
a, b
c
; z
)
=
∞∑
k=0
(a)k(b)k
k!(c)k z
k,
and
2φ1(a, b; c;q, z) = 2φ1
(
a, b
c
;q, z
)
=
∞∑
k=0
(a;q)k(b;q)k
(q;q)k(c;q)k z
k, (3.1)
respectively, where (a)k is shifted factorial defined by
(a)0 = 1, (a)k = a(a + 1) · · · (a + k − 1), k = 1,2, . . . .
Proof of Theorem 1. We only give the proof of the case 0 < q < 1, the proof of the case q = 1
is similar. For x ∈ (0,1), direct computation gives that (see [12])
Mn,q
(
t2, x
)− x2 = x(x;q)n+1 ∞∑
k=0
(qx)k
[n + k + 1]
[
n+ k − 1
k
]
.
Denote
Z(qx) = Mn,q(t
2, x)− x2
. (3.2)
x(1 − x)
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Z(x) = (x;q)n
∞∑
k=0
xk
[n+ k + 1]
[
n + k − 1
k
]
.
By simple computation, using the Heine binomial formulas (see [5, p. 28])
1
(x;q)n =
∞∑
k=0
[
n+ k − 1
k
]
xk,
we get
x
(
1 − qnx)DqZ(x) = (qx;q)n ∞∑
k=0
xk
[n+ k + 1]
[
n+ k − 1
k
]([k] − [n + k]x),
Z(qx)
([n+ 1] − qnx)= (qx;q)n ∞∑
k=0
xk
[n + k + 1]
[
n+ k − 1
k
](
qk[n+ 1] − qn+kx),
and
x
(
1 − qnx)DqZ(x)+ Z(qx)([n + 1] − qnx)= (x;q)n+1 ∞∑
k=0
[
n+ k − 1
k
]
xk = 1 − qnx.
We assume that Z(x) =∑∞k=0 ckxk . Then
x
(
1 − qnx)DqZ(x) = ∞∑
k=1
(
ck[k] − qnck−1[k − 1]
)
xk,
Z(qx)
([n+ 1] − qnx)= [n+ 1]c0 + ∞∑
k=1
(
qkck[n + 1] − qn+k−1ck−1
)
xk,
and therefore,
x
(
1 − qnx)DqZ(x)+ Z(qx)([n + 1] − qnx)
= [n+ 1]c0 +
∞∑
k=1
(
ck[n + k + 1] − qnck−1[k]
)
xk = 1 − qnx. (3.3)
From (3.3) we get
[n + 1]c0 = 1; c1[n + 2] − qnc0 = −qn;
ck[n+ k + 1] − qnck−1[k] = 0 (k  2).
Then
c0 = 1[n+ 1] , c1 = −
qn+1[n]
[n + 2][n + 1] ,
ck = qn(k−1) [k][k − 1] · · · [2][n + k + 1][n + k] · · · [n + 3]c1,
where
[k][k − 1] · · · [2] = (1 − q
k)(1 − qk−1) · · · (1 − q2)
n+k+2 n+3 =
(q2;q)k−1
n+3 .[n+ k + 1][n+ k] · · · [n+ 3] (1 − q ) · · · (1 − q ) (q ;q)k−1
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Z(x) = c0 + x
∞∑
k=0
ck+1xk = c0 + c1x
∞∑
k=0
(q2;q)k
(qn+3;q)k
(
qnx
)k
= 1[n+ 1]
(
1 − q
n+1[n]x
[n+ 2] 2φ1
(
q, q2;qn+3;q, qnx)).
Theorem 1 is proved. 
Proof of Theorem 2. Since the q-MKZ operators Mn,qn are positive linear operators and re-
produce linear functions, the well-known Korovkin theorem implies that Mn,qn(f, x)⇒ f (x)
[x ∈ [0,1];n → ∞] for any f ∈ C[0,1] if and only if
Mn,qn
(
t2, x
)
⇒ x2
[
x ∈ [0,1];n → ∞]. (3.4)
So we need to estimate the quantity Mn,qn(t2, x) − x2. From [2, p. 281] we know that if a
positive linear operator L on C[0,1] reproduces linear functions, then L(f,x)  f (x) for any
convex function f and for any x ∈ [0,1]. By (2.2) and the fact that
2φ1
(
q, q2;qn+3;q, qn+1x) 0, 2φ1(1,2;n+ 3;x) 0 (x ∈ [0,1)),
we get
0Mn,q
(
t2, x
)− x2  x(1 − x)[n + 1] . (3.5)
Since sup0<q<1
qn+3(1−q)
1−qn+3 = 1n+3 , we have for q ∈ (0,1),
1 − q
n+2[n]
2[n + 2] 2φ1
(
q, q2;qn+3;q, qn+1/2)
= 1 − q
n+2[n]
2[n+ 2]
∞∑
s=0
(q2;q)s
(qn+3;q)s
(
qn+1
/
2
)s
 1 − q
n+2
2
(
1 + (1 − q
2)qn+1
2(1 − qn+3)
∞∑
s=1
(
qn+1
/
2
)s−1) 1 − 1/2 − qn+2
2
(1 − q2)qn+1
(1 − qn+3)
 1/2 − q
n+3(1 − q)
1 − qn+3
1 + q
2
 1/2 − 1
n + 3  1/4,
and hence,
Mn,q
(
t2,1/2
)− 1/4 1
16[n+ 1] . (3.6)
Now we suppose that qn → 1. Then limn→∞[n + 1]qn = ∞ (see [11]), and (3.4) follows
from (3.5). Hence, if qn → 1, then for any f ∈ C[0,1],
Mn,qn(f, x)⇒ f (x)
[
x ∈ [0,1];n → ∞].
On the other hand, if we assume that for any f ∈ C[0,1], Mn,qn(f, x)⇒ f (x) [x ∈ [0,1];
n → ∞], then qn → 1. In fact, if the sequence (qn) does not tend to 1, then it must con-
1368 W. Heping / J. Math. Anal. Appl. 335 (2007) 1360–1373tain a subsequence (qnk ) such that qnk ∈ (0,1), qnk → t ∈ [0,1) as k → ∞. Thus, 1[nk+1]qnk =1−qnk
1−(qnk )nk+1
→ (1 − t) as k → ∞. Taking x = 1/2, n = nk , q = qnk in (3.4), we get
Mnk,qnk
(
t2,1/2
)− 1/4 → 0 (k → ∞).
However, by (3.6) we have
Mnk,qnk
(
t2,1/2
)− 1/4 1
16[nk + 1]qnk
→ 1 − t
16
> 0.
This leads to a contradiction. Hence, qn → 1. Theorem 2 is proved. 
4. Proofs of Theorems 3–4
For integers n, k and q ∈ (0,1), x ∈ [0,1], we set
mnk(q;x) :=
[
n + k
k
]
xk(x;q)n+1, m∞k(q;x) := x
k
(q;q)k (x;q)∞.
Then
mnk(q;x)−m∞k(q;x) =
(( ∞∏
s=n+1
(
1 − qsx)
)−1 n+k∏
s=n+1
(
1 − qs)− 1
)
m∞k(q;x)
= (eJ − 1)m∞k(q;x), (4.1)
where J := −∑∞s=n+1 ln(1 − qsx)+∑n+ks=n+1 ln(1 − qs). We first prove the following lemma.
Lemma 1. Let 0 < q < 1. Then for integers n, k and for x ∈ [0,1],∣∣mnk(q;x)−m∞k(q;x)∣∣ cqnm∞k(q;x) (4.2)
and ∣∣∣∣ [n]qn
(
mnk(q;x)−m∞k(q;x)
)−( qx
(1 − q)2 −
q[k]
1 − q
)
m∞k(q;x)
∣∣∣∣ cqnm∞k(q;x),
(4.3)
where the constants in (4.2) and (4.3) depend only on q .
Proof. It suffices to prove (4.3), since (4.2) follows from (4.3). From (4.1) we know that (4.3) is
equivalent to
K :=
∣∣∣∣q−n(1 − qn)(eJ − 1)− qx1 − q + q[k]
∣∣∣∣ cqn. (4.4)
First we estimate J . For t ∈ (0, q], we have
0 1
t
ln
1
1 − t − 1 =
∞∑
n=1
tn
n+ 1 
t
2
∞∑
n=1
qn−1 = t
2(1 − q) .
It follows that
− t
2
 ln(1 − t)+ t  0,
2(1 − q)
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−
n+k∑
s=n+1
q2s
2(1 − q) 
n+k∑
s=n+1
ln
(
1 − qs)+ n+k∑
s=n+1
qs  0;
0−
∞∑
s=n+1
ln
(
1 − qsx)− ∞∑
s=n+1
qsx 
∞∑
s=n+1
q2sx2
2(1 − q) .
We conclude
− q
n+2(1 − q2k)
2(1 − q2)(1 − q)  q
−nJ − qx
1 − q + q[k]
x2qn+2
2(1 − q2)(1 − q) ,
which means∣∣∣∣q−nJ − qx1 − q + q[k]
∣∣∣∣< qn2(1 − q)2 . (4.5)
Hence,
|J | qn
(
qx
1 − q + q[k] +
qn
2(1 − q)2
)
< c0q
n, (4.6)
where c0 = 3(1−q)2 . Now we show (4.4). Since
0 eJ − 1 − J =
∞∑
n=2
Jn
n! 
J 2
2
∞∑
n=2
cn−20
(n− 2)!  c1J
2, (4.7)
where c1 = ec0/2, by (4.5)–(4.7) we get
K 
∣∣q−n(1 − qn)(eJ − 1 − J )∣∣+ ∣∣∣∣q−nJ − qx1 − q + q[k]
∣∣∣∣+ |J |
 q−n|J |2 + qn + qn  q−n,
which proves Lemma 1. 
Proof of Theorem 3. It follows directly from (1.2) and (2.3) that Mn,q(f, x) and B∞,q (f, x)
possess the endpoint interpolation property, in other words,
Mn,q(f,0) = B∞,q (f,0) = f (0), Mn,q(f,1) = B∞,q (f,1) = f (1). (4.8)
It follows from (2.1) and Euler’s identity (see [5, p. 30]) that
∞∑
k=0
mnk(q;x) =
∞∑
k=0
m∞k(q;x) = 1. (4.9)
Hence, for all x ∈ (0,1), by the definitions of Mn,q(f, x) and B∞q(f, x), and by (4.9) we know
that ∣∣Mn,q(f, x)−B∞,q (f, x)∣∣
=
∣∣∣∣∣
∞∑(
f
( [k]
[n+ k]
)
− f (1)
)
mnk(q;x)−
∞∑(
f
(
1 − qk)− f (1))m∞,k(q;x)
∣∣∣∣∣
k=0 k=0
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∞∑
k=1
∣∣∣∣f
( [k]
[n + k]
)
− f (1 − qk)∣∣∣∣mnk(q;x)
+
∞∑
k=0
∣∣f (1 − qk)− f (1)∣∣∣∣mnk(q;x)−m∞k(q;x)∣∣
=: I1 + I2. (4.10)
First we estimate I1. Since∣∣∣∣ [k][n+ k] −
(
1 − qk)∣∣∣∣=
∣∣∣∣ 1 − qk1 − qn+k −
(
1 − qk)∣∣∣∣= qn+k(1 − qk)1 − qn+k  qn+k  qn,
we have
I1  ω
(
f,qn
) ∞∑
k=0
mnk(q;x) = ω
(
f,qn
)
. (4.11)
Now we estimate I2. Using (4.2) and the property of modulus of continuity
ω(f,λt) (1 + λ)ω(f, t), λ > 0,
we obtain
I2 
∞∑
k=0
ω
(
f,qk
)∣∣mnk(q;x)− m∞k(q;x)∣∣

∞∑
k=0
ω
(
f,qn
)(
1 + qk−n)∣∣mnk(q;x)−m∞k(q;x)∣∣
 ω(f,qn) ∞∑
k=0
m∞,k(q;x) = ω
(
f,qn
)
. (4.12)
From (4.8), (4.10)–(4.12), we get (2.4).
At last we show that (2.4) is sharp. For each α, 0 < α  1, suppose that fα(x) is a continuous
function which is equal to zero in [0,1 − q] and [1 − q2,1], equal to (x − (1 − q))α in [1 − q,
1 − q + q(1 − q)/2], and linear in the rest of [0,1]. Then
ω(fα, t)  tα,
and ∥∥Bn,q(fα)− B∞,q (fα)∥∥=
(
qn+1(1 − q)
1 − qn+1
)α∥∥mn1(q; ·)∥∥ qαn.
The proof of Theorem 3 is complete. 
In order to prove Theorem 4, we need the following result (see [13]):
Theorem B. Let the sequence (Ln) of positive linear operators on C[0,1] satisfy the following
conditions:
(A) The sequence (Ln(e2)) converges to a function L∞(e2) in C[0,1], where ei(x) = xi ,
i = 0,1,2.
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x ∈ [0,1].
Then there exists an operator L∞ on C[0,1] such that ‖Ln(f ) − L∞(f )‖ → 0 for any f ∈
C[0,1]. Furthermore,∣∣Ln(f, x)−L∞(f, x)∣∣ cω2(f,√λn(x) ), (4.13)
where λn(x) = Ln(e2, x)−L∞(e2, x), c is a constant dependent only on ‖L1(e0)‖.
Proof of Theorem 4. From [12], we know that the q-MKZ operators satisfy condition (B). From
Theorem 3 we know that for q ∈ (0,1),
Mn,q(f, x)⇒ B∞,q (f, x)
[
x ∈ [0,1];n → ∞].
Also,
0 λn(x) = Mn,q
(
t2, x
)− M∞,q(t2, x)
= x(1 − x)[n+ 1]
(
1 − q
n+2[n]x
[n+ 2] 2φ1
(
q, q2;qn+3;q, qn+1x))− (1 − q)x(1 − x)
 x(1 − x)[n+ 1] − (1 − q)x(1 − x) =
qn+1(1 − q)
1 − qn+1 x(1 − x)
 qn+1x(1 − x) qn, (4.14)
and
sup
0<q<1
∣∣Mn,q(t2, x)−M∞,q(t2, x)∣∣ sup
0<q<1
qn+1(1 − q)
1 − qn+1 x(1 − x) =
x(1 − x)
n+ 1 .
Since we know that∣∣Mn,1(t2, x)− x2∣∣ x(1 − x)
n+ 1 ,
we conclude that
sup
0<q1
∣∣Mn,q(t2, x)− M∞,q(t2, x)∣∣ x(1 − x)
n + 1  1/n. (4.15)
Theorem 4 follows from (4.14), (4.15), and Theorem B. 
5. Proof of Theorem 5
Proof of Theorem 5. It follows directly from the definitions of Mn,q(f, x), B∞,q (f, x) and
Vq(f, x) that
Mn,q(f,0) = B∞,q (f,0) = f (0), Mn,q(f,1) = B∞,q (f,1) = f (1),
Vq(f,0) = Vq(f,1) = 0.
Then it suffices to show that
lim
n→∞
[n]
qn
(
Mn,q(f, x)− B∞,q (f, x)
)= Lq(f, x)
uniformly in x ∈ (0,1).
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ε > 0 be given. Let δ ∈ (0,1) be chosen in such a way that |f ′(x1) − f ′(x2)|  (1 − q)ε/6
whenever |x1 − x2| δ. Let R be a positive integer satisfying the condition qR < δ. We estimate
the difference
 :=
∣∣∣∣ [n]qn
(
Mn,q(f, x)−B∞,q (f, x)
)− Vq(f, x)
∣∣∣∣
for n > R and x ∈ (0,1). Using the fact that m∞k(q;x) = x(1−q)[k]m∞k−1(q;x) and the defini-
tion of Vq(f, x), we get for x ∈ (0,1),
Vq(f, x) =
∞∑
k=1
qk[k]f (1 − qk−1)
qk−1 − qk m∞k(q;x)
−
∞∑
k=1
(
qk[k]f (1 − qk)
qk−1 − qk − q
k[k]f ′(1 − qk))m∞k(q;x)
=
∞∑
k=1
qxf (1 − qk−1)
(1 − q)2 m∞k−1(q;x)
−
∞∑
k=1
(
q[k]f (1 − qk)
1 − q − q
k[k]f ′(1 − qk))m∞k(q;x)
=
∞∑
k=0
((
qx
(1 − q)2 −
q[k]
1 − q
)
f
(
1 − qk)+ qk[k]f ′(1 − qk))m∞,k(q;x). (5.1)
By (1.2), (2.3) and (5.1), we have
 =
∣∣∣∣ [n]qn
(
Mn,q(f, x) −B∞,q (f, x)
)− Vq(f, x)
∣∣∣∣
=
∣∣∣∣∣
∞∑
k=0
( [n]
qn
(
f
([k]/[n + k])− f (1 − qk))− qk[k]f ′(1 − qk))mnk(q;x)
+
∞∑
k=0
f
(
1 − qk)( [n]
qn
(
mnk(q;x)−m∞k(q;x)
)−( qx
(1 − q)2 −
q[k]
1 − q
)
m∞k(q;x)
)
+
∞∑
k=0
qk[k]f ′(1 − qk)(mnk(q;x)−m∞k(q;x))
∣∣∣∣∣

∞∑
k=0
∣∣∣∣ [n]qn
(
f
([k]/[n + k])− f (1 − qk))− qk[k]f ′(1 − qk)∣∣∣∣mnk(q;x)
+
∞∑
k=0
∣∣f (1 − qk)∣∣∣∣∣∣ [n]qn
(
mnk(q;x)−m∞k(q;x)
)−( qx
(1 − q)2 −
q[k]
1 − q
)
m∞k(q;x)
∣∣∣∣
+
∞∑
k=0
qk[k]∣∣f ′(1 − qk)∣∣∣∣mnk(q;x)−m∞k(q;x)∣∣=: I1 + I2 + I3. (5.2)
First we estimate I2 and I3. Using (4.2) and (4.3), we obtain
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∞∑
k=0
cMqnm∞k(q;x) cMqn, (5.3)
I3 
∞∑
k=0
cM
1 − q q
nm∞k(q;x) cM1 − q q
n. (5.4)
Now we estimate I1. Since∣∣∣∣ [n]qn
(
f
( [k]
[n + k]
)
− f (1 − qk))− qk[k]f ′(1 − qk)∣∣∣∣
= qk[k]
∣∣∣∣ 1 − qn1 − qn+k f ′(ξk)− f ′
(
1 − qk)∣∣∣∣
(
ξk ∈
(
1 − qk, [k][n+ k]
))
 qk[k]∣∣f ′(ξk)− f ′(1 − qk)∣∣+ qn(1 − qk)1 − qn+k
∣∣f ′(ξk)∣∣
 1
1 − q ε +Mq
n,
we get
I1 
∞∑
k=0
(
1
1 − q ε +Mq
n
)
mnk(q;x) ε/6 +Mqn. (5.5)
Thus, by (5.2)–(5.5) we obtain  < ε for n sufficiently large. The proof of Theorem 5 is com-
plete. 
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