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Introduction
The classical Morrey spaces were introduced by Morrey in 1938
for investigating the local behavior of solutions to second order ellip-
tic partial dierential equations and calculus of variations ([42]). In
1961, John-Nirenberg [32] introduced BMO spaces for studying PDE,
and Campanato [7] introduced the function spaces in 1963, which are
called Morrey-Campanato spaces. At this time, Stampacchia [50] and
Peetre [45] considered the Morrey-Campanato spaces. These spaces
were studied in close connection with the theory of partial dierential
equations and harmonic analysis, and helped to obtain many inter-
esting results. On the other hand, Giga-Miyakawa [19] introduced a
Morrey type space with respect to a Radon measure for three dimen-
sional Navier-Stokes equations. Kato [33] and Kozono-Yamazaki [36]
also applied Morrey spaces to Navier-Stokes equations. Moreover,
we have another applications of Morrey spaces to Schrodinger equa-
tions, elliptic problems with discontinuous coecients and potential
theory ([4], [5], [9], [12], [15], [39]).
From these facts, Morrey spaces are important function spaces. The
denition of Morrey spaces on Rn are as follows:
definition ([42]). Let p and  be in 1  p < 1, 0    1.
Morrey spaces are the space of all measurable function f : Rn ! C
1
such that
jjf jjLp; = sup
QRn;Q:ball

1
jQj
Z
Q
jf(y)jpdy
 1
p
<1:
Especially, Morrey spaces are Lp spaces when  = 0, and Lp;1(Rn) =
L1(Rn). Therefore, we can consider Morrey spaces from the point of
view of a generalization of Lp spaces which are function spaces such
that pth powers are integrable.
The overall aim of this dissertation is to study some properties of
Morrey spaces and bounded linear operators on Morrey spaces. The
thesis consists of three chapters.
In Chapter 1 is divided into two parts.
Firstly, we review some results about Morrey-Campanato spaces
on the unit circle T. Although Morrey-Campanato spaces were in-
troduced by Morrey and Campanato, we dene this space based on
Torchinsky [53] and Kufner [37] here.
definition. Let p and  be in 1 < p < 1, 0   < 1. Then,
Morrey-Campanato spaces are the space of all measurable function
f : T! C such that
jjf jjLp; = sup
IT=[ ;)
I 6=:interval

1
jIj
Z
I
jf(y)  fI jpdy
 1
p
<1;
where fI denotes the average of f over I, that is
1
jIj
R
I
f(y)dy.
If  = 0, Morrey-Campanato spaces and Lp spaces are same spaces.
And, when  = 1, it is BMO spaces, 1 <  < 1 + p, it is Lipschitz
function and 0 <  < 1, it is Morrey spaces. Moreover, if  = 1 + p, f
2
is absolutely continuous function. In the case  > 1+p, f is a constant
function ([53], [37]). These are all well-known results, but important
for properties of function spaces. Therefore, we mention these proofs
in this part.
Secondary, we give new results in Morrey spaces on the unit circle
T. As a preparation, we dene bounded linear functionals in functional
analysis.
definition. Suppose that X is a norm space, and T : X ! C.
Then, T is called a bounded linear functional if T satises following
conditions:
(1) For all ,  2 C, and f; g 2 X, we have
T (f + g) = Tf + Tg;
(2) For all f 2 X, there exists C > 0 such that
jTf j  Cjjf jjX :
Next, we dene dual and predual space of X.
definition.
(1) The dual space of X is dened by the space of all bounded
linear functionals on a norm space X. It is denoted by X.
(2) The norm space Y is called predual of X if Y  equals X.
Let Lp;0 (T) be the closure of C(T) in Lp;(T), where C(T) is the
set of all continuous functions on T. Firstly, we show a property of
Lp;0 (T).
3
Theorem ([31]). Let 1  p < 1, and 0 <  < 1. Also let
 be an innitely dierentiable function such that supp   [ 1; 1],
1
2
R 
  (x)dx = 1 and   0, and let j(x) = j(jx) (j = 1; 2;    ).
Then, the following properties are equivalent:
(1) f 2 Lp;0 (T)
(2) f 2 Lp;(T) and jjyf   f jjp; ! 0 (y ! 0),
where yf(x) = f(x  y)
(3) f 2 Lp;(T) and jjf   f  jjjp; ! 0 (j !1)
(4) lim!0 supjIj;IT:interval
1
jIj
R
I
jf(x)jpdx = 0
Like Adams-Xiao [3], Lp;(T) and Lp;0 (T) are similar to BMO and
VMO ([11], [47]). Moreover, it is known that the dual of VMO is
Hardy space H1.
On the other hand, Zorko [55] gave the predual space Zq;(T) (1=p+
1=q = 1) of Lp;(T) in 1986. Zq;(T) is dened by the set of all functions
f such that
jjf jjZq;
= inf
 1X
k=1
jckj
 f(x) = 1X
k=1
ckak(x); ck 2 C; ak(x) : (q; )-block

<1;
where ak(x) is called (q; )-block, if
(1) supp ak  I
(2) jjakjjq  1jIj=p ; where 1=p+ 1=q = 1,
for some interval I.
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Adams-Xiao [3] pointed out that Lp;0 (T) is the predual of Zorko
space Zq;(T) in 2012. But, they did not give the reason why they
insisted that the proof is akin to that of BMO-H1-VMO in Stein [51].
We prove in the detail in this part.
Theorem ([31]). Let 1 < p <1, and 0 <  < 1. Then Lp;0 (T) is
the predual of Zq;(T); where 1=p+ 1=q = 1.
In Chapter 2, we study Fourier multipliers on T. Let M(X;Y ) be
the set of all translation invariant bounded linear operators from X
to Y , where X and Y are translation invariant function spaces which
is contained in L1(T). We note M(X;Y ) is a Banach space with the
norm of jj  jjM(X;Y ): An element of M(X;Y ) is called a Fourier mul-
tiplier (operator). In 1970, Figa-Talamanca and Gaudry [16] showed
M(Lp; Lp) 6= M(Lq; Lq) (1  p < q  2). In this chapter, we generalize
Figa-Talamanca and Gaudry's result.
Theorem ([30]). Let 1  p; q < 1 and 0 < ;  < 1. Suppose

p
6= 
q
. Then we have
M(Lp; Lp;) 6= M(Lq; Lq;):
Theorem ([30]). Let 0 < ;  < 1: Also let p; q be positive numbers
with 1 +  < p < q and 1
p
+ 1
q
< 1. Suppose 
p
= 
q
. Then we have
M(Lp; Lp;) 6= M(Lq; Lq;):
Moreover, we show a relation betweenM(Lp; Lp;) and the measure
whose distribution function satises a Lipschitz condition (cf. [21]).
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definition. Let  be in M(T) and 0 <  < 1: We say that  2
Lip(M(T)) for  2M(T) with   0 if for any interval I = [x; x+h],
(I)  CjIj = Cjhj
for some constant C > 0 independent of I.
Theorem ([30]). Let f 2 L1(T) be a non-negative function. Then
we have that f is in Lip(M(T)) for some 0 <  < 1, if and only
if Tf 2 M(Lp; Lp;) for some 1 < p < 1 and 0 <  < 1, where
Tfg = f  g.
In Chapter 3, we deal with function spaces with weighted norm.
The theory of weights apply to boundary value problems for Laplace's
equation on Lipschitz domains, extrapolation of operators, vector-valued
inequalities, and certain classes of nonlinear partial dierential and in-
tegral equations.
Here, we research the fractional integral operators on weighted Mor-
rey spaces on Rn. First, we dene the fractional integral operator and
weighted Morrey spaces on Rn.
definition. Let 0 <  < n. Then, the fractional integral operator
I is dened by
If(x) :=
Z
Rn
f(y)
jx  yjn dy:
definition. Let 1 < p <1, 0   < 1, and u, v are weight. Then,
weighted Morrey spaces Lp;(u; v)(Rn) are the space of all measurable
function f 2 L1loc(u) such that
jjf jjLp;(u;v) = sup
QRn;Q:ball

1
v(Q)
Z
Q
jf(y)jpu(y)dy
 1
p
<1:
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At an early age, Hardy-Littlewood [23], [24] and Sobolev [49]
proved the boundedness of the fractional integral operators.
Theorem ([23], [24], [49]). Let 0 <  < n, 1 < p < n

. Then,
the fractional integral operator I is bounded from L
p to Lq1, where
1
q1
= 1
p
  
n
.
After these results, Muckenhoupt and Wheeden [43] proved the
boundedness of the fractional integral operators on weighted Lp spaces
in 1974.
Theorem ([43]). Let 0 <  < n, 1 < p < n

and w is weight.
Then, w 2 Ap;q1(Rn) if and only if the fractional integral operator I
is bounded from Lp(wp) to Lq1(wq1), where 1
q1
= 1
p
  
n
, and a weight w
belongs to Ap;q1(Rn) if
sup
QRn;Q:ball

1
jQj
Z
Q
wq1(y)dy
 1
q1

1
jQj
Z
Q
w p
0
(y)dy
 1
p0
<1:
In 1975, Adams [2] showed the boundedness of the fractional inte-
gral operators on Morrey spaces.
Theorem ([2]). Let 0 <  < n, 0   < 1 
n
and 1 < p < n(1 )

.
Then, the fractional integral operator I is bounded from L
p; to Lq2;,
where 1
q2
= 1
p
  
n(1 ) .
In 1987, Chiarenza and Frasca [8] gave an alternative proof of this
result. Komori and Shirai [35] generalized the boundedness of the
fractional integral operators on weighted Morrey spaces in 2009.
Theorem ([35]). Let 0 <  < n, 1 < p < n

, 0   < p
q1
, and
w 2 Ap;q1(Rn). Then, the fractional integral operator I is bounded
from Lp;(wp; wq1) to Lq1;
q1
p (wq1 ; wq1), where 1
q1
= 1
p
  
n
.
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In this chapter, we obtain the including results of Muckenhoupt-
Wheeden [43], Adams [2] and Komori-Shirai [35].
Theorem ([29]). Let 0 <  < n, 1 < p < n(1 )

, 0   <
p
q1
, and w 2 Ap;q1(Rn). Then, the fractional integral operator I is
bounded from Lp;(wp; wq1) to Lq2;(wq1 ; wq1), where 1
q1
= 1
p
  
n
and
1
q2
= 1
p
  
n(1 ) .
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CHAPTER 1
Some properties of Morrey spaces on the unit
circle
10
1. Preliminaries
1.1. Lp spaces.
In this section, we recall the denition and basic properties of Lp
spaces.
Definition 1.1. (1) Let C(T) denote
C(T) := ff j f(x) is a continuous function of period 2 on Rg ;
where f is called a function of period 2 on R if f satises f(x) =
f(x+ 2) (x 2 R).
(2) Let p and q be 1  p  1, and f be a continuous function of
period 2 on R. Then, Lp(T) are dened by
Lp(T) :=
(
f
 jjf jjLp =  12
Z 2
0
jf(x)jpdx
 1
p
<1
)
(1  p <1)
L1(T) := ff j inffM j jf(x)j < M (a:e:)g <1g (p =1):
Lemma 1.2 (the Holder inequality). Let p and q be p > 1 and
1
p
+ 1
q
= 1. And suppose f 2 Lp(T) and g 2 Lq(T). Then,
1
2
Z 2
0
jf(x)g(x)jdx 

1
2
Z 2
0
jf(x)jpdx
 1
p

1
2
Z 2
0
jg(x)jqdx
 1
q
:
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Remark 1.3. If 1  q < p  1, then Lp(T) $ Lq(T). In fact, by
the Holder inequality, we have
jjf jjqLq =
1
2
Z 2
0
jf(x)jp  1dx


1
2
Z 2
0
jf(x)jq pq dx
 q
p

1
2
Z 2
0
1
p
p q dx
 p q
p


1
2
Z 2
0
jf(x)jpdx
 1
p
q
= jjf jjqLp
if 1 < p < 1. Therefore, we get Lp(T)  Lq(T). Moreover, when we
dene
f(x) = x 
1
p ;
it is easy to show f 2 Lq(T) and f 62 Lp(T). By 1  q
p
> 0, we have
jjf jjqLq =
Z 2
0
x 
1
p
qdx
=
1
1  q
p
(2)1 
q
p
<1
and
jjf jjpLp =
Z 2
0
x 
1
p
pdx
= lim
"!0
Z 2
"
dx
x
= lim
"!0
(log 2   log ")
=1:
We obtain Lp(T) $ Lq(T) (1  q < p  1).
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1.2. BMO spaces.
Definition 1.4. Suppose f 2 L1(T) and I is an interval. And
fI denotes the average of f over I, that is, fI =
1
jIj
R
I
f . Then, sharp
maximal function M ]f is dened by
M ]f(x) := sup
x2I
1
jIj
Z
I
jf(t)  fI jdt:
Moreover, if we put
jjf jj = jjM ]f jjL1 ;
BMO spaces on T are dened by
BMO(T) :=

f 2 L1(T) j jjf jj <1
	
:
Remark 1.5 ([53]). L1(T) $ BMO(T). In fact,Z
I
jf(t)  fI jdt 
Z
I
jf(t)jdt+
Z
I
jfI jdt

Z
I
jf(t)jdt+
Z
I

1
jIj
Z
I
jf(y)jdy

dt
=
Z
I
jf(t)jdt+
Z
I
jf(t)jdt
= 2
Z
I
jf(t)jdt:
We obtain
1
jIj
Z
I
jf(t)  fI jdx  2 1jIj
Z
I
jf(t)jdt  2jjf jjL1 :
And if we take
f(t) = log jtj (jtj < );
we get f 2 BMO(T) and f 62 L1(T). In this check, put I = (a; b)  T,
and devided into three cases of 0 < a < b,  b < a < 0 < b and b < 0.
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2. Morrey-Campanato spaces
2.1. Denition.
Morrey-Campanato spaces are generalization of Lp spaces andBMO
spaces. The denition of this spaces is based on Torchinsky [53] and
Kufner [37].
Definition 1.6 ([37], [53]). Let p,  be 1 < p <1 and 0   <
1. Then, Morrey-Campanato spaces Lp; and this norm are dened
by
Lp;(T) :=

f 2 L1(T)
 Z
I
jf(t)  fI jpdt < CjIj (8I j T)

and
jjf jjLp; := jjf jjLp + [f ]p;;
where the letter C stands for a constant independent of interval I and
[f ]p; is dened by
[f ]p; := sup
IT=[ ;)
I 6=;:interval

1
jIj
Z
I
jf(t)  fI jpdt
 1
p
:
Remark 1.7. We have the following:
(1) Lp;(T) j Lp(T).
(2) Lp;(T) j Lp1;1(T) (1 < p1  p <1; 1 1p1   1p ).
We research the behavior of  in this spaces. Throughout the rest
of this section, q the conjugate exponent of p, that is 1
p
+ 1
q
= 1.
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2.2. In the case of  = 0.
Remark 1.8. When  = 0, we have Lp;0(T) = Lp(T). In fact,
by Remark 1.7, we get Lp;0(T)  Lp(T). On the other hand, suppose
f 2 Lp(T). For all I j T, we note
jfI j  1jIj
Z
I
jf(y)jdy


1
jIj
Z
I
jf(y)jpdy
 1
p

1
jIj
Z
I
1qdy
 1
q
=

1
jIj
Z
I
jf(y)jpdy
 1
p
by the Holder inequality. Then, we have
Z
I
jf(t)  fI jpdt
 1
p

Z
I
jf(t)jpdt
 1
p
+
Z
I
jfI jpdt
 1
p

Z 
 
jf(t)jpdt
 1
p
+
Z
I

1
jIj
Z
I
jf(y)jpdy

dt
 1
p
= (2)
1
p

1
2
Z 
 
jf(t)jpdt
 1
p
+
Z
I
jf(t)jpdt
 1
p
 2  (2) 1p jjf jjLp(T)
 C
by the Minkowski inequality. Therefore, Lp;0(T) = Lp(T).
2.3. In the case of  = 1.
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Remark 1.9 ([53]). When  = 1, we have Lp;1(T) = BMO(T). In
fact, for all I j T, we haveZ
I
jf(x)  fI jdx 
Z
I
jf(x)  fI jpdx
 1
p
Z
I
1qdx
 1
q
= jIj 1q
Z
I
jf(x)  fI jpdx
 1
p
 jIj 1q (CjIj) 1p
= CjIj
 C:
To prove the reverse inclusion relation, we use the following result:
Lemma 1.10 (John-Nirenberg inequality). For all f 2 BMO(T)
and I j T, there exist C1 = C1(f; I) and C2 = C2(f; I) > 0 such that
for all t > 0,
jfx 2 I : jf(x)  fI j > tgj  C1e 
C2t
jjfjj jIj:
In this fact, suppose f 2 BMO(T), for all 0 < 8C < C2, we haveZ
I
e
Cjf(x) fI j
jjf jj dx  C
Z
[0;1)
jfx 2 I : jf(x)  fI j  jjf jj 1 > tgjeCtdt
 C
Z
[0;1)
C1e
 C2tjIjeCtdt
= CC1jIj
Z
[0;1)
e (C2 C)tdt:
We noteZ 1
0
e (C2 C)tdt = lim
M!1
Z M
0
e (C2 C)tdt
= lim
M!1

1
C2   C  
1
C2   Ce
 (C2 C)

=
1
C2   C :
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We get Z
I
e
Cjf(x) fI j
jjf jj dx  CC1
C2   C jIj:
Now, if p 2 N, we obtainZ
I
Cp
p!jjf jjp jf(x)  fI j
pdx 
Z
I
1X
n=0
(Cjf(x) fI jjjf jj )
n
n!
dx
=
Z
I
e
Cjf(x) fI j
jjf jj dx
 CC1
C2   C jIj
because of
ecx =
1X
n=0
(Cx)n
n!
:
Therefore,
R
I
jf(x)   fI jpdx  CjIj. Moreover, if p 62 N, for N such
that 8>><>>:
p > N if 1jIj
R
I
jf(x)  fI jpdx  1
p < N if 1jIj
R
I
jf(x)  fI jpdx < 1;
we have
1
jIj
Z
I
jf(x)  fI jpdx
 1
p


1
jIj
Z
I
jf(x)  fI jpdx
 1
N
 C:
Therefore, Lp;1(T) = BMO(T).
2.4. In the case of 1 <  < 1 + p.
Definition 1.11. For 0 <  < 1, we exist C > 0 such that for all
x, y 2 I
jf(x)  f(y)j  Cjx  yj:
Then, f is called Lipshitz function of order  in I, and denote by
f 2 Lip(I) this. Moreover, Lip norm of f denoted by
jjf jj(I) := sup
x;y2I;x 6=y
jf(x)  f(y)j
jx  yj :
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Theorem 1.12 ([53]). Suppose f 2 L1(I) and 0 <  < 1. Then
the following statements are equivalent:
(i) jf(x)  f(y)j  C1jx  yj for all x; y 2 I,
(ii)
1
jJ j1+
Z
J
jf(x)  fJ jdx  C2 for all J j I,
(iii) jf(x)  fJ j  C3jJ j for all x 2 J and J j I,
(iv)

1
jJ j1+p
Z
J
jf(x)  fJ jpdx
 1
p
 C4 for all J j I and 1 <
p <1.
Remark 1.13. In Theorem 1.12 of (iv), if we take I = T and
 =  1
p
, we have

1
jJ j
Z
J
jf(x)  fJ jpdx
 1
p
 C
for all J j T and 1 < p <1. Therefore, we have Lp;(T) = Lip 1
p
(T)
if 1 <  < 1 + p.
Proof of Theorem 1.12. We show this eauivalence as follows:
(i) ) (iii) ) (iv) ) (ii) ) (i)
We show (ii) implies (i). Assume x < y, x; y 2 I, and J = [x; y]. Then,
we dene A and B as
jf(x)  f(y)j  jf(x)  fJ j+ jfJ   f(y)j =: A+B:
We only consider A. Let a sequence of subinterval fJkg of J such that
J1 = J; jJn+1j = 1
2
jJnj and x 2 Jn for all n 2 N:
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For k  2, we take A1 and A2 for
A = jf(x)  fJk + fJk   fJ1 j
 jf(x)  fJk j+
k 1X
n=1
jfJn+1   fJn j =: A1 + A2:
By the Lebesgue dierentiation theorem, we get
lim
jJkj!0
jf(x)  fJk j = 0 a:e: x 2 I:
As for A2, because of
jfJn+1   fJn j =
 1jJn+1j
Z
Jn+1
f(x)dx  fJn 
1
jJn+1j
Z
Jn+1
dx

=
 1jJn+1j
Z
Jn+1
(f(x)  fJn)dx

 1jJn+1j
Z
Jn+1
jf(x)  fJnjdx;
we have
A2 
k 1X
n=1
1
jJn+1j
Z
Jn+1
jf(x)  fJn jdx

k 1X
n=1
2
jJnj
Z
Jn
jf(x)  fJn jdx

k 1X
n=1
2C2jJnj
= 2C2
k 1X
n=1

1
2n 1
jJ j

 C2CjJ j:
Hence, if k  2, we obtain A  CC2jJ j = CC2jx   yj a:e: x 2 I.
Therefore, jf(x)  f(y)j  CC2jx  yj a:e: x; y 2 I. 
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2.5. In the case of 0 <  < 1.
Definition 1.14 ([37], [53]). Let p,  be 1 < p <1 and 0   
1. Then, Morrey spaces Lp; and this norm are dened by
Lp;(T) :=

f 2 L1(T)
 Z
I
jf(t)jpdt < CjIj (8I j T)

and
jjf jjLp; := sup
IT=[ ;)
I 6=;:interval

1
jIj
Z
I
jf(t)jpdt
 1
p
;
where C stands for a constant independent of interval I.
Remark 1.15. When  = 0 and 1, Lp;0(T) = Lp(T), Lp;1(T) =
L1(T), respectively. Therefore, we consider 0 <  < 1.
Theorem 1.16 (cf. [37]). Let p,  be 1 < p < 1 and 0 <  < 1.
Then, we have
Lp;(T) = Lp;(T):
To prove this theorem, we give some lemmas.
Lemma 1.17 (cf. [37]). Let p,  be 1 < p < 1 and 0 <  < 1.
Then, we have
f 2 Lp;(T) () f 2 Lp(T) and jjjf jjjp; <1;
where
jjjf jjjp; := sup
IT=[ ;)
I 6=;:interval

1
jIj

inf
c2C
Z
I
jf(t)  cjpdt
 1
p
:
Lemma 1.18 (cf. [37]). Let 1 < p < 1, 0 <  < 1 and 0 <  <
 < . Then, for all f 2 Lp;(T), x 2 T, we exist C > 0 such that
jfx;   fx;j  C

 + 

 1
p
[f ]p;;
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where
fx; =
1
2
Z x+
x 
f(y)dy:
Lemma 1.19 (cf. [37]). Let 1 < p <1, 0 <  < 1 and 0 <   .
Then, for all f 2 Lp;(T) and n 2 N, we exist C > 0 such that
jfx;   fx; 
2n
j  C[f ]p;
 1
p
n 1X
m=0
2
m(1 )
p :
Lemma 1.20 (cf. [37]). Let p,  be 1 < p < 1 and 0 <  < 1.
Then, for all f 2 Lp;(T), we exist C > 0 such that
jfI j  jfTj+ C[f ]p;jIj
 1
p :
Proof of Theorem 1.16. Let f 2 Lp;(T). Then, we have
jjf jjpLp;  3p(jjf jjpLp + jjjf jjjpp;)
= 3p
8><>:jjf jjpLp + supIT=[ ;)
I 6=;:interval
1
jIj

inf
c2C
Z
I
jf(t)  cjpdt
9>=>;
 3p(jjf jjpLp + jjf jjpLp;)
= 3p

(2)
2
1
(2)
Z 
 
jf(t)jpdt+ jjf jjp
Lp;

 3p  2jjf jjp
Lp;
 C
by Lemma 1.17. Therefore, f 2 Lp;(T). On the other hand, suppose
f 2 Lp;(T). We haveZ
I
jf(t)  fI jpdt = jIj 1jIj
Z
I
jf(t)  fI jpdt
 jIj[f ]pp;
21
and by Lemma 1.20, we obtainZ
I
jfI jpdt  C
Z
I
jfTjpdt+ C
Z
I
[f ]pp;jIj 1dt
 CjIj[f ]pp; + CjIj jfTjp:
Then, we haveZ
I
jf(t)jpdt  2p 1
Z
I
jf(t)  fI jpdt+
Z
I
jfI jpdt

 2p 1(jIj[f ]pp; + CjIj[f ]pp; + CjIj jfTjp)
 C(jIj[f ]pp; + jIj jjf jjpL1)
 CjIj([f ]pp; + jjf jjpLp):
Hence,
1
jIj
Z
I
jf(t)jpdt  C([f ]pp; + jjf jjpLp)  Cjjf jjLpp; :
Therefore, Lp;(T) = Lp;(T) if 0 <  < 1. 
The following is a summary of the above:
Lp;(T) =
8>>>>>>>>>><>>>>>>>>>>:
Lp(T) if  = 0
BMO(T) if  = 1
Lip 1
p
(T) if 1 <  < 1 + p
Lp;(T) if 0 <  < 1:
Remark 1.21. When  = 1 + p, f is absolutely continuous. And
in the case  > 1 + p, we get
jf(x+ h)  f(x)j
jhj  Cjhj
 1
if we take y x = h. Then, f 0(x) = 0 if h! 0. Therefore, f is constant
function.
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3. Main results
Let p be in 1 < p < 1, q the conjugate exponent of p, and 0 <
 < 1. Also let Lp(T) be the usual Lp-space on the unit circle T with
respect to the normalized Haar measure. The Morrey spaces Lp;(T)
are dened by
Lp;(T) =

f
 jjf jjp; = sup
IT=[ ;)
I 6=;:interval

1
jIj
Z
I
jf jpdx
1=p
<1

;
and Lp;0 (T) the closure of C(T) in Lp;(T), where C(T) is the set of
all continuous functions on T. Then it is easy to see that Lp;(T)
is a Banach space (cf. Kufner [37], Torchinsky [53, p.215]). Also
Zq;(T) (1=p+ 1=q = 1) are dened by ff j jjf jjZq; <1g, where
jjf jjZq; = inf
 1X
k=1
jckj
 f(x) = 1X
k=1
ckak(x); ck 2 C; ak(x) : (q; )-block

;
where ak(x) is called (q; )-block, if
(1) supp ak  I
(2) jjakjjq  1jIj=p ; where 1=p+ 1=q = 1,
for some interval I. In particular, ak(x) is called (q; )-atom, if ak sat-
ises
R
I
ak(x)dx = 0, which is called cancellation property. Z
q;(T) is a
Banach space with the norm jj  jjZq; . Zorko [55] introduced the space
Zq;(T), and proved that Zq;(T) is the predual of Lp;(T). Also she [55]
dened Lp;0 (T), and remarked some properties. Adams-Xiao [3] pointed
out that Lp;0 (T) is the predual of Zq;(T), but they did not give
the reason why they insisted that the proof is akin to that of H1-
VMO in Stein [51] (cf. [53]). Like Adams-Xiao [3], we think that
Lp;(T); Zq;(T); Lp;0 (T) are similar to BMO(T); H1(T); V MO(T), re-
spectively.
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In the rest of this chapter, we show some properties of Lp;0 (T),
which is similar to that of VMO(T). Next we give a detailed proof
of the fact that Lp;0 (T) is the predual of Zq;(T), by the method of
Coifman-Weiss [10]. We expect that our proofs in the case of T may
be available to Euclidean case Rn.
Our results are as follows:
Theorem 1.22. Let 1  p < 1, and 0 <  < 1. Also let
 be an innitely dierentiable function such that supp   [ 1; 1],
1
2
R 
  (x)dx = 1 and   0, and let j(x) = j(jx) (j = 1; 2;    ).
Then, the following properties are equivalent:
(1) f 2 Lp;0 (T)
(2) f 2 Lp;(T) and jjyf   f jjp; ! 0 (y ! 0),
where yf(x) = f(x  y)
(3) f 2 Lp;(T) and jjf   f  jjjp; ! 0 (j !1)
(4) lim!0 supjIj;IT:interval
1
jIj
R
I
jf(x)jpdx = 0
Theorem 1.23. Let 1 < p < 1, and 0 <  < 1. Then Lp;0 (T) is
the predual of Zq;(T); where 1=p+ 1=q = 1.
Throughout the rest of this chapter, the dual space of a Banach
space X is denoted by X. For an interval I, jIj denotes the measure
of I with respect to the normalized Haar measure of T: Also the letter
C stands for a constant not necessarily the same at each occurrence.
A  B stands for C 1A  B  CA for some C > 0.
4. Proofs of Main Theorems
4.1. Proof of Theorem 1.22.
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Proof. According to Zorko [55], it is easy to prove that (1), (2)
and (3) are equivalent. Then, we omit their proofs. We show (4), when
we assume (1). By the denition, for f 2 Lp;0 (T) and for any  > 0
there exists g 2 C(T) such that jjf   gjjp; < . Then for an interval
I  T with jIj  , we have

1
jIj
Z
I
jf(x)jpdx
1=p


1
jIj
Z
I
jf(x)  g(x)jpdx
1=p
+

1
jIj
Z
I
jg(x)jpdx
1=p
  +

1
jIj
Z
I
jg(x)jpdx
1=p
  + jIj 1 p jjgjjC(T)
  +  1 p jjgjjC(T);
and
lim
!0
sup
jIj;I:interval
1
jIj
Z
I
jf(x)jpdx  p:
So we obtain (4). Next we show (3), when we assume (4). For any
 > 0, there exists 0 > 0 such that
sup
jIj0;I:interval
1
jIj
Z
I
jf(x)jpdx < p:
Then for jIj  0, we have
1
jIj
Z
I
jf  j(x)jpdx  1jIj
Z
I

1
2
Z 
 
jf(x  y)jpj(y)dy

dx
=
1
2
Z 
 
j(y)
1
jIj
Z
I
jf(x  y)jpdxdy
 1jIj
Z
I
jf(x)jpdx
< p
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by the Holder inequality. Hence, for an interval I  T with jIj  0,
we have
1
jIj
Z
I
jf(x)  f  j(x)jpdx
1=p


1
jIj
Z
I
jf(x)jpdx
1=p
+

1
jIj
Z
I
jf  j(x)jpdx
1=p
 2

sup
jIj0;I:interval
1
jIj
Z
I
jf(x)jpdx
1=p
< 2:
On the other hand, for an interval I  T with jIj > 0, we have
1
jIj
Z
I
jf(x)  f  j(x)jpdx  2
0
1
2
Z 
 
jf(x)  f  j(x)jpdx
=
2
0
jjf   f  jjjpp:
After all, we obtain
sup
IT:interval
1
jIj
Z
I
jf(x)  f  j(x)jpdx < (2)p + 2
0
jjf   f  jjjpp:
Therefore, we have
lim
j!1
jjf   f  jjjp; = 0:

Remark 1.24. Let f be in Zq;(T) such that f =
P1
k=1 ckak, whereP
k jckj < 1; ak:(q; )-block. Then f =
P
k ckak converges in L
1(T)
by the denition of Zq;(T) and Holder's inequality.
4.2. Proof of Theorem 1.23.
For the proof, we give some lemmas.
Lemma 1.25 ([55]). Let 1 < p <1; 0 <  < 1 and q the conjugate
exponent of p. Then the dual space of Zq;(T) is Lp;(T).
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Lemma 1.26. Let 1 < p <1 and q be the conjugate exponent. Also
let 0 <  < 1. Then every f 2 Zq;(T) can be decomposed into a sum
of block and atoms:
f = c0a0 +
1X
k=1
ckak;
where ck 2 C and jc0j+
P1
k=1 jckj  Cjjf jjZq;, a0 is a (q; )-block with
supp a0  T, a0ks are (q; )-atoms such that supp ak  Ik satisfying
jIkj  14 :
Proof. Let T = [0; 2), and f 2 Zq;(T). Then, f is decomposed
so that
f =
1X
k=0
c0k bk;
where c0k 2 C,
P jc0kj  2kfkZq; , and fbkg1k=0 are (q; )-blocks. Let
b(x) be bk(x) for any k  0, and A a set of functions dened by
A :=

bk
 supp bk  I; jjbkjjq  1jIj=p ; and jIj > 14

:
In the case of jIj  1
4
, we dene b11; b
1
2; I1 by
b11(x) =
b(x)  b(x  jIj)
2
 1
p
+1
;
b12(x) =
b(x) + b(x  jIj)
2
 1
p
+1
;
I1 = I [ (I + jIj):
Then, we have supp b1j  I1 (j = 1; 2) andZ
I1
jb1j(x)jqdx
1=q
=

2
Z
I
jb(x)jqdx
1=q
2 
 1
p
 1
 2 1q  1p  1 1jIj=p
= 2 =p
1
jIj=p =
1
jI1j=p (j = 1; 2);
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which shows that b1j is a (q; )-block (j = 1; 2). We also haveZ 2
0
b11(x) dx = 0;
2
 1
p b11(x) + 2
 1
p b12(x) =
b(x)  b(x  jIj)
2
+
b(x) + b(x  jIj)
2
= b(x):
So, b11 is a (q; )-atom. When we set  = 2
 1
p and a1k(x) = b
1
1(x), we
have bk(x) = a
1
k(x) + b
1
2(x). Next, if we have jI1j  14 , there exists
a natural number `  3 such that 1
2`
< jI1j  12` 1 . So, we decompose
b12(x) like b(x) and dene a
2
k; b
2
2; I2 by
a2k(x) =
b12(x)  b12(x  jI1j)
2
 1
p
+1
;
b22(x) =
b12(x) + b
1
2(x  jI1j)
2
 1
p
+1
;
I2 = I1 [ (I1 + jI1j):
Then we haveZ 2
0
a2k(x)dx = 0;
b12(x) = a
2
k(x) + b
2
2(x);
bk(x) = a
1
k(x) + b
1
2(x)
= a1k(x) + 
2a2k(x) + 
2b22(x);
and hence, we see that a1k; a
2
k are (q; )-atoms and b
2
2 is a (q; )-block.
In fact, Z
I2
jb22(x)jqdx
1=q
 2 =pjI1j =p = jI2j =p:
We repeat this process ` times until we have jI`j > 14 . After all, we get
bk(x) =
X`
j=1
jajk(x) + 
`b`2(x);
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where  = 2
 1
p ; ajk (j = 1;    ; `) : (q; )-atoms with supp ajk  Ij,
and b`2 : (q; )-block with supp b
`
k  I`. When we set `k = `, we have
bk(x) =
`kX
j=1
jajk(x) + 
`kb`k2 (x):
After we repeat this process for bk, we obtain
f(x) =
X
bk 62A
`kX
`=1
c0k
`a`k(x) +
X
bk 62A
c0k
`kb`k2 (x) +
X
bk2A
c0kbk(x):
Noting 0 <  < 1, we have
X
bk 62A
`kX
`=1
jc0kj` +
X
bk 62A
jc0kj`k +
X
bk2A
jc0kj 

1
1   +  + 1
 1X
k=0
jc0kj:
Also when we dene
a0(x) =
P
bk 62A c
0
k
`kb`k2 (x) +
P
bk2A c
0
kbk(x)
4=p
P
bk 62A jc0kj`k +
P
bk2A jc0kj
 ;
we have that jja0jjq  1, supp a0  T = [0; 2) and a0 : (q; )-block,
since 
1
2
Z 2
0
X
bk 62A
c0k
`kb`k2 (x) +
X
bk2A
c0kbk(x)
qdx1=q
 4=p
 X
bk 62A
jc0kj`k +
X
bk2A
jc0kj
!
:
Moreover, we obtain
f(x) = 4=p
X
bk 62A
jc0kj`k +
X
bk2A
jc0kj

a0(x) +
X
bk 62A
`kX
`=1
c0k
`a`k(x)
and
4=p
X
bk 62A
jc0kj`k+
X
bk2A
jc0kj

+
X
bk 62A
`kX
`=1
jc0kj`  2

4=p+
1
1  

jjf jjZq; :

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Lemma 1.27. Let n be any positive integer, Bnj = [
j 1
3n
2; j
3n
2) (j =
1;    ; 3n); and ~Bnj = 3Bnj , where the center of ~Bnj is the same as the
center of Bnj , and j ~Bnj j = 3jBnj j. Also let B0 = B01 = [0; 2); and
~B0 = ~B01 = [0; 2): Then, f 2 Zq;(T) has the representation
f(x) = 0a0(x) +
1X
n=1
3nX
j=1
nj a
n
j (x);
where a0 : (q; )-block, a
n
j : (q; )-atoms, supp a0  T, supp anj  ~Bnj ,
and j0j+
P
j;n jnj j  Cjjf jjZq;.
Proof. By Lemma 1.26, f 2 Zq;(T) can be decomposed into a
sum of block and atoms:
f = c0b0 +
1X
k=1
ckbk;
where ck 2 C, jc0j+
P1
k=1 jckj  Cjjf jjZq; , and b0 is a (q; )-block with
supp b0  T, and bk's are (q; )-atoms such that supp bk  Ik satisfying
jIkj  14 . For Ik with 132 < jIkj  13 , there exists j 2 f1; 2; 3g such that
Ik \ B1j 6= ;. For B11 we let 11 be the index set k 2 N, determined by
those bk with
1
32
< jIkj  13 and Ik\B11 6= ;. Then, we see that Ik  ~B11
for k 2 11 andX
k211
ckbk

q

X
k211
jckj jjbkjjq 
X
k211
jckj j ~B11 j =p32=p:
So, when we dene
a11 =
P
k211 ckbk
32=p
P
k211 jckj
and 11 =
X
k211
jckj32=p;
we have supp a11  ~B11 ; jja11jjq  1j ~B11 j=p ; and a
1
1 satises the cancellation
property, that is, a11 is a (q; )-atom supported by ~B
1
1 , and
11a
1
1 =
X
k211
ckbk:
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Next for B12 we let 
1
2 be the index set determined by bk in fbjg with
1
32
< jIkj  13 and Ik \ B12 6= ;, excluding bk which we have already
chosen before. We construct (q; )-atom a12 in the same way as for B
1
1 .
Similarly we construct (q; )-atom a13 for B
1
3 . We do this process for bk
with 1
33
< jIkj  132 , and obtain the index set 2j , (q; )-atoms a2j with
supp a2j  ~B2j , and numbers 2j (j = 1;    ; 32), satisfying
2ja
2
j =
X
k22j
ckbk:
After that, we repeat this process. In the n-th step, for bk with
1
3n+1
<
jIkj  13n we obtain the index set nj , (q; )-atoms anj with supp anj 
~Bnj , and numbers 
n
j (j = 1;    ; 3n), satisfying
nj a
n
j =
X
k2nj
ckbk:
By the construction of anj and 
n
j , we have
f(x) = 0a0(x) +
1X
n=1
3nX
j=1
nj a
n
j (x);
where a0 = b0 : (q; )-block, 0 = c0; a
n
j : (q; )-atoms, supp a0  T,
supp anj  ~Bnj , and j0j+
P
j;n jnj j  2  32=pjjf jjZq; . 
Lemma 1.28. Suppose jjfkjjZq;  1; k = 1; 2;    . Then there exist
f 2 Zq;(T) and a subsequence ffkjg such that
lim
j!1
1
2
Z 2
0
fkj(x)v(x)dx =
1
2
Z 2
0
f(x)v(x)dx
for all v 2 C(T).
Proof. By Lemma 1.27, we may assume that fk 2 Zq;(T) has the
representation
fk(x) = 0(k)a0(k)(x) +
1X
n=1
3nX
j=1
nj (k)a
n
j (k)(x);
31
where a0(k) : (q; )-block, a
n
j (k) : (q; )-atoms, supp a0(k)  T,
supp anj (k)  ~Bnj , and j0(k)j+
P
j;n jnj (k)j  C. Also we may assume
that 0(k), 
n
j (k)  0; jjanj (k)jjq  j ~Bnj j =p, and that there exist 0,
nj such that limk!1 0(k) = 0, limk!1 
n
j (k) = 
n
j (j; n  1), and
j0j +
P
j;n jnj j  C. Let Lq( ~Bnj ) = (Lp( ~Bnj )) be the dual space
of Lp( ~Bnj ) (L
p-space on ~Bnj ). By a
n
j (k) 2 Lq( ~Bnj ) and the diago-
nal argument, there exists an increasing sequence of natural numbers,
k1 < k2 <    < kn <    and a0 2 Lq( ~B0), anj 2 Lq( ~Bnj ) such that for
 2 Lp(T)
lim
`!1
1
2
Z 2
0
anj (k`)(x)(x)dx =
1
2
Z 2
0
anj (x)(x)dx
and
lim
`!1
1
2
Z 2
0
a0(k`)(x)(x)dx =
1
2
Z 2
0
a0(x)(x)dx;
that is, anj (k`)! anj (`!1) in the weak*-topology of (Lq( ~Bnj ); Lp( ~Bnj ))
(j; n  1) and a0(k`)! a0 (`!1) in the weak*-topology of
(Lq( ~B0); Lp( ~B0)): Here, we dene f by
f(x) =
1X
n=0
3nX
j=1
nj a
n
j (x);
where a01 = a0 and 
0
1 = 0. Then f is in Z
q;(T) and anj are (q; )-
atoms, since supp anj  ~Bnj ; jjanj jjq  j ~Bnj j =p, j0j+
P
j;n jnj j  C, andR
~Bnj
anj (x)dx = 0. Let v 2 C(T), and a01(k`) = a0(k`); 01(k`) = 0(k`).
We dene
Jk` =
1
2
Z 2
0
fk`(x)v(x)dx =
1X
n=0
X
j
nj (k`)
1
2
Z 2
0
anj (k`)(x)v(x)dx;
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and
J =
1
2
Z 2
0
f(x)v(x)dx =
1X
n=0
X
j
nj
1
2
Z 2
0
anj (x)v(x)dx:
Also, for any integer N we dene
JNk` =
NX
n=0
X
j
nj (k`)
1
2
Z 2
0
anj (k`)(x)v(x)dx;
JN;1k` =
1X
n=N+1
X
j
nj (k`)
1
2
Z 2
0
anj (k`)(x)v(x)dx;
JN =
NX
n=0
X
j
nj
1
2
Z 2
0
anj (x)v(x)dx;
and
JN;1 =
1X
n=N+1
X
j
nj
1
2
Z 2
0
anj (x)v(x)dx:
Moreover, when the center of ~Bnj (j; n  1) is denoted by xnj , we have
JN;1k` =
1X
n=N+1
X
j
nj (k`)
1
2
Z
~Bnj
anj (k`)(x)(v(x)  v(xnj ))dx;
since anj (k) (j; n  1) are (q; )-atoms. Here, we remark that v is
uniformly continuous on T. Hence, for any " > 0 there exists N0 such
that
jJN0;1k` j  "
1X
n=N0+1
X
j
nj (k`)j ~Bnj j
1 
p  C":
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The same conclusion can be drawn for JN0;1, since anj are (q; )-atoms.
Also we have N0X
n=0
3nX
j=1

nj (k`)
1
2
Z 2
0
anj (k`)(x)v(x)dx  nj
1
2
Z 2
0
anj (x)v(x)dx


N0X
n=0
3nX
j=1

nj (k`)
 12
Z 2
0
(anj (k`)(x)  anj (x))v(x)dx

+jnj (k`)  nj j
 12
Z 2
0
anj (x)v(x)dx

! 0;
as `!1. Then, we obtain
Jk`   J = (JN0k`   JN0) + (J
N0;1
k`
  JN0;1);
jJN0;1k`   JN0;1j  jJ
N0;1
k`
j+ jJN0;1j
 2C":
Hence, we have lim sup`!1 jJk`   J j  2C", and lim`!1 Jk` = J .
Therefore, we get the result:
lim
`!1
1
2
Z 2
0
fk`(x)v(x)dx =
1
2
Z 2
0
f(x)v(x)dx (v 2 C(T)):

Lemma 1.29. Let f be in Zq;(T). Then we have
jjf jjZq;  jjf jj(Lp;0 ) :
Proof. Let A = jjf jjZq; > 0. Then there exists g 2 Lp;(T) such
that  12
Z 2
0
f(x)g(x)dx
  A2 ; jjgjjp;  1:
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By f 2 Zq;(T), we may assume that
f(x) =
1X
k=0
ckak(x);
where ak : (q; )-block, supp ak  Bk for some interval Bk, andP1
k=0 jckj  2jjf jjZq; : Also for any " > 0 let "(x) = 1jI"jI"(x), where
I" = [ "; "] and E denotes the characteristic function of E. When we
dene g"(x) = g  "(x) for g 2 Lp;(T), it is easy to see g" 2 C(T)
and jjg"jjp;  jjgjjp;. Now for any integer N  1 and g 2 Lp;(T), we
dene
IN" =
NX
k=0
ck
1
2
Z 2
0
ak(x)(g(x)  g"(x))dx;
and
IIN" =
1X
k=N+1
ck
1
2
Z 2
0
ak(x)(g(x)  g"(x))dx:
Then, we have
1
2
Z 2
0
f(x)(g(x)  g"(x))dx =
1X
k=0
ck
1
2
Z 2
0
ak(x)(g(x)  g"(x))dx
= IN" + II
N
" :
By jjg"jjp;  jjgjjp;, we obtain
jIIN" j 
1X
k=N+1
jckj jjakjjZq; jjg   g"jjp;
 2
1X
k=N+1
jckj:
Also for any  > 0, there exists N0 a positive integer such thatP1
k=N0+1
jckj < 2 . Hence, we have jIIN0" j <  for all " > 0: Moreover,
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we have
jIN0" j 
N0X
k=0
jckj jjakjjqjjg   g"jjp
=
N0X
k=0
jckj jjakjjqjjg   g  "jjp
! 0;
as "! 0: Therefore, we get
lim sup
"!0
 12
Z 2
0
f(x)g"(x)dx  1
2
Z 2
0
f(x)g(x)dx
  ;
and
lim
"!0
1
2
Z 2
0
f(x)g"(x)dx =
1
2
Z 2
0
f(x)g(x)dx:
Hence, there exists "0 > 0 such that j 12
R 2
0
f(x)g"0(x)dxj  A3 . So we
obtain
sup
jjgjjp;1;g2Lp;0
 12
Z 2
0
f(x)g(x)dx
  A3 :
Therefore, we have jjf jjZq;  3jjf jj(Lp;0 ) . Since the converse is trivial,
we get the desired result. 
Now we are ready to prove Theorem 1.23.
Proof of Theorem 1.23. First we have Zq;(T)  (Lp;0 (T))
by Lemma 1.25. Since
 
Zq;(T)

= Lp;(T)  Lp;0 (T), we see that
the annihilator of Zq;(T) is f0g, and hence Zq;(T) is weak-dense
in (Lp;0 (T)) (see Theorem 4.7 (b) in Rudin [46]). By the Banach-
Alaoglu theorem and the separability of Lp;0 (T) we see that the unit
ball of (Lp;0 (T)) is weak-compact and metrizable (see Theorem 3.16
in Rudin [46]). Thus, if T is in (Lp;0 (T)) with jjT jj(Lp;0 (T))  1,
then there exists a sequence ffkg  Zq;(T) with jjfkjj(Lp;0 (T))  1
such that fk ! T in the weak-topology of (Lp;0 (T)). Here, we may
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assume jjfkjjZq;(T)  1 by Lemma 1.29. Hence, by Lemma 1.28, there
exist f 2 Zq;(T) and a subsequence ffkjg (k1 < k2 <    ) such that
jjfkj jjZq;  1 and
lim
j!1
1
2
Z 2
0
fkj(x)g(x)dx =
1
2
Z 2
0
f(x)g(x)dx
for all g 2 C(T): Hence, we have
hT; gi = 1
2
Z 2
0
f(x)g(x)dx
for all g 2 C(T). Therefore we get the desired result. 
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CHAPTER 2
Fourier multipliers from Lp-spaces to Morrey
spaces on the unit circle
38
1. Fourier multiplier and main results
Let 1  p  1 and 0    1. Then Lp(T) denotes the Lp-spaces
on the unit circle T and Lp;(T) denotes Morrey spaces dened by
Lp;(T) =

f
 jjf jjp; := sup
IT=[ ;)
I 6=:interval

1
jIj
Z
I
jf jpdx
2
 1
p
<1

:
We note Lp;0(T) = Lp(T); Lp;1(T) = L1(T) and Lp;(T) is a Banach
space (cf. [37], [53, p.215]). We remark Lp;(T) 6= Lp(T) for 0 <  < 1
([55]).
For Banach spacesX and Y which are translation invariant function
spaces contained in L1(T), we denote by M(X; Y ) the set of all opera-
tors which are translation invariant bounded linear operators from X
to Y . We note M(X;Y ) is a Banach space with respect to the op-
erator norm jj  jjM(X;Y ): An element of M(X; Y ) is called a Fourier
multiplier (operator). When X = Lp and Y = Lq, an element of
M(Lp; Lq) \M(T) for 1  p < q is called an Lp-improving measure
([25] cf. [22], [26]), where M(T) is the set of all bounded regular Borel
measures on T. Let  be a non-negative measure on T. For 0 <  < 1,
we denote  2 Lip(M(T)), if there exists a positive constant C such
that (I)  CjIj for any non-empty interval I  T. f is called
that the distribution function of f satises the Lipschitz condition, if
f 2 Lip(M(T)) for some 0 <  < 1, where f (E) =
R
E
f(x) dx
2
for
a measurable set E on T and a nonnegative function f 2 L1(T). For
M(Lp; Lq) and Lip(M(T)), the following results are known.
Theorem A. ([16] cf. [17], [38]) Let 1 < p < q  2. Then we have
M(Lp; Lp) 6=M(Lq; Lq):
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Theorem B. ([21]) There exists f 2 L1(T) with f  0 such that
Tf 62
[
1p<q<1
M(Lp; Lq); f 2
\
0<<1
Lip(M(T)):
Then we study those results in Morrey spaces.
Our main results are as follows:
Theorem 2.1. Let 1  p; q <1 and 0 < ;  < 1. Suppose 
p
6= 
q
.
Then we have
M(Lp; Lp;) 6= M(Lq; Lq;):
Theorem 2.2. Let 0 < ;  < 1: Also let p; q be positive numbers
with 1 +  < p < q and 1
p
+ 1
q
< 1. Suppose 
p
= 
q
. Then we have
M(Lp; Lp;) 6= M(Lq; Lq;):
Theorem 2.3. Let f 2 L1(T) be a non-negative function. Then
we have that f is in Lip(M(T)) for some 0 <  < 1, if and only
if Tf 2 M(Lp; Lp;) for some 1 < p < 1 and 0 <  < 1, where
Tfg = f  g.
The chapter is organized as follows: In x2, we investigate the inclu-
sion relation between Lp(T) and Lp;(T). In x3, we prove Theorem 2.1
by the norm estimate of the Dirichlet kernel in M(Lp; Lp;). In x4, we
prove Theorem 2.2 by using the norm estimate of the Rudin-Shapiro
polynomials in M(Lp; Lp;). In x5, we prove Theorem 2.3. Throughout
this chapter, we denote by jEj the normalized Haar measure of E  T.
The letter C stands for a constant not necessarily the same at each
occurrence. A  B stands for C 1A  B  CA for some C > 0.
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2. Lp(T) and Lp;(T)
In this section, we will consider the inclusion relation between the
Lp-spaces and Morrey spaces on T.
Proposition 2.4. (cf. [28, Proposition 5.1], [48, Lemma 1.3]) Let
1  r; p <1 and 0 <  < 1. Then, we have the following:
(1) Lp;(T) ( Lr(T) if 1  r  p <1;
(2) Lp;(T) 6 Lr(T) and Lr(T) 6 Lp;(T) if p < r < p
1  ;
(3) Lr(T) ( Lp;(T) if r  p
1  :
Proof. (1) Since Lp;(T) ( Lp(T) (see [55, p.587]), we get the
desired result.
(2) By the assumption on r, we can choose 0 < 0 <  as r =
p
1 0 ,
and  > 0 such that 1 
p
<  < 1
r
: Set f(x) = (0;1)(x)x
  2 Lr(T).
Then we have f 62 Lp;(T). Let I = (a; b) for 0 < a < b < 1. By the
mean value theorem, we have
1
jIj
Z
I
jf jpdx
2
= (b  a) 
Z b
a
x p
dx
2
= C(b  a)1 (a+ (b  a)) p
 C(b  a)1 b p
for some 0 <  < 1: So, putting a = b
2
, we have
1
jIj
Z
I
jf jpdx
2
 Cb1  p
for all 0 < b < 1. Since  > 1 
p
, we have f 62 Lp;(T). Therefore, we
get f 2 Lr(T) and f 62 Lp;(T):
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Next we show Lp;(T) 6 Lr(T) for all 0 <  < 1: Suppose
Lp;(T)  Lr(T). By the closed graph theorem, there exists a con-
stant C such that
jjf jjr  Cjjf jjp;
for all f 2 Lp;(T). Now let  be in 0 <  < 1
10
, and N 2 N. Also we
denote I(k; ) = fx 2 (0; 1)j k
N
  
2
< x < k
N
+ 
2
g for k = 1;    ; N  
1; I(N; ) = fx 2 (0; 1)j1   
2
< x < 1g; and E = [Nk=1I(k; ): Then
we choose a natural number N such that N  1 : Hence, we have
jEj  N  1 : When we dene g =   1rE: For any non-empty
interval I  T, we have
1
jIj
Z
I
jgjpdx
2
 jIj   pr jE \ Ij:
Here, we investigate the left-hand sides of the inequality for k = Cardf`jI(`; )\
(E \ I) 6= g  4. Since k
2N
 jIj  k+1
N
and (k   2)  jE \ Ij  k;
we have
jIj   pr jE \ Ij  jIj   pr k  jIj   pr (2N jIj)  C0 ;
and
1
jIj
Z
I
jgjpdx
2
 C0 :
Next we estimate 1jIj
R
I
jgjp dx2 for k = Cardf`jI(`; )\ (E\ I) 6= g 
3. Since jE \ Ij  Cminf3; jIjg; we have
1
jIj
Z
I
jgjpdx
2
 CminfjIj1   pr ; jIj 1  pr g:
Hence, we have 1jIj
R
I
jgjp dx2  C1  
p
r by using the case jIj   or
jIj > : Thus, we obtain jjgjjp;  C
0 
p for suciently small  > 0.
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By the assumption Lp;(T)  Lr(T), we have
 

r  jjgjjr  Cjjgjjp;  C
0 
p :
This contradicts 
 0
p
 
r  C with  0
p
  
r
= 0
p
(   1) < 0 for
0 <  < 1. Hence we have Lp;(T) 6 Lr(T):
(3) By the Holder inequality, we have jjf jjp;  Cjjf jjr for all f 2
Lr(T); and thus Lr(T)  Lp;(T). Suppose r0 = p1  : When we dene
f(x) = (0;1)(x)x
  1
r0 ; it is easy to show f 62 Lr0(T) and f 2 Lp;(T)
similar to (1). Thus, we have Lr(T) ( Lp;(T) for r  p
1  . 
Corollary 2.5. Let DN be the Dirichlet kernel DN(x) =
PN
k= N e
ikx
of degree N . Then, we have
jjDN jjp;  N

p
+ 1
p0
for any 1  p <1 and 0 <  < 1:
Proof. Since we have Lr(T)  Lp;(T) for r = p
1  by Propo-
sition 2.4 (3), there exists a constant C > 0 such that jjDN jjp; 
CjjDN jjr: By Edwards [14, Exercise 7.5], we have
jjDN jjp;  CjjDN jjr  N 1r0 = N

p
+ 1
p0 :
For the interval IN = [  2N+1 ; 2N+1 ]; we have
jIN j 
Z
IN
jDN jpdx
2
 jIN j 
Z 
2N+1
0

(N + 1
2
)x 2

x
2
p
dx
2
 Np+ 1;
and jjDN jjp;  CN

p
+ 1
p0 : Therefore, we get the desired result. 
Remark 2.6. Similarly, for the Poisson kernel Pr(x) =
1 r2
1 2r cosx+r2 (0 <
r < 1), we have
jjPrjjp;  ((1  r) 1)

p
+ 1
p0 :
43
3. M(Lp; Lp;) and M(Lq; Lq;) (
p
6= 
q
)
In this section, we consider between M(Lp; Lp;) and M(Lq; Lq;).
First we obtain the following:
Lemma 2.7. Let 0 <  < 1 and 1  p; q <1: Suppose q > p(1 ):
We dene the operator T 2M(Lp; Lq;) such that Tf = DN f . Then,
we have
jjDN jjM(Lp;Lq;) = jjT jjM(Lp;Lq;)  N
1
p
  1 
q :
In particular, jjDN jjM(Lp;Lp;)  N

p .
Proof. Since we have Lr(T)  Lq;(T) for r = q
1  and L
r(T) 
Lp(T) by the assumption, we obtain jjT jjM(Lp;Lq;)  jjT jjM(Lp;Lr): By
the norm estimate of DN in M(L
p; Lr) (cf. [14]), we get
jjT jjM(Lp;Lr)  CN
1
p
  1
r :
Conversely, we have jjT jjM(Lp;Lq;)  CN
1
p
  1 
q ; by jjDN jjq;  jjT jjM(Lp;Lq;)jjDN jjp
and Corollary 2.5. Hence, we obtain
jjDN jjM(Lp;Lq;) = jjT jjM(Lp;Lq;)  N
1
p
  1 
q ;
and we get the desired result. 
Now we can prove Theorem 2.1.
Proof of Theorem 2.1. Let 0 < ;  < 1; 1  p; q < 1, and

p
6= 
q
: By Lemma 2.7, we have jjDN jjM(Lp;Lp;)  N

p . Thus, we obtain
M(Lp; Lp;) 6=M(Lq; Lq;). 
Corollary 2.8. Let 0 < ;  < 1 and 1  p; q < 1: Suppose

p
> 
q
: Then there exists f 2 L1(T) such that Tf 2 M(Lq; Lq;) and
Tf 62M(Lp; Lp;), where Tfg = f  g.
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Proof. Let a be a positive number with 
q
< a < 
p
: Also we dene
kn = 2
n+4. Then, we have kn + 2
n < kn+1   2n+1 (n  1). When we
dene
f(x) =
1X
n=1
1
2an
D2n(x)e
iknx;
we show that Tf satises the desired conditions. When we choose r
such that 1
r0 <

q
with 1
r
+ 1
r0 = 1, we have
jjf jjr  C
1X
n=1
1
2an
jjD2n(x)eiknxjjr
 C
1X
n=1
2n( a+
1
r0 ) <1;
and f 2 Lr(T)  L1(T): Also we obtain Tf 2M(Lq; Lq;), since
jjf  gjjq;  C
1X
n=1
1
2an
jjD2n(x)eiknx  gjjq;
 Cjjgjjq
by Lemma 2.7 and a > 
q
: Similarly, since Tf (D2n(x)e
iknx) = 2 anD2n(x)eiknx,
we have Tf 62M(Lp; Lp;). Thus, we get the desired result. 
Remark 2.9. We haveM(Lp; Lp;) = M(Lp; Lp;0 ) (1  p <1; 0 <
 < 1), where Lp;0 (T) is the closure of C(T) in Lp;(T):
Remark 2.10. We remarkM(L1; Lp;) = Lp;(T) (1 < p <1; 0 <
 < 1): In fact, let f0 be in L
p;(T), and g in L1(T). Then we have
jjf0  gjjp;  jjf0jjp;jjgjj1 by the Holder inequality, and Lp;(T) 
M(L1; Lp;): Conversely, let T be inM(L1; Lp;), andKN(x) =
PN
j= N(1 
jjj
N+1
)eijx the Fejer kernel of degree N . Then we obtain TKN 2 Lp;(T)
and jjTKN jjp;  jjT jjM(L1;Lp;) (N  1): Hence, there exists fTKNjgj,
a subsequence of fTKNgN , such that TKNj converges in the weak*-
topology of Lp;(T) for some f 2 Lp;(T). By the Banach-Alaoglu
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theorem, since we have the predual of Lp;(T) ([55]), we have
1
2
Z 
 
Tg(x)h(x)dx =
1
2
Z 
 
f  g(x)h(x)dx
for all h 2 C(T) and any trigonometric polynomial g. Therefore, we
obtain Tg = f  g (g 2 L1(T)). Then we get M(L1; Lp;) = Lp;(T):
Proposition 2.11. Let 0 < ;  < 1 and 1 < p; q < 1. Suppose
2 < p < q or q < p  2. For  = p 2
q 2, we have
M(Lq; Lq;) (M(Lp; Lp;):
Proof. Since Lq;(T)  Lq(T), we have M(Lq; Lq;) M(L2; L2).
First let 2 < p < q, and T 2 M(Lq; Lq;): Since T is bounded from
Lq(T) to Lq;(T) and from L2(T) to L2(T), we obtain that T is bounded
from Lp(T) to Lp;(T) by the Peetre interpolation theorem [45, The-
orem 4.1], where p and  are dened by 1
p
= 
q
+ 1 
2
and 
p
= 
q
 +
1 
2
0: Then an arithmetic shows  = p 2
q 2: Since

p
6= 
q
, we have
M(Lp; Lp;) 6=M(Lq; Lq;). 
4. M(Lp; Lp;) and M(Lq; Lq;) (
p
= 
q
)
In this section, we consider the inclusion relation betweenM(Lp; Lp;)
and M(Lq; Lq;) for 
p
= 
q
; and 0 < ;  < 1; 1 < p < q < 1. For
this, we recall the Rudin-Shapiro polynomials (cf. [34], [53]).
Definition 2.12. Let m be a non-negative integer. We dene
trigonometric polynomials Pm(x); Qm(x) such that
(1) P0(x) = Q0(x) = 1;
(2) Pm+1(x) = Pm(x)+e
i2mxQm(x); Qm+1(x) = Pm(x) ei2mxQm(x):
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We prepare the following lemmas which will be used in the proof
of Theorem 2.2.
Lemma 2.13. (cf. [34], [53]) The Rudin-Shapiro polynomials Pm; Qm
have the following properties:
(1) Pm(x) =
P2m 1
k=0 "ke
ikx; Qm(x) =
P2m 1
k=0 ke
ikx for some "k; k 2
f 1; 1g;
(2) jPm(x)j  C(2m) 12 (x 2 T);
(3) jjTmjjM(Lq ;Lq)  (2m)j
1
2
  1
q
j (1 < q <1); where Tmf = Pm  f:
By Lemma 2.13 and the Peetre interpolation theorem [45], we ob-
tain the following:
Lemma 2.14. Let 0 <  < 1, and p > 1 + . Then we have the
estimates:
jjTmjjM(Lp;Lp;)  (2m)

p
+ 1
2
  1
p (p  2);
jjTmjjM(Lp;Lp;)  C(2m)

p
+ 1
p
  1
2 (1 +  < p < 2);
jjTmjjM(Lp;Lp;)  C(2m)

p
+ 1
2
  1
p (1 +  < p < 2);
where Tmf = Pm  f .
Proof. Step 1. We show jjTmjjM(L2;L2;)  (2m)2 : Let P be a
trigonometric polynomial such that P (x) =
Pn
k= n ake
ikx for any pos-
itive integer n. Since Pm  P (x) =
Pmin(2m 1;n)
k=0 "kake
ikx; we have
jPm  P (x)j2  C2mjjP jj22 by the Schwarz inequality. Then for any
interval I with jIj < 2 m, we have
1
jIj
Z
I
jPm  P j2dx
2
 C2mjjP jj22
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by the Parseval inequality. When jIj  2 m; we obtain
1
jIj
Z
I
jPm  P j2dx
2
 1jIj
Z 
 
jPm  P j2dx
2
 1jIj
2m 1X
k=0
jakj2
 C2mjjP jj22
by the Parseval inequality. Hence, we get jjTmP jj2;  C(2m)2 jjP jj2;
and jjTmjjM(L2;L2;)  C(2m)2 : On the other hand, since
jjPm  Pmjj2;  jjTmjjM(L2;L2;)jjPmjj2
 CjjTmjjM(L2;L2;)(2m)
1
2
and jjPmPmjj2;  (2m)2+ 12 by Lemma 2.13, we obtain jjTmjjM(L2;L2;) 
(2m)

2 :
Step 2. When p > 2 and 0 <  < 1, we have
jjTmjjM(Lp;Lp;)  (2m)

p
+ 1
2
  1
p :
In fact, let r > 2 and 0 < ;  < 1 such that 1
p
= 
2
+ 1 
r
and 
p
= 
2
:
By Lemma 2.13, we have jjTmjjM(Lr;Lr)  (2m) 12  1r : Applying Step 1
and the Peetre interpolation theorem, we have
jjTmjjM(Lp;Lp;)  C(2m)

2 (2m)(
1
2
  1
r
)(1 ):
Hence, we obtain jjTmjjM(Lp;Lp;)  C(2m)

p
+ 1
2
  1
p : Conversely, we get
jjTmjjM(Lp;Lp;)  C(2m)

p
+ 1
p0  12  (2m)p+ 12  1p
by Corollary 2.5 and Lemma 2.13. Therefore we have jjTmjjM(Lp;Lp;) 
(2m)

p
+ 1
2
  1
p .
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Step 3. We show jjTmjjM(Lp;Lp;)  C(2m)

p
+ 1
p
  1
2 for 1 +  < p < 2:
First, we choose 1 < r < p and 0 < ;  < 1 such that 1
p
= 
2
+ 1 
r
and

p
= 
2
: Then, we can show that
jjTmjjM(Lp;Lp;)  CjjTmjjM(L2;L2;)jjTmjj1 M(Lr;Lr)
 C(2m)p+ 1p  12
by applying the Peetre interpolation theorem. On the other hand,
by jjTm(Pm)jjp;  (2m)

p
+ 1
p0 we have jjTmjjM(Lp;Lp;)  C(2m)

p
+ 1
2
  1
p ,
similarly in Step 2. After all, we get the desired result. 
Proof of Theorem 2.2. By the assumption, we have q > 2, and
jjTmjjM(Lq ;Lq;)  (2m)

q
+ 1
2
  1
q form. If we haveM(Lp; Lp;) = M(Lq; Lq;);
we obtain the contradiction to p < q for p > 2: For 1 +  < p  2, we
have M(Lp; Lp;) 6= M(Lq; Lq;) by the estimate in Lemma 2.14. Then
we get the desired result. 
Corollary 2.15. Let 0 < ;  < 1; 1 +  < p < q; and 1
p
+ 1
q
< 1:
Suppose 
p
= 
q
: Then there exists T 2 M(Lp; Lp;) such that T 62
M(Lq; Lq;).
Proof. Let 2 < p < q: Then there exists a in 
p
+ 1
2
  1
p
< a < 
q
+
1
2
  1
q
. Also we dene kn = 2
n+4. Then, we have kn+2
n+1 < kn+1 2n+2.
We dene
SN(x) =
NX
m=1
1
2am
Pm(x)e
ikmx
for any N 2 N. Then, fSNgN is a cauchy sequence in M(Lp; Lp;) by
the choice of a and Lemma 2.14, and there exists S 2M(Lp; Lp;) such
that jjSN   SjjM(Lp;Lp;) ! 0 as N ! 1. Also let g be a function
such that g(x) = Pm(x)e
ikmx: We consider fSN  ggN>m. Then we can
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prove S 62 M(Lq; Lq;) by the way similar to Corollary 2.8 in view of
the choice of a. In case of p  2  q, we omit the details, since the
proof is similar to it of the case 2 < p < q. 
5. M(Lp; Lp;) and the Lipschitz conditions
Definition 2.16. Let  be in M(T) and 0 <  < 1: We say
that  2 Lip(M(T)) for  2 M(T) with   0 if for any interval
I = [x; x+ h],
(I)  CjIj = Cjhj
for some constant C > 0 independent of I. For f 2 L1(T) with f  0,
we denote f (E) =
1
2
R
E
f(x)dx for any measurable set E  T.
It is easy to prove the following:
Proposition 2.17. Let f be in L1(T) with f  0. Then we have
that f is in Lip(M(T)) if and only if f 2 L1;(T).
By applying Proposition 2.17, we can show the following:
Proposition 2.18. Suppose f 2 L1(T) and f  0. Then we have
the following:
(1) If f 2 Lip(M(T)) for all 0 <  < 1; then Tf 2 M(Lp; Lp;)
for all 1 < p <1:
(2) If Tf 2 M(Lp; Lp;) for some 1 < p <1 and 0 <  < 1; then
f 2 Lip
p
(M(T)):
Proof. (1) Since f 2 Lip(M(T)) for all 0 <  < 1, we get
f 2 L1;(T) by Proposition 2.17. Let I  T be a nonempty interval.
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For g 2 Lp(T), we have
1
jIj
Z
I
 12
Z 
 
f(x  y)g(y)dy
pdx2
 1jIj
Z
I

1
2
Z 
 
jg(y)jpjf(x  y)jdy

1
2
Z 
 
jf(x  y)jdy
 p
p0 dx
2
 jjf jjp1;jjgjjpp
by the Holder inequality. Hence, we obtain jjf  gjjp;  jjf jj1;jjgjjp
and Tf 2M(Lp; Lp;):
(2) Let f be in L1(T) with f  0, and Tf 2M(Lp; Lp;): Now, let I =
[ ; ] (0 <  < 1) and g = I : It is sucient to show f (I)  CjIj

p
for suciently small  > 0. First we remark
f  g(x) = 1
2
Z 
 
g(x  y)f(y)dy = f (I + x);
and I 
2
 I + x for x 2 I 
2
. Hence, we obtain
1
jIj
Z
I
jf  gjpdx
2
 1jIj
Z
I 
2
f (I 
2
)p
dx
2
;
and
jIj f (I 
2
)pjI 
2
j  jIj 
Z
I
jf  gjpdx
2
 jjf  gjjpp;
 jjTf jjpM(Lp;Lp;)jjgjjpp
 CjIj:
Therefore, we get f (I 
2
)  CjI 
2
jp ; and the desired result. 
As a corollary of Proposition 2.18, we have Theorem 2.3.
Moreover, by Theorem B and Proposition 2.18, we conclude that
M(Lr; Lr;) are dierent from M(Lp; Lq) (1  p < q < 1). Precisely,
we obtain the following corollary:
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Corollary 2.19. Let 1  p < q <1; 1  r <1; and 0 <  < 1.
Then we have
M(Lp; Lq) 6=M(Lr; Lr;):
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CHAPTER 3
The fractional integral operators on weighted
Morrey spaces
53
1. A preliminary
Throughout this chapter, we will use the following notation: For
E  Rn, we denote the Lebesgue measure of E by jEj. We call a
nonnegative locally integrable function w on Rn a weight function and
dene w(E) =
R
E
w(x)dx. For a ball Q, 2Q denotes the ball with the
same center as Q whose radius is twice as large. For 1 < p < 1,
p0 is dened by the conjugate index which satises 1
p
+ 1
p0 = 1. Also,
the letter C stands for a constant not necessarily the same at each
occurrence.
First, we introduce some denitions.
Definition 3.1. Let 0 <  < n. Then, the fractional integral
operator I is dened by
If(x) :=
Z
Rn
f(y)
jx  yjn dy:
Definition 3.2. Let 1 < p < 1, 0   < 1, and u, v are weight.
Then, weighted Morrey space Lp;(u; v)(Rn) is dened by
Lp;(u; v)(Rn) :=

f 2 L1loc(u)(Rn) :
jjf jjLp;(u;v) = sup
QRn;Q:ball

1
v(Q)
Z
Q
jf(y)jpu(y)dy
 1
p
<1

:
When u = v = 1 in Denition 3.2, then it is classical Morrey space,
that is,
Lp;(Rn) =

f : jjf jjLp; = sup
QRn;Q:ball

1
jQj
Z
Q
jf(y)jpdy
 1
p
<1

:
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Definition 3.3. Let 1 < p; q <1. We say that a weight w belongs
to Ap;q(Rn) if
sup
QRn;Q:ball

1
jQj
Z
Q
wq(y)dy
 1
q

1
jQj
Z
Q
w p
0
(y)dy
 1
p0
<1:
Definition 3.4. (1) We say that a weight w satises the doubling
condition if there exists K1 > 0 such that
w(2Q)  K1w(Q)
for all balls Q.
(2) We say that a weight w satises the reverse doubling condition if
there exists K2 > 1 such that
w(2Q)  K2w(Q)
for all balls Q.
Remark 3.5. If w 2 Ap;q(Rn) for 1 < p; q <1, then wq and w p0
satisfy both the doubling condition and the reverse doubling condition,
respectively.
Komori and Shirai [35] proved a weighted estimate (cf. [8]).
Theorem C ([35, Theorem 3.6]). Let 0 <  < n, 1 < p < n

,
0   < p
q1
, and w 2 Ap;q1(Rn). Then, the fractional integral operator
I is bounded from L
p;(wp; wq1) to Lq1;
q1
p (wq1 ; wq1), where 1
q1
= 1
p
  
n
.
Remark 3.6 ([43]). When  = 0 in Theorem C, then it is the
Muchenhoupt-Wheeden inequality:
jjIf jjLq1 (wq1 )  Cjjf jjLp(wp):
We improve Theorem C in the next section.
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2. Main result
Our result is as follows:
Theorem 3.7. Let 0 <  < n, 1 < p < n(1 )

, 0   < p
q1
, and w 2
Ap;q1(Rn). Then, the fractional integral operator I is bounded from
Lp;(wp; wq1) to Lq2;(wq1 ; wq1), where 1
q1
= 1
p
  
n
, and 1
q2
= 1
p
  
n(1 ) .
From this theorem, we can see the following:
Remark 3.8. (1) Since Lq2;(wq1 ; wq1)(Rn)  Lq1;q1p (wq1 ; wq1)(Rn),
Theorem 3.7 improves Theorem C. In fact, since 1 
q2
= 1
q1
  
p
, we have
1
wq1(Q)
q1
p
Z
Q
jf(x)jq1wq1(x)dx
 1
wq1(Q)
q1
p
Z
Q
jf(x)jq2wq1(x)dx
 q1
q2
wq1(Q)
1  q1
q2
 jjf jjq1
Lq2;(wq1 ;wq1 )
by the Holder inequality. When w = 1, we note Lq2;(Rn) $ Lq1;
q1
p (Rn).
It is easy to check this fact by the method of [28, Proposition 5.1]
(cf. [44]).
(2) ([2], [43]) When  = 0 in Theorem 3.7, then it is the Muckenhoupt-
Wheeden inequality. When w = 1, then we have the Adams inequality:
jjIf jjLq2;  Cjjf jjLp; :
For the proof of Theorem 3.7, we need measures on Rn.
Definition 3.9. Let  be a positive measure on Rn. We say that
 is a doubling measure if there exists C > 0 such that
(2Q)  C(Q)
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for all balls Q, where (Q) =
R
Q
d.
Throughout the rest of this section, we assume that  is a doubling
measure.
Definition 3.10. Let 1 < p < 1 and 0   < 1. Then,
Lp;()(Rn) is dened by
Lp;()(Rn) :=

f 2 L1loc()(Rn) :
jjf jjLp;() = sup
QRn;Q:ball

1
(Q)
Z
Q
jf(y)jpd(y)
 1
p
<1

:
Definition 3.11. The Hardy-Littlewood maximal operator M is
dened by
Mf(x) := sup
x2QRn;Q:ball
1
(Q)
Z
Q
jf(y)jd(y):
Next, we give some lemmas. It is easy to see Lemma 3.12.
Lemma 3.12 (cf. [6], [8]). Let 1 < p < 1 and 0   < 1. Then,
the Hardy-Littlewood maximal operator M is bounded on L
p;().
Lemma 3.13. If w 2 Ap;q1(Rn), then there exists p0 such that 1 <
p0 < p and
sup
QRn;Q:ball

1
jQj
Z
Q
wq1(y)dy
 1
q1

1
jQj
Z
Q
w p
0
0(y)dy
 1
p00
<1:
Proof. Since w 2 Ap;q1(Rn) if and only if w p0 2 A1+ p0
q1
(Rn) ([35,
Remark 2.11]), this lemma is proved by the reverse Holder inequality.

By Lemma 3.13, we get the following:
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Lemma 3.14. If w 2 Ap;q1(Rn), then there exists r such that 1 <
r < p and
sup
QRn;Q:ball

1
jQj
Z
Q
wq1(y)dy
 1
r
 
n

1
jQj
Z
Q
w q1r
0( 1
r
 
n
)(y)dy
 1
r0
<1;
where 1
q1
= 1
p
  
n
.
Proof. As for p0 in Lemma 3.13, we dene r as r
0(1
r
  
n
)q1 = p
0
0.
Then, we obtain the desired result by applying Lemma 3.13. 
Now, we denemQf =
1
jQj
R
Q
f(y)dy. Then, we estimate jQjnmQjf j
in two dierent ways. First, we have the following:
Lemma 3.15. If w 2 Ap;q1(Rn), then we have
jQjnmQjf j 
Cjjf jjLp;(wp;wq1)
wq1(Q)d
;
where 1
q1
= 1
p
  
n
; 1
q2
= 1
p
  
n(1 ) , and d =
1 
q2
.
Proof. By w 2 Ap;q1(Rn) and the Holder inequality, we have
jQjnmQjf j  jQj

n
  1
p
Z
Q
jf(x)jpwp(y)dy
 1
p

1
jQj
Z
Q
w p
0
(y)dy
 1
p0
 Cjjf jjLp;(wp;wq1)wq1(Q)

p
  1
q1 ;
and get the desired inequality by the choice of d. 
Next we estimate jQjnmQjf j in terms of M.
Lemma 3.16. If w 2 Ap;q1(Rn) and d(y) = wq1(y)dy, then we have
jQjnmQjf j  Cwq1(Q)nM(jfw ajr)(x) 1r
for all x 2 Q, where a = q1
p
  1, and r is a number chosen in
Lemma 3.14.
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Proof. Let c = q1

1
r
  1
p

+ 1. Then, by the Holder inequality
and Lemma 3.14, we obtain
jQjnmQjf j
 jQjn

1
jQj
Z
Q
jf(y)jrwcr(y)dy
 1
r

1
jQj
Z
Q
w cr
0
(y)dy
 1
r0
= jQjn

1
jQj
Z
Q
jf(y)jrw ar(y)d(y)
 1
r

1
jQj
Z
Q
w cr
0
(y)dy
 1
r0


1
jQj
 1
r
 
n
M(jfw ajr)(x) 1r(Q) 1r

1
jQj
Z
Q
w cr
0
(y)dy
 1
r0
 Cwq1(Q)nM(jfw ajr)(x) 1r :

By using these lemmas, we prove Theorem 3.7.
Proof of Theorem 3.7. Let r be a number chosen in Lemma 3.14,
and d, a be in Lemma 3.15 and Lemma 3.16, respectively. First, we
obtain
jIf(x)j 
1X
j= 1
Z
2j 1<jx yj2j
jf(y)j
jx  yjn dy

1X
j= 1
1
2(j 1)(n )
Z
jx yj2j
jf(y)jdy
 C
1X
j= 1
2(j+1)( n)
Z
Qj
jf(y)jdy
 C
1X
j= 1
jQjjnmQj jf j;
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where Qj = Qj(x) = fy : jx   yj  2jg. By Lemma 3.15 and
Lemma 3.16, we have
jIf(x)j  C
 
JX
j= 1
wq1(Qj)

nM(jfw ajr)(x) 1r +
1X
j=J
jjf jjLp;(wp;wq1 )
wq1(Qj)d
!
for all J 2 Z. Since wq1 satises both the doubling condition and the
reverse doubling condition, there exist constants K1 and K2 such that
1 < K1  w
q1 (Qj+1)
wq1 (Qj)
 K2 <1 for all j 2 Z. Therefore, we get
jIf(x)j  C

wq1(QJ)

nM(jfw ajr)(x) 1r +
jjf jjLp;(wp;wq1 )
wq1(QJ)d

for all J 2 Z. Now, we take J such that
wq1(QJ)
d+
n  jjf jjLp;(wp;wq1)
M(jfw ajr)(x) 1r
 Kd+

n
2 w
q1(QJ)
d+
n
for all x 2 Q, and we have
jIf(x)j  Cjjf jj

nd+
Lp;(wp;wq1 )
M(jfw ajr)(x)
nd
r(nd+) :
By the choice of q2 and d, we have

1
wq1(Q)
Z
Q
jIf(x)jq2wq1(x)dx
 1
q2
 Cjjf jj

nd+
Lp;(wp;wq1 )

1
wq1(Q)
Z
Q
M(jfw ajr)(x)
q2nd
r(nd+)wq1(x)dx
 1
q2
= Cjjf jj

nd+
Lp;(wp;wq1)

1
wq1(Q)
Z
Q
M(jfw ajr)(x)
p
rwq1(x)dx
 1
q2
:
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Since p > r, we can use Lemma 3.12. By the choice of a, we have
1
wq1(Q)
Z
Q
M(jfw ajr)(x)
p
rwq1(x)dx
=

1
(Q)
Z
Q
M(jfw ajr)(x)
p
r d(x)
 1
(p=r)
p
r
 jjM(jfw ajr)jj
p
r
L
p
r ;()
 Cjj jfw ajrjj
p
r
L
p
r ;()
= Cjjf jjp
Lp;(wp;wq1 )
:
Therefore, we obtain
1
wq1(Q)
Z
Q
jIf(x)jq2wq1(x)dx
 1
q2  Cjjf jj

nd+
Lp;(wp;wq1 )
jjf jj
p
q2
Lp;(wp;wq1 )
= Cjjf jjLp;(wp;wq1 ):

3. A remark
We show a multilinear version of Theorem 3.7.
Definition 3.17. Let 0 <  < n, i 6= 0 (1  i  m), and i are
all distinct. Then, the multilinear fractional integral operator Im; is
dened by
Im;(f1; : : : ; fm)(x) :=
Z
Rn
Qm
i=1 fi(x  iy)
jyjn  dy;
where  = (1; : : : ; m).
We give a remark as a corollary of Theorem 3.7.
Proposition 3.18. Let 0 <  < n, 1 < p < n(1 )

, 0   < p
q1
,
and w 2 Ap;q1(Rn). Then, the multilinear fractional integral operator
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Im; is bounded from
Qm
i=1 L
pi;(wp; wq1) to Lq2;(wq1 ; wq1), where 1
p
=Pm
i=1
1
pi
, 1
q1
= 1
p
  
n
, and 1
q2
= 1
p
  
n(1 ) .
Proof. First, we remarkIm;(f1; : : : ; fm)(x)  C mY
i=1

I

jfij
pi
p

(x)
 p
pi
by the Holder inequality (cf. [27]). From this fact and Theorem 3.7,
we have
1
wq1(Q)
Z
Q
jIm;(f1; : : : ; fm)(x)jq2wq1(x)dx
 1
q2
 C
 
1
wq1(Q)
Z
Q
 
mY
i=1

I

jfij
pi
p

(x)
 p
pi
!q2
wq1(x)dx
! 1
q2
= C
 Z
Q
mY
i=1

I

jfij
pi
p

(x)q2wq1(x)wq1(Q) 
 p
pi dx
! 1
q2
 C
mY
i=1

1
wq1(Q)
Z
Q
I

jfij
pi
p

(x)q2wq1(x)dx
 1
q2
p
pi
 C
mY
i=1
I jfij pip  ppi
Lq2;(wq1 ;wq1 )
 C
mY
i=1
jfij pip  ppi
Lp;(wp;wq1 )
= C
mY
i=1
jjfijjLpi;(wp;wq1 ) :
Therefore, we obtain the desired result. 
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