Some exact solutions for the Caudrey-Dodd-Gibbon equation by Salas, Alvaro
ar
X
iv
:0
80
5.
29
69
v2
  [
ma
th-
ph
]  
21
 M
ay
 20
08
Some exact solutions for the Caudrey-Dodd-Gibbon
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Abstract
In this paper we show some exact solutions for the Caudrey-Dodd-Gibbon
equation (CDG equation). These solutions are obtained via rMathematica 6.0
by the projective Riccati equation method.
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1 Introduction
From 70’s, a vast variety of the simple and direct methods to find analytic solutions
of nonlinear differential equations and evolution equations have been developed. Re-
cently, the projective Riccati equation method has drawn lots of interests in seeking
the solitary wave solution and other kinds of solutions.
The general form of the fifth-order KdV equation is written as
ut + ω uxxxxx + αuuxxx + β uxuxx + γ u
2ux = 0 (1.1)
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where α, β, γ and ω are arbitrary real parameters. In this paper we present exact
solutions for a particular case of this equation obtained by setting α = 30, β = 30,
γ = 180 and ω = 1 . Thus, the equation to be studied is
ut + uxxxxx + 30uuxxx + 30uxuxx + 180u
2ux = 0 (1.2)
Equation (1.2) is known as Caudrey-Dodd-Gibbon equation.
2 The projective Riccati equation method
We search exact solutions of equation (1.2) in the form

u(x, t) = v(ξ)
ξ = x+ λt,
(2.3)
As a result we have that the equation (1.2) is reduced to the nonlinear ordinary
differential equation (ODE)
180V ′(ξ)V (ξ)2 + 30V (3)(ξ)V (ξ) + λV ′(ξ) + 30V ′(ξ)V ′′(ξ) + V (5)(ξ) = 0 (2.4)
To obtain exact solution for the equation (2.4), we use the projective Riccati equa-
tion method [4][7] which may be described in the following three steps:
Step 1. We consider solutions of (2.4) in the form
v(ξ) = a0 +
m∑
j=1
σ(ξ)j−1(ajσ(ξ) + bjτ(ξ)), (2.5)
where σ(ξ), τ(ξ) satisfy the system

σ′(ξ) = eσ(ξ)τ(ξ)
τ ′(ξ) = eτ 2(ξ)− µσ(ξ) + r.
(2.6)
It may be proved that the first integral of this system is given by
τ 2 = −e
[
r − 2µσ(ξ) + µ
2 + ρ
r
σ2(ξ)
]
, (2.7)
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where ρ = ±1 and e = ±1.
We consider the following solutions of the system (2.6).
1. Case I:
If r = µ = 0 then
τ1(ξ) = −
1
eξ
, σ1(ξ) =
C
ξ
. (2.8)
2. Case II:
If e = 1, ρ = −1 and r > 0 :

σ1(ξ) =
r sec(
√
r ξ)
1 + µ sec(
√
r ξ)
; τ1(ξ) =
√
r tan(
√
r ξ)
1 + µ sec(
√
r ξ)
σ2(ξ) =
r csc(
√
r ξ)
1 + µ csc(
√
r ξ)
; τ2(ξ) = −
√
r cot(
√
r ξ)
1 + µ csc(
√
r ξ)
.
(2.9)
3. Case III:
If e = −1, ρ = −1 and r > 0 :

σ3 =
r sech(
√
r ξ)
1 + µ sech(
√
r ξ)
τ3 =
√
r tanh(
√
r ξ)
1 + µ sech(
√
r ξ)
.
(2.10)
4. Case IV:
If e = −1, ρ = 1 and r > 0 :

σ4 =
r csch(
√
r ξ)
1 + µ csch(
√
r ξ)
τ4 =
√
r coth(
√
r ξ)
1 + µ csch(
√
r ξ)
.
(2.11)
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Step 2. Substituting (2.5), along with (2.6) and (2.7) into (2.4) and collecting all
terms with the same power in σi(ξ)τ j(ξ), we get a polynomial in the two variables
σ(ξ) and τ(ξ). This polynomial has the form
aσ(ξ)m+5 + bσ(ξ)2m+3 + cσ(ξ)m+4τ(ξ) + dσ(ξ)3m+1 +
+eσ(ξ)2m+2τ(ξ) + other terms of lower degree (2.12)
We assume that m ≥ 1 to avoid trivial solutions. The degrees of the highest terms
are m+5 ( the degree of the terms aσ(ξ)m+5 and cσ(ξ)m+4τ(ξ)), 2m+3 ( the degree
of the term bσ(ξ)2m+3 ) and 3m + 1 ( the degree of the term dσ(ξ)3m+1 ). There
are two integer values of m for which 3m + 2 = 2m + 3 or 3m + 1 = m + 5 or
2m + 3 = m + 5. These are m = 1 and m = 2. We are going to find solutions
for m = 1 ( the case m = 2 is not considered here ). When m = 1 solutions have
the form v(ξ) = a0 + a1σ(ξ) + b1τ(ξ) and equating in (2.12) the coefficients of every
power of σ(ξ) and of every term of the form σj(ξ)τ(ξ) to zero, we obtain the following
algebraic system in the variables a0, a1, b1, . . . :
1. e7 (µ2 + ρ)
2
a1 = 0
2. e8 (µ2 + ρ)
3
b1 = 0
3. e5 (µ2 + ρ)
2
(6µe3 − 3µe+ 4a1) b1 = 0
4. e4 (µ2 + ρ) (2rµa1e
3 − µ2b21e− ρb21e− rµa1e + ra21) = 0
5. (e− 1)(e+ 1)r (2re3 − re− 3a0) b21 = 0
6. 120r2a1e
7 − 180r2a1e5 − 180ra0a1e4 + 61r2a1e3 + 150ra0a1e2 + 180a20a1e+ λa1e
−960rµb21e5 + 1230rµb21e3 + 720µa0b21e2 − 540ra1b21e2 − 300rµb21e− 360µa0b21
+360ra1b
2
1 = 0
7. 16r2µa1e
7 − 20r2µa1e5 + 8r2a21e4 − 12rµa0a1e4 + 5r2µa1e3 − 6r2a21e2 + 6rµa0a1e2
−48rµ2b21e5 − 16rρb21e5 + 46rµ2b21e3 + 12rρb21e3 + 12µ2a0b21e2 − 12ra0a21e− 6rµ2b21e
+12e2ρa0b
2
1 − 36e2rµa1b21 + 12rµa1b21 = 0
4
8. 24rµ2a1e
6 + 8rρa1e
6 − 22rµ2a1e4 − 6rρa1e4 − 6µ2a0a1e3 − 6ρa0a1e3 + 3rµ2a1e2
−32µ3b21e4 − 32µρb21e4 + 16rµa21e3 + 17µ3b21e2 + 17µρb21e2 − 7rµa21e+ 6ra31
−18eµ2a1b21 − 18eρa1b21 = 0
9. (e− 1)(e+ 1)rb1(120r2e6 − 120r2e4 − 180ra0e3 + 16r2e2 − 180rb21e
+60ra0e + 180a
2
0 + λ) = 0
10. b1(720r
2µe8 − 1320r2µe6 + 662r2µe4 − 61r2µe2 + 2λµe2 − 150rµa0e− λµ
−720rµa0e5 + 480r2a1e5 + 840rµa0e3 − 540r2a1e3 + 360µa20e2 + 90r2a1e− 180µa20
−720rµb21e3 − 720ra0a1e2 + 540rµb21e+ 360ra0a1) = 0
11. b1(1800r
2µ2e8 − 2880r2µ2e6 − 480r2ρe6 + 1186r2µ2e4 + 136r2ρe4 − 75r2µ2e2 + λµ2e2
+360r2ρe8 − 1080rµ2a0e5 − 360rρa0e5 + 960rµ2a0e3 + 240rρa0e3 + λρe2 − 90rµ2a0e
+1920r2µa1e
5 − 1800r2µa1e3 + 180µ2a20e2 + 180ρa20e2 − 1440rµa0a1e2 + 210r2µa1e
+360rµa0a1 − 1080rµ2b21e3 − 360rρb21e3 + 540r2a21e2 + 540rµ2b21e
+180rρb21e− 180r2a21) = 0
12. b1(80rµ
3e8 + 48rµρe8 − 104rµ3e6 − 56rµρe6 + 31rµ3e4 + 13rµρe4 − rµ3e2
−24µ3a0e5 − 24µρa0e5 + 96rµ2a1e5 + 12µ3a0e3 + 12µρa0e3 − 66rµ2a1e3 + 4rµ2a1e
+32rρa1e
5 − 18rρa1e3 + 36rµa21e2 − 24µ2a0a1e2 − 24ρa0a1e2 + 6µ3b21e− 6rµa21
−24µ3b21e3 − 24µρb21e3 + 6µρb21e) = 0
13. 30e2 (µ2 + ρ) b1(60rµ
2e6 + 12rρe6 − 56rµ2e4 − 8rρe4 − 6µ2a0e3 + 9rµ2e2
−6ρa0e3 + 64rµa1e3 − 6µ2b21e− 6ρb21e− 24rµa1e+ 18ra21) = 0
Step 3. ( This is the more difficult step ) Solving the previous system for r, µ, a0,
a1, b1 with the aid of rMathematica 6.0 we get b1 = 0, so solutions have the form
u = a0 + a1σ(x+ λ t). Tables 1, 2, 3 and 4 show the results of calculations.
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a0 a1 µ u(x, t); ξ = x+ λ t
1
60
(
5r −
√
5
√
r2 − 4λ
) 1
2
−1 1
60
(
5r −
√
5
√
r2 − 4λ
)
+
r csc (
√
r ξ)
2 (1− csc (√r ξ))
1
60
(
5r +
√
5
√
r2 − 4λ
) 1
2
−1 1
60
(
5r +
√
5
√
r2 − 4λ
)
+
r csc (
√
r ξ)
2 (1− csc (√r ξ))
1
60
(
5r +
√
5
√
r2 − 4λ) −1
2
1
1
60
(
5r +
√
5
√
r2 − 4λ)− r csc (√r ξ)
2 (1 + csc (
√
r ξ))
√
λ
6
−1
2
1
√
λ
6
−
√
λ csc
(
4
√
4λ ξ
)
1 + csc
(
4
√
4λ ξ
)
Table 1 : Solutions for r > 0, e = 1 and ρ = 1.
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a0 a1 µ u(x, t); ξ = x+ λ t
1
60
(
−5r −
√
5
√
r2 − 4λ
)
− i
2
−i 1
60
(
−5r −
√
5
√
r2 − 4λ
)
+
1
2
r
(
1 +
1
csc
(√−r ξ)− 1
)
1
60
(−5r +√5√r2 − 4λ) − i
2
−i 1
60
(−5r +√5√r2 − 4λ)+ 1
2
r
(
1 +
1
csc
(√−r ξ)− 1
)
1
60
(
−5r +
√
5
√
r2 − 4λ
) i
2
i
1
60
(
−5r +
√
5
√
r2 − 4λ
)
+
1
2
r
(
1− 1
csc
(√−r ξ)+ 1
)
−5
√
λ
6
+
√
λ
6
i
2
i
√
λ
csc
(
4
√
4λ ξ
)
+ 1
Table 2 : Solutions for r < 0, e = −1 and ρ = 1.
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a0 a1 µ u(x, t); ξ = x+ λ t
1
60
(
5r −
√
5
√
r2 − 4λ
) 1
2
−1 1
60
(
5r −
√
5
√
r2 − 4λ
)
+
r sec (
√
r ξ)
2 (1− sec (√r ξ))
1
60
(
5r +
√
5
√
r2 − 4λ
) 1
2
−1 1
60
(
5r +
√
5
√
r2 − 4λ
)
+
r sec (
√
r ξ)
2 (1− sec (√r ξ))
1
60
(
5r −
√
5
√
r2 − 4λ
)
−1
2
1
1
60
(
5r −
√
5
√
r2 − 4λ
)
− r sec (
√
r ξ)
2 (sec (
√
r ξ) + 1)
1
60
(
5r +
√
5
√
r2 − 4λ) −1
2
1
1
60
(
5r +
√
5
√
r2 − 4λ)− r sec (√r ξ)
2 (sec (
√
r ξ) + 1)
−
√
λ
6
1
2
−1 −
√
λ
6
− 1
2
√
λ csch2
(
4
√
λ
4
ξ
)
−
√
λ
6
−1
2
1 −
√
λ
6
+
√
λ
cosh
(
4
√
4λ ξ
)
+ 1
√
λ
6
1
2
−1
√
λ
6
+
√
λ sec
(
4
√
4λ ξ
)
1− sec
(
4
√
4λ ξ
)
Table 3 : Solutions for e = 1 and ρ = −1.
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a0 a1 µ u(x, t); ξ = x+ λ t
1
60
(
−5r −
√
5
√
r2 − 4λ
)
−1
2
−1 1
60
(
−5r −
√
5
√
r2 − 4λ
)
− r sech (
√
r ξ)
2 (1− sech (√r ξ))
1
60
(
−5r +
√
5
√
r2 − 4λ
)
−1
2
−1 1
60
(
−5r +
√
5
√
r2 − 4λ
)
− r sech (
√
r ξ)
2 (1− sech (√r ξ))
1
60
(
−5r −
√
5
√
r2 − 4λ
) 1
2
1
1
60
(
−5r −
√
5
√
r2 − 4λ
)
+
r sech (
√
r ξ)
2 ( sech (
√
r ξ) + 1)
1
60
(−5r +√5√r2 − 4λ) 1
2
1
1
60
(−5r +√5√r2 − 4λ)+ r sech (√r ξ)
2 ( sech (
√
r ξ) + 1)
−
√
λ
6
−1
2
−1 −
√
λ
6
−
√
λ sech
(
4
√
4λ ξ
)
1− sech
(
4
√
4λ ξ
)
−
√
λ
6
1
2
1 −
√
λ
6
+
√
λ sech
(
4
√
4λ ξ
)
sech
(
4
√
4λ ξ
)
+ 1
Table 4 : Solutions for r > 0, e = −1 and ρ = −1.
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3 Conclusions
In this paper, by using the projective Riccati equation method and the help of sym-
bolic computation system Mathematica, we obtain some exact solutions for the equa-
tion (1.2). The projective Riccati equation method is more complicated than others
methods ( for example, the tanh method ) in the sense that the algebraic system in
many cases demands a lot of time to be solved. On the other hand, this method
allows us to obtain some new exact solutions.
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