In this paper, we establish sharp two-sided estimates for the Green functions of relativistic stable processes (i.e. Green functions for non-local operators m − (m
Introduction
Suppose that X is a Markov process in R d and D is an open subset of R d . The Green function G D (x, y) of X in D is the occupation density of the subprocess X D of X killed upon exiting D and is a very important quantity in probability theory. It is also very important in PDE since it can be used to solve the Poisson equations associated with the generator of X in D with zero exterior condition. In general, one can not get a closed form analytic expression of G D (x, y), so twosided sharp estimates on G D (x, y) are very valuable. In this paper, we will derive sharp estimates on the Green functions for relativistic α-stable processes in half-space-like The limiting case X 0 , corresponding to m = 0, is simply a (rotationally) symmetric α-stable (Lévy) process in R d which we will simply denote as X. The infinitesimal generator of X m is m − (m 2/α − ∆) α/2 . Note that when m = 1, this infinitesimal generator reduces to 1 − (1 − ∆) α/2 . Thus the 1-resolvent kernel of the relativistic α-stable process X 1 in R d is just the Bessel potential kernel. When α = 1, the infinitesimal generator reduces to the so-called free relativistic Hamiltonian m − √ −∆ + m 2 . The operator m − √ −∆ + m 2 is important in mathematical physics due to its correspondence with the kinetic energy of a relativistic particle with mass m, see [20] . Physical models related to this operator have been much studied over the past 30 years and there exists a huge literature on the properties of relativistic Hamiltonians (see, for example, [6, 15, 20, 26, 27, 34] ). For recent papers in the mathematical physics literature related to the relativistic Hamiltonian, we refer the readers to [14, 16, 17, 32] and the references therein. Various fine properties of relativistic α-stable processes have been studied recently in [4, 11, 12, 19, 21, 22, 25, 28] . In particular, the following sharp estimates described in Theorem 1.1 below on the transition densities p m D (t, x, y) of X m in C 1,1 open sets D have been obtained very recently in [9] . Recall that an open set D in R d (when d ≥ 2) is said to be a C 1,1 open set if there exist a localization radius R > 0 and a constant Λ 0 > 0 such that for every z ∈ ∂D, there is a C 1,1 -function φ = φ z : R d−1 → R satisfying φ(0) = 0, ∇φ(0) = (0, . . . , 0), ∇φ ∞ ≤ Λ 0 , |∇φ(x) − ∇φ(z)| ≤ Λ 0 |x − z|, and an orthonormal coordinate system CS z y = (y 1 , · · · , y d−1 , y d ) := ( y, y d ) with origin at z such that B(z, R) ∩ D = {y = ( y, y d ) ∈ B(0, R) in CS z : y d > φ( y)}. We call (R, Λ 0 ) the C 1,1 characteristics of D. By a C 1,1 open set in R we mean an open set which can be expressed as the union of disjoint intervals so that the minimum of the lengths of all these intervals is positive and the minimum of the distances between these intervals is positive. Note that a C 1,1 open set may be unbounded and disconnected. In this paper, we use ":=" as a way of definition. For a, b ∈ R, a ∧ b := min{a, b} and a ∨ b := max{a, b}.
be the distance between x and D c .
where φ(r) = e −r (1 + r (d+α−1)/2 ).
(ii) Suppose in addition that D is bounded. For any M > 0 and T > 0, there exist 
The following result is given in [9, Theorem 1.2]. 
The above theorem implies that, in any bounded C 
Although large time heat kernel estimates when D is unbounded are unavailable, by using the short time heat kernel estimates in Theorem 1.1(i), the uniform Harnack inequality (Theorem 2.3), the uniform boundary Harnack principle (Theorem 2.6), the two-sided Green function estimates on the upper half space from [19] (where some corrections and modifications are needed, see Theorems 3.1 below for details) and a comparison idea from [13] , we are able to obtain sharp two-sided estimates on the Green function G m D (x, y) when D is a half-space-like C .7) can not reduce the proof of Theorem 1.3 to the case m = 1. This is because for a half-space-like
The rest of the paper is organized as follows. In Section 2 we recall some basic facts about X m and prove some preliminary uniform results on X m , such as the uniform Harnack inequality and the uniform boundary Harnack principle. The proof of Theorem 1.3 is given in Section 3.
In the remainder of this paper, we assume that m > 0. We will use capital letters C 1 , C 2 , . . . to denote constants in the statements of results, and their labeling will be fixed. The lower case constants c 1 , c 2 , . . . will denote generic constants used in proofs, whose exact values are not important and can change from one appearance to another. The labeling of the lower case constants starts anew in every proof. The dependence of the lower case constants on the dimension d will not be mentioned explicitly. We will use ∂ to denote a cemetery point and for every function f , we extend its definition to ∂ by setting f (∂) = 0. We will use dx to denote the Lebesgue measure in R d .
Uniform boundary Harnack principle for relativistic stable processes
The Lévy measure of the relativistic α-stable process X m , defined in (1.1), has a density
which is continuous and radially decreasing on R d \ {0} (see [28, Lemma 2] ). Here and in the rest of this paper Γ is the Gamma function defined by Γ(λ) :
Using change of variables twice, first with u = |x| 2 v then with v = 1/s, we get
where
which is a decreasing smooth function of r 2 satisfying ψ(0) = 1, ψ(r) ≤ 1 and
for some c 1 > 1 (see [12, pp. 276-277] for details). We denote the Lévy density of X by
The Lévy density gives rise to a Lévy system for X m , which describes the jumps of the process X m : for any non-negative measurable function f on R + × R d × R d with f (s, y, y) = 0 for all y ∈ R d , x ∈ R d and stopping time T (with respect to the filtration of X m ), .2), will be used later in this paper. For any a > 0 and M > 0, there exist positive constants C 9 and C 10 depending on a and M such that for any m ∈ (0, M ],
and
We will use p m (t, x, y) = p m (t, x − y) to denote the transition density of X m and use p(t, x, y) to denote the transition density of X. It is known (see [11] From (1.1), one can easily see that X m has the following scaling property:
The following result is established in [9] .
Theorem 2.1 There exist positive constants R 0 and C 11 > 1 depending only on d and α such that for any m ∈ (0, ∞), any ball B of radius r ≤ R 0 m −1/α ,
In the remainder of this paper, R 0 will always stand for the constant in Theorem 2.1.
A real-valued function u defined on R d is said to be harmonic in an open set D ⊂ R d with respect to X m if for every open set B whose closure is a compact subset of D,
for every x ∈ B.
A real-valued function u defined on R d is said to be regular harmonic in an open set D ⊂ R d with respect to X m if
Clearly, a regular harmonic function in D is harmonic in D.
For any Greenian open set D and any
is harmonic in D \ {x} with respect to X m and regular harmonic in D \ B(x, ε) with respect to X m for every ε > 0.
For any bounded open set U , define the Poisson kernel for X m on U as
We will use K U to denote the Poisson kernel of X on U . It is well-known (see [1] ) that for x 0 ∈ R d and r > 0,
Proposition 2.2 There exist C 12 , C 13 > 1 depending only on d and α such that for every m > 0,
, and
for every U ⊂ B(x 0 , r) and (x, y) ∈ U × (R d \ B(x 0 , 3r/2)). In particular, there exists C 14 > 1 depending only on d and α such that
Proof. Without loss of generality, we assume x 0 = 0. First of all, by (2.1), (2.8) and Theorem 2.1,
For the remainder of the proof, we assume r ∈ (0, R 0 m −1/α ].
For z ∈ B(0, r) and r < |y| < 2R 0 m −1/α , 
On the other hand, for z ∈ B(0, r) and |y| ≥ 2R 0 m −1/α ,
Thus for z ∈ B(0, r) and |y| ≥ 2R 0 m −1/α ,
Moreover, for z ∈ B(0, r) and 3r/2 < |y| ≤ 2R 0 m −1/α , using (2.13),
Thus for z ∈ B(0, r) and 3r/2 < |y| ≤ 2R 0 m −1/α ,
Using these, (2.1), (2.8) and the fact that ( 5 ) d+α J(y) ≤ J(y, z) ≤ 3 d+α J(y) for z ∈ B(0, r) and 3r/2 < |y|, we have
We have proved (2.11). Now (2.12) follows by (2.11), Theorem 2.1 and the estimates of G B(0,r) (x, y). 2
The next proposition is proved in [9, Theorem 2.9] as a consequence of the uniform parabolic Harnack inequality established there. We give a different proof for completeness. for all x, y ∈ B(x 0 , r/2).
Proof. Since X m satisfies the hypothesis H in [33] , by [33, Theorem 1] we have P x (X τ m B(x 0 ,r) ∈ ∂B(x 0 , r)) = 0, thus for x ∈ B(x 0 , r),
Thus for r ∈ (0, R 0 m −1/α ], the theorem follows from (2.9) and Proposition 2.2. When r ∈ (R 0 m −1/α , 4m −1/α ], we apply the usual chain argument to get the conclusion of the theorem. 2
To get our uniform Green function estimates in half-space-like open sets, we need a uniform boundary Harnack principle (Theorem 2.6 below). We emphasize that Theorem 2.6 is not a direct consequence of the boundary Harnack principle in [24] . 
∈ B(A, κr) .
Proof. The proof of this Lemma is similar to that of [31, Lemma 3.3] . We spell out the details here for the readers' convenience. Without loss of generality we assume that z = 0. Fix a point x ∈ U \ B(A, κr) and let B := B(A, 4 ) c ∩ U , it follows from (2.9) and (2.10) that Thus we get from (2.8) that for w ∈ B(A,
Using this and applying Theorem 2.3 we get
Using the harmonicity of G m U (·, A) in U \ {A} with respect to X m , we can split G m U (·, A) into two parts: Using this and (2.14) twice, we have
On the other hand, since by (2. 
∈ B(A, κr) . 
Take a sequence of radial functions
and that i,j | Using this inequality and the fact that J m ≤ J, we have
When U ⊂ B(0, r) for some r ∈ (0, 1), we get, by combining (2.17) and (2.18) , that for any x ∈ U ∩ B(0, r 2 ),
Combining this with (2.16), we have proved the lemma. 
for some constant C 17 > 0 depending only on d, α, κ.
Proof. Without loss of generality, we may assume z = 0 and x ∈ D ∩ B(0, 3 2 r). The left hand side inequality in the conclusion of the lemma is obvious, so we only need to prove the right hand side inequality.
Using (2.11) in Proposition 2.2 and then applying Theorem 2.1 and the Green function estimates of X on balls, we have that 
In the first equality above we have used the fact that u vanishes on D c ∩ B(0, σ). Since |x| < 3 2 r < 10 6 r < σ < 11 6 r < 2r < R 0 m −1/α , from Proposition 2.2 and (2.9) we have
Hence, combing this with (2.19)
Using Lemmas 2.4-2.5, we can repeat the argument in the proof of the boundary Harnack principle in [2, 24, 31 ] to arrive at our uniform boundary Harnack principle. We spell out the details for the readers' convenience. 
Proof. Fix r ∈ (0, 1 2 R 0 m −1/α ] throughout this proof. Without loss of generality we may assume that z = 0 and u(A) = v(A). Define
If D ∩ {y ∈ R d : r ≤ |y| < 3r/2} is empty, then, since u vanishes on D c ∩ B(0, 2r), u 1 = 0 and the inequality (2.24) below holds trivially. So we assume D ∩ {y ∈ R d : r ≤ |y| < 3r/2} is not empty. Then by Lemmas 2.4 and 2.5 , for x ∈ D ∩ B(0, r 2 ), we have
Using (2.22), the analogue of (2.23) for v and the assumption that u(A) = v(A), we get that for
for some constant c 4 = c 4 (κ) > 0. On the other hand, by (2.11), for x ∈ D ∩ B(0, r), we have 25) for some constant c 7 > 1. Applying (2.25) to u and v and Lemma 2.5 to v and v 2 , we obtain for
for some constant c 8 > 0. Combining (2.21), (2.24) and (2.26), we have
for every x ∈ D ∩ B(0, r/2).
3 Green function estimates
In this section, we present the proof of Theorem 1.3.
is defined before the statement of Theorem 1.3.
Proof. Since by (2.7),
it suffices to consider m = 1. When m = 1, the d ≥ 2 case of this theorem is essentially established in [19, Theorem 5.3] . However there is an error in the statement of [19, Theorem 5.3] for the case of |x − y| ≤ 3, where the terms
should be replaced by
. 
Another typo occurred in [5, (21) and (22)], where the term δ(x) ∧ δ(y) ∧ 1 should be δ(x)δ(y) |x − y| ∧ 1.
With these corrections, the desired Green function estimates can then be established as in [19, Theorem 5.3] . Now we deal with the case d = 1. In the remainder of this proof the notation f ≍ g means that there are positive constants c 1 and c 2 depending only on α so that c 1 g(x) ≤ f (x) ≤ c 2 g(x) in the common domain of definition for f and g. We first claim that (i) For α > 1 and x, y > 0,
(ii) For α = 1 and x, y > 0,
when |x − y| < 1 ∧ x ∧ y. (iii) For 0 < α < 1 and x, y > 0,
when |x − y| < 1. By (3.2)-(3.4), we only need to consider the case |x − y| < 3. So in the remainder of the proof, we assume that x ≤ y and |x − y| = y − x < 3. We first deal with the case α = 1. We consider three subcases separately. (a) x ≤ 1 and x ≤ y − x: In this case, we have y = x + (y − x) ≤ 2(y − x). Since y − x < 3, we have
(b) x ≤ 1 and y − x < x: In this case, we have x ≤ y ≤ 2x and
Thus by (3.3),
In this case, since y − x < 3 we have x ≤ y ≤ 4x. Thus by (3.3), if y − x < 1 log 2
If 1 ≤ y − x < 3, we have log 2
y−x ≥ 1 and x > 1, we get
Now we consider the case α > 1. Again we divide into three subcases. (a) x ≤ 1 and x ≤ y − x: In this case, we have (y − x) ≤ y ≤ 2(y − x) ∧ 4 and so
Thus by (3.2)
From this we immediately get
(b) x ≤ 1 and y − x < x: In this case, we have x ≤ y ≤ 2x, and by (3.2) 1 2
Again (3.7) follows immediately. (c) x > 1: In this case, since y − x < 3 we have x ≤ y ≤ 4x, and by (3.2)
Now we consider the case α < 1. The subcase x > 1 is clear from (3.4) . Note that
(a) x ≤ 1 and x ≤ y − x: In this case, we have (y − x) ≤ y ≤ 2(y − x) ∧ 4 and so
Thus by (3.4),
(b) x ≤ 1 and y − x < x: In this case, we have x ≤ y ≤ 2x, so
Thus (3.8) follows from (3.4). 2
As a consequence of this theorem, we can easily see that, for any b > 1, there exists a positive constant c such that
The inequalities in the next lemma can be proved by elementary calculus and will be used several times without being mentioned explicitly. We will also use the following fact several times in this section. In the remainder of this proof, for each x ∈ D, we define This completes the proof for the case d = 1. 2
