Dysarthria is a motor speech disorder, resulting in mumbled, slurred or slow speech that is generally difficult to understand by both humans and machines. Traditional Automatic Speech Recognizers (ASR) perform poorly on dysarthric speech recognition tasks. In this paper, we propose the use of deep autoencoders to enhance the Mel Frequency Cepstral Coefficients (MFCC) based features in order to improve dysarthric speech recognition. Speech from healthy control speakers is used to train an autoencoder which is in turn used to obtain improved feature representation for dysarthric speech. Additionally, we analyze the use of severity based tempo adaptation followed by autoencoder based speech feature enhancement. All evaluations were carried out on Universal Access dysarthric speech corpus. An overall absolute improvement of 16% was achieved using tempo adaptation followed by autoencoder based speech front end representation for DNN-HMM based dysarthric speech recognition.
Introduction
Neurological injury or disease such as Amyotrophic lateral sclerosis (ALS), Parkinsons disease (PD) or cerebral palsy resulting in weakness, paralysis, or a lack of co-ordination of the motor-speech system manifests as a speech disorder known as dysarthria. Dysarthria leads to reduction in intelligibility, audibility, naturalness, and efficiency of vocal communication. Owing to the motor impairment, interaction with electronic devices using speech is more effective than through keyboard input [1] . Inter-speaker and intra-speaker inconsistencies in the acoustic space as well as the sparseness of data poses a serious challenge in building automatic speech recognition engine (ASR) system for dysarthric speech. Speaker adaptation based ASR systems and dysarthric speech enhancement to match the characteristics of normal speech are two popular techniques that have been employed to address this challenge.
In [2] , a similarity measure between dysarthric speakers to select relevant speaker data for training rather than speaker independent acoustic models, followed by maximum a posteriori (MAP) adaptation has been used. In [3] a more suitable prior model for adaptation based on the dysarthric speaker's acoustic characteristics has been used to achieve improved recognition. ASR accuracy was shown to improve by representing dysarthric speech in terms of articulatory models in [1, 4, 5] . In [6] , a set of MFCC features, that best represent dysarthric acoustic features was selected to be used in Artificial Neural Network (ANN)-based ASR. A hybrid adaptation using maximum likelihood linear regression (MLLR) and MAP [7] have been used to improve dysarthric speech recognition. Voice parameters such as jitter and shimmer features along with a multi-taper spectral estimation have been used along with feature space maximum likelihood linear regression (fMLLR) transformation and speaker adaptation to obtain improved dysarthric speech recognition [8] .
In [9] , the modifications to prosody, spectral content, regions of the signal containing formants, and effects of signal processing on dysarthric speech have been studied. Transformations of dysarthric speech in both the temporal as well as spectral domain have been employed so as to match the characteristics of normal speech. In another study [10] , transformations in the temporal domain by adjusting the tempo of speech using phase vocoding, spectral domain transformation using anchorbased morphing of the spectrum and phoneme level correction of pronunciation were used to give improved intelligibility and was validated both by human listeners and ASR based recognition. In [11] , vowel space transformations by manipulating vowel duration and formants F1 -F3 stable points were shown to improve the intelligibility of dysarthric speech. In their work [12] , authors use speech synthesis to produce utterances with improved intelligibility corresponding to a dysarthric utterance using the dysarthric speaker characteristics. Yet another aspect that has been used to improve ASR performance is based on the severity of the Dysarthria. Traditionally, speech intelligibility has been an indicator of severity of the speech disorder [13] . An understanding of severity has contributed to improved speech recognition of dysarthric speech as seen in [7, 14, 15] .
Deep Autoencoder (DAE) based feature enhancement technique provides significant performance gain for speech recognition. A variant of basic DAE, deep denoising autoencoders (DDA) have been used to enhance speech features especially in noisy conditions [16, 17, 18] . DDAs are also efficiently used for reverberant speech recognition [19] . In [20] a DDA is pretrained as restricted Boltzmann machines (RBMs) and then a nonlinear mapping from noisy to clean features is learned from corresponding clean speech features. Generally, a DDA learns a stochastic mapping from noisy to clean by using clean features for fine tuning.
In this paper, we train the deep autoencoder network using healthy control speech which is in turn used to enhance the speech features of dysarthric speech. We propose a method to improve the recognition of dysarthric speech using enhanced speech features that have been extracted using a Deep Autoencoder (DAE). Additionally, we extend our earlier work [21] , wherein we transform the dysarthric speech in the temporal domain using severity-based tempo adaptation (TA) and use the tempo adapted dysarthric speech prior to feature enhancement using a DAE. We analyse the contribution of the individual techniques towards improvement in speech recognition as well as tempo adaptation and DAE-based feature enhancement in tandem. To the best of our knowledge, autoencoder-based speech feature enhancement for dysarthric speech has not been attempted so far and is the main contribution of this paper.
The rest of the paper is organized as follows. Section 2 describes the methodology employed to enhance speech features for dysarthric speech recognition, Section 3 discusses the various experimental setups and a description of the data used, Section 4 describes the results and analysis and we conclude in Section 5.
Speech Feature Enhancement
In this paper, we propose (a) an improved front-end speech processing through enhanced speech features using deep autoencoders (DAE) and (b) a combination of dysarthric speech transformation in the temporal domain followed by features enhancement using DAE. Figure 1 shows an overview of the proposed setup for improved dysarthric speech recognition. An autoencoder comprises two blocks, the encoder and the decoder. The objective of the encoder is to transform a higher dimensional input feature vector into a lower dimensional representation at the bottleneck layer. The bottleneck features are then transformed into a higher dimensional representation at the decoder end of the autoencoder, the input and output features drive the learning of the autoencoder, to ensure that the bottleneck layer presents a lower dimensional representation of the input features. Encoding operation can be represented as
where
• y is the bottleneck feature vector representation of the input feature vector x, which propagates through hidden layers.
• θ = {W, b}, where W and b are the weights and biases of the network respectively.
• s is an activation function, linear or non-linear.
At the decoder, the bottleneck feature vector y which propagates through hidden layers is mapped to the higher dimensional representation z at the output stage as
Thus, the output of the DAE can be represented as a function of the weights and biases of the encoder and decoder stages, namely {θ , θ } and written as z = g(θ ;(f (θ; x)). DAE parameters θ and θ are optimized such that z is as close as possible to input/target x and maximizes P (x|z). The autoencoder parameters are optimized using mean square error (MSE) backpropagation between target x and network output z.
Unsupervised feature extraction using modified DAE
Unsupervised feature learning is currently being used as an alternative to the conventional MFCC features. In this paper, we modify the DAE architecture to suit the purpose of enhancing dysarthric speech features as shown in Figure 3 . The DAE parameters (θ1, θ2 and θ ) are learned from healthy control speech. We have used MFCC features from healthy control speech as input and target, as shown in Figure 3 (a). Learned parameters (θ1, θ2 and θ ) represent the weights and biases of the DAE which provides the minimum MSE between the input and target at the time of autoencoder training. θ1, θ2 are encoder parameters and θ is the decoder parameter of the network where θ1 = {W 1, b1}, θ2 = {W 2, b2} and θ = {W , b }. We extract enhanced features from dysarthric speech using the trained autoencoder parameters. We use these enhanced features as input to the decoding process.
Severity based Tempo Adaptation (TA)
We examined the improvement in dysarthric speech recognition using severity-based tempo adaptation in one of our earlier works [21] . Dysarthric speech severity level classification was carried out using techniques mentioned in [22] . Malfunctioning of the motor nervous system impacts the precision and Figure 3 : (a) Modified DAE architecture for Training (learning parameter θ1, θ2and θ ) (b) Feature extraction for dysarthric speech using learned DAE parameters flexibility of the vocal folds, articulators and other speech subsystems, leading to reduced prosodic control. This manifests as longer duration for sonorants in dysarthric speech as compared to normal healthy speech [10] . Temporal reduction of sonorant regions emerges as a possible enhancement to dysarthric speech to provide improved intelligibility, both to human listeners as well as the ASR systems. This process is referred to as tempo adaptation. Tempo adaptation based on the knowledge of severity of the dysarthric speech was found to be beneficial since the adaptation parameter α could be learned for a specific severity level, empirically using healthy control speech data and dysarthric speech of various severity levels, where exact the same words are spoken by both healthy control speakers and dysarthric speakers. Consider a spoken word whose average sonorant duration for healthy control speakers is d hc and that for a dysarthric utterance is d dys . The tempo adaptation parameter for the each word is computed as
An average tempo adaptation parameter was computed for each speaker and it was found that tempo adaptation can be carried out by selecting an α value that would suit all the speakers at a certain severity level. Tempo adaptation needs to be carried out in a manner so as to not affect the pitch of the sonorant regions of dysarthric speech. A phase vocoder based on shorttime Fourier transform (STFT) is used [23] . Let X(F ) be the Fourier transform of a speech signal x(t), x(t) F ←→ |X(F )| · Θ, where |X(F )| is the magnitude and Θ = ∠X(F ) is the phase. Magnitude spectrum and phase of the STFT are either interpolated or decimated based on the adaptation parameter (α), where the magnitude spectrum is directly used from the input magnitude spectrum and phase values are chosen to ensure continuity. This ensures that the pitch of the time-warped sonorant region is intact. For the frequency band at frequency f and frames i and j > i in the modified spectrogram, the phase Θ is predicted as
If the modified magnitude and phase spectrum are represented as |X (F )| and ∠Θ , the spectrogram is then converted into a time-domain signal using inverse Fourier transform, wherein the tempo of the sonorant regions are adapted with the pitch unchanged as |X (F )| · Θ F −1 ←→ x (t) Additionally, we explore the possibility of using severitybased tempo adaptation in tandem with DAE-based feature enhancement as shown in Figure 1. 
Experimental Setup
Data from Universal Access (UA) speech corpus [24] was used for both training and testing. UA dysarthric speech corpus comprises data from 13 healthy control (HC) speakers and 15 dysarthric (DYS) speakers with cerebral palsy. Three blocks of data were collected for each speaker such that in each block a speaker recorded 10 digits, 26 international radio alphabets, 19 computer commands, 100 common words and 100 uncommon words such that each speaker recorded 455 distinct words and a total of 765 isolated words. Speech intelligibility ratings for each dysarthric speaker, as assessed by five naive listeners are also included in the corpus. Based on this evaluation, speakers were divided into four different categories. We have used this information to analyze the performance of our recognition systems at different dysarthria severity level.
Tempo adaptation parameters as shown in Table 1 , were empirically determined for different severity levels in the UA speech corpus as described in [21] . We use the Kaldi [25] toolkit-based deep autoencoder for our experiments. The architecture of deep autoencoder (DAE) was 143-200-200-13, with 143 nodes in the input layer, where 13 dimensional MFCC with a splicing of 11 contextual frames, 200 neurons in each hidden layer and 13 nodes in the output layer. All neurons had sigmoid activation in all the layers. To demonstrate the ability of autoencoder to capture general spectral information, autoencoder was trained using training data as mentioned in Table 2 for each of the four configurations.
Speech recognition
Kaldi toolkit [25] was used for DNN-HMM based dysarthric speech recognition. The system was trained using a maximum likelihood estimation (MLE) training approach along with 100 senones and 8 Gaussian mixtures. Cepstral mean and variance normalization (CMVN) was applied on each of the above sets of features. Dimensionality reduction was done using Linear Discriminant Analysis (LDA), wherein LDA builds HMM states using feature vectors with a reduced feature space. We use a context of 6 frames (3 left and 3 right) to compute LDA. The feature vector size post LDA is set to 40.
The input layer of DNN has 360 (40 × 9 frames) dimensions using a left and right context of 4 frames. The output layer has a dimension of 96 (number of senones available in the data). Two hidden layers with 512 nodes in each layer were used. Dysarthric speech recognition was carried out by using a constrained Language Model (LM), wherein we restrict the recognizer to give one word as output per utterance.Performance of each of the recognition systems is reported in terms of word error rate (WER).
A specific combination of healthy control (HC) and dysarthric data (DYS) from each of the three blocks (B1, B2 and B3) of computer command (CC) words, were used for various experiments as described in Table 2 to prove the feasibility of the proposed method. Table 2 : Training and testing setup.
System
Training
HC-CC(B1,B3) + DYS-CC(B1,B3) DYS-CC (B2)
Experimental Results
We examine the effectiveness of two types of enhancements to dysarthric speech for automatic speech recognition purpose, namely (1) Tempo adaptation carried out in the temporal domain (2) DAE based MFCC feature enhancement. DNN-HMM based speech recognition was carried out for both the above scenarios individually and in tandem. The DAE and DNN-HMM systems were configured and trained as described in Section 3. ASR performance is reported in terms of word error rates (WERs). The following four different front-end scenarios were considered for our experiments :
• MFCC features
• Tempo adaptation followed by MFCC feature extraction.
• DAE enhanced MFCC features.
• Tempo adaptation followed by DAE enhanced MFCC features.
WERs for each configuration in Table 2 for the relevant front-end scenarios described above can be seen in Table 3 . Purpose of S-1 is to examine the impact of DAE on clean or healthy control speech. The WERs for MFCC and MFCC-DAE indicate that DAE-based speech feature enhancement has improved the recognition performance even for healthy-control or clean speech. Significant improvements were seen for all four configurations over the baseline MFCC-based ASR system when enhancements were applied. Although the tandem system showed significant improvement over the baseline (of the order of 16% for S-2) for all configurations, for S-4 the MFCC-DAE seemed to perform the best. When additional dysarthric data was included to the S-2 configuration for training the DAE and DNN-HMM systems, the performance (of S-4) significantly improved across all front-end scenarios. However, the individual front-ends performed on par or slightly better than the tandem front-end. In order to understand this better, we analyze the performances of S-2 and S-4 by looking at the performances of individual and tandem scenarios at dysarthria severity levels as shown in Table 4 .
The tempo adaptation parameter used for very low severity was 1, indicating no adaptation is performed on this set of dysarthric speech. Hence we only report the MFCC-DAE performance. The ASR performance across all front-end scenarios reduces with the increase in severity. In majority of the cases, MFCC-DAE provided the best performance or least WER. Addition of dysarthric speech to the training data has given tremendous improvement in the overall performance of S-2 configuration. However, majority of the contribution to this spike in performance comes from the performance improvement for mid and high severity dysarthric speech. Based on the severity level assessment, the tandem system performs best for mid and high severity dysarthric speech while MFCC-DAE gives significant performance gains in case of very low and low severity dysarthric speech. Several iterations with various combinations of data need to be conducted to arrive at an exact recommendation regarding the choice of front-end. However, the tandem system (TA-MFCC+DAE) performed the best or on par with MFCC-DAE in most cases.
Conclusions
The objective of this paper was to improve dysarthric speech recognition by enhancing the MFCC-based speech front end. We used deep autoencoders to enhance the Mel Frequency Cepstral Coefficients (MFCC) based features in order to improve dysarthric speech recognition. Additionally, we analyzed the use of severity-based tempo adaptation followed by autoencoder based speech feature enhancement. tempo adaptation was done in the temporal domain using a severity based parameter to match the dysarthric speech to healthy-control speech. Performance of a DNN-HMM speech recognizer for both the enhancement techniques individually as well as in tandem was analyzed. It was observed that each technique provided significant improvement over the baseline recognition. All evaluations were carried out on Universal Access dysarthric speech corpus. An overall absolute improvement of 16% was achieved using tempo adaptation followed by autoencoder based speech front end representation. Further, severity level analysis of the dysarthric recognition provided insights into the choice of frontend for each severity level, wherein the tandem system (TA-MFCC+DAE) performed exceptionally well for mid and high severity levels of dysarthria. Future work could entail optimizations of the DAE network to further improve dysarthric speech recognition.
