Gaussian processes are flexible function approximators, with inductive biases controlled by a covariance kernel. Learning the kernel is the key to representation learning and strong predictive performance. In this paper, we develop functional kernel learning (FKL) to directly infer functional posteriors over kernels. In particular, we place a transformed Gaussian process over a spectral density, to induce a non-parametric distribution over kernel functions. The resulting approach enables learning of rich representations, with support for any stationary kernel, uncertainty over the values of the kernel, and an interpretable specification of a prior directly over kernels, without requiring sophisticated initialization or manual intervention. We perform inference through elliptical slice sampling, which is especially well suited to marginalizing posteriors with the strongly correlated priors typical to function space modeling. We develop our approach for nonuniform, large-scale, multi-task, and multidimensional data, and show promising performance in a wide range of settings, including interpolation, extrapolation, and kernel recovery experiments. * Equal contribution. ‡Work done during internship with AGW.
Introduction
Practitioners typically follow a two-step modeling procedure: (1) choosing the functional form of a model, such as a neural network; (2) focusing learning efforts on training the parameters of that model. While inference of these parameters consume our efforts, they are rarely interpretable, and are only of interest insomuch as they combine with the functional form of the model to make predictions. Gaussian processes (GPs) provide an alternative function space approach to machine learning, directly placing a distribution over functions that could fit data [25] . This approach enables great flexibility, and also provides a compelling framework for controlling the inductive biases of the model, such as whether we expect the solutions to be smooth, periodic, or have conditional independence properties.
These inductive biases, and thus the generalization properties of the GP, are determined by a kernel function. The performance of the GP, and what representations it can learn, therefore crucially depend on what we can learn about the kernel function itself. Accordingly, kernel functions are becoming increasingly expressive and parametrized [15, 31, 34] . There is, however, no a priori reason to assume that the true data generating process is driven by a particular parametric family of kernels.
We propose extending the function-space view to kernel learning itself -to represent uncertainty over the kernel function, and to reflect the belief that the kernel does not have a simple parametric form. Just as one uses GPs to directly specify a prior and infer a posterior over functions that can fit data, we propose to directly reason about priors and posteriors over kernels. In Figure 1 , we illustrate the shift from standard function-space GP regression, to a function-space view of kernel learning.
Specifically, our contributions are as follows: Figure 1 : Above: A function-space view of regression on data. We show draws from a GP prior and posterior over functions in the left and right panels, respectively. Below: With FKL, we apply the function-space view to kernels, showing prior kernel draws on the left, and posterior kernel draws on the right. In both cases, prior and posterior means are in thick black, two standard deviations about the mean in grey shade, and data points given by crosses. With FKL, one can specify the prior mean over kernels to be any parametric family, such an RBF kernel, to provide a useful inductive bias, while still containing support for any stationary kernel.
• We model a spectral density as a transformed Gaussian process, providing a non-parametric function-space distribution over kernels. Our approach, functional kernel learning (FKL), has several key properties: (1) it is highly flexible, with support for any stationary covariance function; (2) it naturally represents uncertainty over all values of the kernel; (3) it can easily be used to incorporate intuitions about what types of kernels are a priori likely; (4) despite its flexibility, it does not require sophisticated initialization or manual intervention; (5) it provides a conceptually appealing approach to kernel learning, where we reason directly about prior and posterior kernels, rather than about parameters of these kernels. • We further develop FKL to handle multidimensional and irregularly spaced data, and multitask learning. • We demonstrate the effectiveness of FKL in a wide range of settings, including interpolation, extrapolation, and kernel recovery experiments, demonstrating strong performance compared to state-of-the-art methods. • Code is available at https://github.com/wjmaddox/spectralgp . Our work is intended as a step towards developing Gaussian processes for representation learning. By pursuing a function-space approach to kernel learning, we can discover rich representations of data, enabling strong predictive performance, and new interpretable insights into our modeling problems.
Related Work
We assume some familiarity with Gaussian processes [e.g., 25] . A vast majority of kernels and kernel learning methods are parametric. Popular kernels include the parametric RBF, Matérn, and periodic kernels. The standard multiple kernel learning [11, 12, 16, 24] approaches typically involve additive compositions of RBF kernels with different bandwidths. More recent methods model the spectral density (the Fourier transform) of stationary kernels to construct kernel learning procedures. Lázaro-Gredilla et al. [17] models the spectrum as independent point masses. Wilson and Adams [34] models the spectrum as a scale-location mixture of Gaussians, referred to as a spectral mixture kernel (SM). Yang et al. [39] combine these approaches, using a random feature expansion for a spectral mixture kernel, for scalability. Oliva et al. [23] consider a Bayesian non-parametric extension of Yang et al. [39] , using a random feature expansion for a Dirichlet process mixture. Alternatively, Jang et al. [15] model the parameters of a SM kernel with prior distributions, and infer the number of mixture components. While these approaches provide strong performance improvements over standard kernels, they often struggle with difficulty specifying a prior expectation over the value of the kernel, and multi-modal learning objectives, requiring sophisticated manual intervention and initialization procedures [13] .
A small collection of pioneering works [30, 31, 38] have considered various approaches to modeling the spectral density of a kernel with a Gaussian process. Unlike FKL, these methods are constrained to one-dimensional time series, and still require significant intervention to achieve strong performance, such as choices of windows for convolutional kernels. Moreover, we demonstrate that even in this constrained setting, FKL provides improved performance over these state-of-the-art methods.
Functional Kernel Learning
In this section, we introduce the prior model for functional kernel learning (FKL). FKL induces a distribution over kernels by modeling a spectral density (Section 3.1) with a transformed Gaussian process (Section 3.2). Initially we consider one dimensional inputs x and outputs y, and then generalize the approach to multiple input dimensions (Section 3.3), and multiple output dimensions (multi-task) (Section 3.4). We consider inference within this model in Section 4.
Spectral Transformations of Kernel Functions
Bochner's Theorem [5, 25] specifies that k(·) is the covariance of a stationary process on R if and only if
where τ = |x − x | is the difference between any pair of inputs x and x , for a positive, finite spectral density S(ω). This relationship is reversible: if S(ω) is known, k(τ ) can be computed via inverse Fourier transformation. Observed data is y n , corresponding to the GP output f n . The spectral density is S i for observed frequencies ω i ., and hyper-parameters are φ = {θ, γ}.
For k(τ ) to be real-valued, S(ω) must be symmetric. Furthermore, for finitely sampled τ we are only able to identify angular frequencies up to 2π/∆ where ∆ is the minimum absolute difference between any two inputs. Equation 1 simplifies to
by expanding the complex exponential and using the oddness of sine (see Eqs. 4.7 and 4.8 in Rasmussen and Williams [25] ) and then truncating the integral to the point of identifiability.
For an arbitrary function, S(ω), Fourier inversion does not produce an analytic form for k(τ ), however we can use simple numerical integration schemes like the trapezoid rule to approximate the integral in Equation 2 as
where the spectrum is sampled at I evenly spaced frequencies ω i that are ∆ ω units apart in the frequency domain.
The covariance k(τ ) in Equation (3) is periodic. In practice, frequencies can be chosen such that the period is beyond the bounds that would need to be evaluated in τ . As a simple heuristic we 0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 choose P to be 8τ max , where τ max is the maximum distance between training inputs. We then choose frequencies so that ω n = 2πn/P to ensure k(τ ) is P -periodic. We have found choosing 100 frequencies (n = 0, . . . , 99) in this way leads to good performance over a range of experiments in Section 5.
Specification of Latent Density Model
Uniqueness of the relationship in Equation 1 is guaranteed by the Wiener-Khintchine Theorem (see Eq. 4.6 of Rasmussen and Williams [25] ), thus learning the spectral density of a kernel is sufficient to learn the kernel. We propose modeling the log-spectral density of kernels using GPs. The log-transformation ensures that the spectral representation is non-negative. We let φ = {θ, γ} be the set of all hyper-parameters (including those in both the data, γ, and latent spaces, θ), to simplify the notation of Section 4.
Using Equation 3 to produce a kernel k(τ ) through S(ω), the hierarchical model over the data is
We let f (x) be a noise free function that forms part of an observation model. For regression, we can let y(x) = f (x) + (x), ∼ N (0, α 2 ) (in future equations we implicitly condition on hyper-parameters of the noise model, e.g., α 2 , for succinctness, but learn these as part of φ). The approach can easily be adapted to classification through a different observation model; e.g., p(y(x)) = σ(y(x)f (x)) for binary classification with labels y ∈ {−1, 1}. Full hyper-parameter prior specification is given in Appendix B. Note that unlike logistic Gaussian process density estimators [1, 32] we need not worry about the normalization factor of S(ω), since it is absorbed by the scale of the kernel over data, k(0). The hierarchical model in Equation 4 defines the functional kernel learning (FKL) prior, with corresponding graphical model in Figure 2 . Figure 3 displays the hierarchical model, showing the connection between spectral and data spaces.
A compelling feature of FKL is the ability to conveniently specify a prior expectation for the kernel by specifying a mean function for g(ω), and to encode smoothness assumptions by the choice of covariance function. For example, if we choose the mean of the latent process g(ω) to be negative quadratic, then prior kernels are concentrated around RBF kernels, encoding the inductive bias that function values close in input space are likely to have high covariance. In many cases the spectral density contains sharp peaks around dominant frequencies, so we choose a Matérn 3/2 kernel for the covariance of g(ω) to capture this behaviour.
Multiple Input Dimensions
We extend FKL to multiple input dimensions by either corresponding each one-dimensional kernel in a product of kernels with its own latent GP with distinct hyper-parameters (FKL separate) or having all one-dimensional kernels be draws from a single latent process with one set of hyper-parameters (FKL shared). The hierarchical Bayesian model over the d dimensions is described in the following manner:
Tying the kernels over each dimension while considering their spectral densities to be draws from the same latent process (FKL shared) provides multiple benefits. Under these assumptions, we have more information to learn the underlying latent GP g(ω). We also have the helpful inductive bias that the covariance functions across each dimension have some shared high-order properties, and enables linear time scaling with dimensionality.
Multiple Output Dimensions
FKL additionally provides a natural way to view multi-task GPs. We assume that each task (or output), indexed by t ∈ {1, . . . , T }, is generated by a GP with a distinct kernel. The kernels are tied together by assuming each of those T kernels are constructed from realizations of a single shared latent GP. Notationally, we let g(ω) denote the latent GP, and use subscripts g t (ω) to indicate independent realizations of this latent GP. The hierarchical model can then be described in the following manner:
In this setup, rather than having to learn the kernel from a single realization of a process (a single task), we can learn the kernel from multiple realizations, which provides a wealth of information for kernel learning [37] . While sharing individual hyper-parameters across multiple tasks is standard (see e.g. Section 9.2 of MacKay [18] ), these approaches can only learn limited structure. The information provided by multiple tasks is distinctly amenable to FKL, which shares a flexible process over kernels across tasks. FKL can use this information to discover unconventional structure in data, while retaining computational efficiency (see Appendix A).
Inference and Prediction
When considering the hierarchical model defined in Equation 4 , one needs to learn both the hyperparameters, φ, and an instance of the latent Gaussian process, g(ω). We employ alternating updates in which the hyper-parameters φ and draws of the latent GP are updated separately. A full description of the method is in Algorithm 1 in Appendix B.
Updating Hyper-Parameters: Considering the model specification in Eq. 4, we can define a loss as a function of φ = {θ, γ} for an observation of the density,g(ω), and data observations y(x). This loss corresponds to the entropy, marginal log-likelihood of the latent GP with fixed data GP, and the marginal log-likelihood of the data GP.
This objective can be optimized using any procedure; we use the AMSGRAD variant of Adam as implemented in PyTorch [26] . For GPs with D input dimensions (and similarly for D output dimensions), we extend Eq. 7 as
Updating Latent Gaussian Process: With fixed hyper-parameters φ, the posterior of the latent GP is
We sample from this posterior using elliptical slice sampling (ESS) [21, 20] , which is specifically designed to sample from posteriors with highly correlated Gaussian priors. Note that we must reparametrize the prior by removing the mean before using ESS; we then consider it part of the likelihood afterwards.
Taken together, these two updates can be viewed as a single sample Monte Carlo expectation maximization (EM) algorithm [33] where only the final g(ω) sample is used in the Monte Carlo expectation. Using the alternating updates (following Algorithm 1) and transforming the spectral densities into kernels, samples of predictions on the training and testing data can be taken. We generate posterior estimates of kernels by fixing φ after updating and drawing samples from the posterior distribution, p(g(ω)|f, y, φ), taken from ESS (using y as short for y(x), the training data indexed by inputs x).
Prediction: The predictive distribution for any test input x * is given by
where we are only conditioning on data x, y, and hyper-parameters φ determined from optimization, by marginalizing the whole posterior distribution over kernels k given by FKL. We use simple Monte Carlo to approximate this integral as
We sample from the posterior over g(ω) using elliptical slice sampling as above. We then transform these samples S(ω) = exp{g(ω)} to form posterior samples from the spectral density. We then sample k j ∼ p(k|x * , x, y, φ) by evaluating the trapezoidal approximation in Eq. (3) (at a collection of frequencies ω) for each sample of the spectral density. For regression with Gaussian noise p(f * |x * , x, y, φ, k) is Gaussian, and our expression for the predictive distribution becomes
where k fj is the kernel associated with sample g j from the posterior over g after transformation to a spectral density and then evaluation of the trapezoidal approximation (suppressing dependence on ω used in Eq. (3)). y is an n × 1 vector of training data. k fj (x, x; θ) is an n × n matrix formed by evaluating k fj at all pairs of n training inputs x. Similarly k fj (x * , x * ; θ) is a scalar and k fj (x * , x) is 1 × n for a single test input x * . This distribution is a mixture of Gaussians with J components. Following the above procedure, we obtain J samples from the unconditional distribution in Eq. (12) . We can compute the sample mean for point predictions and twice the sample standard deviation for a credible set. Alternatively, we can use the mixture of Gaussians representation in conjunction with the laws of total mean and variance to approximate the moments of the predictive distribution in Eq. (12) , which is what we do for the experiments.
Experiments
We demonstrate the practicality of FKL over a wide range of experiments: (1) recovering known kernels from data (Section 5.1); (2) extrapolation (Section 5.2); (3) multi-dimensional inputs and irregularly spaced data (section 5.3); (4) multi-task precipitation data (Section 5.4); and (5) multidimensional pattern extrapolation (Section 5.5). We compare to the standard RBF and Matérn kernels, as well as spectral mixture kernels [34] , and the Bayesian nonparametric spectral estimation (BNSE) of Tobar [30] . For FKL experiments, we use g(ω) with a negative quadratic mean function (to induce an RBF-like prior mean in the distribution over kernels), and a Matérn kernel with ν = 3 2 (to capture the typical sharpness of spectral densities). We use the heuristic for frequencies in the trapezoid rule described in Section 3.1. Using J = 10 samples from the posterior over kernels, we evaluate the sample mean and twice the sample standard deviation from the unconditional predictive distribution in Eq. (12) for point predictions and credible sets. We perform all experiments in GPyTorch [10] .
Recovery of Spectral Mixture Kernels
Here we test the ability of FKL to recover known ground truth kernels. We generate 150 data points, x i ∼ U (−7., 7) randomly and then draw a random function from a GP with a two component spectral mixture kernel with weights 1 and 0.5, spectral means of 0.2 and 0.9 and standard deviations of 0.05. As shown in Figure 4 , FKL accurately reconstructs the underlying spectral density, which enables accurate in-filling of data in a held out test region, alongside reliable credible sets. A GP with a spectral mixture kernel is suited for this task and closely matches with withheld data. GP regression with the RBF or Matérn kernels is unable to predict accurately very far from the training points. BNSE similarly interpolates the training data well but performs poorly on the extrapolation region away from the data. In Appendix E.1 we illustrate an additional kernel recovery experiment, with similar results.
Interpolation and Extrapolation
Airline Passenger Data We next consider the airline passenger dataset [14] consisting of 96 monthly observations of numbers of airline passengers from 1949 to 1961, and attempt to extrapolate the next 48 observations. We standardize the dataset to have zero mean and unit standard deviation before modeling. The dataset is difficult for Gaussian processes with standard stationary kernels, due to the rising trend, and difficulty in extrapolating quasi-periodic structure.
Sinc We model a pattern of three sinc functions replicating the experiment of Wilson and Adams [34] . Here y(x) = sinc(x + 10) + sinc(x) + sinc(x − 10) with sinc(x) = sin(πx)/(πx). This has been shown previously [34] to be a case for which parametric kernels fail to pick up on the correct periodic structure of the data.
Figures 5a and 5b show that FKL outperforms simple parametric kernels on complex datasets.
Performance of FKL is on par with that of SM kernels while requiring less manual tuning and being more robust to initialization.
Multiple Dimensions: Interpolation on UCI datasets
We use the product kernel described in Section 5.3 with both separate and shared latent GPs for regression tasks on UCI datasets. Figure 6 visually depicts the model with respect to prior and posterior products of kernels. We standardize the data to zero mean and unit variance and randomly split the training and test sets, corresponding to 90% and 10% of the full data, respectively. We conduct experiments over 10 random splits and show the average RMSE and standard deviation. We compare to the RBF, ARD, and ARD Matérn. Furthermore, we compare the results of sharing a single latent GP across the kernels of the product decomposition(Eq. 5) with independent latent GPs for each kernel in the decomposition.
Multi-Task Extrapolation
We use the multi-task version of FKL in Section 3.4 to model precipitation data sourced from the United States Historical Climatology Network [19] . The data contain daily precipitation measurements over 115 years collected at 1218 locations in the US. Average positive precipitation by day of the year is taken for three climatologically similar recording locations in Colorado: Boulder, Here, we can see that FKL typically outperforms parametric kernels, even with a shared latent GP. See Table 2 for the full results in the Appendix.
Telluride, and Steamboat Springs, as shown in Figure 8 . The data for these locations have similar seasonal variations, motivating a shared latent GP across tasks, with a flexible kernel process capable of learning this structure. Following the procedure outlined in Section 4 and detailed in Algorithm 2 in the Appendix, FKL provides predictive distributions that accurately interpolates and extrapolates the data with appropriate credible sets. In Appendix F we extend these multi-task precipitation results to large scale experimentation with datasets containing tens of thousands of points. 
Scalability and Texture Extrapolation
Large datasets typically provide additional information to learn rich covariance structure. Following the setup in [36] , we exploit the underlying structure in images and scale FKL to learn such a rich covariance -enabling extrapolation on textures. When the inputs, X, form a Cartesian product multidimensional grid, the covariance matrix decomposes as the Kronecker product of the covariance matrices over each input dimension, i.e. K(X, X) = K(X 1 , X 1 ) ⊗ K(X 2 , X 2 ) ⊗ · · · ⊗ K(X P , X P ) where X i are the elements of the grid in the i th dimension [28] . Using the eigendecompositions of Kronecker matrices, solutions to linear systems and log determinants of covariance matrices that have Kronecker structure can be computed exactly in O(P N P/2 ) time, instead of the standard cubic scaling in N [36] .
We train FKL on a 10, 000 pixel image of a steel tread-plate and extrapolate the pattern beyond the training domain. As shown in Figure 9 , FKL uncovers the underlying structure, with no sophisticated initialization procedure. While the spectral mixture kernel performs well on these tasks [36] , it requires involved initialization procedures. By contrast, standard kernels, such as the RBF kernel, are unable to discover the covariance structure to extrapolate on these tasks.
Discussion
In an era where the number of model parameters often exceeds the number of available data points, the function-space view provides a more natural representation of our models. It is the complexity and inductive biases of functions that affect generalization performance, rather than the number of parameters in a model. Moreover, we can interpretably encode our assumptions over functions, whereas parameters are often inscrutable. We have shown the function-space approach to learning covariance structure is flexible and convenient, able to automatically discover rich representations of data, without over-fitting.
Training Data and RBF Extrapolation Training Data and FKL Extrapolation
There are many exciting directions for future work: (i) interpreting the learned covariance structure across multiple heterogeneous tasks to gain new scientific insights; (ii) developing function-space distributions over non-stationary kernels; and (iii) developing deep hierarchical functional kernel learning models, where we consider function space distributions over distributions of kernels.
Algorithm 1 Alternating Sampler
Input: Data (x, y), Initial hyper-parameters φ 0 , Sampling frequencies ω, Initial Latent GP g(ω), Number of gradient steps to take per iteration N optim , Number of ESS samples per update per iteration N ESS , repeat for i = 1 to N optim do Update φ using gradient descent given g(ω) and Eqn. 7 end for for i = 1 to N ESS do Update g(ω) using elliptical slice sampling given φ and Eqn. 9 end for until convergence
A Computational Complexity
Note that when sampling at N data points and I frequencies, the storage costs for this model are naively O(N 2 +I 2 ) with the computational cost for prediction of O(N 3 +I 3 ). Using pre-conditioned conjugate gradients for inverses and stochastic Lanczos quadrature (SLQ) or the log determinants [9] as implemented in GPyTorch [10] for the data and likelihood calls can immediately reduce the computational cost to O(N 2 + I 2 ). However, the randomness in the log determinant calculations proved to be problematic for ESS and we only used SLQ for the gradient-based updates, keeping the overall time complexity cubic in N . Given that the latent Gaussian processes are on a predefined grid, we can utilize fast Toeplitz matrix multiplications [36] to reduce the time complexity to O(N 3 + I log I) and the memory complexity to O(N 3 + I).
Extending the model to multi-dimensional inputs and multiple outputs adds on a linear term for both dimensionality D and tasks T independently, so for a multi-task model with T tasks predictions are done in O(T (N 3 + I)). Note that this is significant improvement over the O(T 3 N 3 ) needed to do exact inference in previous multi-task work such as Bonilla et al. [6] .
For enhanced scalability, we can approximate the kernel matrices in single (and low) dimensions by utilizing scalable kernel interpolation (SKI) as introduced by Wilson and Nickisch [35] . Using m inducing points we can achieve an inference cost of O(N + m log m + I log I) or O(T (N + m log m + I log I)) for the multi-task setting.
B Latent Model Specification B.1 Initialization
FKL proves to be robust to initialization, thus for simplicity we initialize the spectral density to be constant, S(ω) = 1, for a large range of frequencies. An experiment detailing the models robustness is given in the Appendix.
B.2 Specification of the Latent GP
We fix the mean and covariance of the latent process g(ω) to take the following forms:
Theθ i 's are non-negative variables, so are computed withθ i = log(e θi + 1), the softplus of the raw value. The mean parametrization coupled with the constraints fixes the latent mean to be negative quadratic, like the logarithm of an RBF spectral density.
Algorithm 2 Multi-Task Alternating Sampler
Input: Data (x, Y ), Initial hyper-parameters φ 0 , Sampling frequencies ω, Initial Latent GPs g i (ω) for i = 1, . . . , T , Number of gradient steps to take per iteration N optim , Number of ESS samples per update per iteration N ESS , repeat for i = 1 to N optim do Update φ using gradient descent given g(ω) and Eqn. 8 end for for t = 1 to T do for i = 1 to N ESS do Update g t (ω) using elliptical slice sampling given φ and Eqn. 9 with respect to f t (x) end for end for until convergence
B.3 Prior Specification
For the noise terms, we place smoothed box priors 2 on the range (1e-8, 1e-3) to control both numerical instability and the noise terms. For the constant mean terms in both the data and latent means, we place uninformative N (0, 100) priors. For the length-scale in the spectral density mean along with the length-scale and output-scale of the covariance of the spectral density GP, we place standard log-normal priors.
C Density and Error Bounds of FKL C.1 Error Rate of Trapezoidal Rule Approximation
Given a sample path from a Gaussian process with a Matérn kernel as is used in our implementation, we can get explicit O(1/I) error bounds on the error of trapezoid rule integration of the warped GP instead by checking Holder continuity of sample draws from the latent GP [4] , and using results on the error of trapezoid rule for Holder continuous functions [7] . Note that we could use standard error bounds if we use a GP with twice differentiable sample paths.
C.2 Density Amongst Stationary Kernels
We next note that the trapezoidal rule is just a finite sample version of both Riemann and Darboux integrals. Thus, functional kernel learning can also be written as a linear combination of the trigonemetric basis expansions and the spectral density (e.g. in sparse spectrum form like Lázaro-Gredilla et al. [17] ). Thus, FKL can model discontinuous but finite measures because mixtures of Gaussians are dense approximations of Riemann integrable densities (see Theorem 5 of Shen et al. [29] ). Thus, the trapezoid rule will be an approximator of the true kernel on the compact set [0, ω max ], converging as ω max → ∞ (e.g. as the number of basis functions goes to infinity).
Finally, we note that in the multi-dimensional case, FKL does not provide support over all stationary covariances (like other spectral approaches [29, 34] ), but we find in practice that the domain of support is great enough for accurate performance on most tasks. We would need to at least model the ω's for each dimension on a grid to provide full support, at a cost of af the number of grid points exponentially increasing. Future work will help to alleviate this issue. 
D Sensitivity to Initialization
Part of the strength of FKL, particularly over competing methods like spectral mixture (SM) kernels, is robustness to initialization. We compare the performance of FKL and SM kernels on interpolating data generated from a GP with a quasi-periodic kernel.
In GPyTorch spectral mixture (SM) kernels are initialized to, µ = log(exp(0) + 1) σ = log(exp(0) + 1) w = log(exp(0) + 1),
i.e. the means, variances, and weights of each mixture component is the softplus of 0 prior to calling the data initialization routine [10] . The data-based initialization routine uses statistics of the data to randomly initialize the parameters of the mixture components, and performance is highly dependent on this initialization.
In the current implementation FKL is initialized with a spectral density that is constant,
where g(ω) is the log-spectral density, which is modeled using a latent GP. The surprising fact, and what makes FKL such an appealing model for complex problems, is robustness to initialization. In practice we see no gains in predictive performance when initializing in a more sophisticated fashion than is currently done. This robustness goes far enough that we don't even see performance gains when we have access to ground truth data and can initialize the spectral density to be near to the spectral density of the kernel of generative model itself.
Data are generated using a GP with quasi-periodic kernel and the middle portion of the data are held out as a testing set. Using the inverse Fourier transform we can compute the spectral density of the generating quasi-periodic kernel directly, S * (ω). First we train and predict using a SM kernel that is has parameters initialized to the constant values from above, and compare to a SM kernel using GPyTorch's built in data-based initialization. Next we repeat the procedure using a default initialized FKL model, then compare to an FKL model where the spectral density has been initialized to a corrupted version of the ground truth spectral density. Thus we compare FKL models with the initializations, S 0 (ω) = 1 ∀ω S 0 (ω) = S * (ω) + N (0, 0.1) ∀ω.
The results are shown in Figures 10 and 11 . What we see is that a naive implementation of SM kernels leads to poor performance on the testing set, while FKL performs nearly the same whether we initialize the spectral density to an arbitrary value, or to nearly the ground truth. 
E Further Experiments E.1 Recovery of Known Kernels
Spectral Mixture Kernel Extending from Section 5.1, we also display the accuracy of the kernel reconstruction given the samples drawn in the latent space. Figure 12 shows the accurately sampled spectral density, and the kernels reconstructed from these samples.
Quasi-Periodic Kernel Synthetic data are generated from a mean zero Gaussian process with kernel,
Since there is inherent periodicity in the generative model, the true spectral density has distinct modes corresponding to the period length of the sinusoidal component of the kernel. The spectral density of this kernel is not analytically computed, however using the known kernel the discrete Fourier transform allows an approximation of the ground-truth spectrum to be found, and comparison in the spectral domain can be made.
Using this latent GP model accurate reconstruction of both the spectral density and kernel are obtained using only training data. Further more, infilling into the testing set shows high accuracy and the confidence region encompasses the data. [3] , collaborative GP (CGP) [22] , and Gaussian process autoregressive model (GPAR). Note that the GPAR is perhaps best viewed as a deep Gaussian process with known inputs. Comparisons taken from [27] . Note that FKL multi-task outperforms the standard multi-task GP methods) averaged over 10 random trials. Model IGP CMOGP CGP GPAR FKL(multi-task) SMSE 0.5996 0.2427 0.2125 0.0302 0.1392 ± 0.01 
E.2 Foreign Exchange Rates Dataset
We consider multi-output prediction tasks on a foreign exchange rates dataset originally developed in [2] . The dataset consists of the exchange rates of 10 currencies and 3 precious metals with respect to the US dollar in 2007. The task is to predict the Canadian dollar (CAD) on days 50-100, Japanese yen (JPY) on days 100-150, and Australian dollar (AUD) on days 150-200, given the exchange rate information for all other days. Due to market differences, there are occasionally also missing data. Like in [27] , we measure performance with the standardized mean square error (SMSE). The results from this experiment are shown in Table 1 with comparisons taken from both [27] and [22] . FKL performs considerably better than both types of collaborative Gaussian process, which constrain the outputs considerably more. By comparison, the GPAR [27] outperforms FKL on this task, perhaps due to its explicit ordering of tasks and its increased depth (the GPAR is a special case of deep Gaussian processes [8] ).
Here, we utilize 5 rounds of the alternating sampler with 10 optimization and 50 ESS iterations and run on a single GPU (with 10 repetitions taking about 3 minutes). Tables   Tables 2, 3, and 4 show the RMSE, standardized log loss, and negative log likelihoods of FKL (both separate and shared latent models) compared to standard parametric models on UCI regression tasks.
E.3 UCI

F Large-Scale Precipitation Extrapolation
We demonstrate the scalability and practicality of FKL by extending this to a much larger dataset; modeling 108 different stations in seven American states across the northeast (ME, MA, VT, NH, RI, CT, NY) with a single latent Gaussian process, training on the first 300 days of the year, and attempting to extrapolate on the final 65 days. Despite not including any geographic information (e.g. longitude and latitude), FKL fits the trends across this climatologically diverse region. We show extrapolation on 120 stations in Figure 15 in the Appendix. Note that this corresponds to a dataset Figure 14 : 40 stations modelled in the multi-task extrapolation test. The multi-task FKL both interpolates and extrapolates well even for relatively geographically diverse datasets. Figure 15 : 40 stations modelled in the multi-task extrapolation test. The multi-task FKL both interpolates and extrapolates well even for relatively geographically diverse datasets. Figure 16 : 40 stations modeled in the multi-task extrapolation test. The multi-task FKL both interpolates and extrapolates well even for relatively geographically diverse datasets. Figure 17 : 15 stations modeled in the multi-task extrapolation test. The multi-task FKL both interpolates and extrapolates well even for relatively geographically diverse datasets. 
