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Introduction
The theory of perturbed systems may be viewed as part of dynamical systems theory: Differential equations with deterministic (time varying) perturbations can be understood as skew product flows (see Sell [47] ), systems with stochastic perturbations as flows over a probability space (see L. Arnold [2] ), and (open loop) control systems as flows over the space of admissible control functions (see Colonius/Kliemann [15] ). The common feature of these approaches is that perturbed systems are viewed as specific skew product flows, in which the structure of the base flow determines the nature of the perturbation under consideration and the kind of techniques that are appropriate for the analysis of the systems. Furthermore, there are direct connections between these different classes of perturbed systems such as the support theorem due to Stroock/Varadhan [48] that links Markov diffusion systems and control systems. Oseledets' multiplicative ergodic theory is one of the main tools for the study of stochastically perturbed systems. The reason for this is simple: For a linear flow on a vector bundle with flow invariant measure on the base space, Oseledets' theorem states that almost all points are Lyapunov regular, describing the exponential convergence and divergence of the trajectories. This allows for a detailed analysis of the perturbed flow, including stability, invariant manifolds, entropy, pressure, etc. As a consequence, a dynamic concept of stochastic bifurcation can be formulated and applied to a great number of systems. On the other hand, several spectral concepts for linear flows on vector bundles have been proposed using ideas of topological dynamics, while Oseledets' theory is a 'measurable' theory. Most notable among the topological concepts is the 'dichotomy spectrum', based on exponential dichotomies Sacker/Sell [44] , which yields continuous bundle decompositions and corresponding invariant manifolds.
The purpose of this paper is to study the different spectral concepts for perturbed flows and to discuss their connections, including the associated bundle decompositions. We will proceed from general linear flows on vector bundles to perturbed system with a common fixed point. For the Markov diffusion perturbation model we compare some results obtained via this flow point of view to those obtained via stochastic analysis and the theory of Markov semigroups. We hope that this approach allows the reader to see clearly the differences and similarities between the different concepts.
Section 2 recalls general properties of stochastic and deterministic perturbed systems. Section 3 discusses spectral concepts for the general case of linear flows on vector bundles, and Section 4 specializes the results to specific families of perturbed systems. In Section 5 parameter dependent systems are considered, including a brief discussion of bifurcation results. Applications to robust stability of perturbed systems and to feedback stabilizability of control systems are briefly mentioned in Section 6.
Stochastic Systems, Control Flows, and Diffusion ProcessesBasic Concepts
Perturbed systems, as we understand them in this paper, consist of two components, namely the perturbation model and the system model. A natural framework for these systems are skew product flows, which we consider the starting point of our theory. In this section we recall several classes of perturbed systems and describe their relation to skew product flows. An important aspect of our set-up is that all spaces and the dynamical systems on them have topological properties which aid in the qualitative analysis in the subsequent sections.
On the most abstract level, a perturbation model is given by a continuous flow on a topological space U θ : R × U → U,
i.e., it holds that θ t • θ s = θ t+s and θ 0 = id. (We will often write θ t for the map θ(t, ·).) Note that the flow (1) is defined on the two sided time interval R, and hence θ −1 t = θ −t for all t ∈ R. The model of a system perturbed by θ is a continuous skew product flow on the topological product space U × M Φ : R × U × M → U × M, Φ t (u, x) = (θ t u, ϕ(t, x, u)),
whose first component, the perturbation (1), affects the system component ϕ, but not vice versa. In particular, the ϕ-component itself is not a flow. The skew product flow Φ is a prototype of a deterministically perturbed system in continuous time. In a stochastic perturbation model one has, in addition to (2), a probability measure P on the Borel σ-algebra of U, which is invariant under the flow θ, i.e., θ t P = P for all t ∈ R. This set-up differs from the one treated by Arnold [2] in the way that we require U to be a topological space and θ to be continuous, while Arnold's perturbation model is just measurable. The specific perturbations treated in this paper are L ∞ -functions with compact range. In the deterministic case for the perturbation (1), we consider the following set-up taken from [18] .
Let U ⊂ R m be compact and convex, with 0 ∈ intU , the interior of U . Denote by U = {u : R → U, measurable} the perturbation space, equipped with the weak * topology of
This space is compact and metrizable. The flow θ is given by the time shift
resulting in a continuous dynamical system. Some standard interpretations of the model (3) are time varying perturbations with a given range, as they are used in robustness theory, or open loop control functions, as they are common in control theory.
In a stochastic perturbation model we are also given a θ-invariant probability measure P on U. One way to arrive at such a measure is given by the Kolmogorov construction for stationary processes: Let η : R × Ω → U be a stationary stochastic process on a probability space (Ω, F , P ), with continuous trajectories. Let C(R, U) be the space of continuous functions on R with values in U , and F the σ-algebra on C(R, U), generated by the cylinder sets. Then the process η induces a probability measure P on (C(R, U), F), which is invariant under the shift in C(R, U). We imbed C(R, U) into U, extend F to the Borel σ-algebra F of U, and extend P to a measure P on F, which is invariant under the shift θ in (3), compare Gichman/Skorochod [25] for details on Kolmogorov's construction. Note that the extension of the trajectory space to U allows us to use topological properties of the flow θ in (3).
The specific systems treated in this paper are smooth systems with affine perturbations: Let M be a paracompact C ∞ -manifold of dimension d < ∞, and let X 0 , X 1 , . . . , X m be C ∞ -vector fields on M . The system dynamics are given by the ordinary differential equatioṅ
where u(·) ∈ U.
Since we restrict ourselves to global flows, we assume that (4) has a unique solution ϕ(t, x, u) for all (u, x) ∈ U × M with ϕ(0, x, u) = x, which is defined for all t ∈ R. Sufficient conditions for this are, e.g., globally Lipschitz continuous vector fields or compactness of M , since we assume U to be compact. Equation (4), together with the perturbation (3), defines the system flow
which is a continuous skew product flow. The rest of this introductory part is devoted to Markov diffusion systems and to approaches for the analysis of their qualitative behavior. We start from a stochastic perturbation given by a stochastic differential equation on a C ∞ -manifold N (of finite dimension)
where Y 0 , Y 1 , ..., Y are C ∞ -vector fields on N and '•' denotes the symmetric (Stratonovich) stochastic differential. (We refer the reader to Arnold [1] and Ikeda/Watanabe [31] for basic facts on stochastic differential equations.) We assume that Equation (6) admits at least one stationary Markov solution, see e.g. Khasminskii [35] . We force this solution to be the unique stationary Markov one by imposing a Lie algebra rank condition of the form
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In (7) we have used the following notation: Let X(N ) be the set of vector fields on N , and let Y ⊂ X(N ) be a subset. LA(Y) denotes the Lie algebra generated by Y in X(N ), which induces a distribution Δ (in the differential geometric sense) in the tangent bundle T N. For q ∈ N , the vector space LA{Y}(q) ⊂ T q N is the distribution Δ evaluated at q. Condition (7) guarantees (see Kunita [37] ) that equation (6) has a unique stationary Markov solution η * t , which we extend to all t ∈ R, compare Arnold [2] . We consider this process η * t as a background noise, which is mapped via a surjective function
onto the perturbation space U ⊂ R m , compare [17, Lemma 3.17] and [14] . Then ξ t = f (η * t ) is a stationary stochastic process on U . Combining this perturbation model with the system (4) we arrive at the Markov diffusion process
The behavior of the system (9) can now be studied using a variety of approaches:
• Stochastic analysis, compare, e.g., the standard references Ikeda/Watanabe [31] or Ethier/ Kurtz [24] ,
• Imbedding of the stationary process η * t into the flow (5) as described above,
• Connections with control theory via the support theorem of Stroock and Varadhan [48] .
In this paper we will use a combination of the last two approaches. To this end we briefly describe a version of the support theorem that is suitable for our purposes, compare Kunita [36] , [38] , Ichihara/Kunita [30] or Arnold [2] .
Let L be a finite dimensional C ∞ -manifold and consider the stochastic differential equation
with C ∞ vector fields Z 0 , . . . , Z r . Denote by C p (R + , L) the space of continuous functions w : [0, ∞) → L with w(0) = p ∈ L, equipped with the topology of uniform convergence on compact time intervals. For the initial value p ∈ L, the stochastic differential equation induces a probability measure P p on C p (R + , L) which, intuitively, assigns to each Borel set B in C p (R + , L) the probability that the functions in B appear as trajectories of the solution of (10). Stroock and Varadhan [48] associate with (10) formally a control system of the forṁ
www.gamm-mitteilungen.org with control functions w ∈ W = {w : [0, ∞) → R r , piecewise constant}. We denote by ψ(·, p, w) the solutions of (11) with initial value ψ(0, p, w) = p, and by Ψ p = {ψ(·, p, w), w ∈ W} ⊂ C p (R + , L) the set of all such solutions. The support theorem now states
where 'supp' denotes the support of a measure (i.e. the smallest closed subset of full measure), and the closure 'cl' is taken in C p (R + , L). In the form (12) the support theorem is not yet suitable for the study of (9) with L = N × M , because it refers only to fixed initial conditions, the control functions in W are taken to be piecewise constant, and we would have to choose controls with values in R to first analyze the η-, and then the xcomponent of (9) . However, Kunita [37] shows that under the Lie algebra rank condition
This, together with an appropriate concept of controllability regions, will allow us to reduce the control analysis to the system (4) with control functions in U, and hence to the study of the skew product flow (5).
Spectra for Linear Flows on Vector Bundles
Let us fix some notation for linear flows on vector bundles. For the precise definitions and standard results see, e.g. [33] , or [18, Appendix B.1] which contains all the specifics needed here. A vector bundle over a compact metric space B with finite dimensional (Hilbert space) fibers is denoted by π : V → B, its projective bundle is π : PV → B, and the zero section is Z. A linear flow Ψ on π : V → B is a flow on V preserving fibers such that the induced maps on the fibers are linear, i.e. for all α ∈ R and v 1 , v 2 ∈ V with π(v 1 ) = π(v 2 ), and all t ∈ R one has π(Ψ(t, v 1 )) = π(Ψ(t, v 2 )) and Ψ(t, α(v 1 + v 2 )) = αΨ(t, v 1 )+ αΨ(t, v 2 ). The cocycle associated with Ψ is the family of linear maps
where V b is the fiber over b ∈ B and πΨ is the induced flow on the base space B.
Note that Ψ induces a flow PΨ on the projective bundle PV. The Lyapunov exponents of the linear flow Ψ are defined for v ∈ V as
and the Lyapunov spectrum of Φ is the collection of all Lyapunov exponents
Unfortunately, the Lyapunov spectrum of a flow does not possess reasonable regularity or continuity properties (compare Lyapunov [42] , Hahn [29] , or [18, Section 2.8]). Different spectral concepts that have been proposed in the literature try to remedy these shortcomings.
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We begin with the Morse spectrum [16] . For ε, T > 0 an (ε, T )-chain ζ in PV is given by n ∈ N, p 0 , . . . , p n ∈ V, and t 0 , . . . , t n−1 ≥ T with d(PΨ ti p i , p i+1 ) < ε for all i. A chain recurrent component M is a maximal subset of PV such that any two points p, q in M are for every ε, T > 0 connected by an (ε, T )-chain. Define the chain exponent of an (ε, T )-chain ζ as
with arbitrary
Definition 3.1 Let Ψ : V → V be a linear flow on a vector bundle π : V → B. For a chain recurrent component L ⊂ B of the base flow πΨ on B the Morse spectrum is defined as
and the Morse spectrum of Ψ is
Upon noticing that the chain recurrent components M 1 , ..., M l of PΨ form a Morse decomposition with order (see, e.g., [18] 
, where the union is taken over the finitely many chain recurrent components of PΨ |Pπ −1 L and ≤ dim V.
(iv) The chain recurrent components are linearly ordered,
The next result shows that the decomposition of the vector bundle V associated to the (intervals of the) Morse spectrum is indeed topologically nice. This theorem is a generalization of [46] 
(ii) Conversely, every chain recurrent component M of PΨ is of the form above. In particular, PΨ(M) is a chain recurrent component in B.
We next discuss a spectral concept, introduced by Salamon and Zehnder [45] , which we call the topological spectrum of a linear flow. For Ψ : V → V and λ ∈ R define
The idea of the topological spectrum is based on the concept of isolated invariant sets:
The topological spectrum of a linear flow Ψ is
The relation between the Morse and the topological spectrum is described in the next result, compare [18, Theorem 5.5.3] . Note that even in the case of a chain transitive base flow this result does not mean that Σ top consists of the same intervals as the Morse spectrum, since the Morse intervals may overlap (compare, e.g., Example 7.3.19 in [18] ) and the topological spectrum is defined globally for the flow Ψ. If the base flow is not chain transitive then strict inclusion may hold between the spectra, see [18, Example 5.5.4] . Combined with Theorem 3.2 (i), this also shows that the Lyapunov spectrum may be strictly included in the topological spectrum.
The topological spectrum is related to a bundle decomposition of V in the following way: If λ ∈ Σ top , then the flow Ψ λ from (18) has an unstable set V λ− = {v ∈ V, ∅ = ω * (v) ⊂ Z} and a stable set V λ+ = {v ∈ V, ∅ = ω(v) ⊂ Z} which intersect each fiber in a linear subspace and their projections (PV λ+ , PV λ− ) form an attractor-repeller pair of PV in the sense of C. Conley. Theorem 3.3 (i) shows the following.
Corollary 3.6 Assume that the base flow πΨ of a linear flow Ψ on a vector bundle is chain recurrent. Then there exists for any
λ ∈ Σ top a number k ∈ {1, . . . , } such that V λ− = V 1 ⊕ . . . ⊕ V k and V λ+ = V k+1 ⊕ . . . ⊕ V , where V i , i = 1, ...
, are the subbundles of the Morse spectrum defined in Theorem 3.3 (i).
The 'dichotomy spectrum' was introduced by Sacker/Sell [44] , based on exponential dichotomies. Recall that a projection P on a vector bundle is a continuous map P : V → V with P • P = P such that the restrictions to the fibers P b : V b → V b are well defined maps for all b ∈ B. An exponential dichotomy is a projection P = 0, P = id such that there are constants
for s ≥ t. Definition 3.7 The dichotomy spectrum of a linear flow Ψ is
where Ψ λ is defined as in (18 For a proof of this theorem see Sell [47] , Theorem IV.9. In general, the inclusion can be strict, see e.g. Robinson [43] , p. 435. The bundle decomposition induced by the dichotomy spectrum is, for λ ∈ Σ dich , of the form
Since these decompositions are exponentially separated subbundles (compare [18, Chapter 5] for the details) and by Corollary 3.6 we obtain for the different bundle decompositions the following result. (ii) i∈I V i is the corresponding subbundle of V for both spectra, here the V i are defined as in Theorem 3.3 
(i).
Examples show that the decomposition of V according to the Morse spectrum can be strictly finer than the one induced by either the topological or the dichotomy spectrum, compare, e.g., Example 5.5.12 in [18] . Note that the latter spectra are globally defined for a linear flow Ψ, as are their associated invariant subbundles, while the Morse spectrum and its invariant subbundles are defined 'locally' over each chain recurrent component of the base flow.
The spectral concepts presented so far are based on different concepts of topological dynamics, resulting in spectral intervals that contain the Lyapunov spectrum, and in continuous decompositions of the vector bundle V into associated invariant subbundles. An inner approximation of the Lyapunov spectrum through Lyapunov regular points is given by the Oseledets spectrum, see e.g. Arnold [2] , or Katok/Hasselblatt [34] . 
Based on Theorem 3.10 one defines the Oseledets spectrum.
Definition 3.11
The Oseledets spectrum of a linear flow Ψ on a vector bundle π : V → B with πΨ-invariant measure μ on the base space is given by
where we have used the notation from Theorem 3.10.
The relation between the Oseledets spectrum and the other spectral concepts is described in the next result. t log |Ψ(t, v))| for μ * -almost all Pv ∈ PV, and κ(M) = lim t→±∞ 1 t log |Ψ(t, v)| for μ-almost all Pv ∈ PV. Hence the marginals πμ * = Pπ(μ * ) and πμ = Pπ(μ * ) on B have support in some chain recurrent component of (B, πΨ) and they are ergodic for this flow. Therefore κ * (M) ∈ Σ Os (πμ * ) and κ(M) ∈ Σ Os (πμ).
For general linear flows on vector bundles it is not clear, under which conditions the inclusions in Theorem 3.12(i) become equalities. For perturbation flows (5) we will show in the next section that equality holds almost always. The next result discusses the Oseledets decomposition of the bundle V. It is based on an observation by Latushkin and Stepin [39] . In general, the number of (measurable) Oseledets bundles may be strictly greater than the number of (continuous) bundles corresponding to the Morse spectrum, see [18, Example 5.5.18 ]. An ergodic, πΨ-invariant measure μ 'picks' out of the spectral Morse intervals r ≤ dim V (deterministic) numbers λ i which constitute, μ-almost surely, the Lyapunov spectrum of the flow Ψ. This fact allows, e.g., to base a stochastic bifurcation theory on 'the' largest Lyapunov exponent, while in topological spectral theory one has to deal with spectral intervals, compare the next section for further consequences.
To finish our discussion of spectral theory for linear flows on vector bundles, we remark that each spectral concept and its associated invariant subbundle decomposition comes with its invariant manifold theory. We refer the reader to Arnold [2] for the Oseledets case, [18, Section 5.6] for the Morse case, and to Aulbach/Wanner [8] for the case of exponential dichotomies.
Spectra of Perturbed Flows
So far we have considered general linear flows on vector bundles. We now show how to imbed the perturbed system (5) into this set-up, and draw some consequences for the Markov diffusion system (9) . We start with the C ∞ -system dynamicṡ
with u ∈ U as in (3). The linearization of (4) along trajectories yields a system on the tangent bundle T M described by
where u ∈ U as above and for a vector field X on M its linearization is denoted by T X = (X, DX).
, we denote the Jacobians of the coefficient functions by A j (x) = (
) and we set
, and the system is described by a pair of coupled differential equations, given aṡ
This induces the linearized system flow
The flow (20) is a linear flow on the vector bundle π : U × T M → U × M , where π denotes the usual projection. Hence the theory described above can be applied immediately with V = U × T M, B = U × M , Ψ = T Φ. For the results on the Morse spectrum, we can use the theory from [18] to describe the compact chain recurrent components L ⊂ U × M in control theoretic terms. They are determined by their projection E to M which are the chain control sets, i.e., the maximal subsets E such that for all x, y ∈ E and all ε, T > 0 there are n ∈ N, times t 0 , ..., t n−1 ≥ T, points x 0 = x, ...x n−1 = y and controls u 0 , ..., u n−1 ∈ U with d(ϕ(t i , x i , u i ), x i+1 ) < ε for all i. Similarly, the chain recurrent components M ⊂ U × PM correspond to chain control sets P E of the system
where PM is the projective bundle over M , Px ∈ PM , and the vector fields PX j are the projections of T X j onto PM . Thus we can talk about the spectral intervals Σ Mo ( P E) of chain control sets of (21) and about the Morse spectrum Σ Mo (E) = i=1 Σ Mo ( P E i ) of the chain control sets E of (4). The decomposition into invariant subbundles V i , i = 1, ..., , from Theorem 3.3 are nothing but the lifts of the P E i to U × PM , extended to U × T M. To make the connection with the corresponding control sets, we formulate the following conditions for the projection (21) of the linearized system (21):
Consider a family of control ranges depending on a parameter ρ and given by
and denote the corresponding set of control functions by U ρ . Furthermore, let Pϕ denote the solution of (21) and O +,ρ (p) the positive orbit of p ∈ PM under the control range U ρ . The inner-pair condition is:
For all ρ, ρ ∈ [0, ρ * ) with ρ < ρ and all chain control sets P E ρ i
of (21) 
Under this condition the chain control sets of (4) and of (21) are the closures of control sets with nonvoid interiors for almost all ρ > 0. For these ρ-values the statements above hold for the corresponding control sets. We will show in the next section that under these conditions also the Morse and the Lyapunov spectrum of (20) have a particularly simple form.
For stochastic perturbation systems the situation is somewhat more complicated. Consider the system dynamics (4) with perturbation model (3) such that P is a θ-invariant probability measure on U. The natural spectral concept in this situation is the Oseledets spectrum, compare Definition 3.11, for which we need an invariant measure of the base flow, i.e. of the system flow (5). Note that, in general, this flow will have a multitude of invariant measures.
In this set-up, the Oseledets construction yields a spectrum for each Φ-invariant measure μ (with marginal P on U).
Proposition 4.1 Consider the system flow (5) and let μ be an ergodic, Φ-invariant probability measure. Then there exists a chain control set E of (4) such that
The proof of this result follows from the definition of Σ Mo (E) above, since the support of an ergodic measure is chain recurrent. For nondegenerate perturbation processes we obtain a stronger conclusion, which holds, in particular, for the Markov diffusion model (9) . Let {η(t), t ∈ R} be a stationary stochastic process with trajectory space U and θ-invariant measure P . Denote by supp P η(0) the support of the distribution of η(0) in U . We use the following assumption (compare Arnold/Kliemann [4, p. 16])
There exists y 0 ∈ supp P η(0) such that for all δ > 0 and all continuous u : [0, T ] → U with u(0) = y 0 we have P {max 0≤t≤T |η(t) − u(t)| < δ} > 0.
(24)
Proposition 4.2 Consider the system flow (5) under the Lie algebra rank condition
and assume that the chain control sets of (4) are closures of some control sets. Let μ be an ergodic, Φ-invariant measure with marginal P on U satisfying (24) . Then there exists an invariant control set C such that Σ Os (μ) ⊂ Σ Mo (C).
P r o o f. Every control set is contained in a unique chain control set. These sets are closed, and hence the assumption of this proposition implies that all invariant control sets of (4) are isolated. Then suppμ ⊂ C, where C is the lift of some (closed) invariant control set. Hence Σ Os (μ) ⊂ Σ Mo (C).
In the Markov diffusion case one can also bystep Oseledets' theorem and consider the Lyapunov exponents of the solutions under the family of Markov measures. More precisely, consider the Markov diffusion model (9) with linearization (19) . For the background noise η we assume the Lie algebra rank condition (7) and that the function f : N → U satisfies the conditions of [17, Lemma 3.17] . Instead of the rank condition (22) we need an assumption for the pair process (η, Px) :
for all η Px ∈ N × PM. Proposition 4.3 Consider the Markov diffusion model (9) under the Lie algebra rank conditions (7) and (26) . Let C 1 , ..., C k be the invariant control sets of (4) (22) in PM . Each P C ij is contained in a unique chain control set P E ij of (22) . (4) is real analytic, then P C ij is unique over C i .
s. (iii) If the control system

P r o o f. Part (i) is Proposition 6.2.8 and Part (iii) is [18, Theorem 6.2.10 in ]
. Furthermore, the process Pϕ(t, (x, v), ω) on PM enters i,j P C ij in finite time P (x,v) -almost surely and each of these sets is invariant for the process. The result now follows from Theorem 3.2 (i).
In fact, more can be said in the real analytic case, where over each invariant control set C i in M there is a unique invariant control set P C i in PM for i = 1, . . . , k. If for x ∈ M there is a unique i ∈ {1, ..., k} with
where P E i is the unique chain control set in PM containing P C i . This is proved via a control theoretic argument in complete analogy to Arnold/Kliemann/Oeljeklaus [6] . It turns out that λ i is the top Lyapunov exponent of the Oseledets spectrum over C i , corresponding to the Φ-invariant measure over N ×C i , which is constructed from the invariant Markov measure, see Crauel [21] . This does not mean that the Oseledets spectrum, with its associated ω-dependent Oseledets spaces, consists only of this value.
So far, we have considered the spectrum for regular perturbed systems, i.e. systems that satisfy the Lie algebra rank condition (21) . We now turn to a discussion for singular systems with common fixed point x * ∈ M , i.e.
In this case the linearization (19) at x * yields a linear systeṁ
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where ψ(·, v, u) are the solution of (28) for u ∈ U, u ∈ R d . All the results described above remain true for the (trivial) linear flow (29) by disregarding all the assumptions about the M -component and using U × {x * } as the base space. In fact, there is a vast literature on the spectral theory of the system (28), (29), compare, e.g. [18, Chapter 7] for the topological theory and Arnold [2] for the stochastic theory, together with the literature mentioned in these books.
We would like to mention only one additional result that relates the top Morse exponent to moment Lyapunov exponents of Markov diffusion systems. Consider the Markov diffusion system (9) with singular point x * ∈ M under the nondegeneracy condition (7), and assume the Lie algebra rank condition (26) for the projected system of (28) on P d−1 , the projective space in R d . Denote by P v the measure induced by the Markov diffusion process (η * t , v(t)) as in Proposition 4.3(ii). The moment Lyapunov exponents are then defined as
Under the above assumptions it turns out that g(v, p) = g(p) for all v = 0, compare Arnold/ Kliemann/Oeljeklaus [6] . We obtain the following result. (9) with singular point x * ∈ M as in (27) . Under the assumptions above the linearized system (28) satisfies lim p→∞ g(p) p = κ, where κ is the largest Morse exponent of (28) .
Proposition 4.4 Consider the Markov diffusion system
Note that this result holds for all background noises satisfying (7) if the function f : N → U fulfills the conditions of [17, Lemma 3.17] . We refer to Arnold/Kliemann [5] and Arnold/Kliemann/Oeljeklaus [6] for a proof and further details on the Markov diffusion case.
Remark 4.5 (On numerical methods).
The results presented in this section require the numerical computation of the intervals of the Morse spectrum, and of the Oseledets spectrum in the stochastic case. An optimal control approach for the Morse spectrum of low dimensional systems was developed by Grüne [26] . For the numerical computation of the Oseledets spectrum we refer to Dieci/van Vleck [40] and Beyn/Lust [11] and, in the stochastic case, to algorithms developed by Talay [51] , [52] .
The Spectrum of Parameter Dependent Perturbed Systems
This section serves mainly two purposes: On the one hand we clarify the relation between the different spectral concepts for perturbed systems under the inner pair condition (23). This will be done for systems as introduced in Section 4, but now depending on a parameter. On the other hand, we discuss the behavior of a system as its Lyapunov exponents pass through zero. For this analysis we will concentrate on systems with a singular fixed point, since this is the set-up of most stochastic bifurcation studies.
Our starting point is a family of perturbed systems, parametrized by (α, ρ) ∈ I × [0, ∞),
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For each (α, ρ) ∈ I × [0, ∞) the system (31) has a linearization as in (19) , with corresponding flow T Φ α,ρ as in (20) . The flow of the projected system on PM , compare (21), will be denoted by PΦ α,ρ . Our first result is a roughness statement for the Morse spectrum, which holds for general linear flows on vector bundles, compare [18, Theorem 5.3.9] .
Theorem 5.1 Consider the system flow (32) α,ρ such that the vector fields in (31) α,ρ depend continuously on α. For some
In other words, the Morse spectrum depends upper semicontinuously on parameters. Compare e.g. Coppel [20] for a similar statement concerning the dichotomy spectrum.
For the following discussion we fix the parameter α and drop it from our notation. We now use explicitly the control structure of the projected perturbed system (21) . We first consider the regular case, i.e. we assume the Lie algebra rank condition (22) for all ρ > 0, as well as the inner pair condition (23) . The control structure of the flow PΦ ρ allows us to introduce the Floquet spectrum as a part of the regular Lyapunov spectrum, compare (14) and (15) .
Definition 5.2 Let P D be a control set with nonvoid interior of the projected system (21) in PM . The Floquet spectrum over P D is defined as
is piecewise constant and τ −periodic for some τ ≥ 0 such that Pϕ(τ, Px, u) = Px , and the Floquet spectrum over a control set D ⊂ M of (4) is
In order to obtain sharp results, we also define the Lyapunov spectrum over control sets in PM as
and over a control set D ⊂ M as
We first state a result on the control sets of the projective system (21), see [18, Theorem 6.1.3] .
www.gamm-mitteilungen.org Theorem 5.3 Fix 0 < ρ * ≤ ∞ and consider for ρ ∈ (0, ρ * ) the projective systems (21) ρ under the Lie algebra rank condition (22) for all ρ > 0 and the inner pair condition. Let E 0 be a chain recurrent component of the uncontrolled systemẋ = X 0 (x) on M , and let E ρ be the unique chain control set of (31) ρ with E 0 ⊂ E ρ . Then the following assertions hold.
(i) For all ρ ∈ [0, ρ * ) and for every chain recurrent component
There are no further chain control sets with
The number (ρ) of chain control sets is decreasing in ρ and satisfies 1 ≤ (ρ) ≤ d.
(ii) For all ρ ∈ (0, ρ * ] there are unique control sets D ρ of (31) ρ with E 0 ⊂ intD ρ , and control sets P D ρ i of (21) The theorem describes the chain control sets, over which the Morse spectrum of the system is defined (compare the remarks after (21)), and the control sets, over which the Floquet spectrum is defined. In particular, Theorem 3.2 yields the following result. 
. This allows us to define, for each chain recurrent component E 0 of the uncontrolled system on M , set-valued spectral maps for i = 1, ..., (0)
which are both increasing in ρ. The main result on the ρ-dependence of the spectra of the perturbed system (33) ρ is that the spectra agree 'almost always', compare [18, Theorem 6.1.3] . (33) . For each i = 1, ..., (0) the first map is right continuous and the second one is left continuous. The sets of continuity points in (0, ρ * ) of the two maps agree, and 0 is a continuity point. There are at most countably many points of discontinuity and at each continuity point ρ we have
Theorem 5.5 Under the assumptions of Theorem 5.3 consider the spectral maps
The maps ρ → κ 
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The Lyapunov spectrum is continuous at the (common) continuity points of the Floquet and the Morse spectrum. At the discontinuity points the Lyapunov spectrum need not be left nor right continuous.
We now discuss the Oseledets spectrum of a stochastic perturbation model, i.e. we consider for the system flow (32) ρ the sets P(Φ ρ ) and P ρ (Φ ρ ) of Φ ρ -invariant (and ergodic) probability measures. In general, we only know that Σ ρ F l ⊂ {Σ Os (μ), μ ∈ P(Φ ρ )} ⊂ Σ 
where the union is taken over all μ ∈ P ρ (Φ ρ ) with suppμ ⊂ E ρ , the lift of the chain control set
This result follows from Theorem 3.12 and the fact that periodic trajectories in U ρ × PM project onto ergodic Φ ρ -invariant measures in U × M . Since all such measures have support in some chain recurrent component of Φ ρ , the equality in Corollary 5.6 also holds for the entire spectra of the system flow Φ ρ . If a specific θ-invariant measure P is given on U, then these equalities need not hold. Their validity depends on the nondegeneracy of P .
We now return to the singular situation, i.e. to perturbed systems (31) with common fixed point x * ∈ M , as described in (27) - (29) . All the results above remain true for the linearization at x * by considering U ρ × {x * } as the space of the linearized flow, compare (29) . For this case, which has played a major role in stochastic bifurcation theory, we will formulate an invariant manifold theorem that serves for the local stability analysis of the system (31) around x * . Similar theorems exist for general linear flows on vector bundles, compare Bronstein/Chernii [12] or [18, Section 5.6] .
Consider the projective flow PΦ t : U × P d−1 → U × P d−1 of the linearized system (29) . Let E 1 , . . . , E be the chain control sets on P d−1 with lifts E 1 , . . . , E to U × P d−1 . These lifts are the chain recurrent components of PΦ. We define for each u ∈ U
V j and for each u ∈ U the space V j (u) is a (time varying) linear subspace of R d , which is invariant under the flow T Φ. To each V j is associated one interval Σ Mo (E j ) of the Morse spectrum of (29) . Consider a decomposition 
Unstable manifolds are obtained in complete analogy if κ − = min Σ Mo (V − ) > 0. Note that the δ in Theorem 5.7 does not depend on u, and hence Theorem 5.5 yields the following consequence.
Corollary 5.8
Assume that the Lie algebra rank condition (22) holds for the projected system on P d−1 . If κ = sup Σ F l (x * ) < 0, then there exists σ > 0 such that for y ∈ M with d(y, x * ) < σ and all u ∈ U it follows that y ∈ W
In the stochastic white noise case, Crauel/Flandoli [22] observe the destruction of a pitchfork bifurcation (in the unperturbed system) through additive noise, which makes the system regular. Similarly, Arnold et al. [3] observe the same effect for a Hopf bifurcation subject to parametric noise that results in a regular system. Stepping outside of the context of perturbation flows, one can use properties of Markov invariant measures to formulate bifurcation concepts for regular systems. The paper Liang/Namachchivaya [41] is one example for such an approach.
For the singular case one has to require that for all α ∈ I the family {M α , α ∈ I} is singular, e.g., in the case of a fixed point that (27) holds for all α. Then the local stability behavior of Φ α,ρ around {M α , α ∈ I} is described by the spectra over the M α and one can expect that bifurcation scenarios are reflected in these spectra. That this is, in fact, true in the stochastic perturbation context was observed in many papers, e.g. [9] , [10] , [7] , and [23] , compare also [32] for an approach based on smooth dynamics and ergodic theory. If the perturbation model is a mixing flow as in (3) or a nonergodic process, one has to consider the entire spectral intervals and not just the top exponent from the ergodic Oseledets spectrum. At this moment it is not clear how the behavior of the system flow Φ α,ρ changes, locally around a singular set, as its top spectral interval passes through zero.
Robust Stability and Feedback Stabilizability
For (deterministic) perturbation systems the spectrum consists of intervals. Hence it is of particular interest to study the change of the system behavior as the upper or the lower interval boundaries pass through zero. For the top spectral interval this is related to the concepts of robust stability and of feedback stabilizability, respectively. We will briefly explain the ideas.
Consider the perturbation system (31) with singular fixed point x * as in (27) .
Definition 6.1
The stability radius of the linearized system (28) is defined as r = inf{ρ ≥ 0, there exists u ∈ U ρ such thatv = A(u)v is not exponentially stable}, and the stability radius of the underlying nonlinear system satisfying (26) at x * is r n = inf{ρ ≥ 0, there exists u ∈ U ρ such that x * is not loc. asympt. stable for (31)}.
The maximal Lyapunov exponent of the system (28) is denoted by κ(ρ) = max Σ ρ Ly . Theorem 6.2 For the perturbation system (31) ρ with singular fixed point x * ∈ M the inequalities sup{ρ ≥ 0, κ(ρ) < 0} ≤ r n ≤ r = inf{ρ ≥ 0, κ(ρ) > 0}
hold. In particular, if the increasing, continuous function κ(ρ) is strictly increasing at ρ = r, then r n = r.
For the Markov diffusion model (9) we obtain a relation to the stability radius by considering its moment Lyapunov exponents. Let f ρ : N → U ρ be a family of surjective maps that satisfy the assumptions of [17, Lemma 3.17] .. Corollary 6.3 Consider the linearizationv = A(f ρ (η * t ))v of the Markov diffusion model (9) at the singular point x * and its moment Lyapunov exponents g ρ (p), p ≥ 0 as in (30) . Then g ρ (p) < 0 for all p ≥ 0 iff ρ < r.
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This result follows from Theorem 6.2 with Proposition 4.4. Let [κ(ρ), κ(ρ)] be the top Morse spectral interval of the linearized system (28). Then Theorem 6.2 and Corollary 6.3 characterize the passing through zero of κ(ρ) in terms of robust stability. It turns out thatκ(ρ) passes through zero as (28) and the nonlinear system (31) ρ change from feedback stabilizability (and asymptotic null controllability) to stability. Since these concepts are not related to perturbation systems, but rather to fundamental control theoretic questions, we refer the reader to Grüne [26] , [27] , Wang [53] and Colonius/Kliemann [18, Chapter 12] for the technical details.
