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PREFACE 
This Memorandum derives from RAND'S continuing interest in the 
assessment of  reliability and related quantities. In part, it is 
complementary to work reported earlier in RM-4317-NASA. 
The Memorandum is addressed to statisticians, test engineers, 
and managers concerned with assessing reliability. The investigation 
described was undertaken as a part of the reliability assessment study 
that RAND is conducting for the Apollo Reliability and Quality Office, 
H q  NASA, under contract NASr-21(11). 
Two of the authors, Richard E. Barlow and Frank Proschan, have 
been consultants to The RAND Corporation. 
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This  s tudy examines two problems. The f i r s t  d e a l s  w i th  e s t i m a t -  
i n g  the  r e l i a b i l i t y  of a system t h a t  is undergoing developmental 
t e s t i n g  f o r  the purpose of i nc reas ing  i t s  p r o b a b i l i t y  of s u c c e s s f u l  
o p e r a t i o n ,  o r  i nc reas ing  i t s  t i m e - t o - f a i l u r e  , o r  dec reas ing  i t s  f a i l -  
u re  r a t e .  I f  one o r  more of these events  occur ,  w e  say r e l i a b i l i t y  
growth i s  taking p l ace .  Three models of r e l i a b i l i t y  growth a r e  f o r -  
mulated , and a p p r o p r i a t e  maximum l ike l ihood  e s t i m a t e s  and conse rva t ive  
confidence bound procedures a r e  derived f o r  them. 
The second problem t r e a t e d  here d e a l s  w i t h  the  "debugging" of a 
new complex system during the i n i t i a l  pe r iod  of i t s  t o t a l  l i f e .  
During t h i s  pe r iod  f a i l u r e s  and e r r o r s  are  co r rec t ed  a s  they occur ,  
w i th  r e s u l t i n g  improvement i n  subsequent performance of the system. 
One mathematical  i d e a l i z a t i o n  of t h i s  p rocess  l eads  t o  the assumption 
t h a t  system f a i l u r e  r a t e  i s  decreasing wi th  t i m e .  I n  p r a c t i c e ,  the 
debugging phase i s  considered completed when the f a i l u r e  rate reaches 
a n  e q u i l i b r i u m  o r  cons t an t  value.  Models a r e  formulated f o r  t h i s  
phenomenon. Maximum l i k e l i h o o d  estimates a r e  obtained f o r  r e l e v a n t  
f a i l u r e  r a t e  f u n c t i o n s  and f o r  the end of the debugging per iod.  A 
conse rva t ive  upper confidence bound on the s t a b l e  f a i l u r e  r a t e  i s  
ob ta ined  . 
Both problems a r e  t r e a t e d  from a p o i n t  of view which l i e s  between 
8 completely nonparametric approach i n  which no information i s  assumed 
a v a i l a b l e  concerning the form of the d i s t r i b u t i o n ,  and a parametr ic  
out look i n  which the  form of the d i s t r i b u t i o n  i s  assumed known b u t  a 
f i n i t e  number of parameters need t o  be est imated.  
Methods given i n  t h i s  paper  a r e  i l l u s t r a t e d  by numerical examples. 
The paper  i s  arranged so  t h a t  a reader no t  i n t e r e s t e d  i n  the mathe- 
m a t i c a l  d e t a i l s  can s k i p  them, y e t  s t i l l  understand the  na tu re  of the 
models and how t o  apply the techniques. 
-vii- 
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1. INTRODUCTION 
An important group of r e l i a b i l i t y  problems c o n s i s t s  of those 
i n  which t h e  r e l i a b i l i t y  of an evolving system is  t o  be e s t ima ted  
a t  successive s t a g e s  of i t s  development. The evo lu t ion  may be the  
r e s u l t  of changes i n  des ign  which improve the  r e l i a b i l i t y  of t h e  
system, o r  of so -ca l l ed  "debugging" i n  which system weaknesses a r e  
g radua l ly  discovered through experience and removed. Most s t u d i e s  
i n  the  l i t e r a t u r e  have assumed a p r i o r i  knowledge of t h e  form of t he  
f u n c t i o n  governing r e l i a b i l i t y  growth. (See,  f o r  example, Lloyd and 
Lipow (1962) , Chap. 11; Wolman (1963); Bresenham (1964); and Corcoran, 
Weingarten, and Zehna (1964) .) Unfortunately,  i n  many cases  the only 
a p r i o r i  knowledge a c t u a l l y  a v a i l a b l e  i s  t h a t  t he  r e l i a b i l i t y  a t  
success ive  s t a g e s  of e v o l u t i o n  i s  monotonically i n c r e a s i n g  ( n o t  neces- 
s a r i l y  s t r i c t l y ) .  
Another group of r e l i a b i l i t y  problems c e n t e r s  about t h e  following. 
It i s  common p r a c t i c e  a f t e r  i n s t a l l i n g  a new complex system such as 
t h a t  involving a m i s s i l e ,  a i r p l a n e ,  computer, e t c . ,  t o  "debug" it  
during the i n i t i a l  p o r t i o n  of i t s  t o t a l  l i f e .  
p e r i o d ,  f a i l u r e s  and e r r o r s  a r e  corrected a s  they occur ,  w i t h  r e s u l t i n g  
improvement i n  subsequent system performance. One mathematical i d e a l -  
i z a t i o n  of t h i s  p rocess  l e a d s  t o  the assumption t h a t  system f a i l u r e  
ra te  i s  decreasing wi th  time. 
csns idered  cm-pletod when the  f a i l u r e  r a t e  reaches a n  e q u i l i b r i u m  
o r  c o n s t a n t  va lue .  An important problem i s  t o  determine when the  
c o n s t a n t  f a i l u r e  r a t e  cond i t ion  has been achieved and t o  e s t ima te  the 
cons t an t  f a i l u r e  r a t e .  
During t h i s  debugging 
I n  p r a c t i c e ,  t h e  debugging phase i s  
For t h e  problems o u t l i n e d  above, we o b t a i n  maximum l i k e l i h o o d  
e s t i m a t o r s  (MLE's) and /o r  conservat ive confidence i n t e r v a l  procedures.  
Th i s  i s  done without  the customary assumptions concerning t h e  form of 
t h e  l i f e  d i s t r i b u t i o n .  The approach i s  in t e rmed ia t e  between a completely 
nonparametric p o i n t  of view ( i n  which no information i s  assumed a v a i l a b l e  
concerning t h e  form of t he  d i s t r i b u t i o n )  and a pa rame t r i c  outlook ( i n  
which the  form of the  d i s t r i b u t i o n  i s  assumed known, b u t  a f i n i t e  
number of parameters  a r e  t o  be est imated) .  
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The maximum l i k e l i h o o d  e s t i m a t o r s  f o r  ou r  problems have, f o r  
t h e  most p a r t ,  been developed elsewhere (Ayer, e t  a1 (1955),  Marshal l  
and Proschan (1965)). W e  w i l l  e x p l o i t  t h e s e  known r e s u l t s  and g i v e  a 
d i scuss ion  o f  some p r o p e r t i e s  of t h e  e s t i m a t o r s .  
t h a t  because of t h e  c o n s t r a i n t s  under which t h e  MLE's are ob ta ined ,  
t hey  do no t  n e c e s s a r i l y  enjoy a l l  t h e  d e s i r a b l e  p r o p e r t i e s  o f  M U ' S  i n  
nther situations. 
One should p o i n t  o u t  
(See, f o r  example, C r a m e r  (1946) , Chap. 33 .) 
Under t h e  heading of conse rva t ive  confidence bounds we seek 
methods which al low us t o  claim wi th  s p e c i f i e d  (high) assurance t h a t :  
a) the  r e l i a b i l i t y  of a system i n  i t s  l a t e s t  s t a g e  of development i s  
a t  l e a s t  a c e r t a i n  va lue ;  b) t he  cumulative d i s t r i b u t i o n  f u n c t i o n ,  
a t  a f ixed t ime, of t i m e - t o - f a i l u r e  of a system i n  i t s  l a t e s t  s t a g e  
of development l i e s  below a c e r t a i n  va lue ;  and c) the l ' s table ' '  f a i l u r e  
ra te  of a system which i s  being debugged du r ing  development and i n i t i a l  
use i s  no g r e a t e r  than a c e r t a i n  va lue .  
I f ,  as i s  customary, one assumes t h a t  t he  underlying f a i l u r e  
d i s t r i b u t i o n  belongs t o  a s p e c i f i c  family of d i s t r i b u t i o n s  ( e . g . ,  
exponen t i a l ,  Weibull , gamma, o r  normal) , then s t anda rd  methods a r e  
a v a i l a b l e  f o r  o b t a i n i n g  confidence bounds. (See Mood and G r a y b i l l  
(1963),  Chap. 11; Lehmann (1959),  Chap. 5; o r  Kendall  and S t u a r t  (1961) ,  
Chap. 20 . )  However, i n  many s i t u a t i o n s  i t  may be unwarranted t o  assume 
a given form f o r  the f a i l u r e  d i s t r i b u t i o n .  
can say i s  t h a t  t h e  f a i l u r e  ra te  of t h e  system i s  i n c r e a s i n g  (correspond- 
i n g ,  p h y s i c a l l y ,  t o  wearout) o r  dec reas ing  ( a s  i n  t h e  case  of system 
debugging). I n  o t h e r  s i t u a t i o n s  i n  which t h e  system i s  evo lv ing ,  i t  
may no t  be reasonable  t o  suppose t h a t  t h e  e v o l u t i o n  fo l lows  a s p e c i f i e d  
f u n c t i o n a l  form; b u t  only t h a t  t h e  r e l i a b i l i t y  i n  success ive  s t a g e s  of 
development h a s  no t  d e t e r i o r a t e d .  
a confidence s ta tement  concerning r e l i a b i l i t y ,  f a i l u r e  r a t e ,  t he  d i s t r i -  
b u t i o n  f u n c t i o n ,  e t c . ?  
P o s s i b l y  th;! most t h a t  one 
I n  such c a s e s ,  how does one o b t a i n  
C lea r ly ,  without  a knowledge of t h e  form of t h e  d i s t r i b u t i o n  of 
a r e l e v a n t  s t a t i s t i c ,  one cannot hope t o  o b t a i n  e x a c t  confidence bounds. 
However, f o r  t h e  problems l i s t e d  above, we  o b t a i n  c o n s e r v a t i v e  confidence 
bounds. That i s ,  our  a s su rance  i s  a t  l ea s t  ( i n s t e a d  of e x a c t l y  equa l  to )  
a s p e c i f i e d  va lue  t h a t  t h e  r e l i a b i l i t y ,  f a i l u r e  r a t e ,  e t c . ,  f a l l s  i n  some 
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confidence set  determined from the  obse rva t ions .  Of cour se ,  t he  
p r i c e  one pays i s  t h a t  t h e  confidence s e t s  tend t o  be l a r g e r  t han  
i n  the  case  i n  which the f a i l u r e  d i s t r i b u t i o n  i s  assumed t o  belong 
t o  a p a r t i c u l a r  family of d i s t r j b u t i o n s .  However, w e  s h a l l  show t h a t  
t h e  conse rva t ive  confidence bounds ob ta ined  have t h e  p rope r ty  t h a t  
f o r  a member of t h e  c l a s s  of d i s t r i b u t i o n s  under c o n s i d e r a t i o n  t h e  
confidence bounds are  e x a c t ,  n o t  merely c o n s e r v a t i v e .  
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2. MODELS 
This  s e c t i o n  c o n t a i n s  a p r e c i s e  s p e c i f i c a t i o n  of each 
mathematical model t o  be t r e a t e d .  The r e l e v a n t  maximum l i k e l i h o o d  
e s t ima tes  and conse rva t ive  confidence i n t e r v a l  procedures  a r e  de r ived  
i n  Secs. 3 and 4 ,  r e s p e c t i v e l y .  These procedures a r e  summarized and 
i l l u s t r a t e d  i n  Sec. 5. Readers i n t e r e s t e d  i n  t h e  t echn iques ,  b u t  
n o t  i n  t h e  mathematical  d e t a i l s ,  may, a f t e r  reading the  p r e s e n t  
s e c t i o n ,  bypass Secs. 3 and 4 and t u r n  d i r e c t l y  t o  Sec. 5. 
2 . 1  RELIABILITY GROWTH MODEL2 
A .  Success o r  F a i l u r e  Observat ions 
A system i s  being improved a t  success ive  s t a g e s  of development. 
i '  A t  s t age  i t h e  system r e l i a b i l i t y  ( p r o b a b i l i t y  of success) i s  p 
The model of r e l i a b i l i t y  growth under which one o b t a i n s  t h e  MLE's 
of p l ,  p 2 , .  . . ,p assumes k 
Condition (2.1) r e q u i r e s  t h a t  r e l i a b i l i t y  not  degrade from s t a g e  t o  
s t a g e  of development. N o  p a r t i c u l a r  mathematical  form of growth is 
imposed on  r e l i a b i l i t y ,  however. I n  o r d e r  t o  o b t a i n  a c o n s e r v a t i v e  
lower confidence bound on p 
as s p e c i f i e d  by Condit ion ( 2 . 1 ) .  It s u f f i c e s  t o  r e q u i r e  t h a t  
we do n o t  need as s t r o n g  an  assumption k'  
(2 .1 ' )  
Condition (2 .1 ' )  merely states t h a t  t h e  r e l i a b i l i t y  i n  t h e  latest 
stage of development be a t  l eas t  as h igh  a s  t h a t  achieved e a r l i e r  i n  
the  development program. Condit ion (2 .1  I) i s  c l e a r l y  weaker than  
Condition (2.1) . 
Our d a t a  c o n s i s t  of x s u c c e s s e s  i n  n t r i a l s  i n  s t a g e  i ,  
i i 
i -  1 , 2 ,  ..., k.  
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A v a r i a t i o n  of t h i s  model is  t r e a t e d  i n  Barlow and Scheuer (1964). 
There, two types of f a i l u r e  -- inherent  and a s s i g n a b l e  cause -- are  
d i s t i n g u i s h e d .  
B. L i f e  Length Observat ions - Ordered D i s t r i b u t i o n  Functions 
A system i s  being improved a t  success ive  s t a g e s  of development. 
The model A t  s t a g e  i, t h e  d i s t r i b u t i o n  of system l i f e  l eng th  i s  Fi. 
of r e l i a b i l i t y  growth under which we o b t a i n  MLE's of F l ( t )  , F (t) , . . . , 
F ( t)  f o r  a s i n g l e ,  f i x e d  value of t ,  w r i t i n g  h i ( t )  = 1 - Fi ( t )  , i s  2 k 
F l ( t )  5 FZ( t )  S ... 5: (t) f o r  a f i x e d  t 2 0. (2.2) k 
I n  o rde r  t o  o b t a i n  a conse rva t ive ,  upper confidence curve on F (t) k 
and thereby,  a consenra t ive  lower confidence curve on Fk(t)  f o r  
a l l  non-negative v a l u e s  of t ,  it s u f f i c e s  t o  r e q u i r e  that 
- 
(2 .2 ' )  
Condition ( 2 . 2 ' )  s t a t e s  t h a t  t h e  p r o b a b i l i t y  of system s u r v i v a l  
beyond any t i m e  t i n  t h e  l a t e s t  s t age  of development i s  a t  l e a s t  
as  high a s  t h a t  achieved ear l ier  i n  t h e  development program. 
Our d a t a  c o n s i s t  of independent l i f e  l eng th  obse rva t ions  
Note t h a t  (2.2) and (2.1) a re  e q u i v a l e n t  i f  one ca l l s  the  
e v e n t  X > t "success" and t h e  event  X 5 t " f a i l u r e Y 1 '  j = 1, . . . , 
i j i j  
n * i =  1, ..., k.  i '  
C. L i f e  Length Observations - Ordered Inc reas ing  F a i l u r e  Rate 
Funct ions 
We f i r s t  d e f i n e  p r e c i s e l y  " f a i l u r e  rate" i n  gene ra l  and 
" inc reas ing  f a i l u r e  rate" i n  p a r t i c u l a r .  For a d i s t r i b u t i o n  F w i t h  
d e n s i t y  f ,  t h e  f a i l u r e  r a t e  r ( t )  a t  time t i s  de f ined  a s  r ( t )  = 
f ( t )  / F ( t )  , where F ( t )  = 1 - F ( t )  . 
p h y s i c a l l y  as  t h e  p r o b a b i l i t y  of  f a i l u r e  i n  t h e  i n t e r v a l  [ t ,  t + d t ]  
Thus, r ( t )  . d t  may be i n t e r p r e t e d  
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1 
1 
given s u r v i v a l  t o  time t. I f  a u n i t  is  wearing o u t ,  i t  may ve ry  
l i k e l y  d i s p l a y  an  i n c r e a s i n g  f a i l u r e  ra te .  Note t h a t  when t h e  
f a i l u r e  r a t e  is  i n c r e a s i n g ,  l og  F ( t )  i s  concave. Th i s  motivates  
t h e  d e f i n i t i o n  of i n c r e a s i n g  f a i l u r e  rate (IFR) i n  the  gene ra l  ca se  
where a d e n s i t y  a t  each p o i n t  i s  no t  assumed n e c e s s a r i l y  t o  e x i s t .  
We say f a i l u r e  d i s t r i b u t i o n  F has  i n c r e a s i n g  f a i l u r e  r a t e  i f  log F ( t )  
i s  concave; s i m i k r l y ,  WE: say F has dec reas ing  f a i l u r e  r a t e  (DFR) i f  
l i m  F(x) = 0 and log F ( t )  i s  convex on [0, OD). (See Barlow, Marsha l l ,  
xto 
and Proschan (1963) f o r  a d i s c u s s i o n  of t h e  p r o p e r t i e s  of d i s t r i b u t i o n s  
w i t h  inc reas ing  (decreasing)  f a i l u r e  r a t e . )  
- 
- 
- 
Assume, t h e n ,  t h a t  system l i f e  a t  t h e  i - t h  s t a g e  of development 
has  inc reas ing  f a i l u r e  r a t e .  Because of  improvement from s t a g e  t o  
s t a g e  
rl(t) 2 r2(t) 2 ... 2 r (t) f o r  t 2 0 ,  (2.3) k 
where r i ( t )  i s  t h e  f a i l u r e  r a t e  a t  t i m e  t a t  t h e  i - t h  s t a g e  of 
development. 
system f a i l u r e  i n  the  i n t e r v a l  ( t ,  t + d t ) ,  g iven  s u r v i v a l  till t i m e  
t ,  does no t  i n c r e a s e  from s t a g e  t o  s t a g e  of t e s t i n g .  
This  means t h a t  f o r  each t 2 0 ,  t h e  p r o b a b i l i t y  of 
Given l i f e - l e n g t h  obse rva t ions  Xi l ,  X i2' . * .  , Xin , w e  wish t o  
o b t a i n  t h e  maximum l i k e l i h o o d  estimate of rl(t) , r 2 ( t ) ,  . . . , rk(t) ,  
e s p e c i a l l y  rk( t) . 
i 
A similar  model may be formulated i n  which system l i f e  has  
decreasing f a i l u r e  r a t e .  
2 .2  .DEBUGGING MODELS 
Debugging and r e l i a b i l i t y  growth have a good d e a l  i n  common. 
The m a i n  d i f f e r e n c e  i s  t h a t  i n  t h e  debugging models desc r ibed  below, 
system r e l i a b i l i t y  improves con t inuous ly  w i t h  t i m e  ( i . e . ,  f a i l u r e  
r a t e  i s  d e c r e a s i n g ) ,  wh i l e  i n  t h e  r e l i a b i l i t y  growth models of 
Sec. 2.1, improvement i n  system r e l i a b i l i t y  occur s  only when a system 
d e s i g n  change occurs .  
-7- 
A .  Decreasing F a i l u r e  Rate ,  Followed by Constant F a i l u r e  Rate 
Suppose X t h e  t i m e  t o  t h e  f i r s t  f a i l u r e ,  has  d i s t r i b u t i o n  
F ( t )  having f a i l u r e  r a t e  r ( t )  which i s  dec reas ing  f o r  0 t C to 
and cons t an t  f o r  t > t 
the  system o p e r a t e s  aga in .  
r a t e  i s  r e s t o r e d  t o  t h e  va lue  it had j u s t  p r i o r  t o  t h e  f a i l u r e .  
S p e c i f i c a l l y ,  assume t h a t  X t h e  t i m e  between t h e  (i-1)st f a i l u r e  
and t h e  i - t h  f a i l u r e  has d i s t r i b u t i o n  
1’ 
A f t e r  f a i l u r e ,  r e p a i r  i s  performed so  t h a t  0’ 
Assume f u r t h e r  t h a t  t h e  system f a i l u r e  
i 
(where S 
system of age Si-l .  
. . . .yb, we seek: a) maximum l i k e l i h o o d  
estimates of t 
equ i l ib r ium f a i l u r e  rate; and b) a conse rva t ive  upper confidence bound 
on r ( t  ) .  
= X .t ... -I- Xi-1), t h e  c o n d i t i o n a l  d i s t r i b u t i o n  of a i-1 1 
1’ x2’ Given obse rva t ions  X 
0’ 
t h e  end of t h e  debugging p e r i o d ,  and r(to) , t h e  
0 
It i s  of i n t e r e s t  t o  no te  the common-sense procedure o f t e n  used 
i n  t h i s  s i t u a t i o n  t o  e s t i m a t e  t and r ( t  ). A graph i s  drawn i n  which 
t h e  cumulative number of f a i l u r e s  is p l o t t e d  a g a i n s t  e lapsed o p e r a t i o n a l  
t i m e  as i n  F ig .  2.1. (See Rosner (1961).) Debugging i s  terminated 
0 0 
approxirxitely a t  t h a t  p o i n t  i n  time when t h e  s l o p e s  of 
success ive  s e c a n t s  (shown by dashed l i n e s )  appear  t o  have reached an 
e q u i l i b r i u m  va lue .  These s lopes  r e p r e s e n t  f a i l u r e  rates over success ive  
t i m e  p e r i o d s .  System improvement corresponds t o  t h e  s i t u a t i o n  i n  which 
t h e  s l o p e s ,  x , are  dec reas ing  with h. However, due t o  s t a t i s t i c a l  
f l u c t u a t i o n s ,  some r e v e r s a l s z w i l l  occur.  The common-sense g r a p h i c a l  
procedure desc r ibed  above fu rn i shes  no p r e c i s e  way of t a k i n g  i n t o  
account  t h e s e  reversals. Our technique p rov ides  f o r  t h i s .  
1 
h 
-8 - 
\ 
\ 
\ 
\ 
\ 
\ 
\ rc 0 
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B. Decreasing F a i l u r e  Rate,  Negl igible  Decrease Beyond a P o i n t  
I n  many p i z c t i c a l  s i t u a t i o n s  it i s  not  r e a l i s t i c  t o  i n s i s t  on 
determining the  p o i n t  to beyond which f a i l u r e  ra te  i s  cons t an t .  
1 Rather ,  f o r  pragmatic purposes i t  s u f f i c e s  t o  f i n d  the  p o i n t  t 
such that r(tl) - l i m  r(t) - e ,  f o r  some s p e c i f i e d  e > 0. Thus, we 
t- 
wish t o  f i n d  t h e  p o i n t  beyond which f u r t h e r  r e l i a b i l i t y  improvement 
can decrease the  f a i l u r e  rate by only e .  
S p e c i f i c a l l y ,  we u se  t h e  same assumptions and n o t a t i o n  as i n  
2.2A; t h e r e  i s  t h e  a d d i t i o n a l  assumption t h a t  r(t) i s  continuous.  
We wish t o  o b t a i n  maximum l ike l ihood  e s t i m a t e s  of t and a conserva- 
t i v e  upper confidence bound on r(t ) . 1 
1 
C. Debugging Not Completed During Pe r iod  of Observat ion 
1) The assumptions and no ta t ion  a r e  as i n  2.2A. Assume, 
however, t h a t  cons t an t  f a i l u r e  r a t e  i s  not  a t t a i n e d  during t h e  
n pe r iod  of observat ion.  F i n a l l y ,  assume t h a t  obse rva t ions  X 1’ X2’ * .x 
a r e  a v a i l a b l e  from j u s t  one copy of t h e  system. We wish t o  e s t i m a t e  
r(t) f o r  0 5 t s Sn = x1 + . .. .t xn. 
2) I n  a more gene ra l  vers ion of 1) , we have k cop ies  of the 
system, each copy independently ope ra t ing  as i n  1). Observations 
X .  i = 1, .. . , k; j = 1, .. . , n are obtained.  The d i s t r i b u t i o n  li  , i’ 
A i j  
t h e  c o n d i t i o n a l  d i s t r i b u t i o n  of an i tem of age SiYjel = Xil -I- Xi2 + ... + 
. Again w e  wish t o  es t imate  r(t) dur ing  the  obse rva t ion  pe r iod .  xi , j-1 
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3. MAXIMUM LIKELIHOOD ESTIMATION UNDER CONSTRAINTS 
We may o b t a i n  a maximum l i k e l i h o o d  e s t i m a t o r  (MLE) i n  each of 
t h e  models of Sec. 2 us ing  methods developed i n  p a p e r s  by brunk (1955, 
1958); by Ayer, Brunk, Ewing, Reid,  and SilveLman (1955); and by 
Van Eeden (1956, 1957, 1958). The key idea  may be desc r ibed  a s  
follows: 
For  Models 2 . 1 C  and 2.2A, B ,  and C of Sec t ion  2 ,  t o  maximize 
t h e  l i ke l ihood  , t h e  f a i l u r e  rate should be taken c o n s t a n t  between 
obse rva t ions .  This  i s  i n t u i t i v e l y  obvious from t h e  f a c t  t h a t  t h e  
l i ke l ihood  depends only on t h e  d e n s i t i e s  a t  t h e  obse rva t ions .  
t h e  f a i l u r e  r a t e  should be made a s  small a s  p o s s i b l e  between obser- 
v a t i o n s  s o  as  t o  have a s  much p r o b a b i l i t y  as  p o s s i b l e  a v a i l a b l e  at 
t h e  observat ions.  Since the  f a i l u r e  r a t e  i s  assumed monotone, t h e  
f a i l u r e  r a t e  must be set c o n s t a n t  between o b s e r v a t i o n s .  Th i s  reduces 
t h e  problem t o  t h e  maximization of a f u n c t i o n  of a f i n i t e  number of 
unknown parameters s u b j e c t  t o  c o n s t r a i n t s .  I n  a s i m i l a r  manner, t h e  
problem of Model 2.1B may be reduced t o  t h e  maximization of a f u n c t i o n  
of a f i n i t e  number of unknown parameters  s u b j e c t  t o  c o n s t r a i n t s .  
Thud, 
Brunk (1958) p r e s e n t s  a procedure which may be used f o r  maximizing 
a concave f u n c t i o n  G(y 
c o n s t r a i n t s .  
v a r i a b l e s  l i e  i n  a convex region A 
2 ,  ..., N .  The f i r s t  s t e p  i s  t o  determine t h e  p o i n t  a t  which G 
a t t a i n s  i t s  u n r e s t r i c t e d  maximum. 
1, A 2 ,  . . . , A ) , i t  i s  t h e  s o l u t i o n .  ( t h e  i n t e r s e c t i o n  of A 
one of t h e  sets i s  s e l e c t e d  i t 1  which it does not l i e ,  and des igna ted  
a s  A ( r e l a b e l i n g  perhaps being necessa ry ) .  
..., yk) of k r e a l  v a r i a b l e s  s u b j e c t  t o  N 1' 
The i - t h  c o n s t r a i n t  r e q u i r e s  t h a t  t h e  v i c t o r  of k 
of Eucl idean k-space,  i = 1, 
i 
I f  t h i s  p o i n t  l i e s  i n  AIA 2 . . .AN 
N 
I f  n o t ,  
Next,  w e  seek t h e  p o i n t  1 
i n  A a t  which G a t t a i n s  i t s  maximum ove r  A I f  B(Ai) r e p r e s e n t s  Q1 1 1' 
the  boundary of A i ,  i = 1, 2 ,  . . . , N ,  we f i n d  t h a t  q1 l i e s  i n  B(A1). 
I f  q1 l i es  i n  AIA 2 . . . A N ,  i t  i s  t h e  s o l u t i o n .  
as  A ( r e l a b e l i n g ,  i f  necessary)  one of t h e  sets which does no t  2 
contain q 
va lue  q 
I f  n o t ,  w e  d e s i g n a t e  
Next,  w e  maximize G s u b j e c t  t o  y E A1A2. The maximizing 1' 
l i e s  on B(A ) . Next , we f i n d  t h e  p o i n t ,  q2 ,  where G i s  
1 2  2 
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maximized s u b j e c t  t o  y E A2.  If q2  E A1A2, then q = q12 i s  the  2 
s o l u t i o n  of t he  p r e s e n t  l imi t ed  problem. Otherwise,  q12EB(A1)B(A2). 
We con t inue  i n  t h i s  f a sh ion  u n t i l  t h a t  po in t  i n  A A 2 . .  .% i s  found a t  
which t h e  maximum of G i s  a t t a i n e d .  
This  concise  d e s c r i p t i o n  of the Brunk procedure f o r  f i n d i n g  a 
maximum s u b j e c t  t o  c o n s t r a i n t s  w i l l  become more meaningful when 
i t  i s  app l i ed  t o  the  models of Sec. 2. 
3 . 1  THE MLE'S FOR THE RELIABILITY GROWTH MODELS 
A .  Success o r  F a i l u r e  Observations 
The MLE's f o r  t h i s  model a r e  found by Ayer, Ewing, Brunk, 
Reid,  and Silverman (1955). They a re  d i sp layed ,  t o g e t h e r  w i th  an 
example, i n  Sec. 5.1A. 
B. Model 2 .1B  - L i f e  Length Observations - Ordered D i s t r i b u t i o n  
Func t ions 
Again, Ayer, Ewing, Brunk, Reid, and Silverman (1955) have 
found the MLE f o r  t h i s  model. We d i s p l a y  them, t o g e t h e r  w i th  an 
example, i n  Sec. 5.2A. 
C. Model 2.1C - L i f e  Length Observations - Ordered, I n c r e a s i n g  
F a i l u r e  Rate Funct ions 
Grenander (1956) ,  and Marshall  and Proschan (1965) have giver? 
t he  MLE f o r  a s i n g l e  f a i l u r e  r a t e  f u n c t i o n ,  r ( . ) ,  under t h e  assumption 
t h a t  r ( - )  i s  a monotone funct ion.  Here we seek t h e  MLE of s e v e r a l  
f a i l u r e  r a t e  f u n c t i o n s ,  rl( -1, . . . , rk( - )  , under t h e  assumption 
t h a t  each r . (  .) i s  an  inc reas ing  f u n c t i o n  and t h a t  r ( t)  5: r (t) 2 . . . 2 
rk(t) f o r  a l l  t 5 0. 
proper  choice of the func t ions  r ( * )  , . . . , rk(-)  s u b j e c t  t o  the con- 
s t r a i n t s ,  i s  
1 1 2 
The log - l ike l ihood ,  which i s  t o  be maximized by 
1 
n 
k i  
n -1 k i  
-X ) r ( X  ) .  i j  i j  C C log r ( X .  .) - C C (ni-j)(Xi,j+l 'J i=1 j=1 (3.1) i=l j=1 
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The MLE's ? , ( a )  , . . . , ? (.) a r e  s t e p  f u n c t i o n s ,  c o n s t a n t  between 
observat ions.  I n  some i n s t a n c e s  i t  i s  convenient t o  determine t h e  
maximizing s t e p  f u n c t i o n s  by a "concave programming" procedure.  
k 
3.2 THE MLE'S FOR THE DEBUGGING MODELS 
Using arguments s imi la r  t o  those  i n  Marshal l  and Prnschzn (1,9652, 
we may e s t a b l i s h  t h a t  t h e  MLE f o r  r ( t ) ,  c a l l  i t  f n ( t ) ,  i s  c o n s t a n t  
on the i n t e r v a l s  between obse rva t ions .  E x p l i c i t  formulas f o r  t he  
estimate of r(t) f o r  t h e  v a r i o u s  models w i l l  be  given i n  Sec. 5 . 2 .  
Reference t o  t h a t  s e c t i o n  w i l l  be h e l p f u l  f o r  t h e  remainder of Sec. 3 . 2 .  
A .  MLE of to and r( t  ) f o r  Model 2.2A 
n 
The MLE c0 of t i s  obtained by f i r s t  going through t h e  same 
0 
procedure a s  i n  e s t i m a t i n g  r(t) i n  Sec. 5 . 2  below. The e s t i m a t e  
n 
i s  taken a s  the  obse rva t ion  corresponding t o  t h e  beginning of t he  
A 
l a s t  averaging i n t e r v a l .  I n  the  n o t a t i o n  of Sec. 5 . 2 ,  to = S . 
"k 
It  t u r n s  out t h a t  i n  t h i s  case t h e  MLE of to i s  h poor one 
n 
s i n c e , a s  the number of obse rva t ions  i n c r e a s e s  t o  i n f i n i t y ,  to con- 
verges  a lmost  s u r e l y  t o  i n f i n i t y .  
The e s t i m a t e  o f  r(to) i s  t h e  v a l u e  of $(t) i n  t h e  l a s t  i n t e r v a l .  
%+l ,n '  I n  the n o t a t i o n  of Sec. 5 . 2 ,  ?(to) = r 
B .  MLE of t, f o r  Model 2.2B 
Again we proceed a s  i n  Sec. 5 . 2  below t o  o b t a i n  t h e  MLE of r(t) 
under the  assumption of dec reas ing  f a i l u r e  ra te .  
sma l l e s t  index k ,  such t h a t  f(S ) - ?(S ) 5 e .  Then t h e  MIX fo r  
t l  i s  S 
?(Sn) 2 E whi le  E'Sk*) - ?(Sn) < e.  
L e t  k* be the  
k n 
s i n c e  ?(t) i s  t h e  MLE f o r  r ( t ) ,  0 5 t S Sn, and ?(S k *) - 
+ k* 
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A 
I n  t h i s  ca J e ,  t h e  MLE tl does n o t  converge almost  s u r e l y  t o  
i n f i n i t y  when t h e  sample s ize  n grows i n d e f i n i t e l y  l a r g e ,  as i n  
Model 2.2A; t hus ,  t h e  estimate does n o t  s u f f e r  from t h e  s e r i o u s  
weakness possessed by ^t of Model 2 . 2 A .  On t h e  o t h e r  hand, t^ does 
no t  converge almost s u r e l y  t o  t as n -, =, s i n c e  success ive  obser -  
v a t i o n s  provide information about t h e  f a i l u r e  rate a t  success ive ly  
l a te r  p o i n t s  on t h e  t i m e  axis while ,  roughly speaking,  f o r  cons i s -  
tency (convergence almost  s u r e l y  of t o  t ) one needs more and 
more information about t as n + m .  This  lack  of  cons i s t ency  i s  
no rea l  cr i t ic ism,  however, s ince  from the  n a t u r e  o f  t h e  model, 
0 1 
1 
1 1 
1 
no c o n s i s t e n t  e s t ima to r  of t e x i s t s .  1 
C. Debugging Not Completed During Pe r iod  of Observat ion 
Marsha l l  and Proschan (1965) have provided a procedure f o r  
ob ta in ing  t h e  MLE f o r  monotone f a i l u r e  ra te  func t ions .  This  i s  
p r e c i s e l y  the  technique needed f o r  t h i s  model. The procedure i s  
o u t l i n e d  and examples are  g iven  i n  Sec. 5.2. 
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4 .  CONSERVATIVE CONFIDENCE BOUNDS 
I n  t h i s  s e c t i o n  methods a r e  p re sen ted  which a l low us t o  c la im 
wi th  s p e c i f i e d  (high) a s su rance  t h a t :  a) t h e  r e l i a b i l i t y  of a system 
i n  i t s  l a t e s t  s t a g e  of development i s  a t  l e a s t  a c e r t a i n  va lue ;  b) the 
d i s t r i b u t i o n  f u n c t i o n  of t i m e - t o - f a i l u r e  of a system i n  i t s  l a t e s t  
s t a g e  o f  d e v e l o p c z t  ever-ihere Y lies beiow a c e r t a i n  curve; c) t h e  
" s t ab le"  f a i l u r e  ra te  of a system which i s  being debugged du r ing  
development and i n i t i a l  use i s  no g r e a t e r  t han  a c e r t a i n  v a l u e .  
4 . 1  A CONSERVATIVE CONFIDENCE BOUND ON THE STABLE FAILURE RATE 
OF A SYSTEM BEING DEBUGGED 
I n  t h i s  s e c t i o n  w e  show how t o  o b t a i n  a conse rva t ive  confidence 
bound on t h e  s t a b l e  f a i l u r e  r a t e  which i s  f i n a l l y  a t t a i n e d  by a system 
be ing  debugged du r ing  i t s  development phase and e a r l y  usage pe r iod .  
This  p a r t i c u l a r  example should make t h e  b a s i c  idea  c l e a r .  We then  
s t a t e  the g e n e r a l  theorem which e x p l o i t s  t h i s  b a s i c  i d e a .  With t h i s  
gene ra l  theorem as a b a s i s ,  conse rva t ive  confidence bounds f o r  our  
models a r e  developed. 
We cons ide r  Model 2.2A i n  which the  f a i l u r e  ra te  of t he  system 
i s  a decreasing f u n c t i o n  of t i m e  f o r  0 s t 5 to and i s  a c o n s t a n t ,  
say equal t o  r , f o r  t 2 t . The system i s  p u t  i n t o  ope'ration a t  t i m e  
zero and is  run u n t i l  f a i l u r e  a t  t i m e  X Repair occurs  i n  n e g l i g i b l e  
t i m e  ( e . g . ,  t h e  module c o n t a i n i n g  t h e  f a i l e d  p a r t  i s  replaced immediately). 
The system resumes o p e r a t i o n  and con t inues  u n t i l  t he  nex t  f a i l u r e  occurs  
X 2 
occurs  i n  n e g l i g i b l e  t i m e ,  and t h e  system runs u n t i l  t h e  next  f a i l u r e  
X u n i t s  of time l a t e r ,  a t  time S = XI 3- X 3. X3. This  con t inues  
3 3 2 
u n t i l  n successive l i f e  l e n g t h s  X1, X2, . . . , X 
0 0 
1' 
u n i t s  of t i m e  l a t e r ,  i . e . ,  a t  t i m e s  S2 = X1 + X2. Again, r e p a i r  
a r e  ob ta ined .  
n 
The b a s i c  idea  i n  o b t a i n i n g  the c o n s e r v a t i v e  confidence bound on 
r t h e  s t a b l e  f a i l u r e  r a t e ,  may be s t a t e d  i n t u i t i v e l y  as  follows. The 
obse rva t ion ,  Xi ,  i s  a random v a r i a b l e  from a d i s t r i b u t i o n  whose f a i l u r e  
r a t e  a t  each p o i n t  of t i m e  i s  a t  l e a s t  a s  g r e a t  as  r i = 1, 2 ,  . . . ,n .  
t o  estimate a Therefore ,  i f  one u s e s  t h e  o b s e r v a t i o n s  x 
0' 
0' 
. . . , X 1' x2' n 
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s i n g l e  f a i l u r e  ra te  (p re t end ing  t h a t  a l l  t h e  X.  are  from a common 
exponen t i a l  d i s t r i b u t i o n ) ,  t h e  e s t ima te  w i l l  tend t o  be h ighe r  t han  r . 
S i m i l a r l y ,  an  upper confidence bound f o r  t h i s  common f a i l u r e  r a t e ,  
c a l c u l a t e d  from t h e  obse rva t ions  X X . . . , X as  though they were 
a sample from a s i n g l e  exponen t i a l  d i s t r i b u t i o n ,  w i l l  c o n s t i t u t e  a 
conse rva t ive  upper confidence bound f o r  r . We make t h e s e  i d e a s  
p r e c i s e  now. 
1 
0 
1’ 2’ n 
0 
Lemma 4 .1 .  L e t  X have d i s t r i b u t i o n  F(x) ,  X have c o n d i t i o n a l  
1 2 
d i s t r i b u t i o n  
ond i t ion  X .  have 
1 
1 d i s t r i b u t i o n  
where F has  f a i l u r e  ra te  r ( t )  2 r f o r  a l l  t 2 0. 
be independent obse rva t ions  from the exponen t i a l  d i s t r i b u t i o n  w i t h  
f a i l u r e  ra te  ro. Then Zy Xi i s  s t o c h a s t i c a l l y  smaller* than Zy Yi. 
L e t  Y1, Y2’ ..., Y 
0 n 
Proof .  F i r s t  assume t h a t  F i s  continuous.  L e t  t h e  random 
v a r i a b l e s  X 
random v a r i a b l e s  Y’ 
X 3. X2,  . . . , En X. be slmiltaneouslg transformed i n t o  
n 1’ 1 Y’ 3. Y;, ...) C1 Yi under t h e  t r ans fo rma t ion  
1’ 1 
log F(xl + . . . + xi) i = 1,. . . ,n.  1 r (4.1) Y i  + ... + Y i  = - - 
0 
* 
I f  P(U 2 t) S P(V 2 t) for each t ,  then t h e  random v a r i a b l e  U 
i s  s a i d  t o  be s t o c h a s t i c a l l y  smaller than t h e  random v a r i a b l e  V. 
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Then f o r  i = 1, . . . ,  n 
1 1 P[YI > u l  = P [ -  l o g  F(X1 + . . . + Xi) + logE(xl + . . . + xi-1) > u l  
0 0 
r F~~ +. ..-Lv 
ILLi) < - '-1 =P log  1 E(X1+. . .+xi-1) 
-1: u F(X1+. . .+Xi) 0 -[- F(X1+. . .+Xi-1) 
s i n c e  t h e  random v a r i a b l e  
F(X1+. . .+Xi) 
1 F ( X I + .  . .+xi-l 
-1. 
i s  uniformly d is t i - ih : i tcd  on O , l ! . "  
independent ly  d i s t r i b t i t e d  accord ing  t o  
Thus,  t h e  Yi, ..., Y' a r e  
n 
- r  x 
0 G r  (x) = 1 - e , 
0 
t h e  exponent ia l  d i s t r i b u t i o n  wi th  f a i l u r e  r a t e  r . 
0 
l o g  F(x), t hen  Next observe t h a t  i f  y = - - 1 
1: 
0 
9; 
If  a random v a r i a b l e  T has  s u r v i v a l  p r o b a b i l i t y  function:, a 
continuous f u n c t i o n ,  then  t h e  random var iab le  E(T) i s  uni formly  d i s -  
t r i b u t e d  on [0,11; 
p r o b a b i l i t y  func t ion  of X 
+ X ) / F ( S ~ - ~ )  i s  t h e  c o n d i t i o n a l  s u r v i v a l  
g iven  s 
i i-1' 
- 1 7 -  
Thus, under the transformation (4.1) 
Y; + ... 4-y; 2 x1 + ... + xn. 
* 
It follows from Lehmann (1959),  Lemma 1, p. 73 , that CyYi is 
stochastically larger than C X . n 1 i  
If F is not continuous, the same result may be obtained by 
limiting arguments .)I 
We now apply Lemma 4.1 to obtain a conservative confidence 
bound on r from observations X1, ..., X . 
0 n 
Since Y1, ..., Y are exponential with failure rate 1: 
xl-$ 2n) /2C Y. is an upper 100( 1-CY) percent confidence bound on 
r 
distribution with 2n degrees of freedom. Hence 
n 0' 
2 
1 1  
where x2 0' 1-CY (2n) is the lOO(1-CY) percentile of the chi-square 
Thus x2 (2n)/2C;Xi is a conservative l O O ( 1 - a )  percent upper confi- 
dence bound on r . Note that if F is the exponential distribution, 
the confidence bound is exact. 
1 -CY 
0 
* 
This Lemma states: "Let F and F be two cumulative distri- 
0 1 
bution functions on the real line. Then F1(x) S Fo(x) for all x if 
and only if there exist two nondecreasing functions f and f and 
a random variable V, such that a)  fo(v) 
0 1' 
fl(v) for all v; and b) the 
distributions of f (v) and f (v) are F and F respectively." In 
log  l?(v), Fo = F, F = G . our case, take fo(v) = v, fl(v) = - - 
1 l o  0 1 
r 1 r  
0 0 
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4 . 2  GENERAL THEOREM FOR CONSERVATIVE CONFIDENCE BOUNDS 
The ideas  used i n  Sec .  4 .1  l ead  t o  t h e  fo l lowing  g e n e r a l  theorem 
f o r  ob ta in ing  conse rva t ive  confidence bounds. 
Theorem 4 . 1 .  L e t  
b e  an obse rva t ion  on a random v a r i a b l e  
( i n  general  , vec t s r -va iued j  having d i s t r i -  
bu t ion  func t ion  G(y,8), with  8 a one- 
dimensional  parameter ;  
be  a one-dimensional s ta t i s t ic  based 
on t h e  observed v e c t o r  X; 
be a l O O ( 1 - o r )  p e rcen t  upper conf idence  
bound on 8 ,  where p(u) i s  a dec reas ing  
func t ion  ; 
be a n  obse rva t ion  on a random v a r i a b l e  
(vector-valued)  having d i s t r i b u t i o n  
f u n c t i o n  F(x,0) ; and 
be  s t o c h a s t i c a l l y  l a r g e r  than  8(XJ. 
Then 
t h a t  i s ,  p(^ B(XJ) i s  a conse rva t ive  lOO(1-a) percen t  upper conf idence  
bound on 0, t h e  parameter  of  t h e  d i s t r i b u t i o n  F .  
Proof .  F i r s t ,  assume p i s  cont inuous  and s t r i c t l y  d e c r e a s i n g .  
L e t  u( .) b e  t he  i n v e r s e  of t h e  f u n c t i o n  p ( -) . Then 
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t h e  f i r s t  e q u a l i t y  fol lowing from c) and t h e  second hold ing  s i n c e  
u(.)  i s  t h e  inve r se  func t ion  t o  p ( - ) ,  a dec reas ing  func t ion .  By 
e) 
t h e  l a s t  e q u a l i t y  fol lowing aga in  from t h e  f a c t  t h a t  u ( . )  i s  t h e  
inve r se  of  p ( -) and p ( 0 )  i s  decreasing.  Combining r e s u l t s ,  w e  
o b t a i n  
I f  p i s  no t  cont inuous o r  s t r i c t l y  decreas ing ,  t h e  same r e s u l t s  
may be obtained by l i m i t i n g  arguments.11 
Other cases o f  i n t e r e s t  are covered i n :  
C o r o l l a r y  4 . 2 .  
1) I f  p(u) i s  an inc reas ing  func t ion  and 8(XJ i s  s t o c h a s t i c a l l y  
l a r g e r  than 8(D, t h e  same r e s u l t  fo l lows .  
2) I f  p(u) i s  a decreas ing  func t ion ,  p($(YJ) i s  a l O O ( i - c x j  
pe rcen t  lower confidence bound on the  parameter 0 of  G ,  and 6 ( E )  
i s  s t o c h a s t i c a l l y  l a r g e r  than ^e(YJ, then p ( 8 ( X J )  i s  a conse rva t ive  
lOO(1-a) percent  lower confidence bound on the  parameter 0 of  F. 
If p(u) i s  an increas ing  func t ion ,  p ( 6 ( ~ ) )  i s  a IOO(I-O~> 3) 
h 
percen t  lower confidence bound on t h e  parameter  0 of G ,  and €)(IC) i s  
s t o c h a s t i c a l l y  smaller than e(YJ, then  p ( 0 ( X ) )  i s  a conserva t ive  
lOO(1-CY)  pe rcen t  lower confidence bound on t h e  parameter  8 of F. 
A A 
The proof i n  each case  i s  similar t o  t h a t  of Theorem 4.1. 
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4.3 REXIABILITY GROWTH WHEN ONLY SUCCESS OR FAILURE I S  OBSERVED 
InModel  2.1A, we considered a system being improved a t  success ive  
s t a g e s  of development. S p e c i f i c a l l y ,  i n  cond i t ion  (2 .1 ’ )  , we r e q u i r e  
pk 2 max p . ;  t h a t  i s ,  t h a t  t h e  r e l i a b i l i t y  i n  the  l a t e s t  s t a g e  of develop- 
ment be a t  l e a s t  a s  high as  t h a t  achieved e a r l i e r  i n  the deve?spmeiit 
program. Suppose t h a t  x successes  a r e  observed i n  n t r i a l s  i n  s t a g e  
i ,  i = 1, 2 ,  ..., k ,  where a l l  t r i a l s  a r e  independent. From t h i s  se t  
of obse rva t ions ,  we wish t o  e s t a b l i s h  a conse rva t ive  l O O ( 1 - a )  pe rcen t  
lower confidence bound on p 
the  system f o r  which d a t a  a r e  a t  hand. A v a r i a t i o n  of t h i s  model ( i n  
which two k inds  of f a i l u r e  a r e  d i s t ingu i shed)  i s  t r e a t e d  by Barlow and 
Scheuer (19 64) . 
i<k 1 
i i 
t h e  r e l i a b i l i t y  of t he  l a t e s t  v e r s i o n  of k ’  
Let  X .  be a binomial random v a r i a b l e  corresponding t o  n t r i a l s  
1 1- i 
with underlying p r o b a b i l i t y  of success p X = CK X and l e t  Y be a i’ ,-1 i’ 
binomial random v a r i a b l e  corresponding t o  n = I? n 
l y i n g  p r o b a b i l i t y  of success  pk.  
X s i n c e  Y i s  the  sum of independent random v a r i a b l e s  each of which i s  
s tochas t i c a  1 l y  l a r g e r  than the  corresponding random v a r i a b l e s  compri s i n g  
X .  Using C o r o l l a r y  4 .2 (3 ) ,  one may o b t a i n  a sha rp  c o n s e r v a t i v e  
lOO(1-m) percent  lower confidence bound f o r  p by f i n d i n g  t h e  va lue  p(x) 
sa  t i s  fying 
t r ia l s  wi th  under- 
Then Y i s  s t o c h a s t i c a l l y  l a r g e r  than 
1 i  
k 
c; ( Y )  p i ( l  - p)n-l = 1 - a ,  
k 
where x 3: C1 xi. Then 
t h a t  i s ,  p(x) i s  a conse rva t ive  l O O ( 1 - a )  pe rcen t  lower confidence bound 
f o r  p the r e l i a b i l i t y  a t  t h e  l a t e s t  s t a g e  of development. k ’  
-21- 
Note t h a t  t h e  only information r equ i r ed  t o  f i n d  t h e  d e s i r e d  
bound i s  t h e  t o t a l  number of successes  and the  t o t a l  number of t r i a l s .  
The s tage-by-stage h i s t o r y  of t h e  development program i s  no t  needed. 
4 . 4  RELIABILITY GROWTH WHEN LIFE LENGTHS ARE OBSERVED 
I n  Model 2 . 1 B ,  we cons ider  a system being improved a t  success ive  
s t a g e s  of development corresponding,  s a y ,  t o  b a s i c  des ign  changes. A t  
s t a g e  i ,  t h e  d i s t r i b u t i o n  of  l i f e  length i s  Fi. No assumption i s  made 
. . .)  Fk,  nor about  t h e  r e l a t i o n  among them about  t h e  form of  F 
except  t h a t  F ( t )  S min F . ( t )  f o r  a l l  t .  This  means t h a t  t h e  proba- 
b i l i t y  of  system l i f e  exceeding any  f i x e d  t i m e  i s  g r e a t e s t  a t  t h e  
l as t  s t a g e  of  system development. Independent l i f e  l eng th  obser-  
are obtained a t  s t a g e  i ,  i = 1, 2 ,  . . . ,  k .  v a t i o n s  X 
From t h e s e  n = C n .  obse rva t ions ,  w e  wish t o  o b t a i n  a conse rva t ive  
lOO(1-CY)  pe rcen t  upper confidence curve  on t h e  e n t i r e  f a i l u r e  d i s -  
t r i b u t i o n  func t ion ,  F k ( t ) ,  of system l i f e  i n  t h e  l a tes t  s t a g e  of 
development.  
1’ F27 
k i<k 1 
. . . ,  Xin 
i il’ 
k 
1 1  
We f i r s t  prove 
Lemma 4 .2 .  Le t  X . . . , X be independent obse rva t ions  from F 
i = 1,  . . . ,  k ,  wi th  F ( t)  5 min F i ( t )  f o r  a l l  t ,  and l e t  F ( t )  be t h e  
e m p i r i c a l  d i s t r i b u t i o n  func t ion  formed from & the  obse rva t ions  
i I  ’ i n  i’ i A 
k i<k 
V i = 1, ..., k. Let Y t l ,  ..., Yini, i = 1, ..., k be ~. i n  ’ Xil’ ..., I1 - i L 
A 
independent  obse rva t ions  from F ( t ) ,  and l e t  F (t) be t h e  empi r i ca l  k k 
d i s t r i b u t i o n  f u n c t i o n  formed from Yil, ..., Yin , i = 1, ...) k. 
g iven  any f u n c t i o n  u ( t )  
Then 
i 
Proof .  F i r s t  assume F continuous and s t r i c t l y  i n c r e a s i n g ,  i -1 i = 1 ,  ..., k. D e f i n e Z  - F . F ( Y . ) , j = l  , . . .  , n . ; i = 1 ,  ...,k. 
Then t h e  set of random v a r i a b l e s  2 j = 1, ..., n * i = 1, ..., k has i j  1 k i j  1 
i j ’  i’ 
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t h e  same j o i n t  d i s t r i b u t i o n  a s  t he  se t  X i j ,  j = 1, ..., n 
(This  s ta tement  may be v e r i f i e d  by us ing  the  fol lowing argument: 
i = 1, ...,k. 
i ' 
Since each Y has  d i s t r i b u t i o n  F and each X has  d i s t r i b u t i o n  Fi,  
each of t he  F ( Y .  ) ' s  and F.(X. ) ' s  i s  a uniform random v a r i a b l e  on 
i j  k i j 
k 1J 1 lli 
(0, I).) 
Moreover, s i n c e  F i ( t )  2 Fk(t)  f o r  i = 1, . .. , k and a l l  
t ,  Z i j  ; Y i j ,  j = 1, ..., n * i = 1, ..., k .  Thus, f o r  each t ,  
H ( t )  2 F (t) , where H ( t )  i s  the  empi r i ca l  d i s t r i b u t i o n  f u n c t i o n  
formed from Z j = 1, ..., n * n = 1, ..., k.  Thus, f o r  any 
func t ion  u ( t ) ,  P[H(t)  2 u ( t )  f o r  a l l  t]  2 P[Pk(t)  2 u ( t )  f o r  a l l  t? .  
F i n a l l y ,  s i n c e  t h e  Z 
P[?( t )  2 u ( t )  f o r  a l l  t 3  2 P[Gk(t)  2 u ( t )  f o r  a l l  t 7 .  
r e s u l t  may be obtained by l i m i t i n g  arguments.11 
A A i' 
k 
i j '  A i' 
' s  have t h e  same j o i n t  d i s t r i b u t i o n  a s  t h e  X ' 9 ,  i j il 
I f  any Fi i s  no t  cont inuous o r  s t r i c t l y  i n c r e a s i n g ,  t h e  same 
We now use Lema 4.2 t o  form a c o n s e r v a t i v e  lOO(1-a) percen t  
upper confidence curve on t h e  e n t i r e  d i s t r i b u t i o n  F Birnbaum and k '  
Tingey (1959) t a b u l a t e  v a l u e s  e s a t i s f y i n g  
n ,a 
P [ G ( t )  S min ( E ( t )  + en,,,l) f o r  a l l  t] 2 1 - a, 
A 
where G ( t )  i s  a d i s t r i b u t i o n  f u n c t i o n  and G ( t )  i s  t h e  corresponding 
empi r i ca l  d i s t r i b u t i o n  f u n c t i o n  based on a sample of n from G.  The 
va lue  e i s  independent of G ( t )  . If i n  Lemma 4.2 we t a k e  u ( t )  = 
n , a  
Fk(t)  - then 
p [ t ( t )  + en,cy2 ~ ~ ( t )  f o r  a l l  t ]  2 P[Sk( t )  + en 
t h a t  is, $ ( t )  + en,a  i s  t h e  d e s i r e d  c o n s e r v a t i v e  l O O ( 1 - a )  p e r c e n t  upper 
confidence curve on F 
2 F (t) f o r  a l l  t 3  2 1-a; 
,cy k 
k. 
-23- 
5 .  SUMMARY OF PIioCEDURES AND EXAMPLES 
I n  t h i s  s e c t i o n  we d e s c r i b e  and i l l u s t r a t e  by example t h e  maximum 
l i k e l i h o o d  e s t ima t ion  and conservat ive confidence i n t e r v a l  procedures 
f o r  t h e  models of Sec. 2. 
5.1 RELIABILITY GRDWTH MODIXS 
5 .1A Model 2.1A - Success o r  F a i l u r e  Observat ions 
Our d a t a  c o n s i s t  of x successes  from n obse rva t ions  i n  i i 
s t a g e  i ,  i 1, ... , k. 
(i) To o b t a i n  t h e  maximum l ike l ihood  estimates of p l ,  . . . , pk 
< p2  s ... I p k y  f i r s t  s u b j e c t  t o  t h e  r e s t r i c t i o n  t h a t  p 
form the  r a t i o s  x l /n l ,  x2/n2, ...) %/%. 
. . , I %/n,, then x . / n i  is t h e  MLE pi of pi. 
(j = 1, ,.., k - l ) , x . / n  , 
i n  t h e  j - t h  and ( J  -k 1)-st s t a g e s  and examine t h e  r a t i o s ,  
1 
I f  x 1 1  /n s x2/n2 S 
If f o r  some j 
1 
> x j+l /n j+l ,  combine the  obse rva t ions  
f o r  the ( k  - 1) s t a g e s  thus formed. If t hese  r a t i o s  a r e  i n  
nondecreasing o r d e r ,  they c o n s t i t u t e  t he  MLE’s of p 1’ ’ . * >  pk 
- wi th  6 = 6j+l - ( x j  + x j+ l ) / (n j  + nj+l>. 
t h e  p rocess  of combining s t a g e s  u n t i l  t h e  r a t i o s  a r e  i n  non- 
dec reas ing  o rde r .  This p rocess  need be repeated a t  most 
( k  - 1) t i m e s ,  and t h e  r e s u l t  i s  independent of t h e  o rde r  
i n  which s t a g e s  are combined t o  e l i m i n a t e  r e v e r s a l s  i n  the  
sequence of r a t i o s .  
Example: 
fol lowing t a b l e .  
If n o t ,  cont inue 
The procedure is i l l u s t r a t e d  by t h e  d a t a  i n  t h e  
-24- 
i 
I 5  
7 
8 
6 
C v
F i r s t  Second Third 
x .  n.  x . / n .  Combination Combination Combination 
.400 
.429 
.375 
. 3 3 3  1 1.000 
1 
2 
4 
5 
3 
The p rocess  of combining s t a g e s  t o  g e t  a sequence of non- 
dec reas ing  r a t i o s  i s  summarized below: 
2 5 .400 .400 .400 
3 7 .429 
2 6 .333  .333 26 
6 6 1.000 1.000 1.000 1.000 
3 8 .375 15 -400 = .381 110 - = .385 
Thus, we o b t a i n  t h e  maximum l i k e l i h o o d  estimates 
( i i )  A conse rva t ive  100( 1-cy) p e r c e n t  lower confidence bound 
on pk, t h e  r e l i a b i l i t y  of t h e  l a t e s t  v e r s i o n  of t h e  system, 
i s  found by t r e a t i n g  the  d a t a  from t h e  k s t a g e s  of t h e  
development program as though they  were homogeneous, then 
applying t h e  s t anda rd  binomial approach t o  g e t  a lower 
confidence bound on a binomial  parameter  having observed 
k k 
1 i  1 1  x = C x successes  i n  n = n .  t r i a l s .  (See Mood and 
G r a y b i l l  (1963) .) 
confidence bound on p k’ 
development program is no t  needed; only t h e  t o t a l  number 
of successes  and the  t o t a l  number of t r i a l s .  
Thus, t o  o b t a i n  t h e  conse rva t ive  lower 
t h e  s tage-by-stage h i s t o r y  of t h e  
-25- 
Example: I n  t h e  example 5.lA(i) above, a t o t a l  of 16  
successes  were observed i n  a t o t a l  of 32 t r ia ls .  A 
95 p e r c e n t  lower confidence bound f o r  a s i n g l e  binomial 
parameter based on these d a t a  i s  found from binomial 
t a b l e s  t o  be .344.  Thus, a conse rva t ive  95 p e r c e n t  
lower confidence bound f o r  p i s  .344.  5 
5 . 1 B  Model 2.1B - L i f e  Length Observations - Ordered D i s t r i b u t i o n  
Funct ions 
(i) As desc r ibed  i n  Sec. 2 .1 ,  Model A ,  l e t  Xil ,  . . . , X 
obse rva t ions  obtained from d i s t r i b u t i o n  F where because 
of r e l i a b i l i t y  growth, i t  i s  known t h a t  F l ( t )  2 F2( t )  2 
... 2 Fk(t)  f o r  a f ixed t 2 0. 1 ..., F (t) f o r  t h i s  f ixed va lue  of t as follows. 
2 ,  ..., k ,  o b t a i n  the e m p i r i c a l  d i s t r i b u t i o n  f u n c t i o n  
be t h e  
i n  i 
i' 
We o b t a i n  MLE's of F ( t ) ,  
For i = 1, k 
( t)  from F. (t) = m . ( t ) / n i ,  where m i ( t )  = number of i n i  1 i F i n  
obse rva t ions  among Xil, Xi2, ..., Xin no t  exceeding t . 
s t i t u t e  MLE's of F l ( t ) ,  F ( t ) ,  . .. , F (t) r e s p e c t i v e l y .  
2 k 
Suppose, on t h e  con t r a ry ,  t h e  reversal, 
occurs .  Then t h e  MLE i s  obtained by assuming a conxuon 
va lue  f o r  F . ( t )  and F (t).  Under t h i s  aseumption t h e  
M U  of t h i s  common value is obtained by poo l ing  t h e  
obse rva t ions  from the two d i s t r i b u t i o n s  t o  o b t a i n  
1 i+l 
m . ( t ' .  1 + mi+l(t) 
3 
n + n  i i+l 
as  t h e  MLE of  t h e  conxuon va lue  Fi(t)  - F 
examine 
( t) .  We then i+l 
-26- 
I f  t h e s e  a r e  i n  dec reas ing  o r d e r ,  they c o n s t i t u t e  MLE'S 
of F 1 (ti , . . . Fi,l( t)  , F i ( t )  , Fi+l(t) , Fi+2(t) , .. . , Fk(t)  - 
I f  on t h e  o t h e r  hand, a r e v e r s a l  e x i s t s ,  we pool  a s  be fo re  
t o  e l i m i n a t e  the r e v e r s a l  (adding the  v a r i o u s  m. ( t )  involved 
i n  t h e  r e v e r s a l  t o  o b t a i n  a new numerator and adding t h e  
corresponding n t o  o b t a i n  a new denominator). A f t e r  each 
r e v e r s a l  has  been e l i m i n a t e d ,  w e  t e s t  the  r e s u l t i n g  sequence 
of r a t i o s  t o  see i f  they a r e  i n  dec reas ing  o rde r .  When 
f i n a l l y  w e  o b t a i n  such a sequence of dec reas ing  r a t i o s ,  
t h e s e  c o n s t i t u t e  t h e  MLE's Fl ( t ) ,  ;,(t) , . . . , Fk( t ) .  
e t  a1 (1955): 
1 
i 
A h 
h 
An e x p l i c i t  exp res s ion  f o r  F . ( t )  i s  g iven  by Ayer, 
1 
A m (t) +. . .+ m s ( t )  
F i ( t )  = max min r , i = l Y 2 , . . . , k .  
S 
s2i "1 "r +...+ n 
We remark f i n a l l y  t h a t  f o r  t h e  case k = 2,  Brunk, e t  a1 (1965) 
have provided an  a lgo r i thm f o r  o b t a i n i n g  the  MLE's of t h e  
func t ions  F ( a )  and F ( a )  over  t h e  whole t i m e  a x i s  and n o t  
merely a t  a f ixed  p o i n t ,  s u b j e c t  t o  F1(x) 2 F2(x) f o r  a l l  x .  
1 2 
Example: 
ment w i th  f o u r  obse rva t ions  i n  Stage 1 and s i x  obse rva t ions  
A development program h a s  two s t a g e s  of develop- 
i n  Stage 2. The d a t a  a re :  
Xll = 9 1  hour s  
x12 = 54 hours 
X13 =I20 hours  
X 1 4  = 75 hours  
X21 = 96  hours  
X = 49 hours 
X23 = l o 5  hours  
X24 =125 hours  
X25 = lo1  hours  
X26 =115 hour s .  
22 
-27- 
Then 
and 
O Y  t < 49 
116 49 s t < 96 
113 96  5 t < 101 
112 101 s t < 105 
213 105 5 t < 115 I F26(t) = 
[51/6 115 5 t < 125 
t 2 125 
A graph of F (t) and F ( t)  i s  shown i n  Fig.  5.1, which 
i n d i c a t e s  t h a t  t h e r e  is a r e v e r s a l  i n  t h e  i n t e r v a l s  
49 5 t < 54, and 115 < t < 120. Pool ing t o  e l i m i n a t e  
these  r e v e r s a l s  y i e l d s  f o r  t h e  MLE's Fl ( t )  and F 2 ( t )  : 
14 26 
A A 
A 
F p  =
' 0  Y t c 49 
1/10 y 49 t c 54 
1 / 2  y 75 5 t < 9 1  
1/4 , 54 S t < 75 
314 , 9 1  S t < 115 
8/10 , 115 5 t < 120 
1 ,  t 2 120 
-28- 
5 
8 
10 
20 
40 
50 
and 
Values of E 
n , a  
. l o o  .050 . 0 10 .001 
.4470 .5094 .6271 .7480 
.6130 .3583 .4096 .5065 
.3226 .3687 .4566 .5550 
.23155 .26473 .3285 .40 18 
.16547 .18913 .2350 .2877 
.14840 .16959 .2107 .2581 
* o  9 t < 49 
1/10 , 49 5 t < 54 
1 / 6  , 54 S t < 96 
1 / 3  , 96 5 t C 101 
1/2 , 101 S t C 105 
2 1 3  , 105 5 t < 115 
8 /10  , 115 5 t < 120 
5 / 6  , 120 S t C 125 
t 2 125 . 
A graph of  ? (t) and 
Note t h a t  no r e v e r s a l s  remain.  
( t )  i s  shown i n  F i g .  5 . 2 .  1 2 
Note,  a g a i n ,  t h a t  t h e  procedure i l l u s t r a t e d  above 
y i e l d s  t h e  MLE f o r  any one,  f i x e d ,  predetermined va lue  
of  t ,  n o t  f o r  t h e  e n t i r e  d i s t r i b u t i o n  f u n c t i o n .  The 
conse rva t ive  conf idence  curve  procedure,  t r e a t e d  below, 
i s  v a l i d  f o r  a l l  t 2 0 s imul taneous ly ,  n o t  merely f o r  
one v a l u e  of  t .  
( i i )  To o b t a i n  a conse rva t ive  lOO(1-a) percen t  upper conf idence  
curve  on Fk( t )  f o r  a l l  t 2 0 ,  combine t h e  n = 
obse rva t ions  from g& t h e  s t a g e s  and form t h e  e m p i r i c a l  
cumulat ive F ( t )  theref rom.  Obtain t h e  v a l u e  E from 
Birnbaum and Tingey (1951) reproduced below. Then 
g ( t )  + E 
ni 
.a 
n , a  
i s  t h e  d e s i r e d  conf idence  cu rve .  
n , a  
I Large n d-  l o g  - 
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n 
u 
v 
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I 
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I 
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.7687 
.8687 
.9687 
1.0 
Example: Take t h e  d a t a  from example 5.1B( i) above, 
choosing CY = .05. The empi r i ca l  cumulative $(t) 
formed from a l l  t h e  data  i s  
&t) = 
0 ,  t < 49 
.1 , 49 5 t < 54 
. 2  , 54 5 t < 75 
. 3  , 75 < t < 9 1  
.4  , 9 1  t < 96 
.5 , 96  5 t < 101 
. 6  , 101 5 t < 105 
. 7  , 105 5 t < 115 
.8 , 115 s t < 120 
.9 , 120 5 t < 125 
1.0 , t 2 1 2 5 .  
\ 
I n  t h i s  example k = 2 ,  n = n 3. n = 10,  CY 5 .05,  =. 3687, 
1 2  
so t h a t  t he  conservat ive 95 pe rcen t  upper confidence curve 
on F ( t)  i s  2 
Y t < 49 
, 4 9 < t <  54 
, 5 4 I t <  75 
, 75 I t < 91  
, 91 5 t < 9 5  
, 96 t < 101 
, 101 5 t < 105 
, t 2 105 
curve f o r  t h i s  example i s  not  ve ry  
of t he  r e l a t i v e l y  small number of 
-32- 
5.1C Model 2.1C - L i f e  Length Observat ions - Ordered, I n c r e a s i n g  
F a i l u r e  Rate Funct ions 
(i) W e  seek t h e  MLE's of s e v e r a l  f a i l u r e  ra te  f u n c t i o n s  
rl( 0 )  , r2(.), . . . , r ( 0 )  under t h e  assumption t h a t  each 
r .( .)  i s  a n  i n c r e a s i n g  f u n c t i o n  and t h a t  r (t) 2 r 2 (t) 2 
. . . 2 r (t) f o r  a l l  t 2 0. Given obse rva t ions  X i l ,  X i2 ,  
. . . , X from r .(  j , t he  log - l ike l ihood  which i s  t o  be 
maximized by proper  choice of t h e  f u n c t i o n s  r l ( - ) ,  ..., 
rk(*) ,  s u b j e c t  t o  t h e  c o n s t r a i n t s ,  i s  
k 
1 1 
k 
i n  1 i 
n 
k i  n -1 k i  
The MLE's el(.), ..., 
between obse rva t ions .  
t o  c a l c u l a t e  t hese  f u n c t i o n s .  
It would be d e s i r a b l e  i f  t h e r e  were a procedure which 
y i e l d e d  a conse rva t ive  confidence bound f o r  rk( ') ,  t h e  
f a i l u r e  r a t e  f u n c t i o n  f o r  t he  l a t e s t  s t a g e  of development. 
Such procedure has  no t  as y e t  been found. 
(.) are  s t e p  f u n c t i o n s ,  cons t an t  
k 
A computer program i s  being w r i t t e n  * 
(ii) 
5.2 DEBUGGING MODELS 
5.2 .1  MLE f o r  a Decreasing F a i l u r e  Rate 
We begin by g i v i n g  t h e  MLE, ?n(t) ,  f o r  a dec reas ing  f a i l u r e  rate 
R e c a l l  t h e  n o t a t i o n  S, = X, + X ,  + .. .  + X ; ,  w i t h  t h e  
funct ion based on a sample of s i z e  n : X1, X2,  ..., X 
of t h e  system. 
from one copy n 
convention t h a t  S = 0 .  
0 
I L L I 
The MLE ?,(t) i s  c o n s t a n t  on t h e  i n t e r v a l s  
* 
Lawrence E .  Bodin, 
w r i t i n g  t h i s  program. A 
w i l l  appear s e p a r a t e l y .  
U n i v e r s i t y  of C a l i f o r n i a ,  Berkeley,  i s  
d e s c r i p t i o n  of i t ,  t o g e t h e r  w i t h  examples, 
- 33- 
(Si,  for i = 0 ,  l , . . . , n - l .  The MIX for r(t) on (SiySi+ll i s  Xi+l -1 
t u r n s  ou t  t h a t  X - l  2 X2 -1 2 . . . ;r Xn -1 , t hen  we conclude t h a t  2 (t) = Xi -1 
be fo re  t ak ing  account  of t h e  f a c t  t h a t  the d i s t r i b u t i o n  i s  DFR. I f  i t  
1 n 
f o r  S. < t < Si+ly i = 0, 1, . . . , n-1. 
xi 
I f  a r e v e r s a l  occu r s ,  say 
1 
-1 -1 < xi+l' t hen  we must average t o  o b t a i n  a common e s t i m a t e  of f a i l u r e  
-1 
1 7  -9 r a t e ,  { + (xi + f o r  si I t .< si+2. Next w e  examine X 
-1 -1 
Y xi+29 * * e ,  xn t o  s e e  i f  -1 
t h e s e  e s t i m a t e s  of t he  f a i l u r e  r a t e  on the  success ive  i n t e r v a l s  are  
dec reas ing .  I f  s o ,  t hey  c o n s t i t u t e  t h e  MLE's of t h e  f a i l u r e  rates on 
t h e  success ive  i n t e r v a l s .  
r e v e r s a l s  remain. A t  t he  end of t h i s  p r o c e s s ,  we o b t a i n  MLE's 
I f  n o t ,  we cont inue t o  average u n t i l  no 
r ' ~ r  2 ... 2 r s a t i s f y i n g :  
1 'nl n 1+1 n2 nk+l n 
1 (X1 + ... + x ) }-I 
r l , n l =  { n 1 "1 Y 
-1 1 - 
r n + l , n  { n2 - n1 (xnl+l+ + xn 2 } 9 1 2  
r n +l,n = { n - 1 \ (X \+I + ... + Xn) )-l, 
k 
and 
pnl f o r  0 g t S S  1 n 
f o r  Sn < t 5 S 
1 "2 
f o r S  < t s S  . n "k n + l , n  
I r  
h 
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No es t ima te  of r(t) i s  made f o r  t > S s i n c e  no d a t a  a r e  a v a i l a b l e  f o r  
t h a t  time i n t e r v a l .  
n 
Example: I n  Fig.  2 . 1  t h e  cumulative number of f a i l u r e s  ve r sus  
times o f  f a i l u r e  i s  graphed f o r  t h e  fol lowing d a t a  
Time o f  T i m e  Betwczn 
F a i l u r e  Succe s s i v e  Fa i l u r e  s 
S1 = 25 hours X = 25 hours  
S2 = 75 hours X2 = 50 hours  
S3 = 125 hours X3 = 50 hours  
1 
S4 = 165 hours  
S5 = 240 hours  
S6 = 310 hours  
s7 = 410 hours  X = 100 hours  
X4 = 40 hours  
X5 = 75 hours 
X6 = 70 hours 
7 
We a r e  assuming t h a t  rCt) i s  dec reas ing  i n  t so t h a t  i f  t h e r e  were no 
r e v e r s a l s  i n  the  observed f a i l u r e  rates on success ive  i n t e r v a l s ,  t h e  
e s t ima te  of r(t) would be 
1 
?(t) = - , s  < t < S  i = 1, ..., 7; 
i- 1 i’ ‘i 
i . e . ,  
1 1 1 1 1 1 1  
25’ 50’ 50’ 40’ 75’ 70’ 100 a 
-.-.-.- .-.-.- 
, we have two reversals. 1 1  1 1 Since - < - and - < - 50 40 75 70 
By combining t h e  second, t h i r d , a n d  f o u r t h  estimates (adding 
numerators of t h e  t h r e e  estimates t o  o b t a i n  a new numerator,  and 
adding denominators t o  o b t a i n  a new denominator),  we o b t a i n  as our  new, 
t e n t a t i v e  e s t i m a t e  of r( t) : 
1 1 1  -.- 1 3  .,-.-. 3 3 -.-’-. 
25 ’ 140’ 140’ 140’ 75’ 70’ 100 
-35- 
1 1  
The reversal- < %  i s  l e f t .  75 Combining t h e s e  as  b e f o r e ,  we 
o b t a i n  f i n a l l y  as  the MLe of r a t  t h e  observat ions:  
c(240) = %310) = 145 2 
c(410) * 1 . 
Between success ive  obse rva t ions ,  i s ,  o f  cour se ,  cons t an t .  Using 
t h i s  "smoothed" d a t a ,  w e  o b t a i n  a new graph i n  Fig.  5.3, i n  which 
t h e  s l o p e s  ( f a i l u r e  r a t e s )  of Fig,  2.1 are  smoothed. 
5.2.2 MLE f o r  a Decreasing F a i l u r e  Rate from k Copies of t h e  System 
F i r s t  t h e  a c t u a l  f a i l u r e  times (E i n t e r v a l  between f a i l u r e s )  
f o r  a l l  n systems are pooled and o rde red ,  
t i o n s  T1 5 T 
t h e  f a i l u r e  rate estimate is cons tan t  as  above. Our i n i t i a l  estimate 
of t h e  f a i l u r e  r a t e  i n  an I n t e r v a l  be fo re  imposing the  c o n s t r a i n t  t h a t  
t h e  f a i l u r e  rate be dec reas ing  is computed a s  t h e  r e c i p r o c a l  of t h e  
t o t a l  t e s t  t i m e  observed i n  t h a t  i n t e r v a l .  
i n i t i a l  estimate i s  (n  TI) 
{N (T -T )I-', on (T2,T3?,  t h e  i n i t i a l  estimate i s  {N (T -T ) ]  , . . . , 
on (T T !, the i n i t i a l  estimate i s  (T- - T 
number of systems simultaneously i n  o p e r a t i o n  during (T 
( T n , m ) ,  no e s t i m a t e  of f a i l u r e  ra te  i s  made s i n c e  no f a i l u r e s  a r e  observed. 
o r d e r ,  t hey  c o n s t i t u t e  a MLE of r(t) on LO, T,]. 
w e  average as  above t o  e l imina te  it. For example, if Ni-l(Ti-Ti-l) > 
N.(Ti+l-Ti),  t he  r ev i sed  e s t ima te  of t h e  f a i l u r e  rate on (T i-1' T I  i+l 
Call  t h e s e  ordered observa- 
k 
< ... 5 Tn,  where n - i5;l ni. Between success ive  T 
2 i ' 
Thus, on [0, T1l t h e  
-1 , on (T1, T 1 ,  t h e  i n i t i a l  estimate i s  
-1 2 
1 2 1  2 3 2  
)" where N i s  t h e  
i y  On 
n-1' n 11 TI- 1 i 
The i n i t i a l  e s t i m a t e s  a re  then compared; i f  they are i n  dec reas ing  
If a r e v e r s a l  occurs ,  
1 
-1 1 
is { [Ni-l(Ti-T ) + Ni(Ti+l-T.) 1) . We cont inue averaging i n  t h i s  i- 1 1 
f a s h i o n  u n t i l  all r e v e r s a l s  a r e  e l imina ted .  The r e s u l t i n g  e s t i m a t e  i s  
t h e  MLE of r ( t )  on [0, Tn]  under t h e  assumption t h a t  r(t) i s  a dec reas ing  
func t ion ,  
- 3 6 -  
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Example: The method f o r  obtaining the MLE of r ( t )  i n  the system 
debugging model i s  i l l u s t r a t e d  f o r  two cop ies  of the same system. 
Suppose System 1 i s  debugged a t  times 
SI1 = 25 h r s .  2 S12 = 125 I S = 240, 13  
and t h a t  System 2 i s  debugged a t  times 
S21 = 75 I S = 165 I S = 310 I S = 410. 
22 23 24 
I f  t he  f a i l u r e  t imes a r e  pooled and a r e  denoted by T 
our  e s t i m a t e  of r( t)  assuming no r e v e r s a l ,  would be 
a s  be fo re ,  i’ 
1 1 1 1  1 1  1 1 < - 1 and - 1 < 70’ 1 
150 Since - i ae . ,  -. -. -. -. -. -. - 50’ 100’ 100’ 80’ 150’ 70’ 100’ 100 80 
w e  have two r e v e r s a l s .  
e s t i m a t e s  as be fo re  we o b t a i n  
By combining the second, t h i r d ,  and f o u r t h  
-* 1 3  -. 1 1  1 
50’ 280’ 150; 70; 100 ’ 
which r e p r e s e n t  a r e v e r s a l ,  we 1 70’ and - 
1 
By combining t h e  e s t i m a t e s  - 150 
o b t a i n  
i s  s t i l l  l e f t .  Combining a s  b e f o r e ,  we The r e v e r s a l  - < - 220 100 
2 
f i n a l l y  o b t a i n  
- 1 O s t s  25 50 ’ 
2 ( t )  = - 25 c t s 165 280 ’ 
- 165 < t s 410 . I 320’ 
-38- 
5.2.3 MLE f o r  t h e  T ime  Debugging Ends and f o r  t h e  S t a b l e  F a i l u r e  Rate 
To e s t ima te  t h e  end p o i n t  of t h e  debugging p e r i o d ,  one f i r s t  
computes t h e  MLE f o r  t h e  f a i l u r e  r a t e  a s  above. 
For Model 2.2A, t h e  MLE f o r  t h e  end p o i n t  of t h e  debugging pe r iod  
i s  the  beginning of t h e  l a s t  averaging  i n t e r v a l .  
Sec t ion  5.2.1, to = S 
t h e  l a s t  i n t e r v a l ,  t h a t  i s  ? ( t  ) = rn +l ,n .  
In t h e  n o t a t i o n  of 
. The MLE f o r  r ( t  ) i s  the  va lue  of  ? ( t )  i n  
0 "k 
k 0 
For Model 2.2.B, i n  which we wish t o  e s t ima te  t t h e  p o i n t  
beyond which t h e  f a i l u r e  r a t e  does not  decrease  by more than E ,  denote  
by k* t he  smallest index k such t h a t  ?(S ) - ? ( S  ) 5 E .  
f o r  t 
1' 
Then t h e  MLE k n 
h 
i s  t l  = Sk*. 1 
5.2.4 MLE f o r  t h e  F a i l u r e  Rate i n  Model 2.2C 
I n  Model 2.2C debugging i s  not  completed du r ing  t h e  p e r i o d  of 
observa t ion ;  t h a t  i s ,  t h e  f a i l u r e  ra te  func t ion  does not  ach ieve  a n  
equ i l ib r ium v a l u e  d u r i n g  t h e  obse rva t ion  pe r iod .  
maximum l i k e l i h o o d ,  of t h e  f a i l u r e  r a t e  f o r  t h i s  model i s  then  p r e c i s e l y  
what was d iscussed  i n  Sec. 5 .2 .1  f o r  obse rva t ions  from one copy of t h e  
system and i n  Sec. 5.2.2 f o r  s e v e r a l  cop ie s  of t h e  system. 
The e s t i m a t i o n ,  by 
5.2.5 Conservative Upper Confidence Bounds on t h e  S t a b l e  F a i l u r e  Rate 
I n  t h e  debugging models t h e  f a i l u r e  ra te  f u n c t i o n  i s  bounded 
below. L e t  r denote  t h e  g r e a t e s t  lower bound. I t  w a s  shown i n  
Sec. 4 t h a t  a conse rva t ive  lOO(1-cy) p e r c e n t  upper conf idence  bound on 
r can be obtained by t r e a t i n g  t h e  d a t a  a s  though they  were from a n  
exponent ia l  popu la t ion  w i t h  f a i l u r e  r a t e  r . 
on r based on obse rva t ions  X . . . , X i s  
0 1' n 
0 
0 
Thus, t h e  d e s i r e d  bound 
0 
2 
1 -CY where x (2n) i s  t h e  lOO(1-CU) p e r c e n t i l e  of t h e  ch i - squa re  d i s t r i -  
b u t i o n  with 2n degrees  of freedom. 
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Examp l e  
(i) I n  the example i n  Sec. 5.2.1, n = 7 and Mi = 410. 
CY = .05,  w e  f i nd  from t a b l e s  t h a t  x (14) = 23.7.  Thus, 
a conse rva t ive  9 5  pe rcen t  upper confidence bound on r is 
23.7/820 = .0289. 
Choosing 
2 
.95 
0 
That i s  P [ r o S  .0289] 2 .95. 
The d a t a  i n  the  example i n  Sec. 5.2.2 come from two 
cop ies  of the system. The procedure f o r  more than one copy 
of t h e  system i s  e s s e n t i a l l y  the  same as t h a t  f o r  p r e c i s e l y  
one system, v i z .  a conservat ive l O O ( 1 - a )  pe rcen t  upper con- 
f idence  bound on r i s  x (2n) /2 C l X  X i j  , where 
n = C1 ni, k i s  the  number of c o p i e s ,  and n 
of obse rva t ions  on t h e  i - t h  copy. 
For the  d a t a  i n  t h e  example i n  Sec. 5 .2 .2 ,k  = 2 ,  nl = 3 ,  
n = 4 ( s o  t h a t  n = 7 ) ,  and C E X = 650. Choosing cy = .05 ,  
a conse rva t ive  9 5  p e r c e n t  upper confidence bound on r 
23.7/1300 = .018. That i s  P[ r  S .018] 2 .95. 
n 2 k i  
0 1 -CY k i s  t h e  number 
i 
(ii) 
2 i j  
i s  
0 
0 
c 
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