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Abstract
We construct a non-formal deformation machinery for the actions of the Heisenberg supergroup ana-
logue to the one developed by M. Rieffel for the actions of Rd . However, the method used here differs from
Rieffel’s one: we obtain a Universal Deformation Formula for the actions of Rm|n as a byproduct of Weyl
ordered Kirillov’s orbit method adapted to the graded setting. To do so, we have to introduce the notion
of C∗-superalgebra, which is compatible with the deformation, and which can be seen as corresponding to
noncommutative superspaces. We also use this construction to interpret the renormalizability of a noncom-
mutative quantum field theory.
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1. Introduction
1.1. Motivations
Inspired by algebraic geometry, noncommutative geometry is a domain of mathematics which
finds its origin in the correspondence between geometrical spaces and commutative algebras.
More precisely, Gelfand’s Theorem establishes an equivalence between the category of locally
compact Hausdorff spaces and the category of commutative C∗-algebras. In this way one can in-
terpret noncommutative C∗-algebras as the defining data of noncommutative topological spaces.
From this point of view, the noncommutative extension of measure theory corresponds to the
theory of von Neumann algebras, while the extension of Riemannian differential geometry cor-
responds to the theory of spectral triples. Noncommutative geometry, with this very rich way of
thinking, has many applications in various areas of Mathematics and Physics [9].
A special class of noncommutative algebras, closely related to geometry, is provided by defor-
mation quantization of Poisson manifolds. Deformation quantization, initiated by Bayen, Flato,
Fronsdal, Lichnerowicz and Sternheimer [1], consists in introducing a noncommutative product
on the algebra of smooth functions C∞(M) on a Poisson manifold M which is a deformation
of the standard commutative product and which depends on a formal deformation parameter θ
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deformed product can be given by a Drinfeld twist [18]. Since the algebra C∞(G) carries a Hopf
algebra structure, such a Drinfeld twist implements a Universal Deformation Formula: it deforms
the whole category of module-algebras of C∞(G)[[θ ]], the algebra of formal series of functions
on G.
At the non-formal level (i.e. if the deformation parameter θ takes real values), one speaks
about strict deformation quantization. In the case of an abelian group G, Rieffel has exhibited a
universal twist on C∞(G) [27], which deforms also algebras on which G is acting. This proce-
dure has been extended to non-abelian Kähler Lie groups [3–5].
Quantum Field Theories (QFT) on noncommutative deformed spaces are a very interesting
area of study, as they could exhibit new physical properties at high energy level (for instance
the Planck scale [17]). On the Euclidean Moyal space (a deformation of Rm), a new type of
divergence appears in the real φ4 QFT, called Ultraviolet–Infrared mixing. It is responsible for
the non-renormalizability of the theory, which is very problematic in a physical context. It means
that the Moyal deformation (which is universal for the action of Rm on C∗-algebras, as shown by
Rieffel) is not universal for the φ4-action: renormalizability is not preserved when deforming.
However, Grosse and Wulkenhaar, by adding a new harmonic term to the scalar action, have
solved this problem of Ultraviolet–Infrared mixing: the resulting action is renormalizable to all
orders [20], in the two- and four-dimensional case. Furthermore, this theory with a harmonic
term has been mathematically interpreted within a superalgebraic formalism [12]. As we will see
in this article, the superalgebra involved in this interpretation corresponds to a deformation of the
Heisenberg supergroup.
Coming from another direction, supergeometry is a mathematical theory in which the ob-
jects are spaces involving, besides the usual commuting variables, also anticommuting variables.
Supermanifolds, which are generalizations of usual manifolds to this anticommutative setting,
can be constructed in two different but equivalent ways: the algebro-geometric approach de-
veloped by Berezin, Kostant, Leites [2,24], and the concrete approach of DeWitt [14] (see [31,
28]). In both approaches, the algebra of functions on a supermanifold is a Z2-graded (super)-
commutative algebra. Note also that the development of this theory has been motivated by and
can be applied to Theoretical Physics; it suffices to think of supersymmetry or of BRST quan-
tization. Representations of the Heisenberg supergroup have been studied in the perspective of
geometric quantization [32,33].
From the noncommutative point of view, since supergeometry leads to graded commutative
algebras, we could interpret noncommutative Z2-graded algebras as corresponding to “noncom-
mutative superspaces”. Such an interpretation has been used in [12] for more general gradings,
but in a purely algebraic setting. Geometric tools like differential calculus and connections have
indeed been introduced for graded associative algebras, as well as Hochschild cohomology in
[10]. However, an analytical characterization in terms of operator algebras of the objects of
noncommutative supergeometry was still missing. Note that Z2-graded C∗-algebras have been
extensively studied some time ago [16,26], but we will see in this paper that we have to introduce
slightly different structures.
In this article we construct a non-formal deformation quantization of the Heisenberg su-
pergroup and establish a Universal Deformation Formula within this non-formal setting. The
structure of C∗-algebras will be shown not to be adapted to this deformation, forcing us to intro-
duce the notions of C∗-superalgebras and Hilbert superspaces, inspired both by operator algebras
and geometrical examples. The structure of C∗-superalgebra turns out to be compatible with the
deformation, and can be seen as a definition of a “noncommutative topological superspace” (from
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pact supermanifolds and in particular to the supertorus. Finally, within the context of QFT, we
prove that the above deformation (with an odd dimension) is universal also for the φ4-action.
1.2. What is done in this paper
In Section 2 we start with reviewing the basic notions of supergeometry. We then go on
introducing the notion of a Hilbert superspace adapted to our needs and an associated C∗-
superalgebra. The latter (C∗-superalgebra) is up to our knowledge not in the literature, while
there already exist notions of Hilbert superspaces [29] but incompatible with our framework. We
end by focusing on the Heisenberg supergroup.
In Section 3 we start with developing Kirillov’s theory for Heisenberg supergroups. We pass
to quantization within the setting of the Weyl ordering. We then introduce the functional symbol
spaces on which our oscillatory integral (within the Z2-graded context) will be defined. These
correspond to weighted super-versions of Fréchet-valued Laurent Schwartz B-spaces defined on
coadjoint orbits of the Heisenberg supergroup. Next, we use the oscillatory integral to prove
that Weyl’s correspondence extends to the required symbol spaces. Intertwining the operator
composition under a super-version of the Berezin transformation, we then end by defining our
Z2-graded symbolic composition product (3.13).
In Section 4 we prove that the symbol regularity established in Section 3 allows us to compose
smooth vectors of any given strongly continuous subisometric linear action of the Heisenberg su-
pergroup on a Fréchet algebra. The result of such a composition being again a smooth vector,
one gets an associative deformed product on the smooth vectors. The latter being valid for ev-
ery Fréchet algebra on which the Heisenberg supergroup acts, we call this abstract composition
product formula a Universal Deformation Formula. Starting with a C∗-superalgebra, we then
construct a compatible pre-C∗-superalgebra structure on the deformed algebra of smooth vectors.
In Section 5 we use what we have done in Sections 3 and 4 to define a deformation theory of
compact trivial Heisenberg supermanifolds and focus on the case of the supertori. It is important
to note that the natural notion of supercommutative operator algebra corresponding to compact
trivial supermanifolds is indeed our notion of C∗-superalgebra.
In Section 6 we apply our construction to noncommutative renormalizable theories by show-
ing that our Universal Deformation Formula produces the Grosse–Wulkenhaar model when
applied to the φ4-setting, which is not the case for Rieffel’s (non-graded) construction. In other
words, replacing in the commutative φ4-model the multiplication product by our graded de-
formed product yields directly the Grosse–Wulkenhaar model without adding a harmonic term.
This provides an interpretation of the harmonic term responsible of the renormalization of this
quantum field theory.
2. Notions of supergeometry
The Heisenberg supergroup is a supermanifold with a smooth group law depending on an
even symplectic form. In this section, we start giving, in Section 2.1, some basics about linear
superalgebra, and in Section 2.2 some properties of even symplectic forms on a superspace. The
definition of a supermanifold and smooth superfunctions is recalled in Section 2.3.
We then proceed to introduce some structures adapted to the space L2(M), for a “trivial”
supermanifold M (a notion that will be defined) such as a scalar product and a Hodge opera-
tion. Inspired by the space L2(M) equipped with these structures, we give a new definition of
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Hilbert superspace in mind, we introduce in Section 2.5 the notion of a C∗-superalgebra, which
is adapted to describe operators on a Hilbert superspace as well as the space L∞(M) for a trivial
supermanifold M . This notion of a C∗-superalgebra will be also compatible with the deforma-
tion. Finally, we recall the definition of the Heisenberg supergroup, its Lie superalgebra, and its
coadjoint orbits in Section 2.6.
2.1. Linear superalgebra
We recall here some basic notions of linear superalgebra (see for example [31,28] for more
details). We use in this article the concrete approach to supergeometry, whose essence consists
to replace the field R of real numbers by a real supercommutative algebra.
Let A=A0 ⊕A1 be a real supercommutative superalgebra such that A/NA R, where NA
is the set of all nilpotent elements of A. For instance, we can consider A=∧V , where V is a
real infinite-dimensional vector space. We choose such a superalgebra A for the rest of the paper
and we denote by B :A→R the quotient map, which is called the body map.
Definition 2.1.
• E is called a graded A-module if it is an A-module with decomposition E = E0 ⊕E1, and
such that ∀i, j ∈ Z2, AiEj ⊂ Ei+j .
• F is a graded submodule of E if it is an A-submodule of E, F = F 0 ⊕ F 1, and ∀i ∈ Z2,
F i = (F ∩Ei ).
Proposition 2.2. Let E be a graded A-module and F a graded submodule of E. Then the
quotient G = E/F has a natural structure of a graded A-module: if π : E → G denotes the
canonical projection, then the grading is given by π(x) ∈ Gi ⇔ ∃y ∈ F : x − y ∈ Ei .
We recall that a graded A-module E is free if and only if it admits a homogeneous A-basis; it
is called of finite dimension if such a basis is finite. The number n of the elements in a basis does
not depend on the choice of a homogeneous basis, nor does the number p of its even elements.
We call dim(E) = p|(n − p) the graded dimension of E; it totally characterizes a free graded
A-module.
Remark 2.3. A graded submodule of a free graded A-module does not have to be free. However,
if it is free, it will be called a graded subspace.
Proposition 2.4. Let E be a free graded A-module of finite dimension and let F be a graded
subspace of E. Then F admits a supplement in E:
∃Fˆ graded subspace of E, E = F ⊕ Fˆ .
Moreover, E/F is a free graded A-module isomorphic to F .
2.2. Symplectic superalgebra
In this subsection E denotes a free graded A-module of finite dimension dimE = m|n.
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• bilinear: ∀a ∈A, ∀x, y ∈ E, ω(ax, y)= aω(x, y) and ω(xa, y)= ω(x, ay).
• superskewsymmetric: ∀x, y ∈ E, ω(x, y) = −(−1)|x||y|ω(y, x).
• non-degenerate: (∀y ∈ E,ω(x, y) = 0) ⇒ x = 0.
Proposition 2.6. Let ω be a symplectic form on E. Then necessarily m is even and there exists
a homogeneous basis (ei, fj , θk, ηl) of E (with 1 i, j  m2 , 1 k  n+, and 1 l  n−, the
elements ei and fj even and the elements θk and ηl odd) satisfying
ω(ei, fj ) = δij , ω(θk, θk′) = 2δkk′ , ω(ηl, ηl′) = −2δll′,
and the other relations vanishing. The numbers n+ and n− depend only upon the symplectic form
and not on the particular choice of the basis. Note that we have in particular n = n+ + n−.
In this particular basis, the form ω can be represented by the matrix
( 0 I 0 0
−I 0 0 0
0 0 2I 0
0 0 0 −2I
)
, where
I denotes the unit matrix. In the sequel we will denote by ω0 the restriction of ω to the graded
subspace generated by the even basis vectors and by ω1 the restriction of ω to the graded subspace
generated by the odd basis vectors.
Definition 2.7. Let F be a subset of E. We define the symplectic orthogonal of F as
orth(F ) = {x ∈ E, ∀y ∈ F , ω(x, y)= 0}.
Proposition 2.8. Let F be a subset of E. The symplectic orthogonal of F has the following
properties.
1. orth(F ) is a submodule of E.
2. If F is a graded submodule of E, then orth(F ) is one too.
3. If F is a graded subspace of E then the map ϕ : orth(F ) → (E/F )∗, defined by ϕ(x) =
ω(x, ·), is an isomorphism.
Proof. 1. Let x1, x2 ∈ orth(F ). Then ∀y ∈ F , ω(x1 + x2, y) = ω(x1, y) + ω(x2, y) = 0, and
∀a ∈A, ω(ax1, y)= aω(x1, y) = 0.
2. Let x ∈ orth(F ), with x = x0 + x1, where x0 ∈ E0 and x1 ∈ E1. We want to show that x0
and x1 are in orth(F ).
∀y0 ∈ F 0, 0 = ω(x, y0) = ω(x0, y0)+ω(x1, y0). Since ω is even, we deduce that ω(x0, y0)=
ω(x1, y0) = 0. In the same way, one has: ∀y1 ∈ F 1, ω(x0, y1) = ω(x1, y1) = 0. It then follows
by linearity that ∀y ∈ F , ω(x0, y)= ω(x1, y) = 0.
3. By Proposition 2.4, if F is a graded subspace of E, then there exists a graded subspace Fˆ
which is a supplement to F and E/F is a free graded A-module isomorphic to Fˆ .
∀y ∈ E, ∀z ∈ F , ∀x ∈ orth(F ), ω(x, y + z) = ω(x, y), so that ϕ is well defined.
If x ∈ Kerϕ, then x ∈ orth(F ) and ∀y ∈ E, ω(x, y +F ) = 0, so that x = 0.
For ψ ∈ (E/F )∗ we define ψ˜ ∈ E∗ by ∀z ∈ F , ψ˜(z) = 0 and ∀y ∈ Fˆ , ψ˜(y) = ψ(y + F).
Let xψ = 
ω(ψ˜), where 
ω : E∗ → E exists since ω is non-degenerate. Then, ∀y ∈ E, ψ˜(y) =
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ϕ is an isomorphism and orth(F ) is a graded subspace of E with the same graded dimension
as Fˆ . 
Definition 2.9. Let F be a graded subspace of E.
• F is said to be isotropic if F ⊂ orth(F ).
• F is said to be coisotropic if orth(F ) ⊂ F .
• F is said to be Lagrangian if F = orth(F ).
• F is said to be symplectic if F ∩ orth(F ) = 0.
Proposition 2.10. Let ω be a symplectic form on E and let F be a maximal isotropic graded sub-
space of E. Then there exists a homogeneous basis (ei, fj , θk, ηl) of E satisfying Proposition 2.6
and such that the vectors
ei, θk + ηk, 1 i  m2 , 1 k min(n+, n−)
form a basis for F . The graded dimension of F thus is m2 |min(n+, n−); F is Lagrangian if and
only if n+ = n−.
Proof. For n = 0, it was already known in the non-graded case. For the part ω1 of ω correspond-
ing to the odd generators, we use the decomposition(
2 0
0 −2
)
=
(
1 1
1 −1
)(
0 1
1 0
)(
1 1
1 −1
)
to obtain the result. 
2.3. Supermanifolds
We refer the reader to [14,2,31,28] for a complete exposition on supermanifolds. We just recall
here some basic definitions.
We define the superspace Rm|n = (A0)m × (A1)n by using the Z2-decomposition A=A0 ⊕
A1 of the superalgebra A. Then Rm|n  E0 for each free graded A-module E with m even
generators and n odd generators. The body map can be trivially extended to B :Rm|n →Rm.
Definition 2.11. A subset U of Rm|n is called open if BU is an open subset of Rm and U =
B
−1(BU), namely U is saturated with nilpotent elements. The topology associated to these open
subsets is called the DeWitt topology. It is the coarsest topology on Rm|n such that the body map
is continuous. Endowed with this topology, a superspace is locally connected but not Hausdorff.
The following lemma allows us to make a connection between Rm|0 = (A0)m and Rm at the
level of smooth functions.
Lemma 2.12. To any smooth function f ∈ C∞(Rm) one can associate the function f˜ : Rm|0 →
A0 defined by the following prescription: ∀x ∈Rm|0 = (A0)m, with x = x0 + n, x0 = B(x) ∈Rm
and n ∈Rm|0 a nilpotent element, we have
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∑
α∈Nm
1
α!∂
αf (x0)n
α,
with the usual notations for the multi-index α. Note that the sum over α is finite due to the
nilpotency of n.
We can now give a characterization of smooth functions on superspaces that could be used as
a definition of such superfunctions.
Definition 2.13. Let U be an open subset of Rm|n. A map f :U →A is said to be smooth on U ,
which we will write as f ∈ C∞(U), if there exist unique functions fI ∈ C∞(BU) for all ordered
subsets I of {1, . . . , n}, such that ∀(x, ξ) ∈Rm|n (x ∈Rm|0 and ξ ∈R0|n),
f (x, ξ) =
∑
I
f˜I (x)ξ
I ,
where ξI denotes the ordered product of the corresponding coefficients. More precisely, if I =
{i1, . . . , ik} with 1 < i1 < · · ·< ik  n, then ξI :=∏i∈I ξ i ≡ ξi1 · ξi2 · · · ξik . As a special case we
define ξ∅ = 1. We extend this definition in the usual way to functions with values in a superspace.
Definition 2.14. Let M be a topological space.
• A chart of M is a homeomorphism ϕ : U →W , with U an open subset of M and W an open
subset of Rm|n, for m,n ∈N.
• An atlas of M is a collection of charts S = {ϕi : Ui → Wi, i ∈ I } where ⋃i∈I Ui = M and
∀i, j ∈ I , ϕi ◦ ϕ−1j ∈ C∞(ϕj (Ui ∩Uj ),Wi)0.• If M is endowed with an atlas, we define its body as:
BM = {y ∈ M, ∃ϕi with y ∈Ui and ϕi(y) ∈ BWi},
and the body map B : M → BM on each subset Ui by: B|Ui = ϕ−1i ◦B ◦ ϕi .• Endowed with an atlas such that BM is a real manifold, M is called a supermanifold. The
condition on BM means that this space is in particular a second countable (or paracom-
pact) Hausdorff topological space, a condition that could not be imposed on M itself as the
topology is highly non-Hausdorff.
• Let M be a supermanifold. A function f on M is called smooth, and we write f ∈ C∞(M),
if and only if for any chart ϕi in an atlas for M , f ◦ ϕ−1i ∈ C∞(Wi).
Definition 2.15. A Lie supergroup is a supermanifold G which has a group structure for which
the multiplication is a smooth map. As a consequence, the identity element of the supergroup has
real coordinates (lies in BG), and the inverse map is also smooth.
Batchelor’s theorem allows us to get a better understanding of a supermanifold. It says that a
supermanifold can be seen as a vector bundle over an ordinary (real) manifold.
P. Bieliavsky et al. / Journal of Functional Analysis 263 (2012) 549–603 557Theorem 2.16 (Batchelor). Let M be a supermanifold of dimension m|n. Then, there exists an
atlas S = {ϕi :Ui → Wi, i ∈ I} of M such that transition functions (xj , ξj ) = (ϕj ◦ϕ−1i )(xi, ξi),
for i, j ∈ I , xi,j ∈Rm|0, ξi,j ∈R0|n, are of the form:
xaj = f a(xi) and ξbj =
n∑
c=1
gbc (xi)ξ
c
i ,
for each a ∈ {1, . . . ,m}, b ∈ {1, . . . , n}, and for f a and gbc real smooth functions.
One can interpret the functions f a as transitions functions between charts of the manifold BM
and the functions gbc as the components of a matrix-valued function of B(Ui ∩Uj ), which in turn
can be interpreted as the transition functions of a vector bundle E of rank n on BM . Different
atlases satisfying Batchelor’s theorem give rise to equivalent vector bundles: the equivalence
class of the vector bundle E is completely determined by the supermanifold M . Conversely, to
any vector bundle over an ordinary manifold one can associate a supermanifold in this way.
Moreover, the algebra of smooth functions on M is isomorphic to the algebra of smooth sections
of the exterior bundle of the vector bundle E → BM :
C∞(M)  Γ ∞
(∧
E
)
.
Remark 2.17. As the proof of Batchelor’s theorem relies heavily on a partition of unity argument,
it is not generally valid for complex supermanifolds. If it applies, one speaks of a split complex
supermanifold, but there do exist non-split complex supermanifolds.
From now on, instead of looking at A-valued functions, we will consider “complex”-valued
smooth superfunctions, i.e., with values in AC =A⊗C=A⊕ iA. However, we will denote the
space of all complex smooth super functions still by C∞(M). Note that the complex conjugation
on AC is given by: ∀a ∈A, ∀λ ∈C,
a ⊗ λ = a ⊗ λ,
and satisfies: ∀a, b ∈AC, a · b = a · b = (−1)|a||b|b · a.
Lemma 2.18. Let M be a supermanifold of dimension m|n and U be an open subset of M . Then,
the smooth superfunctions C∞(U) form a complex Z2-graded Fréchet algebra.
Proof. By Batchelor’s theorem there exists a vector bundle EU → BU of rank n such that
C∞(U)  Γ ∞(∧EU). Then, the property (∗∗) of p. 230 of Ref. [15] applied to the bundle∧EU → BU ensures that there exists a frechetic Hausdorff topology on C∞(U). The Z2-grading
of C∞(U) corresponds to the one defined by the exterior algebra in Γ ∞(
∧EU) and is therefore
compatible with the product.
An explicit formula for the seminorms used to construct the Fréchet structure, equivalent to
formula (17.1.1) on p. 227 of [15], is given by
ps,K(f ) = sup
∥∥(Dνf )(x)∥∥,x∈BK, |ν|s
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derivatives with respect to the odd coordinates. Taking derivatives with respect to the odd coordi-
nates and then restricting to the body of K implies that the odd coordinates are set to zero. In this
way one recovers the components fI of the function f as given in Lemma 2.12, which are the
(local) components of the vector bundle ∧EU → BU . This explicit formula shows at the same
time that the Fréchet structure does not depend on the particular choice for the vector bundle
EU → BU . 
Definition 2.19. In the sequel we will say that a supermanifold M of dimension m|n is trivial if
the vector bundle E → BM associated to M is (isomorphic to) the trivial bundle E ∼= BM ×Rn.
This is equivalent to saying that M is isomorphic as a supermanifold to the direct product Mo ×
R
0|n
, where Mo is the supermanifold of dimension m|0, which is completely determined by BM .
In the rest of this subsection M will denote a trivial supermanifold of dimension m|n. We also
assume that BM is endowed with a volume form, which we will use for integration. Then, as for
a superspace, we have an identification:
C∞(M)  C∞(BM)⊗
∧
R
n,
and we define L2(M) = L2(BM)⊗∧Rn, using the above identification.
Remark 2.20. In fact, the above definition of L2(M) is appropriate in the sheaf approach [2,24],
but not in the concrete approach: elements of these spaces are not defined as superfunctions on M
(Lemma 2.12 does not apply to non-smooth functions).
We now recall the definition of Berezin integral for odd variables: if f ∈ C∞(M), then we
have ∫
dξ f (x, ξ) = f{1,...,n}(x).
In this paper we will mean by integration on M (a trivial supermanifold) the process of Berezin
integration over the odd variables end usual integration (with respect to the volume form) on
BM . Note that it is the Berezinian and not the Jacobian which appears in the change of variables
formula in (super)integration (see [28]).
In order to relate (Berezin) integration on M with the space L2(M) defined above, we need
some structure. Let {θi} be a basis of Rn. For any (ordered) subset I = {i1, . . . , ik} ⊂ {1, . . . , n}
(thus with 1  i1 < · · · < ik  n) we define |I | = k to be the cardinal of I and we define
θI =∧i∈I θ i ≡ θi1 ∧ · · · ∧ θik ∈∧Rn. For I = ∅ we define θ∅ = 1 ∈∧0Rn ∼= R. For any two
(ordered) subsets I = {i1, . . . , il} and J = {j1, . . . , j} of {1, . . . , n} we define ε(I, J ) to be zero if
I ∩J = ∅ and (−1) to the power the number of transpositions needed to put i1, . . . , ik, j1, . . . , j
into order if I ∩ J = ∅. The quantity ε verifies the relations
ε(I, J )= (−1)|I ||J |ε(J, I ), ε(I, J ∪K) = ε(I, J )ε(I,K) if J ∩K = ∅.
It follows that the product in
∧
R
n is given by: θI · θJ = ε(I, J )θI∪J . Since the “products” θI
form a basis of
∧
R
n when I runs through all (ordered) subsets of {1, . . . , n}, we can define a
supersymmetric non-degenerate scalar product by the formula
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θI , θJ
〉= ε(I, J )δJ,I , (2.1)
which satisfies: 〈θI , θJ 〉 = (−1)|I ||J |〈θJ , θI 〉.
We also introduce the Hodge operation: ∗θI = ε(I,I )θI , which allows us to deduce a
symmetric positive definite scalar product from the supersymmetric one:
(
θI , θJ
)= 〈θI ,∗θJ 〉= δI,J . (2.2)
These scalar products can be extended in a natural way to L2(M)  L2(BM) ⊗∧Rn. The
supersymmetric one corresponds to integration with the Lebesgue measure (with respect to the
volume form) and Berezin integration. And indeed, in the given identification we have L2(BM)⊗∧
R
n  f =∑I fI ⊗ θI ∼= f (x, ξ) =∑I fI (x)ξ I ∈ L2(M). Then for f,g ∈ L2(M), we have
〈f,g〉 =
∫
dx dξ f (x, ξ)g(x, ξ) =
∑
I
ε(I,I )
∫
dx fI (x)gI (x),
(f, g) =
∫
dx dξ f (x, ξ)(∗g)(x, ξ) =
∑
I
∫
dx fI (x)gI (x). (2.3)
The second scalar product, which is Hermitian positive definite, allows us to define the L2-norm:
‖f ‖ = √(f,f ).
Lemma 2.21. For ξ, ξ0 ∈ R0|n and α a complex parameter, iα ξ · ξ0 ∈ AC  R1|0 ⊗ C. So the
extension of the exponential function to this element is defined (see Lemma 2.12) and we have:
eiαξ ·ξ0 =
∑
J
(iα)|J |(−1) |J |(|J |−1)2 ξJ ξJ0 ,
where the sum is over all (ordered) subsets J of {1, . . . , n}.
2.4. Hilbert superspaces
There are many possibilities to define the notion of a Hilbert superspace [29]. We will use one
which is compatible with the description of the space L2(M) given in Section 2.3 for a trivial
supermanifold M (see Definition 2.19). We will see in the sequel that it is also compatible with
deformation quantization.
Let H=H0 ⊕H1 be a complex Z2-graded vector space, endowed with a scalar product1 (·,·)
such that H is a Hilbert space2 and (H0,H1) = 0. Let J ∈ B(H) be a homogeneous operator of
degree n ∈ Z2 satisfying, for all homogeneous x ∈H,
J 2(x) = (−1)(n+1)|x|x, J ∗(x) = (−1)(n+1)|x|J (x), (2.4)
where J ∗ is the adjoint operator of J with respect to the scalar product (·,·). Then the sesquilinear
product 〈·,·〉 on H defined by:
1 This scalar product is chosen left-antilinear and right-linear by convention.
2 The scalar product (·,·) is therefore assumed to be Hermitian positive definite.
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is non-degenerate and superhermitian: 〈x, y〉 = (−1)|x||y|〈y, x〉 for homogeneous x, y. Note that
the operator J is unitary for both scalar products.
Definition 2.22. A Z2-graded Hilbert spaceH, endowed with an operator J of degree n satisfying
(2.4), will be called a Hilbert superspace of parity n. We will denote it by (H, J, n).
Example 2.23.
• In Section 2.3 we have defined the spaceH=∧Rn. If we endow it with the Hodge operation
J = ∗, and with both scalar products (2.1) and (2.2), it becomes a Hilbert superspace of parity
n mod 2; an orthonormal basis is given by (θI ).
• For M a trivial supermanifold of dimension m|n, the space L2(M) = L2(BM) ⊗∧Rn,
endowed with the operator J = ∗ξ and its two scalar products (2.3), is a Hilbert superspace
of parity n mod 2.
Remark 2.24. Any Hilbert superspace of parity 1 is a Krein space (see [6]).
Proof. For n = 1 we have J 2 = id and J ∗ = J , but also 〈H0,H0〉 = 〈H1,H1〉 = 0. Let us
define the spaces H+ = Ker(J − id) and H− = Ker(J + id). Then any x ∈H can be written as
x = x+ +x− with x+ = 12 (x+J (x)) ∈H+ and x− = 12 (x−J (x)) ∈H−. For this decomposition
we have the equalities
〈x+, x+〉 = 12
(
(x, x)+ (x,J (x))), 〈x+, x−〉 = 0,
〈x−, x−〉 = 12
(−(x, x)+ (x,J (x))), 〈x−, x+〉 = 0,
which shows that H is a Krein space. 
Remark 2.25. Let H=H0 ⊕H1 be a Hilbert superspace of parity 0. Then, H0 is a Krein space
and 〈H0,H1〉 = 0.
Proof. For n = 0 we define J0 = J|H0 and J1 = J|H1 , which satisfy, ∀x0 ∈H0, ∀x1 ∈H1,
J 20 (x0) = x0, J ∗0 (x0)= J (x0), J 21 (x1)= −x1, J ∗1 (x1) = −J1(x1).
It follows that J0 and J1 are unitary, that J0 is selfadjoint and that J1 is antiselfadjoint. Hence
both are diagonalizable: +1 and −1 are the eigenvalues of J0 corresponding to the decomposition
H0 =H+0 ⊕H−0 , and +i and −i are the eigenvalues of J1 corresponding to the decomposition
H1 =H+1 ⊕H−1 .
More precisely, ∀x0 ∈H0, ∀x1 ∈H1, we have x0 = x+0 + x−0 and x1 = x+1 + x−1 , with x+0 =
1
2 (x0 + J (x0)) ∈H+0 , x−0 = 12 (x0 − J (x0)) ∈H−0 , x+1 = 12 (x1 − iJ (x1)) ∈H+1 and x−1 = 12 (x1 +
iJ (x1)) ∈H−. With these decompositions we can compute:1
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x+0 , x
+
0
〉= 1
2
(
(x0, x0)+
(
x0, J (x0)
))
,
〈
x+0 , x
−
0
〉= 0,
〈
x−0 , x
−
0
〉= 1
2
(−(x0, x0)+ (x0, J (x0))), 〈x−0 , x+0 〉= 0,〈
x+1 , x
+
1
〉= i
2
(−(x1, x1)+ i(x1, J (x1))), 〈x+1 , x−1 〉= 0,〈
x−1 , x
−
1
〉= i
2
(
(x1, x1)+ i
(
x1, J (x1)
))
,
〈
x−1 , x
+
1
〉= 0,
which shows the result. 
Remark 2.26. One can endow the space B(H) of bounded operators (continuous linear maps)
on a Hilbert superspace H with the following Z2-grading: f ∈ B(H) is homogeneous of degree
i ∈ Z2 if ∀j ∈ Z2 f (Hj ) ⊂Hi+j . Then B(H) is a Z2-graded algebra.
Proof. Let us introduce the parity operator P :H→H by P= π0 − π1 (with πi the canonical
projection πi : H → Hi ) or equivalently Px = (−1)|x|x for all homogeneous x ∈ H. It is a
bounded operator since its operator norm ‖P‖ can be shown to be 1. Then, for any f ∈ B(H) we
define the maps fi :H→H, i = 0,1 by
f0(x) = 12
(
f (x)+ Pf (Px)), f1(x) = 12(f (x)− Pf (Px)).
They satisfy f (x) = f0(x) + f1(x) and fi maps Hj into Hi+j . It follows that f0 and f1 are
bounded operators, so that B(H) is a Z2-graded vector space. It is straightforward to see that the
grading is compatible with the composition of operators. 
Proposition 2.27. Let (H, J, n) be a Hilbert superspace of parity n and let B(H) be the space of
its bounded (continuous linear) operators (with respect to the positive definite scalar product).
For any T ∈ B(H), there exists a superadjoint T † ∈ B(H) (with respect to the scalar product
〈·,·〉), i.e., ∀x, y ∈H,
〈
T †(x), y
〉= (−1)|T ||x|〈x,T (y)〉.
An explicit expression is given by
T †(x) = (−1)(n+1)(|T |+|x|)+|T ||x|JT ∗J (x). (2.6)
Moreover, its operator norm satisfies: ‖T †‖ = ‖T ∗‖ = ‖T ‖ (where T ∗ denotes the adjoint
operator with respect to the positive definite scalar product).
Proof. For any T ∈ B(H) we have the equality of degree |T ∗| = |T |, and ∀x, y ∈H, (x, T y) =
(T ∗x, y). It follows that we have (−1)(n+1)|x|(J 2x,T y) = (−1)(n+1)(|T |+|x|)(J 2T ∗x, y), which
means that we have 〈Jx,T y〉 = (−1)(n+1)|T | 〈JT ∗x, y〉. By writing x′ = J (x) (i.e. x =
(−1)(n+1)|x|J (x′)), we obtain the result. The unitarity of J gives the property on the operator
norm. 
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of Hilbert superspaces between H(1) and H(2) we will mean a continuous linear map Φ :H(1) →
H(2) of degree 0 satisfying: ∀x, y ∈H(1),
∀x, y ∈H(1): (Φ(x),Φ(y))= (x, y) and Φ ◦ J1 = J2 ◦Φ.
If a morphism Φ exists, it is necessarily injective and the parities of H(1) and H(2) must be equal.
Moreover, Φ also is unitary with respect to the associated superhermitian scalar products (2.5)
of H(1) and H(2):
∀x, y ∈H(1): 〈Φ(x),Φ(y)〉= 〈x, y〉.
Proposition 2.29. Let (H(1), J1, n1) and (H(2), J2, n2) be two Hilbert superspaces.
• (Construction of the direct sum.) If the parities are equal, n1 = n2 = n, then the direct sum:
H =H(1) ⊕H(2), endowed with the homogeneous operator J = J1 + J2 of degree n is a
Hilbert superspace of parity n.
• (Construction of the tensor product.) We will denote by H=H(1) ⊗H(2) the completion of
the algebraic tensor product with respect to the scalar product given by
∀x1, y1 ∈H(1) ∀x2, y2 ∈H(2): (x1 ⊗ x2, y1 ⊗ y2) = (x1, y1)(x2, y2).
It is a Z2-graded Hilbert space with respect to the total degree. We can endow it with the
structure of a Hilbert superspace of parity n = n1 + n2 by defining the operator J ∈ B(H)
of degree n by:
J (x1 ⊗ x2) = (−1)(n1+|x1|)|x2|J1(x1)⊗ J2(x2).
This operator satisfies the conditions (2.4), and the associated superhermitian scalar product
has the following natural property:
〈x1 ⊗ x2, y1 ⊗ y2〉 = (−1)|x2||y1|〈x1, y1〉〈x2, y2〉.
Proof. A direct consequence of the conditions in Definition 2.22. 
2.5. C∗-superalgebras
In this subsection we define the notion of C∗-superalgebras, appropriate for deformation quan-
tization. To do so, we will in fact follow the example of the function space L∞(M) acting by
(usual) multiplication on the Hilbert superspace L2(M).
We start by recalling that, in the non-graded case, if BM is a smooth manifold endowed with
a volume form, then the map μ : L∞(BM) → B(L2(BM)), defined by
∀f ∈ L∞(BM) ∀ϕ ∈ L2(BM): μf (ϕ) = f · ϕ, (2.7)
is an isometric C∗-algebras morphism for the essential sup-norm ‖ · ‖∞ of L∞(BM).
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• Let A be a complex Z2-graded algebra. By a superinvolution on A we will mean a homoge-
neous antilinear map of degree 0 on A, denoted by †, satisfying
∀a, b ∈ A: (a†)† = a and (a · b)† = (−1)|a||b|b† · a†.
If A is a Z2-graded Banach algebra, we will also require that ‖a†‖ = ‖a‖ for all a ∈ A.
• A C∗-superalgebra A is a superinvolutive Z2-graded Banach algebra which can be isomet-
rically represented on a Hilbert superspace (H, J, n) by a map ρ : A → B(H) of degree 0,
satisfying3 ρ(a†) = ρ(a)† for all a ∈ A.
• A morphism of C∗-superalgebras is an isometric superinvolutive algebra-morphism of de-
gree 0 between two C∗-superalgebras.
Note that Remark 2.26 and Proposition 2.27 tell us that the algebra of bounded operators on
a Hilbert superspace satisfies the axioms of a C∗-superalgebra.
A C∗-superalgebra can be seen as a complete, closed for the superinvolution, graded subal-
gebra of a Z2-graded C∗-algebra endowed with a continuous superinvolution, where the relation
between involution and superinvolution is of the type (2.6). Note that the subalgebra is not re-
quired to be closed under the involution of the C∗-algebra.
Remark 2.31. Using the notations of Definition 2.30, any C∗-superalgebra A can be seen as
a subalgebra of the C∗-subalgebra A˜ of B(H) generated by ρ(A), J and the parity operator P
introduced in the proof of Remark 2.26. Moreover, we have the following relations:
∀T ∈ A˜, PT = (−1)|T |T P,
P
2 = 1, P† = (−1)nP, J 2 = Pn+1, J † = JP.
Example 2.32.
• Any C∗-algebra A is a C∗-superalgebra, whose even part is A and whose odd part is {0}.
• The algebra A =∧Rn acting on H =∧Rn by multiplication: θI · θJ = ε(I, J )θI∪J (see
Section 2.3 and Example 2.23) is a C∗-superalgebra. Here we have the relations
(
θI
)† = θI , (θI )∗(θJ )= ε(I, J \ I )θJ\I for I ⊂ J,∥∥θI∥∥= 1, (θI )† · θI = 0, ∥∥(θI )∗ · θI∥∥= ∥∥θI∥∥2.
It follows in particular that the operator (θI )∗ is not in the algebra A ⊂ B(H), only in B(H).
• Copying (2.7) to the case of a trivial supermanifold M of dimension m|n (see Defini-
tion 2.19) gives us a map μ : L∞(M) → B(H), where H = L2(M) (see Example 2.23).
This map μ is an isometric representation of the supercommutative C∗-superalgebra
3 Where the † on the RHS is the superadjoint defined in Proposition 2.27.
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is given by
∥∥μ(f )∥∥=∑
I
‖fI‖∞
∥∥θI∥∥=∑
I
‖fI‖∞.
One can also show that μ(f )† = μ(f ) and ‖f ‖ = ‖f ‖.
Lemma 2.33. If Φ :H1 →H2 is a Hilbert superspace isomorphism, then the map Φ˜ : B(H1) →
B(H2) defined by B(H1)  T → Φ˜(T )= Φ ◦ T ◦Φ−1is a C∗-superalgebra morphism.
2.6. Heisenberg supergroup
Let E be a free graded A-module of finite dimension m|n endowed with an even symplectic
form ω. As in Proposition 2.6, we denote by ω0 and ω1 the restriction of ω to the subspace
generated by the even, respectively odd, basis vectors.
Definition 2.34. The Heisenberg superalgebra associated to (E,ω) is given by the A-module
g= E ⊕AZ, where Z is an even generator, and by the relations:
∀x, y ∈ E ∀a, b ∈A: [x + aZ,y + bZ] = ω(x, y)Z.
It is an A-Lie algebra of dimension m + 1|n. Its center is given by Z(g) =AZ = g′, with g′ =
[g,g].
As in the non-graded case, the Heisenberg supergroup G is homeomorphic to the even part of
the Heisenberg algebra g0. Its group law can be computed from the Baker–Campbell–Hausdorff
formula:
∀x, y ∈ E0 ∀a, b ∈A0: (x + aZ) · (y + bZ) = x + y +
(
a + b + 1
2
ω(x, y)
)
Z.
G is a non-abelian group with neutral element 0+ 0Z and inverse given by: (x + aZ)−1 = −x −
aZ. Note that the Heisenberg supergroup as defined above is a particular case of “Heisenberg
like groups” treated in [32].
We define a linear isomorphism from g to its (right) dual g∗, denoted as x+aZ → b(x+aZ),
by the formula:
∀x, y ∈ E ∀a, b ∈A: b(x + aZ)(y + bZ) = ω(x, y)+ ab.
Using this isomorphism, the adjoint and coadjoint actions are given by the formula (with y ∈ E,
b ∈A and x ∈ E0, a ∈A0 so x + aZ ∈ g0 = G)
Ad(x+aZ)(y + bZ) = y + bZ + [x + aZ,y + bZ] = y +
(
b +ω(x, y))Z,
Ad∗ b(y + bZ) = b(y − bx + bZ).(x+aZ)
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(via the isomorphism b) with the even part E0 of the module E, provided b = 0. For b = 0, the
coadjoint orbit Oζ is a single point.
3. Deformation quantization
To perform the deformation quantization of the Heisenberg supergroup, we adapt the general
method of [5] to the graded setting. First, in Section 3.1, by using Kirillov’s orbits method,
we associate to each coadjoint orbit Oζ (with ζ ∈ Bg∗) a unitary induced representation of the
Heisenberg supergroup. Note that the unitarity of the representation refers to the supersymmetric
scalar product, not the positive definite one. Using this induced representation, we define in
Section 3.2 a first quantization map on the supergroup which is operator-valued. The fact that
we need the odd Fourier transform in this definition is an important difference with the non-
graded case [5]. We then define a second quantization map, which associates bounded operators
to functions in L1(M) (with M a quotient of the supergroup). In Section 3.3 we give some details
of the functional spaces used in this theory; in particular we prove the existence of a resolution
of the identity and we give the definition of a supertrace.
Next we want to enlarge the quantization map on L1(M) to be defined also on B1(M) (smooth
functions all of whose derivatives are bounded), and to allow these functions to take their values
in a Fréchet space E. That is why we introduce, in Appendix A, the symbol calculus BμE(M)
and, in Section 3.4, the notion of an oscillating integral which allows us to give a meaning
to the integral of non-Lebesgue-integrable functions (using a phase and integrations by parts).
With this oscillating integral we extend in Section 3.5 the quantization map to BμE(M), but the
images are now in general unbounded operators. However, for μ = 1 and a Fréchet algebra A,
this quantization map on B1A(M) maps to bounded operators. Finally, in Section 3.6, we define
the deformed product on B1A(M) which corresponds to the composition of operators via the
quantization map, and we give some properties of this product.
3.1. Unitary induced representation
In order to construct a unitary induced representation of the Heisenberg supergroup using
Kirillov’s orbits method [22], we let ζ0 = a0bZ be a non-zero fixed element in g∗, where we
assume that a0 is real.
Definition 3.1. A polarization of ζ0 is a maximal free graded Lie subalgebra b of g such that
δζ0(b× b) = 0, where δζ0 : g× g→A is defined by
∀x, y ∈ E ∀a, b ∈A: δζ0(x + aZ,y + bZ)=
〈
ζ0, [x + aZ,y + bZ]
〉= a0ω(x, y).
In our case, any polarization b of ζ0 is of the following form:
b= W ⊕AZ,
where W is a maximal isotropic subspace of E (see Proposition 2.10). b is an abelian A-Lie
subalgebra of g and an ideal. Since it admits a (non-unique) supplement q in g (which we now
fix once and for all), the short exact sequence of graded A-modules
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is split. Note that it is also a short exact sequence of A-Lie algebras. However, as such it is not
(necessarily) split (unlike the non-graded case), because, even though q is a graded subspace
of g, it is in general not a Lagrangian subspace nor a Lie subalgebra.
We now define B = exp(b0)  b0 and Q = exp(q0)  G/B  q0 and we note that Q is not a
subgroup of G. Let χ : B →AC =A⊗C be defined by
∀w ∈ W 0 ∀a ∈A0: χ(w + aZ) = eiζ0(w+aZ) = eia0a.
It is a unitary character of B (B Imχ ⊂ U(1)), canonically associated to ζ0. Let us construct the
representation of G induced by χ .
From now on we will assume that the odd dimension of B is zero, which means that ω1 is
positive definite or negative definite on the body of the space generated by the odd generators
of E (see Proposition 2.10). Thus, an element of B is of the form (w,0, a) with w ∈ W 0 and
a ∈A0 while an element of Q is of the form (x, ξ,0) with x an even linear combination of even
generators of q, and ξ an odd linear combination of odd generators of q. Moreover, the map
Q×B → G given by group multiplication is a global diffeomorphism.
The group G acts on itself by left translations, and we look at the left regular action λ on the
B-equivariant functions on G:
C∞(G)B = {ϕˆ :G→ACC∞ ∀g ∈ G, ∀b ∈ B: ϕˆ(gb) = χ(b−1)ϕˆ(g)},
∀g ∈ G ∀ϕˆ ∈ C∞(G)B : λgϕˆ = L∗g−1 ϕˆ = ϕˆ
(
g−1·).
Note that the space C∞(G)B itself is not invariant under the left regular action, because nilpotent
constants (coming from elements of G) are not C∞ functions. However, tensoring with A gives
us the space C∞(G)B ⊗A, which is invariant under the left regular action.
Proposition 3.2. The map λ : G × (C∞(G)B ⊗ A) → C∞(G)B ⊗ A is an action. When we
restrict the function λgϕˆ to Q ⊂ G, we get the following formula: ∀g ∈ G, ∀ϕˆ ∈ C∞(G)B ,
∀q0 ∈ Q,
(λgϕˆ)(q0) = eia0(a+ω0(x−x0,w)+ 12ω1(ξ,ξ0))ϕˆ(x0 − x, ξ0 − ξ,0)
where g = q · b, q = (x, ξ,0) ∈ Q, b = (w,0, a) ∈ B and q0 = (x0, ξ0,0). Remember that ω0
and ω1 are the diagonal parts of ω (see Proposition 2.6).
Proof. If q = (x, ξ,0), b = (w,0, a) and q0 = (x0, ξ0,0),
λqbϕˆ(q0) = ϕˆ
(
b−1q−1q0
)= ϕˆ(q−1q0Cq−10 q(b−1)),
where C
q−10 q
(b−1)= q−10 qb−1q−1q0 ∈ B because B is a normal subgroup of G. However, unlike
to the non-graded case, q−1q0 /∈ Q. In the above notation,
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(
−x + x0,−ξ + ξ0, 12ω0(−x, x0)+
1
2
ω1(−ξ, ξ0)
)
= (q0 − q) · β,
where β = (0,0, 12ω1(−ξ, ξ0)). Indeed, ω0(x, x0) = 0 since the part involving only the even
generators of q is Lagrangian (with respect to the even generated part of g), see Proposition 2.10.
But there is no reason that ω1(ξ, ξ0) = 0, as q is not Lagrangian. By taking this into account, we
obtain:
λqbϕˆ(q0) = χ
(
C
q−10 q
(b)β−1
)
ϕˆ(q0 − q),
and χ(C
q−10 q
(b)β−1) = eia0(a+ω0(x−x0,w)+ 12ω1(ξ,ξ0)). 
We already said that the group multiplication Q × B → G is a global diffeomorphism. It
follows that there is an isomorphism between C∞(Q) and C∞(G)B , which we will denote as
ϕ˜ → ϕˆ, and which is given by ϕˆ(q · b) = χ(b−1)ϕ˜(q) (with q ∈ Q and b ∈ B). Transferring the
action λ to C∞(Q) we obtain an action U˜ : G × (C∞(Q) ⊗ A) → C∞(Q) ⊗ A, which has,
using notation as above, the following explicit form:
(
U˜ (g)ϕ˜
)
(q0) = eia0(a+ω0(x−x0,w)+ 12ω1(ξ,ξ0))ϕ˜(q0 − q). (3.1)
Now define D(Q) D(BQ)⊗∧Rn, where n is the odd dimension of Q, and D(BQ) is the
space of complex-valued functions on BQ with compact support. Using the expression (3.1), it
is not hard to see that D(Q)⊗A is an invariant subspace of C∞(Q)⊗A under the action U˜ . In
this way we obtain the following induced representation of G:
U˜ : G→ LA
(D(Q)⊗A),
where LA is the space of A-linear maps. This induced representation is unitary for the super-
symmetric scalar product.
Proposition 3.3. For ϕ˜, ψ˜ ∈D(Q), one has: ∀g ∈ G,
〈
U˜ (g)ϕ˜, U˜ (g)ψ˜
〉= 〈ϕ˜, ψ˜〉.
Proof.
〈
U˜ (g)ϕ˜, U˜ (g)ψ˜
〉= ∫ dx0 dξ0 e−ia0(a+ω0(x−x0,w)+ 12ω1(ξ,ξ0))ϕ˜(x0 − x, ξ0 − ξ)
× eia0(a+ω0(x−x0,w)+ 12ω1(ξ,ξ0))ψ˜(x0 − x, ξ0 − ξ).
The quantity ω1(ξ, ξ0) is even and thus commutes with all other terms. By a change of variables
x0 → x0 + x, ξ0 → ξ0 + ξ the result is obtained. 
We see that the induced representation U˜ of the Heisenberg supergroup constructed with the
Kirillov’s orbits method is naturally unitary with respect to the supersymmetric scalar product
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adapted for the harmonic analysis on the Heisenberg supergroup.
3.2. Quantization
In the sequel of this paper we will assume that we have chosen the particular homogeneous
basis of E described in Proposition 2.6. This means in particular that we have ω0(x,w) = x ·w
and ω1(ξ1, ξ2) = 2ξ1 · ξ2 for all (xi, ξi) ∈ Q and all w ∈ W 0. Adding a free parameter α to the
(even and odd) Fourier transform, we obtain the following expressions for the Fourier transform
of the function constant 1: ∫
dwe2ia0αω0(x,w) = r0α−m2 δ(x),
Fα1(ξ0)=
∫
dξ e−
ia0
2 αω1(ξ,ξ0) = r1αnξ {1,...,n}0 , (3.2)
where r0 = ( πa0 )
m
2 and r1 = (ia0)n(−1) n(n+1)2 .
Let us now consider the A-linear map σ : g→ g defined by
∀x ∈ E ∀a ∈A: σ(x + aZ) = −x + aZ.
It is an involutive automorphism of g (and of G  g0). The pullback σ ∗ : C∞(G)B → C∞(G)B
is defined by (σ ∗ϕˆ)(g) = ϕˆ(σ (g)) (for g ∈ G and ϕˆ ∈ C∞(G)B ). Using the isomorphism
C∞(G)B ∼= C∞(Q) we obtain an involution, denoted by the same symbol, σ ∗ : C∞(Q) →
C∞(Q). We then introduce the operator Σ = Fασ ∗ as σ followed by an odd Fourier transform
given by
∀ϕ˜ ∈ C∞(Q) ∀(x0, ξ0) ∈ Q: (Σϕ˜)(x0, ξ0)= γ
∫
dξ1 e−
ia0α
2 ω1(ξ1,ξ0)ϕ˜(−x0, ξ1),
where we interpret α as a free parameter and γ as a fixed complex constant to be determined
later. This operator Σ satisfies the relations
Σ2 = γ 2r1αn id,
ϕ˜, ψ˜ ∈ C∞(Q): 〈Σϕ˜,Σψ˜〉 = |γ |2r1αn(−1)n(|ϕ˜|+1)〈ϕ˜, ψ˜〉,
where n is the odd dimension of Q (or of E since we assumed B has no odd dimension). By
choosing γ = (−1)n
r0r1(1+α)n (this will be explained in Eq. (3.12)), we have in particular γ = (−1)nγ
(see Eq. (3.2) for the definition of r0, r1). Then, we denote r = γ 2r1αn, and we obtain:
Σ2 = r1, Σ† = rΣ.
If we now define K ⊂ G as the subgroup invariant under σ , K = Gσ = {g ∈ G, σ(g) = g},
then, K =A0Z, and M := G/K  E0 is a supermanifold. With these preparations we can finally
define the quantization map Ω : G→ LA(D(Q)⊗A) by
∀g ∈ G: Ω(g) = U˜ (g)ΣU˜(g−1).
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(
Ω(q · b)ϕ˜)(q0) = γ ∫ dξ1 eia0(2ω0(x−x0,w)+ 12ω1(ξ,ξ0)− α2 ω1(ξ1,ξ0)− 12 (α+1)ω1(ξ,ξ1))
× ϕ˜(2x − x0, ξ + ξ1),
for any ϕ˜ ∈ D(Q), q = (x, ξ,0) ∈ Q, q0 = (x0, ξ0,0) ∈ Q and b = (w,0, a) ∈ B . It has the
following properties:
1. Ω is constant on the left classes of K .
2. For any g ∈G we have Ω(g)† = rΩ(g).
Proof. 1. This is immediate, as the explicit expression for Ω(q · b) does not depend on a.
2. This is a direct consequence of the analogous property for Σ and the unitarity of U˜ . 
Let us now introduce the set M of all left classes of K : M = G/K , which is a trivial su-
permanifold of dimension m|n (see Definition 2.19). By the point 1 of Proposition 3.4 the map
Ω descends to this quotient, giving a map Ω : M → LA(D(Q) ⊗A), which we will still de-
note by the same symbol. If, for any x ∈ M , we introduce the symmetry sx : M → M by
sx(y) = xσ(x−1 · y) for all y ∈M , then, (M, s) becomes a symmetric space, namely:
s2x = idM and sxsysx = ssx(y).
Proposition 3.5. For any α /∈ {−1,0}, the map Ω : M → LA(D(Q) ⊗ A) is a (twisted by r)
representation of the symmetric space (M, s), meaning that we have, for all x, y ∈ M ,
1. Ω(x)2 = r id.
2. Ω(x)Ω(y)Ω(x) = rΩ(sx(y)).
Proof. To show 1, it suffices to note that for g ∈ x ·K , we have
Ω(g)2 = U˜ (g)ΣU˜(g−1)U˜ (g)ΣU˜(g−1)= r id .
The identity 2 is a direct computation using the expression of Proposition 3.4. 
Let us now “extend” the quantization map Ω to functions on M , by defining Ω : D(M) →
LA(D(Q)⊗A) by
∀f ∈D(M): Ω(f ) =
∫
M
dzf (z)Ω(z).
For any ϕ˜ ∈D(Q) and q0 ∈Q, the explicit expression is given by
(
Ω(f )ϕ˜
)
(q0) = γ
∫
dx dξ dwf (x, ξ,w)M
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∫
dξ1 eia0(2ω0(x−x0,w)+
1
2ω1(ξ,ξ0)− α2 ω1(ξ1,ξ0)− 12 (α+1)ω1(ξ,ξ1))
× ϕ˜(2x − x0, ξ + ξ1). (3.3)
Since a0 ∈R∗ and since f has a compact support with respect to the variable x ∈ BQ, it follows
that Ω(f )ϕ˜ ∈ D(Q). Contrary to the case of the map Ω on M , where Ω(x)ϕ˜ does not lie in
D(Q) but only in D(Q)⊗A, here there is no need to take the tensor product by A. This means
in particular that we can consider the quantization map as a map Ω :D(M) → L(D(Q)). Note
that the degree of Ω(f ) (with respect to the Z2 grading) is the same as the degree of f .
Lemma 3.6. For all f ∈D(M) there exists a constant Cf ∈R∗+ such that
∀ϕ˜ ∈D(Q): (Ω(f )ϕ˜,Ω(f )ϕ˜) Cf (ϕ˜, ϕ˜).
Proof. Using formula (3.3) we compute:
(
Ω(f )ϕ˜,Ω(f )ϕ˜
)
= γ 2
∫
dx0 dξ0 dx dξ dwf (x, ξ,w)dξ1
× e−ia0(2ω0(x−x0,w)+ 12ω1(ξ,ξ0)− α2 ω1(ξ1,ξ0)− 12 (α+1)ω1(ξ,ξ1))ϕ˜(2x − x0, ξ + ξ1)
∗ξ0
∫
dx′ dξ ′ dw′ f
(
x′, ξ ′,w′
)
dξ2
× eia0(2ω0(x′−x0,w′)+ 12ω1(ξ ′,ξ0)− α2 ω1(ξ2,ξ0)− 12 (α+1)ω1(ξ ′,ξ2))ϕ˜(2x′ − x0, ξ ′ + ξ2),
where ∗ξ0 is the Hodge operation with respect to the variable ξ0. Expanding this formula and
integrating over the odd variables ξ , ξ ′, ξ1, ξ2 and ξ0 gives us the formula
(
Ω(f )ϕ˜,Ω(f )ϕ˜
)= ∑
I1,I2,J1,J2
α(I1, I2, J1, J2)
∫
dx0 dx dw dx′ dw′ fI1(x,w)fI2
(
x′,w′
)
× e2ia0(ω0(x′−x0,w′)−ω0(x−x0,w))ϕ˜J1(2x − x0)ϕ˜J2
(
2x′ − x0
)
,
where I1, I2, J1, J2 are subsets of {1, . . . , n} with some constraints between them that we do
not write explicitly, and α(I1, I2, J1, J2) is a real number independent of f and ϕ˜. Let us now
denote by |α| the supremum (maximum) of all |α(I1, I2, J1, J2)|. By using the triangular and the
Cauchy–Schwartz inequalities, we obtain
(
Ω(f )ϕ˜,Ω(f )ϕ˜
)

∑
I1,I2,J1,J2
|α|
∫
dx dw dx′ dw′
∣∣fI1(x,w)fI2(x′,w′)∣∣‖ϕ˜J1‖2‖ϕ˜J2‖2

∑
I1,I2,J1,J2
|α|‖fI1‖1‖fI2‖1‖ϕ˜J1‖2‖ϕ˜J2‖2.
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Ω(f )ϕ˜,Ω(f )ϕ˜
)
 Cf (ϕ˜, ϕ˜),
with Cf =∑I1,I2,J1,J2 |α|‖fI1‖1‖fI2‖1. 
Corollary 3.7. The quantization map Ω :D(M) → L(D(Q)) can be continuously extended in a
unique way to a map
Ω : L1(M) → B(L2(Q)),
where we recall that L2(Q) is a Hilbert superspace (see Section 2.4).
Proof. We have shown in Lemma 3.6 that for any f ∈ D(M), Ω(f ) is a continuous operator
on D(Q). Since D(Q) is dense in L2(Q), we can extend Ω(f ) in a unique way to a bounded
operator on L2(Q). Moreover, if we denote by ‖f ‖1 the norm of f ∈ L1(M) = L1(BM)⊗∧Rn:
‖f ‖1 =
∑
I
∫
BM
dx
∣∣fI (x)∣∣=∑
I
‖fI‖1
then it is immediate from the proof of Lemma 3.6 that the constant Cf verifies Cf  C2‖f ‖21,
with C2 =∑J1,J2 |α|. It follows that we have, for any ϕ˜ ∈ L2(Q),√(
Ω(f )ϕ˜,Ω(f )ϕ˜
)
 C
√
(ϕ˜, ϕ˜)‖f ‖1,
which means that Ω is a continuous map on D(M) for the topology of L1(M) and for the
operator topology of B(L2(Q)). Since D(M) is dense in L1(M), we can extend Ω in a unique
way to a continuous map: Ω : L1(M) → B(L2(Q)). 
3.3. Preliminaries concerning functional spaces
We start this subsection with a result concerning Schwartz functions on Q, where the space
S(Q) of these functions is defined (as usual) by S(Q) = S(BQ) ⊗∧Rn with n still the odd
dimension of Q and S(BQ) the standard space of Schwartz functions (recall that BQ is a (real)
vector space).
In the rest of this section, we will use the notation for the variables:
x ∈Qo, ξ ∈R0|n, q = (x, ξ) ∈Q,
w ∈ W 0, z = (x, ξ,w) ∈ M, y = (Bx,Bw) ∈ BM, (3.4)
where we recall that M  Mo ×R0|n  Q×W 0, Q Qo ×R0|n and that the odd dimension of
W 0 is zero.
Lemma 3.8. For any ϕ˜ ∈ S(Q) and any (x, ξ,w) ∈ M , we define the function ϕ˜(x,ξ,w) =
U˜ ((x, ξ,0) · (w,0,0))ϕ˜. Then, for any ψ˜ ∈ L2(Q), the map (x, ξ,w) → 〈ϕ˜(x,ξ,w), ψ˜〉 belongs to
S(M).
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〈ϕ˜(x,ξ,w), ψ˜〉 =
∫
dx0 dξ0 e−ia0(ω0(x−x0,w)+
1
2ω1(ξ,ξ0))ϕ˜(x0 − x, ξ0 − ξ)ψ˜(x0, ξ0)
=
∑
I,J,K
α(I, J,K)
∫
dx0 e−ia0ω0(x−x0,w)ϕ˜I (x0 − x)ψ˜J (x0)ξK,
where, using notation as in the proof of Lemma 3.6, we integrated over ξ0 (and just as in the
proof of Lemma 3.6, there are some constraints among I , J and K).
Let us now consider the quantity I defined by
I =
∫
BM
dx dw
(
D
β
(x,w)
∫
dx0 e−ia0ω0(x−x0,w)ϕ˜I (x0 − x)ψ˜J (x0)
)
P(x,w),
where P is an arbitrary polynomial function and β a multi-index. If we can show that |I| < ∞,
then we will have proved the lemma, as it shows that the map (x, ξ,w) → 〈ϕ˜(x,ξ,w), ψ˜〉 is
Schwartz. To do so, we start with the obvious observation that we have
I =
∫
dx dw dx0
(
D
β
(x,w)e
ia0ω0(x0,w)ϕ˜I (x0)ψ˜J (x0 + x)
)
P(x,w).
We then introduce the operator Ox0 = 11+w2 (1 − 1a20 x0), which has the property
Ox0(e
ia0ω0(x0,w)) = eia0ω0(x0,w), simply because ∂x0eia0ω0(x0,w) = ia0weia0ω0(x0,w). Inserting the
k-th power of this operator on the exponential and integrating by parts gives us:
I =
∫
dx dw dx0
(
D
β
(x,w)e
ia0ω0(x0,w)Okx0
(
ϕ˜I (x0)ψ˜J (x0 + x)
))
P(x,w).
We then note that we have the equality
D
β
(x,w)
(
eia0ω0(x0,w)Okx0
(
ϕ˜I (x0)ψ˜J (x0 + x)
))
= 1
(1 +w2)k
∑
γi
bγi (x0,w)e
ia0ω0(x0,w)∂
γ1
x0 ϕ˜I (x0)∂
γ2
x0 ∂
γ3
x ψ˜J (x0 + x),
for multi-indices γi (a finite sum) and functions bγi (x0,w) which are bounded by a polynomial
in x0 and bounded in w. We thus can make the estimation
|I|
∑
γi
∫
dx dw dx0
|bγi (x0,w)P (x,w)|
(1 +w2)k
∣∣∂γ1x0 ϕ˜I (x0)∂γ2x0 ∂γ3x ψ˜J (x0 + x)∣∣.
This will be finite whenever k is greater than dim(BM)+1+d (d the degree of P in w) because
with such a k the integrand will be integrable in w and because the integrand is Schwartz in x
and x0. 
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(ϕ˜(x,ξ,w), ψ˜) also belongs to S(M). See also [5] for the analog in the non-graded case. Let us
now show that there exists a resolution of the identity in this context.
Theorem 3.9 (Resolution of the identity). There exists a constant C ∈C∗ such that
∀ϕ˜ ∈ S(BQ) ∀ψ˜ ∈ S(Q) ∀q1 ∈Q:
∫
M
dz 〈ϕ˜z, ψ˜〉ϕ˜z(q1)= C‖ϕ˜‖22ψ˜(q1). (3.5)
Proof. By Lemma 3.8 the integrand is Schwartz on M , so the integral is well defined. Denoting
z = (x, ξ,w) ∈M and q1 = (x1, ξ1) ∈ Q, we then compute:
∫
M
dx dξ dw 〈ϕ˜(x,ξ,w), ψ˜〉ϕ˜(x,ξ,w)(x1, ξ1)
=
∫
dx dξ dw dx0 dξ0 e−ia0(ω0(x1−x0,w)+
1
2ω1(ξ,ξ0−ξ1))ϕ˜(x0 − x)ψ˜(x0, ξ0)ϕ˜(x1 − x).
Using Eqs. (3.2) we then obtain
∫
M
dx dξ dw 〈ϕ˜(x,ξ,w), ψ˜〉ϕ˜(x,ξ,w)(x1, ξ1)
= r1(−1)n
∫
dx dw dx0 dξ0 (ξ0 − ξ1){1,...,n}e−ia0ω0(x1−x0,w)ϕ˜(x0 − x)ψ˜(x0, ξ0)ϕ˜(x1 − x)
= r1(−1)n
∫
dx dw dx0 e−ia0ω0(x1−x0,w)ϕ˜(x0 − x)ψ˜(x0, ξ1)ϕ˜(x1 − x).
Since
∫
dwe−ia0ω0(x1−x0,w) = r02m2 δ(x1 − x0), we get the announced result:
∫
M
dx dξ dw 〈ϕ˜(x,ξ,w), ψ˜〉ϕ˜(x,ξ,w)(x1, ξ1) = C
∫
dx ϕ˜(x)ϕ˜(x)ψ˜(x1, ξ1),
with C = r0r12m2 (−1)n. 
For any ϕ˜ ∈ S(BQ) the map S(Q) → L2(Q) defined by
ψ˜ →
∫
M
dz ϕ˜z〈ϕ˜z, ψ˜〉 = C‖ϕ˜‖22ψ˜,
is a dilation, hence continuous. It thus can be extended to L2(Q).
Note that the resolution of the identity only uses functions ϕ˜ defined on the body of Q. Note
also that for ϕ˜ ∈ S(BQ) and ∀z ∈ M , the function ϕ˜z is even but that it may contain nilpotent
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∀T ∈ B(L2(Q)) ∀ϕ˜ ∈ S(BQ) ∀(x,w) ∈ BM: ∫ dξ 〈ϕ˜(x,ξ,w), T ϕ˜(x,ξ,w)〉 ∈C. (3.6)
Definition 3.10 (Supertrace). Let ϕ˜ ∈ S(BQ) have a non-vanishing norm. We define the trace-
class operators as those (unbounded) operators of L2(Q), T ∈O(L2(Q)), satisfying
• S(Q) ⊂ Dom(T ). Since S(Q) is dense in L2(Q), the adjoint T ∗ of T with respect to the
positive definite scalar product exists.
• S(Q) ⊂ Dom(T ∗).
• ∫ dx dw | ∫ dξ 〈ϕ˜(x,ξ,w), T ϕ˜(x,ξ,w)〉| is finite. Note that it makes sense due to Eq. (3.6).
For T a trace-class operator, we then define its supertrace by
sTr(T )= 1‖ϕ˜‖22
∫
M
dz 〈ϕ˜z, T ϕ˜z〉. (3.7)
Proposition 3.11. The supertrace has the following properties:
1. It is independent of ϕ˜ ∈ S(BQ) used (twice) in its definition.
2. If T1 and T2 are trace-class operators such that T1T2 and T2T1 are also trace-class, then we
have
sTr(T1T2) = (−1)|T1||T2| sTr(T2T1).
Proof. 1. For T ∈ B1(L2(Q)) and ϕ˜, ψ˜ ∈ S(BQ) we compute,
sTr(T ) = 1‖ϕ˜‖22
∫
dzdq0 ϕ˜z(q0)T ϕ˜z(q0)
= 1
C‖ϕ˜‖22‖ψ˜‖22
∫
dzdq0 dz1 dq2 ϕ˜z(q0)ψ˜z1(q2)T ϕ˜z(q2)ψ˜z1(q0)
= 1
C‖ϕ˜‖22‖ψ˜‖22
∫
dz1 dq2 dzdq0 ϕ˜z(q0)ψ˜z1(q0)ϕ˜z(q2)T †ψ˜z1(q2)
= 1‖ψ˜‖22
∫
dz1 dq2 ψ˜z1(q2)T †ψ˜z1(q2)
= 1‖ψ˜‖22
∫
dz1 dq2 ψ˜z1(q2)T ψ˜z1(q2),
where we used Theorem 3.9 successively with ψ˜ and ϕ˜. We also used that there exists a super-
adjoint of T : the adjoint T ∗ exists and has a domain containing S(Q), so as the superadjoint T †
(see Proposition 2.27).
2. To prove the second property, one uses exactly the same method as for the first: two reso-
lutions of the identity and the use of both superadjoints T †1 and T †2 . 
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surable function K : Q × Q → C such that ∀ψ˜ ∈ L2(Q), ∀q0 ∈ Q, we have T ψ˜(q0) =∫
Q
dq K(q, q0)ψ˜(q). Then its supertrace is given by
sTr(T ) = C
∫
Q
dq K(q, q),
where C is the constant defined in Theorem 3.9.
3.4. Integration
We now consider a complex Fréchet space (E, | · |j ) with its family of seminorms indexed
by j ∈ N. We refer the reader to Appendix A for the definitions of a weight μ, of the functional
spacesDE(M), L1E(M) and BμE(M), and of the E-valued integral. With these notions we observe
that, since L1E(M) = L1(M) ⊗̂E, the quantization map can be extended by the projective tensor
product [21]:
Ω : L1E(M) → B
(
L2(Q)
) ⊗̂E.
We then attack the notion of the oscillating integral, which allows to integrate functions which
are not Lebesgue-integrable (for example functions in BμE(M) when μ /∈ L1(BM)), by using the
phase and integration by parts. See also [5] in the non-graded case.
Theorem 3.13. The functional DE(M) → E, called an oscillating integral and defined by
f →
∫
M
dx dξ dwe2ia0ω0(x,w)f (x, ξ,w), (3.8)
can be extended to a continuous linear functional BμE(M) → E, for any weight μ bounded by a
polynomial function.
Moreover, there is only one such extension which is continuous for the topology induced on
BμE(M) by the topology of Bμ
′
E (M) for any weight μ′ > μ bounded by a polynomial function
such that lim|y|→∞ μ(y)μ′(y) = 0.
Proof. For this result, we may assume, without loss of generality, that we have 2a0 = 1, which
simplifies the notation.
• Let f ∈DE(M). We will use the basis of Proposition 2.6, so that ω0 is given by the expres-
sion ω0(x,w) = xw (usual scalar product). If we define the operator O by
(O · f )(x, ξ,w) = (1 −(x,w))
(
1
1 + x2 +w2 f (x, ξ,w)
)
,
then, as in the proof of Lemma 3.8, an integration by parts gives
576 P. Bieliavsky et al. / Journal of Functional Analysis 263 (2012) 549–603
∫
M
dx dξ dweiω0(x,w)f (x, ξ,w) =
∫
M
dx dξ dweiω0(x,w)
(
Ok · f )(x, ξ,w), (3.9)
for any k ∈N. Moreover, it is not hard to show that there exist functions bα ∈ B1
C
(BM) such
that
Ok = 1
(1 + x2 +w2)k
∑
α
bα(x,w)Dα.
• Since μ is bounded by a polynomial function, there exist N ∈ N and a constant C > 0
such that ∀(x,w) ∈ BM , μ(x,w)  C(1 + x2 + w2)N . Hence for any f ∈ BμE(M) and
I = {1, . . . , n}, we have
∣∣Ok · fI (x,w)∣∣j  1(1 + x2 +w2)k
∑
α
∣∣bα(x,w)∣∣Cj,α,Iμ(x,w) C′(1 + x2 +w2)N−k,
with C′ a positive constant and Cj,α,I as in Definition A.3. It follows that Ok · f ∈ L1E(M),
provided k − N  dim(BM) + 1. As a consequence, the right-hand side of (3.8) does exist
for f ∈ BμE(M).
• Since |Dαf |j,γ = supy∈BM{ 1μ(y)
∑
I |DγDαfI (y)|j } = |f |j,γ+α , it follows that the map
Dα : BμE(M) → BμE(M) is continuous.
• Let f ∈ B1
C
(M) and F ∈ BμE(M). By using the Leibniz rule and the equality (f · F)I =∑
J⊂I ε(J,IJ )fJFIJ , we can compute:
|f · F |j,α = sup
y∈BM
{
1
μ(y)
∑
I
∣∣∣∣Dα
(∑
J⊂I
ε
(
J,IJ
)
fJ (y)FIJ (y)
)∣∣∣∣
j
}
= sup
y∈BM
{
1
μ(y)
∑
I
∣∣∣∣ ∑
(Dα),J⊂I
ε
(
J,IJ
)
Dα(1)fJ (y)D
α
(2)FIJ (y)
∣∣∣∣
j
}
 sup
y∈BM
{
1
μ(y)
∑
(Dα),I,J⊂I
∣∣Dα(1)fJ (y)∣∣∣∣Dα(2)FIJ (y)∣∣j
}

∑
(Dα)
sup
y∈BM
{
1
μ(y)
∑
J,K
∣∣Dα(1)fJ (y)∣∣∣∣Dα(2)FK(y)∣∣j
}

∑
(Dα)
|f |Dα
(1)
sup
y∈BM
{
1
μ(y)
∑
K
∣∣Dα(2)FK(y)∣∣j
}

∑
(Dα)
|f |Dα
(1)
|F |j,Dα
(2)
,
where we have used the Hopf algebra approach/notation of the Leibniz rule and the fact
that
∑
J |Dα(1)fJ (y)|  |f |Dα(1) . This tells us that the product of functions map B1C(M) ×
BμE(M) → BμE(M) is continuous.
• In exactly the same way one can show that the map Bμ′
C
(M) × BμE(M) → Bμμ
′
E (M) taking
the product of two functions is continuous. Moreover, from the above expression of Ok , one
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μ(x,w)
(1+x2+w2)k
E (M) is continuous as it consists of products
and derivations.
• Let μ′ ∈ L1(BM) be a weight and f ∈ Bμ′E (M) ⊂ L1E(M). Then:
∣∣∣∣
∫
M
dy dξ f (y, ξ)
∣∣∣∣
j

∫
M
dy dξ
∣∣f (y, ξ)∣∣
j

∫
BM
dy |f |j,1μ′(y) =
∥∥μ′∥∥1|f |j,1.
It follows that the integration map Bμ′E (M) → E is continuous. By choosing μ′(x,w) =
μ(x,w)
(1+x2+w2)k ∈ L1E(M) and assuming that k − N  dim(BM) + 1, we thus have shown that
the map BμE(M) → E given by
f →
∫
M
dx dξ dweiω0(x,w)
(
Ok · f )(x, ξ,w)
is continuous. Moreover, it is an extension of (3.8) due to Eq. (3.9).
• We now will prove that BμE(M) ⊂ adhBμ′E (M)(DE(M)) when μ
′ > μ is another weight
bounded by a polynomial function and satisfying lim|y|→∞ μ(y)μ′(y) = 0. For any f ∈ Bμ
′
E (M)
and for any seminorm | · |j,Dα on BμE(M), we have
∣∣∣∣ μμ′ f
∣∣∣∣
j,Dα
= sup
y∈BM
{
1
μ(y)
∑
I
∣∣∣∣Dα
(
μ(y)
μ′(y)
fI (y)
)∣∣∣∣
j
}
 sup
y∈BM
{
1
μ(y)
∑
I,(Dα)
∣∣Dα(1)μ(y)∣∣
∣∣∣∣Dα(2) 1μ′(y)
∣∣∣∣∣∣Dα(3)fI (y)∣∣j
}

∑
(Dα)
sup
y∈BM
{
1
μ(y)
∑
I
CDα
(1)
CDα
(2)
μ(y)
μ′(y)
∣∣Dα(3)fI (y)∣∣j
}

∑
(Dα)
CDα
(1)
CDα
(2)
|f |j,Dα
(3)
,
where |f |j,Dα
(3)
is a seminorm of Bμ′E (M). Moreover, |Dα(1)μ| < CDα(1)μ because μ is a
weight, and Dα(2)
1
μ′ <CDα(2)
1
μ′ because D
α
(2)
1
μ′ is a term of the form
1
μ′ times a sum of prod-
ucts of bounded terms D
βμ′
μ′ . We thus have shown the equivalence f ∈ Bμ
′
E (M) ⇔ μμ′ f ∈
BμE(M).
Now let χp : BM → [0,1] be a smooth function with compact support and taking the value
1 on the ball of radius p ∈N∗ in BM . Then the limit limp→∞( μμ′ χp) = μμ′ is uniform since
lim μ
μ′ = 0. It follows that the sequence ( μμ′ χpf ) in DE(M) converges (for p → ∞) to
μ
μ′ f . 
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Lemma 3.14. If μ is a weight bounded by a polynomial, then there exists a weight μ˜ > μ also
bounded by a polynomial such that
∀f ∈ BμE(M) ∀y ∈ BM: L∗yf ∈ Bμ˜E(M),
where Ly denotes translation over y.
Proof. For any y, y0 ∈ BM we have
∣∣DαL∗yfI (y0)∣∣j = ∣∣L∗yDαfI (y0)∣∣j = ∣∣DαfI (y + y0)∣∣j  Cj,α,Iμ(y + y0).
Moreover, there exists a weight μ˜ > μ bounded by a polynomial such that for all y, y0 ∈ BM we
have μ(y + y0)  μ˜(y)μ˜(y0). Note that μ˜ is independent of y and y0. Then, introducing C′ =
Cj,α,I μ˜(y), we obtain |DαL∗yfI (y0)|j  C′μ˜(y0). We thus have shown L∗yf ∈ Bμ˜E(M). 
Theorem 3.15. Let μ be a weight bounded by a polynomial and η˜ ∈D(Q). Then:
1. For any f ∈ BμE(M) and z ∈M , the element (Ω(f )η˜, η˜z) is well defined in E.
2. The map z → (Ω(f )η˜, η˜z) is in SE(M).
3. The linear map BμE(M) → SE(M) given by f → (Ω(f )η˜, η˜·) is continuous.
4. For any y ∈ BM , the map (Ω(L∗yf )η˜, η˜·) is in SE(M), and the map y → (Ω(L∗yf )η˜, η˜·) is
in Bμ˜SE(M)(BM), where μ˜ is the weight associated to μ by Lemma 3.14.
Proof. Remember that we use the notation (3.4) for the variables.
1. As in the proof of Lemma 3.6, we integrate over the odd variables and obtain4 (using the
change of variable x1 → x1 + x0):
(
Ω(f )η˜, η˜z
)= ∫
Q
dx0 dξ0
(
Ω(f )η˜
)
(x0, ξ0) ∗ξ0 η˜z(x0, ξ0)
= γ
∫
dx0 dξ0 dx1 dξ1 dw1 f (x1, ξ1,w1)dξ2
× e−ia0(2ω0(x1−x0,w1)+ 12ω1(ξ1,ξ0)− α2 ω1(ξ2,ξ0)− α+12 ω1(ξ1,ξ2))
× η˜(2x1 − x0, ξ1 + ξ2) ∗ξ0
[
eia0(ω0(x−x0,w)+
1
2ω1(ξ,ξ0))η˜(x0 − x, ξ0 − ξ)
]
,(
Ω(f )η˜, η˜z
)
=
∑
I,J,K,L
α(I, J,K,L)
∫
dx0 dx1 dw1 fI (x1,w1)e−2ia0ω0(x1−x0,w1)η˜J (2x1 − x0)
4 As before, we do not write the constraints between the subsets I, J,K,L.
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=
∑
I,J,K,L
α(I, J,K,L)
∫
dx0 dx1 dw1 fI (x1 + x0,w1)e−2ia0ω0(x1,w1)η˜J (2x1 + x0)
× eia0ω0(x−x0,w)η˜K(x0 − x)ξL. (3.10)
But η˜J is bounded, x0 → η˜K(x0 − x) is a smooth function with compact support, and (using
Lemma 3.14) there exists a weight μ˜ independent of x0 and bounded by a polynomial such that
(x1,w1) → fI (x1 + x0,w1) is in Bμ˜E(BM). Hence the function
(x1,w1) →
∫
dx0 fI (x1 + x0,w1)η˜J (2x1 + x0)eia0ω0(x−x0,w)η˜K(x0 − x)
is in Bμ˜E(BM). By using Theorem 3.13, we conclude that the element (Ω(f )η˜, η˜z) belongs to E
(see Appendix A for the definition of the E-valued integral).
2. We now recall the definition of the operator O(x1,w1) used in the proof of Theorem 3.13, but
in the variables (x1,w1): O(x1,w1)f = (1 − 14a20 (x1,w1))(
1
1+x21+w21
f ). We insert the k-th power
of the operator ( 11+x21+w21
)(1 − 14a20 (x1,w1)) on the phase in (3.10) (on which it is the identity)
and we integrate by parts. This gives us terms involving factors of the form Ok(x1,w1)(fI η˜). Just
as in the proof of Theorem 3.13 one can show that
Ok(x1,w1)
(
fI (x1 + x0,w1)η˜J (2x1 + x0)
)
= 1
(1 + x21 +w21)k
∑
γi
bγi (x1,w1)∂
γ1
(x1,w1)
fI (x1 + x0,w1)∂γ2x1 η˜J (2x1 + x0),
for multi-indices γi (a finite sum) and bounded functions bγi (x0,w). Now remember that, in order
to investigate the nature of the function (x, ξ,w)= z → (Ω(f )η˜, η˜z), we have to investigate the
coefficients (functions of x and w) with respect to an expansion into powers of ξ . What we thus
have obtained so far, introducing the abbreviations fˆ (x1 + x0,w1) = ∂γ1(x1,w1)fI (x1 + x0,w1)
(which is in BμE(BM)) and ηˆ(2x1 + x0) = ∂γ2x1 η˜J (2x1 + x0) (which is in D(BQ)), is that these
coefficients are finite linear combinations of terms of the form:
∫
dx0 dx1 dw1
bγi (x1,w1)
(1 + x21 +w21)k
e−2ia0ω0(x1,w1)fˆ (x1 + x0,w1)ηˆ(2x1 + x0)
× eia0ω0(x−x0,w)η˜K(x0 − x).
Let us now use the operator Ox0 for the variable x0 just as in the proof of Lemma 3.8: Ox0 =
(1 − 1
a20
x0)
1
1+w2 (note that this is not an exact equivalent of the operator O(x1,w1) because here
the function 1/(1 + w2) commutes with the Laplacian). As it acts as the identity on the phase
eia0ω0(x−x0,w), we can insert the l-th power of it and integrate by parts. We can also prove (just
as before) the equality
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(
fˆ (x1 + x0,w1)ηˆ(2x1 + x0)η˜K(x0 − x)
)
= 1
(1 +w2)l
∑
δi
cδi ∂
δ1
x0 fˆ (x1 + x0,w1)∂δ2x0 ηˆ(2x1 + x0)∂δ3x0 η˜K(x0 − x),
for multi-indices δi (a finite sum) and constants cδi . We now introduce yet another set of abbre-
viation by writing F(x1 + x0,w1) = ∂δ1x0 fˆ (x1 + x0,w1) (which is in BμE(BM)), ϕ(2x1 + x0) =
∂
δ2
x0 ηˆ(2x1 + x0) (which is in D(BQ)), ψ(x0 − x) = ∂δ3x0 η˜K(x0 − x) (which is also in D(BQ)) and
b(x1,w1) = cδi bγi (x1,w1) (which is in B1(BM)). With these abbreviations the coefficients of
(Ω(f )η˜, η˜z) with respect to the powers of the variables ξ are finite linear combinations of terms
of the form:
I (x,w)=
∫
dx0 dx1 dw1
b(x1,w1)
(1 + x21 +w21)k(1 +w2)l
e−2ia0ω0(x1,w1)eia0ω0(x−x0,w)
× F(x1 + x0,w1)ϕ(2x1 + x0)ψ(x0 − x).
To prove that (Ω(f )η˜, η˜.) is a Schwartz function, we will show that the quantities |IP,β |j are
finite, where P is any polynomial function on BM , β any multi-index and IP,β defined as
IP,β =
∫
dx dwP(x,w)Dβ(x,w)I (x,w),
simply because a function is bounded if its derivative is integrable. We start by giving the explicit
expression of IP,β :
IP,β =
∫
dx dw dx0 dx1 dw1 P(x,w)Dβ(x,w)
(
b(x1,w1)
(1 + x21 +w21)k(1 +w2)l
e−2ia0ω0(x1,w1)
× eia0ω0(x−x0,w)F (x1 + x0,w1)ϕ(2x1 + x0)ψ(x0 − x)
)
.
Next, as before, we write
D
β
(x,w)
(
1
(1 +w2)l e
ia0ω0(x−x0,w)ψ(x0 − x)
)
= 1
(1 +w2)l
∑
λ
dλ(x − x0,w)∂λx ψ(x0 − x)eia0ω0(x−x0,w),
with λ a multi-index and dλ a function bounded by a polynomial of degree |β|. Using this ex-
pression we obtain
IP,β =
∑
λ
∫
dx dw dx0 dx1 dw1
P(x,w)b(x1,w1)dλ(x − x0,w)
(1 + x21 +w21)k(1 +w2)l
e−2ia0ω0(x1,w1)
× eia0ω0(x−x0,w)F (x1 + x0,w1)ϕ(2x1 + x0)∂λx ψ(x0 − x).
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|F |(μ)j,0 . By performing successively the changes of variables: x0 → x0 − 2x1 and x → x0 −
2x1 − x, we obtain
|IP,β |j 
∑
λ
∫
dx dw dx0 dx1 dw1 |F |(μ)j,0
|μ˜(x1,w1)μ˜(x0,0)P (x0 − 2x1 − x,w)|
(1 + x21 +w21)k(1 +w2)l
× ∣∣b(x1,w1)dλ(−2x1 − x,w)ϕ(x0)∂λx ψ(x)∣∣.
Using appropriate values for k and l, and because ϕ and ψ are functions with compact support,
it follows that the above expression is finite, so that (Ω(f )η˜, η˜·) is indeed a Schwartz function.
3. From 2 we deduce that |(Ω(f )η˜, η˜·)|ν,j,β (which is bounded by terms of the same form
but with seminorms | · |′ν,j,β , see Appendix A) is bounded by terms of the form |f |j,α , which
proves continuity.
4. If we replace f by L∗yf in 3 and if we use μ(y + y0) μ˜(y)μ˜(y0) (see Lemma 3.14), we
obtain:
∀ν, j,β: ∣∣(Ω(L∗yf )η˜, η˜·)∣∣ν,j,β ∑
α
Cαμ˜(y)|f |(μ)j,α,
where the sum over the multi-indices α is finite, and the Cα are positive constants. 
In the rest of this section we will no longer consider an arbitrary Fréchet space E, but only the
particular case of a complex Fréchet algebra5 (A, | · |j ). We also assume that A is endowed with
a continuous involution denoted by a → a. On the space L2(Q) ⊗ A we will use the topology
defined by the seminorms | · |(h)j defined as
∀φ˜ ∈ L2(Q)⊗ A: |φ˜|(h)j :=
∣∣∣∣
∫
M
dq φ˜(q) ∗ξ φ˜(q)
∣∣∣∣
1
2
j
,
where ∗ξ denotes the Hodge operation with respect to the variable ξ (see Section 2.3). Its com-
pletion will be denoted by L2(Q) ⊗(h) A where we added (h) to differentiate this completion
from other types of topological tensor products (see [21]).
A priori, for any f ∈ BμA(M), the map Ω(f ) is an unbounded operator from L2(Q) to
L2(Q) ⊗(h) A. Theorem 3.15 shows that S(Q) ⊂ Dom(Ω(f )). In fact, we will prove that
for μ = 1 (f ∈ B1A(M)), the map Ω(f ) is a bounded operator. We thus consider the space
L(L2(Q),L2(Q) ⊗(h) A) of continuous linear applications, endowed with the topology of
bounded convergence (see [8]).
Theorem 3.16. The quantization map
Ω : B1A(M) → L
(
L2(Q),L2(Q)⊗(h) A
)
is continuous.
5 This means in particular that the product is continuous for the topology determined by the seminorms. We do not
assume that each seminorm is submultiplicative.
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suffices to consider 〈ϕ˜,Ω(f )ψ˜〉 (ϕ˜ → (−1)|ϕ˜|(n+1) ∗ ϕ˜ is a bijection). We then write zi =
(xi, ξi,wi) ∈ M and yi = (xi,wi) ∈ BM and we denote by (·,·) the scalar product of func-
tions on BM . With these notations we use the resolution of the identity (see Theorem 3.9) on
〈ϕ˜,Ω(f )ψ˜〉 giving
〈
ϕ˜,Ω(f )ψ˜
〉= 1
C2‖η˜‖42
∫
dz1 dz2 〈ϕ˜, η˜z1〉
〈
η˜z1,Ω(f )η˜z2
〉〈η˜z2, ψ˜〉
=
∑
I,J,K
α(I, J,K)
C2‖η˜‖42
∫
dy1 dy2 (ϕ˜I , η˜y1)
(
η˜y1,Ω(fJ )η˜y2
)
(η˜y2 , ψ˜K),
where I , J , K are subsets of {1, . . . , n} with some unspecified constraints among them, where
α(I, J,K) is a real number, and where η˜ is an element of S(BM) with non-vanishing norm. We
then can make the following estimates:
∣∣〈ϕ˜,Ω(f )ψ˜ 〉∣∣
j

∑
I,J,K
|α(I, J,K)|
C2‖η˜‖42
∫
dy1 dy2
∣∣(ϕ˜I , η˜y1)∣∣∣∣(η˜y1 ,Ω(fJ )η˜y2)∣∣j ∣∣(η˜y2 , ψ˜K)∣∣

∑
I,J,K
|α(I, J,K)|
C2‖η˜‖42
(∫
dy1 dy2
∣∣(ϕ˜I , η˜y1)∣∣2∣∣(η˜y1,Ω(fJ )η˜y2)∣∣j
) 1
2
×
(∫
dy1 dy2
∣∣(η˜y1 ,Ω(fJ )η˜y2)∣∣j ∣∣(η˜y2 , ψ˜K)∣∣2
) 1
2

∑
I,J,K
|α(I, J,K)|
C2‖η˜‖42
(∫
dy1
∣∣(ϕ˜I , η˜y1)∣∣2
) 1
2
sup
y1
(∫
dy2
∣∣(η˜y1,Ω(fJ )η˜y2)∣∣j
) 1
2
× sup
y2
(∫
dy1
∣∣(η˜y1,Ω(fJ )η˜y2)∣∣j
) 1
2
(∫
dy2
∣∣(η˜y2 , ψ˜K)∣∣2
) 1
2
. (3.11)
Looking at the factor
∫
dy1 |(ϕ˜I , η˜y1)|2 we have
∫
dy1
∣∣(ϕ˜I , η˜y1)∣∣2 = C′‖η˜‖22‖ϕ˜I‖22  C′‖η˜‖22‖ϕ˜‖22,
where we used the resolution of the identity just on BM (with another constant C′) and the fact
that ‖ϕ˜‖22 =
∑
I ‖ϕ˜I‖22. In the same way one can show that
∫
dy2 |(η˜y2 , ψ˜K)|2  C′‖η˜‖22‖ψ˜‖22.
Next, by definition of η˜y and Ω , we have
(
η˜y1,Ω(fJ )η˜y2
)= (η˜y1 , U˜ (y2)Ω(L∗y2fJ )η˜)= (η˜y−12 y1 ,Ω(L∗y2fJ )η˜).
Using point 4 of Theorem 3.15, we deduce that, for all j and for all polynomial functions ν on
BM , there exist constants C′ > 0 (where α runs through a finite set of multi-indices) such thatα
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α
C′α
1
|ν(y1 − y2)| |f |
(1)
j,α,
simply because μ˜ = 1 when μ = 1. When we plug all these inequalities in (3.11) we obtain that,
for all j , there exist constants Cα > 0 (and remember, α takes values in a finite set of multi-
indices) such that
∀f ∈ B1E(M) ∀ϕ˜, ψ˜ ∈ L2(Q):
∣∣(ϕ˜,Ω(f )ψ˜)∣∣
j

∑
α
Cα‖ϕ˜‖2‖ψ˜‖2|f |j,α. 
3.6. Construction of the deformed product
First, we consider the space B1
C
(M) which contains the constant function z → 1. We assume
in the following that the map Ω defined on this space (see Theorem 3.16) is compatible with the
unit, i.e. Ω(1) = 1. This corresponds to fix the constant γ as
γ = (−1)
n
r0r1(1 + α)n (3.12)
in the expression of Ω (3.3). Remember that r0 and r1 have been defined in (3.2).
Using the notation of the previous subsection with the Fréchet algebra A, we now introduce
the deformed noncommutative product.
Proposition 3.17. Using two independent parameters λ and κ , we define the bilinear map  :
DA(M)×DA(M) → C∞(M,A ⊗A) by
(f1  f2)(z) = κ
∫
dz1 dz2 f1(z1)f2(z2)e2ia0(ω0(x2−x,w1)+ω0(x−x1,w2)+ω0(x1−x2,w))
× e2ia0λ(ω1(ξ,ξ1)+ω1(ξ1,ξ2)+ω1(ξ2,ξ)), (3.13)
for any f1, f2 ∈DA(M) and any z ∈M , using the notation (3.4). This map can be extended:
• to Schwartz functions  : SA(M)× SA(M) → SA(M);
• to the symbol calculus  : BμA(M) × Bμ
′
A (M) → Bμ˜μ˜
′
A (M) by using the oscillating integral
with μ and μ′ weights bounded by a polynomial and μ˜ and μ˜′ the associated weights ac-
cording to Lemma 3.14;
• as  : BμA(M)× SA(M) → SA(M) and  : SA(M)×BμA(M) → SA(M).
Moreover, in each case the extended bilinear map is continuous for the topologies involved.
Proof. • By using the continuity of the undeformed product of A and operators Okx1 and Olw1 on
the phase as in Theorem 3.15, one finds that | ∫ dzP (z)Dβz (f1  f2(z))|j is bounded by a linear
combination of seminorms of f1 and f2 in SA(M), for any polynomial function P on BM and
any multi-index β . This proves the existence of the product f1  f2, the fact that it is in SA(M),
and the continuity of .
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(f1  f2)(z) = κ
∫
dz1 dz2 f1(z1 + z)f2(z2 + z)e2ia0(ω0(x2,w1)−ω0(x1,w2)+λω1(ξ1,ξ2)).
As we have the estimate |∂γ (f1)J (x1 + x,w1 +w)|k  |f1|(μ)k,γ μ˜(x1,w1)μ˜(x,w), it follows that
|f1  f2|(μ˜μ˜
′)
j,β is bounded by a linear combination of seminorms of f1 and f2.• This follows in the same way as the first extension. 
Proposition 3.18. If we choose the values λ = − (α+1)24α and κ = γα
n
r0(1+α)n , then the product de-fined in Proposition 3.17 corresponds to the product of operators via the quantization map Ω :
∀f1 ∈ BμA(M) ∀f2 ∈ Bμ
′
A (M): Ω(f1  f2) = Ω(f1)Ω(f2).
In the sequel we will always assume that λ and κ have these values and we recall that γ is given
by (3.12).
Proof. After some elementary computations, by using Eqs. (3.3) and (3.13), we obtain, for ϕ˜ ∈
S(Q),
Ω(f1  f2)ϕ˜(q0) = γ κr0
∫
dξ dz1 dz2 f1(z1)f2(z2)dξ5 eia0(2ω0(x1−x0,w1)+2ω0(x2−2x1+x0,w2))
× eia0(2λω1(ξ,ξ1)+2λω1(ξ1,ξ2)+2λω1(ξ2,ξ)+ 12ω1(ξ,ξ0)− α2 ω1(ξ5,ξ0)− 12 (α+1)ω1(ξ,ξ5))
× ϕ˜(2x2 − 2x1 + x0, ξ + ξ5),
and
Ω(f1)Ω(f2)ϕ˜(q0)
= (−1)nγ 2
∫
dξ3 dz1 dz2 f1(z1)f2(z2)dξ4 eia0(2ω0(x1−x0,w1)+2ω0(x2−2x1+x0,w2))
× eia0( 12ω1(ξ1,ξ0)− α2 ω1(ξ3,ξ0)− 12 (α+1)ω1(ξ1,ξ3)+ 12ω1(ξ2,ξ1+ξ3)− α2 ω1(ξ4,ξ1+ξ3)− 12 (α+1)ω1(ξ2,ξ4))
× ϕ˜(2x2 − 2x1 + x0, ξ2 + ξ4).
In the above expressions, we used the notation zi = (xi, ξi ,wi) ∈ M (for i = 1,2), ξ, ξ3, ξ4, ξ5
are odd coordinates of M and q0 = (x0, ξ0) ∈ Q. It then suffices to apply the change of variables
(ξ, ξ5) → (ξ3 = − 1α ξ + 1α ξ1 + ξ5, ξ4 = ξ5 + ξ − ξ2), whose Berezinian is (−1)n (1+α)
n
αn
, to obtain
the result. 
Note that if A is unital, then 1  1 = 1 (of course for the given values of λ,κ, γ ). If α = 1, the
product is given by the formula
(f1  f2)(z) = κ
∫
dz1 dz2 f1(z1)f2(z2)e−2ia0(ω(z1,z2)+ω(z2,z)+ω(z,z1)),
which is a unified expression in the even and odd variables.
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∀f1 ∈ BμA(M) ∀f2 ∈ Bμ
′
A (M): f1  f2 = (−1)|f1||f2|f2  f1, Ω(f1)† = Ω(f1).
Proof. This is a direct computation using the given expressions for the product (3.13) and for
the quantization map (3.3). 
Lemma 3.20. For f ∈ BμA(M), with μ a weight bounded by a polynomial, and for z1 ∈ M , the
operator Ω(f )Ω(z1) is trace-class (see Definition 3.10).
Proof. For ϕ˜ ∈ S(Q) and z = (x, ξ,w) ∈ M , an elementary computation gives
∫
dξ
〈
ϕ˜z,Ω(f )Ω(z1)ϕ˜z
〉= ∑
I,J,K
β(I, J,K)
∫
dx0 dx2 dw2 ϕ˜I (x0 − x)fJ (x2,w2)
× ϕ˜K(x0 − x + 2x1 − 2x2)
× e2ia0(ω0(x2−x0,w2)+ω0(x1−2x2+x0,w1)+ω0(x1−x2,w)).
We then apply the same techniques as used in the proof of Theorem 3.15: using the operators
Ox2 , Ow2 and Ox0 , and applying the change of variables x → x0 − x in
∫
dx dw
∣∣∣∣
∫
dξ
〈
ϕ˜z,Ω(f )Ω(z1)ϕ˜z
〉∣∣∣∣
j
,
we can insert arbitrary powers of 11+w2 ,
1
1+x20
and 11+w22
into the above integral, allowing us to
show that it is finite. 
If one computes the supertrace (see Eq. (3.7)) of the operator Ω(f )Ω(z1) (with f ∈ BμA(M)
and z1 ∈ M), one finds zero. Therefore, we will twist the supertrace by an odd Fourier transfor-
mation to define the Berezin transformation.
Definition 3.21. We define the Berezin transformation by sTr(Ω(f )Ω(z1)Fβ), for f ∈ BμA(M)
and z1 ∈ M . This expression makes sense because of Lemma 3.20. Here Fβ denotes the odd
Fourier transformation with parameter β:
∀ϕ˜ ∈ L2(Q): Fβϕ˜(x0, ξ0) =
∫
dξ e−
ia0β
2 ω1(ξ,ξ0)ϕ˜(x0, ξ). (3.14)
Proposition 3.22. The Berezin transformation is equal, up to a numerical factor, to the identity.
More precisely, if μ is a weight bounded by a polynomial, then
∀f ∈ BμA(M): sTr
(
Ω(f )Ω(z1)Fβ
)= r1(α − β1 + α
)n
(−1)n|f |f (z1).
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• The quantization map Ω is injective on BμA(M), for any weight μ bounded by a polynomial.
• The product  : BμA(M) × Bμ
′
A (M) → Bμ˜μ˜
′
A (M) is associative (needs Proposition 3.18 and
the injectivity of Ω).
Example 3.24. We compute here the deformed product at low odd dimensions. On the right-hand
side, the product fi  gj (for functions fi and gj of the even variables only) denotes the usual
Moyal deformed product (see (6.2)).
• For n = 1, we have for any f ∈ S(M) the decomposition f (x, ξ) = f0(x) + f1(x)ξ . And
then the deformed product is given by the formula
(f  g)(x, ξ) = (f0  g0)(x)+ iα
a0(1 + α)2 (f1  g1)(x)
+ ((f0  g1)(x)+ (f1  g0)(x))ξ. (3.15)
• For n = 2, we have for any f ∈ S(M) the decomposition f (x, ξ) = f0(x) + f1(x)ξ1 +
f2(x)ξ2 + f3(x)ξ1ξ2. In this case the deformed product is given by the formula
(f  g)(x, ξ) =
[
f0  g0 + iα
a0(1 + α)2 (f1  g1 + f2  g2)+
α2
a20(1 + α)4
f3  g3
+
(
f0  g1 + f1  g0 − iα
a0(1 + α)2 (f2  g3 − f3  g2)
)
ξ1
+
(
f0  g2 + f2  g0 − iα
a0(1 + α)2 (f3  g1 − f1  g3)
)
ξ2
+ (f0  g3 + f3  g0 + f1  g2 − f2  g1)ξ1ξ2
]
(x).
Note that the algebra (S(M), ) has a (Z2)2-grading, which is isomorphic to the space of
quaternions H when the even dimension m is zero. This result can be generalized for arbi-
trary n, as we will see in the next theorem.
Theorem 3.25. The product introduced in Proposition 3.17 generates a Clifford algebra, when
restricted to the odd coordinates of M . More precisely, if S(M) is endowed with the deformed
product, we have the following isomorphism of graded algebras:
S(M) ≈ Cl(n,C)⊗ S(BM),
where the grading of S(M) corresponds to the usual Z2-grading of Cl(n,C), and where S(BM)
is endowed with the Moyal product.
Proof. The proof of this theorem will be given in Appendix B. 
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instance [25], where the deformed algebra is isomorphic to the Clifford–Weyl algebra). If the
parameter α goes to 0, the part
∧
R
n in S(M) ∧Rn ⊗S(BM) remains undeformed while the
part S(BM) is endowed with the Moyal product.
Proposition 3.26 (Tracial identity). Let μ and μ′ be weights bounded by a polynomial and let
f ∈ BμA(M) and g ∈ Bμ
′
A (M) be such that f  g ∈ L1A(M). Then we have the equality∫
M
dz (f  g)(z) =
∫
M
dzf (z)g(z).
Proof. This follows from direct computation using the identities (3.2) and the given value of the
coefficient κ . 
Corollary 3.27. (DL1(M), ) is an associative Fréchet Z2-graded algebra, endowed with the
integration as a supertrace: str(f ) = ∫
M
dzf (z) for f ∈DL1(M).
Proof. We refer to Appendix A for the definition of DL1(M). Since DL1(M) ⊂ DL2(M),
DL1(M) is an algebra for the usual supercommutative product. The deformed product is de-
fined on it and the tracial identity of Proposition 3.26 shows that this space is stable under the
deformed product. Moreover, the product is continuous for the topology of DL1(M). 
4. Universal Deformation Formula
The deformed product introduced in Section 3 will allow to deform algebras A on which the
supergroup M acts, and the deformed product on A (or rather on the subspace of its smooth
vectors) will be called the Universal Deformation Formula (UDF). We first give in Section 4.1
the conditions that an action of the supergroup on a Fréchet algebra A has to satisfy for the UDF
to be applicable, and we show that the smooth vectors of A for this action are dense in A. Next
we associate in Section 4.2 to each smooth vector an element of B1A(M). Using the deformed
product of Section 3, we then construct a deformed product for the space of smooth vectors of A.
Finally, in Section 4.3, from a C∗-superalgebra A, we can complete the smooth vectors’ space
endowed with the deformed product, into a new C∗-superalgebra.
4.1. Action of the Heisenberg supergroup
Recall that M = G/(A0Z) Rm|n (see Section 3.2). As A0Z ⊂ G is normal, M has a group
structure which turns out to be abelian: ∀z, z′ ∈ M , z · z′ = z+ z′.
Now let A be a complex Fréchet algebra and let ρ : M × (A ⊗A) → (A ⊗A) be an action
of M , i.e.:
ρ0 = id and ∀z1, z2 ∈ M, ρz1·z2 = ρz1ρz2,
such that ∀z ∈ M , ρz : (A ⊗ A) → A ⊗ A is an A-linear algebra-automorphism. By writing
z = (y, ξ) and expanding into powers of ξ : ρ(y,ξ)(a) =∑I ρy(a)I ξ I for a ∈ A, we assume also
that ρ is strongly continuous in the sense that
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∀a ∈ A, ρa : z → ρz(a) is continuous (for the DeWitt topology),
and that ρ is subisometric:
∃C > 0, ∀a ∈ A, ∀I, ∀j, ∃k, ∀y ∈ BM, ∣∣ρy(a)I ∣∣j  C|a|k.
Note that one could interpret ρ as an action of the Heisenberg supergroup G on A ⊗A with a
trivial action of K =A0Z. See [34] for the non-graded case.
Definition 4.1. The set A∞ of smooth vectors of A is defined as
A∞ = {a ∈ A, z → ρz(a) ∈ C∞(M,A ⊗A)}.
Proposition 4.2. The set of smooth vectors A∞ is dense in A (for the topology of A).
Proof. • For any a ∈ A and f ∈D(M), we define
a˜ =
∫
M
dz0 f (z0)ρz0(a).
As we integrate in particular over the odd variables in z0, a˜ belongs to A. And then, for all z ∈ M ,
ρz(a˜) =
∫
M
dz0 f (z0)(−1)|z|(n+|f |)ρzρz0(a) =
∫
M
dz0 f (z0)(−1)|z|(n+|f |)ρz·z0(a)
=
∫
M
dz0 f
(
z−1 · z0
)
(−1)|z|(n+|f |)ρz0(a).
Since f ∈D(M), z → ρz(a) ∈ C∞(M,A ⊗A) and a˜ ∈ A∞.
• Now let χ ∈D(BM) be such that ∫
BM
dy χ(y) = 1. If we define, for p ∈ N∗, the function
χ 1
p
by χ 1
p
(y) = pmχ(py), then it gives us an approximation of the identity: χ 1
p
(y) →p→∞ δ(y).
If we define fp(y, ξ) = χ 1
p
(y)ξ {1,...,n} with (y, ξ) ∈M , then fp ∈D(M) and the elements
a˜p :=
∫
M
dy dξ fp(y, ξ)ρ(y,ξ)(a) =
∫
BM
dy χ 1
p
(y)ρ(y,0)(a)
have the property limp→∞ a˜p = ρ(0,0)(a) = a (in the topology of A) because ρ is strongly con-
tinuous. For any a ∈ A we thus have constructed a sequence (a˜p) of smooth vectors converging
to a. 
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With notation as in Section 4.1 and using the action of M , we will construct a deformed
product on A∞.
Lemma 4.3. For any smooth vector a ∈ A∞, the map ρa = z → ρz(a) belongs to B1A∞(M).
Proof. We start by recalling the definition of the set of bounded functions on M :
B1A(M) =
{
f ∈ C∞(M,A ⊗A), ∀Dβ, ∀j, ∀I, ∃Cj,β,I > 0, ∀y ∈ BM,∣∣DβfI (y)∣∣j < Cj,β,I}.
The differential operators Dβ can be realized as tensor products of vector fields on M generated
by elements of Bg0. We note Dβ = P˜ with P ∈ U(Bg0). Then, for any g = (h, ξ) ∈ G and
X ∈ Bg0, we have
X˜g.ρ
a = d
dt
ρgetX (a)
∣∣∣∣
t=0
= ρg(X.a),
where X.a := ddt ρetX (a)|t=0. In the same way, for P ∈ U(Bg0), we find P˜g.ρa = ρg(P .a).
Since P ∈ U(Bg0) does not contain odd variables, we have for any h ∈ BG, P˜h.(ρaI ) =
(P˜h.ρ
a)I = ρh(P .a)I . And thus, ∀y ∈ BM ,∣∣P˜yρaI ∣∣j  sup
h∈BG
{∣∣P˜hρaI ∣∣j}= sup
h∈BG
{∣∣ρh(P .a)I ∣∣j} C|P.a|k
for C and k coming from the subisometry of ρ. This shows that ρa ∈ B1A(M).
It is immediate to see that ∀y ∈ BM , ∀a ∈ A, ∀I , we have ρy(a)I ∈ A∞, and thus ρa ∈
B1A∞(M). 
Corollary 4.4. (A∞, ·) is a Fréchet algebra for the seminorms
|a|P,j = sup
y∈BM,I
{∣∣P˜y .(ρaI )∣∣j}= ∣∣ρa∣∣(1)j,β ,
with a ∈ A∞ and P˜ = Dβ , where P ∈ U(Bg0).
Proof. It is straightforward to adapt the proof in [34] to the graded case. 
Lemma 4.5. We have the following identities (using notation as before):
• ∀fi ∈ B1A(M), ∀z, z0 ∈ M , we have ρz0((f1  f2)(z)) = (ρz0(f1)  ρz0(f2))(z), where we
define ρz0(f )(z) = ρz0(f (z)).• ∀a, b ∈ A∞, ∀z ∈M , we have (ρa  ρb)(z) = ((ρzρa)  (ρzρb))(0).
Proof. This is a direct computation using the explicit form of the product (3.13). 
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∀a, b ∈ A∞: a ρ b :=
(
ρa  ρb
)
(0).
This product is associative and (A∞, ρ) is a Fréchet algebra. It is called the Universal Defor-
mation Formula (UDF) of the Heisenberg supergroup for Fréchet algebras A.
Proof. By using successively the two identities of Lemma 4.5, one can compute that we have,
∀a, b ∈ A∞, ∀z ∈M ,
ρz
(
ρa  ρb(0)
)= ((ρzρa)  (ρzρb))(0) = (ρa  ρb)(z). (4.1)
We thus have, ρ(ρaρb)(0) = ρa  ρb . To prove associativity we write, ∀a, b, c ∈ A∞,
(a ρ b) ρ c =
(
ρ(ρ
aρb)(0)  ρc
)
(0) = (ρa  ρb  ρc)(0),
where we used the associativity of the product (3.13). 
4.3. Deformation of C∗-superalgebras
Let A be a C∗-superalgebra. It is in particular a Fréchet algebra so that we can use the results
of Section 4.2 for A.
We will consider the minimal tensor product B(L2(Q)) ⊗̂A, which means the completion
with respect to the operator norm of B(L2(Q) ⊗ H) if A is embedded in B(H). It is a C∗-
superalgebra since L2(Q)⊗H has the structure of Hilbert superspace (see Proposition 2.29).
We consider A ⊗A as a graded vector space for the total degree (sum of the degree of A and
the one of A) of this tensor product. Then, we can endow it with a product and a superinvolution
(see Definition 2.30): ∀a, b ∈ A, ∀η,η′ ∈A,
(a ⊗ η) · (b ⊗ η′)= (−1)|η||b|(a · b)⊗ (ηη′), (a ⊗ η)† = (a†)⊗ η.
Lemma 4.7. (B1A(M), ) is a graded associative algebra for the total degree: if f (y, ξ) =∑
I,j fI,j (y)ξ
I with fI,j (y) ∈ Aj , then |fI,j | = |I | + j . Moreover, the superinvolution on A
can be extended to a superinvolution for the total degree on B1A(M).
Proof. Due to Corollary 3.23, we already know that (B1A(M), ) is an associative algebra. It
is immediate to see that the product  given by (3.13) is compatible with the total grading.
Since A ⊗A is endowed with a superinvolution (see the beginning of this subsection), we can
extend it to the graded algebra B1A(M) by defining: f †(y, ξ) =
∑
I,j fI,j (y)
†ξI . Then, a direct
computation shows that ∀f,g ∈ B1A(M), (f  g)† = (−1)|f ||g|g†  f †, for the total degrees |f |
and |g| of the functions f and g. 
Proposition 4.8. The quantization map
Ω : B1A(M) → B
(
L2(Q)
) ⊗̂A
is a homogeneous superinvolutive injective continuous morphism of algebras of degree 0.
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‖T ‖ = sup
Φ,Ψ∈(L2(Q)⊗H)\0
|(Φ,T Ψ )|
‖Φ‖‖Ψ ‖ .
We proceed here with the same philosophy as in the proof of Theorem 3.16. We first notice that
we can deal with the superhermitian scalar product. Then, we can make use two times of the
resolution of the identity. For Φ,Ψ ∈ L2(Q)⊗H and f ∈ B1A(M), it gives
∣∣〈Φ,Ω(f )Ψ 〉∣∣= ∣∣∣∣ ∑
I,J,K
α(I, J,K)
C2‖η˜‖42
∫
dy1 dy2
〈
(ΦI , η˜y1),
(
η˜y1,Ω(fJ )η˜y2
)
(η˜y2 ,ΨK)
〉
H
∣∣∣∣
=
∑
I,J,K
|α(I, J,K)|
C2‖η˜‖42
∫
dy1 dy2
∥∥(ΦI , η˜y1)∥∥H∥∥(η˜y1,Ω(fJ )η˜y2)∥∥A∥∥(η˜y2 ,ΨK)∥∥H
which corresponds to the first line of Eq. (3.11). By using two analogous arguments:∫
dy1
∥∥(ΦI , η˜y1)∥∥2H = C′‖η˜‖22‖ΦI‖2  C′‖η˜‖22‖Φ‖2,
∥∥(η˜y1 ,Ω(fJ )η˜y2)∥∥A ∑
α
C′α
1
|ν(y1 − y2)| |f |α,
where |f |α = supy∈BM
∑
I ‖DαfI (y)‖A, we arrive at the conclusion:
∀f ∈ B1A(M) ∀Φ,Ψ ∈ L2(Q)⊗H:
∣∣(Φ,Ω(f )Ψ )∣∣∑
α
Cα‖Φ‖‖Ψ ‖|f |α,
which shows the continuity of Ω .
Furthermore, the algebra-morphism property is given by Proposition 4.6 and the injectivity by
Corollary 3.23. Proposition 3.19 shows the superinvolutive property, whereas Eq. (3.3) expresses
the fact that Ω is of degree 0. 
Let us now make the additional assumption on the action ρ : M × (A ⊗A) → (A ⊗A) that it
is compatible with the superinvolution and the total degree:
∀a ∈ A: (ρa)† = ρ(a†), ∣∣ρa∣∣= |a|, (4.2)
just as we did for C∗-superalgebra morphism in Definition 2.30.
Lemma 4.9. With this additional assumption, the map ρ : (A∞, ρ) → (B1A(M), ) defined by:
ρ : a → ρa , is a superinvolutive (injective) isometric morphism of algebras of degree 0.
Proof. Isometry is immediate from the definition of the seminorms on A∞ in Corollary 4.4. The
algebra-morphism property can be shown in the following way: ∀a, b ∈ A∞, ∀z ∈M ,
ρz(a ρ b) = ρz
(
ρa  ρb(0)
)= (ρa  ρb)(z),
using Eq. (4.1). It follows that we have ρaρb = ρa  ρb . 
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phism of graded algebras of degree 0, and is continuous with respect to the Fréchet topology
of A∞. Using this map we can define the norm
‖a‖ρ =
∥∥Ω(ρa)∥∥
on A∞. Denoting by Aρ the completion of A∞ with respect to this norm, (Aρ, ρ, †,‖ · ‖ρ) is a
C∗-superalgebra.
Proof. This follows directly from Proposition 4.8, Lemma 4.9 and the fact that B(L2(Q)) ⊗̂A
is a C∗-superalgebra. The isometry property of the superinvolution also holds:
∀a ∈ A: ∥∥a†∥∥
ρ
= ∥∥Ω(ρa†)∥∥= ∥∥Ω(ρa)†∥∥= ∥∥Ω(ρa)∥∥= ‖a‖ρ. 
The expression of the product ρ given by Proposition 4.6, together with the construction of
the deformed C∗-superalgebra of Theorem 4.10, is called the Universal Deformation Formula
(UDF) of the Heisenberg supergroup for C∗-superalgebras.
5. The quantum supertorus
In this section we apply the UDF on some geometric examples. We first consider in Section 5.1
an action of the supergroup M on a compact trivial supermanifold X with certain conditions on
this action. This induces in a natural way an action of M on the C∗-superalgebra C(X), which
we then deform into another C∗-superalgebra but now non-supercommutative. As a particular
example we consider the case where BX is the 2-dimensional torus in Section 5.2.
5.1. Deformation of compact trivial supermanifolds
We consider a trivial compact supermanifold X = Xo ×R0|q of dimension p|q (and thus Xo
is a supermanifold of dimension p|0 completely determined by BXo = BX which is compact).
We also consider a smooth action τ : M × X → X of the abelian supergroup M  Rm|n on X.
As we have the direct product X = Xo × R0|q , any element u ∈ X is a couple u = (v, η), with
v ∈ Xo and η ∈ R0|q . If we decompose an element z ∈ M = Rm|n in even and odd coordinates
z = (y, ξ) with y ∈ Rm|0 and ξ ∈ R0|n, we can decompose the two entries of τz(u) ∈ Xo ×R0|q
with respect to powers of the odd coordinates as follows:
∀z = (y, ξ) ∈ M =Rm|n: τzu=
(
(τyv)
0
IJ ξ
I ηJ , (τyv)
1
IJ ξ
I ηJ
)
,
with (τyv)iIJ smooth functions on BX × Rm, such that (τyv)0IJ and (τyv)1IJ take values re-
spectively in BX and in Rq . Due to parity, we must have in particular (τyv)iIJ = 0 whenever
i + |I | + |J | = 1.
We now make the additional assumption that ∀(I, J ) = (∅,∅) we have (τyv)0IJ = 0. We thus
have (τyv)0IJ ξ
I ηJ = (τyv)0∅∅, which we will shorten to (τyv)0 ∈ BX. This means that we assume
that the elements of the form (0, ξ) ∈ M do not act on Xo. We also assume that every component
(τyv)
1,k (k ∈ {1, . . . , q}) of (τyv)1 is uniformly bounded in y.IJ IJ
P. Bieliavsky et al. / Journal of Functional Analysis 263 (2012) 549–603 593We finally define C(X)  C(BX) ⊗∧Rq to be the completion of C∞(X) (complex super
smooth functions) with respect to the norm ‖f ‖ =∑I ‖fI‖∞ (see Remark 2.20). Note that
C(X) does not correspond to the space of continuous functions X →A for the DeWitt topology.
Proposition 5.1. The algebra A = C(X) is a C∗-superalgebra. If we denote by ρ : M × (A ⊗
A) → (A ⊗A) the natural action of M on A:
∀f ∈ C(X) ∀z ∈ M ∀u ∈ X: ρz(f )(u) = f (τz−1u) = f (τ−zu),
then we have the inclusion C∞(X) ⊂ A∞, and Theorem 4.10 applies, yielding a deformation
(Aρ, ρ, †,‖ · ‖ρ) of A∞. The deformed product is given by the following explicit formula: for all
f,g ∈ A∞,
(f ρ g)(u) = κ
∫
dz1 dz2 f (τ−z1u)g(τ−z2u)e2ia0(ω0(x2,w1)−ω0(x1,w2)+λω1(ξ1,ξ2)), (5.1)
where κ and λ are given by Proposition 3.18.
Proof. We first note that we have the inclusion C(X) ⊂ L∞(X) and that L∞(X) is a C∗-
superalgebra multiplicatively represented on L2(X) (see Example 2.32). Since C(X) is a com-
plete subalgebra of L∞(X) which is closed with respect to the superinvolution (which here is
complex conjugation), C(X) is also a C∗-superalgebra.
Next we check that the action ρ : M × (A ⊗ A) → (A ⊗ A) satisfies the conditions given
in Sections 4.1 and 4.3. Using notation as before we have: ∀z = (y, ξ) ∈ M , ∀u = (v, η) ∈ X,
∀f ∈ A,
ρz(f )(u) =
∑
K
fK
(
(τ−yv)0
)(∑
I,J
(τ−yv)1IJ (−ξ)I ηJ
)K
=
∑
K
fK
(
(τ−yv)0
) ∏
k∈K
∑
Ik,Jk
(τ−yv)1,kIkJk (−ξ)IkηJk . (5.2)
• Since τ is an action, it follows immediately that we have ∀z1, z2 ∈ M , ρz1+z2 = ρz1ρz2 and
ρ0 = id.
• By definition of the product of functions we have:
∀f,g ∈ A ∀z ∈ M ∀u ∈ X: ρz(f · g)(u)= (f · g)(τ−zu)=f (τ−zu)g(τ−zu)=ρz(f )ρz(g).
• Since τ is smooth, since f ∈ A, and because of (5.2), the coefficient (a function!) of ξI in
ρz(f ): ρy(f )I belongs to A for all y ∈ BM and all I , and the map z → ρz(f ) is continuous
with respect to the DeWitt topology.
• ∀y ∈ BM , ∀I ,
∥∥ρy(f )I∥∥=∑
∥∥∥∥∑fK((τ−y•)0) ∏ ∑ (τ−y•)1,kIkJk (−1)β
∥∥∥∥∞,J K k∈K Ik,Jk
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constraints
⊔
k∈K Ik = I and
⊔
k∈K Jk = J . Then,
∥∥ρy(f )I∥∥∑
J,K
‖fK‖∞
∥∥∥∥∏
k∈K
∑
Ik,Jk
(τ−y•)1,kIkJk (−1)β
∥∥∥∥∞.
Using that (τ−yv)1,kIJ is uniformly bounded in y, v, I , J , k, we obtain the subisometry prop-
erty: there exists C > 0 such that
∀y ∈ BM ∀I ∀f ∈ A: ∥∥ρy(f )I∥∥ C∑
K
‖fK‖∞ = C‖f ‖.
• Careful inspection of (5.2) tells us that the non-vanishing terms must satisfy ∑k∈K(|Ik| +|Jk|) = |K|, which immediately implies that we have |ρf | = |f |.
• As the terms (τ−yv)1,kIJ are real, we have ρf = ρf .
We thus have shown that all hypotheses needed for Theorem 4.10 are satisfied: conditions on
ρ at the beginning of Section 4.1 as well as Eq. (4.2). Hence we can construct a deformed C∗-
superalgebra (Aρ, ρ, †,‖·‖ρ). Note that for f ∈ C∞(X), the map z → ρz(f ) is smooth, because
the action τ is smooth. 
Note that in the above proof, if each derivative of y → (τ−yv)0 is non-vanishing, the theorem
of composition of functions implies that A∞ = C∞(X).
5.2. Deformation of the supertorus
Let us now consider the special case of the trivial supertorus X = T2|n, i.e., the (unique)
compact trivial supermanifold of dimension 2|n such that BX = BXo = T2 ∼= R2/Z2 and
X = Xo × R0|n. We will describe X by the global “chart” (v1, v2, η1, . . . , ηn) ∈A20 ×An1 with
periodicity conditions
(
v1 + 1, v2, η)= (v1, v2, η)= (v1, v2 + 1, η).
On X we define an action of M =R2|n by translations:
∀z = (y, ξ) ∈M ∀u= (v, η) ∈X: τzu= u+ z = (v + y,η + ξ).
It follows that we have
(τyv)
0
∅∅ = v + y, (τyv)1,k{i}∅ = δik, (τyv)1,k∅{j} = δjk,
for i, j, k ∈ {1, . . . , n}, while all other terms vanish. Hence the conditions of Section 5.1 for τ
are satisfied. We thus can apply Proposition 5.1 to obtain that A = C(T2|n)  C(T2) ⊗∧Rn is
a C∗-superalgebra and that we have the equality A∞ = C∞(T2|n) (note that each derivative of
y → v + y is non-vanishing). By defining the action ρ of M on A by ρz(f )(u) = f (τ−zu), we
thus can deform A∞ into a noncommutative C∗-superalgebra (Aρ, ρ, †,‖ · ‖ρ). We will denote
the deformed algebra by T2|n and call it the quantum supertorus.θ
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observation is that C∞(T2) is generated by e2iπx and e2iπy (changing notation to x = v1 and
y = v2), because of the periodic conditions satisfied by elements of C∞(T2).
• The case n = 1: the generators are the functions e2iπx , e2iπy , and ξ ∈R0|1. A direct compu-
tation shows that we have (up to a multiplicative factor and introducing θ = 1/a0):
e2iπy  e2iπx = e2iπθ e2iπx  e2iπy, ξ  ξ = 1,
e2iπx  ξ = ξ  e2iπx, e2iπy  ξ = ξ  e2iπy .
• The case n = 2: here the generators are the functions e2iπx , e2iπy , and ξ, η ∈R0|2. Using the
same notation as for the case n = 1, we obtain (again up to a multiplicative factor):
e2iπy  e2iπx = e2iπθ e2iπx  e2iπy, ξ  ξ = η  η = 1, ξ  η = −η  ξ,
e2iπx  ξ = ξ  e2iπx, e2iπy  ξ = ξ  e2iπy,
e2iπx  η = η  e2iπx, e2iπy  η = η  e2iπy .
6. An application to a noncommutative quantum field theory
In this section we will re-interpret the renormalizability of a certain model of noncommutative
quantum field theory. After having introduced a trace in Section 6.1, which we will need to define
an action functional, we interpret in Section 6.2 the renormalizable action with harmonic term
[20] as a φ4-action on a deformed superspace. We show that the Universal Deformation Formula
is indeed universal for the φ4-action with respect to renormalizability only if an odd dimension
is added to the space which is to be deformed.
6.1. A twisted trace
We have seen in Corollary 3.27 that str(f ) = ∫
M
dzf (z) is a supertrace on the algebra
DL1(M). Motivated by Section 3.2 and Proposition 3.22, we will twist this supertrace.
Proposition 6.1. The formula tr = 1
r1
str◦F1 (see (3.14)) defines a (non-graded) trace on the
algebra DL1(M). For f ∈DL1(M) the explicit expression is given by:
tr(f ) =
∫
BM
dx dwf (x,0,w). (6.1)
Proof. For f,g ∈DL1(M) we compute, using Lemma 2.21:
tr(f  g) = r20κ
∫
dzdξ0 f (z)g(x, ξ0,w)e2ia0λω1(ξ,ξ0)
= r20κ
∑
I
∫
dx dwfI (x,w)gI (x,w)(4ia0λ)n−|I |(−1) n(n+1)2 + |I |(|I |−1)2 .
It follows immediately that we have tr(f  g) = tr(g  f ). 
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6.2. The action of the noncommutative quantum field theory
For several years there has been an increasing interest in noncommutative quantum field
theories as candidates for new physics beyond the existing theories of particles physics as the
Standard Model. In noncommutative quantum field theory one considers an action functional of
fields on a noncommutative space. In the case of the Euclidean Moyal space Rmθ (which, in the
context of this paper, corresponds to the case with odd dimension zero), the product f θ g for
f,g ∈ S(Rm) is given by:
(f θ g)(x) = 1
(πθ)m
∫
dy dzf (y)g(z)e
2i
θ
(ω(x,y)+ω(y,z)+ω(z,x)), (6.2)
where ω denotes the standard symplectic form and where, as before we write a0 = 1θ . Note also
that we have x, y, z ∈Rm.
Since all derivatives are inner: ∂μφ = [− i2 x˜μ,φ], with x˜ = 2θ ω(x, ·), the standard action on
this noncommutative space given by6
S(φ) =
∫
dx
(
1
2
(∂μφ) θ (∂μφ)+ M
2
2
φ θ φ + λφ θ φ θ φ θ φ
)
can be reexpressed as:
S(φ) =
∫
dx
(
1
2
∣∣∣∣
[
− i
2
x˜μ,φ
]

∣∣∣∣2 + M22 |φ|2 + λ|φ θ φ|2
)
, (6.3)
where M and λ are the parameters of the theory. This action is not renormalizable because of a
new type of divergence called Ultraviolet–Infrared (UV–IR) mixing. By adding a harmonic term
to the action, Grosse and Wulkenhaar solved the problem of UV–IR mixing: the action
S(φ) =
∫
dx
(
1
2
(∂μφ) θ (∂μφ)+ Ω
2
2
(˜xμφ) θ (˜xμφ)
+ M
2
2
φ θ φ + λφ θ φ θ φ θ φ
)
(6.4)
is renormalizable at all orders in perturbation [20] in dimension m = 4. See [10] for an intro-
duction to the subject of renormalization of Euclidean noncommutative quantum field theories.
There are several mathematical interpretations of the harmonic term (see [11] for a review), but
one of the most promising uses superalgebras [12]. Moreover, it admits a geometrical interpreta-
tion of the gauge theory [13,19] associated to (6.4).
Let us now provide some details on the interpretation exposed in [12]. We define A = A0 ⊕A1
to be the Z2-graded complex algebra given by A0 = A1 =Mθ , where Mθ is the Moyal–Weyl
6 We use the Einstein summation convention.
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∀a, b, c, d ∈Mθ : (a, b) · (c, d)= (a θ c + γ b θ d, a θ d + b θ c), (6.5)
where γ is a real parameter. In [12] a differential calculus based on the graded derivations of A
was constructed, and the action (6.4), as well as its associated gauge action, has been obtained in
terms of this differential calculus.
However, there was no explanation to the construction of A. Here, we will show that it is a
deformation of Rm|1. Indeed, it can be shown that A is the universal enveloping algebra of the
complex Heisenberg superalgebra of dimension m+ 1|1: A = U(g). Then, the deformed product
of Rm|1 is given by (3.15) (extended to polynomials), and up to a factor and a redefinition of γ ,
it corresponds exactly to (6.5).
Proposition 6.2. The action (6.4) can be expressed in terms of the deformed product of Rm|1 and
of the trace (6.1):
S(φ) = tr
(
1
2
∑
μ
∣∣∣∣
[
− i
2
x˜μη,φη
]

∣∣∣∣2 + M22 |φη|2 + λ
∣∣(φη)  (φη)∣∣2), (6.6)
up to a redefinition of the parameters, and with η = a + bξ , a, b ∈R.
Proof. One can easily verify that we have
[
− i
2
x˜μη,φη
]

= a2∂μφ + 2ab(∂μφ)ξ + αθb
2
(1 + α)2 x˜μφ,
(φη)  (φη) =
(
a2 + 2abξ + iαθb
2
(1 + α)2
)
(φ θ φ).
Since one can show, by integration by parts, that
∫
φx˜μ∂μφ = 0 for a real field φ, we obtain that
the action (6.6) is given by:
S(φ) = a4
∫
dx
(
1
2
(∂μφ) θ (∂μφ)+ α
2θ2b4
2a4(1 + α)4 (˜xμφ) θ (˜xμφ)+
M2
2a2
φ θ φ
+ λ
(
1 + α
2θ2b4
a4(1 + α)4
)
φ θ φ θ φ θ φ
)
. 
Let us analyze the consequences of this result. One can easily see that (6.6) is exactly a φ4-
type action, as in (6.3), but now on the deformed superspace Rm|1θ . The parameter η is the most
general element of L∞(Rm|1), which is independent from the even variables. Hence η does not
add any degrees of freedom: the quantum field, as in the theory on Rmθ , is φ ∈ DL1(Rm). To
summarize, we can say that to renormalize the scalar theory on Rmθ , one usually changes the
φ4-action (6.3) by adding a harmonic term (in (6.4)). In our approach, we do just the opposite:
7 The algebra of polynomials of Rm endowed with the Moyal product (6.2).
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action is still the φ4-action. It is a kind of universality for the renormalizable φ4-action. However,
the right transition from the commutative setting to the noncommutative one then should be the
transition Rm →Rm|1θ .
7. Conclusion
In this paper, after some recalls about supergeometry, we studied in Section 2 the structure
of L2(M) and L∞(M), where M is a trivial supermanifold, which led us to introduce the new
notions of Hilbert superspaces and C∗-superalgebras. These categories possess good and consis-
tent properties for operator algebras. We then computed the coadjoint orbits of the Heisenberg
supergroup G and find that a generic orbit is diffeomorphic to Rm|n.
We then built in Section 3 an induced representation of the Heisenberg supergroup G by using
Kirillov’s orbits method, and we saw that the notion of Hilbert superspace appears to be natural
in the context of harmonic analysis on the Heisenberg supergroup. This representation allowed us
to define a quantization map, which is a graded generalization of the Weyl ordering, and which is
valued in operators on a Hilbert superspace. By using the oscillatory integral, we could extend the
quantization map to functional symbol spaces defined on the coadjoint orbits of G (i.e. on Rm|n).
Consequently, we defined a deformed product on these symbol spaces, which corresponds to the
operator product via the quantization map. It turns out that the space of Schwartz superfunctions
on Rm|n, endowed with this deformed product, is then isomorphic to the tensor product of the
(non-graded) Moyal algebra with the Clifford algebra Cl(n,C).
This non-formal deformation of the Heisenberg supergroup G provides also a Universal De-
formation Formula (UDF). We indeed considered in Section 4 a strongly continuous action of
G on an arbitrary Fréchet algebra A. Then, the regularity of the product introduced in Section 3
allowed us to deform the product of the vectors of A which are smooth for the action of G.
Moreover, the deformation is compatible with the structure of C∗-superalgebra, but not with the
one of C∗-algebra: from a C∗-superalgebra A, one can construct a structure of deformed pre-C∗-
superalgebra on the smooth vectors of A.
As a first application of our construction, we considered in Section 5 a Heisenberg trivial
supermanifold X. We next defined a space of continuous superfunctions C(X), which carries a
structure of C∗-superalgebra and on which G acts. Thanks to the UDF of Section 4, we then
deformed the supermanifold X via its C∗-superalgebra of functions. In particular, the example of
the supertorus is described.
As a second application, we reexpressed the renormalizable quantum field theory on the
Moyal space with harmonic term as a standard scalar action with our deformed product, on
the deformation of the superspace Rm|1. This provides a better understanding of the origin of this
model with harmonic term. Moreover, our construction may also be applied on other noncom-
mutative spaces to exhibit renormalizable field theories.
Appendix A. Functional spaces
In this appendix, we recall the notion of the space L1E(M) [7], where (E, | · |j ) is a Fréchet
space (E, | · |j ) with its family of seminorms indexed by j ∈ N. We adapt it here to the type of
supermanifolds M considered in this article. DE(M) will denote the space of smooth E-valued
functions on M . We also introduce the symbol calculus Bμ(M) for M .E
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|f |1,j =
∑
I
∫
BM
dx dw
∣∣fI (x,w)∣∣j ,
for f ∈ DE(M). Then, the space L1E(M) can be defined as the completion of DE(M) with
respect to these seminorms (quotiented by the functions vanishing almost everywhere on BM).
For f ∈DE(M) we define the integral
∫
M
dzf (z) ∈ E′ ∗ (the algebraic dual of the topological
dual of E) by:
∀φ ∈ E′,
〈∫
M
dzf (z),φ
〉
=
∫
M
dz
〈
f (z),φ
〉
,
where 〈·,·〉 denotes in this context the duality bracket. As E is complete, this integral actually
belongs to E:
∫
M
dzf (z) ∈E.
Proposition A.2. (See [7].) The integration map ∫ :DE(M) → E is continuous for the topology
of L1E(M). Hence it can be extended in a unique way to L1E(M). Since E is a Fréchet space, this
extension also takes values in E: ∀f ∈ L1E(M):
∫
M
dzf (z) ∈ E.
Definition A.3. Let μ ∈ C∞(BM,R∗+) be arbitrary.
• The space of μ-bounded functions on M is defined as:
BμE(M) =
{
f ∈ C∞(M,E ⊗A), ∀Dα, ∀j, ∀I, ∃Cj,α,I > 0, ∀y ∈ BM,∣∣DαfI (y)∣∣j < Cj,α,Iμ(y)}.
If we endow it with the seminorms
|f |(μ)j,α = sup
y∈BM
{
1
μ(y)
∑
I
∣∣DαfI (y)∣∣j
}
,
then BμE(M) becomes a complex Fréchet space, isomorphic to BμE(BM)⊗
∧
R
n
. If no con-
fusion is possible, we will denote the norm |f |(μ)j,α also by |f |j,α .
• A function μ ∈ C∞(BM,R∗+) is called a weight if μ ∈ BμC(M).• The space of Schwartz functions [30] is defined by:
SE(M) =
{
f ∈ C∞(M,E ⊗A), ∀Dα, ∀j, ∀I, ∀ν ∈ Pol(BM), ∃Cj,α,I,ν > 0,
∀y ∈ BM, ∣∣ν(y)DαfI (y)∣∣j < Cj,α,I,ν}.
If we endow it with the seminorms
|f |ν,j,β = sup
y∈BM
{∣∣ν(y)∣∣∑∣∣DβfI (y)∣∣j
}
,I
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to SE(BM)⊗∧Rn. Note that we also could have used the seminorms:
|f |′ν,j,β =
∫
BM
dy
∣∣ν(y)∣∣∑
I
∣∣DβfI (y)∣∣j .
Definition A.4. We define (see [30])DLp(M), for 1 p ∞, to be the space of complex smooth
functions whose derivatives all belong to Lp(M). It is a Fréchet space when we endow it with
the seminorms:
|f |p,α =
∑
I
( ∫
BM
dx dw
∣∣DαfI (x,w)∣∣p)
1
p
.
Note that we have the the property: DLp(M) ⊂DLq (M) for p  q .
Appendix B. Fine graded division algebras
In this appendix we recall the concepts associated to fine graded algebras (see [12,10]). Let
Γ be an abelian group, K a field, K∗ its multiplicative group, and A a Γ -graded associative
K-algebra. We denote A =⊕α∈Γ Aα .
Definition B.1.
• A is said to be a graded division algebra if any non-zero homogeneous element of A is
invertible.
• A is called fine-graded if dimK(Aα) 1 for all α ∈ Γ . If that is the case, the support of the
grading is defined as Supp(A) = {α ∈ Γ, Aα = 0}.
The notion of a (Schur) multiplier will be useful to characterize fine-graded algebras.
Definition B.2.
• A factor set is an application σ : Γ × Γ →K∗ satisfying:
∀α,β, γ ∈ Γ : σ(α,β + γ )σ (β, γ )= σ(α,β)σ (α + β,γ ).
• Two factor sets σ and σ ′ are equivalent if there exists a map ρ : Γ →K∗ such that
∀α,β ∈ Γ : σ ′(α,β) = σ(α,β)ρ(α + β)ρ(α)−1ρ(β)−1.
The quotient of the set of factor sets by this equivalence relation is an abelian group, and
each equivalence class [σ ] is called a multiplier.
Remark B.3. If Γ is finitely generated and K is algebraically closed, then a factor set σ is
equivalent to the trivial factor set 1 if and only if σ is symmetric.
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Supp(A) which is a subgroup of Γ , and its factor set σ : Supp(A)× Supp(A) →K∗ defined by:
eα · eβ = σ(α,β)eα+β,
with α,β ∈ Supp(A) and (eα) a homogeneous basis of A. Moreover, two fine Γ -graded division
algebras are isomorphic if and only if their supports coincide and their factor sets are equivalent.
Example B.5. The complex Clifford algebras Cl(n,C) are fine (Z2)n-graded division algebras.
If we denote the generators by e0 = 1, e1, . . . , en, then the relations are given by
(ep)
2 = 1, 1 p  n and ep · eq = −eq · ep, 1 p < q  n.
The associated multiplier can be represented the factor set:
σCl(α,β) =
∏
1p<qn
(−1)αpβq
for α,β ∈ (Z2)n.
Proof of Theorem 3.25. In order to show the isomorphism S(M) ≈ Cl(n,C) (when m = 0), it
suffices to show that S(M) is a fine (Z2)n-graded division algebra whose associated factor set is
equivalent to the one of Cl(n,C) as described in Example B.5. To do so, we first observe that we
have
(f  g)(ξ) = κ
∫
dξ1 dξ2 f (ξ1)g(ξ2)eic(ξ ·ξ1+ξ1·ξ2+ξ2·ξ)
= κ
∫
dξ1 dξ2
∑
I,J
fI gJ ξ
I
1 ξ
J
2
n∑
k=0
(ic)k
k! (ξ · ξ1 + ξ2 · ξ + ξ1 · ξ2)
k,
where c = 4a0λ, and I, J are summed over subsets of {1, . . . , n}. We then use the identity
(a + b + c)k =
∑
0p+qk
k!
p!q!(k − p − q)!a
pbqck−p−q,
valid for complex numbers a, b, c, to express the coefficient cIJ of κfIgJ in the above expres-
sion, giving us
cIJ =
∫
dξ1 dξ2 ξI1 ξ
J
2
n∑
k=0
∑
0p+qk
(ic)k
p!q!(k − p − q)! (ξ1 · ξ2)
k−p−q(ξ · ξ1)p(ξ2 · ξ)q .
Now note that we have
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∑
i1,...,ip
ξ
i1
1 ξ
i1
2 . . . ξ
ip
1 ξ
ip
2 =
∑
L: |L|=p
∑
σ
ξ
σ(1)
1 ξ
σ(1)
2 . . . ξ
σ (p)
1 ξ
σ(p)
2
=
∑
L: |L|=p
∑
σ
(−1) p(p−1)2 +2|σ |ξL1 ξL2 = p!
∑
L: |L|=p
(−1) p(p−1)2 ξL1 ξL2 ,
where σ is summed over all bijections from {1, . . . , p} to L. Using this, we get
cIJ =
∫
dξ1 dξ2
n∑
k=0
∑
0p+qk
(ic)k
∑
Ki
(−1) k(k−1)2 +p+q+k+pk+(k−p+|J |)|I |ε(J,K1 ∪K3)
× ε(K1,K3)ε(I,K1 ∪K2)ε(K1,K2)ε(K2,K3)ξJ∪K1∪K32 ξI∪K1∪K21 ξK2∪K3 ,
where the sum over the subsets Ki are constrained by the conditions |K1| = k−p− q , |K2| = p
and |K3| = q , and where we used the definition of the product ξI · ξJ = ε(I, J )ξ I∪J . When we
perform the integration over ξ1 and ξ2, only the terms with K1 = (I ∪ J ), K2 = J \ (I ∩ J ) and
K3 = I \ (I ∩ J ) contribute. If we denote d = |I ∩ J |, then we finally obtain
cIJ = (ic)n−d(−1) d(d+1)2 + n(n+1)2 +|I |dε
(
I \ (I ∩ J ), J \ (I ∩ J ))ε(I ∩ J, (I ∪ J ) \ (I ∩ J ))
× ξ (I∪J )\(I∩J ).
On the other hand, the multiplier associated to the Clifford algebra Cl(n,C) is given by
σCl(I, J ) = (−1)
{(i,j)∈I×J, i<j},
for I, J ⊂ {1, . . . , n}. Using the fact that ε(I, J ) = (−1)
{(i,j)∈I×J, i>j} whenever I ∩ J = ∅, we
deduce that
σCl(I, J ) = (−1) d(d+1)2 +|I ||J |ε
(
I \ (I ∩ J ), J \ (I ∩ J ))ε(I ∩ J, (I ∪ J ) \ (I ∩ J )).
By choosing ρ(I) = (ic) |I |2 −n(−1) n(n+1)2 , we obtain
∀I, J : cIJ = σCl(I, J )ρ
(
(I ∪ J ) \ (I ∩ J ))ρ(I)−1ρ(J )−1ξ (I∪J )\(I∩J ),
which shows, using Proposition B.4, that the (Z2)n-graded algebras S(M) and Cl(n,C) are
isomorphic. 
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