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Classification of Quasifinite Modules over the Lie Algebras of Weyl Type
(appeared in Adv. Math. 174 (2003), 57-68.)
Yucai Su1
Department of Mathematics, Shanghai Jiaotong University, Shanghai 200030, P. R. China
For a nondegenerate additive subgroup Γ of the n-dimensional vector space IFn over an alge-
braically closed field IF of characteristic zero, there is an associative algebra and a Lie algebra of
Weyl type W(Γ, n) spanned by all differential operators uDm11 · · ·D
mn
n for u ∈ IF [Γ] (the group
algebra), and m1, ...,mn ≥ 0, where D1, ...,Dn are degree operators. In this paper, it is proved
that an irreducible quasifiniteW(ZZ, 1)-module is either a highest or lowest weight module or else
a module of the intermediate series; furthermore, a classification of uniformly bounded W(ZZ, 1)-
modules is completely given. It is also proved that an irreducible quasifinite W(Γ, n)-module is a
module of the intermediate series and a complete classification of quasifinite W(Γ, n)-modules is
also given, if Γ is not isomorphic to ZZ.
1. INTRODUCTION
Let n be a positive integer. A (classical)Weyl algebra of rank n is the associative algebra
A+n = C [t1, ..., tn,
∂
∂ t1
, ..., ∂
∂ tn
] or An = C [t
±1
1 , ..., t
±1
n ,
∂
∂ t1
, ..., ∂
∂ tn
] of differential operators
over the complex field C . The Lie algebra with An as the underlined vector space and the
commutator as the Lie bracket is called a Lie algebra of Weyl type, and denoted by W(n).
The Lie algebra W(n) is a ZZn-graded Lie algebra W(n) = ⊕α∈ZZnW(n)α with the grading
space W(n)α spanned by
tαDµ = tα11 · · · t
αn
n D
µ1
1 · · ·D
µn
n for µ = (µ1, ..., µn) ∈ ZZ
n
+,
where α = (α1, ..., αn) ∈ ZZ
n and Di = ti
∂
∂ ti
. It is known [8,14,19] that W(n) has a
nontrivial universal central extension if and only if n = 1. The universal central extension
Ŵ(1) of W(1) is the well-known Lie algebra W1+∞ of the W-infinity algebras, which arise
naturally in various physical theories such as conformal field theory, the theory of the
quantum Hall effect, etc. and which have received intensive studies in the literature (see
for example, [1-6,8-14,16,19-21]).
Let IF be an algebraically closed field of characteristic zero. Consider the vector space
IF n. An element in IF n is denoted by α = (α1, ..., αn). Let Γ be an additive subgroup of
IF n such that Γ is nondegenerate, i.e., it contains an IF -basis of IF n. Let IF [Γ] denote the
group algebra of Γ spanned by {tα |α ∈ Γ} with the algebraic operation tα · tβ = tα+β for
α, β ∈ Γ. We define the degree operators Di to be the derivations of IF [Γ] determined by
Di : t
α 7→ αit
α for α ∈ Γ, where i = 1, ..., n. The Lie algebra of generalized Weyl type of rank
n (or simply a Lie algebra of Weyl type, also called a Lie algebra of generalized differential
1Supported by a NSF grant 10171064 of China and a Fund from National Education Ministry of China.
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operators) is a tensor product space W(Γ, n) = IF [Γ, D1, ..., Dn] = IF [Γ] ⊗ IF [D1, ..., Dn]
of the commutative associative algebra IF [Γ] with the polynomial algebra IF [D1, ..., Dn] of
D1, ..., Dn, which is spanned by {t
αDµ |α ∈ Γ, µ ∈ ZZn+}, where D
µ stands for
∏n
i=1D
µi
i ,
with the Lie bracket:
[tαDµ, tβDν ] = (tαDµ) · (tβDν)− (tβDν) · (tαDµ), and
(tαDµ) · (tβDν) =
∑
λ∈ZZn+
(
µ
λ
)[β]λtα+βDµ+ν−λ, where
[β]λ =
n∏
i=1
βλii , (
µ
λ
) =
n∏
i=1
(
µi
λi
), (
i
j
) =


i(i−1)···(i−j+1)
j!
if j ≥ 0,
0 otherwise.
(1.1)
(1.2)
The associative algebra with the underlined vector space W(Γ, n) and the product (1.2)
is called a generalized Weyl algebra of rank n, denoted by A(Γ, n). Then the classical Lie
algebra W(n) of Weyl type is simply the Lie algebra W(ZZn, n) by our definition.
Clearly W(Γ, n) is a Γ-graded Lie algebra W(Γ, n) =⊕α∈ΓW(Γ, n)α with the grading
space
W(Γ, n)α = span{t
αDµ |µ ∈ ZZn+} for α ∈ Γ. (1.3)
It is proved in [19] that W(Γ, n) has a nontrivial universal central extension if and only if
n = 1. The universal central extension Ŵ(Γ, 1) of W(Γ, 1) is defined as follows: The Lie
bracket (1.1) is replaced by
[tα[D]µ, t
β[D]ν ]=(t
α[D]µ) · (t
β[D]ν)−(t
β[D]ν) · (t
α[D]µ)+δα,−β(−1)
µµ!ν!(
α+µ
µ+ν+1
)C, (1.4)
for α, β ∈ Γ ⊂ IF , µ, ν ∈ ZZ+, where [D]µ = D(D−1) · · · (D−µ+1), and C is a central
element of Ŵ(Γ, 1) (the 2-cocycle of W(Γ, 1) corresponding to (1.4) seems to appear first
in [10]).
AW(Γ, n)-module (or anA(Γ, n)-module) V is called a quasifinite module [1,6,8,11,13,16]
if V = ⊕α∈ΓVα is Γ-graded such that W(Γ, n)αVβ ⊂ Vα+β for α, β ∈ Γ and such that each
grading space Vα is finite-dimensional (this is equivalent to saying that a quasifinite module
is a module having finite dimensional generalized weight spaces with respect to the com-
mutative subalgebra W0). A quasifinite module V is called a uniformly bounded module
if the dimensions of grading spaces Vα are uniformly bounded, i.e., there exists a positive
integer N such that dimVα ≤ N for all α ∈ Γ. A quasifinite module V is called a trivial
module if W(Γ, n) acts trivially on V .
Clearly anA(Γ, n)-module is aW(Γ, n)-module, but not the converse. Thus it suffices to
consider W(Γ, n)-modules. The quasifinite highest weight modules over Ŵ(1) = Ŵ(ZZ, 1)
were intensively studied in [1,6,9-11,13,16,21] (it is also worth mentioning that Block [3]
studied arbitrary irreducible modules over the classical Weyl algebra A+1 of rank 1).
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Let p ≥ 1. Denote by Mp×p(IF ) the set of p× p matrices with entries in IF . Denote
Mnp×p(IF ) = {G = (G1, ..., Gn) |Gi ∈Mp×p(IF ), GiGj = GjGi for i, j = 1, ..., n},
the set of n-tuples of commuting p× p matrices. Denote by 1p the p × p identity matrix.
Denote 1 = (1p, ..., 1p) ∈M
n
p×p(IF ). Let G = (G1, ..., Gn) ∈M
n
p×p(IF ). Then one can define
a quasifinite W(Γ, n)-module Ap,G as follows: it has a basis {y
(i)
α |α ∈ Γ, i = 1, ..., p} such
that
(tαDµ)Yβ = Yα+β[β · 1 +G]
µ for α, β ∈ Γ, µ ∈ ZZn+, where
Yβ = (y
(1)
β , ..., y
(p)
β ), [β · 1 +G]
µ =
n∏
i=1
(βi ·1p +Gi)
µi .
(1.5)
Here βi ·1p denotes the scalar multiplication of the identity matrix. Clearly Ap,G is also an
A(Γ, n)-module. By [20], there exists a Lie algebra isomorphismσ :W(Γ, n)∼=W(Γ, n) such
that
σ(tαDµ) = (−1)|µ|+1([Dµ, tα] + tαDµ) for α ∈ Γ, µ ∈ ZZ+, (1.6)
where |µ| =
∑n
i=1 µp is the level of µ = (µ1, ..., µn) ∈ ZZ
n
+. This isomorphism is uniquely
determined by σ(tα) = −tα, σ(Dji ) = (−1)
j+1Di for α ∈ Γ, i = 1, ..., n, j ∈ ZZ+. Using this
isomorphism, we have another W(Γ, n)-module Ap,G, called the twisted module of Ap,G, for
the pair (p,G), defined by
(tαDµ)Yβ = (−1)
|µ|+1Yα+β[(α + β) · 1 +G]
µ for α, β ∈ Γ, µ ∈ ZZn+. (1.7)
Obviously, Ap,G is not an A(Γ, n)-module. When Γ = ZZ, n = p = 1, the above modules
Ap,G, Ap,G were obtained in [21]. Clearly, Ap,G or Ap,G is indecomposable if and only if at
least one Gi is an indecomposable matrix (here a p× p matrix B is called indecomposable
if there does not exist an invertible matrix P such that P−1BP = diag(B1, B2) for some
pi×pi matrices Bi with pi < p, i = 1, 2) and Ap,G or Ap,G is irreducible if and only if p = 1.
When p = 1, we refer AG = A1,G or AG = A1,G to as a module of the intermediate series (a
notion borrowed from that of modules over the Virasoro algebra, cf. [15]).
Since each grading space in (1.3) is infinite-dimensional, the classification of quasifinite
modules is thus a nontrivial problem, as pointed in [11,13]. The aim of this paper is to prove
the following theorem (the analogous results for the affine Lie algebras and the Virasoro
algebra were obtained in [7,15]).
THEOREM 1.1. (i) A uniformly bounded module over W(1) = W(ZZ, 1) or over Ŵ(1) =
Ŵ(ZZ, 1) is a direct sum of a trivial module, a module Ap,G and a module Ap′,G′ for some
positive integers p, p′ and some G ∈ Mnp×p(IF ), G
′ ∈ Mp′×p′(IF ) (in the central extension
case, the central element C acts trivially on a uniformly bounded module); a quasifinite
irreducible module is either a highest or lowest weight module or else a module of the
intermediate series.
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(ii) Suppose Γ is not isomorphic to ZZ. A quasifinite module over W(Γ, n) or over
Ŵ(Γ, 1) is a direct sum of a trivial module and a uniformly bounded module; a uniformly
bounded module is a direct sum of a trivial module, a module Ap,G and a module Ap′,G′
for some positive integers p, p′ and some G ∈ Mnp×p(IF ), G
′ ∈ Mnp′×p′(IF ). In particular, a
nontrivial quasifinite irreducible module is a module of the intermediate series.
Thus we in particular obtain that an indecomposable uniformly bounded W(Γ, n)-
module is simply an A(Γ, n)-module (if the central element t0D0 acts by 1) or its twist
(if t0D0 acts by −1), and that there is an equivalence between the category of uniformly
bounded A(Γ, n)-modules without the trivial composition factor and the category of the
finite dimensional W0-modules obtained by restriction to any nonzero graded subspace.
A composition series of a module V is a finite or infinite series of submodules V =
V (0) ⊃ V (1) ⊃ V (2) ⊃ ... ⊃ {0} such that each V (i)/V (i+1), called a composition factor, is
irreducible.
REMARK 1.2. Note that the definition of quasifiniteness does not require that V is a
weight module (i.e., the actions of Di, i = 1, ..., n on V are diagonalizable). If we require
that V is a weight module, then each Gi in (1.5) is diagonalizable, and thus all uniformly
bounded modules are completely reducible. Also note that in Theorem 1.1(ii), if a module
have infinite number of the trivial composition factor, then it is not necessarily uniformly
bounded since any Γ-graded vector space can be defined as a trivial module.
We shall prove Theorem 1.1(i) and (ii) in Sections 2 and 3 respectively.
2. PROOF OF THEOREM 1.1(i)
For convenience, we shall only work on non-central extension case since the proof of
central extension case is exactly similar. In this section we shall consider the Lie alge-
bra W(ZZ, 1) = span{tiDj | (i, j) ∈ ZZ × ZZ+}, which is now denoted by W. Then W is
ZZ-graded W = ⊕i∈ZZWi with Wi = span{t
iDj | j ∈ ZZ+}, and it has a triangular decom-
position W = W+ ⊕W0 ⊕W− with W+ = ⊕i>0Wi,W− = ⊕i<0Wi. Observe that W+ is
generated by the adjoint action of L1,0 on W0 and that adL1,0 is locally nilpotent on W,
where for convenience, we denote
Li,j = t
i[D]j for (i, j) ∈ ZZ × ZZ+.
Note that in fact Li,j = t
i+j( d
dt
)j (cf. notation in (1.4)). Suppose V = ⊕i∈ZZVi is a quasifinite
module over W. For any a ∈ IF , we denote
V (a) =
⊕
i∈ZZ
V (a)i, where V (a)i = {v ∈ Vi |L0,1v = (a+ i)v}.
Since [L0,1, Li,j] = iLi,j , it is straightforward to verify that V (a) is a submodule of V . Since
Vi is finite-dimensional, there exists at least an eigenvector of L0,1 in Vi, i.e., V (a) 6= 0 for
some a ∈ IF . If V is irreducible, then V = V (a) for some a ∈ IF , i.e., L0,1 is diagonalizable
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on V and so V is a weight module. Since L0,0 = 1 is a central element and L0,0|V0 has at
least an eigenvector, we must have
L0,0|V = c ·1V for some c ∈ IF if V is indecomposable. (2.1)
PROPOSITION 2.1. Suppose V is a quasifinite irreducible W-module which is neither a
highest nor a lowest weight module. Then L1,0 : Vi → Vi+1 and L−1,0 : Vi → Vi−1 are
injective and thus bijective for all i ∈ ZZ. In particular, V is uniformly bounded.
Proof. Say L1,0v0 = 0 for some 0 6= v0 ∈ Vi. By shifting the grading index if nec-
essary, we can suppose i = 0. Since L0,0|V0 , L0,1|V0 , ... are linear transformations on the
finite-dimensional vector space V0, there exists s ≥ 2 such that for all k ≥ s, L0,k|V0 are
linear combinations of L0,p|V0 , 0 ≤ p < s. This implies that W0v0 = Sv0, where S =
span{L0,p | 0 ≤ p < s}. Recall that adL1,0 is locally nilpotent such that Wk = ad
k
L1,0
(W0)
for k > 0. Choose m > 0 such that admL1,0(S) = 0, then for k ≥ m, one has
Wkv0 = (ad
k
L1,0
(W0))v0 = L
k
1,0W0v0 = L
k
1,0Sv0 = (ad
k
L1,0
(S))v0 = 0.
This means
W[m,∞)v0 = 0, (2.2)
where in general, for any ZZ-graded space N , we use notations N+, N−, N0 and N[p,q) to
denote the subspaces spanned by elements of degree k with k > 0, k < 0, k = 0 and
p ≤ k < q respectively. For any subspace M of W, we use U(M) to denote the subspace,
which is the span of standard monomials with respect to a basis of M , of the universal
enveloping algebra ofW. Since W =W[1,m)+W0+W−+W[m,∞), using the PBW theorem
and the irreducibility of V , we have
V = U(W)v0 = U(W[1,m))U(W0 +W−)U(W[m,∞))v0 = U(W[1,m))U(W0 +W−)v0. (2.3)
Note that V+ is aW+-module. Let V
′
+ be the W+-submodule of V+ generated by V[0,m).
We want to prove
V+ = V
′
+. (2.4)
Let x ∈ V+ have degree k. If 0 ≤ k < m, then by definition x ∈ V
′
+. Suppose k ≥ m.
Using (2.3), x is a linear combination of the form u1x1 with u1 ∈ W[1,m), x1 ∈ V . Thus the
degree degu1 of u1 satisfies 1 ≤ degu1 < m, so 0 < degx1 = k − degu1 < k. By inductive
hypothesis, x1 ∈ V
′
+, and thus x ∈ V
′
+. This proves (2.4).
(2.4) means that V+ is finitely generated as a W+-module. Choose a basis B of V[0,m),
then for any x ∈ B, we have x = uxv0 for some ux ∈ U(W). Regarding ux as a polynomial
with respect to a basis ofW, by induction on the polynomial degree and using the formula
[u, w1w2] = [u, w1]w2 + w1[u, w2] for u ∈ W, w1, w2 ∈ U(W), we see that there exists a
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positive integer kx large enough such that kx > m and [W[kx,∞), ux] ⊂ U(W)W[m,∞). Then
by (2.2), W[kx,∞)x = [W[kx,∞), ux]v0 + uxW[kx,∞)v0 = 0. Take k = max{kx | x ∈ B}, then
W[k,∞)V+ =W[k,∞)U(W+)V[0,m) = U(W+)W[k,∞)V[0,m) = 0.
Since we haveW+ ⊂ W[k,∞)+[W[−k′,0),W[k,∞)] for some k
′ > k, we getW+V[k′,∞) = 0. Now
if x ∈ V[k′+m,∞), by (2.3), it is a sum of elements of the form u1x1 such that u1 ∈ W[1,m)
and so x1 ∈ V[k′,∞), and thus u1x1 = 0. This proves that V has no degree ≥ k
′ +m.
Now let p be maximal integer such that Vp 6= 0. Since W0 is commutative, there exists
a common eigenvector v′0 of W0 in Vp. Then v
′
0 is a highest weight vector of W, this
contradicts the assumption of the proposition.
PROPOSITION 2.2. Suppose V is an indecomposable uniformly boundedW-module without
the trivial composition factor. Then V is a module of the form Ap,G or Ap,G.
Proof. First we claim that Li,0 acts nondegenerately on V for all i 6= 0. Say Li0,0v0 = 0 for
some i0 > 0 and some 0 6= v0 ∈ V0. Denote W
′ = W(ZZi0, 1) = span{Li0j,k | j, k ∈ ZZ, k ≥
0}, a subalgebra of W, which is clearly isomorphic to W. Let V ′ be the W ′-submodule of
V generated by v0. Then by replacing W and V by W
′ and V ′ respectively in the proof of
Proposition 2.1, we see that V ′ has a highest weight vector v′ with respect toW ′ (cf. (2.3),
the left-hand side of (2.3) is now V ′). Then v′ generates a highest weight W ′-submodule
V ′′. Since a nontrivial highest weightW ′-module is not uniformly bounded (see for example
[11]), V ′′ must be a trivial W ′-module V ′′ = IFv′. Denote Vir = span{Lj,1 | j ∈ ZZ}, a
subalgebra of W, which is isomorphic to the centerless Virasoro algebra, then v′ generates
a uniformly bounded weight Vir-submodule U of V (note that in general we do not assume
V is a weight module over W). Since Li0j,1v
′ = 0 for all j ∈ ZZ, by a well-known result of
a uniformly bounded weight Vir-module (see for example, [15,18]), we have Li,1v
′ = 0 for
all i ∈ ZZ. But W is generated by W ′ and Vir, we obtain that IFv′ is a trivial W-module.
This is a contradiction with the assumption of the proposition. This proves the claim.
So, there exists p ≥ 1 such that dimVk = p for all k ∈ ZZ, and one can choose a basis
Y0 = (y
(1)
0 , ..., y
(p)
0 ) of V0 and define a basis Yk = (y
(1)
k , ..., y
(p)
k ) of Vk by induction on |k| such
that
L1,0Yk = Yk+1 for k ∈ ZZ. (2.5)
Furthermore, by induction on p, we see that V has a finite number of composition factors.
First note that
[ti( d
dt
)j, tk( d
dt
)ℓ] =
∑
s
((
j
s
)[k]s − (
ℓ
s
)[i]s)ti+k−s( ddt)
j+ℓ−s, (2.6)
where [k]j = k(k − 1) · · · (k − j + 1) is a similar notation to [D]j . Now assume that
Li−j,jYn = (t
i( d
dt
)j)Yn = Yn+i−jPi,j,n for some Pi,j,n ∈ Mp×p. In the following discussion,
we remind the reader that ti( d
dt
)j is in the grading space Wi−j , not in Wi. Applying
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[ti( d
dt
)j , t] = jti( d
dt
)j−1 to Yn, we obtain Pi,j,n+1 − Pi,j,n = jPi,j−1,n. Thus induction on j
gives
Pi,0,n = Pi, Pi,1,n = n¯Pi +Qi,
Pi,2,n = [n¯]2Pi + 2n¯Qi +Ri, Pi,3,n = [n¯]3Pi + 3[n¯]2Qi + 3n¯Ri + Si,
(2.7)
for some Pi, Qi, Ri, Si ∈Mp×p, where n¯ = n+G for some fixed G ∈Mp×p (here and below,
when the context is clear, we identify a scalar with the corresponding p× p scalar matrix),
[n¯]j is again a similar notation to [D]j, and Q1 = 0 (we use notation n¯ = n+G in order to
have Q1 = 0; note from [L0,1, Li,j ] = iLi,j that G commutes with all other matrices involved
in the following discussion). Then by (2.1) and (2.5), P0 = c, P1 = 1 and Pi is invertible
for i 6= 0 by the proof above. Applying [ d
dt
, t2] = 2t to Yn and comparing the coefficients
of n¯0, we obtain 2cP2 + [Q0, P2] = 2 (where [P2, Q0] = P2Q0 − Q0P2 denotes the usual
commutator of matrices). Comparing the traces of matrices in this equation shows c 6= 0.
Thus all Pi are invertible.
Now we encounter the difficulty that though Pi, Qi, Ri, Si satisfy lots of relations, most
nontrivial relations are too complicated to be used; since the products of matrices are not
commutative nor the cancellation law holds in general, there is still a problem in finding
the solutions for Pi, Qi, Ri, Si. Our strategy is first to find some relatively simple nontrivial
relations among Pi (cf. (2.9) below).
First from [ti, tj] = 0, we obtain that [Pi, Pj] = 0. Applying [
d
dt
, ti] = iti−1 to Yn and
comparing the coefficients of n¯0, we obtain that [Q0, Pi] = −icPi + iPi−1. By induction on
i ≥ 0, we obtain an important fact that P ′i =
∑i
s=0(
i
s)(−c)
sPs, if not zero, is an eigenvector
for adQ0 with eigenvalue −ic. Since the operator adQ0 acting on the finite dimensional
vector space Mp×p has only a finite number of eigenvalues, we have P
′
i = 0 for i >> 0. Let
q ≥ 0 be the least number such that
P ′i =
i∑
s=0
(
i
s
)(−c)sPs = 0, (2.8)
for i > q. Note that for any j ≥ 0, we have
P ′′i,j :=
j∑
k=0
(−1)k(
i
k
)P ′k =
j∑
k=0
s∑
s=k
(−1)k(
i
k
)(
k
s
)(−c)sPs
=
j∑
s=0
cs(
i
s
)(
j∑
k=s
(
i−s
k−s
)(−1)k−s)Ps =
j∑
s=0
cs(
i
s
)(
i−1−s
j−s
)(−1)j−sPs.
In particular letting j = i, we obtain that P ′′i,i = c
iPi and letting j = q, by (2.8), we obtain
Pi = c
−iP ′′i,i = c
−iP ′′i,q = c
−i
q∑
s=0
(
i
s
)(
i−1−s
q − s
)(−1)q−scsPs, (2.9)
for i > q. If 0 ≤ i ≤ q, (2.9) holds trivially. Observe that (is)(
i−1−s
q−s ) is a polynomial on i of
degree q with the coefficient of iq being 1
s!(q−s)!
= 1
q!
(qs). Thus (−1)
qciPi is a polynomial on
i (with coefficients in Mp×p) of degree q with the coefficient of i
q being 1
q!
∑q
s=0(
q
s)(−c)
sPs.
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By (2.6), we have
3[t( d
dt
)2, [t( d
dt
)2, ti]]− 2(2i−1)[t( d
dt
)3, ti] + [i+1]4t
i−2 = 0.
Applying this to Yn and comparing the coefficients of n¯
0, we obtain
f(i) := 3(([i−1]2+R1)([i]2+R1)Pi − 2([i−1]2+R1)PiR1+Pi(2+R1)R1)
−2(2i−1)(([i]3+3iR1 + S1)Pi−PiS1)+[i+1]4Pi−2=0.
(2.10)
Using (2.9) in (2.10), we obtain that (−1)qcif(i) is a polynomial on i of degree at most
q + 4. By comparing the coefficients of iq+4, we obtain
1
q!
(c2 − 1)
q∑
s=0
(
q
s
)(−c)sPs = 0. (2.11)
If necessary, by using the isomorphism in (1.6) (which interchanges Ap,G with Ap,G), we
can always suppose c 6= −1.
Assume that c 6= 1. Then (2.11) shows that (2.8) also holds for i = q. Thus the
minimality of q implies that q = 0 and then (2.9) implies
Pi = c
1−i, (2.12)
for i ≥ 0. Assume that c = 1. Using (2.9) in (2.10) and comparing the coefficients of iq+3,
we again obtain that (2.8) holds for i = q. Thus in any case, q = 0 and we have (2.12).
For any i ∈ ZZ, choose j > 0 such that i+ j − 1 > 0. Applying [ti d
dt
, tj] = jti+j−1 to Yn,
we obtain −j(PjPi − Pi+j−1) = [Qi, Pj] = 0. This implies that (2.12) holds for all i ∈ ZZ.
Now using (2.12) and applying [( d
dt
)2, ti+1] = 2(i+1)ti d
dt
+[i+1]2t
i−1 to Yn, by comparing
the coefficients of n¯0, we obtain
(i+ 1)((iP0 + 2Q0)Pi+1 − (2Qi + iPi−1)) = [Pi+1, R0] = 0.
Thus Qi =
1
2
c1−i(1 − c)i + c−iQ0 for i 6= −1. Letting i = 1, since Q1 = 0, we obtain that
Q0 = −
1
2
c(1− c). Hence
Qi =
1
2
c1−i(1− c)(i− 1) for i 6= −1. (2.13)
Applying [( d
dt
)3, ti+1] = 3(i+1)ti( d
dt
)2 + 3[i+1]2t
i−1 d
dt
+ [i+1]3t
i−2 to Yn, we obtain
(i+ 1)(([i]2P0 + 3iQ0 + 3R0)Pi+1 − (3Ri + 3iQi−1 + [i]2Pi−2)) = [Pi+1, S0] = 0.
Thus
Ri =
1
6
c1−i(c− 1)(5− 4c+ (c− 2)i)i+ c−iR0 for i 6= −1. (2.14)
Using [( d
dt
)2, ti+1 d
dt
] = 2(i+1)ti( d
dt
)2 + [i+1]2t
i−1 d
dt
, we obtain
([i]2P0 + 2iQ0)Qi + 2Pi+1R0 − (2(i+1)Ri + [i+1]2Qi−1) = [Qi+1, R0] = 0. (2.15)
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Using (2.12)-(2.14) in (2.15), by comparing the coefficients of i3, i2, i, we obtain c = 1, R0 =
0. Then (2.12)-(2.15) show that Pi = 1, Qi = Ri = 0.
Thus (2.7) shows that (ti( d
dt
)j)Yn = Yn+i−j[n +G]j for j ≤ 2. Equivalently, (t
iDj)Yn =
Yn+i(n + G)
j for j ≤ 2. Since W is generated by {tiDj | i ∈ ZZ, 0 ≤ j ≤ 2}, we obtain
that V is the module Ap,G defined in (1.5) (if we have used the isomorphism in (1.6) in the
above proof, then V is the module Ap,G).
Proof of Theorem 1.1(i). Assume that V is a nontrivial indecomposable uniformly
bounded module over W. Then V has at least a nontrivial composition factor, so Propo-
sition 2.2 means that L0,0 must acts as a nonzero scalar on V . Thus V can not contain a
trivial composition factor. Thus Theorem 1.1(i) follows from Propositions 2.1 and 2.2.
3. PROOF OF THEOREM 1.2(ii)
In this section, we set W =W(Γ, n), where Γ is not isomorphic to ZZ. Denote Witt =
span{tαDi |α ∈ Γ, i = 1, ..., n}. Then Witt is a Witt algebra of rank n. In particular, if
n = 1, Witt is a (generalized centerless) Virasoro algebra.
Denote D = span{Di | i = 1, ..., n}. We can define an inner product on Γ×D by
〈α, d〉 =
n∑
i=1
αidi for α = (α1, ..., αn) ∈ Γ, d =
n∑
i=1
diDi ∈ D. (3.1)
Then 〈·, ·〉 is nondegenerate in the sense that if 〈α,D〉 = 0 for some α ∈ Γ then α = 0 and
if 〈Γ, d〉 = 0 for some d ∈ D then d = 0.
PROPOSITION 3.1. Any quasifinite W-module V ′ with a finite number of the trivial com-
position factor is a uniformly bounded module.
Proof. Let V be a nontrivial composition factor of V ′. Then V is a weight module over
W (i.e., Di act diagonalizable on V for i = 1, ..., n). Regarding V as a module over Witt,
then V is a quasifinite weight module over Witt. If there exists some group embedding
ZZ × ZZ → Γ, then by [18], V is uniformly bounded. If there does not exist a group
embedding ZZ × ZZ → Γ, then n = 1 and Γ is a rank one group with infinite generators
(since Γ 6∼= ZZ). By choosing a total ordering on Γ compatible with its group structure one
can prove (as in the proof of Proposition 2.1 or using similar arguments as in [17] since in
this case the group Γ behaves just like the additive group Q of the rational numbers) that
V is uniformly bounded. Hence in any case, V is uniformly bounded. Thus V ′ has only a
finite number of nontrivial composition factors and so it is uniformly bounded.
For any pair (α, d) with α ∈ Γ, d ∈ D such that 〈α, d〉 6= 0, we have a Lie algebra of
Weyl type, denoted by W(α, d), spanned by {tiαdj | i ∈ ZZ, j ∈ ZZ+}, which is isomorphic
to W(ZZ, 1).
PROPOSITION 3.2. Let V be a uniformly boundedW-module without the trivial composition
factor. Then tα · v 6= 0 for all α ∈ Γ\{0}, v ∈ V \{0}.
Proof. Suppose tβ · v0 = 0 for some β 6= 0, v0 6= 0. By shifting the grading index
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if necessary, we can suppose v0 has degree 0. Let V
′
0 = {v ∈ V0 | t
β · v = 0}. Then V ′0 is
invariant under the action of D since [D, tβ] ⊂ IFtβ . Thus we can find a common eigenvector
(i.e., a weight vector), denoted again by v0, of D in V
′
0 . Thus t
β · v0 = 0 and D · v0 ⊂ IFv0.
For any d′ ∈ D with 〈β, d′〉 6= 0, considering the W(β, d′)-submodule V ′′ of V generated by
v0, by Theorem 1.1(i), and by (1.5) and (1.7), V
′′ must be the trivial submodule IFv0. In
particular, d′ · v0 = 0 for all d
′ with 〈β, d′〉 6= 0. Since such d′ span D, we obtain D · v0 = 0.
If tα · v0 = 0 for all α ∈ Γ\{0}, then by Theorem 1.1(i), IFv0 is a trivial submodule over
W(α, d) for all pairs (α, d) with 〈α, d〉 6= 0, and so it must be a trivial submodule over
W. Thus tγ · v0 6= 0 for some γ ∈ Γ\{0}. Choose d ∈ D such that 〈β, d〉 6= 0 6= 〈γ, d〉.
Then by Theorem 1.1(i) and (1.5), v0 generates a submodule of the intermediate series over
W(γ, d) such that (tiγdj) · v0 = 0 for j 6= 0 and all i ∈ ZZ (note that the coefficient of the
right-hand side of (1.5) does not depend on α). So tiβ+jγ · v0 = 〈iβ, d〉
−1[tjγd, tiβ] · v0 = 0
if i 6= 0. Similarly, (tiβ+jγd) · v0 = 0 if i 6= 0. Choose some i, j with i 6= 0 such that
a = 〈iβ + jγ, d〉 6= 0, then tγ · v0 = a
−1[t−iβ+(1−j)γd, tiβ+jγ] · v0 = 0, a contradiction.
Proof of Theorem 1.1(ii). Suppose V is an indecomposable uniformly bounded module
without the trivial composition factor. Choose a basis Y0 = (y
(1)
0 , ..., y
(p)
0 ) of V0 and by
Proposition 3.2, we can define basis Yα = t
a ·Y0 of Vα for all α ∈ Γ\{0}. For any β ∈ Γ\{0}
with 〈β,Di〉 6= 0 for i = 1, ..., n, set V [β] = ⊕k∈ZZVkβ, then V [β] is a submodule of V
over W(β,Di) of type Ap,Gi for some Gi ∈ Mp×p, i = 1, ..., n. Since [D,D] = 0, we have
GiGj = GjGi for i, j = 1, ..., n. Since {β ∈ Γ | 〈β,Di〉 6= 0, i = 1, ..., n} generates Γ, it is
straightforward to see that V is a W-module of type Ap,G or Ap,G with G = (G1, ..., Gn) ∈
Mnp×p(IF ). If V contains a trivial composition factor, then V must be a trivial module as
in the proof of Theorem 1.1(i). Thus we obtain Theorem 1.1(ii).
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