l Introduction* A large class of optimization problems in the calculus of variations and optimal control theory may be solved via the reduction of constraints. One such technique is Hestenes' method of multipliers [5] , 303 et seq. The sufficiency theory here given is appropriate to applications of Hestenes' method of multipliers. It includes the classical and control formulations of the problems of Mayer, Lagrange, and Bolza in both parametric and nonparametric form. The sufficiency theorem itself is a generalization of the lemma of Hahn, which has been used by previous authors to prove variable end point sufficiency theorems. The method of proof is indirect. This technique was developed by Hestenes [4, 6, 7] and McShane [10] . More recently Mookini [11] has used the method on an optimal control problem, and Pennisi [13] to consider differential inequality constraints. At the present time Nathanson [12] has extended the results of Mookini and Pennisi to a multistage optimal control problem.
The problem to be studied in this paper is that of minimizing a function of integrals. Like the functional the class of arcs contains parameters in a metric space. As shown in the author's dissertation [14] , 85-134, such generality permits application to the existence and convergence of solutions for perturbed problems. Let 2) be a metric space with metric d (z, z*) . We assume that an open subset 3ΐ of E 2n+r+1 x 5) is given, and we denote elements of 3ΐ by (δ, ί, x, x, z) where b = (b 1 , b\ --.,b r )eE r , teE 1 , ze® x = (x\ x\ , x n ) 6 E n , (x\ x\ ..., x n ) e E n .
Let T s (b, z) and X is (b, z) , s = 1, 2; i = 1, 2, , n be real-valued functions with domain ΐ) = the projection of 9ΐ into &2-space. and (6, ί, α(ί), ά(ί), 2) e 31 for all Γ^δ, 2) ^ ί ^ T 2 (δ, z). We extend if necessary the domain of the function x(t) which is associated with an arc x: δ, x(t), z in S£ by making it continuous and constant where it is undefined. In those cases where all the functions in a particular collection have been so extended, we denote their common domain by
T ^tS T".
Abnormal problems such as these considered by Hestenes [4, 7] and McShane [10] require another parameter y in a compact metric space ®* with metric d*(y, y*). Given y in ®* and an admissible arc x:b,x(t),z, we define the collection x y to be x y : δ, x(t), z,y.
The functional

G(x y ) = G(I 0 (Xy), Ii(x v ), , IJPy), z, y)
is assumed to be well-defined on the Cartesian product 2t x ®* of SI and 55* where f σ (b,t,x(t) 
,x(t),z,y)dt
and gf α (δ, 2, y),f σ (b, ί, α;, x, 2, #) , σ = 0,1, 2, , m are real-valued functions of the indicated variables. In addition, we suppose that there are nonnegative integers N and R, O^r -R^Ln -N, such that the arguments For a real number this norm would be its absolute value. By %-space we mean the space of points
Thus we use the term ^-neighborhood to mean a neighborhood in uspace. As a measure of the distance between two arcs x: b, x(t), z and x*: 6*, x*(t), z*, we define the pseudometric
t Furthermore x is said to belong to a 6ίί#2-neighborhood 91 if (&, ί, x(ί) , i(ί), z) is always in 5K. The similar convention is made with respect to the other combinations of variables. An admissible arc of the form x: 6, x(t), z is called ^-admissible. If x(t) is continuous, we say that x is smooth or has no corners. Before proceeding to the sufficiency criteria in the next section, we pause to remark that a larger class of arcs of the form x y \ 6, x(t),z,y may actually be considered. The variables 6, ί, x(t), x(t), z, y need only be in 5ft x ®* for almost all Γ ι (6, z) ^ t ^ T 2 (6, z). Similarly we need only that x*(t) be absolutely continuous, f σ (b, t, x(t), x(t) , z, y) be integrable, and G(I(x y ), z, y) be defined. For example this is usually the case if x(t) is essentially bounded. One still assumes that the admissible end conditions are satisfied. It is easy to verify that our analysis is not altered in this situation. 2* Two sufficiency theorems* The sufficient conditions are strengthened forms of the first and second order necessary conditions. The purpose of this section is to state sufficient conditions that an admissible arc of the form x 0 : δ 0 , x o (t), z 0 be minimizing. As mentioned in the preceding section, application to abnormal problems requires an additional τ/-parameter. For normal problems and some abnormal cases the parameter y is not needed. When that happens, we are free to consider the space S)* to be the trivial metric space of one element. For the situation in abnormal problems of Bolza, see Hestenes [4, 7] and McShane [6] . With this in mind, we fix the admissible arc XQ» βo, *^o\P) 9 ZQ The functions T s (b, z) , X is {b, z), g σ (b, z) are assumed to have two continuous δ-derivatives in a neighborhood of δ 0 , z 0 and G (I, z, y) to have two continuous /-derivatives in a neighborhood of {(I(x Oy ), z 0 , y): y in ®*}. We continue by assuming f σ (b, t, x, A, z, y) to have a continuous derivative with respect to its Euclidean arguments in a neighborhood of {(bo, t, x o 
and y in ®*}. Finally the same assumption is made concerning the functions f σh (b, t, x, x, z,y) , t,x,A,z,y) , and f σ j (b, t,x,A,z,y) . The lack of any hypothesis concerning f σtt (b, t, x, x, z, y) is useful in applications. Given multipliers λ = (λ 0 , λi, , λ w ), we define /(δ, ί, x, x, z, y, λ) = λ σ / σ (δ, t, x, x, z, y) .
Here and later on, repeated indices denote summation with respect to that index unless otherwise indicated. A variation 7 which is admissible with respect to an arc x: δ, x(t), z in St is given by a set of constants and absolutely continuous functions 2 (T>(b,z) 
Given an admissible arc x: δ, x(t), z in Si and y in S)*, we also define and 
Furthermore if an arbitrary admissible arc x satisfies the Euler equations and transversality condition for one |/ in ®*, then x y satisfies the Euler equations and transversality condition for every y in ®*. To verify that this last statement is satisfied in applications, one may check Hestenes [4, 7] and McShane [10] This hypothesis is used to obtain Theorem 4.1, which is used in the sufficiency theorem proof.
(2.3) positiveness of the second variation: Let 7: β h , rf{t) be an admissible variation with respect to x 0 . There is some y r in 3)* such that along x ov , X Oyγ , 
There are a positive constant τ and a δtaxzλ-neighborhood 9ί 0 of α? Oy , λ Oy such that for every y in ®*, (6, ί, a?, *, z, λ) in 3ΐ 0 and (b, t, x, x, z) (δ, t, x, x, 35, z, y 
where E f (b, t, x, i, 2, ^, 2/, λ) = f(b, t, x, 35, z, y, λ) -f(b, t, x, x, z, y, λ) -(35* -&*)f-9 i (b, t, x, x, z, y, λ) and
where θ is the angle between the vectors 1,35 and 1, *. It is not difficult to verify that (2.4) implies (2.5) Legendre condition (strengthened form):
For any y in ®* and Π φ 0, we have along By Theorem 11.1 in Hestenes [2] there is also a positive constant C* such that for all admissible variations 7 and y in ®*,
Let x: b, x(t), z be a ^-admissible arc and let x z : b z , x z (f), z be the associated terminally admissible ^-extremal satisfying the transversality condition. Its existence follows from Theorem 2.1, and its continuity and differentiability properties are given in Theorem 5.1. Define
Thus by the Weierstrass condition 5ft, there exists another positive constant τ such that
satisfies the same hypotheses as G(x y ). We apply Theorem 2.1 or 2.2 to (3.3) and obtain Theorem 3.1.
THEOREM 3.1 There is a positive constant τ such that the sufficiency theorem holds with the inequality G(x v ) > G{x zy ) replaced by G(x y ) > G(x zy ) + τSt(x, x t ) .
Now consider the space 33 of admissible variations to be a collection of arcs and the collection SI of admissible arcs to be a metric space with the metric for x: b, x(t), z and x*: b*, x*(t), z* in 21 defined by
The pair 0, x 0 plays the role of x 0 . In other words the collection of admissible arcs is the space 33 of admissible variations with parameters from 2ί and metric given by (3.4) . Given an admissible arc x in Sί and y in ®*, let Gy X (y) be the second variation of G(x y ) along x. We verify from (3.2) 
This corollary is proved by showing that the original assumption on the second variation holds. Let y q , 7 q : β q , η q (t) be a minimizing sequence for G'y{Ί) over the Cartesian product of ®* and the unit sphere of S3. The sequence y q y q : β q , η q (t) may be selected so that y q converges to y Q in ®* and j q : β q , η q (t) converges weakly to λ 0 : β 0 , τj Q (t) in S3. If τ 0 = 0, the strong Legendre condition implies that there is a positive constant τ such that
If 7o Φ 0, the Legendre condition implies
Thus 2/0, % is a minimum which satisfies the Euler equations (integral form)
The implicit function theorem and the strong Legendre condition imply that ηi(t) has ft -1 continuous derivatives. The proof now follows from (3.5) and (3.6).
4* The Weierstrass condition %l. One object of this section is to analyze the Weierstrass condition 9ί to the point where it may be used to ensure the proper convergence for the sequences of arcs which are used in § 7. The other is to prove a theorem which permits the parametric theory to be derived from the results here given in the manner of Hestenes [8] , 86-87. This latter theorem is the analogue of Theorem 4.1 in the parametric case.
In the nonparametric case the role of the Weierstrass .E-function
of the arc length integrand minus one
is essential. One also finds the formulas
J where Π = x -x, w{θ) = i + 0/7, 0(0) is the angle between 77 and w(θ) and j£ x (ά, έ) = Lβ) (l -cos 5) where θ is the angle between the vectors 1, x and 1, x to be useful. In the parametric case the analogue of L(x) is |cc|. Let x: b, x(t), z and x: ί>, x(t), z be admissible arcs and y be an arbitrary element in ®*. If it is necessary to extend x(t) so that x(t) and 2c(ί) have a common domain T f ^ t ^ T", we do so by keeping x(t) continuous and requiring that x(t) = x(t) on the new domain. Using this extension, we make the following definitions, which also occur later: 
for all y in 3)*.
We begin the proof by observing that the Weierstrass condition ϋJi implies that there are a 6£ίz-neighborhood % of x 0 , a btxxz-neighborhood 9ί 0 of flc 0 , and a positive constant τ such that a? in Qf n St and S5 in 3ϊ 0 ΓΊ 2C imply for any y in 2D*, (4.1) .BJία?, 2) ^ 2τEϊ(x, x) .
Given a positive constant ε, diminish % and 3t 0 so that when 6, b Gproj ι(% U 9Ϊ O ) = the projection of g U 9ΐ 0 into 6-space. Suppose we have shown that % and % may be diminished if necessary so that for δ = min((l/2)ετ, τ), α? in g Π St, « in 3ΐ 0 Π Sί, and y in 2)*,
By (4.1) and (4.2) we have for x in g Π St, 2 in 3ΐ 0 Π 2t, and y in ®*,
This implies
We now prove (4.2). We first note that a btx^-neighborhood g of #o and a &^#2-neighborhood 3ΐ 0 of x 0 may be diminished so that for x in %, x in 3ΐ 0 , and y in 3)*, we may again diminish g and 9ΐo so that for x in g, α in 9ΐ o » and E£(u,v) = \v\[l -cos^] where θ is the angle between v and u, which are useful in the proof of Theorem 4.2. It is convenient to fix the parameterization of the admissible arcs x: δ, x(t), z so that
^ t ^ 1 and | x(t) \ = length of x(t) .
This is the parameterization which is referred to when a δ££2-neighborhood of x 0 is specified. Invariance of the functionals under reparameterization implies some well-known identities. For their description we refer the reader to Hestenes [3] , 78-82.
Let Xo 1 and XI be the end points of the admissible arc x 0 : δ 0 , #o(ί), ^o We assume that 0 < N = n -R and that
In the applications this corresponds to the assumption of distinct end conditions. Similarly the nonintersection hypothesis of the applica- The Weierstrass condition 31 (See (4.6).) and our choice of parametrization imply that given ε x > 0, the neighborhoods g an d 3ϊo may be diminished so that there is a positive constant C such that for x in g Π St, x in 3ΐ 0 Π SI, and y in 2)*,
Furthermore the constant C may be taken independent of sufficiently small e ly g, 3ΐ o > as we now agree to do. Let τ be the positive constant occuring in the statement of the Weierstrass condition % and let ε 2 be a positive constant such that ε 2 C < (l/2)ε. We choose the neighborhoods g and 9ΐ 0 so small that (4.8) holds with e, -(l/2)ε. Diminish the neighborhoods % and % if necessary so that (4.7) holds with ε* = min ((l/2)τ, (l/4)τε 2 ). Suppose that Ei(x, x) < ε 2 . By (4.8) one has^ e ί + e 2 C < ε .
On the other hand, suppose Ei(x f x) ^ ε 2 . By (4.7) and the parametric Weierstrass condition 9i one has
With this in mind, we complete the proof by proving (4.7). Let a positive constant ε* be given. Fix y 0 in 3)*. By the compactness of S* it suffices to prove (4.7) for a neighborhood 9ΐ* of y 0 . Let ε, and C be positive constants such that (4.8) holds with neighborhoods g and 3ΐ o We may diminish these neighborhoods if necessary so that there are continuous functions C^δ, x) such that:
For a in g n St, 2 in % Π 51, and y in 9ί*, This proves (4.7) and hence the theorem. 5* The extremal family* Given an arc x 0 satisfying certain hypotheses, the purpose of this section is to prove the existence of a suitable family of nearby extremals. The sufficiency theorem shows these arcs to be solutions of a family of perturbed problems. The special properties and uniform nature of these solutions are essential to the proofs in § 8. We require an implicit function theorem in a slightly more general context than is usually necessary. The proof (given in the author's dissertation [14] , Theorem 1-5.1) is a consequence of standard techniques. , n defined on B and such that (z, x, u(z, x) ) is in 3t for all (z, x) e $. Let f, (z, x, u) 
(z): b{z\ x(t, z), z of smooth, nonsingular terminally admissible z-extremals satisfying the transversality condition and containing x Q at z = z 0 . There are positive constants d and d* such that b(z), x(t, z), and x(t, z) are continuous in all their arguments and such that (5.1) satisfies the Euler equations for T'φo, z 0 ) -d^t£ T 2
(b Q , z 0 ) + δ, d(z, z 0 ) < δ* and y in ®*. In order to prove this theorem, we introduce the cannonical variables btxpzyX instead of btxxzyX by setting (5.2) Pi = f x iψ, t, x, *, z, y, λ) .
Since x 0 is nonsingular and has no corners, the implicit function theorem implies that (5.2) has a solution
on a &tapzi/λ-neighborhood of the elements btxpzyX along x Oy . Furthermore P = (P 1 , P 2 , , P n ) is continuously differentiate in its Euclidean arguments and is unique in the sense described in the implicit function theorem. Now define (&, ί, x, P, z, y, X) and note that the Euler equations are equivalent to the Hamiltonian equations x* = H p i (b, t, x, P, z, y, X) and
The proof of the embedding theorem for differential equations given in the appendix of Hestenes [3] uses only the fact that the parameter is in a metric space. We may consequently apply this theorem to obtain for β = (β lf β 2 Since not all of the a σ , c k , and d h are zero, some of the c k must not be zero. This contradicts the selection of the family x (t,b, β, z,y,X), x(t, b, β, z, y, λ) to have a nonsingular matrix of partial derivatives with respect to the β-variables along x Qy , y in ®*. Consequently, 7 cannot be zero.
Since 7 is not zero, (5.10) is a contradiction to the assumption that the matrix (5.4) is singular at x Oy for all-in ®*. This proves the theorem.
The exact statement of the uniqueness of the family x(z) of extremals is given here as a corollary. This result holds because the family x(z) was obtained by an application of the implicit function theorem and the embedding theorem for differential equations. COROLLARY 
The family x(z): b(z), x(t, z), z is unique in the sense that there is a positive constant ε such that if x: b, x(t), z satisfies the transversality condition and Euler equations and
This next corollary is proved by checking that the required continuity and differentiability is present at each step of the preceding theorem. Similarly it is easy to check that Corollary 5.3 below holds in the case where T 1 < T 2 are constants and no assumption is made concerning partial derivatives with respect to t. 6* An admissible variation* The existence of a suitable admissible variation is fundamental to the indirect method. In this section we obtain such a variation.
Let x g : b q , x q (t), z q and x Og : b Oq , x Og (t), z q be sequences of admissible arcs. Suppose there is a positive constant δ such that x Q (t) and x Oq (t) have two continuous derivatives on
We also assume that
uniformly in T ^ t ^ T" and that
By (6.1), (6.2), and the admissible end conditions at T x (δ, z), the sequence of functions x q (t) converges uniformly to x Q (t), T f ^ t <^ T". We are motivated by the method of Hestenes [3] , 152-159. We consider a vector like b q -b Oq as an w-vector by adding zero components if necessary.
Thus we may define A* = wrw, -bt,)
Because we are dealing with
T'
the parametric form of the accessory minimum problem, we define for 7: β, η{t) in SB,
which differs from the analogous equation on p. 152 of Hestenes [3] The changes in the statements of the results and the proofs are obvious. Thus we may read off Lemmas 6.1 and 6.2 below from pp. 154, 156, 158 of Hestenes [3] . Some of the limits in Lemmas 6.1 and 6.2 may hold only in subsequence, which for convenience we again denote by the original sequence.
: is an admissible variation.
7* The proof of Theorem 2Λ. In order to prove this theorem, we first observe that there is a unique family of extremals having the properties described in Theorem 5.1. This means that given a positive constant ε, there is a positive constant δ such that for every z with d(z, z 0 ) < δ, there is a terminally admissible z-extremal x z : b z , x z (t), z of the above family with p(x z , z 0 ) < ε. The proof is by contradiction. Consequently suppose the theorem is false. This means that there is a sequence z q tending to z 0 for which there are ^-admissible arcs x q : b q , x q (t), z q and terminally admissible ^-extremals x Qq : b Qq , x Oq (t), z q such that for every y in 5)*, 
(t) = x Oq (t).
Our proof uses the following three lemmas, which are proved in Section 8. This lemma permits us to replace x q and x Oq by the convergent subsequences which were described in § 6 and which we again denote by 
J3K
By our convention in extending the domain of x q to T" ^ t ^ T", η q is constant on that portion of T f ^t ^ T" to which x q has been extended. Thus the almost uniform convergence of x q to x 0 on T' ^t<L T", (7.4), and the Weierstrass condition 3i prove (7.3).
By combining (7.2) and (7.3) we show that and in the second case, we have the convexity assumption occurring in the statement of the sufficiency theorem.
To prove the first case, we define x q : b q , x q (t), z q by setting x*(t) equal to x q (t) on T q ^ t <; T$, by requiring x q (t) to be continuous, and by requiring x q (t) = x Q (t) on the remainder of T' ^ t ^ T". This means In the second case, the convexity assumption implies for all y in It suffices to prove the first limit since the second follows from it by the usual product of limits theorem. Given y in 2)*, we set where r is a positive constant. The proof is now completed with (8.6) and (8.9).
