Abstract. In this paper we give an interpretation of the invariants λa,i(A) introduced by Lyubeznik in [Lyu93] for a reasonably general class of singularities. In positive characteristic it is the newly introduced class of close to F -rational varieties and the invariants are described in terms ofétale cohomology with Z/pZ-coefficients. This result presents the first application of Emerton and Kisin's Riemann-Hilbert type correspondence to local algebra. In fact our proof works in characteristic zero as well so that we obtain generalizations of results on these invariants which were previously obtained for isolated singularities by analytic techniques.
Introduction
Let (R, m) be a regular local ring of dimension n and let A = R/I be a quotient of R. In [Lyu93] Lyubeznik introduces new invariants λ a,i (A) (defined as the ath Bass number of H n−i I (R)) and shows that if A contains a field, these are independent of the presentation of A as a quotient of a regular local ring. One can verify that where the multiplicity e( ) can be described as follows: The main results of [Lyu93, HS93] state that the module H a m (H n−i I (R)) is injective. As it is supported at the maximal ideal it is isomorphic to a finite direct sum of e copies of the injective hull E R/m ∼ = H n m (R) of the residue field of R. This integer e is the multiplicity.
Our main result is the following description of these invariants in the case that A has reasonable singularities. The notion close to F -rational will be introduced and briefly discussed in Section 4. The name is chosen to indicate that F -rational varieties are close to F -rational and thus so are smooth varieties. In particular, the theorem applies in the case that Y has an isolated singularity at x. A key ingredient in our proof is that a close to F -rational variety Y ⊆ X (X smooth) has the property that RΓ [Y ] (O X ) is isomorphic to L(Y, X)[d − n], the intersection homology module (cf. Section 2).
The isolated singular case was motivated by the main result in [GLS98] where García Lpez and Sabbah prove a topological description of the invariants λ a,i (A) in the case that A is the local ring of an isolated complex singularity.
2 Our methods lead to a generalization of their result, replacing the assumption of isolated singularity with the significantly weaker requirement that (Y − {x}) is an intersection cohomology manifold, i.e.
1 As was pointed out by Brian Conrad there is a problem (proof of Lemma 2.7) with our argument (in characteristic p > 0) if k is not separably closed. So "k separably closed" has to be added as an assumption in the theorem -to be safe as an assumption throughout the paper.
However, in general one can reduce to this case. For k ′ the separable closure of k one checks that λa,i(A) = λa,i(A ⊗ k k ′ ) as follows: Since tensoring with k ′ over k (which we shall denote by ( ) ′ ) is faithfully flat, we have
and E R/m ∼ = E R ′ /m ′ (using that E R/m ∼ = H n m (R)) which implies the claimed equality. Hence, in general, one is still able to reduce to the case proven by our main theorem.
2 To be precise, they state part (2) in its Poincaré dual form (λ a,d = dim C H d+a (Y, C) for 2 ≤ a ≤ d), see in Remark 2.2 why this is the case and also why we prefer our version.
3 This notion was recently introduced by Massey [Mas] and via the Riemann-Hilbert correspondence it is clearly the condition corresponding to
In the isolated singular case, statement (1) was already pointed out in [Lyu93] to follow from a result of Ogus [Ogu73, Theorem 2.3]. Observing the proof in [GLS98] we first note that part (3) is independent of the characteristic whereas the other parts distinctively use characteristic zero.
In order to obtain the full analog of Theorem 1.2 in positive characteristic we have to work somewhat harder. The proof given in [GLS98] is our point of departure. They use the Riemann-Hilbert correspondence and duality for holonomic D-modules. Our idea is to replace the Riemann-Hilbert correspondence (i.e. de Rham theory) with the correspondence recently introduced by Emerton and Kisin [EK04] (i.e. Artin-Schreier theory). The main obstacle is that the categories involved in the Emerton-Kisin correspondence do not have a duality, which was an essential part in the proof of García Lpez and Sabbah. Thus our first task is to give a new proof of Theorem 1.2 which as its main feature avoids the use of duality. In this proof we also show explicitly that part (1) and (2) are equivalent once part (3) is established.
In Section 3 we briefly recall the setup for the Emerton-Kisin correspondence and show that this allows us to carry our new characteristic zero proof over to positive characteristic. Thus we obtain Theorem 1.1 postponing the introduction and investigation of close to F -rational singularities to the last section.
2. Duality free proof in characteristic zero.
2.1.
A spectral sequence computation. We start with explaining that a vanishing condition (slightly weaker than the one in part (3) of Theorem 1.2) for the λ a,i (A) implies part (3) and also that part (1) and (2) are equivalent. This is done via a not so difficult spectral sequence argument. The condition we impose is that
for all pairs (a, i) with a > 1 and i = d. This is, for example, satisfied if Y a complete intersection at x. We will then show that (2.1) implies that
and that all other λ a,i are zero. This clearly suffices to support all our claims. Now consider the spectral sequence
Since λ a,i = e(E a,n−i 2 ) the vanishing assumption (2.1) yields that the only possibly nonzero entries of the E 2 sheet of this spectral sequence are the where the only nonzero arrow is the one indicated which yields an isomorphism
In the case r = d this only nonzero arrow fits in a short exact sequence
(O X ) − → 0 the right map being the edge map of the spectral sequence.
4 All these claims simply follow from the observation that in the limit of the spectral sequence the only surviving term is H n [x] (O X ) and the fact that each sheet has only one nonzero arrow. For r < d the bottom left terms (the ones below the nonzero arrow) must vanish since they do not contribute to the limit (the only term that does is E d,n−d ) and since there are no nonzero arrows arriving at or departing from any of them in the rth or any higher sheet. Similarly 2 ) is the only one that can contribute to the abutment term, thus has to surject onto it.
the only nonzero arrow must be an isomorphism since otherwise there would be a surviving term in the next sheet which is impossible as we just argued. Rephrasing these observations in terms of the λ a,i (A) we obtain from (2.2)
where we used in the latter that e( ) is additive on short exact sequences and that e(H n [x] (O X )) = 1. That all other λ a,i vanish follows already form the shape of the E 2 -sheet.
Remark 2.1. The vanishing condition (2.1) is satisfied precisely when
is supported at the point x for j = n − d. This, in turn, clearly holds whenever Y has an isolated singularity at x and is smooth otherwise.
Remark 2.2. In [GLS98] García Lpez and Sabbah prove the Poincaré dual statement of part (2), namely that
The reason for this lies in their computation of λ a,d (A) which uses duality for holonomic D-modules which under Riemann-Hilbert corresponds to Poincaré duality, in that special case. Thus they obtain the equivalence of part (1) and part (2) as a consequence of Poincaré duality. Our observation though shows that this equivalence follows from the structure of the invariants λ a,i and the use of Poincaré duality can be avoided.
2.2. Preparatory lemmata and proof of Theorem 1.2. We start with some (probably well known) facts which will naturally lead to the proof of Theorem 1.2. Lemma 2.3. Let X be a smooth C-variety of dimension n and let k : x ֒→ X be the inclusion of a point. Let M be a holonomic D X -module, then
Proof. By definition of the symbols involved ( p H denotes perverse cohomology, Sol( )
1]) and uses Poincaré duality for the link L (Y,x) of the singularity (Y, x). The link is a real orientable compact manifold of dimension 2d − 1. We have, locally analytically around
At the same time
the claim follows.
One has that Sol
where the isomorphism holds since k ! is t-exact by [KW01, Lemma III.4.1].
After pullback along k we are on the point x on which perverse cohomology is the same as ordinary cohomology. Thus we may replace p H −a by H −a . Using that k −1 is exact we get
as claimed.
One of our tools is the intersection homology D X -module L(Y, X) of Brylinski and Kashiwara [BK81] . It is the middle extension
Lemma 2.4. Let X be a smooth k-variety of dimension n, let i : Y ֒→ X be a closed subvariety of dimension d and assume that for x ∈ Y one has
Proof. By assumption one has the short exact sequence 6 This follows from the fact that for any closed embedding k : Z − → X and complex of DX -modules M
• one has the triangle Lemma 2.5. Let X be a smooth k-variety of dimension n and let Y ⊆ X be a closed subvariety of dimension d.
where j is the inclusion of (Y − {x}) ֒→ Y .
Proof. Let us fix the notation (X − Sing Y )
Then by definition of middle extension and our assumption one has
Denoting the inclusion (Y − {x}) ֒→ (X − {x}) by i ′ we have (see footnote 5)
. Now finish the proof with the following chain of equalities
the last of which follows from the fact that for a closed immersion i ! ∼ = i ! * and thus the j and i can be exchanged as we have done.
Remark 2.6. Granted, the assumption on L(Y, X) of the preceding two lemmata seems somewhat random. In characteristic zero (say over C) they are equivalent via the Riemann-Hilbert correspondence to (Y − {x}) being an intersection cohomology manifold, see [Mas] . In positive characteristic our notion of close to F -rational of the final section relates it to previous work on singularities, such as tight closure theory and the notion of F -depth as in [HS77] .
Also note that if Y has an isolated singularity at x then the assumptions are (trivially) satisfied since in this case one has L(Y, X)
Proof of Theorem 1.2. By assumption (Y −{x}) is an intersection homology manifold which in particular implies by Remark 2.1 that part (3) holds and part (1) and (2) are equivalent. Thus it is enough to show, say, part (2):
As we pointed out in the introduction the
the injective hull of the residue field at x. By Lemma 2.3 together with
where we recall that k was just the inclusion of x ֒→ X. Therefore λ a,i (A) is just the dimension of the fiber at
. Thus, for a ≥ 2 we can compute
where i is the inclusion Y ֒→ X and j denotes the inclusion (Y − {x}) ⊆ Y . Since j is just the inclusion of the complement of a single point it follows that
by [Bor84, V.2.2 (2)]. By definition of Deligne's truncation τ ≤d−1 one has for a ≥ 1
Applying the following Lemma 2.7 we get for 2 ≤ a ≤ d − 1 that
Lemma 2.7. Let Y be a variety and let x ∈ Y be a closed point and C be a constant sheaf on Y . Then
{x} (Y, C) for i ≥ 1 and (for i = 0) one has the short exact sequence
Proof. For the open inclusion j : (Y − {x}) ֒→ Y consider the triangle
and take its fiber at the point x to obtain the following triangle:
Since H i (C x ) = 0 for i > 0 and H 0 {x} (C) = 0 (since C is a constant sheaf) the long exact sequence of cohomology for this triangle yields
which finishes the proof.
3. The case of positive characteristic.
We very briefly recall the setup of the correspondence of Emerton and Kisin and point out the relevant facts which will make clear that the in characteristic zero also works in positive characteristic.
3.1. Emerton-Kisin correspondence. Let k be a field of positive characteristic p and let X be a smooth k-variety. In [EK04] Emerton and Kisin establish an anti-equivalence (on the level of derived categories) between constructible Z/pZ-sheaves on Xé t on one hand and locally finitely generated unit O F,X -modules on the other. Their construction closely models the Riemann-Hilbert correspondence and underlies the same formalism -except that there is no duality available on either side of the correspondence. This leads to the defect that their anti-equivalence is compatible with only three of Grothendieck's six operations, namely with analogs of f ! , f * (denoted f + in [EK04] ) and L ⊗ O F,X on the O F,X -module side, which correspond to f * , f ! and L ⊗ Z/pZ on the constructibleétale Z/pZ side. We will recall the definition of O F,X -module and point out that the local cohomology modules are locally finitely generated as such, so that the formalism of Emerton-Kisin can be applied to our study of the numbers λ a,i . For a nice introduction see [EK03] ; or [EK04] for the most general theory.
Locally, if X = Spec R, an O X,F -module is nothing but a module M over the non-commutative ring
.
Such R[F ]-module is called finitely generated if it is just that: finitely generated as an R[F ]-module. Thus we have the notion of locally finitely generated for O F,X -modules.
One of the key results of the theory (which was essentially proved by Lyubeznik in [Lyu97] ) is that the category of locally finitely generated unit R[F ]-modules is abelian, and that every such M has finite length in that category [Lyu97, Theorem 3.2].
Example 3.2. Let X = Spec R be affine. Then, abusing the identification of O X -modules and R-modules one can write F * M = R (1) ⊗ R M where R (1) is the R-R-bimodule with the usual left structure and the right structure via the Frobenius map. Thus one sees immediately that the natural map
sending a ⊗ r to ar p is an isomorphism, showing that R is a fg (finitely generated) unit R[F ]-module. Let g ∈ R be an element and consider the localization R g . The natural map
has an inverse given by sending r/t to rt p−1 ⊗ 1/t. R g is generated as an R[F ]-module by 1/g. Thus again R g is a fg unit R[F ]-module. Since local cohomology modules H i I (R) for I an ideal of R can be computed viaČech resolutions, whose entries are localizations of the type R g , the aforementioned result that the category of fg unit R[F ]-modules is abelian implies that local cohomology modules are fg unit. 
The correspondence of Emerton and Kisin is between the derived category of bounded complexes of O F,X modules whose cohomology is locally finitely generated unit,
and the derived category of bounded complexes of Z/pZ sheaves with constructible cohomology on Xé t . Furthermore, they define functors f ! , f + and L ⊗ O F,X . They are not the same as (though closely related to) the functors of Grothendieck-Serre duality.
The canonical t-structure on the left induces via the anti-equivalence an exotic t-structure on D b c (Xé t , Z/pZ), which in turn is just the t-structure for the middle perversity as described by Gabber [Gab00] . Thus one obtains a notion of perverse sheaves and thus of perverse cohomology. 
so that the intermediate extension is compatible with the correspondence [EK03, Section 4.3]. We will only apply this to
as its unique simple submodule. This important special case was already obtained in [Bli04] . The key point in obtaining these results is the aforementioned fact that lfgu O F,X -modules have finite length.
The following proposition lists the properties of the theory which are needed to be able to transfer the proof of Theorem 1.2 to positive characteristic.
Proposition 3.3.
(
where n is the dimension of X.
(2) For a closed immersion of smooth k-schemes k :
Proof. Part (1) is just Example 9.3.1 in [EK04] . For part (2) note that RΓ [Y ] M is defined via the triangle
with j : X − Y − → X denoting the open inclusion. Applying Sol and using the fact that Sol interchanges j + with j ! and j ! with j * by [EK04, Proposition 9.3, Proposition 9.5] we compare with the triangle
to obtain the result. Part (3) can be checked by hand (using Gabbers definition of the tstructure in [Gab00] ), but also follows via the correspondence from the fact that k + is exact by [EK04, Remark 3.4.1].
Proof of Theorem 1.1. The assumption of close to F -rational implies by
is supported in x for i = n − d. Thus the vanishing condition (2.1) is satisfied and therefore (by Section 2.1) part (3) holds and part (1) and (2) are equivalent. Again we prove part (2) to finish the argument. This is done by following the arguments in the preceding section step by step, working on theétale site and replacing C by Z/pZ whenever appropriate. Here are some remarks on this task which finishes the proof.
(1) For Lemma 2.3 one uses that RΓ [x] commutes with Sol in the way claimed. Furthermore we use that k ! is t-exact. This is Proposition 3.3 part (2) and (3). In the case that Y = (f = 0) is a hypersurface his condition is easily phrased: The reduced Bernstein polynomial (that is divide the usual Bernstein polynomial by (x + 1)) of f has no integral root ≤ −1.
