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Abstract. The least square Monte Carlo (LSM) algorithm proposed by Longstaff and Schwartz
[2001] is widely used for pricing American options. The LSM estimator contains undesirable
look-ahead bias, and the conventional technique of removing it necessitates doubling simula-
tions. We present the leave-one-out LSM (LOOLSM) algorithm for efficiently eliminating look-
ahead bias. We validate the method with several option examples, including the multi-asset
cases that the LSM algorithm significantly overvalues. We also obtain the convergence rates of
look-ahead bias by measuring it using the LOOLSM method. The analysis and computational
evidence support our findings.
1. Introduction
1.1. Background. Derivatives with early exercise features are popular, with American- and
Bermudan-style options being the most common types. Nonetheless, the pricing of these options
is a difficult problem in the absence of closed-form solutions, even in the simplest case of
valuing American options on a single asset. Researchers have thus developed various numerical
methods for pricing that largely fall into two categories: the lattice-based and simulation-based
approaches.
In the lattice-based approach, pricing is performed on a dense lattice in the state space
by valuing the options at each point of the lattice using suitable boundary conditions and
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the mathematical relations among neighboring points. Examples include the finite difference
scheme [Brennan and Schwartz, 1977], binomial tree [Cox et al., 1979], and its multidimensional
generalizations [Boyle, 1988, Boyle et al., 1989, He, 1990]. These methods are known to work
well in low-dimensional problems. However, they become impractical in higher-dimensional
settings, mainly because the lattice size grows exponentially as the number of state variables
increases. This phenomenon is commonly referred to as the curse of dimensionality.
In the simulation-based approach, the price is calculated as the average of the option values
over simulated paths, each of which represents a future realization of the state variables with
respect to the risk-neutral measure. While the methods in this category are not challenged by
dimensionality, they entail finding the optimal exercise rules. Several simulation-based methods
propose various approaches for estimating the continuation values as conditional expectations.
Equipped with stopping time rules, they calculate the option price by solving a dynamic pro-
gramming problem whose Bellman equation is essentially the comparison between the continu-
ation values and exercise values.
The randomized tree method [Broadie and Glasserman, 1997] estimates the continuation
value at each node of the tree as the average discounted option values of its children. This
non-parametric approach is of the most generic type, but its use is limited in scope because
the tree size still grows exponentially in the number of exercise times. The stochastic mesh
method [Broadie and Glasserman, 2004] overcomes this issue by using the mesh structure in
which all the states at the next exercise time are the children of any state at the current exercise
time. The conditional expectation is computed as a weighted average of the children, where the
weights are determined by likelihood ratios. Regression-based methods [Carriere, 1996, Tsitsiklis
and Van Roy, 2001, Longstaff and Schwartz, 2001] use regression techniques to estimate the
continuation values from the simulated paths. Those approaches are computationally tractable,
as they are linear not only in the number of simulated paths, but also in the number of exercise
times. Among the regression-based methods, the least square Monte Carlo (LSM) algorithm
proposed by Longstaff and Schwartz [2001] is the most popular for its simplicity and efficiency.
Fu et al. [2001] and Glasserman [2003] provide comprehensive reviews of the implementation
and comparison of simulation-based methods.
The LSM method is essential for pricing callable structured notes whose coupons have com-
plicated dependency on other underlying assets such as equity prices, foreign exchange rates,
and benchmark interest swap rates. The financial institutions that issue notes are the effective
buyers of the Bermudan option to redeem notes early. On the contrary, investors, be it indi-
vidual or institutional, are the effective sellers of the option. They receive the premium in the
form of an enhanced yield compared with that of non-callable notes with the same structure.
Because a multi-factor model is required for the underlying assets as well as the yield curve
term structure, the use of Monte Carlo simulation along with the LSM method is inevitable
for pricing and risk-managing such notes. Like many previous studies of this topic [Kolodko
and Schoenmakers, 2006, Beveridge et al., 2013], this study is motivated and developed in the
context of callable structured notes.
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1.2. Biases in the LSM Method. In simulation-based methods including the LSM method,
there are two main sources of bias, which run in opposite directions. Low-side bias is related
to suboptimal exercise decisions owing to various approximations adopted in the method. In
the LSM method, for example, finite basis functions cannot fully represent the conditional
payoff function. The resulting exercise policy deviates from the most optimal one and therefore
leads to a lower option price. For this reason, it is also called suboptimal bias. High-side bias
comes from using one simulation set for both the exercise decision and the payoff valuation. As
explained by Broadie and Glasserman [1997], this practice creates a fictitious positive correlation
between exercise decisions and future payoffs; the algorithm is more likely to continue (exercise)
precisely when the future payoff in the simulation is higher (lower). For this reason, it is
called look-ahead or foresight bias. The LSM estimator has both low- and high-side biases;
hence, Glasserman [2003] calls it an interleaving estimator. Other simulation estimators in the
literature are typically either low-biased or high-biased. For example, Broadie and Glasserman
[1997] carefully construct both low- and high-biased estimators to form a confidence interval for
the true option price.
In callable note markets, look-ahead bias is more dangerous than suboptimal bias, and look-
ahead bias being mixed with suboptimal bias is a significant drawback of the LSM estimator.
This is closely related to the fact that buyers (financial institutions) act as market makers and
pricing agents. Because buyers have to risk-manage and optimally exercise the option, they
typically use the LSM method. Sellers (investors) usually hold the note until maturity without
hedging and therefore are less sensitive to accurate valuation. From buyers’ perspective, look-
ahead bias is malicious because it wrongly inflates the option premium they pay. No matter
how well the option is delta-hedged, the option value attributed from look-ahead bias shrinks
to zero when the position is near the maturity or the early exercise because there is no more
future to look into by then. Suboptimal bias, on the contrary, is benign. Although it deflates
the option value, the gain realized through delta-hedging under the suboptimal exercise policy
is just as much as the deflated option value. In short, option buyers get what they pay for. The
only downside of suboptimal bias is for buyers to lose trades to competitors who bid a higher
(more optimal) option premium. Therefore, buyers prefer the low-biased estimator to ensure
that the premium they pay is lower than the true value. However, look-ahead bias mixed in the
LSM method makes a conservative valuation difficult for buyers.
A standard technique for eliminating look-ahead bias is to calculate the exercise decision by
using an additional independent set of Monte Carlo paths, thereby eliminating the correlation
between the exercise decision and simulated payoff. While this two-pass approach removes look-
ahead bias, it comes at the cost of doubling the computational cost, which is already heavy
because the simulation of stochastic processes frequently requires the time-discretized Euler
scheme. The design of the LSM estimator to include the biases in both directions primarily
aims to retain computational efficiency rather than raise accuracy by letting these two biases
partially offset. Moreover, Longstaff and Schwartz [2001] claim that the look-ahead bias of the
LSM estimator is negligible by presenting a single-asset put option case tested with the two-pass
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simulation as supporting evidence. In this regard, the LSM estimator has been considered to
be low-biased.
However, concerns about the validity of this assumption remain. Although look-ahead bias
is small in ideal settings, it may not generalize to broader cases in practice. Carriere [1996]
reports that when the simulation size is small, look-ahead bias is statistically significant in
the estimator predating, but similar to, the LSM estimator. Fries [2005] remarks the same for
the LSM estimator and conjectures that such bias can be greater in high-dimensional mod-
els without evidence. Indeed, practitioners in the structured notes market observe that when
they include higher-order regression variables to better capture the exercise boundary (i.e., re-
duce suboptimal bias), look-ahead bias also increases. The tendency is more pronounced in
multi-asset or multi-factor settings. Given the desire to keep the one-pass LSM implementa-
tion for computational efficiency, they are reluctant to include higher-order terms in the LSM
regression in fear of overpricing. It is possible to check the validity of the LSM price against
several methods to estimate both the lower and the upper bounds of American options based
on policy iteration [Kolodko and Schoenmakers, 2006, Beveridge et al., 2013] and duality repre-
sentation [Haugh and Kogan, 2004, Andersen and Broadie, 2004], respectively. However, their
computational cost is too heavy to be used in day-to-day pricing and risk management, as
nested simulations are required. Therefore, it is of significant practical importance to under-
stand the magnitude of look-ahead bias in the LSM estimator and develop an efficient algorithm
for removing it.
1.3. Contribution of this Study. In this study, we present an efficient approach for removing
look-ahead bias, motivated by the cross-validation practice in statistical learning. Standard
practice is to separate the datasets for training and testing to avoid overfitting. In this context
of statistical learning, look-ahead bias is an overfitting caused by using the same dataset for
both training (i.e., the estimation of the exercise policy) and testing (i.e., the valuation of the
options). Similarly, using an independent simulation set for the exercise policy corresponds to
the hold-out method, one of the simplest cross-validation techniques.
Among advanced cross-validation techniques, we recognize that leave-one-out cross-validation
(LOOCV) fits with the LSM method. When making a prediction for a sample, LOOCV trains
the model with all samples except the one, thereby separating the dataset for testing in the most
minimal way. In linear regression, the corrections from the full regression on all samples can be
computed altogether with a simple linear algebra operation. Therefore, our new leave-one-out
LSM (LOOLSM) algorithm eliminates look-ahead bias from the LSM method without incurring
an extra computational cost. The LOOLSM method can thus be understood as an extension
of the low-biased estimator of Broadie and Glasserman [1997] in the sense that self-exclusion is
conducted on all simulation paths rather than on each state separately. By using the LOOLSM
method, practitioners can therefore reliably obtain the low-biased price—even with higher-order
regression basis functions.
Furthermore, this study contributes to the line of research dealing with the convergence of
the LSM algorithm, which is a problem of fundamental importance given the popularity of the
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method. Several authors theoretically analyze the convergence of the LSM method; Cle´ment
et al. [2002] prove the convergence of the LSM price for a fixed set of regressors based on
the central limit theorem. Stentoft [2004] analyzes the convergence rate of the continuation
value function when the number of regressors M also goes to infinity. Glasserman and Yu
[2004] discuss how quickly the simulation size N has to grow relative to M to achieve uniform
convergence. Zanger [2018] estimates the stochastic component of the error for a general class
of approximation architecture.
Previous studies focus primarily on the convergence of the continuation value functions in the
L2-space. By construction, they do not analyze the convergence rate of look-ahead bias specific
to the LSM method, in which the estimated continuation value functions are evaluated for the
training samples. We bridge this research gap. In particular, we formulate look-ahead bias
as the difference between the LSM and LOOLSM prices, with which we theoretically analyze
its convergence rate and derive the upper bounds in Theorem 1. Empirically, the formulation
provides a way to measure look-ahead bias that is more robust to Monte Carlo noise. We
conduct numerical studies for options whose true prices are known and obtain results consistent
with our theoretical findings.
To the best knowledge of the authors, previous works estimating look-ahead bias, theoretically
or empirically, are scarce and those correcting such bias are rare. Carriere [1996] predicts that
the high-side bias of the estimator asymptotically scales to 1/N + O(1/N2). Our analysis and
simulation results not only reaffirm this observation, but also show that any realistic look-ahead
bias decays at the rate of M/N at least. Fries [2005, 2008] formulates look-ahead bias as the
price of the option on the Monte Carlo error and derives the analytic correction terms from
the Gaussian error assumption. Compared with these studies, our LOOLSM method does not
depend on any model assumption and more accurately targets look-ahead bias in the LSM
setting, as we explain in § 2.1 and Appendix B.
Beyond the American option pricing, our new method can be applied to various stochastic
control problems in finance where least squares regression is used to approximate the optimal
strategy. For examples, see Huang and Kwok [2016] for variable annuities, Nadarajah et al.
[2017] for energy real options, and Bacinello et al. [2010] for life insurance contracts.
The rest of the paper is organized as follows. In § 2, we describe the LSM pricing framework
and introduce the LOOLSM algorithm. In § 3, we analyze the convergence rate of look-ahead
bias in the LSM method. In § 4, the numerical results are presented. Finally, § 5 concludes.
2. Method
In this section, we briefly review American option pricing primarily to develop our method
later. For a detailed review, see Glasserman [2003]. We first introduce the conventions and
notations used in the rest of the paper:
• The option can be exercised at a discrete time set {0 = t0 < t1 < · · · < tI = T}. It is
customary to assume that the present time t0 = 0 is not an exercise time.
6 WOO, LIU, AND CHOI
• S(t) = (S1(t), · · · , SJ(t)) denotes the Markovian state vector at time t. The value at ti
is denoted by S[i].
• Z [i](S) denotes the option payout at ti in state S. It is discounted to the present time
t0 = 0. For example, Z
[i](S) = e−r ti max(S[i]1 −K, 0) for a single-stock call option struck
at K when the risk-free rate is constant as r.
• V [i](S) and C [i](S) denote the discounted option values at ti in state S given the option
was not exercised up to (and including) ti−1 and ti, respectively. In the literature,
C [i](S) is commonly referred to as the continuation value.
The exercise time index [i] or the time dependency (t) may be omitted when it is clear from
the context.
The valuation of options with early exercise features can be formulated as a maximization
problem of the expected future payoffs over all possible choices of discrete stopping times taking
values in {1, · · · , I}:
V [0](S) = max
τ∈T
E[Z [τ ](S[τ ]) |S[0] = S]. (1)
It can be alternatively formulated as a dynamic programming problem using the continuation
value. Since C [i](S) and V [i+1](S) are related by
C [i](S) = E[V [i+1](S[i+1]) | S[i] = S] for 0 ≤ i < I,
the option value at ti is calculated by backward induction,
V [i](S) = max(C [i](S), Z [i](S)). (2)
This effectively means that the option is continued at ti if C
[i](S) ≥ Z [i](S) and exercised
otherwise. For consistency, we assume Z [0](S) = C [I](S) = −∞ to ensure that V [0](S) = C [0](S)
(i.e., must continue at t0 = 0) and V
[I](S) = Z [I](S) (i.e., must exercise at tI = T if not before).
Therefore, the optimal stopping time τ is expressed in terms of C [i](S) and Z [i](S) as
τ = inf{0 < i ≤ I : C [i](S[i]) < Z [i](S[i])}.
To see how the pricing works in the simulation setting, we further introduce the following
conventions and notations:
• We generate N simulation paths of S[i] (1 ≤ i ≤ I) with the initial value S[0]. The n-th
simulation value of S[i] is denoted by S
[i]
n .
• X [i](S) = (1, f1(S), · · · , fM−1(S)) denotes the set of M basis functions of state S at
time ti.
• The N by M matrix X [i] is the simulation result of X [i](S). The n-th row of X [i],
denoted by x
[i]
n , corresponds to X [i](S
[i]
n ).
• The vectors C [i] and Z [i] are the length-N column vectors consisting of the simulation
results of C [i](S) and Z [i](S), respectively.
• The vector V [i] is the length-N column vector consisting of the option payout at the
stopping time along the simulated paths, conditional on that the option was not exercised
before ti, i.e. i ≤ τ ≤ I.
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• The subscript n is consistently used to denote the value for the n-th path. For example,
C
[i]
n , Z
[i]
n , and V
[i]
n are the n-th elements of C
[i], Z [i], and V [i], respectively.
• The M − 1 by M − 1 matrix Σ[i] is the sample covariance matrix of X [i] excluding the
intercept.
Suppose that Cˆ [i](S) is an estimate of the continuation value function and C [i] is the corre-
sponding simulation values. Following the stopping time formulation (1), V [i] is computed as a
path-wise backward induction step: V
[I]
n = Z
[I]
n and
V [i]n =
Z
[i]
n if Z
[i]
n > C
[i]
n
V
[i+1]
n if Z
[i]
n ≤ C [i]n
= I[C [i]n ≥ Z [i]n ] · (V [i+1]n − Z [i]n ) + Z [i]n for 0 ≤ i < I, (3)
where I[·] is the indicator function having a value of 1 if the condition is satisfied and 0 otherwise.
In the final step of the backward induction, the option price estimate at t = 0 is calculated as
the average option value over the simulated paths:
Vˆ [0](S) =
1
N
N∑
n=1
V [0]n . (4)
The estimations Cˆ [i](S) and Vˆ [0](S), as opposed to the true value functions C [i](S) and V [0](S),
depend on the method used to estimate Cˆ(S) (e.g., choice of basis functions) as well as the
simulation set.
The backward induction approach in (3) is adopted by many authors, notably Tilley [1993],
Carriere [1996], Longstaff and Schwartz [2001]. An alternative formulation is based on (2)
V ′[i]n = max(C
[i]
n , Z
[i]
n ) = I[C
[i]
n ≥ Z [i]n ] · (C [i]n − Z [i]n ) + Z [i]n . (5)
It is also used extensively by, for instance, Carriere [1996], Tsitsiklis and Van Roy [2001]. How-
ever, the high bias of the latter approach is significantly higher than that of the former [Carriere,
1996, Longstaff and Schwartz, 2001].
2.1. The LSM Algorithm. The main difficulty in pricing Bermudan options with simulation
methods lies in obtaining Cˆ [i](S) (henceforth C [i]) from the simulated paths. This is primarily
because the Monte Carlo path generation goes forward in time, whereas the dynamic program-
ming for pricing works backward in time by construction. Longstaff and Schwartz [2001] obtain
C [i] as the least squares regression of the next path-wise option values, V [i+1], on the current
state, X [i]. Therefore, C [i] = X [i]β[i], where β[i] is the length-M column vector of the regression
coefficients. Omitting the exercise time superscripts [i] and [i + 1] for notational simplicity, C
and β are given as
C = Xβ = HV where β = (X>X)−1X>V , H = X(X>X)−1X>,
where H is the hat matrix. Note that H depends on the current state, X, not on the future
information, V . Using (3), we inductively run the regression for i = I−1, · · · , 1 until we obtain
the option price.
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There are two points of consideration regarding the implementation of the LSM regression.
First, we always include the payout function as a regressor, i.e., f1(S) = Z
[i](S), for our im-
plementation in § 4. In an alternative LSM implementation, the regression is applied to the
continuation premium (or penalty), V [i+1] − Z [i], instead of the continuation value, V [i+1].
Then, it is used to estimate C [i] − Z [i]. While it is difficult to judge which approach is supe-
rior, the two approaches become identical when Z [i] is included as a regression basis function.
Additionally, the payout function is an important indicator improving the optimality of the ex-
ercise decision as tested by Glasserman [2003]. Second, Longstaff and Schwartz [2001] originally
suggest running the regressions with the in-the-money paths only, i.e., {n : Z [i]n > 0}. Based
on the later observation that such practice can be inferior in some cases [Glasserman, 2003],
we use all simulation paths in this study. To the best of our knowledge, this is also consistent
with industry practices. However, we make one adjustment; when the payout of a claim is
always non-negative as in call and put options, we continue the option when Z
[i]
n = 0 even if
C
[i]
n < Z
[i]
n . For such options, the negative continuation value is an artifact caused by simulation
noise or imperfect basis functions. It is always optimal to continue the option since the path
may become in-the-money later or end up with a zero payout at maturity.
To identify how look-ahead bias arises, we take the expectation of (3) over all the possible
simulation sets of fixed simulation size N , conditional on that S
[i]
n = S. The intermediate option
price V [i](S) is estimated as
Vˆ [i](S) = E[I[C [i]n ≥ Z [i]n ] · (V [i+1]n − Z [i]n ) |S[i]n = S] + Z [i](S).
In the LSM method, C
[i]
n depends on V
[i+1]
n via C
[i] = H [i]V [i+1]. Therefore, look-ahead bias
comes from the covariance between the exercise decision, I[C
[i]
n ≥ Z [i]n ], and the continuation
premium, V
[i+1]
n − Z [i]n , which is the future information of the path:
B[i](S) = Cov
(
I[C [i]n ≥ Z [i]n ], V [i+1]n − Z [i]n
∣∣∣S[i]n = S). (6)
Look-ahead bias is positive because C
[i]
n is always biased toward V
[i+1]
n .
Several comments on look-ahead bias are in order. First, it is removed when an independent
simulation set is used to estimate C [i] because C [i] is no longer correlated with V [i+1]. Second,
if look-ahead bias is removed (i.e., the covariance becomes zero), the remaining estimator is
suboptimal. This can be shown inductively:
Vˆ [i](S) = E[I[C [i]n ≥ Z [i]n ] |S[i]n = S] · E[V [i+1]n − Z [i]n |S[i]n = S] + Z [i](S)
≤ p(S)E[V [i+1](S[i+1]n ) |S[i]n = S] + (1− p(S))Z [i](S)
= p(S)C [i](S) + (1− p(S))Z [i](S)
≤ max(C [i](S), Z [i](S)) = V [i](S).
Here, p(S) = E[I[C [i]n ≥ Z [i]n ] |S[i]n = S] is the exercise probability at state S over all the
possible simulation sets. Third, our look-ahead bias expression is subtly different from that of
Fries [2005, 2008]. He defines it as the value of the option on the Monte Carlo error in the
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Figure 1. Illustration of the look-ahead bias correction via LOOCV. The x-
axis is the current state variable, S
[i]
n , and the y-axis is the continuation premium,
V
[i+1]
n − Z [i]n . There are three simulated paths: 1, 2, and 3. The full regression
(yˆ = 1 + x) under the LSM method indicates that path 2 should be continued
(yˆ2 = 1 > 0). However, this is look-ahead bias influenced by an outlier, path
2 (y2 = 4). Based on the regression without path 2 (yˆ
′ = −23 + 56x) under the
LOOLSM method, it should be exercised (yˆ′2 = −23 < 0).
x = S
[i]
n
y = V
[i+1]
n − Z [i]n
yˆ = 1 + x
yˆ′ = −23 + 56x
Path 1: (−4,−4)
Path 2: (0, 4)
Path 3: (2, 1)
−yˆ2 = 1
−
yˆ′2 = −23
Continue
Exercise
estimation of the continuation values:
B
[i]
Fries(S) = Cov
(
I[C [i]n ≥ Z [i]n ], C [i]n − Z [i]n
∣∣∣S[i]n = S).
We argue that this definition is inconsistent because it is based on the alternative backward
induction (5), even though Fries [2005, 2008] investigates look-ahead bias in the LSM method.
In Appendix B, we discuss the difference in detail.
2.2. The LOOLSM Algorithm. Look-ahead bias in the LSM method is removed simply by
omitting each simulation path from the regression and making the exercise decision on the
path from the self-excluded regression. In the bias formulation (6), the correlation is eliminated
because V
[i+1]
n is excluded from estimating C
[i]
n . Figure 1 illustrates this idea with a toy example
with three simulation paths.
This idea is well known as LOOCV [Hoaglin and Welsch, 1978]. This is a special type
of the k-fold cross-validation method, where k is equal to the number of data points. The
adjusted prediction values can be analytically obtained without running regressions N times.
The prediction value C ′ with the leave-one-out regression is expressed as a correction to C:
C ′ = C − h · e
1N − h for e = V −C, (7)
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where e is the vector of the prediction errors, 1N is the size-N column vector of 1’s, h = (hn)
is the diagonal vector of H, and the arithmetic operations between vectors are done element-
wise. Here, hn measures the self-sensitivity of the prediction Cn on the observation Vn, i.e.,
hn = ∂Cn/∂Vn, and is referred to as the leverage score. This satisfies 0 ≤ hn ≤ 1 and
∑N
n=1 hn =
rank(X) ≤M because H is symmetric and idempotent. Equation (7) is well defined if hn < 1,
or equivalently X>X −x>nxn, is of full rank. The LOOCV correction can be understood more
intuitively using the following equivalent form to (7):
e′ = V −C ′ = e
1N − h ,
which shows that the leave-one-out error is always bigger in magnitude. This is a direct conse-
quence of the full regression overfitting due to the self-influence.
The LOOLSM method we propose is simply the LSM method with one modification: C
[i]
n is
replaced with C
′[i]
n in the backward induction step (3). The whole vector h can be computed
as the row sum of the element-wise multiplication between X and X(X>X)−1, which is a
straightforward calculation from the definition hn = xn(X
>X)−1 x>n . As the transpose of
X(X>X)−1 is already computed for the full regression, LOOLSM can be implemented with
only O(NM) additional operations. This is much more efficient than obtaining h from the full
H matrix.
Suppose that the n-th sample is an outlier whose V
[i+1]
n value is exceptionally bigger than
the exercise value Z
[i]
n . Then, look-ahead bias arises when C
[i]
n ≥ Z [i]n > C ′[i]n . Since C −C ′ =
h · (V −C ′) from (7), it happens in the neighborhood of the exercise boundary:
0 ≤ C [i]n − Z [i]n < hn(V [i+1]n − Z [i]n ). (8)
Since E[hn] = M/N assuming X is of full rank, we can guess that such a probability would
decay at the rate of M/N when approaching zero. Indeed, this turns out to be the case, as
discussed in Section 3.
3. Convergence Rate of Look-ahead Bias
In the rest of this paper, look-ahead bias is measured as the price difference between the LSM
and LOOLSM methods:
Bˆ = Vˆ
[0]
lsm − Vˆ [0]loolsm. (9)
The set of countable basis functions {fm : m = 0, 1, · · · } is fixed in the L2-space. The M basis
functions always mean the first M functions of the set, {f0, · · · , fM−1}. The approximation of
C [i](S) with the M basis functions is denoted by C
[i]
M (S).
We make a couple of technical assumptions, which are common in the literature analyzing the
convergence of the LSM algorithm. First, we only work with realistic payoff functions that grow
moderately and the price of the option is well defined. Although this is a minimal condition
from a practical standpoint, we include it for completeness.
Assumption 1. The payout functions Z [i](S) are continuous and have finite L2-norms.
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The second assumption deals with the complication in pricing that arises when the option
and continuation values can be arbitrarily close to a non-negligible probability. This is what
makes the exercise decision wrong at the limit and the LSM algorithm fails to converge to the
true price [Stentoft, 2004]. Therefore, it is commonly assumed that the continuation value is
different from the exercise value almost surely. We assume this for all M ’s because we are
interested not only in M at the limit, but also in any M ’s for practical purposes.
Assumption 2. Let P
[i]
M (k) be the probability that the absolute continuation premium does not
exceed k, P
[i]
M (k) = P[|C [i]M (S)− Z [i](S)| ≤ k ]. Then, P [i]M (0) = limk→0+ P [i]M (k) = 0.
Now, we state the following theorem as the main result of this section.
Theorem 1. Under Assumptions 1 and 2, the following hold.
(i) Path-wise look-ahead bias Bˆ
[i]
n satisfies Bˆ
[i]
n ∼ Op(M/N).
(ii) For any given  > 0, there exists r > 0 such that expected overall look-ahead bias E[Bˆ]
satisfies E[Bˆ] ≤ + rM/N .
(iii) Bˆ converges to zero in probability.
We prove Theorem 1 in Appendix A. In the proof, two cases are treated separately: (i) the
contributions to the bias near the exercise boundary and from the tails of the asset distributions
can be made arbitrarily small and (ii) the probability of look-ahead bias occurring elsewhere can
be bounded by a constant multiple of leverage h, which has the expected value M/N . Therefore,
any realistic bias is controlled by the latter case, whose expected value decays as M/N at least.
Remark 1. As shown in the proof of Theorem 1(iii), the asymptotic behavior of the bias is
actually dominated by the former case. In fact, we can improve the result to Bˆ ∼ Op((M/N)1/3)
by balancing the aforementioned two cases, when provided with additional technical assumptions
similar to the ones in Cle´ment et al. [2002] and Stentoft [2004]. However, we omit any further
details as the result is of less interest to us from practical point of view.
4. Numerical Results
4.1. Design of Experiments. Three Bermudan option cases are priced to compare the LSM
and LOOLSM methods. We present them in increasing order of the number of underlying
assets: single-stock put options, best-of options on two assets, and basket options on four
assets. Therefore, the number of regressors, M , also increases given the same polynomial orders
to include. In all the examples, the underlying asset prices Sj(t) follow geometric Brownian
motions:
dSj(t)
Sj(t)
= (r − qj)dt+ σj dWj(t),
where r is the risk-free rate, qj is the dividend yield, σj is the volatility, and the Wj(t)’s are
the standard Brownian motions satisfying dWj(t) dWj′(t) = ρjj′ dt (ρjj = 1). The choice of
the geometric Brownian motion for the price dynamics has several advantages and does not
oversimplify the problem. It can be easily implemented because an exact simulation is possible.
More complicated stochastic processes require the Euler scheme, which may exhibit another kind
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of Monte Carlo bias resulting from the time discretization. The geometric Brownian motion is a
standard choice in the literature and we can take advantage of the exact Bermudan option prices
reported previously. To compare these with the true prices, we typically report the price offset
from the exact value and standard deviation from the results of nmc independent simulation
sets:
Price Offset = E[Vˆ [0]]− V [0], Standard Deviation =
√
nmc
nmc − 1
(
E[(Vˆ [0])2]− E[Vˆ [0]]2
)
,
where Vˆ [0] is the price from each simulation and V [0] is the exact option price. We use the
antithetic random variate (N/2 +N/2) to reduce the variance.
For each case, two experiments are run. The first experiment is to ensure that the LOOLSM
method eliminates look-ahead bias in a similar way to the two-pass simulation method. We
run nmc = 100 sets of simulations with N = 40, 000 paths each and use the following three
estimators for comparison:
• LSM: the classical LSM estimator.
• LSM-2: the two-pass LSM estimator. The exercise policy computed from an extra set
of N = 40, 000 paths is applied to the payoff valuation with the original simulation set.
• LOOLSM: the LOOLSM estimator.
Using the same simulation paths for the payoff valuation across the three methods works as
a control variate to reduce the variability of the measured bias (i.e., price difference between
methods). Additionally, we price the corresponding European options using the Monte Carlo
method with the simulation set.
The second experiment is to validate the convergence rate of the bias in Theorem 1. Here,
we run the LSM and LOOLSM methods with varying N and M . We first generate a pool of
1.44 × 106 Monte Carlo paths and split them into nmc = 10, 20, 30, 40, 60, 120, 240, and 720
sets. Therefore, one simulation set comprises N = 1.44× 106/nmc paths and the price offset is
computed from the nmc prices. By varying N among the same path pool, we control the Monte
Carlo variance as much as possible and make the simulation size N the most important factor
to measure look-ahead bias. At the same time, the number of regressors, M , is also varied by
including polynomials of higher terms. In this way, we measure look-ahead bias as a function
of M/N . For the second experiment, we use the European option price as a control variate to
better estimate the prices when nmc is small. The measured look-ahead bias is not affected by
the control variate because the same amount is adjusted for both the LSM and the LOOLSM
prices.
4.2. Case 1: Single-stock Put Option. We start with Bermudan put options on a single
stock:
Z [i](S) = e−rti max(K − S1, 0),
with the parameter set tested in Feng and Lin [2013]:
S1(0) = 100, σ1 = 20%, r = 5%, q1 = 2%, ti =
i
5
, and I = 5 (T = 1).
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The option prices are obtained for the strike prices, K = 80, 90, 100, 110, and 120. We imple-
ment the binomial tree method to calculate exact prices and validate the accuracy by comparing
the price for K = 100 with that in Feng and Lin [2013]. For the regressors, we use the following
set:
X [i](S) = (1, Z [i](S), S1, S
2
1 , · · · ).
We use the first M = 5 functions (up to S31) for the first experiment and M = 4, 8, and 12 for
the second.
Table 1 reports the result of the first experiment. As expected, the LOOLSM method pro-
duces similar results to those of the LSM-2 method. The LSM results are slightly higher than
those of the other two methods, implying that look-ahead bias is small. To show the statistical
significance of the look-ahead bias, Table 2 reports its mean and standard deviation separately.
The bias measured with the LOOLSM method has much less deviation than that measured
with LSM-2 because the LOOLSM method requires no extra random number, whereas LSM-2
needs another independent simulation set.
Figure 2 shows the result of the second experiment. The top plot shows the price offset of
the LSM and LOOLSM methods as a function of M/N for different M values. It demonstrates
how the LSM and LOOLSM prices converge as N is increased for a fixed M . The LSM price
converges from above and the LOOLSM converges from below, indicating that the LOOLSM
price is low-biased compared with the convergent value for a given M . The bottom plot shows
look-ahead bias as a function of M/N . Notably, the data from the three M values form a clear
linear pattern, confirming the convergence rate in Theorem 1. While the figure is for one specific
option (K = 80), other options in the case exhibit the same pattern.
This single-asset case is similar to that in Longstaff and Schwartz [2001] used to demonstrate
that look-ahead bias is negligible. Indeed, our finding is consistent. In light of the convergence
rate analysis, however, the case has the smallest ratio, M/N = 4/105, among the five cases
discussed by Longstaff and Schwartz [2001]. The convergence analysis indicates that the LSM
price may rise above the true price when larger basis sets (e.g., M = 8 and 12) are used—even
with a large simulation size N .
Table 1. Results for the single-stock Bermudan put options in § 4.2. We use
N = 40, 000, M = 5. The “Exact” columns report the true option prices, while
the other columns report the price offset and standard deviation from nmc = 100
simulation results. All values are rounded to three decimal places.
Bermudan European
K Exact LSM LSM-2 LOOLSM Exact MC
80 0.856 -0.002 ± 0.014 -0.003 ± 0.014 -0.003 ± 0.014 0.843 -0.002 ± 0.015
90 2.786 -0.002 ± 0.019 -0.004 ± 0.019 -0.003 ± 0.018 2.714 -0.002 ± 0.024
100 6.585 -0.001 ± 0.020 -0.003 ± 0.020 -0.003 ± 0.020 6.330 -0.000 ± 0.029
110 12.486 -0.009 ± 0.024 -0.011 ± 0.023 -0.012 ± 0.024 11.804 -0.001 ± 0.026
120 20.278 -0.014 ± 0.033 -0.014 ± 0.033 -0.016 ± 0.033 18.839 -0.003 ± 0.018
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Table 2. Results for the first experiment on the single-stock Bermudan put
options in § 4.2. The columns report the difference between the price of each
method and LSM price, and its error estimate. The negative values are because
the high bias is removed. All values are rounded to four decimal places.
K LSM-2 LOOLSM
80 -0.0013 ± 0.0026 -0.0011 ± 0.0005
90 -0.0017 ± 0.0035 -0.0014 ± 0.0007
100 -0.0025 ± 0.0072 -0.0024 ± 0.0014
110 -0.0021 ± 0.0088 -0.0024 ± 0.0011
120 -0.0003 ± 0.0086 -0.0022 ± 0.0013
Figure 2. The price offset (top) and look-ahead bias (bottom) as functions of
M/N for the single-stock put option with K = 80 in § 4.2. At the top, given the
fixed values of M and N , the higher value corresponds to the LSM method and
the lower one to the LOOLSM method.
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4.3. Case 2: Best-of Option on Two Assets. We price best-of (or rainbow) call options on
two assets:
Z [i](S) = e−rti max(max(S1, S2)−K, 0),
with the parameter set tested by Glasserman [2003] and Andersen and Broadie [2004],
K = 100, σj = 20%, r = 5%, qj = 10%, ρj 6=j′ = 0, ti =
i
3
, and I = 9 (T = 3).
The options are priced with three initial asset prices, S1(0) = S2(0) = 90, 100, and 110. We
use the following basis functions (M=11) for the first experiment:
X [i](S) = (1, Z [i](S), S1, S2, S
2
1 , S1S2, S
2
2 , S
3
1 , S
2
1S2, S1S
2
2 , S
3
2).
For the second experiment, M = 4, 7, and 11 are used, which correspond to the terms in-
cluding up to linear, quadratic, and cubic polynomial terms, respectively. We use the exact
Bermudan option prices from Andersen and Broadie [2004] and compute the exact European
option prices from the analytic solutions expressed in terms of the bivariate cumulative normal
distribution [Rubinstein, 1991].
Table 3 and Figure 3 show the results. Look-ahead bias in the LSM method becomes more
pronounced, whereas the LSM price is still lower than the true price, primarily because the
exercise boundary of the best-of option is highly non-linear, as observed by Glasserman [2003].
As seen in Figure 3, suboptimal bias quickly decreases as M is increased. Nevertheless, look-
ahead bias is clearly proportional to M/N regardless of the suboptimality level.
Table 3. Results for the best-of Bermudan call options in § 4.3. We use
N = 40, 000 and M = 11. The “Exact” columns report the true option prices,
while the other columns report the price offset and standard deviation from
nmc = 100 simulation results. All values are rounded to three decimal places.
Bermudan European
Sj(0) Exact LSM LSM-2 LOOLSM Exact MC
90 8.075 -0.020 ± 0.055 -0.036 ± 0.056 -0.035 ± 0.054 6.655 0.011 ± 0.062
100 13.902 -0.036 ± 0.060 -0.052 ± 0.062 -0.054 ± 0.058 11.196 0.011 ± 0.078
110 21.345 -0.040 ± 0.065 -0.062 ± 0.068 -0.059 ± 0.064 16.929 0.013 ± 0.096
4.4. Case 3: Basket Option on Four Assets. Finally, we price Bermudan calls option on
a basket of four stocks:
Z [i](S) = e−rti max
(
S1 + S2 + S3 + S4
4
−K, 0
)
.
with the parameter set tested by Krekel et al. [2004] and Choi [2018] in the context of the
European payoff,
Sj(0) = 100, σj = 40%, r = qj = 0, ρj 6=j′ = 0.5, ti =
i
2
, and I = 10 (T = 5).
The options are priced for a range of strikes, K = 60, 80, 100, 120, and 140. Because the
underlying assets are not paying dividends, it is optimal not to exercise the option until maturity;
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Figure 3. The price offset (top) and look-ahead bias (bottom) as functions of
M/N for the best-of call option with Sj(0) = 100 in § 4.3. At the top, given the
fixed values of M and N , the higher value corresponds to the LSM method and
the lower one to the LOOLSM method.
hence, the European option price is equal to the Bermudan’s. Therefore, we refer to Choi [2018]
for the exact prices. For the regressors, polynomials up to degree 2 (M = 16) are used for the
first experiment:
X [i](S) = (1, Z [i](S), Sj , · · · , S2j , · · · , SjSj′ , · · · ) for 1 ≤ j < j′ ≤ 4,
and the subsets M = 6, 10, and 16 are used for the second experiment.
Table 4 and Figure 4 report the results. In this example, the LSM method noticeably over-
prices the option for all strike prices, whereas the LSM-2 and LOOLSM prices are consistently
low-biased. Unlike the best-of option case, the suboptimal level is unchanged for increasing M
because the payoff function is a linear combination of the asset prices and, therefore, the exercise
boundary is accurately captured by the linear basis functions only (M = 6). The look-ahead
biases for the different M ’s collapse into a function of M/N , although the convergence property
clearly appears when N is very large (see the inset of the bottom plot of Figure 4).
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Table 4. Results for the four-asset basket options in § 4.4. We use N = 40, 000
and M = 16. The “Exact” columns report the true option prices, while the
other columns report the price offset and standard deviation from nmc = 100
simulation results. All values are rounded to three decimal places.
K Exact LSM LSM-2 LOOLSM European
60 47.481 0.233 ± 0.223 -0.205 ± 0.213 -0.209 ± 0.196 0.012 ± 0.309
80 36.352 0.230 ± 0.255 -0.174 ± 0.244 -0.158 ± 0.235 0.012 ± 0.316
100 28.007 0.235 ± 0.237 -0.117 ± 0.238 -0.109 ± 0.231 0.012 ± 0.309
120 21.763 0.226 ± 0.236 -0.084 ± 0.245 -0.080 ± 0.229 0.013 ± 0.293
140 17.066 0.213 ± 0.224 -0.086 ± 0.222 -0.075 ± 0.223 0.015 ± 0.275
Figure 4. The price offset (top) and look-ahead bias (bottom) as functions of
M/N for the four-asset basket option with K = 100 in § 4.4. At the top, given
the fixed values of M and N , the higher value corresponds to the LSM method
and the lower one to the LOOLSM method.
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5. Conclusion
This study shows that, using LOOCV, undesirable look-ahead bias in the LSM method
[Longstaff and Schwartz, 2001] can be eliminated without extra simulations. By using the
LOOLSM method as our measurement tool, we also show that the size of look-ahead bias
is proportional to the regressors-to-simulation paths ratio. Therefore, the LOOLSM method
prevents the significant overvaluation of multi-asset American options, as demonstrated in the
numerical examples.
Appendix A. Proof of Theorem 1
We first state two lemmas before the proof of Theorem 1. The first lemma is concerned with
the inequalities satisfied by the quantities related to the bias.
Lemma 1. The following holds:
Bˆ[i]n ≤ I
[
|Cˆ [i]n − Z [i]n | ≤ h[i]n |V [i+1]n − Z [i]n |
]
|V [i+1]n − Z [i]n |.
Proof of Lemma 1.
We first formulate the conditions under which look-ahead bias flips the exercise decision. From
(3),
Vˆ
[i]
n,LSM = I[Zn ≤ Cˆn](Vn − Zn) + Zn
and Vˆ
[i]
n,LOOLSM = I[Zn ≤ Cˆ ′n](Vn − Zn) + Zn.
Here, the exercise time superscripts are omitted from Z
[i]
n , C
[i]
n , and V
[i+1]
n to simplify the
notation. Then,
Bˆ[i]n = Vˆ
[i]
n,LSM − Vˆ [i]n,LOOLSM
= (I[Zn ≤ Cˆn]− I[Zn ≤ Cˆ ′n])(Vn − Zn)
= (I[D+n ]− I[D−n ])(Vn − Zn),
where D+n = {Cˆ ′n < Zn ≤ Cˆn} and D−n = {Cˆ ′n ≥ Zn > Cˆn} correspond to the events where
the LSM algorithm continues and exercises due to look-ahead bias, but should exercise and
continue, respectively. The second term is the price impact as a result. By using (7), we obtain
the following equivalence:
D+n ⇐⇒ 0 ≤ Cˆn − Zn < Cˆn − Cˆ ′n
⇐⇒ 0 ≤ Cˆn − Zn < hn
1− hn (Vn − Cˆn)
⇐⇒ 0 ≤ Cˆn − Zn < hn(Vn − Zn),
and D−n ⇐⇒ 0 > Cˆn−Zn ≥ hn(Vn−Zn) similarly. Since the events D+n and D−n are mutually
exclusive, we finally obtain
Bˆ[i]n = I[D
+
n ∪D−n ] |Vn − Zn| ≤ I
[
|Cˆn − Zn| ≤ h[i]n |Vn − Zn|
]
|Vn − Zn|.

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In the next lemma, we introduce some inequalities for the main theorem. The subscript n for
the sample index does not have any specific meaning because the Monte Carlo paths are drawn
independently from identical asset distributions.
Lemma 2. The following hold:
(i) Under Assumption 1, V
[i+1]
n − Z [i]n ∼ Op(1) and E
[
(V
[i+1]
n − Z [i]n )2
]
is finite.
(ii) h
[i]
n ∼ Op(M/N).
(iii) Under Assumption 2, |Cˆ [i]n − Z [i]n |−1 ∼ Op(1).
Proof of Lemma 2. (i) Since V
[i+1]
n = Z
[j]
n for some j ≥ i+ 1, we obtain(
V [i+1]n − Z [i]n
)2 ≤ ( I∑
t=i
|Z [t]n |
)2
≤ (I − i+ 1)
I∑
t=i
(
Z [t]n
)2
.
Therefore, the statements follow from Assumption 1 that Z [i]’s are in L2.
(ii) If we choose c > 1/ for any given  > 0, then we obtain
P
[
h[i]n > c
M
N
]
≤ N
cM
E
[
h[i]n
]
<
1
c
< 
using Markov’s inequality and E[h[i]n ] = M/N .
(iii) It is sufficient to prove for any given  > 0, there exists c > 0 such that P[|Cˆ [i]n −Z [i]n | < c] < 
for any sufficiently large N . From Assumption 2, we can choose c so that
P
[
|Cˆ [i]n − C [i]M,n| ≥ c
]
<

2
and P
[
|C [i]M,n − Z [i]n | < 2c
]
<

2
,
where the first inequality follows from Lemma 3.2 of Cle´ment et al. [2002] that Cˆ [i] con-
verges to C
[i]
M almost surely under Assumption 2. The choice of c is independent of M
because PM (as defined in Assumption 2) and CM converge to P (defined similarly to PM
with C instead of CM ) and C, respectively. Then,
P
[
|Cˆ [i]n − Z [i]n | < c
]
≤ P
[
{|Cˆ [i]n − Z [i]n | < c} ∩ {|Cˆ [i]n − C [i]M,n| < c}
]
+ P
[
|Cˆ [i]n − C [i]M,n| ≥ c
]
< P
[
|C [i]M,n − Z [i]n | < 2c
]
+

2
< .

Theorem 1. Under Assumptions 1 and 2, the following hold.
(i) Path-wise look-ahead bias Bˆ
[i]
n satisfies Bˆ
[i]
n ∼ Op(M/N).
(ii) For any given  > 0, there exists r > 0 such that expected overall look-ahead bias E[Bˆ]
satisfies E[Bˆ] ≤ + rM/N .
(iii) Bˆ converges to zero in probability.
Proof of Theorem 1. (i) Again, we omit the exercise time superscripts for notational simplic-
ity throughout the proof. Let En and Fn be the events,
En = {hn > kM/N} ∪ {|Cˆn − Zn| < c} , and Fn = {|Vn − Zn| > l}.
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For a given , we can choose c, k, and l so that P[En ∪ Fn] <  from Lemma 2. Assuming
I[En ∪ Fn] = 0, we have
Bˆ[i]n ≤ I
[
|Cˆn − Zn| ≤ hn|Vn − Zn|
]
|Vn − Zn| ≤ I
[
c ≤ kM
N
|Vn − Zn|
]
|Vn − Zn| ≤ kl
2M
cN
from Lemma 1 and Markov’s inequality. Therefore Bˆ
[i]
n ∼ Op(M/N).
(ii) From Lemma 2, we can choose c and k such that E[I[En]] E[(Vn − Zn)2] < 2 for any
sufficiently large N . Then,
E[ Bˆ[i]n ] ≤ E
[
I[|Cˆn − Zn| ≤ hn|Vn − Zn| ] |Vn − Zn|
]
(by Lemma 1)
≤ E [I[En]|Vn − Zn|] + E
[
I[Ecn ∩ (|Cˆn − Zn| ≤ hn|Vn − Zn|)] |Vn − Zn|
]
≤ E [I[En]|Vn − Zn|] + E
[
I[c ≤ kM
N
|Vn − Zn|] |Vn − Zn|
]
≤ E [I[En]|Vn − Zn|] + kM
cN
E
[
(Vn − Zn)2
]
(by Markov’s inequality)
≤
(
E [I[En]]E
[
(Vn − Zn)2
] )1/2
+
kM
cN
E
[
(Vn − Zn)2
]
(by Cauchy-Schwarz inequality)
≤ + rM
N
. (for some r, by Lemma 2(i))
(iii) For any given δ and , we can choose 1 and 2 such that E[Bˆ
[1]
n ] ≤ 1 + r1M/N < δ for
any M/N < 2. Then,
P[Bˆ > δ] ≤ 1
δ
E[Bˆ] =
1
δ
E[Bˆ[1]n ] < .
Therefore, Bˆ ∼ op(1).

Appendix B. Comparison with Look-ahead Bias in Fries [2005, 2008]
In Fries [2005, 2008], look-ahead bias at ti is defined as the option value on the Monte Carlo
error ξ[i] = Cˆ [i] − C [i] in the estimation of the continuation value.
Let d[i] = Z [i]−C [i]. The value of the option E[i] can be decomposed into two sources of bias:
E[i] = E[max(Z [i], C [i] + ξ[i])]−max(Z [i], C [i])
= Z [i] + E[I[ξ[i] ≥ d[i]](ξ[i] − d[i])]−max(Z [i], C [i])
= Cov(I[ξ[i] ≥ d[i]], ξ[i])︸ ︷︷ ︸
A
+ Zi − d[i]E[I[ξ[i] ≥ d[i]]]−max(Z [i], C [i])︸ ︷︷ ︸
B
.
The covariance term A is look-ahead bias, while the term B is suboptimal bias. Under the
Gaussian error assumption ξ[i] ∼ N(0, σ2), the look-ahead bias term B[i]Fries has a closed-form
expression, B
[i]
Fries = σ φ(d
[i]/σ), where φ is the probability density function of the standard
normal distribution.
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This is related to the definition in (6), but with a crucial difference. By using the same
notations, (6) can be rewritten as
Bi = Cov(I[ξ
[i] ≥ d[i]], ζ [i]),
where ζ [i] = Vˆ [i+1] − C [i]. This error is different from ξ[i] in that ζ [i] is the deviation at the
sample level, whereas ξ[i] is at the resulting estimator level. If we denote the Monte Carlo error
of the LOOLSM estimator by δ[i] = Cˆ ′[i] − C [i], we obtain
ξ[i] = Cˆ [i] − C [i]
= δ[i] + h[i](Vˆ [i+1] − (C [i] + δ[i])) (from (7))
= (1− h[i]) δ[i] + h[i]ζ [i].
Therefore, the total Monte Carlo error ξ[i] is a weighted average of the two independent error
terms, δ[i] and ζ [i]. As the LSM method follows (3), our look-ahead bias term correctly captures
the contribution of ζ [i] to the exercise decision. On the contrary, look-ahead bias in Fries [2008]
includes the contribution from δ[i] as well since it defines the bias term by using the convexity
of the maximum function of the total Monte Carlo error ξ[i]. Such a term is not a source of the
high bias in the original LSM formulation.
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