A shooting method is developed to approximate the eigenvalues and eigenfunctions of a 4th order Sturm-Liouville problem. The main tool is a miss-distance function M( ), which counts the number of eigenvalues less than . The method approximates the coe cients of the di erential equation by piecewise-constant functions, which enables an exact solution to be found on each mesh interval. In order to calculate M( ) for the approximate problem, certain oscillation numbers NL and NR must be computed. These consist of sums of nullities (or rank de ciencies) of 2 2 matrices obtained from the solutions of the approximate di erential equation. Although these solutions can be found explicitly, the calculation of NL and NR is nontrivial, and is obtained by using certain properties of M( ).
Introduction
In 1991, two new software packages for Sturm-Liouville problems were released: one by Fulton and Pruess 4] and another by Marletta and Pryce 10] . While they di er in many details, these packages both rely heavily on the use of piecewise constant approximation of the coe cients in the SturmLiouville di erential equation (analysed by Pruess in 1973 12] , but dating back at least as far as the 1954 paper of Haskell 7] ) and on the use of a shooting method to de ne a miss-distance function for the location of the eigenvalues (an idea used by Bailey 2] in 1966 and by Banks and Kurowski 3] in 1968). Both the Bailey and the Banks and Kurowski papers transform the problem to polar coordinates in a phase plane (known as Pr ufer variables) to obtain a single rst-order di erential equation in an angular variable. It is from this angular variable that the miss-distance function is de ned.
There is a close relationship between the Pr ufer angle and the number of zeros of a solution of the original second-order Sturm-Liouville problem. This relationship was exploited by Fulton and Pruess 4] when they wrote their code; it reduces the problem of computing the miss-distance function for the shooting to the problem of zero counting, which is very simple when the coe cients in the di erential equation are constant.
In this paper we treat fourth order equations. Eigenvalues for fourth order problems may also be computed by a shooting method. The problem is rst reduced to a Hamiltonian system (as shown in the more general context of self-adjoint systems of even order by Greenberg 5] ). From there it can be solved using the code of Marletta 9] . However this code was written for general linear Hamiltonian systems and is not the most e cient way to solve a fourth order problem. We therefore develop in this paper a much more e cient approach based on the approximation of the coe cients Dept. of Mathematics, University of Maryland, College Park, Maryland MD 20740 y Dept. of Mathematics, University of Leicester, University Road, Leicester LE1 7RH in the di erential equation and a suitable zero-counting algorithm. The zeros which we count are not zeros of a solution of the fourth order equation, but nullities (rank de ciencies) of a certain 2 2 matrix formed from solutions of the fourth order equation.
The rest of this paper is arranged as follows. In section 2 we review the oscillation theory of Hamiltonian systems and we develop (in two di erent ways) a miss-distance function for eigenvalue problems. In section 3 we show how these miss-distance functions may be computed for the case of piecewise constant coe cients. In section 4 we consider approximating a problem with non-constant coe cients by a problem whose coe cients are piecewise constant: we show that the obvious scheme yields O(h 2 ) accuracy, where h is the maximum mesh step. Section 5 is devoted to a detailed explanation of one of the formulae for the miss-distance of section 2, deferred from section 2 because it is quite long. Section 6 presents some numerical experiments, section 7 contains our conclusions and section 8 the acknowledgements. Section 9 is an Appendix containing an outline proof of one of the results reviewed in section 2.
Oscillation Theory and Miss-distance functions
In his work on vector Sturm-Liouville problems, Marletta 8] found a miss-distance function M( ), which is analogous to functions that were used to approximate eigenvalues for scalar problems. M( ) is an integer-valued function that has a jump-discontinuity at each eigenvalue. If is an eigenvalue with multiplicity m, then M( +) ? M( ?) = m. Greenberg 5] generalized this work to self-adjoint systems of even order, whose highest matrix coe cient is positive de nite. In particular, this applies to scalar problems of even order. The function M( ) developed in 5] has the following properties:
(1) M( ) can be calculated from shooting data. (2) M( ) equals the number of eigenvalues less than (counting multiplicity). (3) M( ) is continuous from the left.
In 5] two di erent formulas were found for M( ). These formulas give rise to two algorithms for approximating eigenvalues. We shall review these formulas in the case of fourth order problems.
The Unitary Matrix
We consider a nonsingular 4th order Sturm-Liouville equation of the form (p(x)y 00 ) 00 ? (s(x)y 0 ) 0 + q(x)y = w(x)y; for a < x < b ; (2.1) together with separated, self-adjoint boundary conditions. (The precise form of the boundary conditions will be given below.)
The technical conditions for the problem to be nonsingular are: the interval (a; b) is nite; the functions p(x); s(x); q(x); w(x), and 1=p(x) are in L loc 1 ; and the essential in ma of p(x) and w(x) are both positive. Under these assumptions, it is known that the eigenvalues are bounded below. This is proved, for example, in 6], Theorem 2.1, where the proof shows that the Rayleigh quotient is bounded below. The eigenvalues can be ordered as
where lim k!1 k = +1 and where each eigenvalue has multiplicity at most two (so k+2 > k for all k). The restriction on the multiplicity arises from the fact that for each there are at most two linearly independent solutions of the di erential equation satisfying either of the endpoint conditions which we shall describe below.
For our purposes, it su ces to assume that the interval is nite, all coe cient functions are piecewise continuous, and p(x) and w(x) are positive.
Although the solutions of (2.1) depend on (x; ), we shall usually assume that has a given, xed value, which often will be suppressed in the notation. Corresponding to a solution y(x) of (2.1), we de ne functions u 1 = y; u 2 = y 0 ; v 1 = sy 0 ? (py 00 ) 0 ; v 2 = py 00 ; (2.2) and the vector function z(x) = (u 1 ; u 2 ; v 1 ; v 2 ) T :
Equation ( We can now give general, separated, self-adjoint boundary conditions for (2.1). They are of the form: We now consider 4 2 matrix functions
that are solutions of the extended Hamiltonian system JZ 0 = S(x; )Z:
The column vectors of Z(x) are solutions of the di erential equation (2.3). We shall assume that these vectors are linearly independent. It can be shown that the matrix function U T (
is constant, and this constant equals 0 if Z satis es either of the boundary conditions (2.4). If We shall now integrate (2.5) from the left and right endpoints toward a chosen point c 2 a; b]:
be the solutions of (2.5) with initial conditions
Let L (x) and R (x) be the unitary matrices obtained from Z L (x) and Z R (x) by formula (2.6).
The eigenvalues of L (x) and R (x) are fexp(i L 1 (x)); exp(i L 2 (x))g and fexp(i R 1 (x)); exp(i R 2 (x))g, respectively. The phase angles L i (x); R i (x) are uniquely determined continuous functions when normalized by the conditions:
(2.9) (2.14)
It is known that when 0 < ! i ( ) < 2 , ! i ( ) is a strictly increasing function of . This is a corollary of Theorem 9.7 and equations (9.2,9.3) in the Appendix. The normalization (2.14) has been chosen to insure that M( ) is continuous from the left.
Remark. The phase angles L i (x) and R i (x) do not satisfy this last normalization condition. These angles can involve large multiples of 2 . A signi cant part of our task is to calculate the multiples of 2 contained in these angles. While ! 1 ; ! 2 can be calculated directly from the matrix RL (c), the angles L i (x) and R i (x) depend not only on the matrices L (x) and R (x), but also on their evolution under the di erential equation (2.5) together with the relation (2.6). Although L i (x) and R i (x) are not necessarily monotonic functions of x, it is shown in 5] that, with increasing x, they both increase when these angles pass through a multiple of 2 .
Recalling that all of the functions arising from (2.1) depend on (x; ), we shall use the following notations:
Argdet RL (c; ) = ! 1 + ! 2 :
(2.17) The overbar on Argdet RL (c; ) indicates that the angles are normalized. We can now give the rst formula for the function M( ), which is the number of eigenvalues of (2.1) that are less than . Proof. This is proved in 5]. An outline of the proof is given in section 9. 2 4 
The Symmetric Matrix W and Correction Parameter
In order to develop another formula for M( ), we return to the matrices U L (x) and U R (x) in equations (2.7), and we de ne the following integer-valued functions:
L (x) = nullity U L (x) = 2 ? rank U L (x); for a < x < c; (2.19) R (x) = nullity U R (x) = 2 ? rank U R (x); for c < x < b; (2.20) 
It is shown in 5] that L (x) and R (x) can di er from zero at only nitely many points x; therefore the sums in (2.21) are nite.
If U L (x) and U R (x) are nonsingular, we de ne:
It is known that W L (x) and W R (x) are symmetric matrices. (This follows from the fact that in order to prevent the integers n L i (x) and n R i (x) from having jump discontinuities at x = a and x = b, respectively.
We now de ne normalized Argdet functions: 3 Computing M( ) using Coe cient Approximation
In section 2 we developed two formulae for M( ). In this section we will describe how these formulae can be evaluated`exactly' | i.e. to within the limitations of machine arithmetic | for problems having piecewise constant coe cients p, s, q and w over some mesh (x i ) N i=0 . This is the best that one can do in general: problems with other coe cients must be approximated by problems with piecewise constant coe cients, using a su ciently ne mesh, in order to obtain approximations for M( ) and hence for the eigenvalues. For convenience we shall assume that x = c is a meshpoint with index i c .
Corresponding to the two formulae for M( ) in the previous section there are two approaches to the problem of computing M( ).
In the rst approach we use the formula (2.18). This formula requires values of Argdet L (c) and Argdet R (c). We can compute these if we can nd an algorithm to determine Argdet L ( The second approach has the advantage that no phase angles need to be computed at each step, so no intrinsic function calls are required. The rst approach has the advantage of a uni ed approach which does not require one to sift through several di erent cases, although calls to intrinsic functions such as ATAN2 are required to compute the necessary phase angles at each step.
For the sake of brevity we consider only the problem of nding Argdet L (x i ) from Argdet ( 
Nullity count for Dirichlet conditions
We seek to nd the nullity count N(x i?1 ; x i ) associated with the matrix U, where (U; V )(x i ) = (0; I).
We make two simplifying observations: Next we express U in terms of these solutions. In fact we have the very simple expression U(x) = y 3 (x) y 4 (x) y 0 3 (x) y 0 4 (x) : Greenberg 6] has proved the following result.
Lemma 3.1 detU can have zeros of orders 1,3 and 4 only. The zeros of orders 1 and 3 contribute 1 to the nullity count; the zeros of order 4 contribute 2 to the nullity count. Thus we have a very simple criterion for determining the nullity counts which we require.
From the expressions for y 3 and y 4 above, we can get four explicit expressions for det U(x), as Proof. In this case we observe that both det U(x) and its derivative are zero when x = 0, and that d 2 dx 2 det U(x) = 1 sinh( x) sinh( x):
The right hand side of this formula is strictly positive for all non-zero x, and so by integrating twice it follows that det U(x) is positive for all non-zero x. 2 Lemma 3.4 In Case 3 (`Intermediate and s < 0') for each positive integer n the interval 2n =(! 1 ? ! 2 ); 2(n + 1) =(! 1 ? ! 2 )] contains either two simple zeros of det U(x) in the interior, each contributing 1 to the nullity count, or a simple zero in the interior and a quadruple zero at an endpoint, or else quadruple zeros at both endpoints. Quadruple zeros contribute 2 to the nullity count. However if there is a quadruple zero at x = 2(n + 1) =(! 1 ? ! 2 ), say, then we shall split the associated contribution to the nullity count as 1 for the interval 2n =(! 1 ?! 2 ); 2(n + 1) =(! 1 ?! 2 )] and 1 for 2(n + 1) =(! 1 ? ! 2 ); 2(n + 2) =(! 1 ? ! 2 )], so that in every case each interval 2n =(! 1 ? ! 2 ); 2(n + 1) =(! 1 ? ! 2 )] will contribute 2 to the nullity count.
On the rst interval 0; 2 =(! 1 ? ! 2 )] there is a quadruple zero at x = 0, which we do not count, and one more zero which is either a simple zero in (0; 2 =(! 1 ? ! 2 )) or a quadruple zero at x = 2 =(! 1 ?! 2 ), only half of whose nullity count is associated with this interval. In either case the contribution to the nullity count from the rst interval is 1.
Proof. This is the most di cult of the four cases since it is the only case in which non-simple zeros arise. The rst stage of the proof consists of making a change of variable from x to t = (! 1 ? ! 2 )x; then each interval 2n =(! 1 ? ! 2 ); 2(n + 1) =(! 1 ? ! 2 )] maps into an interval 2n ; 2 We start by noting that g has singularities at the endpoints of each interval 2n ; 2(n+1) ]. The singularity at t = 2n is removable if and only if n is an integer, in which case it is easy to see, by use of l'Hôpital's rule, that g(t)? 2 has a double zero at t = 2n , so that f(t) has a quadruple zero, contributing 2 to the nullity count: 1 to the nullity count for 2(n ? 1) ; 2n ] and 1 to the nullity count for 2n ; 2(n + 1) ]. A similar argument works at t = 2(n + 1) if (n + 1) is an integer. If t = 2n is not a removable singularity then g(t) tends to +1 as t tends to 2n . Also, because > 1, g(t) has at least one zero in (2n ; 2(n + 1) ), say at some point t . Thus by the intermediate value theorem there is at least one point between 2n and t where g has the value . Similarly on (t ; 2(n + 1) ): either g(t) ? 2 has a quadruple zero at t = 2(n + 1) or else there is a point in (t ; 2(n + 1) ) where g(t) = 2 . Thus we have established that, in the sense explained in the Lemma, each interval 2n ; 2(n + 1) ] contributes at least two to the nullity count. What we must now do is prove that there are no more zeros of g(t) ? 2 in the interval. If there were more than two then, since g(t) ? 2 is positive near the ends of the interval, there would actually have to be at least two more zeros in the interval. If t 1 and t 2 were two such zeros with no others in between, then clearly there would be a local maximum of g(t) in t 1 The proof of this Lemma can be used to construct an algorithm for the nullity-count. We leave to the reader the task of constructing an algorithm similar to (but much simpler than) Algorithm 1 in this case.
With these four cases we have counted nullities for almost all situations. The cases which we have not covered are the borderlines between the four cases here, where the auxiliary quartic for the di erential equation has multiple roots. These special cases are easily handled as limiting cases of the four cases considered here, and we omit their description.
Convergence of Piecewise Constant Approximations
In the last section we assumed that the coe cients in the di erential equation were piecewise constants over some mesh (x i ) N i=0 . We now turn to the question of whether or not a problem with non-constant coe cients can be approximated by a problem with piecewise constant coe cients.
Pruess 12] answered this question in 1973 for second order problems and obtained rates of convergence. We shall see that the miss-distance function M( ) gives us an alternative approach to the convergence analysis which is valid more generally than the method used by Pruess. To start, we require some lemmata on the convergence of the solutions of the di erential equation under coe cient approximation. Throughout these lemmata, k k will denote both a norm on R n and the induced matrix norm; k k 1 will denote the corresponding sup-norms on vector or matrix-valued functions de ned over the interval a; b]. The symbol will be used to denote the so-called logarithmic norm on the space of n n real matrices, which is always non-negative but which may be zero even when A is not (e.g., when A is skew symmetric and k k is the 2-norm). 
j j)(b ? a)E(A; A h )E(h):
We make the following crucial assumption:
Assumption: that the coe cient approximations p h , s h , q h and w h are such that E(h) V L (x; ) ; Z R (x; ) = U R (x; ) V R (x; ) :
Next we de ne
The convergence of the Z h matrices is inherited by the h matrices, and we have the following Lemma. 
We should note also at this stage that for all h we have h L (a; ) = L (a) and h R (b; ) = R (b). This is because the matrices Z h satisfy the same boundary conditions as the matrices Z. The eigenvalues of ( h R ) h L also converge to the eigenvalues of R L , but this does not immediately imply the convergence of ! h 1 + ! h 2 to ! 1 + ! 2 , because the normalisation of these phase angles may make them discontinuous functions of their eigenvalues where an eigenvalue is equal to 1. However our assumption that is not an eigenvalue of the original fourth order problem means that neither of the eigenvalues of R L is equal to 1, and hence for all su ciently small h neither of the eigenvalues of ( h R ) h L is equal to 1. Thus any discontinuities in the phase angles are avoided, and we have lim Proof. Let > 0 be small enough so that k is the only eigenvalue of (2.1) in the interval k ? ; k + ]. Choose > 0 such that jM h ( k ) ? M( k )j < 1=2, for 0 < h < . Then, since M and M h are integer-valued, M h ( k ) = M( k ), for 0 < h < .
If k is a simple eigenvalue, then
This proves the corollary. 2
We have now established eigenvalue convergence and it remains to establish eigenfunction convergence. When an eigenvalue of the original problem has multiplicity greater than one the associated eigenfunctions are not uniquely de ned. Rather, there is a uniquely de ned eigenspace. In fact one can show that the Green's operator associated with the original fourth order problem is a compact self-adjoint operator (from L 2 (a; b) into L 2 (a; b)) and is approximated in the operator norm by the Green's operators for the approximate problems. This follows because the fundamental matrices of the approximated problems converge uniformly to the fundamental matrices of the original problem as h ! 0, and the Green's operators are expressible in terms of these fundamental matrices. Since the eigenspaces of the Green's operators are precisely the eigenspaces of the fourth order SturmLiouville problems, eigenspace convergence is an immediate consequence of the work of Osborne 11] . Speci cally, suppose we de ne the distance between two linear spaces M and N by where the coe cients are now h-independent. This justi es one step of Richardson extrapolation.
However the numerical results of section 6 appear to suggest that further extrapolations will also improve the eigenvalue accuracy: in other words, the eigenvalue error can be expressed in the form We shall also need the following result. The previous notation remains in force. We need to nd the phase angles of RL (c; ). We present results over a small number of test problems only. More extensive numerical results seemed to be more appropriate to a paper presenting mathematical software. Our example problems were formed from the following second-order problems (all with Dirichlet boundary conditions):
1.`y = ?y 00 + ( For our rst test we wanted to assess whether or not Richardson extrapolation could be used to improve eigenvalue accuracy. To this end we selected a simple test problem { problem 1 with = 10 { and we computed approximations to 0 using 20, 40, 80, 160, 320 and 640 mesh intervals, generating the rst mesh as described above and each successive mesh by bisecting the intervals of the previous mesh. The Richardson extrapolation table was generated in the usual way, by starting with the non-extrapolated values The results are shown in Table 2 . The CPU times (in seconds on a Silicon Graphics Indigo Workstation) are compared with the CPU times required by the code SL11F to obtain comparable accuracy. SL11F solves general Hamiltonian eigenvalue problems and was described by the second author in 9]. Not surprisingly, the general-purpose code SL11F is outperformed quite substantially by the coe cient approximation method. Coe cient approximation also appears to be more reliable, easily coping with high-index eigenvalues which require computations using very large numbers. In problems 2 and 3, for example, SL11F was unable to obtain approximations to 99 in a reasonable time, unlike the coe cient approximation method.
One or two more detailed remarks on the results seem to be in order. Firstly, the error in 2 on problem 1 ( = 10) is large. This appears to be due to a freak small Richardson correction arising in the construction of the Richardson tableau and deceiving the code. A more careful error control would probably avoid this deception. Eigenvalues 3 and 4 for problem 1 ( = 30) take a long time to compute because they are so pathologically close that the root nding is being done on a function which is e ectively discontinuous.
Conclusions
In this paper we have shown that the zero-counting problem for a fourth order Sturm-Liouville equation may be solved analytically in the case where the coe cients in the di erential equation are piecewise constant. Our numerical results indicate that the combination of coe cient approx-imation and zero-counting which has proved so e ective in the SLEDGE code for second-order Sturm-Liouville problems should also be a very sound basis for an e cient code for fourth order problems.
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