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Abstractions and landmarks are two of the key mechanisms for devising admissible
heuristics for domain-independent planning. Here we aim at combining them by integrat-
ing landmark information into abstractions. We propose a concrete scheme for compiling
landmarks into the problem speciﬁcation. This scheme, which preserves all reachable
properties of the original problem, is especially suited to implicit abstraction heuristics. Our
formal and empirical analysis shows that landmark information can substantially improve
the quality of heuristic estimates.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Classical domain-independent planning corresponds to devising agent behaviors in state models with deterministic ac-
tions and a fully observable initial state. Among various algorithmic approaches to classical planning suggested over the
years, heuristic state-space is one of the most effective and widely-used. When optimal or approximately optimal solutions
are required, heuristic search planning relies on admissible heuristics. In the last decade, numerous admissible heuristics
for cost-optimal planning have been proposed and successfully evaluated. Most (if not all) current admissible heuristics are
based on one of the following three ideas:
1. critical paths: the hm heuristic family [14], with the h1 ≡ hmax member being closely related to the delete relaxation idea;
2. abstractions: pattern databases [9], merge-and-shrink abstractions [17], and implicit abstractions [27];
3. landmarks: the admissible landmark heuristics hL and hLA [21], and hLM-cut [16], with all three also being closely related
to delete relaxation.
Until very recently, these three ideas were being developed in relative isolation. In recent work that tried to connect the
different approaches, Helmert and Domshlak [16] in particular show that additive hmax and admissible landmark heuristics
are in fact very closely related. This realization allowed the authors to develop a novel admissible landmark heuristic,
hLM-cut, that substantially improved the performance of cost-optimal planning, and initiated a fruitful thread of further
developments [4,3].
In this work, we consider another edge in the above triangle of ideas: that connecting abstractions to landmarks. In
theory, abstraction heuristics have been shown by Helmert and Domshlak [16] to be more expressive (in a suitable sense
of this notion) than landmark heuristics. In practice, however, neither is clearly dominant, and their behavior is often
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landmark information. We focus on the observation that all currently used mechanisms for devising abstraction heuristics
appear to depend on the richness of the goal description that comes with the problem speciﬁcation. Stated informally,
the fewer the explicit subgoals in the problem, the less guided (and thus potentially less effective) are the procedures for
selecting concrete sets of abstractions. Our empirical evaluation of this observation, described later on, clearly shows this
dependence.
We tackle precisely this Achilles heel of automatically devised abstractions, and show how problem landmarks can some-
times be used to remedy it to a large degree.
• We show how landmarks, constituting implicit subgoals of the problem, can be exploited to enhance abstraction heuris-
tics by compiling the landmarks into the problem speciﬁcation. We introduce a general problem compilation scheme, called
L-reformulation, that preserves all the essential reachability properties of the original problem, yet can boost the quality
of the induced heuristic estimates. Focusing on fork-decomposition implicit abstractions [27] and a certain tractable
class of L-reformulations called path-based L-reformulations, we empirically show that the anticipated improvement in
heuristic estimates is indeed obtained. In addition, we show that exploiting action landmarks, as well as some invest-
ment in action cost partitioning, improves the informativeness of the landmark-enhanced abstractions even further.
• We investigate the straightforward approach of directly solving the landmark-enhanced problems, and also propose a
novel approach of searching for plans in the state space of the original problem while evaluating the search nodes via their map-
pings to the landmark-enhanced problem. In practice, the latter approach requires maintaining information about landmark
achievement along partial plans, and thus is used within the LM-A∗ search algorithm [21]. Our empirical evaluation
clearly testiﬁes to the greater effectiveness of the latter approach.
The rest of the paper is organized as follows. In Section 2 we provide background for the rest of the paper, as well as
introduce some essential formalism and notation. In Section 3 we formalize and illustrate the notion of L-reformulation.
Section 4 is devoted to our empirical evaluation of L-reformulation, in particular to the two schemes for exploiting
L-reformulations in search, and to some practical enhancements of the basic compilation. We summarize in Section 5
and discuss promising directions for future research.
This work is a revision and extension of the formulation presented by Domshlak et al. [7]. In particular, the landmark-
based task reformulation in Section 3.2 generalizes the preliminary formulation of Domshlak et al. [7], allowing us to
consider not only individual landmarks but also known orderings between them. The empirical evaluation reported in
Section 4 examines various instantiations of this generalized framework, as well as its enhancement with action landmarks.
2. Background
We start with some background and formalisms essential to the rest of the paper, including planning task formalism and
related constructs, heuristic functions, landmarks, and abstractions.
2.1. Planning tasks
We consider classical planning tasks corresponding to state models with a single initial state and only deterministic
actions. As our problem representation formalism, we choose state models captured by the sas+ language [1,2], extended
with nonnegative action costs and actions with conditional effects [18]. Although our goal is to solve sas+ problems with
only unconditional effects, in our approach we compile them to sas+ with conditional effects.
Such a planning task is given by a quintuple Π = 〈V , A, s0,G, cost〉, where:
• V is a set of state variables, with each v ∈ V being associated with a ﬁnite domain dom(v). For a subset of variables
V ′ ⊆ V , we denote the set of assignments to V ′ by dom(V ′) = ×v∈V ′dom(v). Each complete assignment to V is called
a state, S = dom(V ) is the state space of Π , and s0 ∈ S is an initial state. The goal G is a partial assignment to V .
• A is a ﬁnite set of actions, each associated with a real-valued, nonnegative action cost via cost : A → R0+ . Each action
a is a pair 〈pre(a),effs(a)〉, where pre(a) is a partial assignment to V called preconditions and effs(a) is a ﬁnite set of
conditional effects. Each conditional effect is a triplet 〈c, v, ϑ〉 (also denoted by c 
 v = ϑ ), where c is a (possibly empty)
partial assignment to V called a condition, v ∈ V , and ϑ ∈ dom(v).
Before we specify the semantics of such planning tasks, we introduce some auxiliary notation and terminology.
• For a partial assignment p to V , V (p) ⊆ V denotes the subset of state variables instantiated by p. In turn, for any
V ′ ⊆ V (p), by p[V ′] we denote the value of V ′ in p; if V ′ = {v} is a singleton, we use p[v] for p[V ′].
• Two partial assignments p and p′ are called compatible if p[v] = p′[v] for all variables v ∈ V (p)∩ V (p′). We use p ⊆ p′
to denote that p and p′ are compatible and V (p) ⊆ V (p′).
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{v ∈ V | 〈·, v, ·〉 ∈ effs(a)}, and we use effs(a)[V ′] to denote the restriction of effs(a) to V ′ , that is, effs(a)[V ′] = {〈·, v, ·〉 ∈
effs(a) | v ∈ V ′}. By Av ⊆ A we denote the subset of all actions affecting v , that is, Av = {a ∈ A | v ∈ V (effs(a))}.
Specifying now the semantics of our planning tasks, an action a is applicable in a state s if and only if s[v] = pre(a)[v] for
all v ∈ V (pre(a)). Applying a in s results in application of all the conditional effects 〈c, v, ϑ〉 ∈ effs(a) for which s[v] = c[v]
for all v ∈ V (c), while application of a conditional effect 〈c, v, ϑ〉 ∈ effs(a) results in v taking the value ϑ . The resulting
state is denoted by sa; by s〈a1, . . . ,ak〉 we denote the state obtained from sequential application of the (respectively
applicable) actions a1, . . . ,ak starting at state s. Such an action sequence is an s-plan if G ⊆ s〈a1, . . . ,ak〉, and it is a
cost-optimal (or, in what follows, optimal) s-plan if the sum of its action costs is minimal among all s-plans. The purpose
of (optimal) planning is ﬁnding an (optimal) s0-plan. For a pair of states s1, s2 ∈ S , by cost(s1, s2) we refer to the cost of a
cost-optimal plan from s1 to s2; h∗(s) = mins′⊇G cost(s, s′) is the customary notation for the cost of the optimal s-plan in Π .
Important roles in what follows are played by a pair of standard graphical structures induced by planning tasks, namely
the causal graph and domain transition graphs. Informally, the causal graph of a planning task captures a dependency
relation between the variables induced directly by the task’s actions, while the domain transition graph of the task’s vari-
able v captures the possible value changes of that variable. Our deﬁnitions of these graphs here adapt the more standard
deﬁnitions used in the context of basic sas+ to tasks with actions having conditional effects.
• The causal graph CG(Π) of Π is a digraph over nodes V . An arc (v, v ′) is in CG(Π) if and only if v = v ′ and there exists
an action a ∈ A such that either a affects v ′ conditioned on the value of v , or can affect both v and v ′ simultaneously.
That is, (v, v ′) ∈ CG(Π) if and only if for some a ∈ A, either
(i) v ∈ V (pre(a)) ∪ V (c) for some conditional effect 〈c, v ′, ·〉 ∈ effs(a), or
(ii) for a pair of conditional effects 〈c1, v, ·〉, 〈c2, v ′, ·〉 ∈ effs(a), the conditions c1 and c2 are compatible.
By succ(v) and pred(v) we respectively denote the sets of immediate successors and predecessors of v in CG(Π).
• The domain transition graph DTG(v,Π) of a variable v ∈ V is an arc-labeled digraph over the nodes dom(v). For each
action a ∈ Av , and each conditional effect e = 〈c, v, ϑ〉 ∈ effs(a), let an assignment le to V (pre(a)) ∪ V (c) be deﬁned as
le[v] =
{
c[v], v ∈ V (c),
pre(a)[v], v ∈ V (pre(a)) \ V (c).
For each ϑ ′ ∈ dom(v) \ {ϑ}, the domain transition graph contains an arc (ϑ ′, ϑ) labeled with a pair, le and cost(a), if
and only if le[v] = ϑ ′ or v /∈ V (le).
2.2. Admissible heuristics
Heuristic functions are used by informed-search procedures to estimate the distance from a search node to the nearest
goal node. A heuristic is state-dependent if its estimate for a search node depends only on the planning task’s state associated
with that node. Otherwise, the heuristic is called (multi-)path dependent because its estimate depends on a set of paths
encountered during the search to the state associated with the evaluated search node. A heuristic h is admissible if h(σ )
h∗(σ ) for all search nodes σ . If h1 and h2 are two admissible heuristics, and h2(σ ) h1(σ ) for all search nodes σ , we say
that h1 dominates h2.
For any set of admissible heuristics h1, . . . ,hm , their pointwise maximum is always an admissible heuristic, dominating
each individual heuristic in the set. This property of admissible heuristics is widely used in the context of optimal search.
For some sets of admissible heuristics, however, their pointwise sum is also admissible and dominates their pointwise
maximum. Many recent works on cost-optimal planning are based on additive ensembles of admissible heuristics, and this
includes critical-path [12,5], pattern database [9,13], landmark [21,16], and implicit abstraction [25–27] heuristics.
The basic idea underlying all these additive heuristic ensembles is as follows. For each planning task’s action a, if it can
possibly be counted by more than one heuristic in the ensemble, then we should ensure that the cumulative counting of the
cost of a by different members of the ensemble does not exceed its true cost in the original task. Such action cost partitioning
was originally achieved by accounting for the entire cost of each action in computing a single heuristic in the ensemble,
while ignoring the cost of that action in computing all the other heuristics in the ensemble [9,11,12]. Recently, this “all-
in-one/nothing-in-rest” action-cost partitioning has been generalized to arbitrary partitions of the action cost among the
heuristics in the ensemble [23,25,35,36]. Of course, different cost partitions lead to additive heuristics of different quality.
The question of how to automatically derive optimal cost partitions has recently been answered for abstraction heuristics [24,
28] and landmark-based heuristics [21]. These are precisely the two classes of heuristics we consider in this work.
2.3. Landmarks
Generally speaking, landmarks of a planning task can be said to be properties that must be satisﬁed by all plans for
that task [32,31,20]. Let Π = 〈V , A , s0,G , cost〉 be a planning task, F =
⋃
v∈V dom(v) be the set of facts (assuming name
uniqueness), φ be a propositional logic formula over facts F , π = 〈a1, . . . ,ak〉 be an action sequence applicable in s0, and 0
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φ, and φ is a landmark of Π if and only if it is true at some time point in each plan for Π .
While landmarks can be any formulas over facts, we restrict our attention to disjunctions of facts, and use the notation
φ ⊆ F to denote “disjunction over the fact subset φ of F ”. Except for the recent work of Keyder et al. [29], this restriction
covers all the landmark discovery procedures suggested in the literature. An atomic landmark, also called a simple or non-
disjunctive landmark, is a landmark that contains only one fact. Note that the set of atomic landmarks for any planning
task Π is never empty as, e.g., facts in the initial state and facts in the goal are always landmarks by deﬁnition.
In addition to knowing which landmarks a planning task has, knowing in which order they should be achieved on the
way to the goal can also be useful. The hardness of deciding whether a single fact is a landmark, and whether a pair of
atomic landmarks should be achieved in a certain order, renders practical methods for ﬁnding landmarks and orderings
between them either incomplete or unsound. In what follows, we assume access to a sound procedure; in our empirical
evaluation in this work we use the sound procedure by Richter et al. [33], adopted by numerous satisﬁcing and optimal
planners. In general, however, the actual landmark discovery procedure is tangential to our work. Hence, when considering
a planning task Π , we assume it is already associated with a sound landmark structure 〈L ,Ord〉, where L is a set of
landmarks for Π and Ord ⊆ L × L is a partial order over these landmarks capturing the required order in which they are
achieved. A landmark graph LG(Π) of Π is a directed acyclic graph over nodes L and edges Ord.
Finally, an additional possible source of information about the planning task at hand comes in the form of its action
landmarks [37,34]. Similarly to landmarks over facts, an action a is an action landmark of a planning task Π if and only if
it is taken along every plan for Π . Discovering action landmarks is in general not easier than discovering fact landmarks,
but here as well, some tractable, incomplete techniques are available.
Information about planning task landmarks can be exploited in various ways, both in heuristic-search planning and in
planning as constraint satisfaction. Our focus here is on exploiting landmarks in deriving heuristic estimates for forward
search [33,21,16,29]. The common principle of these techniques is to estimate the cost of achieving the goal from a given
state s on the basis of a set of landmarks L(s) that must be achieved starting from s. Such a set L(s) is derived either
• directly from the planning task Π and the evaluated state s (e.g., see the admissible hLM-cut heuristic by Helmert and
Domshlak [16]), or
• indirectly, from the original landmark structure 〈L ,Ord〉, by proving that a certain set of landmarks L(s) ⊆ L is yet to be
achieved from s (as, e.g., in the LAMA heuristic by Richter et al. [33] and in the admissible hLA heuristic by Karpas and
Domshlak [21]).
While in theory the scheme we propose in this paper for enhancing abstractions with landmarks is independent of the
precise way L(s) is derived, in practice, as will become clear later on, it can be eﬃciently paired only with the second
method (above) for deriving the set L(s) for state s. Note that very little can usually be said about the landmarks yet to be
achieved from s if we examine only s and the task’s landmark structure 〈L ,Ord〉. However, the picture changes when we
have access to a set of paths (aka plans) P(s) from the initial state s0 to s. For instance, the fact that a landmark φ ∈ L
holds at no time point along any path in P(s) constitutes a proof that φ will have to be achieved on all paths from s to
the goal. Generating such a path set P(s) is delegated to the search algorithm. In cost-optimal planning, utilizing multiple
paths to s encountered during the search requires adopting LM-A∗ , a variant of the standard A∗ search algorithm proposed
for this purpose by Karpas and Domshlak [21].
Designed for state-dependent estimates, A∗ computes h(s) only when s is ﬁrst generated. In contrast, in LM-A∗ , each
time a new path to a state is discovered, it is added to the list of such paths P(s), and h(s) is recomputed using the updated
P(s). Storing all paths to s is generally infeasible, and the algorithm is usable only when the relevant information carried
by P(s) can be captured and stored compactly. The latter is the case with landmark-based heuristics.
2.4. Abstractions
An abstraction heuristic is based on mapping Π ’s transition system over states S to an abstract transition system over
states Sα . The mapping is deﬁned by an abstraction function α : S → Sα that guarantees costα(α(s),α(s′)) cost(s, s′) for
all states s, s′ ∈ S . The abstraction heuristic hα(s) is then the distance from α(s) to the closest abstract goal state. Abstraction
heuristics are always admissible by their very deﬁnition. Two families of abstractions, namely explicit abstractions and implicit
abstractions, are used these days for deriving admissible heuristics.
In explicit abstractions, such as pattern database [9,13] and merge-and-shrink [17] abstractions, the abstraction map-
ping α ensures that the abstract state space Sα is small enough to be searched exhaustively. Pattern database (PDB) heuristics
are based on projecting Π onto a subset of its variables V α ⊆ V . Such a homomorphism abstraction α maps two states
s1, s2 ∈ S into the same abstract state if and only if s1[V α] = s2[V α]. Inspired by the (similarly named) domain-speciﬁc
heuristics for search problems such as (n2 − 1)-puzzles or Rubik’s Cube [6,19,11], PDB heuristics have been successfully
exploited in domain-independent planning [9,10,13]. However, apart from the need to automatically select informative pro-
jections, the two limitations of PDB heuristics are the size of the abstract space Sα and its dimensionality. The latter
constraint was eliminated by Helmert et al. [17], who generalized PDB abstractions along a methodology of Dräger et al.
[8], and introduced merge-and-shrink abstractions for planning. Within the merge-and-shrink framework, the problem’s state
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abstractions, this product can be computed by iteratively composing two abstract spaces, replacing them with their product.
While in a PDB abstraction the size of the abstract space Sα is controlled by limiting the number of product compositions,
in merge-and-shrink abstractions it is controlled by interleaving iterative composition of projections with abstraction of the
partial composites.
In contrast to explicit abstractions, which rely on relatively small and thus easily solvable abstract tasks, implicit abstrac-
tions rely on abstract tasks belonging to provably tractable fragments of optimal planning [27]. Given a planning task Π ,
suppose we can transform it into an instance Πα of a tractable fragment of optimal planning such that (i) the transfor-
mation induces an abstraction function α : S → Sα where S and Sα are the state spaces of Π and Πα , respectively, and
(ii) both the transformation of Π to Πα and the computation of α for each state in S are tractable. If so, then we can
use the distances in Πα as admissible estimates for the distances in Π , connected via the abstraction function α. The key
observation is that with implicit abstractions, the size of the abstract state space does not have to be limited even by the
size of the original state space S .
Katz and Domshlak [27] introduced a concrete framework for implicit abstractions in which the planning task is de-
composed along its causal graph and suggested a concrete instance of this framework, called fork-decomposition, that uses
two speciﬁc fragments of tractable cost-optimal planning. For the full technical details of fork-decomposition, we refer the
reader to Katz and Domshlak [27]. For our purposes here, it suﬃces to say that a fork-decomposition of a planning task
Π = 〈V , A , s0,G , cost〉 over states S is obtained as follows.
(1) Schematic construction of a set of projection abstractions Π = {ΠFv ,ΠIv }v∈V with each VFv = {v} ∪ succ(v) and
VIv = {v} ∪ pred(v). Note that, unlike explicit abstractions, each abstract space SFv and SIv can be of size Θ(|S|).
(2) Reformulation of the actions within the abstractions to single-effect actions only, so that the causal graphs of ΠFv
and ΠIv become, respectively, “forks” and “inverted forks” rooted in v . After this action reformulation, the individual
abstractions may cease being purely homomorphic.
(3) Within each ΠFv , arbitrary abstraction of the domain of v to {0,1}, and within each ΠIv , arbitrary abstraction of the
domain of v to {0,1, . . . ,k} with k = O (1).
Together with the action-cost partitioning mentioned above, this provides us with three fork-decomposition heuristics hF ,
hI , and hFI , corresponding to the sets of all forks, all inverted forks, and all fork and inverted fork abstractions, respectively.
3. Bringing landmarks into abstractions
We ﬁrst argue that landmarks are natural candidates for enhancing abstraction heuristics by targeting one of the major
sources of their vulnerability. We then describe a simple technique for enhancing a planning task with landmark infor-
mation, and evaluate and discuss two ways of exploiting this enhancement in abstraction-based, heuristic-search optimal
planning.
3.1. Sensitivity of abstractions to goal speciﬁcation
Typically, abstraction heuristics exhibit ﬂexibility in the choice of the actual abstractions. A closer look at some successful
approaches both to explicit and to implicit abstractions reveals some commonality in their strategies to resolve that choice
dilemma. When a set of pattern databases is selected, the farther state variables are from the goal-mentioned variables
V (G) in the causal graph of the problem, the more likely they are to be abstracted away (ignored) altogether [13]. The
picture with the fork-decomposition implicit abstractions is very similar. While there is not much room for ﬂexibility in
selecting such abstractions, the size of the abstractions set, and thus the quality of the resulting heuristic, depends heavily
on the number of goal-mentioned variables. The situation with the merge-and-shrink abstractions is a bit more complicated
to frame, but the concrete merge-and-shrink procedure suggested and evaluated by Helmert et al. [17] also puts more focus
on the goal-mentioned variables and their close ancestors in the causal graph.
This dependence of abstraction heuristics on the size of V (G) is quite problematic as any sas+ planning task can easily be
reformulated to contain just a single goal-mentioned variable. To evaluate this dependence empirically, we have conducted
a targeted evaluation on a wide sample of planning domains, most from the biannual International Planning Competitions
(IPC) 1998–2006. We have focused on two abstraction heuristics, namely merge-and-shrink [17] with 104 abstract states for
explicit abstractions and the databased version of the hF heuristic [26] for implicit abstractions. Both of these heuristics
have been implemented within the heuristic forward search framework of the Fast Downward planner [15], and used within
the A∗ algorithm with full duplicate elimination. The experiments were run on a 2.33 GHz Intel Q8200 CPU, using a single
core; the time and memory limits were set to 30 minutes and 2 GB, respectively.
In terms of expanded nodes, Table 1 shows that the abstraction heuristics are substantially more accurate on the original
tasks than on the single-goal reformulations. The speciﬁc measure for comparison is as follows. For each of the two problem
formulations, each task contributes a value equal to the minimal number of expanded nodes among the two formulations,
divided by the number of expanded nodes under the respective formulation. If the denominator is 0 (if, e.g., the initial state
is a goal state, or the heuristic estimate of the initial state is ∞), then this value is deﬁned to be 1. As we are interested
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Evaluation of the impact of goal reformulation on merge-and-shrink and fork-decomposition heuristics. Per heuristic, the second, fourth, and ﬁrst columns
capture the number of solved tasks under original formulation (Π ), single-goal reformulation (Π1), and under both formulations (SB), respectively. The last
row in these columns captures the total number of solved planning tasks. The third and ﬁfth columns per heuristic depict the measure of success in terms
of expanded nodes, with each entry being the sum of our measure over all the tasks in the domain solved under both formulations. The last row in those
columns provides the overall measures.
Domain (D) MS-104 hF
SB Π Π1 SB Π Π1
s E s E s E s E
Airport-ipc4 17 19 16.96 17 15.21 19 22 19.00 19 10.95
Blocks-ipc2 18 18 18.00 18 7.83 18 21 18.00 18 3.75
Depots-ipc3 6 7 6.00 6 3.32 5 7 5.00 5 0.96
Driverlog-ipc3 11 12 11.00 11 2.37 10 13 10.00 10 1.82
Freecell-ipc3 5 5 4.09 5 3.25 5 5 5.00 5 2.44
Grid-ipc1 2 2 2.00 2 1.90 1 1 1.00 1 0.13
Gripper-ipc1 7 7 6.45 7 6.87 7 7 7.00 7 6.90
Logistics-ipc2 16 16 16.00 16 5.87 10 22 10.00 10 0.07
Logistics-ipc1 4 5 3.03 4 1.89 2 6 2.00 2 0.01
Miconic-strips-ipc2 52 55 52.00 52 28.58 50 53 50.00 50 29.53
Mprime-ipc1 21 21 20.38 22 17.26 20 23 20.00 20 1.87
Mystery-ipc1 18 18 17.80 18 16.39 19 21 19.00 19 4.28
Openstacks-ipc5 7 7 2.08 7 6.89 7 7 7.00 7 4.24
Pathways-ipc5 4 4 2.55 4 3.02 4 4 3.99 4 3.98
Pipes-notank-ipc4 10 11 10.00 12 3.13 14 14 13.75 14 13.37
Pipes-tank-ipc4 13 14 12.11 13 5.04 10 10 10.00 11 6.66
Psr-small-ipc4 50 50 50.00 50 36.05 49 49 49.00 49 40.58
Rovers-ipc5 6 7 5.72 6 5.58 6 6 6.00 6 2.45
Satellite-ipc4 6 6 5.33 6 4.17 6 6 6.00 6 2.92
Tpp-ipc5 6 6 6.00 6 4.60 6 6 6.00 6 2.22
Trucks-ipc5 6 6 2.48 6 5.93 6 7 6.00 6 2.95
Zenotravel-ipc3 9 11 7.81 9 5.70 9 11 9.00 9 1.73
294 307 277.79 297 190.86 283 321 282.74 284 143.81
in comparing expanded nodes, we take into account only tasks solved under both formulations, and thus the numerator is
always well-deﬁned. Each task grants the winning formulation the value of 1, and the other formulation a value in [0,1].
For example, if A∗ on Π1 opens 1000 nodes and on Π it opens 3000 nodes, then we have E(Π1) = 1 and E(Π) = 1/3.
The last row in the table sums up these values over all tasks solved under both problem formulations. Note that, while
merge-and-shrink and fork-decomposition heuristics were both negatively affected by “hiding” the goals of the tasks, the
degradation in accuracy of the fork-decomposition heuristic was much exacerbated by its direct reliance on the richness of
goal speciﬁcation in the task.
3.2. Landmark-based task reformulation
Revisiting our experiment with “hiding” the goals of the planning tasks, it is clear that things that were goals before
the reformulation do not really cease to be goals, but only become implicit goals. In fact, this is just one type of possible
implicit goals; in particular, any landmark is such an implicit goal by its very deﬁnition. Given that many such de facto goals are
not explicitly given in the description of the planning task, it is only natural to explore the possibility of converting such
discoverable implicit goals to explicit goals. Probably the most direct way to achieve that is via a speciﬁc notion of one-sided
equivalence between planning tasks we call surrogate.
Deﬁnition 1. For a planning task Π , let ΦΠ denote the set of all optimal plans for Π . Given two planning tasks Π and Π ′ ,
we say that Π ′ is a surrogate of Π if
(i) ΦΠ ′ = ∅ if and only if ΦΠ = ∅, and
(ii) there exists a mapping f : ΦΠ ′ → ΦΠ such that, for any ρ ′ ∈ ΦΠ ′ , f(ρ ′) can be computed in time polynomial in ||Π ||,
|ρ ′|, and |f(ρ ′)|.
Note that, if Π ′ is a surrogate of Π , then instead of optimally solving Π , one can optimally solve Π ′ , and then re-
construct an optimal plan for Π from the obtained plan for Π ′ . Here we show how one can exploit landmarks to create
planning task surrogates that are actually useful. Along with the previously introduced notion of landmark graph LG(Π), an
auxiliary graphical notion heavily used in what follows is the (node) preﬁx of a DAG.
Deﬁnition 2. Given a directed acyclic graph G = (N, E), a subset of nodes N ′ ⊆ N is a preﬁx of G if, for each edge (v,u) ∈ E ,
u ∈ N ′ implies v ∈ N ′ .
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respective variable. v and v denote the v = 0 and v = 1 landmarks, respectively, for the variables v ∈ {x, y, z,w}.
Now, let Π be a planning task, LG(Π) be a landmark graph of Π , and G = (N ,E) be a subgraph of LG(Π). We now show
how the description of Π can be enriched with information captured by landmarks N and orderings E between them. This
construction, formally given in Deﬁnition 3 below, is based on introducing a new state variable vG , and modifying some of
the original actions in Π to also affect the value of vG . The domain of vG , dom(vG) ⊆ 2N , is the set of all preﬁxes of G .
Semantically, each value ϑ ∈ dom(vG) corresponds to a subset of landmarks N that, according to the orderings captured by
G , can all be achieved without achieving any other landmark. Note that both ∅ and N are preﬁxes of G . The initial value of
vG corresponds to the subset of landmarks in N that are true in the initial state of Π . The goal value of vG corresponds
to the entire set of landmarks N . The actions of Π are altered to “advance” the value of vG as the landmarks are achieved.
Deﬁnition 3. Given a planning task Π = 〈V , A , s0,G , cost〉 with unconditional action effects only, a landmark graph LG(Π),
and a set of subgraphs G of LG(Π), the L-reformulation ΠG = 〈V G, AG, sG0 ,GG, costG〉 of Π is constructively deﬁned as
follows.
• The state variables of ΠG are V G = V ∪ {vG | G ∈ G}. For each subgraph G = (N ,E) in G, the domain of the respective
variable vG , dom(vG) ⊆ 2N , is the set of all preﬁxes of G .
• Let Ls0 ⊆ L be the set of all landmarks in L that hold in the initial state s0. Then the initial state of ΠG is










and the goal is
GG = G ∪ {vG =N ∣∣ G = (N ,E) ∈ G}.
• For each original action a ∈ A, and each subgraph G = (N ,E) in G, the action a is extended with conditional effects
condG on vG . Speciﬁcally, let ϑa be the subset of landmarks N that a achieves. If ϑa is empty, then condG is empty as
well. Otherwise, for each ϑ ∈ dom(vG), condG includes
vG = ϑ 
 vG =
(




ϑ ′a = argmax
ϑ ′
{∣∣ϑ ′∣∣ ∣∣ ϑ ′ ⊆ ϑa,ϑ ∪ ϑ ′ ∈ dom(vG)}. (2)









the action set of ΠG is AG = {aG | a ∈ A}.
To illustrate the process of creating an L-reformulation, as well as the potential beneﬁts of using L-reformulation with
abstraction heuristics, consider a planning task Π with four binary variables V = {x, y, z,w}, action set A of four actions,
C. Domshlak et al. / Artiﬁcial Intelligence 189 (2012) 48–68 55Fig. 2. Causal graphs (a, c) and fork-decomposition (b, d) for the example task Π and its L-reformulation ΠG , respectively. Nodes with double-line contour
correspond to the goal-mentioned variables V (G) and V (GG).
a1 =
〈{x = 0}, {x = 1}〉,
a2 =
〈{x = 1, y = 0}, {y = 1}〉,
a3 =
〈{x = 1, z = 0}, {z = 1}〉,
a4 =
〈{y = 1, z = 1, w = 0}, {w = 1}〉,
initial state s0 = {x = 0, y = 0, z = 0,w = 0}, and goal G = {w = 1}. All four actions have the same cost of 1. Fig. 2(a) depicts
the causal graph of this planning task. While the cost of the optimal plan for this task is 4, we have hF(s0) = 3. The reason
for that is shown in Fig. 2(b). Fork-decomposition abstractions will not account for the cost of achieving x = 1, despite the
fact that x = 1 holds on all plans for this task. The landmark graph of this task is depicted in Fig. 1(a). Let G = {G = (N ,E)}
be the set consisting of a single subgraph of the landmark graph, depicted in Fig. 1(b). The L-reformulation ΠG of Π will
consist of
• the variables V G = {x, y, z,w, vG}, with domains of x, y, z,w being as in Π and the domain of vG , as depicted in
Fig. 1(c),
• the initial state sG0 = {x = 0, y = 0, z = 0,w = 0, vG = ∅},
• the goal GG = {w = 1, vG = xyzw}, and
• the action set AG
a1 =
〈{x = 0}, {x = 1, vG = ∅ 
 vG = x}〉,
a2 =
〈{x = 1, y = 0}, {y = 1, vG = x 
 vG = xy, vG = xz 
 vG = xyz}〉,
a3 =
〈{x = 1, z = 0}, {z = 1, vG = x 
 vG = xz, vG = xy 
 vG = xyz}〉,
a4 =
〈{y = 1, z = 1,w = 0}, {w = 1, vG = xyz 
 vG = xyzw}〉.
In general, while the resemblance between the respective components of Π and ΠG is high, fork-decomposition of
ΠG both enriches the patterns already present in the fork-decomposition of Π (by, e.g., adding more children to forks’
roots), and induces patterns that would not be present in the fork-decomposition of Π at all. In turn, the richer the fork-
decomposition is in terms of the number of patterns and the comprehensiveness of each, the higher the estimate we
can possibly obtain from that decomposition. In our example, the causal graph of ΠG is shown in Fig. 2(c), and Fig. 2(d)
depicts the fork-decomposition of ΠG , with action representatives listed in Table 2. Note that an action may have multiple
representatives in the same pattern as each action representative is allowed to affect only a single variable while the original
action may affect several. This stems from the speciﬁcs of acyclic causal-graph decompositions such as fork-decomposition,
discussed in detail by Katz and Domshlak [27].
Since the actions a1, a2, and a3 have 6 representatives each, and a4 has 9 representatives, uniform action cost partitioning
will assign the cost of 1/6 per representative of the actions a1, a2, and a3, and 1/9 per representative of the action a4. The
optimal plans for each pattern are thus as follows.
ΠGFx : a
1
1 · a21 · a12 · a13 · a14 with the cost of 4/6+ 1/9,
ΠGFy : a
1
1 · a13 · a12 · a22 · a14 · a24 with the cost of 4/6+ 2/9,
ΠGFz : a
1
1 · a12 · a13 · a23 · a14 · a24 with the cost of 4/6+ 2/9,
ΠGFw : a
1
1 · a12 · a13 · a14 · a24 with the cost of 3/6+ 2/9, and
ΠGFvG
: a24 · a11 · a12 · a13 · a14 with the cost of 3/6+ 2/9,
resulting in hF(sG) = h∗(sG) = 4.0 0
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Representatives of the original actions in the individual fork-decomposition abstractions.
ΠGFx a
1
1 = 〈{x = 0}, {x = 1}〉, a21 = 〈{x = 1}, {vG = ∅ 
 vG = x}〉
a12 = 〈{x = 1}, {vG = x 
 vG = xy, vG = xz 
 vG = xyz}〉
a13 = 〈{x = 1}, {vG = x 
 vG = xz, vG = xy 
 vG = xyz}〉
a14 = 〈∅, {vG = xyz 
 vG = xyzw}〉
ΠG
Fy
a11 = 〈∅, {vG = ∅ 
 vG = x}〉
a12 = 〈{y = 0}, {y = 1}〉, a22 = 〈{y = 1}, {vG = x 
 vG = xy, vG = xz 
 vG = xyz}〉
a13 = 〈∅, {vG = x 
 vG = xz, vG = xy 
 vG = xyz}〉
a14 = 〈{y = 1,w = 0}, {w = 1}〉, a24 = 〈{y = 1}, {vG = xyz 
 vG = xyzw}〉
ΠG
Fz
a11 = 〈∅, {vG = ∅ 
 vG = x}〉
a12 = 〈∅, {vG = x 
 vG = xy, vG = xz 
 vG = xyz}〉
a13 = 〈{z = 0}, {z = 1}〉, a23 = 〈{z = 1}, {vG = x 
 vG = xz, vG = xy 
 vG = xyz}〉
a14 = 〈{z = 1,w = 0}, {w = 1}〉, a24 = 〈{z = 1}, {vG = xyz 
 vG = xyzw}〉
ΠGFw a
1
1 = 〈∅, {vG = ∅ 
 vG = x}〉
a12 = 〈∅, {vG = x 
 vG = xy, vG = xz 
 vG = xyz}〉
a13 = 〈∅, {vG = x 
 vG = xz, vG = xy 
 vG = xyz}〉
a14 = 〈{w = 0}, {w = 1}〉, a24 = 〈{w = 1}, {vG = xyz 
 vG = xyzw}〉
ΠGFvG
a11 = 〈∅, {vG = ∅ 
 vG = x}〉
a12 = 〈∅, {vG = x 
 vG = xy, vG = xz 
 vG = xyz}〉
a13 = 〈∅, {vG = x 
 vG = xz, vG = xy 
 vG = xyz}〉
a14 = 〈∅, {vG = xyz 
 vG = xyzw}〉, a24 = 〈{w = 0}, {w = 1}〉
Note that the isomorphic correspondence between the actions of the original planning task and of its L-reformulation
can be naturally extended to the correspondence between the plans for these tasks.
Theorem 1. Given a planning taskΠ and an L-reformulationΠG , there is bijective, cost-preserving correspondence between the plans
of Π and ΠG .
Proof. First, note that the action sets A and AG are isomorphic. Let g : (AG)∗ → A∗ be the extension of the isomorphism
between action sets to isomorphism between action sequences, mapping each action aG ∈ AG to the original action a, i.e.,
g(〈aG1 , . . . ,aGi 〉) = 〈a1, . . . ,ai〉. By induction on the sequence length i, we show that each sequence of actions 〈aG1 , . . . ,aGi 〉 is
applicable in state sG0 if and only if 〈a1, . . . ,ai〉 = g(〈aG1 , . . . ,aGi 〉) is applicable in state s0, and
sG0
〈
aG1 , . . . ,a
G
i
〉[V ] = s0g(〈aG1 , . . . ,aGi 〉). (3)
Note that, by the deﬁnition of the L-reformulation, we have
sG0 [V ] = s0, (4)








)[V ] = effs(g(aG)). (6)
For the base case of i = 1, from Eqs. (4) and (5) we have a1 being applicable in s0 if and only if aG1 is applicable in sG0 ,
and from Eqs. (4) and (6) we have s0a1 = sG0 aG1 [V ]. Assuming the claim holds for i  1, let sGi = sG0 〈aG1 , . . . ,aGi 〉 and
si = s0g(〈aG1 , . . . ,aGi 〉). From the induction assumption we have
sGi [V ] = si . (7)
From Eq. (5) we have aGi+1 being applicable in state s
G
i if and only if g(a
G
i+1) is applicable in state si . From Eq. (6) we have
(i) ∀v ∈ V (eff(ai+1)), effs(aGi+1)[v] = effs(ai+1)[v], and thus sGi aGi+1[v] = siai+1[v], and
(ii) ∀v ∈ V \ V (eff(ai+1)), sGi aGi+1[v] = sGi [v] = si[v] = siai+1[v].
Thus, sGaG [V ] = siai+1.i i+1
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sG0 〈aG1 , . . . ,aGi 〉, then
G = GG[V ] ⊆ sG0
〈
aG1 , . . . ,a
G
i
〉[V ] = s0〈g(aG1 , . . . ,aGi )〉,
with the last equality stemming from Eq (3). In the second direction, if G ⊆ s0g(〈aG1 , . . . ,aGi 〉), then




aG1 , . . . ,a
G
i
)〉= sG0 〈aG1 , . . . ,aGi 〉[V ],
with, again, the last equality stemming from Eq (3). Hence, what remains to show is that, for each landmark sub-
graph variable vG ∈ V G \ V , it holds that GG[vG ] = sG0 〈aG1 , . . . ,aGi 〉[vG ]. First, G ⊆ s0g(〈aG1 , . . . ,aGi 〉) implies that
ρ = g(〈aG1 , . . . ,aGi 〉) = 〈g(aG1 ), . . . ,g(aGi )〉 = 〈a1, . . . ,ai〉 is a plan for Π . For each G = (N ,E) ∈ G, let subsets N0,N1, . . . ,Ni
be deﬁned as
(1) N0 = sG0 [vG ], and
(2) for 1 j  i, if ϑa j is the (possibly empty) subset of landmarks N that a j achieves, then N j =N j−1 ∪ ϑ ′a j , where
ϑ ′a j = argmax
ϑ ′
{∣∣ϑ ′∣∣ ∣∣ ϑ ′ ⊆ ϑa j ,N j−1 ∪ ϑ ′ is a preﬁx of G}. (8)
Note that, since N0 is a preﬁx, Eq. (8) implies that {N j}ij=0 is a sequence, monotonic with respect to inclusion, of preﬁxes
of G . Likewise, since ρ is a plan for Π , by the deﬁnition of landmark structure, each landmark φ ∈ N is achieved along
ρ consistently with G . This means that, for each landmark φ ∈ N , either φ ∈ sG0 as so are all the predecessors of φ inG , or there exists an action a j along ρ that achieves φ, with all the predecessors of φ in G being achieved earlier in
the plan. By the deﬁnition of {N j}ij=0, in the former case, we have φ ∈ N0, and in the latter case, from Eq. (8), we have
φ ∈ Nk for all j  k  i. Therefore, we have Ni = N = GG[vG ]. What remains to be shown to complete the proof of
GG ⊆ sG0 〈aG1 , . . . ,aGi 〉 is that 〈aG1 , . . . ,aGi 〉 induces a path from sG0 [vG ] to GG[vG ] in the domain transition graph of vG .
Recall that, by Deﬁnition 3, dom(vG) is the set of all preﬁxes of G . From Eqs. (1)–(2) in Deﬁnition 3 and the deﬁnition
of {N j}ij=0 via Eq. (8), vG =N j−1 
 vG =N j is a conditional effect of aGj , completing the proof of GG ⊆ sG0 〈aG1 , . . . ,aGi 〉.
Finally, for each action a ∈ A, cost(a) = cost(g(aG)) = cost(aG), and thus g is cost-preserving. 
Having established the connection between the plans for the tasks, it is now easy to show that, for each planning task,
any of its L-reformulations is also its surrogate.
Theorem 2. Given a planning task Π , a landmark graph LG(Π), and a set of subgraphs G of LG(Π), the L-reformulation ΠG of Π is
a surrogate of the latter.
Proof. As a direct result of Theorem 1, we have ΠG being unsolvable if and only if Π is unsolvable, and thus condition (i)
in Deﬁnition 1 holds. Now, let f be the restriction of g to ΦΠG . Let ρG = 〈aG1 , . . . ,aGk 〉 be an optimal plan for ΠG , and let
ρ = f(ρG) be a plan for Π . From g being cost-preserving, we have cost(ρG) = cost(ρ). Assume to the contrary that ρ is not
optimal, and thus there exists a plan ρ ′ such that cost(ρ ′) < cost(ρ). From Theorem 1 we have g−1(ρ ′) being a plan for






))= cost(ρ ′)< cost(ρ) = cost(ρG),
contradicting the assumption of non-optimality of ρ . Finally, for each action aG ∈ AG , a = g(aG) can be reconstructed in
time O (1). Thus, the whole sequence of actions ρ = f(ρG) can be computed in time O (|ρG|). 
A closer look at Deﬁnition 3 reveals that the construction of the L-reformulation is in general exponential in the number
of nodes of each landmark graph’s subgraph in G. However, many interesting classes of L-reformulation are polynomial, and
one such class, speciﬁed in Deﬁnition 4 below, is adopted and examined in our empirical evaluation discussed later on.
Deﬁnition 4. Given a planning task Π , a landmark graph LG(Π), and a set of subgraphs G of LG(Π), the L-reformulation
ΠG of Π is called path-based L-reformulation if each subgraph in G is a directed path in LG(Π).
Theorem 3. Given a planning task Π , a landmark graph LG(Π), and a set of path-structured subgraphs G of LG(Π) such that |G| =
O (poly(||Π ||)), the L-reformulation ΠG of Π can be constructed from Π and G in polynomial time.
Proof. The proof is straightforward. Going over Deﬁnition 1, we show that each of the components of ΠG = 〈V G, AG, sG,GG,
costG〉 can be constructed from Π and G in time polynomial in ||Π ||, |L| and |G|.
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dom(vG) = {{φ j | 1 j  i} | 0 i  k}.
(2) For each action a ∈ A, the action aG can be created in time O (|V | +N (G)), where N (G) =∑G=(N ,E)∈G |N |, by ﬁrst
deducing from effs(a) the set of all landmarks achievable by a, and then going once over all the subgraphs G ∈ G,
adding up to |dom(vG)| conditional effects.
Clearly, both the initial state sG0 and goal G
G can be constructed in time O (|V G|), and the cost function remains unchanged.
Therefore, ΠG can be constructed in time O (|A|(|V | +N (G))). 
4. Exploiting surrogates in practice
As we already mentioned, the richer the fork-decomposition is in terms of the number and size of patterns and the
comprehensiveness of each, the higher the estimate we might possibly obtain from that decomposition. However, “possibly
obtain” and “obtain” are not necessarily the same thing, and a lot depends on the speciﬁc action cost partitioning between
the patterns of the additive ensemble comprising h ∈ {hF,hI,hFI} [28]. The choice of action cost partitioning can vary
from optimal (in terms of maximizing the estimate) to almost arbitrarily bad. The good news is that, under optimal action
cost partitioning (achievable in polynomial time; see [28]), the dominance relation hΠG (s
G
0 )  hΠ(s0) always holds for all
h ∈ {hF,hI,hFI}. In fact, a stronger claim holds.
Theorem 4. Given a planning task Π = 〈V , A , s0,G , cost〉, and an L-reformulation ΠG of Π , let hΠ and hΠG for h ∈ {hF,hI,hFI}
be the fork-decomposition heuristics forΠ andΠG , respectively. For any state s ofΠ and any state s′ ofΠG such that s′[V ] = s, under
optimal action-cost partitionings we have hΠG (s
′) hΠ(s).
Proof. Let {Πi}mi=1 be the fork-decomposition of Π and {ΠGi }m+ki=1 be the fork-decomposition of ΠG such that, for 1 i m,
Πi is the restriction of ΠGi to V . Thus, for each action a ∈ A, the set of action representatives of a is a subset of the set of
action representatives of aG . Let s be a state of Π , and s′ be a state of ΠG such that s′[V ] = s. Under action cost partitioning





Let an action-cost partitioning for the state s′ of ΠG be constructed from the optimal action-cost partitioning for s of Π
by setting the cost of each representative as in the optimal action-cost partitioning for Π if it exists there, and otherwise
to 0. Let h0
ΠG
(s′) be the heuristic value calculated from the above cost partitioning. Since for 1 i m, Πi is a projection




















h∗Πi (s) = hΠ(s).










Though the statement of Theorem 4 is very positive, in practice the picture is more complex. While the procedure
of Katz and Domshlak [28] for devising an optimal action cost partition is polynomial-time, it is based on solving large
linear programs, and thus typically takes too long to be computed at every search node. As the ﬁrst sanity check for the
practicality of switching from Π to ΠG , we compared the initial-state estimates of a sub-optimal, yet cheap to compute,
fork-decomposition heuristic with uniform action-cost partitioning for planning tasks from a wide sample of IPC domains,
as well as for their respective landmark-based reformulations. The landmarks and landmark orderings were obtained using
LAMA’s landmark discovery procedure [33]. The surrogate tasks were constructed from the original task Π as part of the
preprocessing, and four different path-based L-reformulations were examined:
• ΠS , with the set S of subgraph consisting of all trivial, single-node paths, each consisting of a single landmark that is
not true in the initial state s0.
• ΠS0 , with S0 being deﬁned similarly to S, but with respect to all landmarks, including those that are true in the initial
state. Note that the information added in ΠS0 is not redundant since, in order to reach the goal, some of the landmarks
that are true in the initial state might have to be “destroyed” and reachieved.
• ΠL , with L consisting of paths found by a path covering of the landmark graph’s edges.
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(s0)/h∗(s0) vs. hFΠ (s0)/h∗(s0), that is, ratios between the initial state estimates of hF with L-reformulation vs. without, and the optimal
solution length h∗(s0). The examined L-reformulations are (a) ΠS , (b) ΠS0 , (c) ΠL , and (d) ΠN .
• ΠN , with N consisting of paths found by a path covering of the nodes of the landmark graph.
Figs. 3 and 4 describe and Table 3 summarizes the implication of switching to the surrogate problems in terms of the
quality of the initial state estimation with the above setting of hF and hI . These results appear to be very promising. With
hF , the estimates for the L-reformulations ΠS were on average either the same or better than these for the original prob-
lem speciﬁcation, with the only exception being the Blocksworld domain. For the other three L-reformulations, the picture
was almost as good: the estimates on average got slightly worse in Airport, Depots, Logistics-00, and TPP, while substantial
improvements have been observed on some other domains. The most substantial average improvement of ≈ 100–120% was
observed for all four L-reformulations in Freecell, Grid, and Miconic. With hI the picture is even more promising. Here, for
instance, the path-based L-reformulation ΠL consistently improves the initial state evaluation, hitting average improvement
of 180–210% in Depots, Freecell, Miconic, and Pipesworld-NoTankage, and having a peak of 333% improvement in Grip-
per. Given that LAMA’s landmark discovery procedure typically takes a very short time, these results give evidence of the
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(s0)/h∗(s0) vs. hIΠ(s0)/h∗(s0), that is, ratios between the initial state estimates of hI with L-reformulation vs. without, and the optimal
solution length h∗(s0). The examined L-reformulations are (a) ΠS , (b) ΠS0 , (c) ΠL , and (d) ΠN .
value of incorporating landmark information into the process of problem abstraction. However, as we next show, additional
work is required to make the basic idea truly effective.
4.1. Exploiting surrogates directly
To examine the straightforward approach of solving the L-reformulation task ΠG instead of solving Π , we evaluate the
relative performance of this approach both in terms of the total number of problems solved, and in terms of the number of
expanded nodes. The results of this evaluation are summarized in columns 2–5 of Tables 4–11. The ﬁrst observation from
this summary is that, for both hF and hI heuristics, the total number of solved planning tasks decreases when we switch
from Π to ΠG . There are only eight domains in which this number increases under this or another L-reformulation:
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Average ratios between the initial state estimates of hF and hI and the optimal solution length h∗(s0) = h∗(sG0 ). The number of tasks considered is given
in parentheses. The optimal solution lengths were taken from all previously found optimal solutions known to us.
Domain (D) hF hI
Π ΠS ΠS0 ΠL ΠN Π ΠS ΠS0 ΠL ΠN
Airport-ipc4 (19) 0.62 0.97 0.51 0.74 0.59 0.31 0.42 0.35 0.58 0.45
Blocks-ipc2 (30) 0.48 0.43 0.26 0.33 0.35 0.16 0.21 0.19 0.28 0.24
Depots-ipc3 (7) 0.42 0.51 0.33 0.41 0.40 0.10 0.17 0.13 0.31 0.20
Driverlog-ipc3 (14) 0.63 0.71 0.66 0.68 0.66 0.62 0.67 0.62 0.67 0.64
Freecell-ipc3 (7) 0.30 0.64 0.57 0.64 0.64 0.16 0.22 0.19 0.49 0.31
Grid-ipc1 (2) 0.26 0.57 0.54 0.54 0.57 0.29 0.35 0.33 0.46 0.37
Gripper-ipc1 (11) 0.38 0.55 0.54 0.63 0.55 0.06 0.11 0.09 0.26 0.11
Logistics-ipc2 (24) 0.99 0.99 0.96 0.92 0.92 0.85 0.84 0.84 0.90 0.87
Logistics-ipc1 (6) 0.85 0.93 0.92 0.90 0.89 0.73 0.75 0.74 0.82 0.76
Miconic-strips-ipc2 (142) 0.43 0.96 0.83 0.94 0.90 0.19 0.37 0.29 0.54 0.39
Mprime-ipc1 (26) 0.49 0.62 0.61 0.64 0.63 0.44 0.42 0.41 0.58 0.52
Mystery-ipc1 (18) 0.48 0.59 0.59 0.62 0.60 0.41 0.43 0.40 0.53 0.51
Openstacks-ipc5 (7) 0.61 0.83 0.70 0.73 0.71 0.33 0.19 0.19 0.50 0.27
Pathways-ipc5 (5) 0.19 0.19 0.19 0.19 0.19 0.37 0.37 0.37 0.37 0.37
Pipes-notank-ipc4 (23) 0.24 0.38 0.24 0.37 0.33 0.08 0.15 0.12 0.24 0.19
Pipes-tank-ipc4 (14) 0.22 0.29 0.26 0.35 0.31 0.15 0.21 0.19 0.28 0.23
Psr-small-ipc4 (50) 0.17 0.18 0.18 0.18 0.17 0.16 0.17 0.15 0.19 0.16
Rovers-ipc5 (7) 0.53 0.65 0.65 0.65 0.61 0.65 0.68 0.63 0.71 0.73
Satellite-ipc4 (9) 0.54 0.84 0.84 0.84 0.83 0.61 0.64 0.64 0.68 0.64
Tpp-ipc5 (6) 0.84 0.84 0.70 0.73 0.68 0.64 0.65 0.53 0.66 0.55
Trucks-ipc5 (9) 0.39 0.61 0.61 0.64 0.61 0.47 0.32 0.22 0.50 0.47
Zenotravel-ipc3 (13) 0.69 0.81 0.81 0.82 0.81 0.74 0.76 0.76 0.79 0.76
Average 0.46 0.69 0.60 0.67 0.64 0.31 0.38 0.33 0.49 0.40
Average over domains 0.49 0.64 0.57 0.61 0.59 0.39 0.41 0.38 0.52 0.44
• For hF heuristic, Freecell, Miconic, Pipesworld-NoTankage, and Satellite on ΠS , Pipesworld-NoTankage on ΠL and
ΠN , and Satellite on ΠS0 .
• For hI heuristic, Mprime on ΠL and ΠN and Mystery on ΠS0 , ΠL , and ΠN .
On the rest of the domains, with both heuristics, the number of solved tasks either decreases or remains unchanged.
A deeper look reveals that for hF , the number of expanded nodes decreases substantially for most of the domains on ΠS
and for 5–7 domains on the rest of the L-reformulation. For hI the picture is different. The number of expanded nodes
decreases substantially for only one domain on ΠS and ΠS0 , seven domains on ΠL , and ﬁve domains on ΠN . In some
cases this decrease causes one or two more tasks in the domain to be solved. However, in most cases the decrease is not
suﬃcient. Interestingly, there are several cases where, despite the average decrease in expanded nodes, fewer tasks are
solved overall — hF heuristics on ΠS in Airport and ΠL in Freecell, and hI heuristics on ΠS0 in Mprime and ΠL in
Logistics-00 and Trucks.
The explanation for this “inconsistency” with Table 3 is actually very simple. In general, the state space of the surrogate
task ΠG is o(2|G|) times larger than the state space of the original Π . Hence, the number of reachable states in ΠG can
be up to o(2|G|) times larger than in Π because every state of Π is now considered separately in different contexts of
landmark achievement. Hence, although the accuracy of the heuristic functions on ΠG increases, so does the effort required
from A∗ to “prove” the optimality of the optimal solution.
4.2. Exploiting surrogates indirectly
To eliminate the aforementioned pitfall to a large extent, we introduce and evaluate a new search scheme in which
the heuristic estimates come from the landmark-enhanced tasks while the (forward, state space) search is performed on
the original task. In general, this scheme works as follows. Given a planning task Π over state space S , a landmark graph
LG(Π) over landmarks L, and a set of subgraphs G of LG(Π), let ΠG be the respective L-reformulation of Π , and P(LG) be
the set of all preﬁxes of the landmark graph LG(Π). For each evaluated state s of Π , the heuristic value of s is computed
in three steps.
1. The state s is ﬁrst associated with a preﬁx Ls ⊆ L of the landmark graph LG(Π), such that L \Ls must be achieved on
the way to the goal from s; this set is determined using the techniques developed by Richter et al. [33] and Karpas and
Domshlak [21].
2. Given Ls , the state s is mapped to the state s′ = γ (s,Ls) of ΠG , with the landmarks-preserving mapping γ : S×P(LG) →





|ϑ |, v = vG, G ∈ G,
s[v], otherwise.
(10)
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hF on ΠS . A summary of the experimental results for the hF heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠS . The columns are as described previously in
Table 1, except for the expanded nodes ratio, which is now summarized over all tasks in the domain.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 22 8.91 18 8.66 19 9.44 19 9.90 23 23.00 23 23.00
Blocks-ipc2 21 18.61 18 3.77 18 6.12 20 7.56 19 14.12 18 6.65
Depots-ipc3 7 2.46 4 0.27 7 1.78 7 2.62 6 2.90 6 6.00
Driverlog-ipc3 13 3.77 12 2.90 13 6.57 13 10.91 13 6.57 13 11.95
Freecell-ipc3 5 1.03 6 3.27 5 2.98 5 4.68 5 2.98 6 4.82
Grid-ipc1 1 0.16 1 0.30 2 2.00 2 2.00 2 2.00 2 2.00
Gripper-ipc1 7 5.92 5 0.41 7 6.54 7 7.00 7 6.54 7 7.00
Logistics-ipc2 22 22.00 20 11.91 22 11.57 21 12.13 21 13.81 21 10.99
Logistics-ipc1 6 0.40 6 2.02 6 3.21 6 4.56 6 3.46 6 4.70
Miconic-strips-ipc2 53 7.82 55 12.96 120 66.47 116 83.75 136 136.00 116 83.75
Mprime-ipc1 23 7.90 23 12.73 23 13.84 23 18.47 23 13.84 23 18.36
Mystery-ipc1 21 15.24 21 13.25 21 16.98 21 19.92 21 16.98 21 20.03
Openstacks-ipc5 7 0.47 7 2.51 7 2.51 9 9.00 7 2.51 9 9.00
Pathways-ipc5 4 2.38 4 2.38 4 2.38 4 4.00 4 2.36 4 3.98
Pipes-notank-ipc4 14 3.64 15 4.71 16 8.61 17 16.55 16 8.61 17 16.26
Pipes-tank-ipc4 10 4.59 9 2.81 9 5.31 9 8.64 9 5.31 9 8.99
Psr-small-ipc4 49 47.32 49 46.99 49 47.74 48 33.72 49 49.00 48 33.55
Rovers-ipc5 6 1.42 6 3.30 6 3.38 7 5.96 6 3.32 7 7.00
Satellite-ipc4 6 0.77 7 2.49 7 4.75 7 4.90 7 4.97 7 4.92
Tpp-ipc5 6 5.03 6 5.01 6 5.00 6 5.99 6 4.96 6 5.94
Trucks-ipc5 7 0.66 7 1.97 7 4.27 8 8.00 7 4.27 8 8.00
Zenotravel-ipc3 11 3.25 9 3.37 10 5.22 11 10.62 10 5.22 12 10.33
321 163.73 308 147.99 384 236.66 386 290.87 403 332.71 389 307.22
Table 5
hI on ΠS . A summary of the experimental results for the hI heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠS . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 20 6.36 20 6.47 20 7.43 21 18.88 21 15.91 21 21.00
Blocks-ipc2 18 2.47 18 1.58 18 2.52 28 25.57 18 12.67 18 9.33
Depots-ipc3 4 0.11 3 0.05 4 0.13 7 6.77 4 0.29 8 6.71
Driverlog-ipc3 13 4.51 12 3.93 12 5.94 13 11.41 13 5.97 13 11.95
Freecell-ipc3 4 0.03 4 0.03 4 0.03 4 4.00 4 0.03 4 3.34
Grid-ipc1 1 0.06 1 0.07 1 0.17 1 1.00 1 0.17 1 0.89
Gripper-ipc1 7 5.84 5 0.29 7 5.85 7 6.92 7 5.85 7 7.00
lOGISTICS-ipc2 16 0.83 15 0.98 16 1.09 21 19.23 16 3.20 22 21.52
Logistics-ipc1 4 0.32 4 0.20 4 0.28 6 4.66 4 0.49 6 4.92
Miconic-strips-ipc2 50 8.55 40 6.94 50 9.52 69 64.50 52 13.37 69 40.02
Mprime-ipc1 19 3.34 18 3.16 19 3.76 20 17.99 19 3.76 21 19.31
Mystery-ipc1 17 7.70 17 7.79 16 8.06 16 14.52 16 8.06 16 15.49
Openstacks-ipc5 7 0.26 7 0.24 7 0.24 9 9.00 7 0.24 9 9.00
Pathways-ipc5 4 3.94 4 4.00 4 3.94 4 3.91 4 3.89 4 3.89
Pipes-notank-ipc4 14 1.83 12 0.87 14 2.24 17 16.62 14 2.23 17 16.81
Pipes-tank-ipc4 8 2.56 7 0.51 7 1.38 9 9.00 7 1.38 9 8.20
Psr-small-ipc4 49 47.90 49 45.63 48 45.57 48 35.13 48 46.42 48 35.34
Rovers-ipc5 7 2.92 7 3.79 7 3.97 7 6.44 7 5.87 7 6.22
Satellite-ipc4 6 1.73 6 1.09 6 2.50 7 5.86 6 2.57 7 5.99
Tpp-ipc5 6 3.10 6 3.08 6 3.10 6 6.00 6 4.93 6 5.95
Trucks-ipc5 7 0.89 5 0.74 7 1.78 8 7.99 7 1.78 8 7.73
Zenotravel-ipc3 11 5.93 10 4.79 10 6.23 11 10.11 10 6.23 11 9.91
292 111.20 270 96.23 287 115.74 339 305.51 291 145.30 332 270.51
3. Given an admissible heuristic function h for ΠG , the heuristic estimate for s is set to h(s′). The latter is no longer a
state-dependent but rather a path- (or, in fact, multi-path) dependent estimate, and thus the machinery of LM-A∗ is
required. Importantly, however, as we now show, this estimate is admissible, and thus LM-A∗ is guaranteed to ﬁnd an
optimal solution.
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hF on ΠS0 . A summary of the experimental results for the hF heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠS0 . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 22 12.55 17 6.57 18 7.67 18 8.35 18 17.96 18 17.96
Blocks-ipc2 21 19.88 17 1.41 18 2.83 18 6.96 18 11.78 18 7.07
Depots-ipc3 7 4.81 2 0.06 4 0.31 4 1.78 4 0.73 4 3.31
Driverlog-ipc3 13 5.10 11 1.56 12 3.44 12 10.73 12 3.44 12 10.83
Freecell-ipc3 5 0.86 5 1.94 5 2.24 6 4.78 5 2.24 7 6.80
Grid-ipc1 1 0.30 1 0.31 2 2.00 2 2.00 2 2.00 2 2.00
Gripper-ipc1 7 5.92 4 0.38 6 5.42 6 6.00 6 5.42 6 6.00
Logistics-ipc2 22 22.00 20 3.22 21 6.96 22 13.25 21 6.72 21 11.96
Logistics-ipc1 6 0.44 5 0.66 6 3.40 6 5.09 6 3.75 6 4.89
Miconic-strips-ipc2 53 7.82 41 7.62 57 10.76 116 83.71 142 142.00 115 82.71
Mprime-ipc1 23 7.98 23 11.69 23 12.11 23 19.49 23 13.01 23 19.49
Mystery-ipc1 21 15.61 21 13.47 21 17.25 21 19.60 21 17.25 21 20.57
Openstacks-ipc5 7 0.47 7 0.63 7 0.72 9 9.00 7 0.72 9 9.00
Pathways-ipc5 4 2.38 4 2.38 4 2.38 4 4.00 4 2.36 4 3.98
Pipes-notank-ipc4 14 3.80 14 2.11 15 4.36 17 16.98 15 4.37 17 16.67
Pipes-tank-ipc4 10 4.78 9 2.38 9 4.59 9 8.94 9 4.59 9 9.00
Psr-small-ipc4 49 45.46 49 43.18 49 47.53 48 32.38 49 48.46 48 32.34
Rovers-ipc5 6 0.97 6 1.90 6 3.47 7 5.49 6 3.43 7 5.85
Satellite-ipc4 6 0.76 7 0.92 7 4.76 7 4.48 7 4.88 7 5.01
Tpp-ipc5 6 5.03 6 3.07 6 3.17 6 5.99 6 4.94 6 5.94
Trucks-ipc5 7 0.63 7 1.78 7 5.09 8 7.80 7 5.09 8 7.80
Zenotravel-ipc3 11 3.29 9 3.20 10 4.86 13 11.77 10 4.90 12 11.29
321 170.84 285 110.46 313 155.31 382 288.55 398 310.04 380 300.46
Table 7
hI on ΠS0 . A summary of the experimental results for the hI heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠS0 . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 20 6.76 18 6.63 18 7.97 18 11.57 21 19.90 21 21.00
Blocks-ipc2 18 2.48 18 1.49 18 2.43 28 25.56 18 12.65 18 8.76
Depots-ipc3 4 0.11 3 0.05 3 0.13 7 6.73 4 0.31 7 5.57
Driverlog-ipc3 13 4.77 12 3.16 12 4.61 13 11.85 12 4.61 13 12.37
Freecell-ipc3 4 0.06 4 0.06 4 0.06 4 3.84 4 0.06 4 2.59
Grid-ipc1 1 0.07 1 0.06 1 0.14 1 1.00 1 0.13 1 1.00
Gripper-ipc1 7 5.84 4 0.28 7 5.85 7 6.78 7 5.85 7 7.00
Logistics-ipc2 16 0.86 14 0.96 16 1.08 22 20.37 16 3.44 22 21.62
Logistics-ipc1 4 0.31 4 0.17 4 0.27 6 5.81 4 0.45 6 5.64
Miconic-strips-ipc2 50 8.84 40 5.84 50 9.46 65 64.02 52 13.57 65 38.40
Mprime-ipc1 19 2.00 18 2.80 19 2.42 24 20.72 19 2.43 24 23.22
Mystery-ipc1 17 6.55 18 6.74 17 7.18 18 16.60 18 7.39 18 16.69
Openstacks-ipc5 7 0.26 7 0.24 7 0.24 8 8.00 7 0.24 8 8.00
Pathways-ipc5 4 3.94 4 4.00 4 3.94 4 3.91 4 3.89 4 3.89
Pipes-notank-ipc4 14 1.80 12 0.73 14 1.83 17 16.94 14 1.84 17 16.47
Pipes-tank-ipc4 8 2.54 6 0.31 7 1.10 9 8.40 7 1.10 9 7.89
Psr-small-ipc4 49 47.54 49 43.59 48 44.94 48 33.81 48 46.35 48 34.30
Rovers-ipc5 7 2.47 7 2.11 7 2.65 7 6.37 7 4.51 7 6.18
Satellite-ipc4 6 1.77 6 1.01 6 2.45 7 5.82 6 2.54 7 6.47
Tpp-ipc5 6 3.10 6 2.41 6 2.50 6 6.00 6 4.82 6 5.95
Trucks-ipc5 7 1.69 5 0.81 7 2.44 8 7.18 7 2.44 8 7.63
Zenotravel-ipc3 11 5.71 9 4.42 10 5.84 11 9.74 10 5.84 11 9.94
292 109.49 265 87.86 285 109.54 338 301.02 292 144.36 331 270.60
Theorem5. LetΠ = 〈V , A , s0,G , cost〉 be a planning task, LG(Π) be a landmark graph over landmarks L, and G be a set of subgraphs
of LG(Π). Let γ : S × P(LG) → SG be the landmarks-preserving mapping. For any admissible heuristic function h : SG →R0+ for the
L-reformulation ΠG of Π , any state s ∈ S of Π , and any preﬁx Ls of LG(Π) such that L \Ls must be achieved on the way to the goal
from s, h(γ (s,Ls)) is an admissible estimate of h∗(s) in Π .
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hF on ΠL . A summary of the experimental results for the hF heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠL . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 22 12.61 14 5.82 14 6.68 14 6.68 16 16.00 16 16.00
Blocks-ipc2 21 18.55 14 1.43 15 3.37 15 5.54 17 11.01 17 7.31
Depots-ipc3 7 6.27 2 0.18 2 0.55 2 1.35 2 0.91 2 0.91
Driverlog-ipc3 13 5.78 11 1.89 12 4.89 12 9.51 11 3.92 11 9.20
Freecell-ipc3 5 1.26 4 1.86 4 2.03 4 2.98 4 2.08 4 4.00
Grid-ipc1 1 0.20 1 0.30 2 1.74 2 1.74 2 2.00 2 2.00
Gripper-ipc1 7 5.92 4 0.32 6 5.55 6 5.51 6 5.95 6 6.00
Logistics-ipc2 22 22.00 13 0.65 15 2.04 17 8.32 15 3.22 19 9.32
Logistics-ipc1 6 2.36 3 0.42 5 3.96 6 5.51 5 3.66 5 4.63
Miconic-strips-ipc2 53 7.93 42 8.92 59 16.45 70 35.99 93 80.78 80 50.43
Mprime-ipc1 23 8.41 23 11.71 23 15.90 23 18.86 23 15.54 23 19.17
Mystery-ipc1 21 15.34 21 13.28 21 18.74 21 19.93 21 18.65 21 19.76
Openstacks-ipc5 7 1.56 7 2.50 7 2.90 7 6.52 7 2.95 7 6.54
Pathways-ipc5 4 2.38 4 2.38 4 2.38 4 4.00 4 2.36 4 3.98
Pipes-notank-ipc4 14 5.03 15 5.32 16 12.93 16 15.97 16 12.47 16 15.09
Pipes-tank-ipc4 10 5.21 8 2.96 9 8.33 9 9.00 8 7.20 8 7.88
Psr-small-ipc4 49 46.76 48 34.34 48 41.25 48 35.53 48 41.77 48 35.20
Rovers-ipc5 6 1.12 6 2.00 6 3.52 7 4.86 6 3.42 7 5.81
Satellite-ipc4 6 0.74 6 0.63 7 4.52 7 5.30 7 4.51 7 5.81
Tpp-ipc5 6 5.03 6 3.24 6 3.36 6 5.99 6 4.94 6 5.94
Trucks-ipc5 7 0.45 7 1.51 7 4.16 7 5.61 7 4.15 7 6.35
Zenotravel-ipc3 11 3.96 9 3.64 10 6.32 11 9.98 9 6.26 11 7.32
321 178.87 268 105.31 298 171.58 314 224.67 333 253.74 327 248.63
Table 9
hI on ΠL . A summary of the experimental results for the hI heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠL . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 20 8.31 17 6.40 16 6.84 16 7.48 18 18.00 18 17.91
Blocks-ipc2 18 3.18 15 1.29 15 3.73 16 8.06 17 16.36 18 10.15
Depots-ipc3 4 0.10 2 0.05 2 0.15 5 4.67 2 0.26 5 3.73
Driverlog-ipc3 13 4.27 11 2.34 12 5.11 13 9.89 12 5.25 12 9.89
Freecell-ipc3 4 1.01 3 0.03 3 0.03 3 2.44 3 0.03 3 3.00
Grid-ipc1 1 0.06 1 0.16 1 0.44 1 0.44 1 0.44 1 1.00
Gripper-ipc1 7 5.84 3 0.11 7 5.87 7 6.50 7 5.90 7 7.00
Logistics-ipc2 16 0.83 14 1.01 18 1.44 21 18.35 20 3.28 22 21.00
Logistics-ipc1 4 0.31 4 0.22 5 1.02 6 4.39 5 1.22 6 5.98
Miconic-strips-ipc2 50 8.46 41 8.03 50 11.20 70 65.69 52 15.37 69 39.67
Mprime-ipc1 19 1.31 20 6.53 20 5.60 25 21.46 21 6.48 23 22.16
Mystery-ipc1 17 6.40 19 8.65 18 9.28 19 15.89 18 9.13 19 17.23
Openstacks-ipc5 7 0.26 7 0.32 7 0.35 7 7.00 7 0.35 7 7.00
Pathways-ipc5 4 3.94 4 4.00 4 3.94 4 3.91 4 3.89 4 3.89
Pipes-notank-ipc4 14 1.84 12 1.32 13 3.25 17 16.02 13 3.23 17 16.81
Pipes-tank-ipc4 8 2.33 6 0.59 6 1.82 8 7.10 6 1.82 9 8.46
Psr-small-ipc4 49 46.11 48 36.44 48 42.83 48 34.59 48 43.45 48 34.96
Rovers-ipc5 7 2.19 7 3.02 7 3.67 7 4.64 7 5.23 7 5.05
Satellite-ipc4 6 0.98 6 0.72 6 1.73 7 6.02 6 1.65 7 7.00
Tpp-ipc5 6 3.10 6 3.10 6 3.30 6 6.00 6 5.07 6 5.95
Trucks-ipc5 7 0.92 5 1.22 7 2.53 8 7.28 7 2.54 8 7.63
Zenotravel-ipc3 11 5.85 9 4.61 10 6.65 11 9.68 10 6.55 11 9.82
292 107.62 260 90.17 281 120.77 325 267.48 290 155.49 327 265.29
Proof. Let α : SG → S be the projection of ΠG on V . Since Π is precisely the planning task resulting from abstracting
away variables not in V , for each state sG ∈ SG we have h∗Π(α(sG))  h∗ΠG (sG). Assume to the contrary that there exist
a state s ∈ S and a preﬁx Ls of LG(Π) such that L \ Ls must be achieved on the way to the goal from s, for which
h(γ (s,Ls)) > h∗Π(s). Let sG ∈ SG be such that sG = γ (s,Ls). Then s = α(sG) is the projection of sG on V . Since h is an
admissible heuristic function for ΠG , we have
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hF on ΠN . A summary of the experimental results for the hF heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠN . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 22 11.07 17 6.35 17 7.38 17 8.02 19 19.00 19 19.00
Blocks-ipc2 21 19.13 15 2.03 18 4.23 18 6.93 18 11.58 17 6.50
Depots-ipc3 7 5.48 2 0.08 4 0.61 4 1.10 4 1.10 4 2.67
Driverlog-ipc3 13 4.53 11 1.42 12 3.68 12 9.47 12 3.66 12 9.10
Freecell-ipc3 5 0.52 5 2.74 5 3.37 5 4.29 5 3.13 5 3.87
Grid-ipc1 1 0.17 1 0.27 2 2.00 2 2.00 2 1.99 2 1.99
Gripper-ipc1 7 5.92 4 0.30 7 6.47 7 6.92 6 5.55 6 6.00
Logistics-ipc2 22 22.00 18 2.15 20 2.80 20 12.99 20 4.38 21 10.82
Logistics-ipc1 6 1.66 5 0.93 5 3.29 6 5.28 5 4.01 5 4.20
Miconic-strips-ipc2 53 8.37 44 8.31 59 16.22 79 60.52 72 48.50 80 61.09
Mprime-ipc1 23 8.51 23 11.43 23 13.76 23 19.16 23 13.89 23 18.86
Mystery-ipc1 21 15.47 21 13.29 21 17.83 21 20.28 21 17.83 21 20.69
Openstacks-ipc5 7 0.47 7 0.72 7 0.91 8 7.49 7 0.82 8 8.00
Pathways-ipc5 4 2.38 4 2.38 4 2.38 4 4.00 4 2.36 4 3.98
Pipes-notank-ipc4 14 4.18 15 3.96 16 9.37 16 15.01 16 9.14 16 15.06
Pipes-tank-ipc4 10 4.10 9 2.50 9 5.11 9 8.91 8 4.16 8 7.54
Psr-small-ipc4 49 47.12 49 38.42 49 44.96 48 33.70 48 43.87 48 33.15
Rovers-ipc5 6 1.20 6 2.09 6 2.60 7 5.56 6 3.23 7 6.24
Satellite-ipc4 6 1.48 6 1.03 7 4.11 7 6.08 7 3.72 7 5.79
Tpp-ipc5 6 5.03 6 2.76 6 2.87 6 5.99 6 4.94 6 5.94
Trucks-ipc5 7 0.49 7 1.61 7 3.18 8 7.75 7 3.22 8 6.06
Zenotravel-ipc3 11 4.22 9 3.86 9 5.87 11 9.62 9 5.81 11 8.25
321 173.48 284 108.62 313 162.99 338 261.06 325 215.88 338 264.81
Table 11
hI on ΠN . A summary of the experimental results for the hI heuristic, comparing A∗ on the original task, A∗ , and LM-A∗ with and without action
landmarks, and with and without optimal action cost partitioning for the initial state on the enriched task ΠN . The columns are as described in Table 4.
Domain (D) Baseline Direct Indirect
Regular Initopt Actions Actions initopt
s E s E s E s E s E s E
Airport-ipc4 20 6.68 18 6.85 18 7.96 18 12.51 21 19.44 21 21.00
Blocks-ipc2 18 2.60 16 1.30 18 2.98 23 20.70 18 13.15 18 8.36
Depots-ipc3 4 0.17 2 0.07 4 0.23 7 5.92 5 0.53 7 5.15
Driverlog-ipc3 13 6.48 11 4.18 12 6.19 13 11.04 12 6.34 13 10.83
Freecell-ipc3 4 0.10 4 0.16 4 0.18 6 4.37 4 0.18 6 5.30
Grid-ipc1 1 0.06 1 0.12 1 0.30 1 1.00 1 0.30 1 0.99
Gripper-ipc1 7 5.84 3 0.10 7 5.84 7 6.78 7 5.85 7 7.00
Logistics-ipc2 16 0.86 15 0.99 16 1.22 20 11.28 16 3.42 22 22.00
Logistics-ipc1 4 0.43 4 0.24 4 0.44 4 3.04 4 0.80 6 5.92
Miconic-strips-ipc2 50 10.05 41 7.80 50 11.39 73 65.83 52 16.85 70 57.28
Mprime-ipc1 19 2.30 20 4.77 20 6.43 25 20.90 21 7.20 24 21.65
Mystery-ipc1 17 6.60 19 8.43 18 8.44 19 17.12 18 8.43 19 17.07
Openstacks-ipc5 7 0.27 7 0.27 7 0.27 9 7.94 7 0.27 9 8.45
Pathways-ipc5 4 3.94 4 4.00 4 3.94 4 3.91 4 3.89 4 3.89
Pipes-notank-ipc4 14 1.81 12 0.90 14 2.73 17 16.98 14 2.71 16 15.81
Pipes-tank-ipc4 8 2.39 6 0.38 7 1.59 11 10.30 7 1.59 11 10.87
Psr-small-ipc4 49 47.74 48 37.40 48 41.99 48 34.51 48 43.71 48 34.62
Rovers-ipc5 7 2.72 7 3.02 7 5.03 7 6.31 7 5.59 7 6.22
Satellite-ipc4 6 2.13 6 1.33 6 2.76 7 6.39 6 2.88 7 6.93
Tpp-ipc5 6 3.07 6 2.75 6 2.71 6 6.00 6 4.98 6 5.95
Trucks-ipc5 7 2.33 5 2.69 6 2.46 7 6.17 6 2.47 7 6.42
Zenotravel-ipc3 11 9.04 9 5.77 10 8.67 9 7.02 10 8.48 9 6.63









)= h(γ (s,Ls))> h∗Π(s),
contradicting ΠG being an L-reformulation of Π . 
Columns 6–7 in Tables 4–11 describe the effectiveness of this new search scheme as compared to the previous ap-
proaches of solving the original task Π with A∗ (columns 2–3) and solving the L-reformulation ΠG with A∗ (columns 4–5).
66 C. Domshlak et al. / Artiﬁcial Intelligence 189 (2012) 48–68In general, the number of state expansions is consistently and substantially reduced in comparison to running A∗ directly on
the L-reformulation. Note that, despite this improvement, some tasks solved with A∗ on ΠG were not solved using LM-A∗,
namely task 7 in Freecell on ΠS for the hF heuristic; task 4 in Mystery on all L-reformulations, task 36 in Airport on
ΠL , and task 48 in PSR on ΠS and ΠS0 for the hI heuristic. The reason is the generally higher processing time of LM-A∗
per search node, as well as somewhat higher memory consumption. However, the opposite has been observed as well, with
the major difference being observed in the Miconic domain: while A∗ with hF solved 53 and 55 tasks from this domain
on their original and surrogate representations (ΠS), respectively, the LM-A∗ scheme solved 120 tasks in Miconic.
4.3. Action landmarks
As we already mentioned, using the multi-path dependent search procedure LM-A∗ has both pros and cons. While it is
slower per search node and less memory eﬃcient than A∗ , it allows eﬃcient maintenance of yet-to-be-achieved landmarks.
In particular, it is well-suited to maintaining information on action landmarks to be executed from each search state [21]. In
what follows, we show how the information obtained from action landmarks can be easily exploited within our framework.
From Theorem 2 of Katz and Domshlak [28] we derive the following corollary.
Corollary 1. Given a planning task Π = 〈V , A , s0,G , cost〉, let Π1 = 〈V , A, s0,G, cost1〉 and Π2 = 〈V , A, s0,G, cost2〉 be such that
for each action a ∈ A, we have cost1(a)+ cost2(a) cost(a). Let h1 and h2 be some admissible heuristics for Π1 and Π2 , respectively.
Then, h = h1 + h2 is an admissible heuristic for Π .
To account for action landmarks, we modify our search scheme as follows. As before, given a planning task Π , a landmark
graph LG(Π) over landmarks L, and a set of subgraphs G of LG(Π), let ΠG be respective L-reformulation of Π . Now, given
a set of action landmarks A⊆ A, the heuristic value of s is computed in four steps as follows.
1. The state s is associated with both a preﬁx Ls ⊆ L of the landmark graph LG(Π), and a set of action landmarks As ⊆A
yet to be applied on each s-plan. The set As can also be determined as done, e.g., by Karpas and Domshlak [21].
2. Given Ls , the state s is mapped to the state s′ = γ (s,Ls) of ΠG .
3. The tasks ΠG1 and Π
G
2 , as in Corollary 1 are constructed by some partitioning of the action costs of Π
G . Note that,
apart from the action costs, ΠG and ΠGi , i ∈ {1,2}, induce precisely the same state model.







Similarly to the original scheme, this estimate is admissible, and thus LM-A∗ is guaranteed to ﬁnd optimal solutions.
The admissibility is immediate from the deﬁnition of action landmarks, admissibility of h, and Corollary 1.
The scheme above leaves freedom in the choice of the actual cost partition scheme, with options varying from ad hoc and
fast to compute to sophisticated and expensive to compute. In our evaluation the full cost of all actions in A was delegated
to the action cost function of ΠG2 , and the full cost of the rest of the actions A \A was delegated to ΠG1 . Columns 10–11 in
Tables 4–11 summarize the effectiveness of the extended scheme compared to the previous approaches, and show that the
reduction in the number of state expansions is consistently high. In turn, that leads to a substantial increase in the number
of tasks solved overall on all L-reformulations with both heuristics, hitting the peak of 85 additional tasks on ΠS0 with the
hF heuristic. The best results overall are obtained for the hF heuristic on ΠS , giving us 403 tasks solved in total.
5. Summary and discussion
Motivated by an observation that the quality of abstraction heuristics depends heavily on the richness of the explicit goal
speciﬁcation in the planning tasks, we have investigated exploiting implicit goals in the form of discoverable landmarks of
the tasks for enhancing abstraction heuristics. We proposed a concrete scheme for such an enhancement that is based on
(i) compiling the landmarks and their ordering into the planning task speciﬁcation, and (ii) using the compiled task within
heuristic-search planning side by side with the original task. Empirical evaluation of some tractable instances of this scheme
together with fork-decomposition implicit abstraction heuristics clearly shows the effectiveness of the concept. To put our
empirical results in the context of other state-of-the-art admissible heuristics, we compare, in Table 12, achievements with
the best settings for the hF and hI heuristics (from Tables 4 and 11, respectively) to achievements with one of the best
performing landmark heuristics, hLM-cut [16]. We then conduct another comparison of these best setting achievements with
those of one of the best performing explicit abstraction heuristics: merge-and-shrink with linear by reverse level merging
strategy, and shrinking strategy based on greedy bisimulation and no bound on abstraction size [30]. These results suggest
that L-reformulations position fork-decomposition heuristics at the state-of-the-art of abstraction based heuristics, while
landmark heuristics are still more attractive on the IPC 1998–2006 benchmark problems.
Lessons learned from our analysis suggest numerous important directions for future investigation. We discuss the three
most interesting and challenging ones below.
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A summary of the experimental results. The columns are as described in Table 4.
Domain (D) F I LM-cut M&S
s E s E s E s E
Airport-ipc4 23 15.57 18 10.11 28 28.00 22 6.44
Blocks-ipc2 19 6.11 23 5.07 28 28.00 21 9.35
Depots-ipc3 6 0.91 7 2.60 7 7.00 7 0.95
Driverlog-ipc3 13 2.48 13 3.41 13 12.01 12 3.06
Freecell-ipc3 5 2.33 6 5.23 5 1.78 5 1.18
Grid-ipc1 2 0.94 1 0.45 2 2.00 2 0.03
Gripper-ipc1 7 6.63 7 6.87 7 6.83 7 5.95
Logistics-ipc2 21 21.00 20 8.65 20 2.73 16 0.34
Logistics-ipc1 6 2.49 4 1.25 6 5.03 4 0.02
Miconic-strips-ipc2 136 110.92 73 14.91 141 141.00 50 6.86
Mprime-ipc1 23 5.40 25 13.80 23 19.64 23 2.05
Mystery-ipc1 21 11.27 19 10.88 21 19.36 18 4.75
Openstacks-ipc5 7 3.09 9 9.00 7 0.68 7 0.34
Pathways-ipc5 4 0.01 4 0.03 5 5.00 4 0.01
Pipes-notank-ipc4 16 2.50 17 6.66 17 17.00 15 3.34
Pipes-tank-ipc4 9 1.30 11 4.93 11 9.93 16 10.45
Psr-small-ipc4 49 25.97 48 19.97 49 34.12 50 42.54
Rovers-ipc5 6 2.04 7 3.05 7 7.00 6 0.21
Satellite-ipc4 7 2.47 7 0.99 7 7.00 6 0.19
Tpp-ipc5 6 4.18 6 4.18 6 6.00 6 2.40
Trucks-ipc5 7 1.11 7 0.95 10 10.00 6 0.05
Zenotravel-ipc3 10 3.49 9 2.83 12 11.62 9 2.66
403 232.23 341 135.81 432 381.72 312 103.16
5.1. L-reformulations and explicit abstractions
While the overall scheme of landmark-enhanced planning tasks and their exploitation within forward search is applicable
to arbitrary heuristics, our empirical evaluation reported in [7] suggested that it is very attractive for implicit abstractions
but less so for explicit abstractions. It is less attractive for the latter because compiling the landmarks into the task increases
the dimensionality of the state space by up to a polynomial factor. Unlike implicit abstractions, explicit abstractions–and
pattern databases in particular–are sensitive to dimensionality. Hence, an interesting direction for future research is to look
for suitable ways to incorporate landmark information into explicit abstractions such as pattern databases or merge-and-
shrink abstractions.
5.2. Cost partition revisited
As shown by the poor results in the Blocksworld domain, the original growth of the search space was not the only
source of trouble with direct exploitation of the L-reformulation surrogates. Another potentially critical pitfall is the inter-
play between our ﬁxed, ad hoc action cost partitioning among the patterns and the fact that a landmark φ should take place
only at some time point along the plan. Hence, once φ is achieved, the portions of the action costs “assigned to the achieve-
ment of φ” are lost, resulting in erosion of the heuristic values. In principle, this is where better action cost partitioning
might improve the situation [28].
To illustrate this, we comparatively evaluated the performance of all the setups reported in the paper under both ﬁxed,
uniform action-cost partitioning Cu and the action cost partition Cs0 , optimizing the estimate for the initial state of the
task [28]. The latter still remains ﬁxed for all the states of the task, but is not as ad hoc as the uniform one. The results
under Cs0 are presented in columns 8–9 and 12–13 of Tables 4–11. At ﬁrst view, the reader may notice that the peak of
403 tasks solved under the Cu (see Table 4) was not met under Cs0 : employing Cs0 in this “champion” combination of
hF with ΠS and accounting for action landmarks resulted in 14 fewer tasks solved. However, a closer inspection of the
bottom lines in Tables 4–11 shows that switching from Cu to Cs0 was beneﬁcial for most settings, and in some to a very
large degree. Moreover, examining the results per domain reveals a notable increase in the number of tasks solved due to
the more informed action cost partitioning. For instance, the maximum number of tasks solved in Blocksworld increased
between Cu and Cs0 from 19 to 28, a very substantial improvement in cost optimal planning. The reader can verify that a
similar increase was achieved with Cs0 for almost every domain and every L-reformulation. This clearly motivates searching
for informed action cost partitions speciﬁcally for landmark-enhanced abstractions, though, as indirectly suggested by the
recent work of Karpas et al. [22], this direction can be quite challenging.
5.3. Landmark discovery revisited
As we stated up front, both the compilation scheme of L-reformulation and how we suggest exploiting the reformu-
lations within the search process, are tangential to the actual landmark discovery procedure and order of achievement.
68 C. Domshlak et al. / Artiﬁcial Intelligence 189 (2012) 48–68However, the beneﬁt of enhancing abstractions with landmarks may of course substantially vary between different land-
mark structures. For fork-decomposition heuristics, landmarks involving variables farther from the goal-mentioned variables
in the causal graph are more likely to increase the informativeness of the abstraction. In that sense, landmark discovery
procedures that use backchaining from the explicit goals are probably not the best ﬁt for L-reformulations combined with
fork-decompositions. That includes the LAMA procedure used here and its predecessors. Hence, searching for new, “causal
graph informed” landmark discovery procedures, is well motivated.
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