Abstract. Consider a Lévy process X t with quadratic variation process V t = σ 2 t+ 0<s≤t (∆X s ) 2 , t > 0, where ∆X t = X t −X t− denotes the jump process of X. We give stability and compactness results, as t ↓ 0, for the convergence both of the deterministically normed (and possibly centered) processes X t and V t , as well as theorems concerning the "self-normalised" process X t / √ V t . Thus, we consider the stochastic compactness and convergence in distribution of the 2-vector (
Introduction
Let (Ω, F, P ) be a probability space carrying a real-valued Lévy process (X t ) t≥0 , with X 0 = 0 and canonical triplet (γ, σ 2 , Π), where γ ∈ R, σ 2 ≥ 0, and Π is a nonnegative measure on R satisfying R\{0} (x 2 ∧ 1)Π(dx) < ∞. Assume that at least one of σ 2 or Π is not identically zero, so X is nontrivial and nondeterministic. The Lévy-Khintchine formula states that Ee iθX t = e tΨ(θ) , t ≥ 0, θ ∈ R, where
See [3] or [39] . The jump process of X is (∆X t ) t≥0 , where ∆X t = X t − X t− , t > 0, and ∆X 0 = 0. Consider also the quadratic variation process
Studies of the local behavior of Lévy processes have a long and distinguished history, going back to Lévy himself in the 1930s. One line of development, concerned with local Hölder-like conditions, can be traced through Blumenthal and Getoor [7] and Pruitt [37] , and was recently completed by Bertoin, Doney and Maller [4] . Another strand of research investigates weak and strong convergence behavior of Lévy processes at 0, related to domains of attraction, degenerate convergence, passage-time problems, and laws of the iterated logarithm; see [8] , [11] , [12] , [13] , [14] .
As a natural development of this, in Mason and Maller [34] we established some foundational results for the (joint) convergence of the deterministically normed (and possibly centered) processes X t and V t to infinitely divisible laws, and a number of results concerning the self-normalised process, X t / √ V t , were proved in the case of a symmetric X. (The process X t is said to be symmetric if X t D = −X t for each t > 0.) In particular, it was shown in [34] that, for a symmetric X, X t / √ V t is asymptotically standard normal as t ↓ 0 if and only if X t is in the domain of attraction of the normal distribution, as t ↓ 0.
One of the motivations for the present paper was to remove the assumption of symmetry in this result. This may seem a modest aim, but in fact it requires the development of a completely new set of techniques, beyond those in [34] . This entailed producing a collection of new theorems concerning compactness, stability, and attraction to normality both of the constant-normed process, and of the selfnormalised process. These have added substantially to our understanding of the small-time behavior of Lévy processes, the final result being a general central limit theorem for the self-normalised process, at 0.
Our theoretical journey may be compared with the development of the large-time theory of self-normalised random walks. These are the random sequences
where ξ, ξ 1 , ξ 2 , . . ., are i.i.d. real-valued random variables (rvs). The self-normalised process is a natural object to study, being of importance in Statistics and in a variety of areas of applications. Over the last 35 years a considerable number of mathematicians have investigated its asymptotic properties. These include the derivation of central limit theorems, moderate and large deviation theorems, laws of the iterated logarithm, Berry-Esseen theorems, and Edgeworth expansions, etc. For a presentation of the current state of research in these topics consult the monograph by de la Peña, Lai and Shao [10] . We shall see that in many ways the small-time theory of Lévy processes parallels that of the self-normalised random walk. (There are also, of course, some crucial differences.) An outstanding accomplishment of the large-sample analyses of self-normalised random walks was to show that T n is asymptotically standard normal if and only if ξ is in the domain of attraction of the normal distribution, and Eξ = 0. This proceeded in stages, whose history is enlightening. The problem was first stated as a conjecture in Logan, Mallows, Rice and Shepp [30] . In [33] it was pointed out that the "if" part of the conjecture followed from "Raikov's theorem"; cf. Raikov [38] , Gut [26] . The conjecture was verified for a symmetric random walk by Roy Erickson. For details see Griffin and Mason [25] . The conjecture without the assumption of symmetry was finally established by Giné, Götze and Mason, [18] . Later Mason [35] came up with an independent proof based on results for tightness
where Y is a finite nondegenerate rv, a.s. (The prime on Y denotes that in general it will depend on the choice of the subsequence t k .) We describe this kind of convergence as "X t ∈ F C at 0". It was shown in [34] that when the relation (2.1) holds (with Y not degenerate at a constant), then it must be the case that Y is an inf. div. rv, and b(t k ) → 0 as t k ↓ 0. (We abbreviate "infinitely divisible" to "inf. div." throughout.)
Closely related is the centered Feller class at 0. This is the class of Lévy processes which are stochastically compact at 0, after norming, but with no centering function needed, that is, those for which there is a nonstochastic function b(t) > 0 such that every sequence t k ↓ 0 contains a subsequence t k ↓ 0 with (2.2)
where Y is a finite, nondegenerate, necessarily inf. div., rv, a.s. We describe this as "X t ∈ F C 0 at 0". Our first theorem gives criteria for the Feller class F C at 0 in terms of the canonical measure of X, including also results on the convergence of the quadratic variation process V , joint with X. Recall that we denote the canonical triplet of X t by (γ, σ 2 , Π). The tails Π(x) and Π ± (x) of Π are defined by We will also use some truncated mean and variance functions, defined for x > 0 by These functions are finite for all x > 0 by virtue of the properties of the Lévy measure Π, which further imply that lim x ↓ 0 x 2 Π(x) = 0, and, as is easily verified, lim x ↓ 0 xν(x) = 0.
It is shown in Theorem 2.1 of [34] that the joint characteristic function of (X t , V t ) is given by 2 )1 {|x|≤1} Π(dx) , (2.5) where θ 1 , θ 2 ∈ R and t ≥ 0.
In Section 3 we will need to divide out √ V t , to get the self-normalised process. Now P (V t = 0) = 0 for each t > 0 if and only if σ 2 > 0 or Π(0+) = ∞ (see Lemma 4.3 in [34] ). We will exclude throughout the case Π(0+) < ∞, since otherwise X is Brownian motion with drift in a neighbourhood of 0, and V t = σ 2 ≥ 0 there, so the answers to the questions we investigate later will be obvious. Thus we assume throughout that Π(0+) = ∞. Under this assumption, Π has points of increase arbitrarily close to 0, so V (x) > 0 for all small x > 0; also, X t has jumps arbitrarily close to 0, and V t > 0 a.s. for each t > 0 (whether or not σ 2 > 0). We further have Π(x) > 0 for all small x > 0, so by rescaling if necessary we can take Π(x) > 0 for all x in [0, 1).
Our first theorem gives the small-time Lévy analogue of the Feller class, including the joint convergence of X t and V t . See Bingham et al. [5] , p.54, for the dominated variation concepts, and let δ x denote a point mass at x ∈ R. Theorem 2.1. The following are equivalent:
(ii) There are nonstochastic functions a(t), b(t) > 0, such that every sequence t k ↓ 0 contains a subsequence t k ↓ 0 with
2 and all other elements 0, and 
where K is a finite rv a.s., with P (K ≤ 0) = 0.
(iv)
When the conditions of the theorem hold, the function b(t) in (2.6) can be chosen to be continuous and strictly increasing, with
, for all λ > 1, and both V (x) and U (x) vary dominatedly at 0, with lim sup
We can strengthen the convergence in 
The next theorem characterises the class F C 0 . 
lim sup
Remarks. (i) Provided we take x ↑ ∞ rather than x ↓ 0 in them, and make appropriate correspondences between the functions Π(x), ν(x) and V (x), and functionals of the cdf of the increments of a random walk, conditions (2.8) and (2.11) are precisely the necessary and sufficient conditions for the random walk to be in F C or F C 0 , where now the compactness is interpreted as being for large values of the time parameter; see for example Feller [15] , Giné and Mason [19] , Griffin and Maller [22] , [23] . However, the extra convergences concerning V t are usually not mentioned in this context. The next theorem characterises attraction to normality of X t at 0. Write X t ∈ D(N ) at 0 if there are nonstochastic functions a(t), b(t) > 0, such that (2.12)
where τ > 0 is a constant and Z is a standard normal rv, and say that X t ∈ D 0 (N ) at 0 if (2.12) holds with a(t) ≡ 0.
Theorem 2.4.
The following are equivalent:
(iii) There are nonstochastic functions a(t), b(t) > 0, such that every sequence t k ↓ 0 contains a subsequence t k ↓ 0 with (2.14)
where τ > 0 is a constant and Z is a standard normal rv.
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(iv) There is a nonstochastic function b(t) > 0 such that every sequence t k ↓ 0 contains a subsequence t k ↓ 0 with
where τ > 0 is a constant and Z is a standard normal rv. Remarks. (i) There are functional versions of (2.12) and for D 0 (N ), with a(t) ≡ 0, and similarly in Theorem 3.6 below, where the limiting process is a nondegenerate Brownian motion. These follow in just the same way as for Theorems 2.1 and 2.2.
(ii) The equivalence of D 0 (N ) with (2.16) is in Theorem 2.5 of [11] , but the extra subsequential equivalences in (2.14) and (2.15) were not given there, nor was V t considered. The distinguishing feature of D 0 (N ), as compared with D(N ), ostensibly, is that no centering function is necessary, but as Theorem 2.4 shows, in fact D 0 (N ) = D(N ) (at zero!). This was not noticed in [11] . In [13] , the class D 0 (N ) is connected with the stability of the two-sided exit time T (r) := inf{t > 0 : |X t | > r}, for r > 0.
(iii) It might be enquired why we don't allow centering of the quadratic variation process (V t ) t≥0 , in Theorem 2.1, and elsewhere. This would not be appropriate for the applications to follow in Section 3, as we require the limit of the normalised V t to stay positive. The question may have some interest otherwise, but we do not investigate it further here.
In what follows we denote the class of slowly varying functions by "SV ", with a descriptor "at 0" or "at infinity" as appropriate. Likewise, functions which are regularly varying with index α are in "RV (α)" (at 0 or at infinity, as appropriate).
3.
Compactness and convergence at 0 of the self-normalised process Our main result in this section is Theorem 3.6, which gives a central limit theorem for the self-normalised process X t / √ V t at 0. As an intermediate step in its proof, we need an equivalence for the relative compactness of X t / √ V t . This is a "small time" analogue of a key result of Griffin [21] . We state this first, then give a criterion for the stability of X t / √ V t as t ↓ 0, i.e., for when X t / √ V t P −→ c as t ↓ 0 for a finite nonzero constant c. Recall our blanket assumption that Π(0+) = ∞, as a result of which V t > 0 a.s. for all t > 0 and V (x) > 0 for all x > 0, and similarly for U (x) (see (2.4) 
Remark. X t / √ V t is not always relatively compact. For example, from Proposition 4.1 in Section 4, we can deduce that
if X t is a subordinator with drift δ. Thus, if δ = 0, X t / √ V t is not relatively compact at 0. As another kind of example, take σ 2 = 0 and Π so that Π(x) = As part of studying the compactness properties of X t / √ V t , we need to investigate its possible degenerate limits. The next theorem looks at the stability in probability of X t / √ V t . It shows that this kind of behavior is restricted to a subset of bounded variation processes. 
Remarks (Applications). The case when Π(x) ∈ SV at 0 is by no means an anomalous one, in practice. The variance gamma model ( [31] ), widely used in financial modelling, has Lévy density
for x ∈ R \ {0}, and certain parameters ν > 0, α > 0, and β > 0. Thus Π(x) has a logarithmic singularity at 0 and in fact is SV at 0. Other Lévy processes are also used in financial modelling, see [1] , and a discretised version of self-normalisation of the process is a useful statistical tool; see for example the references in [34] . [40] gives a good recent overview of estimation issues to do with the "p-variation" of a time-changed Lévy process. We expect that the issue of small-time behavior of the self-normalised process will be of interest in these applications (cf. also [6] ).
Corollary 3.5 (Corollary to Theorem 3.4). (X
By sign reversal we get a version of Theorem 3.4 with
, as x ↓ 0, in Part (a), and with c ∈ (−∞, 0) in Part (c), and similarly in the corollary. Next comes our main result in this section. It would be useful to allow centering in Theorem 3.6:
Remarks (Concluding Remarks
Can we give necessary and sufficient conditions for X t / √ V t to be stochastically compact at 0? For this, a subsequential version of Theorem 3.4 would be useful.
As we mentioned in Section 1, currently unattempted is to characterise the possible limit laws and domains of attraction of X t / √ V t and (X t − a(t))/ √ V t as t ↓ 0. The reader will think of many more possibilities.
Proofs for Section 2
Recall the formal setup in Section 1. In the sequel we will often use the following decomposition, or a variant of it, which can be obtained from (1.1): for any b > 0 we can write
where
is the compensated sum of "small" jumps, i.e.
and X (B,b) t denotes the "big" jumps, i.e.,
Further, the processes (Z t ) t≥0 , (X The following preliminary proposition, and its corollary, concerning functional convergence of X t and V t , after deterministic norming (and centering, for X t ), generalise Theorem 2.2 and Corollary 2.1 of [34] . 
at continuity points of Λ ± , where Λ is a Lévy measure with tails defined as in (2.3);
and, for some τ 2 ∈ [0, ∞),
Then as k → ∞, the processes
converge weakly in the Skorokhod topology on 
Conversely, suppose there exist nonstochastic sequences
t k ↓ 0, a k ∈ R and b k > 0, b k → 0 as k → ∞, such that (X t k − a k )/b k D −→ Y ,(4.6) a k = t k ν(b k ) − b k β + o(b k ), as k → ∞.
Corollary 4.2. Suppose there are nonstochastic sequences
2) and (4.3), and hence (4.4), hold, and also that σ 2 > 0.
is an SBM, and (δ σ 2 (y)) y≥0 is a process degenerate on the line {σ 2 y : y ≥ 0}. This 
converges in probability for each y > 0 to the process degenerate at (0, 0). (ii) In [34] it is shown that the converse part of Proposition 4.1 can be strengthened, namely, when (4.2) and (4.3) hold, we have that the limit
Remarks. (i) Proposition
(where x > 0 and ±x are continuity points of Λ) exists, rather than just ( (a) Assume we have the convergence of (
indexed by t > 0; that is, we have convergence of the process in (4.4) at y = 1, when we set
, where 0 ≤ y 1 < y 2 , converge in distribution to the corresponding increments of (I(y), J (y)), and from this it is easy to see that finite linear combinations of the rvs (
. ., written as linear combinations of the (independent) increments, converge in distribution to the corresponding linear combinations of (I(y i ), J (y i )), i = 1, 2, . . . , N. Thus we get the required finite-dimensional convergence.
(b) For tightness, we can consider the I and J components separately, so we will restrict the discussion to I. We need the following lemma, which generalises Lemma 1 of [17] , p.480.
Lemma 4.3. Given a nontrivial Lévy process ξ on
Then for any ε > 0 we have
Proof of Lemma 4. Clearly for such a y and u ≤ y,
otherwise we would have |ξ(y) − ξ(u)| ≤ ε, which contradicts (4.10). We also claim that for all 0 ≤ s ≤ y,
If on the contrary there existed a 0 ≤ s ≤ y such that (4.12) does not hold, then we would get |ξ(w) − ξ(y)| ≤ ε, contradicting (4.10).
Define the passage time
(with inf φ = ∞). Since lim sup t→∞ |ξ(t)| = ∞ a.s., we have Y < ∞ a.s., and by right continuity of ξ we have |ξ(
, and thus since ξ(0) = 0,
Furthermore, due to (4.12), we must also have
To see this, note that, on {Y = y} we have by (4.12) with s = Y that
with w > Y . Therefore in any case (4.14) is true. Hence, by (4.13) and (4.14),
By the strong Markov property for ξ, the right-hand side of (4.15) does not exceed
thus completing the proof of Lemma 4.3.
For any integer m > 3, let δ m = 1/m, and take ε > 0. Then we see that
Observing that
Thus, by (4.9), for all ε > 0,
which gives
Apply this to the process
is a mean 0 martingale with respect to its natural filtration, with variance
Keeping δ m = 1/m, with m = 1, 2, . . ., the large jump process satisfies
Using these, together with Doob's inequality, (4.2), and (4.3), gives, for ε > 0,
for some C > 0 and small enough t k . Substituting for ξ in (4.16) then gives
The last is the key result in establishing tightness. It only remains, by [17] , p.481, to show that
for every ε > 0. This is easily done using Doob's inequality again and completes Proposition 4.1 and Corollary 4.2.
Proof of Theorem 2. 
and U (x) at 0 is obvious in this case. So we can and will assume σ 2 = 0 for the rest of the proof. (i) Suppose X t ∈ F C at 0, so there are a(t), b(t) > 0, such that each t k ↓ 0 contains t k ↓ 0 for which (2.1) holds. Then we show that (2.8) must hold. Let
Suppose in fact that (2.8) fails, so we have lim sup x ↓ 0 R(x) = ∞. We first show this implies the existence of a sequence ζ k ↓ 0 such that
To this end, fix 0
. Now we need the following lemma.
Lemma 4.4. Suppose there is a nonstochastic function b(t) >
where Y is an a.s. finite rv, possibly degenerate, but not degenerate at 0. Then for
Proof of Lemma 4.4. Assume (4.20) , and, by way of contradiction, that there is a λ > 0 and a sequence 
, where Y (λ) has infinitely divisible characteristic function satisfying Ee iθY (λ) = (Ee iθY ) λ , and is (finite a.s.) and not degenerate at 0. Write
and Y are a.s. finite, and neither is degenerate at 0. Thus b(t k )/b(λt k ) cannot tend either to 0 or to ∞, giving a contradiction, and proving that b(λt) b(t) as t ↓ 0. Now to return to the proof of the theorem. Invoking the stochastic compactness, take a subsequence t k of t k if necessary so that (2.1) holds, where Y is an inf. div. rv with triplet (0, (τ ) 2 , Λ ). Then by (4.2) and (4.7), and taking a further subsequence if necessary, we have for all x > 0 which are continuity points of the limits:
Let ( X t ) t≥0 be a process with the same finite-dimensional distributions as, but independent of, (X t ) t≥0 , and put
to an a.s. finite rv which is not degenerate at 0 (since Y is not degenerate at any constant). The sequence t k was chosen so that 
where U (x) is defined following (2.4). So (2.8) implies the existence of a constant c 1 ∈ (0, 1) such that
x ≤ x 0 , say. Thus for λ > 1 and x ≤ x 0 /λ we have
The function U (x) is continuous, in fact, differentiable, at each x > 0, with
Further,
The right-hand side here could be 0 only if Π(y) is constant on (0, x], but under our assumption Π(0+) = ∞, this is not possible. Also in Section 1 we ensured that Π(x) > 0 for all 0 < x ≤ 1, so we see that x −2 U (x) is strictly decreasing for
. Now we use the following construction, which we give in slightly more generality than we need at the moment. In view of the monotonicity of x −2 U (x) just established, for each λ > 0 and t > 0, the function
is finite, positive, is such that b λ (t) ↓ 0 as t ↓ 0, and is such that
Further, x −2 U (x), has no intervals of constancy in [0, 1], because of its strict monotonicity, so b λ (t) is continuous and strictly increasing in t ∈ [0, 1] for each λ > 0.
For the norming function in (2.6) we will use b(t) := b 1 (t), as in (4.24) with λ = 1. Take any sequence t k , with t k ↓ 0 as k → ∞, and let
where c 1 < 1 does not depend on the choice of subsequence. It follows that lim sup
By Helly's theorem we can take a subsequence t k of t k so that, as k → ∞,
at continuity points of the limits, where Λ ± (x) are finite nonincreasing functions, and u (x) is a finite nondecreasing function, on (0, ∞). 
where (τ )
2 , Λ ). If I is degenerate it must be degenerate at 0, in which case τ = 0 ≡ Λ . But then (τ ) 2 = 1, a contradiction. Hence all subsequential limits are nondegenerate, and so X ∈ F C at 0.
Next we show the joint convergence, i.e., that (2.6) holds when X ∈ F C. Assume each t k ↓ 0 contains t k ↓ 0 for which (2.1) holds with Y finite and nondegenerate. By Proposition 4.1, this implies the joint convergence in (2.6), where a(t) can be chosen as tν(b(t)), and I is nondegenerate. Also, P ((τ ) 2 + J ≤ 0) = 0, as follows. By Proposition 4.1 we know that (τ ) 2 + J is inf. div. with triplet ((τ )
From (4.26) we get, for λ > 0,
and so
Since c 1 < 1, letting λ ↓ 0 here gives τ > 0 or Λ (0+) = ∞. By Lemma 4.3 in [34] , this implies P ((τ ) 2 + J = 0) = 0. That b(t) has the continuity and monotonicity properties claimed follows from our choice of b(t) = b 1 (t), as described following (4.24) . Note that b(t) can also be defined as the (unique) functional inverse of the strictly decreasing function f (x) := x −2 U (x), x > 0, evaluated at x = 1/t. The dominated variation condition established using (4.23) can be written as lim sup
. This implies a corresponding condition on the inverse of f (·), giving rise to the inequality lim sup
for λ > 1 and x ≤ x 0 . That Λ (x) ≤ x 2−α for x > 1 follows from (4.25). Finally, we prove that (2.6) is equivalent to (2.7). Of course (2.6) implies (2.7), so let (2.7) hold; thus, each t k ↓ 0 contains t k ↓ 0 for which
, and P (K ≤ 0) = 0. We will prove that (4.2) and (4.3), in fact, (4.7), hold through the subsequence. (V t ) t≥0 is itself a Lévy process, so by Lemma 4.1 of [34] , K is inf. div., and
where Π V satisfies Π V (y) := Π( √ y) for each y > 0. We are told that the right-hand side of (4.28) converges, as k → ∞, to the c.f. of an inf. div. rv, K , which is concentrated on (0, ∞), a.s., thus, is of the form
where (τ ) 
, for h > 0. This is the tail of a Lévy measure, Λ, and (4.29) gives
while by (4.30), taking a further subsequence if necessary, we can ensure that
at continuity points. These imply (4.2) and (4.7), hence (4.3); thus we have (2.1), and X t ∈ F C at 0. Note that V has no Gaussian component, so K has triplet ((τ ) 2 , 0, Λ J ). To summarize, we have shown that (i) =⇒ (iv), (iv) =⇒ (i), (i) =⇒ (ii), (ii) =⇒ (iii) and (iii) =⇒ (i), completing the proof of Theorem 2.1.
Proof of Theorem 2.2. Let (2.8) hold. Then by Part (i) of Theorem 2.1 we have the convergence in (2.1), so (4.2) and (4.3) hold along a subsequence by the converse part of Proposition 4.1. Hence the process in (4.4) converges along the subsequence to the limit specified in Theorem 2.2.
Proof of Theorem 2.3. Now we prove the results concerning F C 0 . As shown at the start of the proof of Theorem 2.1, we can assume σ 2 = 0. Assume (2.11), so (2.8) holds, and so, as shown in the proof of Theorem 2.1, there is a function b(t) > 0 such that every sequence t k ↓ 0 contains a subsequence t k ↓ 0 for which (2.6) holds, in which we can choose b(t) to satisfy (4.24) with λ = 1, and
so, taking a further subsequence if necessary, we can make
2 , Λ ). Thus (2.10) holds, for the case y = 1, so X t ∈ F C 0 . The functional version of (2.10) follows from Proposition 4.1.
Conversely, suppose X ∈ F C 0 , so there is a function b(t) > 0 such that X t /b(t) is stochastically compact as t ↓ 0, but that (2.11) fails. By Theorem 2.1 with a(t) = 0 we have (2.8), so it must be the case that lim sup
for some c − > 0 and all small t k . Invoking the stochastic compactness of X t /b(t), we can find a subsequence t k ↓ 0 for which
where Y is finite and nondegenerate, and b k = b(t k ). Then by (4.2), (4.6) and (4.7), we have, for x > 0 such that ±x are continuity points of Λ ,
for some τ ≥ 0, β ∈ R, and Lévy measure Λ . Since 
, as x ↓ 0, and hence all of (i)-(vii) hold. So we can and will assume throughout the proof that σ 2 = 0. The equivalence of (i) and (ii), and of (v) and (vi), is in Theorem 2.5 of [11] . Further, the proof of that theorem shows that b(t) may be chosen according to (4.24) with λ = 1, so it is continuous and strictly increasing, and further, shows that U (x) and hence V (x) are slowly varying at 0. Thus the function f (x) := x −2 U (x), x > 0, is in RV (−2) at 0 (recall that this means, is regularly varying with index −2 at 0); hence the inverse function f ← (x) ∈ RV (−1/2) at 0 (see [5] , Prop. 1.5.15, p.29). This means that b(t) = f ← (1/t) ∈ RV (1/2) at 0, as claimed. Clearly (v) implies (i), and next we show that (i) implies (vi), hence (v). Assume (i), so (2.13) holds; thus V (x) ∼ U (x) and U ∈ SV at 0. Now, as x ↓ 0,
) by (2.13). So we look at
It will complete the proof to show that the last integral is o (U (x)) as x ↓ 0. This is done as follows. Since U ∈ SV at 0, there is a uniform bound of the form: given A > 1 and ε ∈ (0, 1), there exists x 0 = x 0 (A, ε) ∈ (0, 1), such that for all 0 < x ≤ x 0 and y ≥ 1, [5] , p.25). Thus for all 0 < x < z < x 0 ≤ 1 we have
Let x ↓ 0. Then the first term on the right-hand side tends to 0, by the slow variation of U (x) at 0. Then let z ↓ 0. The second term tends to 0 because ε < 1. Hence the last integral in (4.32) is o (U (x)) as x ↓ 0, and we have shown that (2.16) holds.
(v) implies (iv), and (iv) implies (iii), clearly, and next we prove that (iii) implies (i). Let (iii) hold. Take any sequence t k ↓ 0 and choose t k ↓ 0 so that (
2 ), where τ > 0. Proposition 4.1 (more precisely, the remark following it) gives
thus U (λb(t k ))/U (b(t k )) → 1, for all λ > 0, as k → ∞. Consequently we have U (λb(t))/U (b(t)) → 1 for all λ > 0, as t ↓ 0. Given x > 0, let t = t(x) = inf{y > 0 :
shows that U (λx)/U (x) → 1 for all λ > 0, as x ↓ 0. Thus U ∈ SV at 0. Then
together with U ∈ SV as t ↓ 0, shows that (2.13) holds. It remains only to prove the equivalence of (vii) with the rest. Let (2.12) hold with τ > 0. Then by Proposition 4.1, taken in continuous time (cf. Remark (iii) following Corollary 4.2), we have V t /b 2 (t)
, as t ↓ 0, so (vii) holds. Conversely, let (vii) hold with the given b(t), take a sequence t k ↓ 0, and choose a subsequence t k ↓ 0 with
where τ ∈ (0, ∞). Now by using the representation of the c.f. in (2.5), we see that V t has canonical triplet (γ V , 0, Π V ), where γ V := |x|≤1 x 2 Π(dx), and (cf.
(recall σ 2 = 0), so we can apply (4.2) and (4.6) to get, for x > 0, as k → ∞,
Thus by Proposition 4.1, (
. Consequently, (2.14) holds, so X t ∈ D(N ).
Remark. The same argument as in Part (iv) of Theorem 2.4 shows that we may omit the centering term for X in Theorem 2.1, provided the index α defined in Part (iv) of Theorem 2.1 is in (1, 2] . In other words, (2.8) is equivalent to (2.11) when U (xλ)/U (x) = O(λ 2−α ), as x ↓ 0, for each λ > 1, provided α ∈ (1, 2].
Proofs for Section 3
We first set out some preliminary results, then prove Theorems 3.1-3.6. Note at first that the big jump component of X cannot contribute to the weak convergence behavior at 0, in the following sense. Let τ be the (exponentially distributed) time of the first jump of X t exceeding 1 in modulus. Using (4.1) with b = 1 (and ν(1) = γ), the inequality
together with lim t ↓ 0 P (τ ≤ t) = 0, shows that jumps larger than 1 in modulus can be ignored when discussing the weak convergence behavior of X t at 0. Consequently, throughout the remainder of the paper, we can and will assume that Π(·) is supported on [−1, 1]. Recall that we always assume Π(0+) = ∞; thus, in addition, we have Π(1) = 0, but Π(x) > 0 for x ∈ (0, 1), throughout.
We continue to use (4.1) with b = 1. Since the big jump component is absent, we can write X t = a.s. lim ε ↓ 0 X t (ε), where for t > 0, ε ∈ (0, 1), Also define, for t > 0, ε ∈ (0, 1),
Recall the definition of b λ (t) in (4.24). We will deduce Theorem 3.1 from the following analogue of Theorem 2 of [21] , and Corollary 5.2 is immediate from it.
Proposition 5.1. There is a nonstochastic function a(t) such that
if and only if
for all small, and hence, all, λ > 0. 
Corollary 5.2 (Corollary to Proposition 5.1). (i) (X
t − tν(b λ (t))/ √ V t is always relatively compact as t ↓ 0, for any λ > 0. (ii) If X t is symmetric, then X t / √ V t is(t) ∼ σ √ λt as t ↓ 0. From Part (ii) of Corollary 4.2, we have X t / √ σ 2 t D −→ N (0, 1) and V t /t P −→ σ 2 , as t ↓ 0. So (X t − a(t))/ √ V t is
relatively compact as t ↓ 0 if and only if a(t) = O(
√ t), as t ↓ 0. Likewise, tν(t) = o(1) as t ↓ 0, so t|ν(b λ (t))|/b λ (t) = o(t/b 2 λ (t)) = o
(1), and (5.4) holds if and only if a(t) = O(b λ (t)) = O(
√ t) as t ↓ 0. So Proposition 5.1 is true when σ 2 > 0. Next suppose σ 2 = 0, and take λ > 0, t > 0 small enough for b λ (t) < 1, and ε ∈ (0, b λ (t)). We further decompose X t (ε) in (5.1) as
(the last equality holding since Π(1) = 0). Then we can calculate
and
Note that
xΠ(dx)
We can thus write, for any L > 0,
and we proceed by estimating the quantities on the right-hand side. By Chebychev's inequality, for any L > 0, K > 0,
This gives a bound for the first term on the right-hand side of (5.8). The second term on the right-hand side of (5.8) does not exceed (5.10)
It's not hard to check that E J
, so we can use Wald's lemma to obtain
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In the event {max
) This is our bound for the second term on the right-hand side of (5.10).
Next, to estimate R t (ε, λ) in (5.6), put
Then by Cauchy-Schwarz,
Thus, for L > 0,
So (cf. (5.5)) we see that the first term on the right-hand side of (5.10) does not exceed
by (5.14). Going back to (5.8), we put together (5.9) with K = L, and the bounds in (5.13) and (5.10), to deduce that 
Then for t > 0, ε > 0, and L > 0,
To deal with the first term on the right-hand side, take K ∈ (0, λ −1/2 ), and suppose ε > 0 is chosen so small that tV (ε) .5), and argue as follows:
(by (5.9) and (5.14)). (5.16)
Using a second moment version of Wald's lemma we see that
There is a onesided Chebychev inequality of the form P (Y − EY < x) ≥ x 2 /(x 2 + VarY ), for any rv Y and x > 0 (e.g., [2] 
, p.70). Apply this with
, by (5.12), to get
For the second term on the right-hand side of (5.15), use (5.17) with K replaced by
Then let λ ↓ 0 to get (5.3).
Proof of Theorem 3.1. Recall that we have Π(1) = 0 and Π(0+) = ∞. Suppose X t / √ V t is relatively compact but there is a sequence x k ↓ 0 such that
, in the notation of (4.24). Then
which contradicts (5.4) with a(t) = 0 and λ = 1.
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Conversely, suppose lim sup
so (5.4) holds with a(t) = 0, and X t / √ V t is relatively compact as t ↓ 0, by Proposition 5.1. 1) as t ↓ 0, so we can assume σ 2 = 0. As observed in Section 3, Y t is always relatively compact when X t is symmetric. [34] we have the representation
Proof of Theorem
where 
, hence is stochastically compact. So suppose σ 2 = 0. Let X t ∈ F C 0 at 0. Then by (2.10) there is a nonstochastic function b(t), such that each sequence t k ↓ 0 contains a subsequence t k ↓ 0 for which
for some constants β ∈ R and (τ ) 2 ≥ 0, with Z(1) a standard normal rv, independent of (I (1), J (1)). Further, I (1) is a nondegenerate inf. div. rv with triplet (0, 0, Λ (dx)), and
We claim that
a finite rv, a.s. To see this, set
Notice that for each ε > 0, by continuity of the function g ε (x, y) = x/ |y| ∨ ε on R 2 , we have
Observe that (5.19) and (5.20) imply that
Furthermore, from (5.20) we get (5.24) lim [19] to see that the distribution of any such subsequential limit rv cannot be concentrated on a finite number of points, in particular, cannot be degenerate.
Before proving Theorem 3.4, we need some preliminaries. Let ∆ 
Notice that this limit exists. In fact, once ε is small enough for N t (ε) ≥ 1, then J (1) N t (ε) (ε) is well defined, and does not depend on ε. For definiteness, we have selected the J Π(x)dx < ∞, so X is of bounded variation with drift δ, say. By assumption,
t . It suffices to show that
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We will use (5.1), in which σ 2 = 0, and the centering term γ − ε<|x|≤1 xΠ(dx) → δ = 0 as ε ↓ 0. So we can write X t = a.s. lim ε ↓ 0 X t (ε), where
and the J i (ε) and N t (ε) have the properties listed after (5.1).
On the event {N t (ε) = n}, set
and for
We proceed by finding an expression for the Laplace transform of R t . We make use of results for "trimmed sums" set out in Goldie and Maller [20] noting that the numerator in R n (ε) is the "1-trimmed" sum of the i.i.d., nonnegative, rvs
where the J i (ε)(u) are i.i.d. with the distribution of J 1 (ε), conditioned on |J 1 (ε)| ≤ u; similarly, set
where the J i (ε)(u−) are i.i.d. with the distribution of J 1 (ε), conditional on the event |J 1 (ε)| < u, and let h ε (u) := P (|J 1 (ε)| ≤ u). Using similar arguments as in [20] , p.245, we can then write, for x > 0,
The Laplace transform of R n (ε) is
hence satisfies, by (5.29) and (5.30),
u− (λ) the Laplace transforms of |J 1 (ε)(u)|/u and |J 1 (ε)(u−)|/u. Multiply each side of (5.31) and the following equation by P (N t (ε) = n), and sum over n ≥ 0. Note that
with a similar expression for φ
Then, letting ε ↓ 0 in (5.31) and the following equation, and using (5.32), we get the following inequality for the Laplace transform of R t :
We aim to show that Π(x) ∈ SV at 0 implies φ R t (λ) → 1 for each λ > 0, which will give R t 
Proof of Lemma 5.4. Now for x > 0,
A similar calculation as in Kesten and Maller ([28] , Eq. 4.22, p.1837) shows that the last term is the limit as ε → 0 of
where, as previously, h ε (x) = P (|J 1 (ε)| ≤ x), x > 0, and we set F ε (x) = P (J 1 (ε) ≤ x), x ∈ R. Choose ε ∈ (0, x). Straightforward calculations give the last expression equal to
Substituting 
We will show that Q t → 0 as t ↓ 0, under the assumption Π ∈ SV at 0. As we showed earlier, Π ∈ SV at 0 implies Π(y− 
∆Π(y)Π(dy).
The last term is o(1) as t ↓ 0. In the first term,
Since η is arbitrary, we have lim t ↓ 0 Q t = 0 as claimed, so we conclude
Using this relation, we see that P ( ∆ 
(ii) Conversely, suppose
Symmetrise X t to X S t := X t − X t , where X t is an independent copy of X t , and let
where the cross product term vanishes because the independent processes X and X have no jumps in common, a.s. Write
which is obviously a symmetric process. Take any sequence t k ↓ 0 and choose a subsequence t k ↓ 0 such that
So by uniform integrability we have Π(x)dx < ∞. Therefore by Lemma 4.1 of [11] we can infer that X t is of bounded variation with drift δ, say, and so X t /t
since Π ∈ SV at 0. Thus ∆ 
we deduce that sgn( ∆
t ) P −→ 1, which we showed above is equivalent to Π − (x) = o Π + (x) , under the assumption Π ∈ SV at 0.
where X t and V t are independent copies of X t and V t . Thus
Take any sequence t k ↓ 0 and choose a subsequence t k ↓ 0 such that 
The numerator is a symmetrisation of X t , and [34] we get that Π(x) ∈ SV at 0. Thus X t is of bounded variation with drift δ, say, and so X t − tδ is of bounded variation with drift 0.
Now the left-hand side cannot oscillate in sign, so sgn( ∆
Conversely, these imply (
Preparatory to proving Theorem 3.6, we generalise Prop. 1 of Mason [35] .
Proposition 5.5. Suppose T t := X t / √ V t is relatively compact as t ↓ 0, and also that lim sup x ↓ 0 x 2 Π(x)/V (x) = ∞. Then there is a sequence t k ↓ 0 such that
Proof of Proposition 5.5. Recall that we assume Π(1) = 0 and Π(0+) = ∞. As in (4.18), let R(x) := x 2 Π(x)/V (x). Assume that T t is relatively compact as t ↓ 0 and that lim sup x ↓ 0 R(x) = ∞. Since we always have x 2 Π(x) → 0 as x ↓ 0, the latter implies that σ 2 = 0. Choose ζ k ↓ 0 such that (4.19) holds. Recall that
(recall that U (x) is continuous at each x > 0). The left-hand side of the last expression tends to
Then by (5.38), Π(λ 2 ζ k )/Π(λ 1 ζ k ) → 1, and so we deduce
Recall the definition of X t (ε) in (5.1) (in which we take σ 2 = 0), and of J (1) N t (ε) (ε) in (5.25), and similarly let J (2) N t (ε) (ε) denote the term among J 1 (ε), . . . , J N t (ε) of second largest modulus. Define
Put t k := 1/Π(ζ k ), and recall that Π(0+) = ∞, so t k ↓ 0. For ε > 0, δ > 0, and 0 < λ 1 < λ 2 , define the events
In the following, we will keep ε < λ 1 ζ k (and, later, let ε ↓ 0 before k → ∞). A straightforward calculation gives
Also, on A k (ε), we have
and E(N t k (ε)) = t k Π(ε), so we can write
. Thus for k large, firstly,
Third, using Cauchy-Schwarz,
Putting the three estimates into (5.42) and using Chebychev's inequality, we find that for δ 1 > 0,
By a similar argument as in (5.42) and Markov's inequality we get for δ 2 > 0,
Putting these together gives 
(1)
The latter does not exceed (5.44)
N t k (ε) (ε) > δ|J
N t k (ε) (ε)|, which implies
N t k (ε) (ε)|| ≤ (δ/2)|J
N t k (ε) (ε)|, together with
N t k (ε) (ε)| , imply
N t k (ε) (ε)| = δ|J (1) N t (ε) (ε)|/2. Observe that (5.44) does not exceed P (B k (ε, δ/2) ∪ C k (ε, δ/2)). Argue that, by (5.43) and (5.41),
provided 0 < ε < λ 1 ζ k , as we have ensured. Thus by (5.44),
Now by (5.38) and (5.40), Further, by Proposition 5.5 we must have lim sup
is clearly incompatible with (5.37)). We deduce from these that (2.11) holds. Hence by Part (ii) of Theorem 2.3 there is a function b(t) > 0 such that every sequence t k ↓ 0 contains a subsequence t k ↓ 0 for which
for some constants β ∈ R and (τ ) 2 ≥ 0, with Z standard normal, independent of (I , J ), and P ((τ ) where Z is a standard normal rv independent of (W, S) and τ ≥ 0.
