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ON NEUMANN PROBLEMS FOR ELLIPTIC AND PARABOLIC
EQUATIONS ON BOUNDED MANIFOLDS
SHENG GUO
Abstract. In this paper, we study fully nonlinear second-order elliptic and para-
bolic equations with Neumann boundary conditions on compact Riemannian man-
ifolds with smooth boundary. We derive oscillation bounds for admissible solutions
with Neumann boundary condition uν = φ(x) assuming the existence of suitable
C-subsolutions. We use a parabolic approach to derive a solution of a k-Hessian
equation with Neumann boundary condition uν = φ(x) under suitable assumptions.
1. Introduction
Let (M, g) be a compact Riemannian manifold of dimension n with smooth bound-
ary ∂M , and χ a (0, 2)-tensor onM . In this paper, we consider the following Neumann
boundary problem of fully nonlinear second-order elliptic equation of the form
(1.1)
{
F (χij + uij) = ψ(x) in M,
uν = φ(x, u) on ∂M,
where ν denotes the unit inner normal vector of ∂M . When M is an open bounded
domain in Rn, χ ≡ 0, and
(1.2) φz(x, z) ≥ γ0 > 0,
the Neumann boundary problem (1.1) has been actively studied by many researchers
in recent decades. Lieberman-Trudinger [22] studied C2+α regularity of uniformly el-
liptic equations. The celebrated paper [23] by Lions-Trudinger-Urbas studied Monge-
Ampe`re equations on uniformly convex domains, followed by Wang [33], Urbas [32]
and Li [19] on oblique boundary problems1. Schnrer-Smoczyk [26] used a parabolic
approach to study Monge-Ampe`re type equations. Li [18] studied complex Monge-
Ampe`re equations on bounded strictly pseudocovex domains in Cn. Trudinger [28]
studied more general fully nonlinear elliptic equations on the unit ballM = Dn. Urbas
1uβ = φ(x, u) on ∂Ω, where β · ν ≥ β0 > 0.
1
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[30] [31] studied oblique boundary problems for nonuniformly elliptic Hessian equa-
tions and curvature equations on uniformly convex domains in dimension 2. Recently,
Ma-Qiu [24] studied the k-Hessian equations on uniformly convex domains. Guan-
Xiang [12] studied general fully nonlinear elliptic equations on compact Riemannian
manifolds with smooth boundary.
In this paper, we mainly focus on the Neumann boundary problem (1.1) under the
assumption
(1.3) φz(x, z) ≡ 0.
Comparing to the assumption (1.2), the difficulty for the assumption (1.3) is C0
estimates. The assumption (1.2) guarantees C0 estimates (see [28]). However, the
assumption (1.3) does not imply classical C0 estimates because if u is a solution, then
u + C is also a solution for any constant C. Moreover, there are some obstructions
to the existence of solutions under the assumption (1.3). For example, consider the
k-Hessian equations, that is, F (A) := σ
1/k
k
(
λ(A)
)
, for 1 ≤ k ≤ n. By Maclaurin’s
inequality and Stokes’ theorem,
(1.4)
0 <
∫
M
ψdV =
∫
M
σ
1/k
k
(
λg(χ+∇2u)
)
dV
≤ c(n, k)
∫
M
trgχ +∆gu dV = c(n, k)
(∫
M
trgχ dV −
∫
∂M
φ dS
)
,
that is,
(1.5)
∫
∂M
φ dS <
∫
M
trgχ dV,
(1.6)
∫
M
ψdV ≤ c(n, k)
(∫
M
trgχ dV −
∫
∂M
φ dS
)
,
where λg is defined as eigenvalues with respect to the metric g, and trgχ is the trace
of χ with respect to g, and ∆g is the LaplaceBeltrami operator, and σk is the k-
th elementary symmetric polynomial. Therefore, compatibility conditions for ψ(x)
and φ(x) are needed. Motivated by Sze´kelyhidi [27], we assume the existence of C-
subsolutions u with uν = φ(x) on ∂M , which is useful to derive oscillation bounds
for solutions as well as providing a compatibility condition for φ(x). Moreover, we
rescale ψ if necessary, for example, ecψ or ψ+c. We use a parabolic approach to derive
a classical solution for the Neumann boundary problem (1.1) under the assumption
(1.3).
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Due to technical difficulties of second-order estimates, we focus on the existence
theorem for k-Hessian equations on M with certain curvatures assumptions of M as
follows, which is motivated by Ma-Qiu [24].
Theorem 1.1. Let (M, g) be a compact Riemanian manifold with non-negative sec-
tional curvatures and uniformly strictly convex boundary ∂M and χ a smooth (0,
2)-tensor on M . Suppose φ(x) ∈ C∞(∂M), and there exists u ∈ C∞(M) such that
λg(χ + ∇2u) ∈ Γk(Rn)2, and uν = φ(x). Then for any ψ ∈ C∞(M), there exists a
constant c such that the Neumann boundary problem
(1.7)
{
σk
(
λg(χij + uij)
)
= eψ(x)+c in M,
uν = φ(x) on ∂M,
has a unique smooth solution u ∈ C∞(M) up to a constant.
To formulate appropriate conditions on F , let Sn×n be the real-valued-(n × n)-
symmetric-matrix-space. Suppose F (A) is a C2 function defined on an open convex
cone Γ ⊂ Sn×n with vertex at the origin. Denote
F ij(A) :=
∂F
∂Aij
(A), F ij,kl(A) :=
∂2F
∂Aij∂Akl
(A).
We define
Γk :=
{
A ∈ Sn×n : σl
(
λ(A)
)
> 0, for 1 ≤ l ≤ k},
where σk is the k-th elementary symmetric polynomial for 1 ≤ k ≤ n, and λ(A) are
eigenvalues of A. We may assume:
Γn ⊂ Γ ⊂ Γ1;(1.8)
Ellipticity:
(
F ij(A)
)
n×n
> 0, ∀A ∈ Γ;(1.9)
Concavity:
∑
i,j
F ij(A)
(
Bij − Aij
) ≥ F (B)− F (A), ∀A,B ∈ Γ.(1.10)
F (χij + uij) can be defined locally under a local (orthonormal) frame {ei}. It
can be defined globally if it is independent of the choice of the local (orthonormal)
frame {ei}. For example, functions of eigenvalues F (Uij) := f
(
λg(Uij)
)
or linear
functions F (Uij) := A
ijUij are well defined globally on M . We call u ∈ C2(M) (or
u ∈ C2,1(M×(0, T ))) an admissible solution for the elliptic equation F (χij+uij) = ψ
(or the parabolic equation F (χij + uij) = ut + ψ resp.) if (χij + uij) ∈ Γ.
2Γk(R
n) := {λ ∈ Rn : σl(λ) > 0, for 1 ≤ l ≤ k}.
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Definition 1.2. We say that u ∈ C2(M) is a C-subsolution of F (χij + uij) = ψ(x) if
at any x ∈M , the set{
A ∈ Γ : F (A) = ψ(x) and A− (χij + uij)(x) ∈ Γn
}
is bounded.
Definition 1.3. We say that u ∈ C2,1(M × (0, T )) is a (parabolic) C-subsolution of
F (χij + uij)− ut = ψ(x) if at any (x, t) ∈M × (0, T ), the set{
(A, s) ∈ Γ×R : F (A) + s = ψ(x) and (A, s)− (χij + uij ,−ut)(x, t) ∈ Γn × (0,∞)}
is bounded.
Remark 1.4. The definitions above are similar to Sze´kelyhidi’s [27]. Phong-Toˆ [25]
give a slightly different definition of (parabolic) C-subsolutions. Guo [13] introduce
equivalent definitions of (elliptic and parabolic) C-subsolutions for a more general
function F which is not necessary to be a function of eigenvalues.
We consider the following initial-boundary (abbr. IBV) problem with Neumann
boundary condition
(1.11)


ut = F (χij + uij)− ψ(x, u, t) in M × {t > 0},
uν = φ(x, u) on ∂M × {t ≥ 0},
u = u0 in M × {t = 0},
where χ is a (0, 2)-tensor on M and ν denotes the unit inner normal vector of ∂M .
In addition, we assume φz(x, z) ≥ 0. In this paper, we derive a priori C2+α,1+α2
estimates for IBV problem (1.11) under suitable assumptions, and obtain the long-
time existence results. We derive a solution for the Neumann boundary problem (1.1)
through a uniform convergence theorem.
The rest of this paper is organized as follows. In Section 2, we provide some use-
ful formulas and lemmas. In Section 3, we derive a weak Harnack inequality and
an Alexandroff-Bakelman-Pucci (A-B-P) type estimate for u satisfying the Neumann
boundary condition uν = 0 on ∂M and use the approach in [27] to obtain oscilla-
tion bounds. From Section 4 to Section 5, we derive C2,1 a priori estimates for the
IBV problem (1.11) under certain assumptions. In Section 6, we obtain a long-time
existence theorem for the IBV problem (1.11) under certain assumptions, and use a
modified evolution equation to derive a solution of the Neumann boundary problem
(1.1) under the assumption (1.3) for k-Hessian equations and linear elliptic equations.
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In Appendix A, we derive a Harnack inequality for linear parabolic equations with
vanishing Neumann boundary conditions.
Acknowledgements. The author would like to thank his advisor Bo Guan for con-
structive suggestions and constant support. The author also thanks Barbara Keyfitz,
King Yeung Lam for some helpful discussions. The results of this paper are contained
in the authors PhD dissertation at Ohio State University [13]. The author would like
to express his gratitude to his Father.
2. Preliminaries
For λ = (λ1, · · · , λn) ∈ Rn, let
σk(λ) :=
∑
1≤i1≤···≤ik≤n
λi1 · · ·λik (1 ≤ k ≤ n),
λ|i := (λ1, · · · , λi−1, λi+1, · · · , λn), λ|ij := (λ|i)|j, etc.
The following are some useful properties for σk.
Proposition 2.1. For λ = (λ1, · · · , λn) ∈ Rn, fix 1 ≤ k ≤ n, we have
(2.1) σk(λ) = σk(λ|i) + λiσk−1(λ|i), 1 ≤ i ≤ n,
(2.2)
∑
i
λiσk−1(λ|i) = kσk(λ),
(2.3)
∑
i
σk−1(λ|i) = (n− k + 1)σk−1(λ),
If in addition we assume λ ∈ Γk(Rn) with λ1 ≥ λ2 ≥ · · · ≥ λn, then we have
(2.4) σl(λ|i) > 0, ∀ 1 ≤ l < k and 1 ≤ i ≤ n,
(2.5) σk−1(λ|i) ≤ σk−1(λ|j), ∀λi ≥ λj,
(2.6) λ1σk−1(λ|1) ≥ k
n
σk(λ),
(2.7) (Maclaurin’s inequality)
(
σk(λ)(
n
k
)
) 1
k
≤
(
σl(λ)(
n
l
)
) 1
l
, ∀ 1 ≤ l ≤ k,
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Proof. See Chapter 15 Section 4 in [20] for details. Proof of (2.6) can be found in
Lemma 3.1 in [4] or Lemma 2.2 in [14]. 
The following lemma is crucial for the second-order normal-normal estimates.
Lemma 2.2. For λ = (λ1, · · · , λn) ∈ Rn, denote f(λ) := σk(λ), fi := ∂f∂λi =
σk−1(λ|i), λmin := min{λ1, · · · , λn} and λmax := max{λ1, · · · , λn}. Suppose λ ∈
Γk(R
n) satisfies µ2λmax ≤ λ1 ≤ −µ1λmin with µ1 > 0, 0 < µ2 ≤ 1 and n > k ≥ 2,
then
(2.8) f1 ≥
(
µ2
µ1
)2
k − 1
(n− 1)(n− 2 + k)(n− k + 1)
∑
i
fi.
Proof. The proof is motivated by Ma-Qiu [24].
Assume λn = λmin. By (2.4), for any 1 ≤ i ≤ n, we have λ|i ∈ Γk−1(Rn−1).
If λ1 = λmax, then we apply (2.6) to λ|n and have
(2.9) λ1σk−2(λ|1n) ≥ k − 1
n− 1σk−1(λ|n) ≥ µ2
k − 1
n− 1σk−1(λ|n).
If λ1 < λmax, then we assume λ2 = λmax. We apply (2.5) and (2.6) to λ|n and have
(2.10) λ1σk−2(λ|1n) ≥ µ2λ2σk−2(λ|2n) ≥ µ2 k − 1
n− 1σk−1(λ|n).
Therefore,
(2.11) λ1σk−2(λ|1n) ≥ µ2 k − 1
n− 1σk−1(λ|n).
Case 1: σk−1(λ|1) ≥ −δλnσk−2(λ|1n), where δ := µ2(n−2+k)µ1 .
Since λn < 0, by (2.1), (2.3) and (2.4), we have
(2.12) σk−1(λ|n) = σk−1(λ)− λnσk−2(λ|n) ≥ σk−1(λ) = 1
n− k + 1
∑
i
fi.
By (2.11) and (2.12),
(2.13)
f1 = σk−1(λ|1) ≥ δ(−λn)σk−2(λ|1n)
≥ δ
µ1
λ1σk−2(λ|1n) ≥ δµ2
µ1
k − 1
n− 1σk−1(λ|n)
≥
(
µ2
µ1
)2
k − 1
(n− 1)(n− 2 + k)(n− k + 1)
∑
i
fi.
Case 2: σk−1(λ|1) ≤ −δλnσk−2(λ|1n), where δ := µ2(n−2+k)µ1 .
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By (2.1), (2.2), (2.4), (2.11) and (2.12), we have
(2.14)
kσk(λ|1) =
∑
i 6=1
λiσk−1(λ|1i) =
∑
i 6=1
λi
(
σk−1(λ|1)− λiσk−2(λ|1i)
)
≤
∑
i 6=1,λi≥0
λi
(− δλnσk−2(λ|1n))−∑
λi<0
λ2iσk−2(λ|1i)
≤ (n− 2)δλmax(−λn)σk−2(λ|1n)− λ2nσk−2(λ|1n)
≤ (n− 2)δµ1
µ2
λ2nσk−2(λ|1n)− λ2nσk−2(λ|1n)
= − k
(n− 2 + k)λ
2
nσk−2(λ|1n) ≤ −
k
µ21(n− 2 + k)
λ21σk−2(λ|1n)
≤ − µ2(k − 1)k
µ21(n− 1)(n− 2 + k)
λ1σk−1(λ|n)
≤ − µ2(k − 1)k
µ21(n− 1)(n− 2 + k)(n− k + 1)
λ1
∑
i
fi.
By (2.1), (2.14) and 0 < µ2 ≤ 1, we have
(2.15)
f1λ1 = λ1σk−1(λ|1) = σk(λ)− σk(λ|1)
≥ µ2(k − 1)
µ21(n− 1)(n− 2 + k)(n− k + 1)
λ1
∑
i
fi
≥ µ
2
2(k − 1)
µ21(n− 1)(n− 2 + k)(n− k + 1)
λ1
∑
i
fi,
which implies (2.8) since λ1 > 0. 
Let ν be the unit inner normal vector of ∂M . The second fundamental form of ∂M
can be defined as
(2.16) II(X, Y ) := −g(∇Xν, Y ) ∀ X, Y ∈ T∂M.
Since M is compact and ∂M is smooth, then there exists a small δ0 > 0 such that
dist(x, ∂M) is smooth in Mδ0 := {x ∈ M : d(x) ≤ δ0}. We can extend dist(x, ∂M)
smoothly to the whole M as follows
(2.17) d(x) :=
{
dist(x, ∂M) in Mδ0/2 := {x ∈M : d(x) ≤ δ0/2},
0 < d(x) ≤ δ0 in M.
Then ∇d = ν on ∂M and |∇d| = 1 in Mδ0/2.
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We list some useful formulas and identities in Riemannian geometry under a local
frame {ei} in the following:
(2.18) Rijkl = ∂kΓ
i
jl − ∂lΓijk + ΓikmΓmjl − ΓilmΓmjk,
(2.19) Sec(ei, ej) =
Rijij
giigjj − g2ij
,
(2.20) uij = ∂jui − Γkijuk,
(2.21) uijk = ∂kuij − Γmikumj − Γmjkumi,
(2.22) uijk − uikj = Rmijkum,
(2.23) uijkl − uijlk = Rmjklumi +Rmiklumj,
(2.24) uijkl − uklij = Rmijkuml +Rmijlumk +Rmkilumj +Rmkjlumi +Rmijk,lum +Rmkil,jum,
where ui := ∇iu := ∇eiu, uij := ∇j∇iu, uijk := ∇k∇j∇iu, etc.
Lemma 2.3.
(2.25) ∇i∇j∇ku = ∇i∇j(∇ku)−∇i∇∇jeku−∇j∇∇ieku−∇∇i∇jeku.
Proof. See Lemma 1.3.1 in [13]. 
3. Oscillation bounds
In this section, derive an oscillation bound for admissible solutions of the Neumann
boundary problem (1.1) under the assumption (1.3). Suppose u is such an admissible
solution mentioned above, and u is a C-subsolution for (1.1) with uν = φ(x) on ∂M .
Let v := u− u, then v satisfies the following Neumann boundary problem
(3.1)
{
F
(
(χij + uij) + vij
)
= ψ(x) in M,
vν = 0 on ∂M,
with v ≡ 0 in M as a C-subsolution. Since oscMu ≤ oscMv + oscMu, then it suffices
to derive an oscillation bound for v as follows.
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Theorem 3.1. Let (M, g) be a compact Riemannian manifold with smooth boundary
∂M . Suppose F defined on Γ ⊃ Γn satisfies ellipticity (1.9). Let A be a smooth strictly
positive (2, 0)-tensor on M . Suppose u ≡ 0 is a C-subsolution of F (χij +uij) = Ψ(x)
in M . For any u ∈ C2(M) with uν = 0 on ∂M , if F (χij + uij) ≤ Ψ(x), and
Aijuij ≥ −C0 with C0 ≥ 0, then there exists a constant C depending only on F , Ψ,
χ, A, C0 and the background geometric data such that
(3.2) sup
M
u− inf
M
u ≤ C.
Remark 3.2. (1) If Γ ⊂ Γ1, we have trgχ + ∆gu > 0. If we choose A = g−1, then
gijuij ≥ −max{supM trgχ, 0} =: −C0.
(2) If F (U) := AijUij , then F (χij+uij) = ψ(x) implies A
ijuij ≥ −max
{−infM ψ+
supM A
ijχij, 0
}
=: −C0.
(3) As in [27], we can obtain a similar oscillation bound for elliptic equation F (χij¯+
uij¯) = ψ(x) on compact complex manifolds with smooth boundary.
To adopt the approach of Proposition 11 in [27], we need to derive a weak Har-
nack inequality and an Alexandroff-Bakelman-Pucci (A-B-P) type estimate under
Neumann boundary condition uν = 0 on ∂M .
Let BR(0) be a ball of radius R centered at the origin in R
n, and
B+R (0) := BR(0) ∩ {yn ≥ 0}, B−R (0) := BR(0) ∩ {yn < 0}.
Theorem 9.22 in [8] derives a weak Harnack inequality on B2R(0). We can similarly
derive the following weak Harnack inequality on B+2R(0) under Neumann boundary
condition un = 0 on B
+
2R(0) ∩ {yn = 0}.
Theorem 3.3. Let u ∈ W 2,n(B+2R(0)) be a non-negative function satisfying Lu :=
aijuij + b
iui + cu ≤ f 3 in B+2R(0) and un = 0 on B+2R(0) ∩ {yn = 0}, then
(3.3)
(
1
|B+R |
∫
B+R
up
) 1
p
≤ C
(
inf
B+R
u+
R
θ
||f ||Ln(B+
2R)
)
,
where θδij ≤ aij ≤ 1θδij, and p and C are positive constants depending only on
n, θ, |b|R/θ, |c|R2/θ.
Proof. For any y = (y′, yn) ∈ Rn, define Ref(y) := (y′,−yn). For any y ∈ B−2R(0), let
u(y) := u
(
Ref(y)
)
(same to c and f),
3|b|/D∗, f/D∗ ∈ Ln(Ω) and c ≤ 0, where D∗ := ( det(aij))1/n.
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aij
)
(y) := diag(1, · · · , 1,−1) (aij)(Ref(y)) diag(1, · · · , 1,−1),
bi(y) := bi
(
Ref(y)
)
for i < n, bn(y) := −bn
(
Ref(y)
)
.
Obviously, det(aij) is well defined on B2R(0). Since un = 0 on {yn = 0}, then
uin = 0 on {yn = 0} for i < n. Even though ain, bn for any given i < n may not be
continuous on {yn = 0}, since ainuin = 0 and bnun = 0, then the extended Lu is well
defined on B2R(0). Let u˜ := u + c, w := − log u˜, η(y) :=
(
1 − |y|2)β and v := ηw
for some constants c > 0 and β ≥ 1. Then Lw, Lη and Lv are also well defined on
B2R(0). We can apply the same proof of Theorem 9.22 in [8] to prove (3.3). 
Remark 3.4. If ain = 0 and bn = 0 on {yn = 0} for i < n, then the extended aij and bi
are continuous in B2R(0). We can apply Theorem 9.22 in [8] directly to the extended
u to prove the weak Harnack inequality (3.3).
Sze´kelyhidi [27] derived the following A-B-P type estimates.
Proposition 3.5 ([27], Proposition 10). Suppose v ∈ C2(B1(0)) satisfy v(0) + ǫ2 ≤
inf∂B1 v with ǫ > 0. Define
(3.4) P :=
{
x ∈ B1(0) :
|Dv(x)| < ǫ
2
, and for all y ∈ B1(0)
v(y) ≥ v(x) +Dv(x) · (y − x)
}
.
Then
(1) for any x ∈ P , we have
(3.5) v(x) < v(0) +
ǫ
2
, D2v(x) ≥ O;
(2) there exists a constant c0 = c0(n) such that
(3.6) c0ǫ
n ≤
∫
P
det(D2v).
Denote
(3.7) B+1,c := B1(0) ∩ {yn ≥ c} ⊂ Rn, B−1,c := B1(0) ∩ {yn < c} ⊂ Rn,
where −1 ≤ c ≤ 0. We use the above A-B-P type estimates to derive the following
A-B-P type estimates on B+1,c under Neumann boundary condition un = 0 on {yn = c}
if c > −1.
Proposition 3.6. Let u ∈ C2(B+1,c), where B+1,c is defined in (3.7) for −1 ≤ c ≤ 0.
Suppose un = 0 on {yn = c} if c > −1. Suppose u attains an infimum at the origin
0, then for any ǫ > 0, there exists a subset Pc ⊂ B+1,c such that the following hold
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(1) for any y ∈ Pc, we have
(3.8) u(y) < u(0) +
1
2
ǫ, D2u(y) ≥ −ǫI, |Du|(y) < 2ǫ;
(2) there exists a constant c0 = c0(n) such that
(3.9) c0ǫ
n ≤
∫
Pc
det(D2u+ ǫI).
Proof. When c > −1 and un = 0 on {yn = c}, we have an even extension of u to
B1(0) as follows. For y = (y
′, yn) ∈ Rn, let
Refc(y) := (y
′, 2c− yn)
be the reflection map about {yn = c}. For any y ∈ B−1,c, let
u(y) := u
(
Refc(y)
)
.
Since un = 0 on {yn = c}, then the extended u ∈ C2
(
B1(0)
)
and u still attains an
infimum at 0.
Let
v(y) := u(y) +
1
2
ǫ|y|2.
Then v(0) + 1
2
ǫ = u(0) + 1
2
ǫ ≤ inf∂B1 v. We define P for v as in (3.4), and let
P+c := P ∩ B+1,c, P−c := P ∩B−1,c, Pc := P+c ∪ Refc(P−c ) ⊂ B+1,c.
For any y ∈ P , by Proposition 3.5, u(y) ≤ v(y) < v(0) + 1
2
ǫ = u(0) + 1
2
ǫ, and
|Du|2(y) ≤ 2(|Dv|2(y) + ǫ2|y|2) < 5
2
ǫ2, and D2u(y) + ǫI ≥ O, that is, (3.8) holds.
For any y ∈ Refc(P−c ), since u(y) = u
(
Refc(y)
)
, |Du|2(y) = |Du|2(Refc(y)), and
λ
(
D2u(y)
)
= λ
(
D2u(Refc(y))
)
, where λ are the eigenvalues of the Hessian matrix,
then (3.8) also holds, and
(3.10)
∫
Refc(P
−
c )
det(D2v) =
∫
P−c
det(D2v).
Hence, by Proposition 3.5,
(3.11) c0ǫ
n ≤
∫
P
det(D2v) =
∫
P+c
det(D2v) +
∫
Refc(P
−
c )
det(D2v) ≤ 2
∫
Pc
det(D2v).

With Theorem 3.3 and Proposition 3.6, we can modify the proof of Proposition 11
in [27] to prove Theorem 3.1.
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Proof of Theorem 3.1. Assume supM u = 0, it suffices to prove that
(3.12) L := inf
M
u ≥ −C.
For xα ∈ M , we can choose a coordinate chart (Uα, φα) such that xα ∈ Uα ⊂ M
and φα(Uα) = B2(0) ⊂ Rn with φ(xα) = 0. For xα ∈ ∂M , we can choose a coordinate
chart (Uα, φα) such that xα ∈ Uα ⊂ M and φα(Uα) = B+2 (0) ⊂ Rn with φα(xα) = 0
and φα(Uα ∩ ∂M) = B2(0) ∩ {yn = 0}, and φ∗α( ∂∂yn )/|φ∗α( ∂∂yn )| = ν on ∂M , where
B+2 (0) := B2(0) ∩ {yn ≥ 0}. Meanwhile, uν = 0 on ∂M implies un = 0 on {yn = 0}
in coordinate charts chosen above. Under each coordinate chart (Uα, φα), denote
Di :=
∂
∂yi
, ∇i := ∇φ∗α( ∂∂yi ), gij := g
(
φ∗α(
∂
∂yi
), φ∗α(
∂
∂yj
)
)
,
and Γkij the christoffel symbols with respect to gij. Let
U˜α := φ
−1
α
(
B1(0)
)
or U˜α := φ
−1
α
(
B+1 (0)
)
.
Since ∪xα∈M U˜α is an open cover of compact manifold M , we can find a finite open
cover ∪α∈IU˜α with I a finite index set.
Since Aijuij ≥ −C0 in M , that is, AijDiDj(−u) − AijΓkijDk(−u) ≤ C0 in local
coordinates, then by weak Harnack inequality (see Theorem 9.22 in [8] and Theorem
3.3),
(3.13)
(∫
U˜α
(−u)p dµM
) 1
p
≤ C1
[
inf
U˜α
(−u) + 1
]
,
where p, C1 depends only on the finite covering {(Uα, φα)}α∈I , A, C0, and the back-
ground geometric data. For any α, β ∈ I with Uβ ∩ Uα 6= ∅, we have
(3.14)
inf
U˜β
(−u) [Vol(U˜α ∩ U˜β)] 1p ≤
(∫
U˜α∩U˜β
(−u)p dµM
) 1
p
≤
(∫
U˜α
(−u)p dµM
) 1
p
≤ C1
[
inf
U˜α
(−u) + 1
]
.
Since supM u = 0, then there exists U˜α0 with α0 ∈ I such that inf U˜α0 (−u) = 0.
For α1 ∈ I such that U˜α1 ∩ U˜α0 6= ∅, we have inf U˜α0 (−u) ≤ C1/
[
Vol(U˜α0 ∩ U˜α1)
] 1
p .
By induction, for any α ∈ I, we have inf U˜α(−u) ≤ C2, where C2 depends only on
C1,minα,β∈I,U˜α∩U˜β 6=∅[Vol(U˜α∩U˜β)]
1
p , |I|. Hence, by (3.13), we obtain a global Lp bound
for u
(3.15) ||u||Lp(M ) ≤ C3,
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where p, C3 depends only on the finite covering {(Uα, φα)}α∈I , A, C0, and the back-
ground geometric data.
Suppose u attains an infimum L at p ∈ M , then there exists α ∈ I such that
p ∈ U˜α. Obviously, B1
(
φα(p)
) ⊂ B2(0). Let T (y) := y − φα(p) be a translation in
Rn, and
U˜p := φ
−1
α
(
φα(Uα) ∩B1
(
φα(p)
))
, φp := T ◦ φα,
then (U˜p, φp) is a coordinate chart near p. Let
(3.16) c :=
{ − 1, if φα(Uα) = B2(0),
− yn
(
φα(p)
)
, if φα(Uα) = B
+
2 (0).
Obviously, φp(p) = 0 and φp(U˜p) = B
+
1,c, and un = 0 on {yn = c} ∩ B+1,c if c > −1,
where B+1,c is defined in (3.7). By Proposition 3.6, for any ǫ > 0, there exists a subset
Pc ⊂ B+1,c such that (i) for any y ∈ Pc, u(y) < L + 12ǫ, and D2u(y) ≥ −ǫI, and
|Du|(y) < 2ǫ; (ii) there exists a constant c0 = c0(n) such that
(3.17) c0ǫ
n ≤
∫
Pc
det(D2u+ ǫI).
When L < − ǫ
2
, for any y ∈ Pc, we have −u(y) > −L− 12ǫ > 0, and hence, by (3.15),
(3.18)
∣∣∣L+ ǫ
2
∣∣∣p Vol(φ−1p (Pc)) ≤ || − u||pLp(M ) ≤ Cp3 .
Moreover, we can find universal constants θ and C4 depending on the finite cover
{(Uα, φα)}α∈I and the background geometric data such that (n × n)-matrices (gij)
and
(
Γkij
)
(fix k) satisfy θI ≤ (gij) ≤ 1θI with 0 < θ ≤ 1, and −C4I ≤
(
Γkij
) ≤ C4I
for all k. For any y ∈ Pc, since ∇i∇ju = DiDju − ΓkijDku, and D2u(y) ≥ −ǫI, and
|Diu|(y) < 2ǫ, then
(3.19) ∇2u(y) > −C5ǫg(y),
where C5 depends only on C4, θ, n. Suppose {Eα} ⊂ TM is a local orthonormal frame
near y. Since u ≡ 0 is a C-subsolution of F (χαβ+uαβ) = Ψ, then we claim that there
exists a constant δ > 0, C6 > 0 depending only on F, χ,Ψ and background geometric
data such that
(3.20)
(
(χαβ)(y)− δI + Γn
)
∩ {(Aαβ) ∈ Γ : F (Aαβ) ≤ Ψ(y)} ⊂ {A : ||A|| ≤ C6}4.
Since F (χαβ + uαβ)(y) ≤ Ψ(y), if we choose ǫ = δ/C5, then by (3.19) and (3.20),
(3.21)
(
χαβ + uαβ
)
(y) ∈ {A : ||A|| ≤ C6},
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which implies ||∇2u||g(y) ≤ C7, where C7 depends only on C6, supM ||χ||g. Since
DiDju = ∇i∇ju + ΓkijDku, then (DiDju) ≤ C8I, where C8 depends only on C4, C7,
θ, ǫ and n. Hence, by (3.17) and (3.18),
(3.22) c0ǫ
n ≤ (C8 + ǫ)nVol(Pc) ≤ (C8 + ǫ)
n
θn/2
Vol
(
φ−1p (Pc)
) ≤ C9∣∣L+ ǫ
2
∣∣p ,
which implies L ≥ −C10.
We finish the proof by proving the claim above. For any x ∈ M , suppose {Eα} ⊂
TM is a local orthonormal frame near x, and let ∆δ(x) :=
(
(χαβ)(x) − δI + Γn
)
∩
{(Aαβ) ∈ Γ : F (Aαβ) ≤ Ψ(x)}. Obviously, ∆δ1(x) ⊂ ∆δ2(x) for 0 < δ1 ≤ δ2. If
F (χαβ)(x) > Ψ(x), then there exists δx > 0 such that F (χαβ − δx δαβ) > Ψ near
x. Hence, ∆δx(y) = ∅ for y in a neighborhood Ux of x. If F (χαβ)(x) ≤ Ψ(x), by
continuity and ellipticity of F , there exists δx > 0 such that C
(
(χαβ)− δx I; (χαβ)−
δx I,Ψ
)
= Γn near x, which implies that there exists a constant Tx > 0 such that
for any (Pαβ) ∈ Γn ∩ {A : ||A|| = 1}, we have F (χαβ − δx δαβ + TxPαβ) > Ψ near x.
Hence, the ∆δx(y) ⊂ {A : ||A|| ≤ supM ||χ||g +
√
nδx + Tx} for y in a neighborhood
Ux of x. Since M is compact, then there is a finite open cover {Uxi}Ni=1 over M . We
choose δ := min1≤i≤N{δxi} and C6 := max1≤i≤N{supM ||χ||g +
√
nδxi + Txi}. 
4. A priori estimates
In this section, we assume F ∈ C2(Γ) satisfies (1.8) (1.9) (1.10) and the following
two additional conditions:
F (A) = f
(
λ(A)
)
,where f is symmetric;(4.1)
for any σ < sup
Γ
F and A ∈ Γ, we have lim
t→∞
F (tA) > σ5.(4.2)
We assume u is an admissible solution of the IBV problem (1.11). We derive the
following a priori estimates supMT |ut|, supMT |u|, supMT |∇u| and supMT |∇2u|, where
MT :=M × (0, T ] with parabolic boundary ∂MT := MT \MT .
We have the following maximum principle for ut.
Lemma 4.1. Suppose ut ∈ C2,1
(
M×(0, T ])∩C0(MT ). Suppose φz(x, z) ≥ 0 on ∂M .
5By Lemma 9 in [27],
∑
i F
ii > τ , where τ depending only on the level set of F .
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(1) When ψz(x, z, t) ≡ 0, we have
(4.3) sup
MT
|ut| ≤ sup
M×{t=0}
|ut|+ t sup
MT
|ψt|.
Especially, when φz(x, z) ≡ 0, we have
(4.4) inf
M×{t=0}
ut − t sup
MT
|ψt| ≤ ut ≤ sup
M×{t=0}
ut + t sup
MT
|ψt|, ∀ (x, t) ∈MT .
(2) When ψt(x, z, t) ≡ 0, we have
(4.5) min
{
inf
M×{t=0}
ut, 0
}
≤ eλtut ≤ max
{
sup
M×{t=0}
ut, 0
}
, ∀ (x, t) ∈MT ,
where λ := infMT ψz(x, u).
Remark 4.2. When φ = φ(x) on ∂M and ψ = ψ(x) in MT , then supM×{t=t1} ut ≥
supM×{t=t2} ut and infM×{t=t1} ut ≤ infM×{t=t2} ut for 0 ≤ t1 ≤ t2.
Proof. Let L[u] be a linear parabolic operator on MT , which is locally written as
L[u] := F ij∇i∇j − ∂t, where F ij := F ij(χij + uij). Differentiating (1.11) about t, we
have
(4.6) L[u]ut = (ψ)t.
(1) When ψz(x, z, t) ≡ 0.
For any ǫ > 0, let vǫ(x, t) := ut(x, t) + t supMT |ψt|+ ǫt. Then in MT , by (4.6),
(4.7) L[u]vǫ = L[u]ut − sup
MT
|ψt| − ǫ ≤ −ǫ.
Suppose vǫ attains a minimum at (x0, t0) ∈MT , then at (x0, t0), L[u]vǫ ≥ 0, which
contradicts to (4.7).
Suppose vǫ attains a minimum at (x0, t0) ∈ ∂M × (0, T ]. Since L[u]vǫ ≤ −ǫ in MT ,
by strong maximum principle, vǫν(x0, t0) > 0. Since v
ǫ
ν = utν = φzut and φz ≥ 0 on
∂M , then φz
(
x0, u(x0, t0)
)
> 0 and ut(x0, t0) > 0. Hence, we have v
ǫ ≥ vǫ(x0, t0) > 0
in MT , that is,
(4.8) ut > −t sup
MT
|ψt| − ǫt.
Suppose vǫ attains a minimum at (x0, t0) ∈M × {t = 0}, then in MT ,
(4.9) ut ≥ inf
M×{t=0}
ut − t sup
MT
|ψt| − ǫt.
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Therefore, for any (x, t) ∈MT , we have
(4.10) ut ≥ min
{
inf
M×{t=0}
ut, 0
}
− t sup
MT
|ψt| − ǫt.
When φz ≡ 0 on ∂M , (4.8) does not hold because it requires φz > 0 at (x0, t0), and
consequently,
(4.11) ut ≥ inf
M×{t=0}
ut − t sup
MT
|ψt| − ǫt.
We let ǫ tends to 0, then we obtain the lower bound for ut.
Similarly, we can obtain the upper bound for ut.
(2) When ψt(x, z, t) ≡ 0.
Motivated by [26], for any ǫ > 0, let wǫ(x, t) := e2λt(u+t )
2(x, t) − ǫt, where u+t :=
max{ut, 0}. Suppose wǫ attains a maximum at (x0, t0) ∈ MT . At (x0, t0), there are
two possibilities 6 : (1) t0 = 0, (2) t0 > 0 and (u
+
t )
2(x0, t0) > 0. When t0 = 0,
wǫ ≤ sup{t=0}(u+t )2. When we take ǫ→ 0, we have
(4.12) e2λt(u+t )
2 ≤ sup
{t=0}
(u+t )
2.
When t0 > 0 and (u
+
t )
2(x0, t0) > 0, by (4.6) and ellipticity of F , we have near (x0, t0)
(4.13) L[u]wǫ = 2(ψz − λ)e2λtu2t + ǫ+ 2e2λtF ij(ut)i(ut)j ≥ ǫ,
if we choose λ ≤ infMT ψz. If x0 ∈ M , then by (4.13), 0 ≥ L[u]wǫ ≥ ǫ, which is a
contradiction. If x0 ∈ ∂M , then by (4.13) and strong maximum principle, wǫν(x0, t0) <
0, which contradicts to wǫν = 2φze
2λtu2t ≥ 0. Hence, (4.12) holds and we obtain the
upper bound of ut.
To obtain the lower bound of ut, we just replace u
+
t with u
−
t := min{ut, 0} in the
definition of wǫ. 
C0 estimates follow immediately.
Corollary 4.3.
(4.14) sup
MT
|u| ≤ sup
M×{t=0}
|u|+ sup
MT
|ut| T.
Next, we give the gradient estimates.
6If (u+t )
2(x0, t0) = 0, then 0 ≤ (u+t )2(x, 0) = wǫ(x, 0) ≤ wǫ(x0, t0) = −ǫt0, which implies t0 = 0.
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Theorem 4.4. Suppose u ∈ C3,1(MT ) ∩ C2,1(MT ), then
(4.15) sup
MT
|∇u|2 ≤ C,
where C depends on |u|, |ut|, ||u0||C1, ||χ||C1, ||ψ||C1, ||φ||C3, ||d||C3, and the back-
ground geometric data, but is independent of |ψt|. Here d is defined in (2.17).
Proof. The proof is motivated by [10], [12].
We extend φ(x, z) smoothly to M × R. Let
v := u− φd, w := 1 + |∇v|2,
and
(4.16) η := −v + 1 + sup
MT
v + 0.5c0(1−Bd),
where d (≤ δ0) is defined as in (2.17), c0 := 2
(
1 + 2 supMT |u| + 2 supMT |φ(x, u)|
)
,
and B is a positive constant (independent of d) to be determined later. Obviously, c0
does not depend on d. If we choose 0 < δ0 < 1 small enough (depending on B) such
that 1− Bd ≥ 0, then
(4.17) 1 ≤ η ≤ 1 + 2 sup
MT
|v|+ 0.5c0 < 1 + 2 sup
MT
|u|+ 2 sup
MT
|φ(x, u)|+ 0.5c0 = c0.
For ǫ > 0 to be determined later, we can choose 0 < δ0 < 1 small enough such that
(4.18) 0.5 ≤ 1− φud ≤ 2,
(|φuu|+ |φuuu|)d ≤ ǫ on MT .
Since w ≤ 2(1 − φud)2|∇u|2 + C˜ ≤ 8|∇u|2 + C˜ and w ≥ 12(1 − φud)2|∇u|2 − C˜ ≥
1
8
|∇u|2 − C˜, then
(4.19)
1
16
|∇u|2 ≤ w ≤ 9|∇u|2,
where we assume that |∇u|2 ≥ 16C˜, otherwise, (4.15) is proved. To prove (4.15), it
suffices to prove w ≤ C.
Assume logw − log η attains a maximum at (x0, t0) ∈ MT . Without loss of gen-
erality, we assume t0 > 0, otherwise, w(x0, 0) ≤ C0 is determined by the initial data
and w ≤ c0C0.
We first consider the case of x0 ∈ ∂M . Since ∇νu = φ, d = 0 and ∇νd = 1 on ∂M ,
then ∇νv = 0 on ∂M . We choose a local orthonormal frame {ei} near x0 such that
en = ν on ∂M and ∇v = |∇v|e1 at x0. Since g(∇νe1, e1) = 0, then at (x0, t0),
(4.20) ∇ν(∇1v) = ∇1(∇νv)− g(∇v,∇e1ν) + g(∇v,∇νe1) = −|∇v|g(e1,∇e1ν),
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and we obtain the following contradiction
(4.21)
0 ≥ η∇νw − w∇νη
= 2η∇1v∇ν(∇1v) + 0.5c0Bw
= −2ηg(e1,∇e1ν)|∇v|2 + 0.5c0Bw
>
(
0.5c0B − 2ηg(e1,∇e1ν)
)|∇v|2 ≥ 0,
if we choose B = 1 +max{4 supx∈∂M supτ∈Tx∂M,|τ |=1 g(τ,∇τν)(x), 0}.
It remains to consider the case of x0 ∈M . Since v = u− φd, we have
(4.22) vt = (1− φud)ut,
(4.23) vj = (1− φud)uj − φjd− φdj,
(4.24)
vij =(1− φud)uij − φuud uiuj − (φudj + φjud)ui − (φudi + φiud)uj
− φijd− φdij − φidj − φjdi,
(4.25)
vijk =(1− φud)uijk − (φuud uk + φudk + φkud)uij − φuuud uiujuk
− (φuud uj + φudj + φjud)uik − (φuud ui + φudi + φiud)ujk + Yijk,
where |Yijk| ≤ C(1 + |∇u|2) ≤ Cw.
We choose an orthonormal frame {ei} around x0 such that ∇eiej(x0) = 0 and
Uij := χij+uij is diagonalized at (x0, t0). Then (F
ij) :=
(
F ij(U)
)
is also diagonalized
at (x0, t0). At (x0, t0), we have
(4.26)
wj
w
− ηj
η
= 0,
(4.27)
wt
w
− ηt
η
≥ 0,
and
(4.28) F ij
(
wij
w
− wiwj
w2
− ηij
η
+
ηiηj
η2
)
≤ 0.
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Since
∑
i F
iiUii ≥ 0 and
∑
i F
ii ≥ γ for some constant γ depending on the level set
of F , by (4.19), (4.24) (4.26) and (4.28), we have
(4.29)
F ijwij ≤ w
η
F ijηij =
w
η
F ij(−vij − 0.5c0Bdij)
≤ w
η
(
− (1− φud)F ijUij + φuu d F ijuiuj
+ 2F ij(φudj + φjud)ui + C
∑
i
F ii
)
≤ ǫC1w2
∑
i
F ii + Cw3/2
∑
i
F ii,
where C1 does not depend on d.
By (4.24) and Cauchy-Schwarz inequality,
(4.30)
∑
k
F ijvkivkj =
∑
k
F ij
(
(1− φud)Uik − Zik
)(
(1− φud)Ujk − Zjk
)
≥ 3
4
(1− φud)2
∑
k
F ijUikUjk − 3
∑
k
F ijZikZjk
≥ 3
4
(1− φud)2F iiU2ii − 6(φuud)2|∇u|2F iiu2i − Cw
∑
i
F ii
≥ 3
4
(1− φud)2F iiU2ii − C1ǫ2w2
∑
i
F ii − Cw
∑
i
F ii,
where Zij := φuud uiuj+(φudj+φjud)ui+(φudi+φiud)uj+φijd+φdij+φidj+φjdi+
(1− φud)χij and the constant C1 does not depend on d. Differentiating (1.11),
(4.31) utk = F
ij(χij,k + uijk)− (ψ)k.
Since wt = 2
∑
k vkvkt, then by (4.31),
(4.32)
(1− φud)
∑
k
F ijuijkvk
= 0.5wt − (1− φud)
∑
k
vk
[
F ijχij,k − (ψ)k
]
+ (φuud)ut
∑
k
ukvk + utd
∑
k
φkuvk + φuut
∑
k
dkvk.
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By (2.22), (4.18), (4.25), (4.27), (4.32),
∑
i F
ii ≥ γ, and Cauchy-Schwarz inequality,
(4.33)
∑
k
F ijvkvkij =
∑
k
F ijvk
(
vijk −Rmijkvm
)
≥ (1− φud)
∑
k
F ijuijkvk − φuuud
∑
k
F ijuiujukvk
−
∑
k
(φuud uk + φudk + φkud)vk F
ijuij
− 2
∑
k
F ij(φuud uj + φudj + φjud)uikvk − Cw3/2
∑
i
F ii
≥ −C1|φuuud|w2
∑
i
F ii − C1w|φuud|
∑
i
F ii|Uii|
− C√w
∑
i
F ii|Uii| − Cw3/2
∑
i
F ii + 0.5wt
≥ −0.5ǫ
∑
i
F iiU2ii − C1
(
|φuuud|+ |φuud|
2
ǫ
)
w2
∑
i
F ii
− C
ǫ
w3/2
∑
i
F ii − (1− φud)utw
2η
≥ −0.5ǫF iiU2ii − ǫC1w2
∑
i
F ii − C
ǫ
w3/2
∑
i
F ii,
where the constant C1 does not depend on d. Hence,
(4.34)
F ijwij = 2
∑
k
F ijvkivkj + 2
∑
k
F ijvkvkij
≥ 3
2
(1− φud)2F iiU2ii − ǫF iiU2ii − ǫC1w2
∑
i
F ii − Cw3/2
∑
i
F ii
≥ (1− φud)2F iiU2ii − ǫC1w2
∑
i
F ii − Cw3/2
∑
i
F ii,
where we assume ǫ ≤ 1/8 ≤ (1− φud)2/2, and C1 is independent of d.
Let I := {i : √n|vi| ≥ |∇v|}. Obviously, I 6= ∅. For i ∈ I, since wi = 2
∑
k vkvki,
by (4.26),
(4.35)
(1− φud)Uii ≤ wi
2vi
+ C1|φuud|w
3/2
|vi| + C
w
|vi| =
wηi
2ηvi
+ C1|φuud|w
3/2
|vi| + C
w
|vi|
≤ − w
2c0
+ C1ǫw + C2
w
|∇v| ≤ −
w
4c0
,
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where we assume that ǫ ≤ 1
8c0C1
and |∇v| ≥ 8c0C2, and the constant C1 does not
depend on d. Let Umm = mini{Uii}, then (1− φud)Umm ≤ (1− φud)Uii ≤ − w4c0 , and
Fmm ≥ 1
n
∑
i F
ii, and hence,
(4.36) (1− φud)2FmmU2mm ≥
w2
16nc20
∑
i
F ii.
By (4.29), (4.34), (4.36) and
∑
i F
ii ≥ γ′, we have
(4.37)
0 ≥ (1− φud)2F iiU2ii − ǫC1w2
∑
i
F ii − C
ǫ
w3/2
∑
i
F ii
≥ w
2
16nc20
∑
i
F ii − ǫC1w2
∑
i
F ii − C
ǫ
w3/2
∑
i
F ii
≥ w
2
32nc20
∑
i
F ii − Cw3/2
∑
i
F ii,
where we assume ǫ ≤ 1
32nc2
0
C1
, and the constant C1 does not depend on d. Hence,
w(x0, t0) ≤ C. For any (x, t) ∈MT ,
(4.38) w(x, t) ≤ η(x, t)
η(x0, t0)
w(x0, t0) ≤ C.

Next, we derive the second-order estimates. Due to technical difficulties, we assume
M satisfy certain curvatures conditions.
The following proposition about (parabolic) C-subsolutions is crucial for the second-
order estimates.
Proposition 4.5. Suppose u ∈ C2 is a (parabolic) C-subsolution of the parabolic
equation F (χij + uij) − ut = ψ on compact manifolds M . Then there exists θ > 0
depending only on F , χ, u, infM ψ and supM ψ such that one of the following is true
(1)
(4.39)
∑
i,j
F ij
(
uij − uij
)− (ut − ut) ≥ θ∑
i
F ii + θ,
(2)
(4.40) λmin(F
ij) ≥ θ
∑
i
F ii + θ,
where F ij := F ij(χij + uij), and λmin(F
ij) is the smallest eigenvalue of (F ij).
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Proof. The proof for F (A) = f
(
λ(A)
)
being a function of eigenvalues can be found
in Lemma 3 in [25]. The proof for a more general function F which is not necessary
to be a function of eigenvalues can be found in Proposition 2.1.17 in [13]. 
Theorem 4.6. Suppose (M, g) has non-negative sectional curvatures, and the princi-
pal curvatures of ∂M is bounded below by a positive constant κ with 2κ+inf∂M φu > 0.
Suppose either ψu ≡ 0 or F (A) = log σk
(
λ(A)
)
. Suppose u ∈ C4,1(MT ) ∩ C3,1
(
M ×
(0, T ]
)∩C2,1(MT ), and u ∈ C2,1(MT ) is a (parabolic) C-subsolution of F (χij+uij) =
ut + ψ. Then
(4.41) sup
MT
|∇2u| ≤ C
(
1 + sup
MT
|φuuu| |∇u|
)(
1 + sup
MT
|∇u|2
)
+ C sup
∂M×(0,T ]
|uνν |,
where the constant C depends on |u|, |ut|, ||φ||C3, ||ψ||C2, ||u0||C2, ||u||C2,1, ||χ||C2,
||d||C4,
{
(χij + uij)
}
, 2κ + inf∂M φu and the back ground geometric data, but it is
independent of |ψt|. Here d is defined in (2.17).
We extend ν in M by ν = ∇d, where d is defined in (2.17). Motivated by [23],
[24] and [12], for x ∈ M , and ξ, σ ∈ TxM , we consider the following symmetric
(0, 2)-tensors
(4.42)
W˜ (ξ, σ) :=− g(ξ, ν)
(
∇σ′(φ)−∇∇σ′νu+ χσ′ν
)
− g(σ, ν)
(
∇ξ′(φ)−∇∇ξ′νu+ χξ′ν
)
,
and
(4.43) W (ξ, σ) := Uξσ + W˜ (ξ, σ),
where Uij := χij + uij and ξ
′ := ξ − g(ξ, ν)ν.
First, we consider the interior second-order estimates.
Suppose supξ∈TxM, |ξ|=1 [W (ξ, ξ)(x, t) + η] is attained at (x0, t0) ∈MT with ξ = τ ∈
Tx0M and |τ | = 1, where η = η(|∇u|, u) is to be determined later. We choose an or-
thonormal frame {ei} around x0 such that ∇eiej(x0) = 0 and the matrix (Uij) (x0, t0)
is diagonalized with U11(x0, t0) as the largest eigenvalue. Note that (F
ij) :=
(
F ij(U)
)
is also diagonalized at (x0, t0). We extend τ to a neighborhood of x0 such that
∇eiτ(x0) = 0 for all 1 ≤ i ≤ n. Then at (x0, t0) ∈MT ,
(4.44) Uττ,i + W˜ττ,i + ηi = 0,
(4.45) F ij
(
uττij + χττ,ij + W˜ττ,ij + ηij
)
− uττt − W˜ττ,t − ηt ≤ 0.
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Differentiating (1.11) once and twice, we have
(4.46) utτ = F
ij(χij,τ + uijτ)− (ψ)τ
(4.47) utττ = F
ijuijττ + F
ijχij,ττ + F
ij,klUij,τUkl,τ − (ψ)ττ .
By (2.22) and (4.46),
(4.48)
F ijukij − ukt = F ijuijk − F ijumRmijk − utk
= (ψ)k − F ijχij,k − F ijumRmijk.
By (2.24) and (4.47),
(4.49)
uττt − F ijuττij − F ijχττ,ij
= −(ψ)ττ + F ijχij,ττ − F ijχττ,ij + F ij,klUij,τUkl,τ
− 2F ijuimRmττj − 2F ijumτRmiτj − F ijum
(
Rmττi,j +R
m
iτj,τ
)
Since Wττ (x0, t0) is the largest eigenvalue of W (·, ·)(x0, t0), then there exists an or-
thonormal frame {Eα}nα=1 at point x0 such that E1 = τ and the n × n matrix
(Wαβ)(x0, t0) is diagonalized. Let ei = a
α
i Eα, and F
αβ := aαi F
ijaβj , then the ma-
trix (F αβ) is positive definite. Since sectional curvatures of M are non-negative, then
the n× n matrix (Rτατβ) (τ is fixed) is symmetric and positive definite. Hence,
(4.50)
−F ijumτRmiτj = −F ijWmτRmiτj + F ij(χmτ + W˜mτ )Rmiτj
= −F αβWττRτατβ + F ij(χmτ + W˜mτ )Rmiτj
≤ C(1 + |∇u|2)
∑
i
F ii,
where we assume Wττ ≥ 0. By Cauchy-Schwarz inequality,
(4.51) − 2F ijuimRmττj ≤
1
4
∑
i
F iiU2ii + C
∑
i
F ii.
By concavity of F ,
(4.52) F ij,klUij,τUkl,τ ≤ 0.
Combining (4.49), (4.50), (4.51), (4.52), we have
(4.53) uττt − F ijuττij − F ijχττ,ij ≤ 1
4
∑
i
F iiU2ii + CK
∑
i
F ii − (ψ)ττ ,
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where K := maxMT (1 + |∇u|2). By (4.42), (4.48) and Cauchy-Schwarz inequality,
(4.54)
W˜ττ,t − F ijW˜ττ,ij
≤ 2gτν
(
∇∇τ ′νut − F ij∇i∇j∇∇τ ′νu
)
− 2gτνφu(uτ ′t − F ijuτ ′ij)
+
∑
i
F iiZiUii + CK
(
1 + |φuuu|K1/2
)∑
i
F ii + CK
≤ 1
4
∑
i
F iiU2ii + CK
(
1 + |φuuu|K1/2
)∑
i
F ii + CK,
where |Zi| ≤ CK1/2. Hence, by (4.45), (4.53), (4.54), we have
(4.55) F ijηij − ηt ≤ 1
2
∑
i
F iiU2ii + CK
(
1 + |φuuu|K1/2
)∑
i
F ii + CK + |ψuUττ |.
Let
(4.56) η := ζ(|∇u|2) + A(u− u),
where the function ζ and the constant A are to be determined later. Then
(4.57) ηi = 2ζ
′
∑
k
ukuki + A(u− u)i,
(4.58) ηij = 4ζ
′′
∑
k,l
ukukiululj + 2ζ
′
∑
k
ukjuki + 2ζ
′
∑
k
ukukij + A(u− u)ij,
(4.59) ηt = 2ζ
′
∑
k
ukukt + A(u− u)t.
Let ζ(z) := Bz, then ζ ′ = B, ζ ′′ = 0, where B is a positive constant to be determined
later. Then by (4.58), (4.59) and (4.48) and Cauchy-Schwarz inequality, we have
(4.60)
F ijηij − ηt
≥ 2B
∑
k
F ijukjuki + AF
ij(u− u)ij − A(u− u)t − CK(1 +
∑
i
F ii)
≥ B
∑
i
F iiU2ii + AF
ij(u− u)ij − A(u− u)t − CK(1 +
∑
i
F ii).
If F (A) = log σk
(
λ(A)
)
, as in [24], by (2.6), we have
(4.61) F 11U211 ≥
k
n
U11 ≥ k
n2
|Uττ |.
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Hence, we choose B := 1+ n
2
k
sup |ψu|, which also works for the case of ψu ≡ 0. Then
by (4.55) and (4.60), we have
(4.62)
0 ≥ 1
2
∑
i
F iiU2ii + AF
ij(u− u)ij −A(u− u)t
− C1K
(
1 + |φuuu|K1/2
)∑
i
F ii − C1K.
By Proposition 4.5, there exists a constant θ such that one of the following holds:
(1) F ij(u− u)ij − (u− u)t ≥ θ
∑
i
F ii + θ,(4.63)
(2) F kk ≥ θ
∑
i
F ii + θ, ∀ 1 ≤ k ≤ n.(4.64)
Now we choose A =
C1K
(
1+|φuuu|K1/2
)
θ
. When (4.63) holds, by (4.62), we have the
following contradiction
(4.65) 0 ≥ 1
2
∑
i
F iiU2ii +
[
Aθ − C1K
(
1 + |φuuu|K1/2
)]∑
i
F ii + Aθ − C1K > 0.
When (4.64) holds, by (4.62), we have
(4.66) 0 ≥
[
θ
2
U211 − C1K
(
1 + |φuuu|K1/2
)]∑
i
F ii +
θ
2
U211 − C1K,
which implies
(4.67) U11 ≤ CK3/4,
and hence
(4.68) Wττ ≤ Uττ + CK ≤ U11 + CK ≤ CK.
Next, we consider the second-order estimates on boundary. On ∂M , we have the
following lemma.
Lemma 4.7. For any x ∈ ∂M and ξ ∈ TxM with |ξ| = 1, we have
(4.69) W (ξ, ξ) ≤ max
{
sup
σ∈Tx∂M,|σ|=1
W (σ, σ), W (ν, ν)
}
.
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Proof. Suppose ξ ∈ TxM satisfies |ξ| = 1 and W (ξ, ξ) = supσ∈TxM,|τ |=1W (τ, τ). It
suffices to consider the case of 0 < |ξ′| < 1. Since |ξ|2 = |ξ′|2 + (g(ξ, ν))2|ν|2, then
(4.70)
uξξ = uξ′ξ′ + 2g(ξ, ν)uξ′ν +
(
g(ξ, ν)
)2
uνν
= uξ′ξ′ + 2g(ξ, ν)
(
∇ξ′(uν)−∇∇ξ′νu
)
+ (1− |ξ′|2)uνν ,
and
(4.71) χξξ = χξ′ξ′ + 2g(ξ, ν)χξ′ν + (1− |ξ′|2)χνν .
Since uν = φ on ∂M , then by (4.42), (4.43), (4.70), (4.71),
(4.72)
W (ξ, ξ) = |ξ′|2W
( ξ′
|ξ′| ,
ξ′
|ξ′|
)
+ (1− |ξ′|2)W (ν, ν)
≤ |ξ′|2W (ξ, ξ) + (1− |ξ′|2)W (ν, ν),
and hence,
(4.73) W (ξ, ξ) ≤W (ν, ν).

Suppose supξ∈TxM, |ξ|=1 [W (ξ, ξ)(x, t) + η] is attained at (x0, t0) ∈ ∂M × (0, T ] with
ξ = τ ∈ Tx0M and |τ | = 1, where η is defined in (4.56). By Lemma 4.7, either
τ ∈ Tx0∂M or τ = ν.
Case 1: Suppose τ ∈ Tx0∂M . Since for any ξ ∈ Tx0∂M , Uξξ =W (ξ, ξ) ≤W (τ, τ) =
Uττ , we can choose an orthonormal frame {ei} around x0 such that en = ν on ∂M ,
and e1 = τ at x0, and the (n− 1)× (n− 1) matrix (Uij)i,j<n (x0, t0) is diagonalized.
Fix t = t0. Since W (e1, e1) + η = U11 + η attains a local maximum at x0 ∈ ∂M ,
then at (x0, t0) we have
(4.74) 0 ≥ ∇nU11 + ηn.
For any k < n, since ek ∈ Tx0∂M and g(∇ken, en) = 0, then
(4.75) unk = ∇k(∇nu)−∇∇kenu = φk + φuuk −
∑
l<n
Γlknul,
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and by Lemma 2.3,
(4.76)
un11 = ∇1∇1(un)− 2
∑
i
Γi1nu1i −∇∇1∇1enu
= φuU11 − φuχ11 + φ11 + 2φ1uu1 + φuuu21
− 2Γ11nU11 + 2
∑
i<n
Γi1nχ1i − 2Γn1nu1n −∇∇1∇1enu
≥ (φu − 2Γ11n)U11 − C(1 + |∇u|2).
Since Γ1n1 = g(∇ne1, e1) = 0 under the orthonormal frame, then by (2.22), (4.75) and
(4.76),
(4.77)
∇nU11 = ∇nu11 +∇nχ11
= u11n + 2
n−1∑
k=2
Γkn1u1k + 2Γ
n
n1u1n +∇nχ11
= un11 +R
m
11num − 2
n−1∑
k=2
Γkn1χ1k + 2Γ
n
n1u1n +∇nχ11
≥ (φu − 2Γ11n)U11 − C(1 + |∇u|2).
By (4.56) and (4.75),
(4.78) ηn = 2
∑
k
ζ ′ukukn + A(un − un) ≥ −C(1 + |φuuu|K1/2)K − 2B|φ| |uνν|.
By (4.74), (4.77) and (4.78),
(4.79) (φu − 2Γ11n)U11 ≤ C(1 + |φuuu|K1/2)K + 2B|φ| |uνν|.
Since φu−2Γ11n = φu+2b11 ≥ 2κ+inf∂M φu > 0, where bij is the second fundamental
form of ∂M , then
(4.80) Wττ = U11 ≤ C(1 + |φuuu|K1/2)K + 2B|φ|
2κ+ inf∂M φu
|uνν |.
Case 2: Suppose τ = ν. Then obviously,
(4.81) Wττ ≤ CK + |uνν|.
Suppose supξ∈TxM, |ξ|=1 [W (ξ, ξ)(x, t) + η] is attained at (x0, t0) = (x0, 0) and τ ∈
Tx0 with |τ | = 1, then Wττ ≤ C.
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In conclusion, for any (x, t) ∈ MT and ξ ∈ TxM with |ξ| = 1, by (4.68), (4.80),
(4.81), we have
(4.82)
Uξξ(x, t) ≤ W (ξ, ξ)(x, t) + CK ≤W (τ, τ)(x0, t0) + CK
≤ C(1 + |φuuu|K1/2)K + γ sup
∂M×[0,T ]
|uνν|,
where γ := max{1, 2B sup∂M |φ|
2κ+inf∂M φu
}. Since Γ ⊂ Γ1, then (4.41) holds.
5. Estimates of uνν for k-Hessian equations
We will derive the second-order normal-normal estimates for the IBV problem
(1.11) when F = log σk for k ≥ 2. For k = 1, it is a uniformly parabolic equation.
Theorem 5.1. Let F (A) = log σk
(
λ(A)
)
on Γk. Suppose the principal curvatures of
∂M is bounded below by a positive constant κ with κ > 0. Suppose u ∈ C4,1(MT ) ∩
C3,1
(
MT
)
is an admissible solution of the IBV problem (1.11) satisfying (4.41), then
(5.1) M := sup
∂M×[0,T ]
|uνν | ≤ C,
where the constant C depends on ||u||C1,1, ||φ||C3, ||ψ||C2, ||u0||C3,1, ||u||C2,1, ||χ||C2,
||d||C4,
{
(χij + uij)
}
, 2κ + inf∂M φu and the back ground geometric data, but it is
independent of |ψt|. Here d is defined in (2.17).
Theorem 5.1 is a direct conclusion of Proposition 5.2 and Proposition 5.3 in the
following. The proof is a motivated by Ma-Qiu [24].
Let
ρ(x) := d− d2,
where d is defined as in (2.17). Let
Mδ := {x ∈ M : 0 < d(x) < δ} and Mδ,T :=Mδ × (0, T ]
with 0 < δ < δ0
2
to be determined later.
Given any x ∈ ∂M , we choose an orthonormal frame {ei} in a neighborhood of x
such that e1, · · · , en−1 ∈ Tx∂M and en = ν at x. Since ∇d = ν at x, |∇d| ≡ 1 near
x, and ∇i∇jd = ∇i(∇jd)−∇∇iejd, then at x we have
(5.2)
(
ρij
)
n×n
=
(−(hij)(n−1)×(n−1) 0
0 −2
)
,
and
(5.3) −max{κ, 2}g ≤ ∇2ρ ≤ −min{κ, 2}g,
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where (hij) is the second fundamental form, and κ and κ are upper and lower bounds
of principal curvatures of ∂M . If we choose 0 < δ0 ≤ 12 small enough such that for
any x ∈Mδ, we have
(5.4) − γ0g ≤ ∇2ρ ≤ −γ1g,
and
(5.5)
1
2
≤ |∇ρ| = (1− 2d)|∇d| ≤ 1,
(5.6)
1
2
d ≤ ρ ≤ d,
where
γ0 := 2max{κ, 2}, γ1 := 1
2
min{κ, 2}.
By (4.41), there exists C0 > 0 such that for any (x, t) ∈ MT and ξ ∈ TxM with
|ξ| = 1, we have
(5.7) |Uξξ| ≤ C0(1 +M).
Proposition 5.2. There exist large A, β and small δ such that
(5.8) W := −(1 + βρ) (∇∇ρu− φ− q) + (A+ M
2
)ρ ≥ 0 in Mδ,T ,
where q(x) := ∇∇ρu0 − φ(x, u0). Consequently,
(5.9) sup
∂M×[0,T ]
uνν ≤ C + 1
2
M,
where the constant C depends on C0, ||d||C3, ||χ||C1, ||u||C1,1, ||φ||C2, ||u0||C3, |ψ|,
|∇ψ|, k, n and the background geometric data.
Proof. If we choose δ ≤ 1
β
, then in Mδ,
(5.10) 1 ≤ 1 + βρ ≤ 1 + βδ ≤ 2.
Since ∇ρ = ν on the boundary ∂M , then it is easy to see that W ≡ 0 on ∂M . On
∂Mδ \ ∂M , we have
(5.11) W ≥ −C1 + 1
2
Aδ ≥ 0,
if we choose A ≥ 2C1/δ, where the constant C1 = C1 (||u||C1, ||d||C1, |φ|, ||u0||C1). At
t = 0, since 0 ≤ d ≤ δ ≤ 1
2
, then W = (A + M
2
)d(1 − d) ≥ 0. Hence, W ≥ 0 on the
parabolic boundary ∂Mδ,T .
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SupposeW attains a minimum at (x0, t0) ∈Mδ,T . We choose an orthonormal frame
{ei} around x0 such that ∇eiej(x0) = 0 and the matrix (Uij) (x0, t0) is diagonalized.
Then F ij := F ij(U)(x0, t0) is also diagonalized. Then at (x0, t0), we have
(5.12) 0 ≥ Wt = −(1 + βρ)(
∑
k
utkρk − φuut),
(5.13)
0 = Wi = −(1 + βρ)
(∑
k
ukiρk +
∑
k
ukρki − φi − φuui − qi
)
− βρi(
∑
k
ukρk − φ− q) + (A+ M
2
)ρi,
(5.14)
0 ≤Wii = −(1 + βρ)
(∑
k
ukiiρk + 2
∑
k
ukiρki +
∑
k
ukρkii − φii − 2φiuui
− φuuii − φuuu2i − qii
)
− βρii(
∑
k
ukρk − φ− q) + (A+ M
2
)ρii
− 2βρi
(∑
k
ukiρk +
∑
k
ukρki − φi − φuui − qi
)
,
and by (4.48),
(5.15)
0 ≤
∑
i
F iiWii −Wt ≤ C2β
∑
i
F ii − (1 + βρ)
∑
i
(2ρii − φu)F iiUii
+ (A +
M
2
)
∑
i
F iiρii − 2β
∑
i
F iiUiiρ
2
i ,
where C2 = C2
(||d||C3, ||χ||C1, |Rijkl|, ||φ||C2, |ψ|, |∇(ψ)|, ||u||C1,1, ||u0||C3).
Since |∇ρ| ≥ 1
2
in Mδ, then there exists 1 ≤ k ≤ n such that ρ2k ≥ 14n . Without
loss of generality, we assume ρ21 ≥ 14n . If we choose β ≥ 4nγ1, then the index set
J := {1 ≤ j ≤ n : βρ2j ≥ γ1} is non-empty with 1 ∈ J . For any i ∈ J , by (5.13), we
have
(5.16) Uii =
1
1 + βρ
(A+
M
2
) +Q,
where
Q := − 1
ρi
(
−
∑
k
χkiρk +
∑
k
ukρki − φi − φuui − qi
)
− β
1 + βρ
(
∑
k
ukρk − φ− q).
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Since ρ2i ≥ γ1β , then |Q| ≤ C3β, where C3 = C3
(|χij|, ||d||C2, ||u||C1, ||φ||C1, ||u0||C2, γ1).
If we choose A ≥ 4C3β, that is, A4 ≥ C3β ≥ |Q|, then for i ∈ J ,
(5.17)
1
4
A+
1
4
M ≤ Uii ≤ 5
4
A+
1
2
M.
Since ρ21 ≥ 14n , and Ujj ≥ 14A + 14M > 0 for j ∈ J , and βρ2i ≤ γ1 for i /∈ J , and
2ρkk − φu ≤ −2γ1, then
(5.18)
− 2β
∑
i
F iiUiiρ
2
i − (1 + βρ)
∑
i
(2ρii − φu)F iiUii
≤ −2βF 11U11ρ21 − 2
∑
i/∈J,Uii<0
F iiUii(βρ
2
i )− (1 + βρ)
∑
Uii<0
(2ρii − φu)F iiUii
− (1 + βρ)
∑
Uii>0
(2ρii − φu)F iiUii
≤ − β
2n
F 11U11 − 2γ1
∑
Uii<0
F iiUii + 2γ1
∑
Uii<0
F iiUii + 2
∑
Uii>0
|2ρii − φu|F iiUii
≤ − β
2n
F 11U11 + γ2
∑
Uii>0
F iiUii,
where γ2 := 4γ0 + 2 supMT |φu|. Since ∇2ρ ≤ −γ1g in Mδ,T , then
(5.19)
∑
i
F iiρii ≤ −γ1
∑
i
F ii.
Therefore, by (5.15), (5.18) and (5.19), we have
(5.20)
0 ≤ C2β
∑
i
F ii − (A+ M
2
)γ1
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii>0
F iiUii
≤ −γ1(A+M)
2
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii>0
F iiUii,
where we choose A ≥ 2C2β/γ1.
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Suppose U11 ≥ −3γ2γ1 λmin, then by (5.20), (2.2), (2.3), (2.7) and (5.17), we have the
following contradiction
(5.21)
0 ≤ −γ1(A+M)
2
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii>0
F iiUii
≤ −γ1(A+M)
2
∑
i
F ii + γ2(k −
∑
Uii<0
F iiUii)
≤ −γ1(A+M)
2
∑
i
F ii + γ2k +
γ1
3
U11
∑
i
F ii
≤ −γ1(A+M)
2
∑
i
F ii + γ2k +
γ1
3
(
5
4
A+
1
2
M)
∑
i
F ii
≤ − 1
12
γ1AC(n, k)e
−1
k
(ut+ψ) + γ2k − 1
3
γ1M
∑
i
F ii
≤ −1
3
γ1M
∑
i
F ii,
where we choose A ≥ 12γ2k
γ1C(n,k)
sup e
1
k
(ut+ψ).
Suppose U11 ≤ −3γ2γ1 λmin. By (5.7) and (5.17),
(5.22) λmax ≤ C0(1 +M) ≤ 4C0U11,
if we choose A ≥ 1. By Lemma 2.2, we have
(5.23) F 11 ≥ 1
C3
∑
i
F ii,
where 1
C3
:=
(
γ1
12C0γ2
)2
k−1
(n−1)(n−2+k)(n−k+1)
. By (5.20), (5.17), (5.22) and (5.23), we
have the following contradiction
(5.24)
0 ≤ −γ1(A+M)
2
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii>0
F iiUii
≤ −γ1(A+M)
2
∑
i
F ii − β
8nC3
(A+M)
∑
i
F ii + γ2C0(1 +M)
∑
i
F ii
≤ −γ1(A+M)
2
∑
i
F ii,
where we choose β ≥ 8nγ2C0C3 and A ≥ 1.
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In conclusion, if we choose β = 8nγ2C0C3 ≥ 2, as well as δ = 1β , and A =
max{2C1/δ, 2C2β/γ1, 12γ2kγ1C(n,k) sup e
1
k
(ut+ψ), 1}, then W attains its minimum only on
∂Mδ,T , and consequently, W ≥ 0 in Mδ,T .
Suppose sup∂M×[0,T ] uνν is attained at (x1, t1) ∈ ∂M × [0, T ], then at (x1, t1), we
have
(5.25)
0 ≤Wν = −
(
uνν +
∑
k
ukρkν − φν − φuφ− qν
)
+ (A+
M
2
)
≤ −uνν + C + M
2
,
and hence (5.9) holds. 
Proposition 5.3. There exist large A, β and small δ such that
(5.26) W := −(1 + βρ) (∇∇ρu− φ− q)− (A+ M
2
)ρ ≤ 0 in Mδ,T ,
where q(x) := ∇∇ρu0 − φ(x, u0). Consequently,
(5.27) inf
∂M×[0,T ]
uνν ≥ −C − 1
2
M,
where the constant C depends on C0, ||d||C3, ||χ||C1, ||u||C1,1, ||φ||C2, ||u0||C3, |ψ|,
|∇ψ|, k, n and the background geometric data.
Proof. Similar to Proposition 5.2, if we choose δ ≤ 1
β
and A ≥ 2C1/δ, where the
constant C1 = C1 (||u||C1, ||d||C1, |φ|, ||u0||C1) ≥ |∇∇ρu − φ − q|, then we have 1 ≤
1 + βρ ≤ 2 and W ≤ 0 on the parabolic boundary ∂Mδ,T .
SupposeW attains a maximum at (x0, t0) ∈Mδ,T . We choose an orthonormal frame
{ei} around x0 such that ∇eiej(x0) = 0 and the matrix (Uij) (x0, t0) is diagonalized.
Then F ij := F ij(U)(x0, t0) is also diagonalized. Then at (x0, t0), similar to (5.15), we
have
(5.28)
0 ≥
∑
i
F iiW ii −W t ≥ −C2β
∑
i
F ii − (1 + βρ)
∑
i
(2ρii − φu)F iiUii
− (A+ M
2
)
∑
i
F iiρii − 2β
∑
i
F iiUiiρ
2
i ,
where C2 = C2
(||d||C3, ||χ||C1, |Rijkl|, ||φ||C2, |ψ|, |∇(ψ)|, ||u||C1, |ut|, ||u0||C3).
Since |∇ρ| ≥ 1
2
in Mδ, without loss of generality, we assume ρ
2
1 ≥ 14n . If we choose
β ≥ 4nγ1, then the index set J := {1 ≤ j ≤ n : βρ2j ≥ γ1} is non-empty with 1 ∈ J .
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For any i ∈ J , we have
(5.29) Uii = − 1
1 + βρ
(A+
M
2
) +Q,
where |Q| ≤ C3β and C3 = C3
(|χij|, ||d||C2, |∇u|, ||φ||C1, ||u0||C2, γ1). If we choose
A ≥ 4C3β, that is, A4 ≥ C3β ≥ |Q|, then for i ∈ J ,
(5.30) − 1
4
A− 1
4
M ≥ Uii ≥ −5
4
A− 1
2
M.
Since ρ21 ≥ 14n , and Ujj ≤ −14A − 14M < 0 for j ∈ J , and βρ2i ≤ γ1 for i /∈ J , and
2ρkk − φu ≤ −2γ1, then
(5.31)
− 2β
∑
i
F iiUiiρ
2
i − (1 + βρ)
∑
i
(2ρii − φu)F iiUii
≥ −2βF 11U11ρ21 − 2
∑
i/∈J,Uii>0
F iiUii(βρ
2
i )− (1 + βρ)
∑
Uii>0
(2ρii − φu)F iiUii
− (1 + βρ)
∑
Uii<0
(2ρii − φu)F iiUii
≥ − β
2n
F 11U11 − 2γ1
∑
Uii>0
F iiUii + 2γ1
∑
Uii>0
F iiUii + 2
∑
Uii<0
|2ρii − φu|F iiUii
≥ − β
2n
F 11U11 + γ2
∑
Uii<0
F iiUii,
where γ2 := 4γ0 + 2 supMT |φu|. Therefore, by (5.28), (5.31) and (5.19), we have
(5.32)
0 ≥ −C2β
∑
i
F ii + (A+
M
2
)γ1
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii<0
F iiUii
≥ γ1(A+M)
2
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii<0
F iiUii,
where we choose A ≥ 2C2β/γ1.
Since U11 < 0, as in (2.12), we have
(5.33) F 11 ≥ 1
n− k + 1
∑
i
F ii.
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By (5.32), (5.30) and (5.7), we have the following contradiction
(5.34)
0 ≥ γ1(A+M)
2
∑
i
F ii − β
2n
F 11U11 + γ2
∑
Uii<0
F iiUii
≥ γ1(A+M)
2
∑
i
F ii +
β(A+M)
8n(n− k + 1)
∑
i
F ii − γ2C0(1 +M)
∑
i
F ii
≥ γ1(A+M)
2
∑
i
F ii,
where we choose β ≥ 8n(n− k + 1)γ2C0 and A ≥ 1.
In conclusion, if we choose β = 8n(n − k + 1)γ2C0 ≥ 2, and δ = 1β , and A =
max{2C1/δ, 2C2β/γ1} ≥ 1, then W attains its maximum only at ∂Mδ,T , and conse-
quently, W ≤ 0 in Mδ,T .
Suppose inf∂M×[0,T ] uνν is attained at (x1, t1) ∈ ∂M × [0, T ], then at (x1, t1), we
have
(5.35)
0 ≥W ν = −
(
uνν +
∑
k
ukρkν − φν − φuφ− qν
)
− (A+ M
2
)
≥ −uνν − C − M
2
,
and hence (5.26) holds. 
6. Long-time existence and uniform convergence theorem
Theorem 6.1. Let (M, g) be a compact Riemanian manifold with non-negative sec-
tional curvatures and uniformly strictly convex boundary ∂M7 and χ a smooth (0,
2)-tensor on M . Suppose ψ(x, z, t) ∈ C∞(M ×R2) with either ψz ≡ 0 or ψt ≡ 0, and
φ(x, z) ∈ C∞(∂M × R) with φz ≥ 0, and u0 ∈ C∞(M) with (u0)ν = φ(x, u0) on ∂M
and λg(χ+∇2u0) ∈ Γk(Rn). Then the IBV problem
(6.1)


ut = log σk
(
λg(χij + uij)
)− ψ(x, u, t) in M × {t > 0},
uν = φ(x, u) on ∂M × {t ≥ 0},
u = u0 in M × {t = 0},
has a unique smooth solution u ∈ C∞(M × (0,∞)).
7The principal curvatures of ∂M is bounded below by a positive constant κ.
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Remark 6.2. If we want to obtain smoothness of u at t = 0, we can consider the
following compatibility condition on ∂M
(6.2) ∇ν
[
F
(
χij + (u0)ij
)− ψ(x, u0, 0)] = φu(x, u0) [F (χij + (u0)ij)− ψ(x, u0, 0)] .
Proof. Since u0 satisfies the zeroth-order compatibility condition (u0)ν = φ(x, u0) on
∂M , then short-time existence and uniqueness of solutions are well known from the
standard theories.
The long-time existence depends on a priori estimates. The admissible function
u(x, t) := u0(x) is a (parabolic) C-subsolution for the parabolic equation (6.1) (see
Corollary 2.2.5 in [13]). By Lemma 4.1, Theorem 4.4, Theorem 4.6 and Theorem 5.1,
we obtain C2,1 estimates on MT for any T > 0. By Evans-Krylov theorem [6] [15]
and Schauder estimates (see [16]), we obtain higher order estimates on M × [ǫ, T ] for
any 0 < ǫ < T . Hence, u ∈ C∞(M × (0,∞)). 
Theorem 1.1 is a corollary of the following theorem when ρ ≡ 1.
Theorem 6.3. Let (M, g) be a compact Riemanian manifold with non-negative sec-
tional curvatures and uniformly strictly convex boundary ∂M and χ a smooth (0,
2)-tensor on M . Suppose φ(x) ∈ C∞(∂M), and there exists u ∈ C∞(M) such that
λg(χ + ∇2u) ∈ Γk(Rn), and uν = φ(x) on ∂M . Then for any ψ, ρ ∈ C∞
(
M
)
with
|ρ| > 0, there exists a constant c such that the Neumann boundary problem
(6.3)
{
σk
(
λg(χij + uij)
)
= eψ+cρ in M,
uν = φ(x) on ∂M,
has a unique smooth solution u ∈ C∞(M) up to a constant.
Remark 6.4. When k = 1, it is a uniformly elliptic equation, and the curvatures
conditions of M can be removed (see Theorem 5.1.5 in [13]).
Proof. Without loss of generality, assume ρ > 0. Let F (χij + uij) := log σk
(
λg(χij +
uij)
)
/ρ and ψ˜ := ψ/ρ. By Theorem 6.1, the IBV problem
(6.4)


ut = F (χij + uij)− ψ˜(x) in M × {t > 0},
uν = φ(x) on ∂M × {t ≥ 0},
u = u in M × {t = 0},
has a smooth solution u ∈ C∞(M×(0,∞)). By Lemma 4.1, ut is bounded, and hence
F (χij+uij) = ut+ ψ˜(x) ≤ C1, where C1 is independent of t. The admissible function
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u is a C-subsolution of F (χij + uij) = C1 (see Proposition 2.2.4 in [13]). Therefore,
by Theorem 3.1,
(6.5) sup
t≥0
(
sup
M
u(·, t)− inf
M
u(·, t)
)
≤ C.
Fix x0 ∈M , and let
v(x, t) := u(x, t)− u(x0, t),
then v(x, t) satisfies the following IBV problem
(6.6)


vt = F (χij + vij)− ψ˜(x)− ut(x0, t) in M × {t > 0},
vν = φ(x) on ∂M × {t ≥ 0},
v = u− u(x0, 0) in M × {t = 0}.
By (6.5), we have supt≥0 ||v(x, t)||C0(M) ≤ C. By Lemma 4.1, supM×[0,∞) |vt| ≤
2 supM×[0,∞) |ut| ≤ 2 supM×{t=0} |ut| ≤ C. By Theorem 4.4, supt≥0 ||v||C1(M) ≤ C.
The admissible function v(x, t) := u(x) is a (parabolic) C-subsolution of the para-
bolic equation (6.6) (see Corollary 2.2.5 in [13]) with |v|, |vt| and λg(χ +∇2v) being
bounded. By Theorem 4.6 and Theorem 5.1, we have supt≥0 ||v||C2(M) ≤ C8, and
consequently, θgij ≤ F ij ≤ 1
θ
gij for some constant θ ∈ (0, 1] independent of t, where
F ij := F ij(χij + uij). Fix ǫ > 0 small, by Evans-Krylov theorem and Schauder esti-
mates, we have ||v||
C4+α,2+
1
2
α
(
M×[ǫ,∞)
) ≤ C, and consequently, ||F ij||
C2,1
(
M×[ǫ,∞)
) ≤ C.
Since F ij(χij + uij) = F
ij(χij + vij), then ut satisfies the following linear parabolic
equation with Neumann boundary condition
(6.7)
{
wt = a
ijwij in M × [ǫ,∞),
wν = 0 on ∂M × [ǫ,∞),
where aij := F ij(χij+vij). We can use Cao’s method [2] and Theorem A.1 to conclude
that ut → c uniformly for some constant c, and vt → 0 uniformly.
Since supt≥ǫ ||v(x, t)||C2+α(M) ≤ C, then there exists a sequence tn → ∞ such that
the sequence {v(x, tn)} converges to some function u˜(x) in C2+α(M), and u˜ satisfies
the equation (6.3). By Schauder estimates (see [21]), u˜ ∈ C∞(M).
Uniqueness can be derived by maximum principles and the Hopf lemma. In fact,
suppose there are two different solutions u1 and u2 with corresponding constants
c1 ≥ c2 for the Neumann problem (6.3). Let w := u1 − u2, and a˜ij :=
∫ 1
0
F ij
(
χij +
8C2 estimates does not depend on ∂t
(
ψ(x) + ut(x0, t)
)
, that is, utt(x0, t).
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t(u1)ij + (1− t)(u2)ij
)
dt, then w satisfies the following Neumann problem
(6.8)
{
a˜ijwij = (e
c1 − ec2)eψ˜(x) in M,
wν = 0 on ∂M.
By weak maximum principle, w attains a maximum at x0 ∈ ∂M . Suppose for all
x ∈M , w(x) < w(x0), then by the Hopf lemma, wν(x0) > 0, a contradiction. Hence,
w is a constant and c1 = c2 by strong maximum principle. 
Similarly, we have the following theorem for linear elliptic equations.
Theorem 6.5. Let (M, g) be a compact Riemanian manifold with smooth boundary
∂M . Let L := aij∇i∇j be a linear uniformly elliptic operator on M . Then for any
φ, ψ, ρ ∈ C∞(M) with |ρ| > 0, there exists a constant c such that the following
Neumann boundary problem
(6.9)
{Lu = ψ(x) + cρ in M,
uν = φ(x) on ∂M,
has a unique smooth solution u ∈ C∞(M) up to a constant. Especially, when L = ∆g,
we have c = − 1∫
M ρ dV
( ∫
M
ψ dV +
∫
∂M
φ dS
)
.
Proof. The proof is similar to Theorem 6.3. The a priori estimates for linear equations
with Neumann boundary condition are well known (see [16]). The admissible function
u := φd ∈ C∞(M) with uν = φ(x) on ∂M is a C-subsolution for the elliptic equation
Lu = ψ(x), where d is defined as in (2.17) (see Proposition 2.2.8 in [13]). 
Example 6.6. For any ψ ∈ C∞(Dn), there exists a constant c such that the Neumann
boundary problem
(6.10)
{
det
(
uij
)
= eψ(x)+c in Dn,
uν = −1 on Sn−1,
has a unique smooth solution u ∈ C∞(M) up to a constant.
Proof. We construct a C-subsolution u := 1
2
|x|2 with uν = −1 on Dn, and the above
conclusion follows immediately after Theorem 1.1. 
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Appendix A. Parabolic Harnack Inequalities
Harnack inequalities for Heat equations with Neumann boundary conditions on
compact Riemannian manifolds with smooth boundary were studied by Li-Yau [17],
Yau [34] and Chen [3]. In the following, we derive a Harnack inequality for general
linear parabolic equations with vanishing Neumann boundary condition. The proof
is motivated by Theorem 10 of Section 7.1 in [7].
Theorem A.1. Let (M, g) be a smooth connected Riemannian manifolds with bounded
sectional curvatures |Sec| ≤ K in M and bounded principal curvatures |II| ≤ H on
∂M . Let u ∈ C2,1(MT ) be the nonnegative solution of the following linear uniformly
parabolic equation with Neumann boundary condition
(A.1)


ut = a
ijuij in MT ,
uν = 0 on ∂M,
u ≥ 0 in MT ,
where aij ∈ C2,1(MT ) and θ(gij) ≤ (aij) ≤ 1θ (gij) with 0 < θ ≤ 1. Let ν := ∇d
in M with d defined in (2.17). Then there exists a constant γ > 1 such that for
0 < t1 < t2 ≤ T ,
(A.2) sup
M
u(·, t1) ≤ γ inf
M
u(·, t2),
where γ depends on θ, t1, t2, K,H, diam(M), ||∇νν||C0(∂M), ||aij||C2,1(MT ), ||d||C2(M).
Remark A.2. If aij = gij, then γ depends on the lower bounds of Ricci curvatures
Rij ≥ −Kgij (K ≥ 0) and the lower bounds of principal curvatures II ≥ −H (H ≥
0) instead of K and H , and it is independent of ||∇νν||C0(∂M). This case was studied
by Chen [3].
Proof. Let
v := log(u+ ǫ0)
with ǫ0 > 0. Then by the parabolic equation (A.1), we have
(A.3) vt = w + w˜,
where
(A.4) w := aijvij , w˜ := a
ijvivj.
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Fix x ∈ M , and choose an orthonormal frame {ei} near x such that ∇eiej(x) = 0
for 1 ≤ i, j ≤ n. By (A.4) and (2.22),
(A.5)
aklw˜kl =− bkaijvijk + 2aklaijRmkilvmvj + 2aklaijvikvjl
+ 4aklaijk vilvj + a
klaijklvivj,
where
(A.6) bk := −2aklvl.
Since aijvijk = wk− aijk vij , then by (A.3) (A.4) (A.5) and Cauchy-Schwarz inequality,
(A.7)
wt − aklwkl + bkwk = aklt vkl + aklvklt − aklwkl + bkwk
≥ 2θ2|∇2v|2 − ǫ|∇2v|2 − C
ǫ
|∇v|2 − C
ǫ
+ 2aklaijRmkilvmvj
≥ 3
2
θ2|∇2v|2 − C|∇v|2 − C + 2aklaijRmkilvmvj ,
where we choose ǫ = θ
2
2
. By (A.3) (A.4) (A.5) and Cauchy-Schwarz inequality,
(A.8)
w˜t − aklw˜kl + bkw˜k ≥ −2aijaklvikvjl − ǫ|∇2v|2 − C
ǫ
|∇v|2 − 2aklaijRmkilvmvj
≥ −( 2
θ2
+ ǫ)|∇2v|2 − C
ǫ
|∇v|2 − 2aklaijRmkilvmvj
≥ − 4
θ2
|∇2v|2 − C|∇v|2 − 2aklaijRmkilvmvj,
where we choose ǫ = 2
θ2
.
To deal with the term 2aklaijRmkilvmvj above, we can rearrange the orthonormal
frame {ei} so that aij is diagonalized at x. Since |Sec| ≤ K, then O ≤ (Rmkik +
Kδmi) ≤ 2K(δmi)9 for each k, and therefore by Cauchy-Schwarz inequality,
(A.9)
2aklaijRmkilvmvj = 2
∑
i,m,k
akkaiiRmkikvmvi
= 2
∑
i,m,k
akkaii(Rmkik +Kδmi)vmvi − 2
∑
i,k
akkaiiKvivi
≥ −
∑
i,m,k
akk(Rmkik +Kδmi)[(a
mmvm)(a
iivi) + vmvi]− 2nK
θ2
|∇v|2
≥ −4nK
θ3
|∇v|2 − 2nK
θ2
|∇v|2.
9Fix k, (Mmi) := (Rmkik) is a symmetric n× n matrix.
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Let
W := w + (κ−Ad)w˜,
where κ ≤ 1 (small) and A (large) are positive constants to be determined later. We
can choose δ0 small enough (recall that 0 ≤ d ≤ δ0) so that κ − Ad ≥ κ2 . Then by
(A.7), (A.8) and (A.9),
(A.10)
Wt − aklWkl + bkWk
= (wt − aklwkl + bkwk) + (κ−Ad)(w˜t − aklw˜kl + bkw˜k)
+ akl(2Adkw˜l + Adklw˜)−Abkdkw˜
≥
(3
2
θ2|∇2v|2 − C|∇v|2 − C
)
+ κ
(
− 4
θ2
|∇2v|2 − C|∇v|2
)
− (ǫ|∇2v|2 + C
ǫ
|∇v|2 + C|∇v|3) + 2[1− (κ− Ad)]aklaijRmkilvmvj
≥ θ2|∇2v|2 − C|∇v|3 − C|∇v|2 − C,
where we choose κ ≤ θ4
16
and ǫ = θ
2
4
.
Let
Z := ζ2W + µt,
where µ is a large positive constant to be determined later and ζ(t) a smooth increas-
ing function on [0, T ] satisfying ζ(0) = 0 and ζ(t) = 1 for t ≥ t1. By (A.10),
(A.11)
Zt − aklZkl + bkZk = ζ2(Wt − aklWkl + bkWk) + 2ζζtW + µ
≥ ζ2(θ2|∇2v|2 − C|∇v|3 − C|∇v|2 − C)− Cζ |W |+ µ.
Suppose Z attains a minimum at (x0, t0) ∈MT with Z(x0, t0) < 0, thenW (x0, t0) <
0 and t0 > 0. Assume x0 ∈M . Since κ−Ad ≥ κ2 and w˜ ≥ 0, then w+ κ2 w˜ ≤W < 0.
By (A.4),
(A.12) θ|∇v|2 ≤ w˜ ≤ −2w
κ
≤ 2
√
n
κθ
|∇2v|,
and hence,
(A.13) |W | ≤ |w|+ κ|w˜| ≤
√
n
θ
|∇2v|+ κ
θ
|∇v|2 ≤ 3
√
n
θ3
|∇2v|,
By Cauchy-Schwarz inequality,
(A.14) Cζ |W | ≤ Cζ |∇2v| ≤ ǫζ2|∇2v|2 + C
ǫ
.
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By (A.11), (A.12), (A.14) with ǫ = θ
2
2
, and 0 ≤ ζ ≤ 1, we have
(A.15)
Zt − aklZkl + bkZk ≥ ζ2
(θ2
2
|∇2v|2 − C|∇v|3 − C|∇v|2
)
− C ′1 + µ
≥ ζ2
(κ2θ6
8n
|∇v|4 − C|∇v|3 − C|∇v|2
)
− C ′1 + µ
≥ −C1 − C ′1 + µ > 0,
where κ
2θ6
8n
|∇v|4 − C|∇v|3 − C|∇v|2 ≥ −C1 with C1 independent of |∇v|, and µ ≥
C1 + C
′
1 + 1. (A.15) contradicts to (x0, t0) being a minimum point of Z. Hence,
(x0, t0) ∈ ∂M×(0, T ]. Since Z < 0 holds near (x0, t0), then (A.15) holds near (x0, t0),
and by strong maximum principle,
(A.16) Zν(x0, t0) > 0.
On ∂M , since vν = 0, and vνt = wν + w˜ν = 0, then
(A.17)
Zν = ζ
2
(
wν + (κ− Ad)w˜ν −Aw˜
)
= ζ2
(
(κ− Ad− 1)w˜ν − Aw˜
)
≤ ζ2(|w˜ν| − Aθ|∇v|2).
We claim that |w˜ν| ≤ C2|∇v|2 on ∂M × (0, T ], where the constant C2 is independent
of δ0. If we choose A large enough so that Aθ ≥ C2, then on ∂M × (0, T ], we have
Zν ≤ 0, which contradicts to (A.16). Therefore, Z ≥ 0 in MT .
Now we prove the claim above. Since w˜ν = a
ij
ν vivj + 2a
ijviνvj, it suffices to prove
that |aijviνvj | ≤ C ′2|∇v|2. Let (aij) be the inverse matrix of (aij). Then (aij) is a
Riemannian metric on M with connection ∇˜ and Christoffel symbols Γ˜kij . We choose
a local orthonormal frame {eα} under the metric (aαβ), i.e., (aαβ) = (δαβ), with
en =
ν√
a(ν,ν)
. Since vn = 0 on ∂M , then
(A.18)
aijvj∇˜2iνv =
√
a(ν, ν)
∑
α<n
vα∇˜2αnv
=
√
a(ν, ν)
∑
α,β<n
vα[eα(vn)− Γ˜βαnvβ ]
= −
√
a(ν, ν)
∑
α,β<n
Γ˜βαnvαvβ
= −aασΓ˜βσνvαvβ ,
ON NEUMANN PROBLEMS FOR ELLIPTIC AND PARABOLIC EQUATIONS 43
10 and
(A.19)
aijviνvj = a
ij(∇2iνv − ∇˜2iνv)vj + aijvj∇˜2iνv
= aij(−Γkiν + Γ˜kiν)vkvj + aijvj∇˜2iνv
= −aijΓkiνvkvj ,
and hence |aijviνvj| ≤ C ′2|∇v|2. Here Γkiν is bounded by H and sup∂M ||∇νν||g. We
have proved the claim above.
In M × [t1, t2], since Z ≥ 0 and ζ = 1, that is, w + (κ− Ad)w˜ + µt ≥ 0, then
(A.20) vt = w + w˜ ≥ [1− (κ−Ad)]w˜ − µt ≥ (1− κ
2
)θ|∇v|2 − µt.
For any x1, x2 ∈ M , and any smooth path l : [0, 1]→ M with l(0) = x1, l(1) = x2,
let η(s) :=
(
l(s), (1− s)t1 + st2
)
be a smooth path in M × [t1, t2], by (A.20),
(A.21)
v(x2, t2)− v(x1, t1)
=
∫ 1
0
d
ds
v
(
η(s)
)
ds
=
∫ 1
0
g(l˙,∇v) + (t2 − t1)vt ds
≥
∫ 1
0
−|l˙| |∇v|+ (t2 − t1)
[
(1− κ
2
)θ|∇v|2 − µ((1− s)t1 + st2)] ds
≥ −
∫ 1
0
|l˙|2ds
4(1− κ
2
)θ(t2 − t1) −
1
2
(t22 − t21)µ.
Consequently,
(A.22)
log
u(x2, t2) + ǫ0
u(x1, t1) + ǫ0
≥ − r
2(x1, x2)
4(1− κ
2
)θ(t2 − t1) −
1
2
(t22 − t21)µ
≥ −
(
diag(M)
)2
4(1− κ
2
)θ(t2 − t1) −
1
2
(t22 − t21)µ,
and (A.2) follows immediately when we take ǫ0 → 0. 
10Under the orthonoraml frame {eα}, Γ˜βσν = a(∇σν, eβ) = a
(√
a(ν, ν)∇σen, eβ
)
+
a
(
eσ
(√
a(ν, ν)
)
en, eβ
)
=
√
a(ν, ν) Γ˜βσn.
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