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Abstract. We continue the study of the filiform Z2 × Z2-color Lie superal-
gebras. All of them can be obtained by using infinitesimal deformations, i.e.
cocycles. In this work we give the total dimension of such cocycles (for any
dimensions n, m, p and t of the Z2 × Z2-color Lie superalgebras). Also, we
give a basis of such cocycles in some generic and concrete cases.
2000 MSC: 17B30; 17B70; 17B75; 17B56
Key-Words: color Lie superalgebras, Z2 × Z2−grading, cohomology, deforma-
tion, nilpotent, filiform.
1. Introduction
In the understanding of the properties of physical systems is central the concept
of symmetry and its associated algebraic structures. In particular, that a better
comprehension of the laws of physics may be achieved by an identiﬁcation of the
possible mathematical structures as well as their classiﬁcation. Thus, for instance,
the properties of elementary particles and their interactions are very well under-
stood within Lie algebras. Furthermore, the discovery of supersymmetry gave rise
to the concept of Lie superalgebras which becomes central in theoretical physics
and mathematics. Color Lie superalgebras can be considered as one of the possi-
ble generalizations of Lie superalgebras with physic applications ([3], [15], [16] and
[12]).
In this work, we shall consider color Lie superalgebras with a Z2 × Z2-grading
vector space due to the great amount of physical applications of this vector space,
see e.g. [4], [5], [6] and [7]. In particular, we will focus our study in a very important
type of nilpotent Z2 × Z2-color Lie superalgebra, i.e. ﬁliform Z2 × Z2-color Lie
superalgebras.
Filiform Lie algebras was ﬁrstly introduced in [17] by Vergne. This type of
nilpotent Lie algebra has important properties; in particular, every ﬁliform Lie
algebra can be obtained by a deformation of the model ﬁliform algebra Ln. In the
same way as ﬁliform Lie algebras, all ﬁliform Lie superalgebras can be obtained by
inﬁnitesimal deformations of the model Lie superalgebra Ln,m [1], [8], [10] and [11].
In [12] we generalized this concept obtaining filiform (G, β)-color Lie superalgebras
and the model filiform (G, β)-color Lie superalgebra as well as the existence of
“adapted” basis for these color Lie superalgebras. We too proved that in order to
obtain all the class of ﬁliform (G, β)-color Lie superalgebras it is only necessary
to determine some inﬁnitesimal deformations of the model ﬁliform (G, β)-color Lie
superalgebra.
In [13] we have studied these inﬁnitesimal deformations, i.e. cocycles, for the
group G = Z2 × Z2 obtaining in particular a decomposition into 10 subspaces
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that depend on the election of the commutation factor β. In the present work we
continue the study of the ﬁliform Z2 × Z2-color Lie superalgebras. In particular,
we give the total dimension of such cocycles (for any dimensions n, m, p and t of
the Z2×Z2-color Lie superalgebras). Also, we give a basis of such cocycles in some
generic and concrete cases.
2. Preliminaries
It is considered the abelian group G = Z2×Z2, i.e. G = {e, a, b, c} with identity
element e and a+ a = b+ b = c+ c = e, a+ b = c, a+ c = b, b+ c = a.
The vector space V is said to be Z2 × Z2−graded if it admits a decomposition
in direct sum, V = Ve ⊕ Va ⊕ Vb ⊕ Vc. An element X of V is called homogeneous
of degree γ (deg(X) = d(X) = γ), γ ∈ Z2 × Z2, if it is an element of Vγ . Let
V = Ve ⊕ Va ⊕ Vb ⊕ Vc and W = We ⊕Wa ⊕Wb ⊕Wc be two Z2 × Z2-graded
vector spaces. A linear mapping f : V −→ W is said to be homogeneous of degree
γ (deg(f) = d(f) = γ), γ ∈ Z2 × Z2, if f(Vα) ⊂ Wα+γ for all α ∈ Z2 × Z2. The
mapping f is called a homomorphism of the Z2 × Z2−graded vector space V into
the Z2 × Z2−graded vector space W if f is homogeneous of degree e. Now it is
evident how we deﬁne an isomorphism or an automorphism of Z2 × Z2−graded
vector spaces.
A superalgebra g is, in particular, a Z2−graded algebra g = g0 ⊕ g1. Then if
we denote by [ , ] the bracket product of g, we have [gα, gβ ] ⊂ gα+β(mod2) for all
α, β ∈ Z2. Thus, we call g = g0 ⊕ g1 a Lie superalgebra if the bracket product
satisﬁes the following identities:
1. [X,Y ] = −(−1)α·β[Y,X ] ∀X ∈ gα, ∀Y ∈ gβ .
2. (−1)γ·α[X, [Y, Z]] + (−1)α·β [Y, [Z,X ]] + (−1)β·γ [Z, [X,Y ]] = 0
for all X ∈ gα, Y ∈ gβ, Z ∈ gγ with α, β, γ ∈ Z2.
In particular, if g = g0 ⊕ g1 is a Lie superalgebra then we have that g0 is a Lie
algebra and g1 has structure of g0−module.
Definition 2.1. Let G be an abelian group . A commutation factor β is a map
β : G×G −→ F \ {0}, (F = C or R), satisfying the following constraints:
(1) β(g, h)β(h, g) = 1 for all g, h ∈ G
(2) β(g, h+ k) = β(g, h)β(g, k) for all g, h, k ∈ G
(3) β(g + h, k) = β(g, k)β(h, k) for all g, h, k ∈ G
The deﬁnition above implies, in particular, the following relations:
β(e, g) = β(g, e) = 1, β(g, h) = β(−h, g), β(g, g) = ±1 ∀g, h ∈ G
where e denotes the identity element of G. In particular, ﬁxing g one element of
G, the induced mapping βg : G −→ F \ {0} deﬁnes a homomorphism of groups.
Definition 2.2. Let G be an abelian group and β a commutation factor. The
(complex or real) G−graded algebra
L =
⊕
g∈G
Lg
with bracket product [ , ], is called a (G, β)-color Lie superalgebra if for any
X ∈ Lg, Y ∈ Lh, and Z ∈ L we have
(1) [X,Y ] = −β(g, h)[Y,X ] (anticommutative identity)
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(2) [[X,Y ], Z] = [X, [Y, Z]]− β(g, h)[Y, [X,Z]] (Jacobi identity)
The Jacobi identity above can be rewritten as follows
β(k, g)[X, [Y, Z]] + β(h, k)[Z, [X,Y ]] + β(g, h)[Y, [Z,X ]] = 0
for all X ∈ Lg, Y ∈ Lh and Z ∈ Lk.
Corollary 2.2.1. Let L =
⊕
g∈G Lg be a (G, β)-color Lie superalgebra. Then we
have
(1) Le is a (complex or real) Lie algebra where e denotes the identity element
of G.
(2) For all g ∈ G \ {e}, Lg is a representation of Le. If X ∈ Le and Y ∈ Lg,
then [X,Y ] denotes the action of X on Y .
Examples. (1) For the particular case G = {e}, L = Le reduces to a Lie algebra.
(2) If G = Z2 = {0, 1} and β(1, 1) = −1 we have ordinary Lie superalgebras, i.e.
a Lie superalgebra is a (Z2, β)-color Lie superalgebra where β(i, j) = (−1)ij for all
i, j ∈ Z2.
(3) If A =
⊕
g∈GAg is a G-graded associative algebra, then setting
[X,Y ] = XY − β(g, h)Y X
for X ∈ Ag, Y ∈ Ah, we make A into (G, β)-color Lie superalgebra [A]β .
Definition 2.3. A representation of a (G, β)-color Lie superalgebra is a mapping
ρ : L −→ End(V ), where V =
⊕
g∈G Vg is a graded vector space such that
[ρ(X), ρ(Y )] = ρ(X)ρ(Y )− β(g, h)ρ(Y )ρ(X)
for all X ∈ Lg, Y ∈ Lh
As for all g, h ∈ G we have ρ(Lg)Vh ⊆ Vg+h, then any Vg has the structure of
a Le-module. In particular if we consider the adjoint representation adL we have
that every Lg has structure of Le-module.
Let L =
⊕
g∈G Lg be a (G, β)-color Lie superalgebra. The descending central
sequence of L [13] is deﬁned by
C0(L) = L, Ck+1(L) = [Ck(L), L] ∀k ≥ 0
If Ck(L) = {0} for some k, the (G, β)-color Lie superalgebra is called nilpotent.
The smallest integer k such as Ck(L) = {0} is called the nilindex of L.
Also, we are going to deﬁne some new descending sequences of ideals.
Definition 2.4. [12] Let L =
⊕
g∈G Lg be a (G, β)-color Lie superalgebra. Then,
we deﬁne the new descending sequences of ideals Ck(Le) (where e denotes the
identity element of G) and Ck(Lg) with g ∈ G \ {e}, as follows:
C0(Le) = Le, C
k+1(Le) = [Le, C
k(Le)], k ≥ 0
and
C0(Lg) = Lg, C
k+1(Lg) = [Le, C
k(Lg)], k ≥ 0, g ∈ G \ {e}
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Using the descending sequences of ideals deﬁned above we give an invariant of
color Lie superalgebras called color-nilindex. We are going to particularize this
deﬁnition for G = Z2 × Z2.
Definition 2.5. [13] If L = Le⊕La⊕Lb⊕Lc is a nilpotent (Z2 ×Z2, β)-color Lie
superalgebra, then L has color-nilindex (pe, pa, pb, pc), if the following conditions
holds:
(Cpe−1(Le))(C
pa−1(La))(C
pb−1(Lb))(C
pc−1(Lc)) 6= 0
and
Cpe( Le) = C
pa( La) = C
pb( Lb) = C
pc( Lc) = 0
Definition 2.6. [12] Let L =
⊕
g∈G Lg be a (G, β)-color Lie superalgebra. Lg is
called a Le-filiform module if there exists a decreasing subsequence of vectorial
subspaces in its underlying vectorial space V , V = Vm ⊃ · · · ⊃ V1 ⊃ V0, with
dimensions m,m− 1, . . . 0, respectively, m > 0, and such that [Le, Vi+1] = Vi.
Definition 2.7. [12] Let L =
⊕
g∈G Lg be a (G, β)-color Lie superalgebra. Then
L is a filiform color Lie superalgebra if the following conditions hold:
(1) Le is a ﬁliform Lie algebra where e denotes the identity element of G.
(2) Lg has structure of Le-ﬁliform module, for all g ∈ G \ {e}
For G = Z2 × Z2 we give another equivalent deﬁnition for ﬁliform color Lie
superalgebras using the invariant called color-nilindex.
Definition 2.8. [13] Any (Z2×Z2, β)-color Lie superalgebra L = Le⊕La⊕Lb⊕Lc
is a filiform color Lie superalgebra if its color-nilindex is exactly
(dimLe − 1, dimLa, dimLb, dimLc)
It is not diﬃcult to see that for G = Z2 × Z2, there are, up to symmetries, four
possible commutation factors β non-degenerated, i.e. β1, β2, β3 and β4 with:
1. β1(a, a) = β1(b, b) = β1(a, c) = β1(b, c) = −1
2. β2(a, a) = β2(b, b) = β2(a, b) = −1
3. β3(a, b) = β3(a, c) = β3(b, c) = −1
in all other cases βi(−,−) = 1 with i ∈ {1, 2, 3, 4}, thus β4 ≡ 1.
Fixing a βi (1 ≤ i ≤ 4), we will note by L
n,m,p,t the variety of all (Z2 × Z2, βi)-
color Lie superalgebras L = Le⊕La⊕Lb⊕Lc with dim(Le) = n+1, dim(La) = m,
dim(Lb) = p and dim(Lc) = t.
Thus, Nn,m,p,tq,r,s,u is the subset of L
n,m,p,t formed by all (Z2 × Z2, βi)-color Lie
superalgebras with color-nilindex (t0, t1, t2, t3) where t0 ≤ q, t1 ≤ r, t2 ≤ s and
t3 ≤ u. We observe that the set N
n,m,p,t
n,m,p,t is the variety of all nilpotent (Z2×Z2, βi)-
color Lie superalgebras. For simplicity we write Nn,m,p,t instead of Nn,m,p,tn,m,p,t .
We denote by Fn,m,p,t the subset of Nn,m,p,t composed of all ﬁliform color Lie
superalgebras.
In the particular case of G = Z2 × Z2 the theorem of adapted basis rests as
follows for L = Le ⊕  La ⊕ Lb ⊕ Lc ∈ F
n,m,p,t:
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[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 1, [X0, Xn−1] = 0,
[X0, Yj ] = Yj+1, 1 ≤ j ≤ m− 1, [X0, Ym] = 0
[X0, Zk] = Zk+1, 1 ≤ k ≤ p− 1, [X0, Zp] = 0,
[X0,Ws] =Ws+1, 1 ≤ s ≤ t− 1, [X0,Wt] = 0.
with {X0, X1, . . . , Xn} a basis of Le, {Y1, . . . , Ym} a basis of La, {Z1, . . . , Zp} a
basis of Lb and {W1, . . . ,Wt} a basis of Lc. The others bracket products are open
(they only have to verify the conditions for be a ﬁliform color Lie superalgebra).
The model ﬁliform (Z2 × Z2, βi)-color Lie superalgebra, Ln,m,p,t, is the sim-
plest ﬁliform (Z2 × Z2, βi)-color Lie superalgebra and it is deﬁned in an adapted
basis {X0, X1, . . . , Xn, Y1, . . . , Ym, Z1, . . . , Zp,W1, . . . ,Wt} by the following bracket
products non-null
Ln,m,p,t =


[X0, Xi] = Xi+1, 1 ≤ i ≤ n− 1
[X0, Yj ] = Yj+1, 1 ≤ j ≤ m− 1
[X0, Zk] = Zk+1 1 ≤ k ≤ p− 1
[X0,Ws] =Ws+1, 1 ≤ s ≤ t− 1
We observe that this deﬁnition does not depend on the election of the commu-
tation factor βi.
Note that from now on we will restrict our study to β1 as commutation factor
because this is the most complex commutation factor.
We observe that a module V = Ve ⊕ Va ⊕ Vb ⊕ Vc of the (Z2 × Z2, β1)-color Lie
superalgebra L is a bilinear map of degree e, L× V → V satisfying
∀ X ∈ Lg, Y ∈ Lh v ∈ V : X(Y v)− βi(g, h)Y (Xv) = [X,Y ]v
color Lie superalgebra cohomology (see e.g. [14]) is deﬁned as follows: in particular,
the superspace of q-dimensional cocycles of the (Z2×Z2, β1)-color Lie superalgebra
L = Le ⊕ La ⊕ Lb ⊕ Lc with coeﬃcients in the L-module Ve ⊕ Va ⊕ Vb ⊕ Vc will be
given, up to symmetry, by
Cq(L;V ) =
⊕
qe+qa+qb+qc=q
Hom(∧qeLe ⊗ S
qaLa ⊗ S
qbLb ⊗ ∧
qcLc, V )
This space will be graded by Cq(L;V ) = Cqe (L;V ) ⊕ C
q
a(L;V ) ⊕ C
q
b (L;V ) ⊕
Cqc (L;V ) with
Cqp(L;V ) =
⊕
qe + qa + qb + qc = q
qb + qc + p1 ≡ r1 mod 2
qa + qc + p2 ≡ r2 mod 2
Hom(∧qeLe ⊗ S
qaLa ⊗ S
qbLb ⊗ ∧
qcLc, Vr)
with p = (p1, p2) ∈ Z2 × Z2 and r = (r1, r2) ∈ Z2 × Z2.
The coboundary operator δq : Cq(L;V ) −→ Cq+1(L;V ), with δq+1 ◦ δq = 0 and
q ≥ 1, is deﬁned in general as follows
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(δqg)
(
A0, A1, . . . , Aq
)
=
q∑
r=0
(−1)rβ(γ + α0 + · · ·+ αr−1, αr)Ar · g
(
A0, . . . , Aˆr, . . . , Aq
)
+
∑
r<s
(−1)sβ(αr+1 + · · ·+ αs−1, αs)g
(
A0, . . . , Ar−1, [Ar, As], Ar+1, . . . , Aˆs, . . . Aq
)
,
with g ∈ Cq(L;V ) of degree γ, and A0, A1, . . . , Aq ∈ L are homogeneous with
degrees α0, α1, . . . , αq respectively.
Let Zq(L;V ) be the kernel of δq and let Bq(L;V ) be the image of δq−1, thus we
have that Bq(L;V ) ⊂ Zq(L;V ). The elements of Zq(L;V ) are the q-cocycles, the
elements of Bq(L;V ) are the q-coboundaries. Thus, we have the cohomology groups
Hq(L;V ) = Zq(L;V ) /Bq(L;V )
Hqp(L;V ) = Z
q
p(L;V )
/
Bqp(L;V ) , if G = Z2 × Z2 then p = e, a, b, c
We will consider in our study the 2-cocycles of degree e, Z2e (L
n,m,p,t;Ln,m,p,t)
with Ln,m,p,t the model ﬁliform (Z2×Z2, β1)-color Lie superalgebra. Taking into ac-
count the law of Ln,m,p,t the condition that have to verify ψ ∈ C2e (L
n,m,p,t;Ln,m,p,t)
to be a 2-cocycle rests
(δ2ψ)
(
A0, A1, A2
)
= [A0, ψ
(
A1, A2
)
]− β1(α0, α1)[A1, ψ
(
A0, A2
)
]+
β1(α0 + α1, α2)[A2, ψ
(
A0, A1
)
]− ψ([A0, A1], A2)
+β1(α1, α2)ψ([A0, A2], A1) + ψ(A0, [A1, A2]) = 0
for all A0, A1, A2 ∈ Ln,m,p,t. We note that Ln,m,p,t has the structure of a Ln,m,p,t-
module via the adjoint representation.
On the other hand, recall that an infinitesimal deformation ϕ of the (Z2×Z2, β1)-
color Lie superalgebra L, L = Le⊕La⊕Lb⊕Lc , it is a bilinear map ϕ : L×L −→ L
that satisﬁes the following two relations (for more details in general see [12]):
(1) ϕ(X,Y ) = −β1(g, h)ϕ(Y,X), for all X ∈ Lg and Y ∈ Lh.
(2) µ ◦ ϕ + ϕ ◦ µ = 0, with µ representing the law of L, i.e. for all X ∈ Lg,
Y ∈ Lh and Z ∈ Lk we have
(µ ◦ ϕ+ ϕ ◦ µ)(X,Y, Z) =
β1(k, g)µ(X,ϕ(Y, Z)) + β1(h, k)µ(Z,ϕ(X,Y )) + β1(g, h)µ(Y, ϕ(Z,X))+
β1(k, g)ϕ(X,µ(Y, Z))+β1(h, k)ϕ(Z, µ(X,Y ))+β1(g, h)ϕ(Y, µ(Z,X) = 0
For an arbitrary group grading G and an admissible commutation factor β we
have the following result
Theorem 2.8.1. [12] (1) Any filiform (G, β)-color Lie superalgebra law µ is iso-
morphic to µ0 + ϕ where µ0 is the law of the model filiform (G, β)-color Lie super-
algebra and ϕ is an infinitesimal deformation of µ0 verifying that ϕ(X0, X) = 0 for
all X ∈ L, with X0 the characteristic vector of model one.
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(2) Conversely, if ϕ is an infinitesimal deformation of a model filiform (G, β)-
color Lie superalgebra law µ0 with ϕ(X0, X) = 0 for all X ∈ L, then the law µ0+ϕ
is a filiform (G, β)-color Lie superalgebra law iff ϕ ◦ ϕ = 0.
ϕ◦ϕ(X,Y, Z) = β(k, g)ϕ(X,ϕ(Y, Z))+β(h, k)ϕ(Z,ϕ(X,Y ))+β(g, h)ϕ(Y, ϕ(Z,X)
for all X ∈ Lg, Y ∈ Lh and Z ∈ Lk.
So, any ﬁliform (Z2 × Z2, β1)-color Lie superalgebra is a linear deformation of
the model ﬁliform (Z2 × Z2, β1)-color Lie superalgebra. We observe too that, in
particular the most interesting deformations are the inﬁnitesimal deformations ϕ
that verify ϕ ◦ ϕ = 0 (in the sense of Jacobi), i.e. the inﬁnitesimal deformations
that are linearly integrable.
Next, we present the correspondence between 2-cocycles and inﬁnitesimal defor-
mations.
Proposition 2.9. [13] ψ is an infinitesimal deformation of Ln,m,p,t iff ψ is a 2-
cocycle of degree e, ψ ∈ Z2e (L
n,m,p,t;Ln,m,p,t).
So, in order to determine all the ﬁliform (Z2 ×Z2, β1)-color Lie superalgebras it
is only necessary to compute the inﬁnitesimal deformations or so called 2-cocycles
of degree e, that vanish on the characteristic vector X0.
Lemma 2.10. [13] Let Z2(L;L) be the 2-cocycles Z2e (L
n,m,p,t;Ln,m,p,t) that vanish
on the characteristic vector X0 with L
n,m,p,t = L = Le ⊕ La ⊕ Lb ⊕ Lc. Then,
Z2(L;L) can be divided into ten subspaces, i.e.
1. If βi = β1, then
Z2(L;L) = Z2(L;L) ∩Hom(Le ∧ Le, Le)⊕ Z2(L;L) ∩Hom(Le ∧ La, La)⊕
Z2(L;L) ∩Hom(Le ∧ Lb, Lb)⊕ Z2(L;L) ∩ Hom(Le ∧ Lc, Lc)⊕
Z2(L;L) ∩Hom(S2La, Le)⊕ Z2(L;L) ∩ Hom(S2Lb, Le)⊕
Z2(L;L) ∩Hom(Lc ∧ Lc, Le)⊕ Z2(L;L) ∩ Hom(La ∧ Lb, Lc)⊕
Z2(L;L) ∩Hom(La ⊗ Lc, Lb)⊕ Z2(L;L) ∩ Hom(Lb ⊗ Lc, La)
= H1 ⊕H2 ⊕H3 ⊕H4 ⊕H5 ⊕H6 ⊕H7 ⊕H8 ⊕H9 ⊕H10
3. Dimension of Z2(L;L) with β1 as commutation factor
As Z2(L;L) = H1 ⊕H2 ⊕H3 ⊕ H4 ⊕ H5 ⊕H6 ⊕H7 ⊕H8 ⊕H9 ⊕H10 then it
will be enough calculate the dimensions of such subspaces.
We can decompose ϕ ∈ Z2(L;L) as ϕ = h1 + h2 + h3 + h4 + h5 + h6 + h7 +
h8 + h9 + h10 with hi ∈ Hi. Thus, the condition that h1 ∈ Hom(Le ∧ Le, Le) has
to verify to be a cocycle is exactly (for more details see [13])
(1) [Xi, h1(Xj , Xk)]− [Xj , h1(Xi, Xk)] + [Xk, h1(Xi, Xj)]− h1([Xi, Xj], Xk)+
h1([Xi, Xk], Xj) + h1(Xi, [Xj , Xk]) = 0
and also X0 /∈ Im h1 (analogously X0 /∈ Im h5, X0 /∈ Im h6 and X0 /∈ Im h7).
But taking into account the expression of L, the above equation can be simpliﬁed
to
(1) [X0, h1(Xj , Xk)]− h1(Xj+1, Xk)− h1(Xj , Xk+1) = 0
Similarly, we obtain the following ﬁnal equations for the remaining hi ∈ Hi:
8 R.M. NAVARRO
(2) [X0, h2(Xj , Yk)]− h2(Xj+1, Yk)− h2(Xj , Yk+1) = 0
(3) [X0, h3(Xj , Zk)]− h3(Xj+1, Zk)− h3(Xj , Zk+1) = 0
(4) [X0, h4(Xj ,Wk)]− h4(Xj+1,Wk)− h4(Xj ,Wk+1) = 0
(5) [X0, h5(Yj , Yk)]− h5(Yj+1, Yk)− h5(Yj , Yk+1) = 0
(6) [X0, h6(Zj , Zk)]− h6(Zj+1, Zk)− h6(Zj , Zk+1) = 0
(7) [X0, h7(Wj ,Wk)]− h7(Wj+1,Wk)− h7(Wj ,Wk+1) = 0
(8) [X0, h8(Yj , Zk)]− h8(Yj+1, Zk)− h8(Yj , Zk+1) = 0
(9) [X0, h9(Yj ,Wk)]− h9(Yj+1,Wk)− h9(Yj ,Wk+1) = 0
(10) [X0, h10(Zj ,Wk)]− h10(Zj+1,Wk)− h10(Zj ,Wk+1) = 0
In order to obtain the dimension of each subspace of cocycles Hi we will apply
the sl(2,C)-module Method [1]. Next we will start studying H1 = Z
2(L;L) ∩
Hom(Le ∧ Le, Le).
Recall the basics properties of the Lie algebra sl(2,C) and its ﬁnite-dimensional
modules, see e.g. [2], [9]:
sl(2,C) =< X−, H,X+ > with the commutation relations that follow:

[X+, X−] = H
[H,X+] = 2X+,
[H,X−] = −2X−.
If we consider V =< e1, . . . , en > as a n-dimensional sl(2,C)-module, then there
will be a unique structure of an irreducible sl(2,C)-module in V [2]:

X+ · ei = ei+1, 1 ≤ i ≤ n− 1,
X+ · en = 0,
H · ei = (−n+ 2i− 1)ei, 1 ≤ i ≤ n.
Note that en is the maximal vector of V and its weight (the highest weight of
V ) is equal to n− 1.
In general, if we considerW0,W1, . . . ,Wk sl(2,C)-modules, then the space Hom(⊗ki=1Wi,W0)
is too a sl(2,C)-module :
(ξ · ϕ)(x1, . . . , xk) = ξ · ϕ(x1, . . . , xk)−
i=k∑
i=1
ϕ(x1, . . . , ξ · xi, xi+1, . . . , xn)
with ξ ∈ sl(2,C) and ϕ ∈ Hom(⊗ki=1Wi,W0). For our study we will consider k = 2
and W0 =W1 =W2 = Ve, obtaining then
(ξ · ϕ)(x1, x2) = ξ · ϕ(x1, x2)− ϕ(ξ · x1, x2)− ϕ(x1, ξ · x2).
Thus, an element ϕ ∈ Hom(Ve⊗Ve, Ve) is said to be invariant or maximal vector
if X+ · ϕ = 0, that is
(3.1) X+ · ϕ(x1, x2)− ϕ(X+ · x1, x2)− ϕ(x1, X+ · x2) = 0, ∀x1, x2 ∈ Ve.
Next, we are going to consider the structure of irreducible sl(2,C)-module in
Ve =< X1, . . . , Xn >= Le/CX0 obtaining:{
X+ ·Xi = Xi+1, 1 ≤ i ≤ n− 1,
X+ ·Xn = 0,
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If we identify the multiplication of X+ and Xi in the sl(2,C)-module Ve =<
X1, . . . , Xn > with the bracket [X0, Xi] in Le, then the expressions (1) and (3.1)
are equivalent. Thus, any skew-symmetric bilinear map ϕ, ϕ : Ve ∧ Ve −→ Ve will
be an element of the space of cocycles H1 if and only if ϕ is a maximal vector
of the sl(2,C)-module Hom(Ve ∧ Ve, Ve), with Ve =< X1, . . . , Xn >. But as each
irreducible sl(2,C)-module has (up to nonzero scalar multiples) a unique maximal
vector, then the dimension of the space of cocycles H1 is equal to the number
of summands of any decomposition of Hom(Ve ∧ Ve, Ve) into the direct sum of
irreducible sl(2,C)-modules.
Thanks to the symmetric structure of the weights, instead of to sum the maximal
vectors it is possible, and easier, to sum the vectors of weight 0 or 1.
At this point, we are going to apply this sl(2,C)-module method for to obtain
the dimension of the space of cocycles H1.
We will consider a natural basis B of Hom(Ve ∧ Ve, Ve):
ϕsi,j(Xk, Xl) =
{
Xs if (i, j) = (k, l)
0 in all other cases
where 1 ≤ i, j, k, l, s ≤ n, with i 6= j and ϕsi,j = −ϕ
s
j,i. So it is enough to ﬁnd the
basis vectors ϕsi,j with weight 0 or 1. The weight of an element ϕ
s
i,j is n+2(s− i−
j) + 1, that is
(H · ϕsi,j)(Xi, Xj) = H · ϕ
s
i,j(Xi, Xj)− ϕ
s
i,j(H ·Xi, Xj)− ϕ
s
i,j(Xi, H ·Xj)
= H ·Xs − ϕsi,j((−n− 1 + 2i)Xi, Xj)− ϕ
s
i,j(Xi, (−n− 1 + 2j)Xj)
= (−n− 1 + 2s)Xs − (−n− 1 + 2i)Xs − (−n− 1 + 2j)Xs
= [n+ 2(s− i− j) + 1]Xs
Thus, if n is even we will ﬁnd the elements ϕsi,j with weight 1 and if n is odd we
will ﬁnd those of them with weight 0 (note that if n is even then λ(ϕ) is odd, and
if n is odd then λ(ϕ) is even).
We can consider three times the sequence that corresponds with the weights of
Ve =< X1, X2, . . . , Xn−1, Xn > i.e. −n + 1,−n + 3, . . . , n − 3, n − 1. Then, we
have to count the number of all possibilities to obtain 1 (if n is even) or 0 (if n is
odd). Note that λ(ϕsi,j) = λ(Xs)−λ(Xi)−λ(Xj), where λ(Xs) belongs to the last
sequence, and λ(Xi), λ(Xj) belong to the ﬁrst and second sequences respectively.
Taking into account the skew-symmetry of ϕsi,j , that is ϕ
s
i,j = −ϕ
s
j,i and i 6= j we
obtain the following theorem:
Theorem 1. Let Z2(L;L) be the 2-cocycles Z2e (L
n,m,p,t;Ln,m,p,t) that vanish on
the characteristic vector X0. Then, if H1 = Z
2(L;L) ∩ Hom(Le ∧ Le, Le) we have
that
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dim H1 =


n(3n− 2)
8
if n is even
3n2 − 4n+ 1
8
+ ⌊
n+ 1
4
⌋ if n is odd
Proof. It can be considered 4 cases where the reasoning is not very diﬃcult, i.e.
n ≡ i (mod 4), with 1 ≤ i ≤ 3. 
Similarly, we can apply the above method in order to calculate the dimension
of H2. Thus, if we consider the structure of sl(2,C)-module in Hom(Ve ⊗ Va, Va)
then we would have that an element ϕ ∈ Hom(Ve ⊗ Va, Va) is said to be invariant
or maximal vector if X+ · ϕ = 0, that is
(3.2) X+ · ϕ(x1, x2)− ϕ(X+ · x1, x2)− ϕ(x1, X+ · x2) = 0, ∀x1 ∈ Ve, ∀x2 ∈ Va.
In this case we are going to consider the structure of irreducible sl(2,C)-module
in Ve =< X1, . . . , Xn >= Le/CX0 and in Va =< Y1, . . . , Yn >= La, thus in
particular: 

X+ ·Xi = Xi+1, 1 ≤ i ≤ n− 1
X+ ·Xn = 0
X+ · Yj = Yj+1, 1 ≤ j ≤ m− 1
X+ · Ym = 0
We identify the multiplication of X+ and Xi in the sl(2,C)-module Ve =<
X1, . . . , Xn >, with the bracket product [X0, Xi] in Le. Analogously with X+ · Yj
and [X0, Yj ]. Thanks to these identiﬁcations, the expression to be a cocycle of H2:
(2) [X0, h2(Xj , Yk)]− h2(Xj+1, Yk)− h2(Xj , Yk+1) = 0
and 3.2 are equivalent, so any skew-symmetric bilinear map ϕ, ϕ : Ve ∧ Va −→ Va
will be an element of H2 if and only if ϕ is a maximal vector of the sl(2,C)-module
Hom (Ve ∧ Va, Va), with Ve =< X1, . . . , Xn > and Va = La. But, as each sl(2,C)-
module has (up to nonzero scalar multiples) a unique maximal vector, then the
dimension of H2 is equal to the number of summands of any decomposition of Hom
(Ve ∧ Va, Va) into direct sum of irreducible sl(2,C)-modules.
As each irreducible module contains either a unique (up to scalar multiples)
vector of weight 0 or a unique vector of weight 1, then we will sum them.
Next, we consider a natural basis of Hom(Ve ∧Va, Va) consisting of the following
maps where 1 ≤ s, j, l ≤ m and 1 ≤ i, k ≤ n:
ϕsi,j(Xk, Yl) =
{
Ys if (i, j) = (k, l)
0 in all other cases
It will be enough to ﬁnd the basis vectors ϕsi,j with weight 0 or 1. It is not
diﬃcult to see that the weight of an element ϕsi,j (with respect to H) is
λ(ϕsi,j) = λ(Ys)− λ(Xi)− λ(Yj) = n+ 2(s− i− j) + 1.
Thus, if n is even then λ(ϕ) is odd, and if n is odd then λ(ϕ) is even. So, if
n is even it will be suﬃcient to ﬁnd the elements ϕsi,j with weight 1 and if n is
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odd it will be suﬃcient to ﬁnd those with weight 0. To do that we consider the
three sequences that correspond with the weights of Ve =< X1, . . . , Xn >, Va =<
Y1, Y2, . . . , Ym > and Va =< Y1, Y2, . . . , Ym >, i.e.: −n+1,−n+3, . . . , n− 3, n− 1;
−m+ 1,−m+ 3, . . . ,m− 3,m− 1 and −m+ 1,−m+ 3, . . . ,m− 3,m− 1.
We shall have to count the number of all possibilities to obtain 1 (if n is even)
or 0 (if n is odd). Note that λ(ϕsi,j) = λ(Ys)− λ(Xi)− λ(Yj), where λ(Ys) belongs
to the last sequence, and λ(Xi), λ(Yj) belong to the ﬁrst and second sequences
respectively. Thus, we obtain the following theorem.
Theorem 2. Let Z2(L;L) be the 2-cocycles Z2e (L
n,m,p,t;Ln,m,p,t) that vanish on
the characteristic vector X0. Then, if H2 = Z
2(L;L) ∩ Hom(Le ∧ La, La) we have
dim H2 =


4nm− n2 + 1
4
if n is odd, n < 2m+ 1
4nm− n2
4
if n is even, n < 2m+ 1
m2 if n ≥ 2m+ 1
Proof. It can be considered 4 cases where the reasoning is not very diﬃcult, i.e.
n ≡ i (mod 4), with 1 ≤ i ≤ 3. 
Similarly to the previous reasoning we can obtain the equivalent result for H3
and H4 (see the dimensions in the Main Theorem 1).
Next, we are going to apply the sl(2,C)-module method in order to compute the
dimension of H5 = Z
2(L;L) ∩ Hom(S2La, Le).
Thus, we consider the structure of sl(2,C)-module in Hom(Va⊗Va, Ve) and then
we have that an element ϕ ∈ Hom(Va ⊗ Va, Ve) is said to be invariant or maximal
vector if X+ · ϕ = 0, that is
(3.3) X+ · ϕ(x1, x2)− ϕ(X+ · x1, x2)− ϕ(x1, X+ · x2) = 0, ∀x1, x2 ∈ Va.
On the other hand, a cocycle ϕ belongs to H5 it will be a symmetric bilinear
map ϕ, ϕ : S2La −→ Le, such that
(5) [X0, h5(Yj , Yk)]− h5(Yj+1, Yk)− h5(Yj , Yk+1) = 0
Then, we consider the structure of an irreducible sl(2,C)-module in Ve =<
X1, . . . , Xn >= Le/CX0 and in Va =< Y1, . . . , Yn >= La, thus in particular:

X+ ·Xi = Xi+1, 1 ≤ i ≤ n− 1
X+ ·Xn = 0
X+ · Yj = Yj+1, 1 ≤ j ≤ m− 1
X+ · Ym = 0
We identify the multiplication of X+ and Xi in the sl(2,C)-module Ve =<
X1, . . . , Xn >, with the bracket product [X0, Xi] in Le. Analogously with X+ · Yj
and [X0, Yj ]. Thanks to these identiﬁcations the equation (5) to be a cocycle
of H5 and the equation 3.3 are equivalent, so any symmetric bilinear map ϕ,
ϕ : S2Va −→ Ve will be an element of H5 if and only if ϕ is a maximal vector
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of the sl(2,C)-module Hom (S2Va, Ve), with Ve =< X1, . . . , Xn > and Va = La.
But as each sl(2,C)-module has (up to nonzero scalar multiples) a unique maxi-
mal vector, then the dimension of H5 is equal to the number of summands of any
decomposition of Hom (S2Va, Ve) into direct sum of irreducible sl(2,C)-modules.
As each irreducible module contains either a unique (up to scalar multiples)
vector of weight 0 or a unique vector of weight 1, then we we will sum them.
Next, we consider a natural basis of Hom(S2Va, Ve) consisting of the following
maps where 1 ≤ s ≤ n and 1 ≤ i, j, k, l ≤ m:
ϕsi,j(Yk, Yl) =
{
Xs if (i, j) = (k, l)
0 in all other cases
It will be enough to ﬁnd the basis vectors ϕsi,j with weight 0 or 1. It is not
diﬃcult to see that the weight of an element ϕsi,j is
λ(ϕsi,j) = λ(Xs)− λ(Yi)− λ(Yj) = 2m− n+ 2(s− i− j) + 1.
Remark 3.1. If n is even then λ(ϕ) is odd, and if n is odd then λ(ϕ) is even. So, if
n is even it will be suﬃcient to ﬁnd the elements ϕsi,j with weight 1 and if n is odd
it will be suﬃcient to ﬁnd those of them with weight 0.
In order to ﬁnd the elements with weight 0 or 1, we can consider the three se-
quences that correspond with the weights of Va =< Y1, Y2, . . . , Ym−1, Ym >, Va =<
Y1, Y2, . . . , Ym−1, Ym > and Ve =< X1, X2, . . . , Xn−1, Xn >, i.e.: −m + 1,−m +
3, . . . ,m−3,m−1;−m+1,−m+3, . . . ,m−3,m−1 and−n+1,−n+3, . . . , n−3, n−1.
We shall have to count the number of all possibilities to obtain 1 (if n is even)
or 0 (if n is odd). Note that λ(ϕsi,j) = λ(Xs)− λ(Yi)−λ(Yj), where λ(Xs) belongs
to the last sequence, and λ(Yi), λ(Yj) belong to the ﬁrst and second sequences
respectively. Taking into account the symmetry of ϕsi,j we obtain the following
theorem:
Theorem 5. If H5 = Z
2(L;L)∩Hom(S2La, Le), then we have the following values
for the dimension of H5
dimH5 =


m(m+ 1)
2
if n ≥ 2m− 1
1
8
(4mn− n2 + 2n+ 3) if n < 2m− 1, n ≡ 1(mod 4) and m odd, or
n ≡ 3(mod 4) and m even
1
8
(4mn− n2 + 2n− 1) if n < 2m− 1, n ≡ 3(mod 4) and m odd, or
n ≡ 1(mod 4) and m even
1
8
(4mn− n2 + 2n) if n < 2m− 1 and n even
Proof. It is convenient to distinguish the following six cases where the reasoning
for each case is not hard:
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(1). n ≥ 2m− 1
(2). n ≤ 2m− 1, n even.
(3). n ≤ 2m− 1, n ≡ 1 (mod 4), m odd.
(4). n ≤ 2m− 1, n ≡ 3 (mod 4), m even.
(5). n ≤ 2m− 1, n ≡ 1 (mod 4), m even.
(6). n ≤ 2m− 1, n ≡ 3 (mod 4), m odd.

Similarly to the previous reasoning we can obtain the equivalent result for
H6, H7, H8, H9 and H19 (see the dimensions in the Main Theorem 1).
Main Theorem 1. Let Ln,m,p,t = L be the model filiform (Z2 × Z2, β1)-color Lie
superalgebra. Let Z2(L;L) be the 2-cocycles Z2e (L;L) that vanish on the character-
istic vector X0. Then, dim(Z
2(L;L)) =
∑10
i=1 dimHi with
dim H1 =


n(3n− 2)
8
if n is even
3n2 − 4n+ 1
8
+ ⌊
n+ 1
4
⌋ if n is odd
dim H2 =


4nm− n2 + 1
4
if n is odd, n < 2m+ 1
4nm− n2
4
if n is even, n < 2m+ 1
m2 if n ≥ 2m+ 1
dim H3 =


4np− n2 + 1
4
if n is odd, n < 2p+ 1
4np− n2
4
if n is even, n < 2p+ 1
p2 if n ≥ 2p+ 1
dim H4 =


4nt− n2 + 1
4
if n is odd, n < 2t+ 1
4nt− n2
4
if n is even, n < 2t+ 1
t2 if n ≥ 2t+ 1
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dimH5 =


m(m+ 1)
2
if n ≥ 2m− 1
1
8
(4mn− n2 + 2n+ 3) if n < 2m− 1, n ≡ 1(mod 4) and m odd, or
n ≡ 3(mod 4) and m even
1
8
(4mn− n2 + 2n− 1) if n < 2m− 1, n ≡ 3(mod 4) and m odd, or
n ≡ 1(mod 4) and m even
1
8
(4mn− n2 + 2n) if n < 2m− 1 and n even
dimH6 =


p(p+ 1)
2
if n ≥ 2p− 1
1
8
(4pn− n2 + 2n+ 3) if n < 2p− 1, n ≡ 1(mod 4) and p odd, or
n ≡ 3(mod 4) and p even
1
8
(4pn− n2 + 2n− 1) if n < 2p− 1, n ≡ 3(mod 4) and p odd, or
n ≡ 1(mod 4) and p even
1
8
(4pn− n2 + 2n) if n < 2p− 1 and n even
dimH7 =


t(t− 1)
2
if n ≥ 2t− 1
1
8
(4tn− n2 − 2n− 1) if n < 2t− 1, n ≡ 1(mod 4) and t odd, or
n ≡ 3(mod 4) and t even
1
8
(4tn− n2 − 2n+ 3) if n < 2t− 1, n ≡ 3(mod 4) and t odd, or
n ≡ 1(mod 4) and t even
1
8
(4tn− n2 − 2n) if n < 2t− 1 and n even
(1). If m+ p− t is even
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dimH8 =


mt if p ≥ m+ t
tp− 1 if p < m+ t, p = m− t+ 2
tp if p < m+ t, p < m− t+ 2
1
4
(−m2 − t2 − p2 + 2tp+ 2mt+ 2mp) if p < m+ t, p > m− t+ 2,
p ≥ t−m+ 2
mp if p < m+ t, p > m− t+ 2,
p < t−m+ 2
(2). If m+ p− t is odd
dimH8 =


mt if p ≥ m+ t− 1
tp if p < m+ t− 1, p ≤ m− t+ 1
1
4
(−m2 − t2 − p2 + 2tp+ 2mt+ 2mp+ 1) if p < m+ t− 1, p > m− t+ 1,
p ≥ t−m+ 1
mp if p < m+ t− 1, p > m− t+ 1,
p < t−m+ 1
(1). If m+ t− p is even
dimH9 =


mp if t ≥ m+ p
tp− 1 if t < m+ p, t = m− p+ 2
tp if t < m+ p, t < m− p+ 2
1
4
(−m2 − t2 − p2 + 2tp+ 2mt+ 2mp) if t < m+ p, t > m− p+ 2,
t ≥ p−m+ 2
mt if t < m+ p, t > m− p+ 2,
t < p−m+ 2
(2). If m+ t− p is odd
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dimH9 =


mp if t ≥ m+ p− 1
tp if t < m+ p− 1, t ≤ m− p+ 1
1
4
(−m2 − t2 − p2 + 2tp+ 2mt+ 2mp+ 1) if t < m+ p− 1, t > m− p+ 1,
t ≥ p−m+ 1
mt if t < m+ p− 1, t > m− p+ 1,
t < p−m+ 1
(1). If t+ p−m is even
dimH10 =


mt if p ≥ m+ t
mp− 1 if p < m+ t, p = t−m+ 2
mp if p < m+ t, p < t−m+ 2
1
4
(−m2 − t2 − p2 + 2tp+ 2mt+ 2mp) if p < m+ t, p > t−m+ 2,
p ≥ m− t+ 2
tp if p < m+ t, p > t−m+ 2,
p < m− t+ 2
(2). If t+ p−m is odd
dimH10 =


mt if p ≥ m+ t− 1
mp if p < m+ t− 1, p ≤ t−m+ 1
1
4
(−m2 − t2 − p2 + 2tp+ 2mt+ 2mp+ 1) if p < m+ t− 1, p > t−m+ 1,
p ≥ m− t+ 1
tp if p < m+ t− 1, p > t−m+ 1,
p < m− t+ 1
4. Computing a basis of Z2(L;L) ∩ Hom(S2La, Le)
In this section we are going to develop a method that permit us to compute a
basis of H5 = Z
2(L;L)∩Hom(S2La, Le) in each case, and with β1 as commutation
factor. We will consider the subspace H5 because of it is completely composed by
linearly integrable cocycles (it is not diﬃcult to see that h5 ◦ h5 = 0). Thus, if
we have h5 ∈ H5 and Ln,m,p,t is the model ﬁliform color Lie superalgebra, then
Ln,m,p,t + h5 will be too a ﬁliform color Lie superalgebra.
Recall the weight of an element ϕsi,j , ϕ
s
i,j ∈ Hom(S
2Va, Ve), deﬁned by
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ϕsi,j(Yk, Yl) =
{
Xs if (i, j) = (k, l)
0 in all other cases
with 1 ≤ s ≤ n and 1 ≤ i, j, k, l ≤ m. Then the weight λ(ϕsi,j) is
λ(ϕsi,j) = λ(Xs)− λ(Yi)− λ(Yj) = 2m− n+ 2(s− i− j) + 1.
We are going to introduce a simpler weight, it corresponds to the action of the
diagonalizable derivation d, d ∈ DerLn,m,p,t, deﬁned by:
d(X0) = X0, d(Xi) = iXi, d(Yj) = jYj , d(Zk) = kZk, d(Ws) = sWs;
with 1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ k ≤ p, 1 ≤ s ≤ t.
This weight will be denoted by p(ϕ). We have that
p(ϕsi,j) = s− i− j.
We have the following relationships between the two weights:
λ(ϕ) = 2p(ϕ) + 2m− n+ 1,
p(ϕ) = 12 (λ(ϕ) − 2m+ n− 1).
Let ϕ be an element of H5, with weight λ(ϕ). As ϕ is a maximal vector of the
sl(2,C)-module Hom(S2Va, Ve), its weight λ(ϕ) is always a nonnegative integer,
λ(ϕ) ≥ 0.
On the other hand, p(ϕ) is always less or equal than n − 2, p(ϕ) ≤ n − 2. In
fact, ϕn1,1 is an element with maximal weight p(ϕ), p(ϕ
n
1,1) = n − 2. So, we have
the following estimates for p(ϕ):
(4.1)
n− 2m− 1
2
≤ p(ϕ) ≤ n− 2.
In order to get a basis of H5 it is enough to obtain the basis for each subspace
H5(p) of H5, spanned by all the elements with weight p such that p satisﬁes (4.1).
Let ψk,s be an element of Hom(S
2Va, Ve) with weight p, p(ψk,s) = s − 2k, and
deﬁned by
ψk,s(Yi, Yi) =
{
Xs if i = k
0 in the other case
with 1 ≤ s ≤ n, 1 ≤ k ≤ m and satisfying the equations
(4.2) [X0, ψk,s(Yi, Yj)]−ψk,s(Yi+1, Yj)−ψk,s(Yi, Yj+1) = 0,with 1 ≤ i, j ≤ m− 1.
We observe that ψk,s is not always a cocycle of H5. In particular, ψk,s will be a
cocycle of H5 if and only if it satisﬁes the equations
[X0, ψk,s(Yi, Ym)]− ψk,s(Yi+1, Ym) = 0, with 1 ≤ i ≤ m.
By induction the following formula for ψk,s can be proved:
ψk,s(Yi, Yj) = (−1)
k−iC
k−i
j−kXi+j+s−2k
with 1 ≤ i < j ≤ m, k ≤ i+j2 and to simplify the expressions we have denoted by
C
k−i
j−k the expression C
k−i
j−k −
1
2C
k−i
j−k−1. We suppose that C
q
t = 0 if q < 0 or t < 0 or
q > t, and C00 = C
0
t = 1 with t > 0. In the remaining cases we have C
q
t =
t!
q!(t−q)! .
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Proposition 4.1. The symmetric bilinear map ψk,s defined by the formula
ψk,s(Yi, Yj) = (−1)
k−iC
k−i
j−kXi+j+s−2k , 1 ≤ i, j ≤ m
is a cocycle of H5 iff
p(ψk,s) = s− 2k ≥ n−m− 1.
Proof. We only have to check whether ψk,s satisﬁes or not the equations
[X0, ψk,s(Yi, Ym)] = ψk,s(Yi+1, Ym), with 1 ≤ i ≤ m.
If p(ψk,s) = n−m− 1, then
ψk,s(Y1, Ym) = (−1)
k−1C
k−1
m−kXn
and ψk,s(Y2, Ym) = · · · = ψk,s(Ym, Ym) = 0 which clearly satisfy the above equa-
tions. If p(ψk,s) > n−m− 1, then ψk,s(Y1, Ym) = · · · = ψk,s(Ym, Ym) = 0 and also
satisﬁes the cocycle equations of H5.
If p(ψk,s) < n−m− 1, then
ψk,s(Y1, Ym) = (−1)
k−1C
k−1
m−kXt
with t < n. If we apply the cocycle equations we have
[X0, ψk,s(Y1, Ym)] = ψk,s(Y2, Ym) = (−1)
k−2C
k−2
m−kXt+1,
but
[X0, ψk,s(Y1, Ym)] = [X0, (−1)
k−1C
k−1
m−kXt] = (−1)
k−1C
k−1
m−kXt+1
and then
Ck−2m−k −
1
2
Ck−2m−k−1 = −C
k−1
m−k +
1
2
Ck−1m−k−1,
which is a contradiction. 
Proposition 4.2. Let ψ ∈ H5 be a cocycle with weight p = p(ψ) ≤ n − m − 2.
Then
ψ =
∑
s−2k=p
akψk,s
for some numbers ak.
Proof. Let ψ ∈ H5 a cocycle with weight p. Then ψ(Yi, Yi) = aiX2i+p. We are
going to consider the diﬀerence Ψ = ψ −
∑
s−2k=p
akψk,s.
It is easy to check that Ψ is a symmetric bilinear map such that Ψ(Y1, Y1) =
Ψ(Y2, Y2) = · · · = Ψ(Ym, Ym) = 0.
In fact, as ψk,s satisﬁes the equations (4.2) Ψ satisﬁes them too, which implies
that Ψ vanishes. That is, if we ﬁx i with 1 ≤ i ≤ m− 1, we can prove by induction
that Ψ(Yi, Yi+k) = 0, for all k ≥ 0: We suppose that the relation is true up to k,
thanks to (4.2), for k + 1 we have
[X0,Ψ(Yi, Yi+k)] = 0 = Ψ(Yi+1, Y(i+1)+(k−1)) + Ψ(Yi, Yi+k+1) = 0 + Ψ(Yi, Yi+k+1)
which proves the result.
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Proposition 4.3. Let ψ be a non-zero cocycle of weight p = p(ψ) ≤ n−m− 2
ψ =
∑
s−2k=p
akψk,s.
Then p ≥ n− 2m.
Proof. Let ψ =
∑
s−2k=p akψk,s be a cocycle with p < n − 2m. If ψ is non-zero,
then there exists i such that ai 6= 0, and thus ψ(Yi, Yi) = aiX2i+p 6= 0. As ψ is a
cocycle it can be seen that
(adX0)
2(m−i)(ψ(Yi, Yi)) = αψ(Ym, Ym)
Then 0 6= aiXm+2p = αψ(Ym, Ym). Thus ψ(Ym, Ym) = amXm+2p with am 6= 0
and m + 2p < n, so [X0, ψ(Ym, Ym)] = amXm+2p+1 6= 0 which is a contradiction
with the equations that veriﬁes for being a cocycle:
[X0, ψ(Ym, Ym)] = ψ([X0, Ym], Ym) + ψ(Ym, [X0, Ym]) = 0.

Proposition 4.4. Let ψ be a cocycle of H5
ψ =
∑
s−2k=p
akψk,s
with max
{
n−2m−1
2 , n− 2m
}
≤ p ≤ n−m− 2. Then ψ is a cocycle iff
(adX0)
r−1(ψ(Y1, Ym)) = · · · = (adX0)(ψ(Yr−1, Ym)) = ψ(Yr, Ym)
with r = n−m− p.
Proof. As each ψk,s satisﬁes the equations (4.2), ψ satisﬁes them, too. Thus, we
have that ψ will be a cocycle of H5 iﬀ ψ satisﬁes the equations
[X0, ψ(Yi, Ym)]− ψ(Yi+1, Ym) = 0, with 1 ≤ i ≤ m
which proves the result. 
The above proposition give us a method to construct all the cocycles with weight
p, max
{
n−2m−1
2 , n− 2m
}
≤ p ≤ n−m− 2, and together with Proposition 4.1 the
complete description of H5 can be obtained. An explicit description of H5 with
n ≥ 2m− 1 will be done in the following section.
5. Basis of H5 for n ≥ 2m− 1
In this section we are going to apply the method described in the above section
in order to construct an explicit basis of H5. In particular, we shall give a basis of
H5 in the case with more cocycles:
m(m+1)
2 with n ≥ 2m− 1 (see Main Theorem
1).
Main Theorem 2. A basis of the space of cocycles Z2(L;L) ∩ Hom(S2La, Le),
with n ≥ 2m− 1, will be given by the following cocycles
• For each p such that n−m− 1 ≤ p ≤ n− 2, there are ⌊n−p2 ⌋ cocycles of weight
p in the basis, that is
ψ1,p+2, ψ2,p+4, . . . , ψ⌊n−p
2
⌋,p+2⌊n−p
2
⌋ .
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• p = n− 2m, there is only one cocycle of weight p in the basis, that is
ψm,n = a1ψ1,n−2m+2 + a2ψ2,n−2m+4 + · · ·+ am−1ψm−1,n−2 + ψm,n
with
ai = 2 +
m−i∑
q=2
2q

q−1∏
k=1
m−i−1−
∑k−1
t=1 jt∑
jk=1
(−1)jk+1C
jk
m−i−
∑
k
t=1
jt

 , 1 ≤ i ≤ m− 1
• For each p such that n− 2m < p ≤ n−m− 2, there are l − r + 1 = ⌊n−p2 ⌋ −
(n−m− p) + 1 cocycles of weight p in the basis, that is
ψr,p+2r = a1ψ1,p+2 + a2ψ2,p+4 + · · ·+ ar−1ψr−1,p+2(r−1) + ψr,p+2r
and
ψh,p+2h = a
h
1ψ1,p+2 + a
h
2ψ2,p+4 + · · ·+ a
h
r−1ψr−1,p+2(r−1) + ψh,p+2h
for r < h ≤ l, 1 ≤ i ≤ r − 1, with
ai = 1 + 2(−1)r−i+1C
r−i
m−r +
r−i∑
q=2
2q−1

q−1∏
k=1
r−i−1−
∑k−1
t=1 jt∑
jk=1
(−1)jk+1C
jk
m−i−
∑
k
t=1 jt

+
+
r−i∑
q=2
2q(−1)r−i+q

q−1∏
k=1
r−i−1−
∑k−1
t=1 jt∑
jk=1
C
jk
m−i−
∑
k
t=1 jt

(Cr−i−∑q−1t=1 jtm−r
)
and
ahi = 2(−1)
h−rC
h−r
m−h + (−1)
h−rC
h−r
m−h
r−i∑
q=2
2q

q−1∏
k=1
r−i−1−
∑k−1
t=1 jt∑
jk=1
(−1)jk+1C
jk
m−i−
∑
k
t=1
jt

+
2(−1)h−i+1C
h−i
m−h +
r−i∑
q=2
2q(−1)h−i+q

q−1∏
k=1
r−i−1−
∑k−1
t=1 jt∑
jk=1
C
jk
m−i−
∑
k
t=1 jt

(Ch−i−∑q−1t=1 jtm−h
)
Proof. Thanks to the condition n ≥ 2m − 1, the weight p can only be contained
in the interval −1 ≤ p ≤ n − 2. As Proposition 4.1 give us the description of the
cocycles with p ≥ n −m − 1, it remains to describe a basis of the cocycles of H5
such that:
n− 2m ≤ p ≤ n−m− 2.
If we ﬁx p satisfying n − 2m ≤ p ≤ n − m − 2, then all the mappings ψk,s with
weight p will be
ψ1,p+2, ψ2,p+4, . . . , ψl,p+2l
with l = ⌊n−p2 ⌋. In fact, as p ≥ n−2m, then l = ⌊
n−p
2 ⌋ ≤ m and min
(
⌊n−p2 ⌋,m
)
=
⌊n−p2 ⌋. Let ψ be
ψ = a1ψ1,p+2 + a2ψ2,p+4 + · · ·+ alψl,p+2l.
Recall that to simplify the expressions, we denote by C
k
j the expression C
k
j −
1
2C
k
j−1.
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Proposition 4.4 gives us r − 1 = n−m− p− 1 linear equations in a1, . . . , al:
(adX0)
i(ψ(Yr−i, Ym)) = ψ(Yr , Ym), 1 ≤ i ≤ r − 1.
That is, if p > n− 2m the resulting system is
1
2
a1 − a2C
1
m−2 + a3C
2
m−3 + · · ·+ al(−1)
l−1C
l−1
m−l =
1
2
ar + · · ·+ al(−1)
l−rC
l−r
m−l
1
2
a2 − a3C
1
m−3 + · · ·+ al(−1)
l−2C
l−2
m−l =
1
2
ar + · · ·+ al(−1)
l−rC
l−r
m−l
...
...
...
1
2
ar−1 + · · ·+ al(−1)
l−r+1C
l−r+1
m−l =
1
2
ar + · · ·+ al(−1)
l−rC
l−r
m−l,
and if p = n − 2m, then r = m, and thus the coeﬃcient of ar = am will be 1
instead of 12 . In this case the resulting system in a1, . . . , am−1 can be expressed by
the following matrix


1
2
−C
1
m−2 C
2
m−3 · · · (−1)
m−2C
m−2
1 1
0 1
2
−C
1
m−3 · · · (−1)
m−3C
m−3
1 1
...
...
...
...
...
...
0 0 0 · · · 1
2
1


The basis of the set of solutions of this last system can be obtained by induction
in the following way am−1 = 2; am−2 = 2 + 2C
1
1(am−1);
am−3 = 2 + 2C
1
2(am−2)− 2C
2
1(am−1)..., that is
ai = 2 + 2
m−i−1∑
j=1
(−1)j+1C
j
m−i−j(ai+j), i = m− 1,m− 2, . . . , 1.
The recursion formula is easy to apply for speciﬁc values of m and n. Developing
the recursion formula we obtain an explicit expression for ai:
ai = 2 +
m−i∑
q=2
2q

q−1∏
k=1
m−i−1−
∑k−1
t=1 jt∑
jk=1
(−1)jk+1C
jk
m−i−
∑
k
t=1
jt

 , 1 ≤ i ≤ m− 1
For these values of ai we obtain the following cocycle that corresponds to the
value 1 of the coeﬃcient of ψm,n. Thus, we shall call it ψm,n
ψm,n = a1ψ1,n−2m+2 + a2ψ2,n−2m+4 + · · ·+ am−1ψm−1,n−2 + ψm,n.
In the case p > n− 2m the system admits l− r+1 = ⌊n−p2 ⌋−n+m+p+1 linearly
independent solutions that correspond to the following possibilities for the vector
(ar, ar+1, . . . , al):
(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)
• If (ar, ar+1, . . . , al) = (1, 0, . . . , 0), the resulting system in a1, . . . , ar−1 is given
by the matrix
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

1
2
−C
1
m−2 C
2
m−3 · · · (−1)
r−2C
r−2
m−r+1
1
2
+ (−1)rC
r−1
m−r
0 1
2
−C
1
m−3 · · · (−1)
r−3C
r−3
m−r+1
1
2
+ (−1)r−1C
r−2
m−r
...
...
...
...
...
...
0 0 0 · · · 1
2
1
2
+ C
1
m−r


whose solution basis can be obtained by induction in the following way:
ar−1 = 1 + 2C
1
m−r; ar−2 = 1− 2C
2
m−r + 2C
1
m−r+1(ar−1)..., that is
ai = 1+ 2(−1)
r−i+1C
r−i
m−r + 2
r−i−1∑
j=1
(−1)j+1C
j
m−i−j(ai+j), i = r − 1, r− 2, . . . , 1.
Developing the recursion formula we obtain the explicit expression for ai (enunci-
ated in the Theorem) with 1 ≤ i ≤ r−1. Hence for these values of ai (1 ≤ i ≤ r−1)
and ar = 1, ar+1 = · · · = al = 0, we obtain the cocycle ψr,p+2r given by
ψr,p+2r = a1ψ1,p+2 + a2ψ2,p+4 + · · ·+ ar−1ψr−1,p+2(r−1) + ψr,p+2r.
• In the remaining cases, it can be seen that for each h, r+1 ≤ h ≤ l, such that
ah = 1 and ak = 0 with r ≤ k ≤ l and k 6= h, we obtain the cocycle ψh,p+2h,
ψh,p+2h = a
h
1ψ1,p+2 + a
h
2ψ2,p+4 + · · ·+ a
h
r−1ψr−1,p+2(r−1) + ψh,p+2h
for 1 ≤ i ≤ r − 1, and with ahi as in the enunciated of the Theorem.
Thus, for each p all the cocycles described above, and so all the cocycles described
in the theorem, are linearly independent. It remains to count them.
In the case n − m − 1 ≤ p ≤ n − 2 the cocycles obtained are all of the form
ψk,s (see Proposition 4.1). In particular there are ⌊
n−p
2 ⌋ cocycles for each p, thus
in total for this case we have
n−2∑
p=n−m−1
⌊
n− p
2
⌋ =


m2 + 2m
4
if m is even
m2 + 2m+ 1
4
if m is odd
In the case n− 2m ≤ p ≤ n−m− 2, we have
n−m−2∑
p=n−2m
⌊
n− p
2
⌋ − n+m+ p+ 1 =


m2
4
if m is even
m2 − 1
4
if m is odd
If we sum, we obtain in total m(m+1)2 cocycles of Z
2(L;L)∩Hom(S2La, Le) that are
linearly independent. As the dimension of the space is m(m+1)2 the proof is ﬁnished.

Corollary. For each ψ of the theorem above , with n ≥ 2m − 1, we will
have that
Ln,m,p,t + ψ
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is a filiform (Z2 × Z2, β1)-color Lie superalgebra
6. Basis of H5 for n < 2m− 1
Now, for n < 2m − 1 the construction of a cocycle basis is more complicated.
In these cases p can be less than −1, for example if p = −2 there are not ⌊n−p2 ⌋
mappings ψk,s with weight p because of ψ1,−2+2 does not exist. Thus, in general,
for each p the mappings ψk,s with weight p there will be ψl,p+2l with 1 ≤ p+2l ≤ n,
that is
ψl,p+2l, with max
{
1, ⌈ 1−p2 ⌉
}
≤ l ≤ ⌊n−p2 ⌋
So, for n < 2m− 1 we have that max
{
n−2m−1
2 , n− 2m
}
= n−2m−12 and thus it
can be considered in two cases:
Lemma 6.1. Let n and m be such that n < 2m − 1, and C =
⋃
p Cp, where Cp
represents the set of cocycles of weight p. To obtain basis cocycles of Cp we will
have firstly to distinguish two cases:
• Case 1. If p verifies n −m− 1 ≤ p ≤ n − 2. For each one of these p we
obtain ⌊n−p2 ⌋−max
{
1, ⌈ 1−p2 ⌉
}
+1 cocycles of weight p in the basis, that is
ψl,p+2l, with max
{
1, ⌈ 1−p2 ⌉
}
≤ l ≤ ⌊n−p2 ⌋
• Case 2. If p verifies ⌈n−2m−12 ⌉ ≤ p ≤ n−m− 2. For each one of these p
we obtained ⌊n−p2 ⌋−max
{
1, ⌈ 1−p2 ⌉
}
+1− (n−m−1−p) cocycles of weight
p in the basis. ⌊n−p2 ⌋ − max
{
1, ⌈ 1−p2 ⌉
}
+ 1 corresponds to the number of
mappings ψk,s with weight p, and n−m− 1− p corresponds to the number
of equations that a linear combination ψ =
∑
s−2k=p akψk,s has to satisfy
to be a cocycle:
(adX0)
r−1(ψ(Y1, Ym) = . . . (adX0)(ψ(Yr−1, Ym)) = ψ(Yr, Ym)
with r = n−m− p.
This last case can be subdivided into 4 subcases depending on the possibilities of
n and m:
• Case 2.1 If n is even. In this case the interval for p is n−2m2 ≤ p ≤
n−m− 2.
• Case 2.2 If n ≡ 1(mod 4) and m is even. In this case the interval for p is
n−2m+1
2 ≤ p ≤ n−m− 2.
• Case 2.3 If n ≡ 3(mod 4) and m is odd. The interval for p is n−2m+12 ≤
p ≤ n−m− 2.
• Case 2.4 If n ≡ 1(mod 4) and m is odd. The interval for p is n−2m−12 ≤
p ≤ n−m− 2.
• Case 2.5 If n ≡ 3(mod 4) and m is even. The interval for p is n−2m−12 ≤
p ≤ n−m− 2.
Proof. If n ≡ 1(mod 4) and m is even, although ⌈n−2m−12 ⌉ =
n−2m−1
2 this is not
the correct lower bound for p because if p = n−2m−12 then the number of cocycles
with this weight will be 0. In fact, if we put n = 4k + 1 and m = 2k′ then
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⌊n−p2 ⌋ − ⌈
1−p
2 ⌉+ 1− (n−m− 1− p) =
(k′ + k)− (k′ − k + 1) + 1− (4k + 1− 2k′ − 1− 2(k − k′)) = 0
So, in this case the interval for p is n−2m+12 ≤ p ≤ n−m− 2.
If n ≡ 3(mod 4) and m is odd, as in the preceding case, ⌈n−2m−12 ⌉ =
n−2m−1
2 is
not the correct lower bound for p because the number of cocycles with this weight
is 0. Then, the interval for p is n−2m+12 ≤ p ≤ n−m− 2. 
Next we are going to particularize for even n. We know that the dimension of
the cocycles is 18 (4mn−n
2+2n), thus the problem now is how to ﬁnd such a basis.
Proposition 6.2. A basis of Cp with n−m− 1 ≤ p ≤ n− 2 for the dimensions
• n = 2k with ⌈m2 ⌉ ≤ k ≤ m− 1 will be given by the following cocycles
ψl,p+2l, with 1 ≤ l ≤ ⌊
n−p
2 ⌋
• n = 2k with 1 ≤ k ≤ ⌈m2 ⌉ − 1 will be given by the following cocycles
ψl,p+2l, with ⌈
1−p
2 ⌉ ≤ l ≤ ⌊
n−p
2 ⌋
Proof. In general (as we have said in Case 1.), for each p such that n −m − 1 ≤
p ≤ n− 2 we obtain ⌊n−p2 ⌋ −max
{
1, ⌈ 1−p2 ⌉
}
+ 1 cocycles of weight p in the basis,
that is
ψl,p+2l, with max
{
1, ⌈ 1−p2 ⌉
}
≤ l ≤ ⌊n−p2 ⌋
In our case n = 2k with ⌈m2 ⌉ ≤ k ≤ m− 1 we have that
⌈ 1−p2 ⌉ ≤ ⌈
1−2k+m+1
2 ⌉ ≤ ⌈1 +
m
2 − ⌈
m
2 ⌉⌉ = 1
If k is such that 1 ≤ k ≤ ⌈m2 ⌉−1, then as n−m−1 ≤ p ≤ −2 and n = 2k we have
that 2k −m − 1 ≤ p ≤ −2. So ⌈ 1−p2 ⌉ ≥ ⌈
1+2
2 ⌉ = 2 and max
{
1, ⌈ 1−p2 ⌉
}
= ⌈ 1−p2 ⌉
which concludes the proof. 
Proposition 6.3. A basis of Cp with −1 ≤ p ≤ n− 2 for the dimensions n = 2k
with 1 ≤ k ≤ ⌈m2 ⌉ − 1 will be given by the following cocycles
ψl,p+2l, with 1 ≤ l ≤ ⌊
n−p
2 ⌋
Proof. As −1 ≤ p, then ⌈ 1−p2 ⌉ ≤ 1. So, max
{
1, ⌈ 1−p2 ⌉
}
= 1. 
Proposition 6.4. The dimension of the space of cocycles
n−2⋃
p=n−m−1
Cp with n = 2k,
1 ≤ k ≤ m− 1, is as follows:
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

m2 + 2m
4
if m is even and ⌈m2 ⌉ ≤ k ≤ m− 1
m2 + 2m+ 1
4
if m is odd and ⌈m2 ⌉ ≤ k ≤ m− 1
2n+ 2nm− n2
4
if 1 ≤ k ≤ ⌈m2 ⌉ − 1
Proof. If ⌈m2 ⌉ ≤ k ≤ m − 1, there are ⌊
n−p
2 ⌋ cocycles for each p, thus in total for
this case we have
n−2∑
p=n−m−1
⌊
n− p
2
⌋ =


m2 + 2m
4
if m is even
m2 + 2m+ 1
4
if m is odd
If 1 ≤ k ≤ ⌈m2 ⌉ − 1, then we are going to do separately the cases, when m is even
and m is odd. When m is even the number of cocycles can be resumed as follows
n−2∑
p=n−m−1
⌊
n− p
2
⌋−2[1+2+· · ·+(
m
2
−k)] =
m2 + 2m
4
−2[1+2+· · ·+
m− n
2
] =
2mn− n2 + 2n
4
And for an odd m we have that
n−2∑
p=n−m−1
⌊
n− p
2
⌋ − (⌈
m
2
⌉ − k)− 2[1 + 2 + · · ·+ (⌈
m
2
⌉ − k − 1)] =
m2 + 2m+ 1
4
− (
m+ 1− n
2
)− [(
m− n− 1
2
)(
m− n+ 1
2
)] =
2mn− n2 + 2n
4

Theorem 6.4.1. A basis of the space of cocycles C =
⋃
p
Cp, with n = 2m− 2, will
be given by the following 18 (4mn− n
2 + 2n) cocycles
• For each p such that n−m− 1 ≤ p ≤ n− 2, there are ⌊n−p2 ⌋ cocycles of weight
p in the basis, that is
ψ1,p+2, ψ2,p+4, . . . , ψ⌊n−p
2
⌋,p+2⌊n−p
2
⌋ .
• For each p such that n−2m2 ≤ p ≤ n−m− 2, there are l − r + 1 = ⌊
n−p
2 ⌋ − (n−
m− p) + 1 cocycles of weight p in the basis, that is
ψr,p+2r = a1ψ1,p+2 + a2ψ2,p+4 + · · ·+ ar−1ψr−1,p+2(r−1) + ψr,p+2r
and
ψh,p+2h = a
h
1ψ1,p+2 + a
h
2ψ2,p+4 + · · ·+ a
h
r−1ψr−1,p+2(r−1) + ψh,p+2h
for r < h ≤ l, 1 ≤ i ≤ r − 1. Here ai and ahi have the same expression as in Main
Theorem 2.
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Proof. For each p such that n −m − 1 ≤ p ≤ n − 2 the basis cocycles came from
Proposition 6.2 with k = m− 1. Then, we have to study n−2m2 ≤ p ≤ n−m− 2.
A linear combination ψ =
∑
s−2k=p akψk,s has to satisfy to be a cocycle:
(adX0)
r−1(ψ(Y1, Ym)) = (adX0)
r−2(ψ(Y2, Ym)) = . . . (adX0)(ψ(Yr−1, Ym)) = ψ(Yr, Ym)
with r = n−m− p. Thus, the resulting system is
1
2
a1 − a2C
1
m−2 + a3C
2
m−3 + · · ·+ al(−1)
l−1C
l−1
m−l =
1
2
ar + · · ·+ al(−1)
l−rC
l−r
m−l
1
2
a2 − a3C
1
m−3 + · · ·+ al(−1)
l−2C
l−2
m−l =
1
2
ar + · · ·+ al(−1)
l−rC
l−r
m−l
...
...
...
1
2
ar−1 + · · ·+ al(−1)
l−r+1C
l−r+1
m−l =
1
2
ar + · · ·+ al(−1)
l−rC
l−r
m−l,
This system is analogous as the system obtained in the proof of Main Theorem
2 (case p > n− 2m). Thus, the system admits l − r + 1 = ⌊n−p2 ⌋ − n+m+ p+ 1
linearly independent solutions that correspond to the following possibilities for the
vector (ar, ar+1, . . . , al):
(1, 0, . . . , 0), (0, 1, 0, . . . , 0), . . . , (0, . . . , 0, 1)
For each p all the cocycles described in the theorem are linearly independent, so
all the cocycles of the theorem are linearly independent. It remains to count them.
In the case n−m − 1 ≤ p ≤ n − 2 there are ⌊n−p2 ⌋ cocycles for each p, thus in
total for this case we have
n−2∑
p=n−m−1
⌊
n− p
2
⌋ =


m2 + 2m
4
if m is even
m2 + 2m+ 1
4
if m is odd
In the case n−2m2 ≤ p ≤ n−m− 2, we have
n−m−2∑
p=n−2m
2
⌊
n− p
2
⌋ − n+m+ p+ 1 =


m2 − 4
4
if m is even
m2 − 5
4
if m is odd
So, we have in total 2m
2+2m−4
4 which coincides with
1
8 (4mn− n
2 +2n) replacing n
by 2m− 2. 
Corollary. For each ψ of the theorem above we will have that
L2m−2,m,p,t + ψ
is a filiform (Z2 × Z2, β1)-color Lie superalgebra
If we try to compute a basis of the space of cocycles Z2(L;L)∩Hom(S2La, Le),
with even n and n < 2m− 2 and weight p such that n−2m2 ≤ p ≤ n−m − 2, it is
necessary to distinguish two cases: −1 ≤ p ≤ n−m− 2 and n−2m2 ≤ p ≤ −2.
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Proposition 6.5. A basis of Cp with −1 ≤ p ≤ n − m − 2, for the dimensions
n = 2k, 1 ≤ k ≤ m− 2 will be given by the following cocycles where r = n−m− p
ψr,p+2r = a1ψ1,p+2 + a2ψ2,p+4 + · · ·+ ar−1ψr−1,p+2(r−1) + ψr,p+2r
and
ψh,p+2h = a
h
1ψ1,p+2 + a
h
2ψ2,p+4 + · · ·+ a
h
r−1ψr−1,p+2(r−1) + ψh,p+2h
for r < h ≤ l, and ai and ahi have the same expression as in Main Theorem 2.
Proof. If −1 ≤ p ≤ n −m − 2, for each p there will be ⌊n−p2 ⌋ − (n −m − 1 − p)
cocycles of weight p in the basis. ⌊n−p2 ⌋ corresponds to the number of mappings
ψk,s with weight p: ψl,p+2l with 1 ≤ l ≤ ⌊
n−p
2 ⌋. n−m− 1 − p corresponds to the
number of equations that a linear combination ψ =
∑
s−2k=p akψk,s has to satisfy
to be a cocycle. Thus, the systems that result are similar to ones of the Theorem
6.4.1, case n−2m2 ≤ p ≤ n−m− 2. 
If n−2m2 ≤ p ≤ −2, for each p there will be ⌊
n−p
2 ⌋ − ⌈
1−p
2 ⌉ + 1 − (n − m −
1 − p) cocycles of weight p in the basis. ⌊n−p2 ⌋ − ⌈
1−p
2 ⌉ + 1 corresponds to the
number of mappings ψk,s with weight p: ψl,p+2l with ⌈
1−p
2 ⌉ ≤ l ≤ ⌊
n−p
2 ⌋. n −
m − 1 − p corresponds to the number of equations that a linear combination ψ =∑
s−2k=p akψk,s has to satisfy to be a cocycle:
(adX0)
r−1(ψ(Y1, Ym)) = . . . (adX0)(ψ(Yr−1, Ym)) = ψ(Yr , Ym)
with r = n−m−p. The main problem is that the matrices of the resulting systems
are not reduced, so it will be necessary to ﬁx concrete dimensions to solve the
problem. Thus, we have the following result
Proposition 6.6. For the following concrete dimensions a basis of C =
⋃
p
Cp is
constituted by:
• If n = 2 and m = 3, then we have {ψ1,1, ψ1,2, ψ2,2} as a basis of C.
• If n = 2 and m = 4, then we have {ψ1,1, ψ1,2, ψ2,1, ψ2,2} as a basis of C.
• If n = 4 and m = 4, then we have {ψ1,1, ψ1,2, ψ1,3, ψ1,4, ψ2,3, ψ2,4, ψ2,2} as a
basis of C, with ψ2,2 = ψ2,2 + 2ψ3,4.
• If n = 4 and m = 5, then we have {ψ1,1, ψ1,2, ψ1,3, ψ1,4, ψ2,2, ψ2,3, ψ2,4, ψ3,4,
ψ2,1} as a basis of C, with ψ2,1 = ψ2,1 + ψ3,3.
• If n = 6 and m = 5, then we have
{ψ1,2, ψ1,3, ψ1,4, ψ1,5, ψ1,6, ψ2,4, ψ2,5, ψ2,6, ψ3,6, ψ1,1, ψ2,3, ψ4,6} as a basis of C, with
ψ1,1 = ψ1,1 −
1
5ψ3,5, ψ2,3 = ψ2,3 + ψ3,5, ψ4,6 =
2
3ψ2,2 +
2
3ψ3,4 + ψ4,6.
• If n = 6 and m = 6, then we have
{ψ1,1, ψ1,2, ψ1,3, ψ1,4, ψ1,5, ψ1,6, ψ2,3, ψ2,4, ψ2,5, ψ2,6, ψ3,5, ψ3,6, ψ2,2, ψ3,4, ψ4,5} as a ba-
sis of C, with ψ2,2 = ψ2,2−3ψ4,6, ψ3,4 = ψ3,4+
9
2ψ4,6, ψ4,5 =
5
3ψ2,1+
4
3ψ3,3+ψ4,5.
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• If n = 8 and m = 6, then we have
{ψ1,3, ψ1,4, ψ1,5, ψ1,6, ψ1,7, ψ1,8, ψ2,5, ψ2,6, ψ2,7, ψ2,8, ψ3,7, ψ3,8, ψ1,2, ψ2,4, ψ3,5, ψ3,6,
ψ4,7, ψ5,8} as a basis of C, with ψ1,2 = ψ1,2 +
1
2ψ4,8, ψ2,4 = ψ2,4 − 3ψ4,8, ψ3,5 =
21ψ1,1 + 5ψ2,3 + ψ3,5, ψ3,6 = ψ3,6 +
9
2ψ4,8, ψ4,7 = −28ψ1,1 − 5ψ2,3 + ψ4,7, ψ5,8 =
5
4ψ2,2 + ψ3,4 +
3
4ψ4,6 + ψ5,8.
• If n = 8 and m = 7, then we have
{ψ1,2, ψ1,3, ψ1,4, ψ1,5, ψ1,6, ψ1,7, ψ1,8, ψ2,4, ψ2,5, ψ2,6, ψ2,7, ψ2,8, ψ3,6, ψ3,7, ψ3,8, ψ4,8,
ψ1,1, ψ2,3, ψ3,5, ψ4,6, ψ5,7, ψ5,8} as a basis of C, with ψ1,1 = ψ1,1 +
1
7ψ4,7, ψ2,3 =
ψ2,3−ψ4,7, ψ3,5 = ψ3,5+2ψ4,7, ψ4,6 = 3ψ2,2+2ψ3,4+ψ4,6, ψ5,7 =
7
2ψ2,1+
5
2ψ3,3+
3
2ψ4,5 + ψ5,7, ψ5,8 = −ψ2,2 −
1
2ψ3,4 + ψ5,8.
Proof. We are going to summarize along 6 steps of the procedure to obtain a cocycle
basis for the given concrete dimensions n and m (n < 2m− 1 and n = 2k):
Step 1. If 1 ≤ k ≤ ⌈m2 ⌉ − 1, then go to Step 2. If not go to step 4.
Step 2. From p = −1 to n− 2 calculate all the basis cocycles of the form
ψl,p+2l, with 1 ≤ l ≤ ⌊
n−p
2 ⌋
Go to Step 3.
Step 3. From p = n−m− 1 to −2 calculate all the basis cocycles of the form
ψl,p+2l, with ⌈
1−p
2 ⌉ ≤ l ≤ ⌊
n−p
2 ⌋
Go to Step 5.
Step 4. From p = n−m− 1 to n− 2 calculate all the basis cocycles of the form
ψl,p+2l, with 1 ≤ l ≤ ⌊
n−p
2 ⌋
Go to Step 5.
Step 5. From p = −1 to n−m− 2 calculate all the basis cocycles of the form
ψr,p+2r = a1ψ1,p+2 + a2ψ2,p+4 + · · ·+ ar−1ψr−1,p+2(r−1) + ψr,p+2r
where r = n−m− p, and
ψh,p+2h = a
h
1ψ1,p+2 + a
h
2ψ2,p+4 + · · ·+ a
h
r−1ψr−1,p+2(r−1) + ψh,p+2h
for r < h ≤ l, and ai and ahi have the same expression as in Main Theorem
2.
Go to Step 6.
Step 6. From p = n−2m2 to −2 calculate all the mappings ψl,p+2l with ⌈
1−p
2 ⌉ ≤ l ≤
⌊n−p2 ⌋. Put the mappings into a linear combination ψ =
∑
s−2k=p akψk,s
and impose that have to verify the equations:
(adX0)
r−1(ψ(Y1, Ym)) = . . . (adX0)(ψ(Yr−1, Ym)) = ψ(Yr , Ym)
with r = n−m− p. From solving the above equations we obtain a basis of
solutions that constitute the basis cocycles that rest.

Corollary. For each ψ of the proposition above, with n and m given in
each case, we will have that
Ln,m,p,t + ψ
is a filiform (Z2 × Z2, β1)-color Lie superalgebra
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