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ABSTRACT 
Ill-conditioned least-squares problems with triangular Toeplitz matrix are consid- 
ered, and the regularization method of Tikhonov and Phillips is used to alleviate the 
ill-conditioning. An efficient algorithm for such problems has recently been given. The 
algorithm is based on orthogonal transformations and takes advantage of the Toeplitz 
structure. This paper describes the implementation of this algorithm in a systolic 
array. The array consists of 2n processor elements (for a problem with n unknowns), 
connected in a linear mesh, and it computes a decomposition of the matrix in 3n time 
steps. If data are pipelined, a new decomposition is output every 2n time steps. 
1. INTRODUCTION 
Least-squares problems 
0) 
where K and L are upper triangular, n x n Toepfitz matrices, and the norm 
is the Euclidean vector norm, arise when the regularization method of 
Tikhonov [ll] and Phillips [B] is used to solve certain Volterra integral 
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equations of the first kind with convolution kernel 121. Similar problems also 
occur in the deconvolution of time series [7]. The problem (1) can be solved 
by computing a QR decomposition 
where Q is orthogonal and E is upper triangular. The solution of (1) is then 
obtained by solving 
In [3] an efficient algorithm for the computation of (2) was described. The 
algorithm utilizes the Toeplitz structure, and the decomposition is obtained 
by applying n( n + 1)/2 plane rotations, of which only n are distinct. 
The purpose of this note is to describe the implementation of this 
algorithm in a systolic array. Systolic arrays [6] are highly parallel computing 
structures specific to particular computing tasks. The design consists of one- 
or two-dimensional meshes of identical processor elements. Communication of 
data and control signals occurs only between neighboring elements. For some 
other applications of systolic arrays to problems in numerical linear algebra, 
see [9], [lo]. 
In Section 2 we give an outline of the algorithm. Then we describe the 
array that implements this algorithm. It consists of 2n processing elements 
connected in a linear mesh, and it computes the decomposition (2) in 3n time 
steps. If data are pipelined, a new decomposition is output every 2n time 
steps. 
This work was done independently of [I], where a different implementa- 
tion of the algorithm is given. In Section 2.6 we compare our approach with 
that of [l]. 
Systolic arrays for least-squares problems like (l), but without Toeplitz 
structure, were described in [4]. 
2. THE ALGORITHM AND THE SYSTOLIC ARRAY 
2.1. The Algorithm 
Here we describe the algorithm using a small example (n = 4). For more 
details, see [3]. The decomposition (2) is computed by applying a sequence of 
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plane rotations. Consider 
i 
= 
( k, k, k, k, : g, 
k, k, k, ! is, 
kl k2 ; g3 
kl : g4 
I, I, 1, 1, : 0 
1, 1, z,:o 
I, z,:o 
I, : 0 \ I 
By a rotation in the (1,5) plane we can zero the (5,l) element. In 
applying the same rotation in the (2,6), (3,7), and (4,8) planes 
(4) 
fact, by 
we can 
simultaneously zero the whole diagonal of pL; the result is 
lk’,” k’:’ k$r’ kir’ : gp) 
* I 
k’,” kf’ k&l, ; gil’ 
ki” kf’ : g;l’ 
k’,” : gil’ 
0 p$” p 41’ i h\l’ . 
0 p p : hiI’ 
0 p : h$’ 
\ 0 ‘: ha’, 
The Toeplitz structure is preserved during this transformation. It is now 
obvious how the algorithm proceeds: the next diagonal in the lower part can 
be zeroed by applying the same rotation in the (2,5), (3,6), (4,7) planes, etc. 
After 4 (in the general case n) such groups of rotations we have 
transformed the matrix into 
(5) 
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Note that K does not have Toeplitz structure. Also note that we need not 
form the matrix Q explicitly. 
2.2. The Processor Elements 
We need three types of processor elements to realize the algorithm: the 
central cell, which generates a plane rotation, and cell R and cell L, both of 
which apply and propagate a rotation. The cells are defined in Figure 1. 
It is assumed that the cells are connected in a synchronized network, 
where the time between the clock pulses is long enough to perform the 
required operation. In the absence of input, data lines will assume the value 0. 
The cells are similar to those in [5], the main difference being that here one of 
the computed quantities (k, k, and h respectively) is kept in the cell. 
As indicated by the notation in Figure 1, cell R is used to apply rotations 
to the matrix elements, while cell L is used to apply rotations to the 
right-hand side. 
All three cells have an input denoted J This is a flag, which indicates that 
the memory of the cell shall take the value zero. Then the cell is ready to 
receive data for a new decomposition. It is possible to avoid having a separate 
data line for transmitting this flag, e.g. by sending the signal as an unnormal- 
ized input value on another data line. 
2.3. The Array 
The cells are connected in a linear mesh. The central part of the array is 
illustrated in Figure 2. The full array has n - 1 copies of cell R and n copies 
of cell L. 
The input to the array is shown in Figure 3. In the present discussion the 
flag f is assumed to have the value false. Later we shall describe how to 
reinitialize the array for a new set of data. We assume that before the data are 
loaded, all cells have a zero in their memory, and that the central cell is 
sending out the rotation (c, s) = (IO). When the data are loaded into the 
array from both sides, the cells just transmit the input without changing it. 
Consider e.g. cell R: before an operation takes place we have 
n false 
and after the operation o’k’ 
false 
T---l 
0 *(LO) 
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CENTRAL CELL 
if f then 
begin 
k’ := k := 0; 
(-:=I; 
s := 0; 
l2lld 
eke 
if I = 0 then 
begin 
k’ := k; 
c:=l; 
s:=(j; 
end 
else 
begin 
k’ 
4 
c := k/k’; 
s := l/k’; 
k := k’; 
end; 
CELL R 
if f then 
CELL I. 
FIG. 1. Definition of the central cell, cell R, and cell L. 
142 LARS ELDkN AND ROBERT SCHREIBER 
4 Ll R2 
FIG. 2. The array. 
ffff “’ 
k, 1, k, 1, ... 
f 
R3 R4 
FIG. 3. Input to the array. 
But when k 1 reaches the central cell, this cell stores k 1 and stops sending the 
rotation (c, s) = (1,0): 
Before After 
k, 
where the rotation S is equal to (0,l). 
In the next step I, reaches the central cell and is zeroed: 
Before After 
k’,” 
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But in the same time step the rotation S meets k, in the cell R,: 
Before After 
,_‘IT f alse ji_ 
2 
Thus the rotation S makes the cell R, store k,. In the same time step the 
rotation S meets the input 0 in the cell L,, and this does not change the 
memory of this cell, since we assumed it to be zero already. After this time 
step the two cells R, and L, are ready to receive the rotation (c,, si) to 
apply it to (k,, I,) and (g,, 0), respectively. We now see that when the 
rotation S is transmitted through the array it makes the cells Ri store ki, 
i=2,3 ,..*, n, and the (transformed) k, stay there during the whole computa- 
tion. 
After the cell R, has applied the rotation (c,, si) to (k,, 1,) giving 
(k&l), Z$,‘J) (in the notation of Section 2.1), Ii’) is sent to the central cell. This 
generates a new rotation (c2, s2), which zeroes Id’), etc. In general, the matrix 
element Zi meets the rotation (c,, si) in Ri; the result sent out to the left is 
I,!‘). Then I!‘) meets (c,, s2) in Ri_ 1, and Zf2) is transmitted to the left, etc. In 
Figure 4 we illustrate the initial phase of the computation in the right part of 
the array. We illustrate the situation at the beginning of each time step. Only 
the contents of the memory and part of the input is shown. The transforma- 
tions of the right-hand side in the left part of the array are analogous. 
o,, fi,, ,h,, fi,, *ctiond~wstep 
k, is stored in the central cell. 
1, is zeroed, k, is stored in R,. 
The first rotation is applied to (k,, I,), 
k, is stored in R,. 
Z,$” is zeroed, the first rotation is applied 
to (k3, I,), and k, is stored in R,. 
FIG. 4. Transformations of the matrix elements at four time steps 
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,i3) 
k(,2) 
3) 
2 
FIG. 5. The output of the array (n = 4). 
After 3n + 2 time steps all the data have been processed, and the upper 
triangular matrix K and the right-hand side g (5) have been output at the top 
of the array. The organization of the output is shown in Figure 5. Note that 
there we illustrate the case n = 4 corresponding to (5). Also note that the first 
item output from each cell (apart from L,) is an element of the untrans- 
formed matrix K, and must be ignored. 
It is possible to modify the array so that it can handle the problem 
mjn { IIW- gl12 + c1211W- W}. 
This can be done by changing the definition of the central cell so that when 
k, is stored and the rotation S is sent out to the right, then at the same time 
the rotation - S = (0, - 1) is sent out to the left. 
2.4. Pipelining the Data 
If we examine the performance of the array, we see that after the 
rightmost cell R, has applied the rotation (c,, sr) to (k,, Z,), this cell has no 
more work to do with the present decomposition (see Figure 5). Then we can 
prepare this cell for the next decomposition by inputting f = true: 
Before After 
0 
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Now suppose that we pipeline the data 
. . . false false true true false false false . . . 
. . . k, I, 0 0 k; Z; k; . . . 
where prime indicates data from a new problem. We see that when k; arrives 
at R,, then the situation is exactly the same as when we loaded data into the 
empty array: the memory of the cells contains zero and the identity rotation is 
transmitted. As the flag f= true is transmitted to the left in the array, the 
cells are reinitialized to accept data from a new problem. 
If we pipeline the data in this way (and correspondingly for the data 
entering from the left), the array will output a new decomposition every 
2n + 4 time steps. 
2.5. Solution of the Triangular System 
To obtain the solution of a complete problem (1) the triangular system (5) 
must be solved. We briefly discuss this for the case when data are pipelined. 
The triangular system (5) can be solved by an array given in [6]. This 
array, which we refer to as the backsolve array, is organized in a linear mesh 
with n cells. The input to the backsolve array is the same as the output of our 
array (here referred to as the decomposition array), albeit reversed (cf. 
Figure 5). 
Note that the complete upper triangular matrix and the right-hand side 
are output before any results from a second problem leave the decomposition 
array. Further, if pipelining is used also in the backsolve array, it produces a 
solution every 2n time steps (approximately); the backsolve phase for one 
problem can be completely overlapped with the decomposition phase for the 
next. Therefore we can interface the two arrays via a set of n + 1 buffers, one 
for each column of the triangular matrix, and one for the right-hand side. 
Each buffer is organized in two sections (stacks), one for receiving data from 
the decomposition array, and the other for sending data to the backsolve 
array: 
S s 
/ jP 
from the to the backsolve array 
decomposition array 
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The buffer operates in a last-in-first-out fashion. When S2 is empty it starts 
receiving data from the decomposition array. At the same instant Sl starts 
sending data to the backsolve array. 
The solution of a problem (1) is output every 2n time steps (approxi- 
mately). 
The backsolve can be organized similarly also when the data are not 
pipelined. Note also that if the processor elements of our array are program- 
mable (and if the data are not pipelined), the backsolve can be realized using 
the same hardware. In this case the buffers only need half as much storage 
space. 
2.6. Comparison with the Array of Bojahczyk and Brent 
In [l] a different implementation of the algorithm from [3] is described. 
The algorithm has been modified so that the (non-Toeplitz) matrix K need 
not be stored. Instead the rows of g are regenerated during the back 
substitution (3). The array of Bojafrczyk and Brent implements both the 
reduction phase (2) and the back-substitution phase (3). 
Thus, the array of Bojahczyk and Brent has the advantage that it solves 
the complete problem (l), at the price of having more complicated cells. Our 
array is simpler and performs only the reduction phase. However, by interfac- 
ing (via a memory) our array with a standard array for back substitution, the 
complete problem is solved. Further, in our approach data can be pipelined, 
and there is no need to input the elements of K separately, but all data are 
input in the same stream. 
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