Load balancing between adjacent base stations (BS) is important for homogenizing traffic load distributions and improving service provisioning. Whilst load balancing between any given pair of BSs is beneficial, cascade load sharing can cause network level instability that is hard to predict. An unexplored area of research is the relationship between the local load balancing dynamics and the overall network topology. Here, we show an exact analytical relationship for cascade stability, relating the load balancing dynamics with the graph property of the whole network. We employ the Gershgorin theorem to show that basic load balancing across any dynamic and network topology is always asymptotically stable. We demonstrate this result using both a Poisson Point Process (PPP) and a Poisson Cluster Process (PCP) generated random complex network. We believe this general relationship can inform the joint design of both the load balancing dynamics and the neighbour list of the network.
I. INTRODUCTION
Load balancing is an important aspect of current and future cellular network operations, homogenizing traffic demand and interference patterns [1] . In each base station (BS), load balancing typically involves tuning transmit power and active radio elements to match the traffic demand. When overload with time-sensitive demand, BSs can offload demand to neighbouring BSs, if their demand is relatively low. Load balancing can be implemented between active BSs [2] , provide support for sleep mode BSs [3] , user equipments (UEs) in a Device-to-Device (D2D) underlay [4] , and in wireless sensor networks [5] .
Current literature focuses on the delivery mechanism of load balancing and doesn't consider cascade effects across largescale and hyper-dense networks. We know from other coupled optimisation systems that runaway cascades are possible, see: power control in pairwise coupled BSs [6] and in routing [7] .
A. Stability on Complex Networks with Dynamics
One challenge with wireless load balancing is that there can be knock-on cascade effects, whereby sharing the load with one neighbouring BS can lead to a run away cascade on the network that is undesirable. For example, it can lead to some BSs that are denying service to many users in order to satisfy load sharing to neighbours. Cascade effects on large scale complex networks (i.e. no. of nodes N is large) that affect stability and equilibrium solutions are difficult to quantify analytically. Recent breakthroughs have shown that there indeed can exist a relationship between local dynamical behaviour and global network structure by compressing the Ndimensional dynamics to a 1-dimensional average behaviour approximation [8] . However, their work examines the average effective behaviour of the whole network and an explicit relationship does not exist universally at the node level. This suffers from covering up discrepancies at the node level.
Our own more recent work shows that sequential equilibrium substitution can reveal node level behavioural dynamics [9] , but caveats exist in the application to network topology (e.g. low clustering coefficient).
B. Contribution
Here, we show for the case of load balancing that an analytical relationship at node level does indeed exist. This is due to the nature of load balancing (e.g. a difference in load demand), which enables direct analytical insight between network topology and the BS load dynamics. We contribute to a rapidly growing literature by deriving an exact analytical relationship for wireless load balancing stability between N coupled nodes, relating the behaviour of each BS's load balancing action with the Laplacian of the graph. We believe this general relationship can inform the joint design of both the base station dynamics and the neighbour list for load balancing.
II. SYSTEM MODEL
Consider a geographic area covered by N BSs. Each BS has a load defined by l = d/c, the ratio between traffic demand d and BS area capacity c. We initially assume Shannon capacity, whereby the capacity can always meet the traffic demand.
Each BS attempts to ensure that its capacity c i provisioning is as close to the traffic demand d i as possible (see Figure1a) . In reality, this is achieved by scaling capacity through power control or additional antenna elements up to the point of mutual information saturation. As such, one may describe the ideal linear load dynamicsl i in BS i is described by (see Figure1b) :l
where a desirable equilibrium for maximum economic efficiency is at l i = 1 (fully loaded). In reality, switching off antenna elements will lead to a rougher scaling dynamic with different gradients, and the latter is accounted for by parameter β Each BS may have a list of adjacent BSs neighbours that it can share load with, and we can think of this virtual coupling of loads as through the a ji connectivity matrix. Each BS will have the ability to offload users' demand to neighbouring BSs, which maybe restricted by backhaul capacity [11] . As such, the connectivity matrix may not be symmetric. The dynamic of the offloading can be described by the difference in the BSs' loads (see Figure1c) :
with an offloading rate α.
As such, the overall dynamics in terms of wireless traffic load can be simply described by (see Figure1d) :
where a ji = (A) ji . Here, we note that the dynamics due to cascades is N -dimensional, which makes direct prediction on stability challenging when N is large.
III. LOAD STABILITY ANALYSIS
In general, we will look at the dynamical systeṁ
where f, g are twice differentiable functions and g(0) = 0. By these assumptions we get that g(x) = αx + O(x 2 ). We denote L = (l 1 , . . . , l N ) with α = 0 and we write equation (4) aṡ
Let 1 = (1, . . . , 1), then it is straightforward to check that if r is a root of f , i.e. f (r) = 0 then r1 is an equilibrium of the dynamical system.
In order to determine the stability of the equilibrium we compute the eigenvalues of the Jacobian at the equilibrium. Let F i be the i-th component of the function F of equation (4), then we have
where we define
where δ ki is the Kronecker delta. This equation together with equation (6) shows that the Jacobian has the form
where Id is the identity matrix, D is the weighted in-degree matrix and Λ the weighted in-Laplacian of the graph. Notice that the spectrum of J(r1) is a spectral shift of the spectrum of αΛ.
A. Gershgorin Circle Theorem
For the Laplacian it is known that 0 is an eigenvalue and that all eigenvalues have non-negative real part. The first fact can be checked easily, since the vector 1 is in the kernel of the transposed Laplacian. The second fact a consequence of Gershgorin circle theorem, [12] .
For each row of the matrix we construct the disc that has the diagonal element as centre and the sum of the absolute values of the remaining elements as radius. Gershgorin theorem states that each such disc contains at least one eigenvalue of the matrix. Since the transpose of a matrix has the same eigenvalues, we can do the same with the columns instead of the rows. In the case of the Laplacian matrix, since the sum of a row is zero and the diagonal elements are all non-negative, each disc has centre on the positive real axis and is tangent to the imaginary axis.
B. Scenarios
Let µ i denote the eigenvalues of J(r1) and λ i denote the eigenvalues of Λ, the relation between them is µ i = f (r) − αλ i . The equilibrium r1 is stable if Re(µ i ) > 0 for all i. Then from the discussion on the eigenvalues of Λ we deduce the following:
• If f (r) > 0, then the equilibrium r1 is asymptotically unstable. This scenario is not applicable to most telecommunication dynamics. • If f (r) < 0 and α ≥ 0, then the equilibrium r1 is asymptotically stable. This scenario is the default load balancing setup. • If f (r) < 0 and α < 0, then the equilibrium r1 is asymptotically stable if |f (r)| > |α| ρ and asymptotically unstable if |f (r)| < |α| ρ, where ρ = max{Re(λ i )}. This scenario is for when load must be given to more heavily loaded BSs, possibly as a first step before considering sleep mode [3] . • If f (r) = 0 and α < 0, then the equilibrium r1 is asymptotically unstable. This scenario is similar to the case above sleep mode case. • If f (r) = 0 and α ≥ 0, then we cannot determine the stability of the equilibrium r1 just by looking at the eigenvalues of the Jacobian. This scenario might be suitable for multi-hop routing. For the purpose of load balancing as described in this paper, we are only interested in the case of f (r) < 0 and α > 0, which when referring to the system considered in Eq.(3), it implies that the equilibrium is always asymptotically stable.
IV. CAPACITY STABILITY ANALYSIS
A smooth invertible transformation of a dynamical system does not change the stability of its equilibria. In particular let φ i : R → R be invertible, twice continuously differentiable functions and let us define c i = φ i (l i ). The dynamical system for c i 's is given by the equations using chain ruleċ i = φ i l i l i :
From the previous discussion we know that the point (φ 1 (r), . . . , φ N (r)) is an equilibrium of the system (7) that corresponds to the equilibrium r1 of the system (4). The stability of this equilibrium is the same as the stability of r1. Now we can apply the previous analysis in the case of of load-balancing of BSs, governed by the dynamical system (3) . Notice that this system is linear, which implies that there is only one equilibrium and by the previous analysis we know that when α, β > 0, this equilibrium is asymptotically stable.
We assume that φ i (l i ) = d i /l i . This implies that φ −1 i (c i ) = d i /c i and φ i (l i ) = −d i /l 2 i . Then the system (7) becomeṡ
At first glance it seems that the above equation implies that the self-dynamics of a BS is given by f (c i ) = βc i (1 − c i /d i ) and it has two equilibria, d i which is stable and 0 which is unstable. The equilibrium (d i , . . . , d N ) corresponds to the stable equilibrium of the system (3) and from this we deduce that it is not just asymptotically stable but also a global attractor of the system. The equilibrium 0, however, is not an admittable one because it appears also as a denominator and in this case the right-hand side of (8) cannot be evaluated. In a sense the 0 "equilibrium" of the system (8) corresponds to infinity in the system (3).
V. RESULTS
We present results for Poisson Point Process (PPP) and Poisson Cluster Process (PCP) generated random complex networks [13] . We first scatter nodes (BSs) in accordance to a PPP. We then optionally add daughter nodes using a PCP, simulating greater clustering than one might expect (e.g. deployment of small-cells around existing parent BSs). We then connect the nodes in accordance to a random network, whereby a control percolation is set with parameter R and a probability of connecting P is used inside the percolation radius. Fig.2a and Fig.3a show the PPP and PCP Voronoi plots along with BS load balancing association network. The results in Fig.2b and Fig.3b demonstrate that, as we expected, the eigenvalues of the Laplacian are all in the positive real half-plane. Therefore the whole load balancing network is always stable.
VI. CONCLUSION & FUTURE WORK
In this paper, we show the stability criteria that links the load balancing dynamics (β, α) with the maximum eigenvalue of the weighted in-Laplacian of the adjacency matrix (ρ). We prove that simple load balancing networks are always asymptotically stable. We believe this general relationship can inform the joint design of both the base station (BS) dynamics and the BS load balancing neighbour list. Future work will consider the effects of probabilistic forecasts for load demand, more complex load to capacity mapping functions, and their influence on stability.
