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A PROBLEM OF ERDO˝S AND SO´S ON 3-GRAPHS
ROMAN GLEBOV, DANIEL KRA´L’, AND JAN VOLEC
Abstract. We show that for every ε > 0 there exist δ > 0 and n0 ∈ N such that
every 3-uniform hypergraph on n ≥ n0 vertices with the property that every k-vertex
subset, where k ≥ δn, induces at least
(
1
4
+ ε
) (
k
3
)
edges, contains K−4 as a subgraph,
where K−4 is the 3-uniform hypergraph on 4 vertices with 3 edges. This question was
originally raised by Erdo˝s and So´s. The constant 1/4 is the best possible.
1. Introduction
One of the most influential results in the extremal graph theory is the celebrated
theorem of Tura´n [31] that determines the largest possible number of edges in an n-
vertex graph without a complete subgraph of a given size. Erdo˝s, Simonovits, and
Stone [11, 13] generalized Tura´n’s theorem by showing that the extremal number of an
arbitrary graph F , defined as
ex(n, F ) = max{|E(G)| : G is a graph on n vertices with no copy of F},
is asymptotically determined by its chromatic number. Specifically, for every graph F
with at least one edge,
ex(n, F ) =
(
χ(F )− 2
χ(F )− 1
+ o(1)
)(
n
2
)
.
Note that this problem is dual to determining the minimum number of edges m(F )
that guarantees that an n-vertex graph G with at least m(n, F ) edges contains a copy
of F , since m(n, F ) = ex(n, F )+ 1. Simonovits [28] showed the corresponding stability
result, i.e., he proved that if a graph has almost the extremal number of edges and
no copy of the forbidden graph F , then it is close to the appropriate Tura´n graph.
Specifically, it consists of χ(F ) − 1 equal size nearly independent sets with almost all
the edges between any pair of them.
In Ramsey-Tura´n type problems, which were introduced by So´s in [30], we are again
interested in the largest possible number of edges of an n-vertex graph without a copy
of F , but under the additional restriction that the graph has to be somewhat “far”
from the Tura´n graph. Typically, such a restriction is expressed by requiring that the
graph has only sublinear independence number. For more details on Ramsey-Tura´n
theory, see the survey by Simonovits and So´s [29].
The work leading to this invention has received funding from the European Research Council
under the European Union’s Seventh Framework Programme (FP7/2007-2013)/ERC grant agreement
no. 259385. The first author was also supported by DFG within the research training group ”Methods
for Discrete Structures”. The third author was also supported by the student grant GAUK 601812.
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Here, we are dealing with an even stronger restriction; we require every linear-size
subset of vertices not only to induce at least one edge, but actually to induce a positive
proportion of all possible edges. We define the δ-linear density of a graph G to be the
smallest density induced by a δ-fraction of vertices, i.e.,
d(G, δ) = min
{
|E(G[A])|(
|A|
2
) : A ⊆ V (G), |A| ≥ δ|V (G)|
}
.
Note that for any graph G the function d(G, δ) is a non-decreasing function of δ taking
values in [0, 1].
However, requiring a positive δ-linear density immediately forces large graphs to
behave similarly to random graphs in the sense that they contain every given graph as
a subgraph.
Observation 1. For every ε > 0 and a fixed subgraph F , there exist δ > 0 and n0 ∈ N
such that every graph G on at least n0 vertices with d(G, δ) ≥ ε contains F as an
subgraph.
A proof of this observation follows, e.g., from [25, Theorem 1].
The notion of the δ-linear density has a natural generalization to a k-uniform hyper-
graph H, where we define
d(H, δ) = min
{
|E(Hn[A])|(|A|
k
) : A ⊆ V (H), |A| ≥ δ|V (H)|
}
.
From now on, we mostly focus on 3-uniform hypergraphs. Let K4 be the complete 3-
uniform hypergraph on 4 vertices, and K−4 the 3-uniform hypergraph on 4 vertices with
3 edges. Erdo˝s and So´s [12, Problem 5] asked whether, analogously to Observation 1
for graphs, a sufficiently large hypergraph with positive δ-linear density contains a
copy of K4, or at least a copy of K
−
4 . However, Fu¨redi observed that the following
construction of Erdo˝s and Hajnal [10] shows that the situation in 3-uniform hypergraphs
is completely different (hence giving a negative answer to the above question).
Example 2. Consider a random tournament Tn on n vertices. Let Hn be the 3-
uniform hypergraph on the same vertex set consisting of exactly those triples that span
an oriented cycle in Tn.
One can check that in every hypergraph obtained in this way, any four vertices span
at most two edges, i.e., Hn does not contain K
−
4 for every n. On the other hand, for
every δ > 0, the δ-linear density of Hn tends to 1/4 when n goes to infinity. For the
exact reference to the observation, we refer the reader to [18], where Frankl and Ro¨dl
cite a personal communication with Fu¨redi in 1983. Additional information about this
problem and its history can be found in [29, Section 5]. It is also worth noting that
in [25], Ro¨dl presented a sequence of K4-free (but not K
−
4 -free) 3-uniform hypergraphs
with δ-linear density tending to 1/2.
Our main result is the following theorem stating that the bound 1/4 on δ-linear
density for K−4 -free sequences given by Example 2 is in fact the best possible. This
answers a question of Erdo˝s from [9], which is based on the original problem of Erdo˝s
and So´s, positively.
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Theorem 3. For every ε > 0 there exist δ > 0 and n0 ∈ N such that every 3-uniform
hypergraph H on at least n0 vertices with d(H, δ) ≥ 1/4+ε contains K
−
4 as a subgraph.
Our proof is based on the flag algebra calculus. However, unlike in the other proofs
in the area, we apply the calculus to get one of the intermediate results only. We have
to apply additional considerations to derive the desired statement. Further details can
be found in Section 3, where we give the overview of the proof.
2. Flag Algebras
The main tool used for the proof of Theorem 3 is the framework of flag algebras.
They were introduced by Razborov [21] as a general tool to approach problems from
extremal combinatorics. The work of Razborov was inspired by the theory of dense
graph limits of Borgs et al. [6, 7] and Lova´sz and Szegedy [19]. However, unlike for the
more powerful Lova´sz-Szegedy theory, in order to create the theory of flag algebras for
dense graphs, Razborov was able to avoid using any kind of regularity result. In the
case of 3-uniform hypergraphs, flag algebras have already been successfully applied to
various problems. These include progress on the celebrated Tura´n conjecture about the
minimum edge-density that forces containing K4 as a subhypergraph [22, 20, 23, 24],
several Tura´n-type problems for 3-uniform hypergraphs [3, 15, 16], and the so-called
jumps in hypergraphs [2].
Let us now introduce the terminology related to flag algebras needed in this paper.
Since we deal only with 3-uniform hypergraphs without a subhypergraph isomorphic
to K−4 , we restrict our attention only to this particular case. The central notions we
are going to introduce are an algebra A and algebras Aσ, where σ is a fixed 3-uniform
hypergraph not containing K−4 . In order to precisely describe these algebras, we first
need to introduce some additional notation.
Let F be the set of all non-isomorphic 3-uniform hypergraphs that does not contain
K−4 . Next, for every ℓ ∈ N, let Fℓ ⊂ F be the set of ℓ-vertex hypergraphs from F .
We say that ℓ is the size of a hypergraph F ∈ Fℓ and denote it by |F |. For H ∈ Fℓ
and H ′ ∈ Fℓ′ , we set p(H,H
′) to be the probability that a randomly chosen subset of
ℓ vertices in H ′ induces a subhypergraph isomorphic to H. Note that p(H,H ′) = 0 for
ℓ′ < ℓ. Let RF be the set of all formal linear combinations of elements of F with real
coefficients. Furthermore, let K be the linear subspace of RF generated by all linear
combinations of the form
H −
∑
H′∈F|H|+1
p(H,H ′) ·H ′.
Finally, we define A to be the space RF factorized by K.
The space A has naturally defined operations of addition and multiplication by a
scalar (i.e., by a real number). We now introduce multiplication inside A. We start
with defining it on the elements of F in the following way. For H1,H2 ∈ F , and
H ∈ F|H1|+|H2|, we define p(H1,H2;H) to be the probability that a randomly chosen
subset of V (H) of size |H1| and its complement induce in H subhypergraphs isomorphic
to H1 and H2, respectively. We set
H1 ×H2 =
∑
H∈F|H1|+|H2|
p(H1,H2;H) ·H.
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The multiplication on F has clearly the unique linear extension to RF , which gives rise
to a well-defined multiplication also in the factor algebra A. A formal proof of this can
be found in [21, Lemma 2.4].
Let us now move to the definition of an algebra Aσ, where σ ∈ F is a fixed labelled
hypergraph. It follows basically the same lines as the definition of A. Let Fσ be
the set of 3-uniform K−4 -free hypergraphs H with a fixed embedding of σ, i.e., an
injective mapping θ from V (σ) to V (H) such that Im(θ) induces in H a subhypergraph
isomorphic to σ. The elements of Fσ are usually called σ-flags within the flag algebra
framework, Im(θ) are referred to as the labelled vertices of the σ-flag, and the induced
subhypergraph by the labelled vertices is called the type. Again, for every ℓ ∈ N, we
define Fσℓ ⊂ F
σ to be the set of the σ-flags from Fσ that have size ℓ (i.e., the σ-flags
with the underlying hypergraphs having ℓ vertices). Analogously to the case for A, for
H,H ′ ∈ Fσ, we set p(H,H ′) to be the following probability: a randomly chosen subset
of |H|−|σ| vertices in V (H ′)\θ′(V (σ)) together with θ′(V (σ)) induces a subhypergraph
that is isomorphic to H through an isomorphism f that preserves the embedding of
σ. In other words, f(θ′) = θ. Let RFσ be the set of all formal linear combinations of
elements of Fσ with real coefficients, and Kσ be the linear subspace of RFσ generated
by all the combinations of the form
H −
∑
H′∈Fσ
|H|+1
p(H,H ′) ·H ′.
We define Aσ to be RFσ factorised by Kσ . We now describe the multiplication on Aσ.
For H1,H2 ∈ F
σ and H ∈ Fσ|H1+|H2|−|σ|, similarly to the multiplication for A, we define
p(H1,H2;H) to be the probability that a randomly chosen subset of V (H)\θ(V (σ)) of
size |H1| − |σ| and a disjoint set from V (H) \ θ(V (σ)) of size |H2| − |σ| extend θ(V (σ))
in H to subhypergraphs isomorphic to H1 and H2, respectively. Again, by isomorphic
here we mean that there is an isomorphism that preserves the embedding of σ. This
definition naturally extends to Aσ.
Consider an infinite increasing sequence (Hn)n∈N of hypergraphs from F . The se-
quence (Hn)n∈N is convergent if the probability p(G,Hn) has a limit for every G ∈ F .
A standard compactness argument (e.g., using Tychonoff’s theorem [32]) yields that
every such infinite sequence has a convergent subsequence. All the following results pre-
sented in the remainder of this section can be found in [21]. Fix a convergent increasing
sequence (Hn)n∈N of hypergraphs. For every G ∈ F , we set φ(G) = limn→∞ p(G,Hn)
and linearly extend φ to A. We usually refer to the mapping as to the limit of the
sequence. The obtained mapping φ is a homomorphism from A to R. Moreover, for
every F ∈ F , we obtain φ(F ) ≥ 0. Let Hom+(A,R) be the set of all homomorphisms
φ between the algebra A and R that satisfy φ(F ) ≥ 0 for every F ∈ F . It is interesting
to see that indeed this set is the set of all limits of convergent sequences from F .
For σ ∈ F and an embedding θ of σ in Hn, define p
θ
n(G) = p(G,Hn) for every
G ∈ Fσ. Picking θ at random gives rise to a probability distribution on mappings from
Aσ to R, for each n ∈ N. Since p(G,Hn) converges (as n tends to infinity) for every
G ∈ Fσ, the sequence of these probability distributions on mappings from Aσ to R also
converges. In fact, φ itself fully determines the random distributions of the mappings
φσ (for σ with φ(σ) > 0). In what follows, φσ will be a randomly chosen mapping from
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Aσ to R based on this limit distribution. Any mapping φσ from the support of the
limit distribution is a homomorphism from Aσ to R.
The last notion we introduce is the averaging (or downward) operator J·Kσ : A
σ → A.
For G ∈ Fσ, let G∅ be the (unlabeled) hypergraph in F corresponding to G. The
operator J·Kσ is the linear operator defined on the elements G ∈ F
σ by JGKσ = pG ·G
∅,
where pG is the probability that a random injective mapping from V (σ) to V (G
∅) is an
embedding of σ in G∅ yielding G. The key relation between φ and φσ is the following:
∀G ∈ Aσ, φ (JGKσ) = φ (JσKσ) ·
∫
φσ(G),
where the integration is over the probability space given by the limit random distribu-
tion on φσ. Therefore, if φσ(G) ≥ 0 almost surely, then φ (JGKσ) ≥ 0. In particular,
(1) ∀G ∈ Aσ, φ
(
JG2Kσ
)
≥ 0.
3. Structure of the paper and sketch of the proof
In this section, we give a quick overview over the rest of the paper and we also
introduce the remaining notation. Since we always deal with sequences of hypergraphs,
it seems natural to define the lower density of an increasing sequence of hypergraphs
(Hn)n∈N to be the smallest induced density of a linear-size subset and denote it by
λ ((Hn)n∈N) := lim
ε→0
{
lim inf
n→∞
d(Hn, ε)
}
.
A sequence (Hn)n∈N of the random hypergraphs from Example 2 has lower density 1/4
with probability one.
Section 4 is devoted to the proof of Theorem 3, i.e., we show that the constant
1/4 is best possible. Our proof is partially computer assisted. However, it is worth
pointing out here that we do not apply the Semidefinite method straightforwardly,
since we essentially need to include the specific restricted structure of the considered
graphs with positive lower density. We do so by first obtaining inequalities in the flag
algebra language that hold for every potential counterexample. These inequalities are
then used as part of the linear combination to prove that the density of some specific
subhypergraph is zero. And this allows us to conclude a contradiction.
The proof is split into the following three steps:
• In Step 1, we deduce some structural properties of a sequence of 3-uniform hy-
pergraphs with lower density at least 1/4. Namely, we prove that a specific
collection of inequalities is satisfied by any such sequence. Two particular in-
equalities from this collection will be used then in Step 2.
• In Step 2, we use the semidefinite method from [21] together with the two in-
equalities derived in Step 1 to formulate a specific semidefinite program. We
used a computer software, namely an SDP library CSDP [5], to find an approx-
imate solution of this program. The approximate solution given by CSDP was
then turned into an exact one by a careful rounding. This was also done with
computer assistance, using a mathematical software package Sage [27]. Since
the size of the solution is quite large, we cannot present it here. However, we
made it available online at http://honza.ucw.cz/proj/erdos_sos-k4e.
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Figure 1. The butterfly
The rounded solution provides a proof that the induced densities of some
specific flags of size 7, which we fully describe later, tend to zero in every se-
quence with lower density at least 1/4. In this step, the flag algebra approach
is essential.
• In Step 3, we first observe that, in particular, the main claim of Step 2 implies
that the induced density of one specific flag of size 5 depicted in Figure 1 tends
to zero. Now suppose that Theorem 3 is false. Hence, there exists a sequence
of 3-uniform hypergraphs without K−4 and with lower density larger than 1/4.
We sparsify each element of the sequence uniformly to obtain a sequence of
hypergraphs with lower density exactly 1/4. Therefore, the induced density of
the butterfly in the sparsified sequence still tends to zero. But this implies that
the non-induced density of the butterfly in the original sequence tends to zero as
well. However, from that claim it will immediately follow that the edge density
of the original sequence tends to zero, which is impossible.
Finally, in Section 5 we give some concluding remarks, leaving some open questions.
4. Proof of Theorem 3
Suppose to the contrary that there exists d > 1/4 and a sequence (Hn)n∈N of 3-
uniform K−4 -free hypergraphs of increasing sizes with lower density d. Let us assume
without loss of generality that (Hn)n∈N converges and φC is the limit; We aim to show
that the edge density of φC is zero, contradicting the fact that it must be at least the
lower density of the sequence.
As already described in the introduction, the proof is split into three steps.
4.1. Deriving the inequalities. In this subsection, we derive a collection of inequali-
ties that are valid for any convergent sequence of 3-uniform hypergraphs (Hn)n∈N with
lower density at least 1/4.
Let us first informally explain the main idea behind the inequalities. Consider an
arbitrary type σ that has a positive density in the limit, and let F be a σ-flag with
exactly one unlabelled vertex. Furthermore, assume that n is sufficiently large. Now fix
a copy S of σ in Hn and consider the set U(S) of all vertices u ∈ V (Hn) that extends
S to a copy of F . The following two outcomes can happen:
• The size of U(S) is small, i.e., o(n). But then, for this choice of S, both the
probability that three random points belongs to U(S), and the probability that
three random points belongs to U(S) and span an edge, are o(1).
• The size of U(S) is large, i.e., Ω(n). But then, by the assumption on the lower
density, for this choice of S, the probability that three random points belong to
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U(S) and span an edge is asymptotically at least quarter of the probability that
three random points belongs to U(S).
Analysis of these two outcomes is given in the following lemma.
Lemma 4. Let (Hn)n∈N be a convergent sequence of 3-uniform hypergraphs with lower
density at least 1/4. Let φ be its limit, σ a type, and F ∈ Fσ
v(σ)+1 a σ-flag. In addition,
let αG, for G ∈ F
σ
v(σ)+3, be the coefficients such that F × F × F =
∑
G∈Fσ
v(σ)+3
αG · G.
Furthermore, let
κ :=
∑
G∈Fσ
v(σ)+3
αG ·G and κ
+ :=
∑
G∈Fσ
v(σ)+3
α+G ·G,
where
α+G :=
{
αG if the three non-labelled vertices of G span an edge, and
0 otherwise.
It holds that
(2) φ
(
J4κ+ − κKσ
)
≥ 0.
Note that αG ∈ {0, 1} for every G ∈ F
σ
v(σ)+3.
Proof First observe that if φ
(
σ∅
)
= 0, then all the terms in the left-hand side
of (2) are equal to zero. For the rest of the proof, we assume φ
(
σ∅
)
> 0. Our aim is
to show that following holds when φσ is drawn from the distribution given by φ:
(3) P
(
φσ(4κ+ − κ) ≥ 0
)
= 1.
Since the inequality (2) is an immediate corollary of (3), it is enough to establish (3).
Suppose for the contrary that (3) is not true, i.e., P (φσ(4κ+ − κ) ≤ −ε) ≥ ε for some
ε > 0. Then there exists n0 ∈ N such that for every n ≥ n0 the graph Hn contains a
positive proportion of copies of σ with the following property. For every such copy Sn
of σ in Hn, the set U(Sn) = {v ∈ V (Hn) \ V (Sn) : Hn[V (Sn) ∪ {v}] ∼= F} has size
at least εn and the number of edges of Hn[U ] is at most
1
4 (1 − ε) ·
(|U |
3
)
. But this
contradicts the fact that λ(Hn) ≥ 1/4. 
Now we are ready to present the two inequalities we are going to use in the next step.
Let κ1 be κ and let κ
+
1 be κ
+ as in Lemma 4 for F being the edge with two labelled
vertices (hence σ is the unique type on 2 vertices; from now on we write just 2 when
we use this type). The first line in Figure 2 shows this flag F and the corresponding
linear combinations κ1 and κ
+
1 . Next, let κ2 be κ and let κ
+
2 be κ
+ for F being the
non-edge with two labelled vertices (again, σ is 2). The second line in Figure 2 shows
the corresponding flag F and the combinations κ2 and κ
+
2 .
Lemma 4 then implies that
(4) φ
(
J4κ+1 − κ1K2
)
≥ 0,
and
(5) φ
(
J4κ+2 − κ2K2
)
≥ 0.
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1 2 1 2 1 2
1 2 1 2 1 2
Figure 2. The expressions used in inequalities (4) and (5): a solid line
denotes a hyperedge, dotted line a non-hyperedge, and finally we sum
over all the possible choices of triples where there is neither a dotted
nor a solid line.
4.2. Applying the Semidefinite Method. Recall that F7 is the set of all 3-uniform
K−4 -free hypergraphs of size 7. It holds that |F7| = 8157. Let E7 be the set of all
hypergraphs from F7 that can possibly appear as induced subgraphs of the hypergraphs
from Example 2. It holds that |E7| = 247.
The main lemma of this part of the proof is the following.
Lemma 5. There exist rational numbers (αG)G∈F7 , where αG = 0 for G ∈ E7, and
αG < 0 otherwise, such that the following holds. If φ is an element of Hom
+(A,R)
that satisfies (4) and (5), then
φ

∑
G∈F7
αG ·G

 = 0.
Proof As we already mentioned, the proof was found with computer assistance.
An instance of an SDP program was used to find positive rationals γ1 and γ2 and 8
symmetric positive semidefinite matrices A1, A2, . . . A8 with rational entries such that
the following holds:
φ

γ1 · J4κ+1 − κ1K2 + γ2 · J4κ+2 − κ2K2 + ∑
i=1,...,8
JxTi AixiKσi

 = φ

∑
G∈F7
αG ·G

 ,
where
• the type σ1 is the type with one vertex,
• the type σ2 is the type with three vertices and no edge,
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1 2
3 4 5
1
2
43
5
1 2
3 4 5
1 2
3 4 5
1 2
3 4 5
Figure 3. The types σ4 through σ8: solid lines denote edges, and a
triple without a solid line spans a non-edge.
• the type σ3 is the type with three vertices and one edge,
• the types σ4, . . . , σ8 are the five specific types on five vertices given in Figure 3,
• the vector x1 ∈ (RF
σ1
4 )
|Fσ14 | is the vector whose j-th coordinate is equal to the
j-th element of the canonical base of RFσ14 ,
• for i = 2, 3, the vector xi ∈ (RF
σi
5 )
|Fσi5 | is the vector whose j-th coordinate is
equal to the j-th element of the canonical base of RFσi5 ,
• for i = 4, 5, . . . , 8, each vector xi ∈ (RF
σi
6 )
|Fσi6 | is the vector whose j-th coordi-
nate is equal to the j-th element of the canonical base of RFσi6 , and
• αG = 0 if G ∈ E7, and αG < 0 otherwise.
Since the left-hand side of the above equation is non-negative by (1), (4), and (5), it
follows that
φ

∑
G∈F7
αG ·G

 ≥ 0.
On the other hand, the values of αG are non-positive for every G ∈ F7, hence the
left-hand side of the last inequality is trivially also at most zero. 
To illustrate the complexity of the proof, we note that the sizes ai of the sets
Fσ14 ,F
σ2
5 ,F
σ3
5 ,F
σ4
6 ,F
σ5
6 ,F
σ6
6 ,F
σ7
6 , and F
σ8
6 , which coincide with the order of the ma-
trices Ai, are 5, 95, 47, 191, 135, 95, 101, and 148, respectively. The numerical values of
γ1, γ2 and Ai’s can be downloaded from http://honza.ucw.cz/proj/erdos_sos-k4e.
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Each matrix Ai is not stored directly but as an appropriate number of vectors v
j
i ∈
Qai and positive rationals wji such that
Ai =
ri∑
j=1
wji · v
j
i ×
(
vji
)T
,
where r1 = 3, r2 = 45, r3 = 21, r4 = 63, r5 = 60, r6 = 43, r7 = 31, and r8 = 25.
In order to make an independent verification of our computations easier, we created a
sage script called “verify.sage”, which is also available on the web page mentioned above.
Instead of generating the lists of flags and computing all the probabilities involved in
our computations, the verification program uses data from Flagmatic 1.5.1 [15, 16]
applied to find an upper bound on the Tura´n density of K−4 . However, we used these
data only to simplify the verification part and they were not used in our computations
to find γ1, γ2 and Ais (this was to decrease a chance of encountering a program-related
error).
Lemma 5 immediately yields the following.
Corollary 6. Let F be a hypergraph of size at most 7 such that its induced density in
the hypergraphs from Example 2 is zero, and let φ be as in Lemma 5. Then, φ(F ) = 0.
4.3. The final step. Let B be the butterfly hypergraph depicted in Figure 1. Since the
hypergraphs from Example 2 are B-free, Corollary 6 implies that φ(B) = 0 whenever
a homomorphism φ ∈ Hom+(A,R) satisfies (4) and (5). In particular, for the limit φ
of any convergent sequence of K−4 -free hypergraphs with lower density at least 1/4, we
have φ(B) = 0.
Recall that φC is the limit of a hypothetical convergent sequence (Hn)n∈N that is a
counterexample to Theorem 3. Therefore, λ
(
(Hn)n∈N
)
> 1/4. Our aim is to show that
the edge density of φC is equal to zero, which would contradict λ
(
(Hn)n∈N
)
> 1/4.
Instead of applying the claim directly to φC , we first construct from (Hn)n∈N a new
sequence (H ′n)n∈N such that λ
(
(H ′n)n∈N
)
= 1/4. This is done simply by a random
sparsification of (Hn)n∈N, i.e., removing each edge of each Hn at random with the
appropriately chosen probability.
Observation 7. Let (Hn)n∈N be a sequence of 3-uniform K
−
4 -free hypergraphs with d :=
λ
(
(Hn)n∈N
)
> 1/4. Furthermore, for every n ∈ N, let H ′n be a random subhypergraph
of Hn obtained by removing every hyperedge of Hn independently with probability 1−
1
4d .
Then
P
(
λ
((
H ′n
)
n∈N
)
= 1/4
)
= 1.
Let (H ′n)n∈N be the sequence of hypergraphs obtained from (Hn)n∈N. Let φ
′
C be its
limit (the sequence (H ′n)n∈N must be convergent). Lemma 4 implies that φ
′
C satisfies
both (4) and (5). Hence, by Corollary 6, the induced density of B in φ′C is equal to
zero. But this implies that φC(F ) = 0 for any F ∈ F that contains B as a non-induced
subgraph. This holds because otherwise there would be some F ∈ F that contains a
non-induced copy of B and φC(F ) > 0. However, a positive proportion of the induced
copies of F from φC will be then turned, by a random sparsification, to induced copies
of B in φ′C . We conclude that the non-induced density of the butterfly 3-graph B in
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φC is equal to zero. In particular, any non-negative combination of the elements of F5
that contain the butterfly as a non-induced subgraph must be zero in φC .
We are now ready to derive that the edge density of φC is zero. Let ρ ∈ F3 be the
hypergraph on three (unlabelled) vertices that span an edge. Let ρ1 ∈ F
1
3 be the flag
corresponding to ρ with exactly one vertex labelled.
Observe that all elements of F15 with positive coefficient in ρ
2
1 contain B as a sub-
graph. So, φC
(
J(ρ1)
2K1
)
= 0, which implies that
φC (ρ)
2 = φC (Jρ1K1)
2 ≤ φC
(
J(ρ1)
2K1
)
= 0.
This completes the proof of Theorem 3.
5. Concluding remarks and open questions
In Theorem 3, we proved that for 3-uniform hypergraphs, the threshold lower density
for every four vertices to induce at most two edges is 1/4. We have recently learned [26]
that one can prove the same result using hypergraph regularity under the assumption
that all parts in the partitions are regular.
Recently, Falgas-Rarvy, Pikhurko and Vaughan [14] used the semidefinite method
to prove that the value 1/4 is also the minimum co-degree threshold for containing a
copy of K−4 . Furthermore, they showed that the limit of the sequence of hypergraphs
corresponding to cyclically oriented triangles in random tournaments is in fact the
unique K−4 -free homomorphism from Hom
+(A,R), where the elements of the sequence
have minimum co-degree equal to 1/4 + o(1). An adaptation of their approach to our
problem yields the same uniqueness result as they showed for the co-degree condition.
Theorem 8. Let (Hn)n∈N be a convergent sequence of K
−
4 -free 3-graphs so that
λ((Hn)) = 1/4, and let φ ∈ Hom
+(A,R) be its limit. It holds that φ is equal to the
homomorphism ψ, which is the limit of the sequence of 3-graphs from Construction 2
with increasing orders.
A proof of this theorem can be found in the Ph.D. thesis of the third author [33].
Bhat and Ro¨dl [4] applied our Theorem 3 to show the following. A number α > 0
is a jump for r-uniform pseudorandom hypergraphs, if there exists δ > 0 such that
every sequence of r-uniform pseudorandom hypergraphs of increasing sizes with limit
density larger than α contains subgraphs of increasing sizes with density at least α+ δ.
Bhat and Ro¨dl showed that every number between 0 and 0.3192 is a jump for 3-
uniform pseudorandom hypergraphs. Notice that, if Question 10 (given further) is
answered positively for r = 4, then similarly to the proof of [4, Theorem 1.6] one can
show that every number between 1/8 = 0.125 and 0.1262869 is a jump for 4-uniform
pseudorandom hypergraphs.
A natural question is to seek an extension of our results for hypergraphs with larger
uniformity. Frankl and Ro¨dl [18] mention a construction of Frankl and Fu¨redi ([17,
Example 3]) as a possible source of examples of r-uniform hypergraphs with lower
density 1/2r−1 with no r+1 vertices spanning three edges. Here, we present a variant
of this construction that was also independently obtained by them [26] which indeed
gives such examples.
Every (r − 2)-simplex in Rr−1 has two possible orientations with respect to the
hyperplane it spans. We naturally call an (r − 1)-simplex in Rr−1 compliant if all its
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(r − 2)-dimensional faces are either all oriented towards the inside or all towards the
outside of the (r − 1)-simplex.
Example 9. Consider n points in Rr−1 in general convex position. Orient (r − 2)-
simplices spanned by these points uniformly at random (i.e., every of the two possible
orientations has probability 1/2). Let r points form an edge if the corresponding (r−1)-
simplex is compliant.
The lower density of r-uniform hypergraphs from Example 9 tends to 1/2r−1. The
following argument shows that every r + 1 vertices span at most two edges in every
such r-uniform hypergraph. Let us fix r+1 vertices in Rr−1 in general convex position
and consider an orientation of the (r − 2)-simplices formed by them.
• The intersection of two (r− 1)-simplices is an (r− 2)-simplex that is either part
of the convex hull of the r + 1 points or not.
• Two compliant (r − 1)-simplices whose intersection is part of the convex hull
have their (r − 2)-dimensional faces either all oriented towards their insides or
all towards the outside.
• Similarly, out of two compliant (r − 1)-simplices whose intersection is not part
of the convex hull, one has all its (r − 2)-dimensional faces oriented towards its
inside, and the other towards its outside.
• For every three (r−1)-simplices, there are two possibilities for the three (r−2)-
dimensional faces in their pairwise intersections: either none of them or exactly
two of them are in the convex hull. So, not all three (r − 1)-simplices can be
compliant.
This leads us to the following question.
Question 10. Let (Hn)n∈N be a convergent sequence of K
3
r+1-free r-uniform hyper-
graphs, where K3r+1 is the r-uniform hypergraph on r + 1 vertices with three edges. Is
it true that (Hn)n∈N has lower density at most 1/2
r−1?
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