ABSTRACT
INTRODUCTION
Nowadays, lots of studies on graphs are motivated by real world applications. Graphs are mathematical model for road networks, telephone networks, digital circuits in information technology. Expanders are mathematical models of networks with the expansion property: there is a positive constant c such that for any set A containing at most half of all points on the plane (vertices) the number of all neighbours is at least c|A|. For applications (parallel computation, networking, cryptography) we need expanders with a constant c as large as it is possible. It is said that the infinite family of graphs X i is a family of expanders with constant c, if every X i has an expansion constant c, which does not depend on i. Expander graphs are widely used in computer Science, in areas ranging from parallel computation to complexity theory and cryptography [16] .
Applications need t-regular expanders, i.e. graphs in which each vertex is connected with exactly t neighbours. It is known that random regular graphs are good expanders. For large number of 2 vertices n, most t-regular graphs are good expanders (Sarnak, see [26] ). Explicit construction of infinite families of t-regular expanders (t fixed) turns out to be difficult. Gregory Margulis [21] [22] constructed the only known infinite family of expanders of bounded degree. He used the deep representation theory of semisimple groups. For real life applications it is important to construct large (not necessarily infinite) families of t-regular expanders for given t, because we are working with finite network.
PRELIMINARIES

Graph Theory
A graph is a pair Γ = (V,E) consisting of a set V = V(Γ), referred to as the vertex set of Γ and a set E = E(Γ) of 2-subsets of V, referred to as the edge set of Γ. That is, our graphs are undirected, without loops or multiple edges. Elements of V and E are called vertices (or points), and edges, respectively.
The girth of a graph Γ, denoted by g = g(Γ), is the length of the shortest cycle in Γ. If Γ has no cycles, the girth of Γ is infinity.
A tree is a connected (simple) graph with no cycles. Any graph without cycles is called a forest. So, a forest is a set of disjoint trees.
The following classical statements can be found in any handbook on Graph Theory. Lemma: Every finite tree with vertices has a leaf, i.e., a vertex of valency l. Corollary: Every m-regular tree, m≥2, is an infinite graph.
Lemma: An infinite m-regular tree exists for each m≥2. All m-regular trees are isomorphic.
We can view a m-regular tree as an incidence graph for a group incidence structure. Via such a representation, a m-regular tree becomes a familiar object for algebraists. DEFINITION (Bipartite Graph). A bipartite graph G = (X,Y,E ) is a graph whose vertices are partitioned into two vertex sets, X and Y, and every edge in G joins a vertex in X with a vertex in Y.
The concept of degree. The degree of a vertex is the number of edges that are incident on (or stick out of) the vertex. We will show that the sum of the degrees of all the vertices in a graph is twice the number of edges of the graph. DEFINITION Let G be a graph and v a vertex of G. The degree of v, denoted deg(v), equals the number of edges that are incident on v, with an edge that is a loop counted twice. The total degree of G is the sum of the degrees of all vertices of G. If λ is an eigenvalue of A, then since A is real and symmetric, it follows that λ is real, and the multiplicity of λ as a root of the equation det(λI-A)=0 is equal to the dimension of the space of eigenvectors corresponding to λ. 
DEFINITION (Symmetric Matrix
DEFINITION (Spectrum
We refer to the eigenvalues of A=A(Γ) as the eigenvalues of Γ. The characteristic polynomial det(λI-A) will be referred to as the characteristic polynomial of Γ, and denoted by X(Γ;λ) Suppose the characteristic polynomial of Γ is
The spectrum of a bipartite graph. A graph is bipartite if its vertex set can be partitioned into two parts V 1 and V 2 such that each edge has one vertex in V 1 and one vertex in V 2 . If we order the vertices so that those in V 1 come first, then the adjacency matrix of a bipartite graph takes the form 0 0
If x is an eigenvector corresponding to the eigenvalue λ, and x % is obtained from x by changing the signs of the entries corresponding to the vertices in V 2 , then x % is an eigenvector corresponding to the eigenvalue -λ. It follows that the spectrum of a bipartite graph is symmetric with respect to 0.
The adjacency matrix of a bipartite graph Γ is a matrix of kind 0 0
, where λ is eigenvalues of matrix
An upper bound for the largest eigenvalue. Suppose that the eigenvalues of Γ are λ 0 ≥λ 1 ≥⋯≥λ n-1 , where Γ has n vertices and m edges.
A graph is said to be regular of degree p (or p -regular) if each of its vertices has degree p.
Proposition. Let Γ be a regular graph of degree p. Then:
If v and w are vertices of a graph Γ, and e={v,w} is an edge of Γ, then we say that e joins v and w, and that v and w are the ends of e.
The number of edges of which v is an end is called the degree of v. A subgraph of Γ is constructed by taking a subset S of E(Γ) together with all vertices incident in Γ with some edge belonging to S. An induced subgraph of Γ is obtained by taking a subset U of V(Γ) together with all edges which are incident in Γ only with vertices belonging to U. In both cases the incidence relation in the subgraph is inherited from the incidence relation in Γ. see [25] 
DESCRIPTION OF OBJECTS
Let G be a group with proper distinct subgroups G 1 and G 2 . The group incidence structure
has the set of points
, and the set of lines
, and
Let us consider the bipartite graph ( ) ( )
of the incidence relation I. We will identify the incidence structure and related bipartite graph. If G is a free product of G 1 and G 2 , then Γ(G) is an infinite tree. The graphs defined in the section below in terms of equations, can be considered as 1 2 ,
where G=G 1 *G 2 and G 1 , G 2 are an elementary abelian finite group of order p and F i is a special filtration for G. The graphs D(m,k) are graphs ( )
where G is a factor group of the free product Z m with Z n by a special normal subgroup F n of finite index and
CONCLUSION
We are able to create a model in a computer, t-regular expander Γ for given number t, with the size >M, where M is a given constant and estimate the related expansion constant. Possible parameters t and M are restricted only by the capacity of the computer. In fact we are working with 2 families of t-regular graphs D(t,k) [13] and W k (t) [33] where t>2 and k>1 are integers, number of vertices for each graph is 2t k . For t = 2 the graph is not connected. We set up the computer program which demonstrate for quite big array of pairs (t,k) that these graphs are very good expanders. In fact, we got that
Walks via edges define natural distance on graph. Let Γ 2 be the graph which has same vertices with Γ and vertices connected via edge in Γ 2 iff they are at distance 2 in Γ.
Our computations demonstrate that graphs (W k (t)) 2 and (D(t,k)) 2 are also good expanders. The valencies or the number of neighbours of them are t(t̵ 1) where t is prime and expansion constant c can be bounded below as ( ) Graphs W k (t) and D(t,k) have rather different properties. For instance, if t is prime then D(t,k), k > 3 does not have small cycles (of length > k+5) but W k (t) always has cycle of length 8.
Anyway graphs W k (t) and D(t,k) could be defined similarly in group theoretical terms via so called free product F(G) of two copies of the finite group G. Our results allow us to conjecture the existence of larger class of t-regular graph (quotients of geometry of F(G) which contains both families D(t,k) and W k (t) and have same bound for expansion constant. The technique we use to estimate the expansion constant is based on mysterious connections between expansion and spectral properties of graphs.
One canonical way to retrieve the information about the graph Γ is to generate the adjacency matrix A, which is the matrix whose columns and rows are labelled by vertices of the graph and entry related to vertices u and v contains number 1 if v connected by an edge with u, otherwise the entry is 0.
The array of eigenvalues of A is known as spectra of graph Γ. Spectra give the important information about graphs and spectral graph theory Explicit constructions of infinite families of Ramanujan graphs of bounded or unbounded degree is important problem of Graph Theory [17] . Just few families are known to be Ramanujan. We mention some of them. Explicit constructions of families of t -regular Ramanujan graphs were given by Lubotzky, Phillips and Sarnak [19] for all prime t-1. They proved that graphs defined in [22] turn out to be Ramanujan. M. Morgenstern (see [24] ), generalized this result. He proved the existence of infinitely many Ramanujan graphs for every valency t of type 1 p α + , where p is an arbitrary prime and ⋯ is any positive integer. Both constructions have used the deep number theory. Our computations show that graphs D(t,k) and W k (t) (t is fixed, k is a parameter) are Ramanujan for k=2,3,4.
More then that we find the close formula for elements of spectra. Thus we introduce new families of Ramanujan graph. If k ≥ 5 and t is a prime number, graphs are "asymptotically" Ramanujan:
the second largest eigenvalue for them is 2 t and clearly the ratio 2 1 2 t t − goes to 1 when t is growing. We will discuss the results in more details below.
Conclusion 4.1
The first aim of research was to study spectra for several families of regular algebraically defined graphs and some special induced subgraphs of them by computational and theoretical tools. For computations a new computer package has been designed. It allowed us to generate the full data about the graph in the form of adjacency matrix and afterwards to compute the spectrum of the matrix.
The second part was to analyse the data and guess the closest formula for the second largest eigenvalue or to get a close bound for it; to investigate whether or not the families are useful for application in networking (parallel computations, cryptography and etc.).
The computer experiment have been completed for the graphs D(m,k) and W(m,k) for the following list of parameters: Problems about expanders is discussed in [16] . Some of them deal with families of graphs of unbounded degree, others are about families of given degree. We will specialise the parameter k step by step (k=2, k=3, ⋯). Families D(m,k) and W(m,k) will depend only on degree m.
We notice several interesting patterns depending on arithmetical properties of the parameter m.
Let us consider the first case when m=p, where p is a prime number. k=2 m=p, p is prime number of graph D(p,2). Number of divisors of p is 2. Number of distinct eigenvalues 5. Conjecture:
We may conjecture that D(p,2), p is prime form a family of Ramanujan graphs. k=3 m=p, p is prime number of graph D(p,3).
Number of divisors of p is 2. Number of distinct eigenvalues is 7. Conjecture:
We may conjecture that D(p,3), p is prime form a family of Ramanujan graphs. k=4 m=p where p is prime number of graph W(p,4), p ≥ 5.
Number of divisors of p is 2. Number of distinct eigenvalues is 9. Conjecture:
The above conjecture is checked for p=5, 7.
We may conjecture that W(p, 4), p is prime form a family of Ramanujan graphs.
We may conjecture that we have 3 new families of Ramanujan graph.
If second largest eigenvalue is bounded away from valency, graph form a family of geometric expander in sense of Alon [l] . We may conjecture about existence of the following families of geometric expander with valency m, m is composite. Number of divisors of m is 4. Number of distinct eigenvalues is 9. Conjecture:
| and is a prime number p q pp p q ∈ >
Number of divisors of m is 6. Number of distinct eigenvalues is 13. Conjecture: 
m=8p where p is a prime number different from 2. Number of divisors of m is 8. Number of distinct eigenvalues is 17. conjecture: 
m=6p where p is a prime number different from 2 and 3. Number of divisors of m is 8. Number of eigenvalues 17. ( ) 
where p is a prime number.
Case of bounded degree. This case is the most interesting one. Just two families of expanders are known previously (see [26] ). In case of small valency (p=3) there is a hope to get infinite family of Ramanujan graph, or other families of expanders.
If n is composite, we notice the following patterns:
Conjectures for the characteristic polynomial of W(m,k) and N(W(m,k)), for m=3.
W(m,k)
• Number of distinct eigenvalues is 7. For k=3,4,5,6,7 the characteristic polynomial of W(m,k) can be written as: Anyway it still can be two new infinite family of Ramanujan graphs of valency 3 (cubic graphs) and 6 respectively.
Conjecture for the characteristic polynomial of W(m,k) for m=4. Number of distinct eigenvalues is 9: 
The above conjecture is checked for k=4, 5, 6.
We may assume that we got here an infinite family of Ramanujan graph of degree 4 (quadruple graphs). The formula above does not contradict to the Alon and Boppana theorem (see introduction).
Free Product. Generalized conjecture:
Connected components of graphs D(m,k) when k is even and of W(m,k), can be described in group theoretical terms as graphs of incidence structure ( ) 
G G *
and F is a special normal subgroup. If m is prime, D(m,k) and W(m,k) do not contain cycles C 4 and C 6 (see [12] ).
We may generalize this in the following conjecture:
Let G 1 and G 2 be two copies of finite group H, and let F be a normal subgroup of G1*G2 such that This conjecture has been presented at conferences [9] [30] and specialists expressed an interest to work on the proof of it.
The problem to generate network with good expansion property (in other words expanding graphs) is very important for applications. We are able to construct some finite sequences of Ramanujan graphs of unbounded prime degree. In fact, even infinite family of graphs if our conjectures are correct. Additionally, we have several families of graphs "under suspicion" that they are expanders of bounded degree. Our graphs can be computed efficiently and a specialist may use them in different problems: parallel computation, cryptography or networking.
