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Abstract
If black holes are not to be dreaded syncs of information but be fully described by
unitary evolution, they must scramble in-falling data and eventually leak it through
Hawking radiation. Sekino and Susskind have conjectured that black holes are fast
scramblers: they generate entanglement at a remarkably efficient rate, with character-
istic time scaling logarithmically with the entropy. In this work, we focus on Matrix
theory – M theory in the light-cone frame – and directly probe the conjecture. We de-
velop a concrete test bed for quantum gravity using the fermionic variables of Matrix
theory and show that the problem becomes that of chains of qubits with an intricate
network of interactions. We demonstrate that the black hole system evolves much like
a Brownian quantum circuit, with strong indications that it is indeed a fast scrambler.
We also analyze the Berenstein-Maldacena-Nastase model and reach the same tentative
conclusion.
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1 Introduction and Highlights
That General Relativity breaks down near the singularity of a black hole is in principle well-
established. And string theory promises to remedy this pathology with the help of an infinite
tower of degrees of freedom and associated non-local dynamics (see for example [1]). That
this non-locality may even extend all the way to the black hole horizon is however still a
tantalizing open question. There are no fundamental reasons to expect that spacetime near
a black hole horizon – where curvatures can be very small – is described by anything but
Einstein gravity. But then there remains the lingering issue of the information paradox [2, 3].
Black hole complementarity [4, 5, 6] along with string theory address (see for example [7, 8, 9])
– at some level – physics near the horizon: an in-falling observer falls past the horizon
unscathed, but her information gets heavily entangled with the Hilbert space of the black
hole – we say the in-falling information is scrambled by the black hole. The external observer
can then recover the in-falling data from entanglements with the Hawking radiation and
there is no loss of information to worry about. The wrinkles in this narrative are still to be
ironed out. More recently, there have been suggestions that this picture may be inconsistent.
The most precise formulation of this challenge is through the firewall proposal of [10]. In this
latter scenario, the in-falling observer enjoys an even shorter lifespan and gets incinerated
near the horizon – even for a large black hole.
While the issues surrounding the firewall proposal are still being debated, in this work
we go back to the original premise of black hole complementarity to directly tackle certain
details. It was argued in [11, 12] that, if τ is the black hole scrambling time measured in the
Schwarzschild time coordinate – we must require a lower bound on τ
τ ≥ lnS
T
(1)
where T is the temperature of the black hole and S is the entropy. Otherwise, one can devise a
thought experiment that violates the no-cloning hypothesis of quantum mechanics. Knowing
that a black hole is a thermal state, one expects that in-falling information is thermalized once
it crosses the horizon. A thermalization process can involve several timescales. To address
the no-cloning bound, the timescale of most relevance is the scrambling time τ which we
need to define precisely: dividing up the whole black hole Hilbert space in two roughly equal
parts, the scrambling time is the duration it takes for the two halves to equilibrate, to get
fully entangled after starting from zero entanglement. More generally, scrambling time is
the equilibration time of any subpart of the whole – a subpart that occupies up to half of
the whole. Most systems scramble information as a power law in entropy. Hence, black hole
quantum cloning may be avoided by a safe margin. In [11, 12], it was suggested and argued
that black holes are however fast scramblers – they are characterized by scrambling times
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of order lnS – thus saturating the no-cloning safety bound (1). There is a certain elegance
in this picture in that, the extreme objects that the black holes are, they test the limits
of the laws of physics – yet without violating them. This conjecture can be motivated by
analyzing the diffusion rate of charge on a black hole horizon, or through Matrix theory [13],
a framework of M theory in the light-cone gauge.
Matrix theory is an ideal setup for testing scrambling. It provides a concrete computa-
tional setting for quantum gravity – one involving the dynamics of D0 branes. A Matrix
black hole model was developed in [14, 15, 16] showing that, under certain assumptions, the
correct scaling of the equation of state of a Schwarzschild black hole can be reproduced within
the theory. This proposal suggests modeling the black hole as a thermal configuration of
D0 branes, strongly interacting through a dense network of strings stretching between them.
However, the model needs a mechanism to treat the D0 branes as distinguishable particles
to reproduce the correct entropy, and this in turn seems to require the presence of a back-
ground D2 brane structure – perhaps a membrane stretched at the horizon. In short, while
very promising, the Matrix black hole model remains incomplete with several missing key
dynamical ingredients. More recently, [11] argued that the network of interactions between
the bosonic degrees of freedom in Matrix theory may have the right structure and details to
naturally lead to fast scrambling. Other attempts of understanding scrambling dynamics in
Matrix and Matrix-like theories can be found in [17]-[21].
A scrambling time scaling logarithmically with the entropy is a rather extreme situation.
In [22], attempts were made to construct toy models of fast scramblers using techniques
from the field of quantum information. Two particular models were presented with some
promising attributes: a Brownian quantum circuit, and an Ising model on a random graph.
Neither however was related to Matrix theory or to a theory of quantum gravity.
In this work, we set up a concrete Matrix black hole model that provides a playground
for testing scrambling in quantum gravity. We start with the bosonic variables of Matrix
theory – describing the coordinates of the D0 branes – arranged in a fixed spherical shape,
presumably the size of a would-be horizon. We do this by considering either Matrix theory
in a box or the Berenstein-Maldacena-Nastase (BMN) model [23] – that is, Matrix theory
in the background of a plane wave. In either case, this configuration is stabilized through a
combination of background gravitational curvature and/or a background gauge flux providing
a dielectric Myers effect [24]. We then focus on fluctuations of this configuration, both
bosonic and fermionic ones, to account for the thermodynamics. The fermionic excitations
represent the N = 1 eleven dimensional supergravity multiplet – i.e. low energy M-theory.
And we focus on this fermionic sector to assess scrambling.
We show that the fermionic degrees of freedom organize themselves into spherical har-
monic modes that can be represented by a network of qubit chains. If we ignore the effect of
fluctuating bosonic degrees of freedom, we have qubit chains with a sparse nearest-neighbor
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network of interactions. For matrix theory, we deal with one dimensional chains; for the
BMN model, two dimensional ones. For U(N) Matrix or BMN theory, our problem consists
of a Hilbert space of 8N2 total qubits, distributed amongst N disconnected qubit chains.
For Matrix theory, the longest chain has 2N − 1 qubits, for the BMN model it has 4N − 2
qubits. The interactions between different qubits within a chain effectively connect different
modes of supergravity spherical harmonics – transferring entanglement across the energy
scales. And interactions between coarse modes are stronger than the ones between finer
modes: long wavelengths dynamically pack more energy than shorter ones, reminiscent of
stringy UV-IR mixing [25]. However, this is a zeroth order computation: these qubit chains
are in fact coupled to the fluctuations of the bosonic degrees of freedom. For quantum fluc-
tuations of the bosonic background, we show that the qubit system becomes very much like
the Brownian quantum circuit of [22, 26] – a strong indication that Matrix theory is a fast
scrambler. We also assess the effect of thermal fluctuations of the bosonic degrees of freedom.
This leads to a hierarchy between two timescales: a fast time scaling as 1/T characterizing
the bosonic dynamics, and a much slower one describing the fermionic dynamics. This is
a classic setup for thermalization through a back-reaction mechanism. We show that the
net effect is to create a dense network of interactions between the qubits – interactions that
go well-beyond the zeroth order nearest-neighbor pattern – leading once again to an ideal
setting for fast scrambling.
In summary, we develop a concrete and controlled framework where we can use methods
of quantum information theory in a theory of quantum gravity, and map Matrix theory
dynamics onto more familiar qubit-qubit dynamics along models entertained by [22]. All
preliminary indications from this analysis point towards the conclusion that both Matrix
theory and the BMN model are fast scramblers. To take the analysis to the next level of
certainty, ones needs either numerical simulations or a limiting regime (such as large N) to
simplify the otherwise complex dynamics. Hence, we also develop the framework to simulate
these systems numerically. The setup turns out to be very challenging even for numerical
methods! One needs to deal with immense Hilbert spaces even for N ∼ 10. To do this,
we develop original highly parallelized algorithms to simulate and assess scrambling. We
show that we are able to evolve an initial state numerically and observe the development of
entanglement across the Hilbert space of the system with enough statistics to yield robust
conclusions. We use these methods to confirm that the zeroth order description yields power
law scaling for scrambling time in terms of entropy, τ ∼ S for Matrix theory and τ ∼ S1/2
for the BMN model – as expected for one and two dimensional nearest-neighbor qubit chains
respectively. We defer work on simulating the full interacting system and the large N
analytical treatment to a future work [27].
The remaining discussion is organized as follows. In Section 2, we derive the qubit chain
Hamiltonians for Matrix theory and the BMN model; we analyze the Hilbert space and
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formulate the quantum information problem. In Section 3, we summarize the numerical
techniques which include original methods in parallelizing the computation in manners that
allow us to efficiently explore Hilbert spaces of up to 223 dimensions. We present results from
our simulations, including details of analysis, assessment of ergodicity and fluctuations at
equilibrium, fitting, error estimation, and numerical error tracking. Finally, in Section 4, we
collect our thoughts and present future directions in pursuing the analysis. We also comment
on the role of other thermalization timescales that we see in our system at earlier time steps.
2 Matrix fermions on a sphere
2.1 The Hamiltonian
We start with the BMN Lagrangian [23]
L =
1
2
gsTr
[
1
g2s
(DtXi)
2 +
1
g2s
(DtYa)
2 +
1
2
[Xi, Xj]
2 + [Xi, Ya]
2 +
1
2
[Ya, Yb]
2
−
(
µ
3gs
)2
X2i −
(
µ
6gs
)2
Y 2a −
i
3
µ
gs
ijk [Xi, Xj]Xk
+
1
gs
ΨDtΨ + Ψγi [Xi,Ψ] + Ψγa [Ya,Ψ]− i
4
µ
gs
Ψγ123Ψ
]
(2)
in units where the eleven dimensional Planck length is one, l
(11)
P = 1
3. The Xi’s with
i = 1, 2, 3, and the Ya’s with a = 1, . . . , 6, are N ×N hermitian matrices; Ψ is also an N ×N
hermitian matrix but its entries are Majorana-Weyl spinors in ten dimensions; gs is the
string coupling; and µ is the BMN deformation parameter. In the limit µ → 0, we recover
the Matrix theory Lagrangian of D0 branes in flat space. The covariant time derivative for
the U(N) gauge group involves the non-dynamical hermitian matrix A
Dt = ∂t − i [A, . ] . (3)
The system has 16 nontrivial supersymmetries; and an additional 16 supersymmetries acting
in the U(1) sector of U(N) – describing the transformations of the center of mass degrees of
freedom of the D0 branes.
We next fix a spherical configuration of D0 branes in the X1-X2-X3 subspace, and analyze
the dynamics of fluctuations on this sphere. We write the ansatz
Xi = ντi + xi , Ya = ya (4)
3To switch to string units, scale time as t→ g−2/3s t, and the matrices as X → g−1/3s X and Ψ→ g−1/2s Ψ.
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where the τi’s satisfy the SU(2) algebra
[τi, τj] = 2iεijkτk . (5)
and ν is some constant. The matrices xi and ya are taken as small. Without these pertur-
bations, the configuration is interpreted as a fuzzy sphere of radius
R =
√
TrX2i
N
= ν
√
N2 − 1√
3
∼ νN for large N  1 . (6)
It is a BPS state in the BMN theory if we choose
ν =
µ
6 gs
. (7)
In the Matrix theory limit µ → 0, the spherical configuration is unstable - albeit with a
long lifetime for large N [28]. One can stabilize it by adding a mass term to the Lagrangian
of the form m2TrX2; physically, this is achieved by putting the D0 branes in a non-trivial
supergravity background where m2 is mapped onto local tidal forces experienced by the D0
branes [29]4.
For simplicity, we imagine the background compactified to 3 + 1 dimensions: we do this
by freezing the dynamics in the Ya directions, setting ya = 0 by hand. Including this six
dimensional dynamics does not present any conceptual complications.
The next step is to decompose the matrix structure of Ψ, A, and xi in a basis of spherical
harmonics matrices Y jm [30, 31, 32]
Ψα = ψ
j
mαY
j
m , A = a
j
mY
j
m , xi = x
j
m iY
j
m , (8)
where we have explicitly added the spinor index α on ψjm, with α = 1, . . . , 16; while the
ajm’s and x
j
m i’s are bosonic variables. The Y
j
m’s are N × N matrices and span the space of
hermitian matrices for j = 0, . . . , N − 1, and m = −j · · · j. They satisfy an orthogonality
condition
Tr
(
Y jmY
j′
m′
)
= (−1)mNδjj′δ−mm′ ; (9)
and the conjugation identity
(Y jm)
† = (−1)mY j−m . (10)
This implies that – given that Ψ is a hermitian matrix of Majorana-Weyl spinors – we must
have
(ψjmα)
† = (−1)mψj−mα . (11)
4In particular, in a term of the form mijXiXj , the mass parameter maps onto mij ∝ gtt,ij where gtt is
the time-time component of a background metric.
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Similarly, we have
(xjm i)
† = (−1)mxj−mi . (12)
The commutation relations of the Y jm’s with SU(2) generators are given by[
τ+, Y
j
m
]
=
√
(j −m)(j +m+ 1)Y jm+1 (13)[
τ−, Y jm
]
=
√
(j +m)(j −m+ 1)Y jm−1 (14)[
τ3, Y
j
m
]
= mY jm (15)
where we define
τ1 = τ+ + τ− , τ2 = −i(τ+ − τ−) (16)
More generally, we have the algebra [31, 32][
Y jm, Y
j′
m′
]
= fjm,j′m′,j′′m′′(−1)m′′Y j′′−m′′ (17)
where fjm,j′m′,j′′m′′ is constructed from 3j amd 6j symbols as follows
fjm,j′m′,j′′m′′ =
2
N
(−1)NN3/2
√
(2j + 1)(2j′ + 1)(2j′′ + 1)× (18)(
j j′ j′′
m m′ m′′
)
×
{
j j′ j′′
N−1
2
N−1
2
N−1
2
}
(19)
if j + j′ + j′′ is odd; otherwise fjm,j′m′,j′′m′′ = 0. Note in particular that
τ+ =
√
2
N
Y 11 , τ− =
√
2
N
Y 1−1 , τ3 =
√
2
N
Y 10 . (20)
Using these expressions, we can now write the Lagrangian in terms of the ψjmα, x
j
m i, and
ajm. The latter is a Lagrange multiplier whose equations of motion immediately yield the N
2
Gauss law constraints ∑
j,m
∑
j′,m′
fjm,j′m′,j′′m′′ψ
j
mαψ
j′
m′ α = 0 , (21)
with the conventional gauge choice ajm = 0 (corresponding to A = 0). Tracing over the
matrix structure entirely, the Hamiltonian splits into several pieces which we write as
H = Hx +Hx,ψ +Hψ (22)
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where Hx is the part independent of the fermionic variables, Hx,ψ contains the terms coupling
the x’s and ψ’s, and the Hψ is the rest. We start by focusing on the last piece Hψ. The
gauge fixed form becomes
Hψ = N gs
[
ν
1
4
N−1∑
j=0
j∑
m=−j
(−1)m
√
1 + j −m
√
j +mψj1−mγ
1ψjm
+ ν
1
4
N−1∑
j=0
j∑
m=−j
(−1)m
√
1 + j +m
√
j −mψj−1−mγ1ψjm
+ ν
i
4
N−1∑
j=0
j∑
m=−j
(−1)m
√
1 + j −m
√
j +mψj1−mγ
2ψjm
− ν i
4
N−1∑
j=0
j∑
m=−j
(−1)m
√
1 + j +m
√
j −mψj−1−mγ2ψjm
− ν 1
2
N−1∑
j=0
j∑
m=−j
(−1)mmψj−mγ3ψjm
+
i
8
(
µ
gs
)N−1∑
j=0
j∑
m=−j
(−1)mψj−mγ123ψjm
]
. (23)
The momentum canonical to ψjm is
Πjmα =
1
2
(−1)mNψj−mα (24)
yielding the anticommutation relations{
ψjmα, (ψ
j′
m′ α′)
†
}
=
2
N
δαα′δjj′δmm′ . (25)
We will first analyze this system, ignoring the bosonic fluctuations, then come back to the
full problem.
2.2 Hilbert space
Introducing rescaled variables for m > 0
sjmα ≡
√
N
2
ψjmα for m > 0 , (26)
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equation (25) becomes{
sjmα, (s
j′
m′ α′)
†
}
= δαα′δjj′δmm′ ,
{
sjmα, s
j′
m′ α′
}
= 0 ,
{
(sjmα)
†, (sj
′
m′ α′)
†
}
= 0
for m = 1 · · · j, j = 1 · · ·N − 1, and α = 1 · · · 16 ; (27)
this is the canonical creation/annihilation algebra for a collection of fermions. The m = 0
case is special since (ψj0α)
† = ψj0α from (11), which leads to{
ψj0α, ψ
j′
0α′
}
=
2
N
δαα′δjj′ . (28)
We then define
Γj α ≡
√
Nψj0α ⇒ {Γj α,Γj′ α′} = 2 δαα′δjj′ . (29)
Hence, we instead get a Clifford algebra in the m = 0 sector.
We can now analyze the Hilbert space. For fixed j and m > 0, we have 16 × j qubits
that can be created and destroyed with (ψjmα)
† and ψjmα. With j ranging from 0 to N − 1,
this gives 8N (N − 1) qubits and hence a 256N (N−1) dimensional Hilbert space. There are
also the m = 0 modes that yield a Clifford representation in 16 × N dimensions (that is, a
representation of spin(16N)). This means we have an additional 8N qubits arising from the
m = 0 modes and this a 256N dimensional representation. In total, we then have a system
of 8N (N − 1) + 8N = 8N2 qubits, and a Hilbert space of 256N2 dimensions. This maps
onto the 256 states of the N = 1 D = 10 + 1 supergravity multiplet (that is, low energy
M-theory) – raised to the dimensionality of the U(N) group. Hence, our system corresponds
to the dynamics of 256 gravitons, gravitinos, and 3-form gauge particles on a sphere: the
N2 modes are the harmonics or Kaluza-Klein modes on the fuzzy sphere which comes with
a UV cutoff due to its discretized matrix structure.
We can build up the Hilbert space of the system by applying raising operators on a state
|Ω〉 annihilated by all lowering operators. To define |Ω〉, we then write
sjmα|Ω〉 = 0 for m = 1 · · · j, j = 1 · · ·N − 1, and α = 1 · · · 16 . (30)
and
Γ−j α|Ω〉 = 0 for j = 1 · · ·N − 1, and α = 1 · · · 8 , (31)
where we have defined
Γ+j α ≡
1
2
(Γj α + iΓj α+8) , Γ
−
j α ≡
1
2
(Γj α − iΓj α+8) (32)
with α = 1, . . . , 8 and corresponding anticommutation relations{
Γ+j α,Γ
−
j′ α′
}
= δαα′δjj′ ,
{
Γ+j α,Γ
+
j′ α′
}
= 0 ,
{
Γ−j α,Γ
−
j′ α′
}
= 0 (33)
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In doing so, we have chosen a particular structure of the Clifford representation that com-
bines the α’th spinor with the α + 8’th spinor. In tune with this, we will shortly choose
a representation of the gamma matrices appearing in the Hamiltonian that will make the
interaction pattern amongst the qubits more transparent. With the definition of |Ω〉 given
by (30) and (31), any state in the Hilbert space is then generated by acting upon |Ω〉 by a
number of (sjmα)
†’s with m > 0 and 1 ≤ α ≤ 16, and Γ+j α’s with 1 ≤ α ≤ 8. Each action of a
raising operator flips a corresponding qubit on; and applied more than once, it kills the state.
We thus generate the entire 256N
2
states of the Hilbert space as all possible configurations
of 8N2 qubits.
2.3 Interactions
We now go back to equation (23) to analyze the structure of qubit-qubit interactions. At this
stage, it helps to fix a representation of the gamma matrices appearing in the Hamiltonian:
γ1, γ2, and γ3. We collect the details of this in the Appendix. Once a representation is chosen,
we expand and simplify the resulting Hamiltonian and we write the end results separately
for the Matrix theory (µ→ 0) case, and the BMN case (µ 6= 0). The Matrix model yields a
simpler Hamiltonian
Hψ = Ngs
N−1∑
j=0
j∑
m=0
8∑
α=1
[
2m (ψjmα)
†ψjmα − 2m (ψjmβ)†ψβ,j,m
+ i
√
(j −m)(j +m+ 1) (ψjmα(ψjm+1β)† + (ψjmβ)(ψjm+1α)†
+ (ψjmα)
†ψjm+1β + (ψ
j
mβ)
†(ψjm+1α)
)]
(34)
where β ≡ α + 8. Note in particular that the sum over α ranges now from 1 to 8 only,
and the qubit-qubit interactions involve couplings between each αth qubit with the one at
β = α + 8. For m = 0, this is why the natural representation for the Clifford algebra –
within this chosen representation of the γ matrices – pairs the αth and the α+ 8th matrices
of spin(16N). Staring at (34), we see that we have chains of qubits interacting with nearest
neighbor interactions. We also notice that sectors of qubits with different j do not interact.
Hence, we can focus on a fixed-j sector in analyzing the time evolution of an initial state.
As mentioned above, the interactions also do not mix different spinor indices α = 1, . . . , 8:
for a fixed α, a chain mixes only a fixed pair of spinor indices α and β = α+ 8. These facts
greatly simplify the analysis. However, we also note that the coefficients of the interactions
are not independent of m, which makes the model significantly harder to tackle than, for
example, a standard Hubbard model. To see the problem at hand more transparently, we
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can reparameterize the spinors as follows
Σ(1)m ≡
√
N
2
{
ψmα for odd m
ψmβ for even m
, Σ(2)m ≡
√
N
2
{
ψmβ for odd m
ψmα for even m
(35)
where we have dropped the j label since we can focus on a fixed j sector at a time. The
Hamiltonian in a fixed j and (α, β) sector then takes the form
Hjα = −igs
j∑
m=1
√
(j −m)(j +m+ 1)
[
(Σ
(1)
m+1)
†Σ(1)m + Σ
(1)
m+1(Σ
(1)
m )
† + (Σ(2)m+1)
†Σ(2)m + Σ
(2)
m+1(Σ
(2)
m )
†
]
−
j∑
m=1
m
[
(Σ(1)m )
†Σ(1)m − Σ(1)m (Σ(1)m )†
]
+
j∑
m=1
m
[
(Σ(2)m )
†Σ(2)m − Σ(2)m (Σ(2)m )†
]
− i
√
j(j + 1)
[
−(Σ(2)1 )†Σ(2)0 − Σ(2)0 Σ(2)1 + (Σ(1)1 )†Σ(1)0 − Σ(1)0 Σ(1)1
]
− i
√
2j
[
(Σ
(2)
j−1)
†Σ(2)j − (Σ(2)j )†Σ(2)j−1
]
(36)
The full Hamiltonian is
Hψ =
N−1∑
j=0
8∑
α=1
Hjα . (37)
For fixed j and α, we then have two chains with j qubits each – one consisting of the Σ(1)
spinors, the other of the Σ(2)’s – and each with nearest neighbor interactions with m depen-
dent interaction coefficients. In addition, one has one additional qubit site corresponding to
the m = 0 mode represented by
Σ
(1)
0 =
i√
2
(
Γ− − Γ+) , Σ(2)0 = 1√
2
(
Γ− + Γ+
)
. (38)
Thus, the two chains interact with the m = 0 qubit. In summary, we effectively have a single
chain with 2j+ 1 qubits, with site dependent interactions. Figure 1 depicts a cartoon of this
setup, along with the corresponding α, β, and m labels.
The site dependent interactions in our system make an integrable structure, if any, far
from obvious. We have tried unsuccessfully to diagonalize this Hamiltonian through analyt-
ical methods. And diagonalizing it numerically, we have preliminary evidence that – while
the eigenvalue spectrum can be determined exactly – the structure of eigenvectors hints at
chaotic dynamics. We will report on this in a separate work [27] 5.
5An alternative approach is to first diagonalize the interactions in the Hamiltonian, which is straightfor-
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Qubit chain unraveled
Figure 1: A graphical representation of the Matrix theory qubit chain. Each circle represents
a qubit site – labeled by a spinor index α = 1, . . . , 8 or β = α+ 8, and a spherical harmonic
mode m = 1, . . . , j. In addition, the m = 0 site is shown as a black qubit on the left for
a total of 2 j + 1 qubits in each fixed-j sector. The lines connecting the qubits represent
interactions: thicker lines imply stronger interactions, thinner ones weaker. We see that we
have two chains; and the two chains are connected to each other through the m = 0 qubit.
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Repeating the same analysis for the BMN case, one obtains, after some lengthy but
straightforward algebra, the Hamiltonian
Hψ = Ngs
N−1∑
j=0
j∑
m=0
4∑
α=1
[
2m(ψjmα)
†ψjmα − 2m(ψjmβ)†ψjmβ (41)
+ 2m(ψjmγ)
†ψjmγ − 2m(ψjm δ)†ψjm δ (42)
+ i
(
µ
gs
)
(−1)α (ψjmγ(ψjmα)† − ψjmα(ψjmγ)†)
+ i
(
µ
gs
)
(−1)β (ψjm δ(ψjmβ)† − ψjmβ(ψjm δ)†) (43)
+ i
√
j +m+ 1
√
j −m (ψjmα(ψjm+1β)† + ψjmβ(ψjm+1α)† (44)
+ (ψjmα)
†ψjm+1β + (ψ
j
mβ)
†ψjm+1α + (ψ
j
mγ)
†ψjm+1 δ + (ψ
j
mδ)
†ψjm+1 γ (45)
+ (ψjmγ)
†ψjm+1 δ + (ψ
j
m δ)
†ψjm+1 γ
)]
(46)
where β ≡ α+ 8, γ ≡ α+ 4, and δ ≡ α+ 12; and now the range of α is 1, . . . , 4. Once again
this Hamiltonian splits into non-interacting sectors and can be written as
Hψ =
N−1∑
j=0
4∑
α=1
Hjα . (47)
We summarize the result neatly in Figure 2. Within each Hjα, we can reparametrize the
spinor degrees of freedom to make the structure of chains more transparent – as we did in
ward. Introducing a redefinition of our spinor variables as in
Sjmα ≡ (−1)α
√
j +m+ 1
2j + 1
ψjmα+
√
j −m
2j + 1
ψjm+1 β , T
j
mα ≡ −(−1)α
√
j −m
2j + 1
ψjmα+
√
j +m+ 1
2j + 1
ψjm+1 β ,
(39)
the Hamiltonian then becomes
Hψ = −N
2
N−1∑
j=0
j∑
m=1
8∑
α=1
j (Sjmα)
†Sjmα +
N
2
N−1∑
j=0
j∑
m=1
8∑
α=1
(j + 1) (T jmα)
†T jmα (40)
with new raising/lowering operators S†/T † and S/T . However, the new S and T variables have relations
amongst them because of the condition (ψjmα)
† = (−1)mψα j−m. Alternatively, only a subspace of the
Hilbert space built with these new variables is physical, and determining this subspace involves solving a
set of complicated constraint equations. At the end, we find that this approach is more computationally
involved than the one adopted in the text.
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the Matrix theory case. We then see that one has four chains interacting with each other
through a network of connections and two m = 0 modes – for a total of 4 j + 2 qubits. The
additional BMN interactions between the qubits then lead to a full two dimensional array of
links.
2.4 Bosonic fluctuations
The bosonic fluctuations yield the Hamiltonian
Hx = N gs
[
ν4 − 1
3
(
µ
gs
)
ν3 +
1
18
(
µ
gs
)2
ν2
]
+
1
2
Ngs(−1)mx˙j−mix˙jm i
+
√
Ngs
3
ν (µ− 3ν)
[√
2ifjm,j′m′,10x
j
m 2x
j′
m′ 1
+ (fjm,j′m′,1−1 − fjm,j′m′,11)xjm 3xj
′
m′ 1 + i (fjm,j′m′,1−1 + fjm,j′m′,11)x
j
m 3x
j′
m′ 2
]
− Ngs
18
(−1)m
[
1
2
(
2µ2 + 9ν2(j + j2 +m2)
) (
xj−m 1x
j
m 1 + x
j
−m 2x
j
m 2
)
+
(
µ2 + 9ν2(j + j2 −m2))xj−m 3xjm 3 + i6 (4µ− 3ν) νmxjm 1xj−m 2
]
+
Ngs
2
ν2
√
(j −m)
√
j +m+ 1(−1)m [−i xj−m−2 2xjm 1 − ixj−m−2 1xjm 2
+ mxj−m−1 3x
j
m 1 − imxj−m−1 3xjm 2
+
1
4
√
2 + j +m
√
j −m− 1 (xj−m−2 1xjm 1 − xj−m−2 2xjm 2)+ c.c.] (48)
where we have dropped cubic and quartic terms for simplicity. These latter terms are however
important for getting the equation of state of the Matrix black hole scale correctly [14, 15, 16].
We then have 3N2 oscillators, with a complex spectrum of frequencies, strongly interacting
amongst themselves.
2.5 Coupling between qubits and bosonic fluctuations
The last piece of our Hamiltonian takes a deceptively simple form
Hx,ψ =
1
2
Ngsfjm,j′m′,j′′m′′x
j
m iψ
j′′
m′′γ
iψj
′
m′ . (49)
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Qubit chains unraveled
Figure 2: A graphical representation of the BMN chains. Each circle represents a qubit site
– labeled by a spinor index α = 1, . . . , 4, β = α + 8, γ = α + 4, and δ = α + 12, and a
spherical harmonic mode m = 1, . . . , j. In addition, the m = 0 sites are shown as black
qubits on the left for a total of 4 j+ 2 qubits in each fixed-j sector. The lines connecting the
qubits represent interactions: thicker lines imply stronger interactions, thinner ones weaker.
We see that we have four chains; and these four chains are connected to each other through
the two m = 0 qubits. In addition, the dashed lines represent the new BMN interactions
weighted by µ. The result is then a two dimensional array of interacting qubits.
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This term couples the bosonic fluctuations to the fermionic ones, the latter being organized
into qubit chains earlier. The full system is a complex animal involving all these degrees of
freedom interacting and evolving in a coupled manner. In Section 3, we present the results of
numerical simulations in the absence of the coupling term (49). These results confirm that,
in the absence of the coupling term (49), the qubit chain system is not a fast scrambler;
instead, we see the expected power law scaling with entropy for one and two dimensional
nearest-neighbor chains.
We can gauge the effect of the coupling on the evolution of the qubit chains as follows.
Let us imagine we start with the background bosonic fluctuations in a vacuum configuration
and arrange an initial condition where the qubit chains are in the |Ω〉 state6. The fluctuations
in the background would generically have a quantum-driven Gaussian profile. We can write
Prob[x] =∼ e−
x2
2σ2x (50)
where the σ2x can in principle be determined by studying correlations functions in the strongly
coupled dynamics of the background fluctuations. The coupling (49) then introduces new
links between the qubits, making the interaction network denser while being weighted by a
random Gaussian noise. We see that our system is then starting to look very much like the
Brownian circuit discussed in [22] which exhibits fast scrambling! There are however some
differences. The Brownian circuit of [22] connects every qubit to every other qubit with
no correlations between the strengths of the links. This is not the case for our model. To
estimate the density of the new links one generates through the bosonic quantum fluctuations,
we write
Hx,ψ ∼ Ngsfjm,j′m′,j′′m′′xjmψj
′′
m′′(γ
1 + γ2 + γ3)ψj
′
m′ (51)
dropping the i index since we expect isotropy on average. The gamma matrix structure adds
links between the chains but this is of no relevant consequence: we start with 16 possible
qubit chains in spinor index space, the Hamiltonian Hψ connects these so that we have 8
or 4 independent chains for Matrix theory or the BMN model respectively, and finally this
coupling term adds more connections that leaves us with 4 independent chains in spinor
index space (see Appendix A for the explicit form of γ1 + γ2 + γ3). All this results in a
number of additional links that does not depend on N ; instead, it creates a number of links
within the spinor space which necessarily will be of order one with respect to N . Hence, we
can simplify things further by writing
Hx,ψ ∼ Ngsfjm,j′m′,j′′m′′xjmψj
′′
m′′ψ
j′
m′ (52)
dropping the spinor indices as well. The key then is the density of additional links generated
by the coupling of various spherical harmonics modes through the coefficient fjm,j′m′,j′′m′′ .
6One can easily check that |Ω〉 is within the physical space of states of the theory as discussed later.
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j=11j=10j=9j=8
Figure 3: Graphs for links in qubit chains. The horizontal and vertical axes label qubit
harmonics (j,m) = (0, 0),(1,−1),(1, 0),(1, 1),(2,−1), etcetera. On the left, we have the
nearest-neighbor case; in the middle and the right, the Matrix or BMN case. In the graphs
on the left and middle, black denotes a link between corresponding qubits, while white
denotes no link. In the graph on the right, gray level indicates the strength of the links. We
see that the number of links in the nearest-neighbor scenario scales as N . For the Matrix
or BMN case, we see that a qubit chain with fixed j connects with all other harmonics of
different j’s. The network of new connections scales as N2 as is obvious from the graph. Note
that each block spans m = −j, . . . , j whereas independent qubits are labeled by m = 0, . . . , j
– hence the folding symmetry of the pattern.
Assuming random fluctuations in xjm with no correlations with j or m for the sake of sim-
plicity, we then have new links between the qubits at j′m′ and j′′m′′ if∑
j,m
fjm,j′m′,j′′m′′ 6= 0 . (53)
If these coefficients are nonzero and uniform for all j′m′ and j′′m′′, we can then show that
Matrix theory realizes a quantum Brownian circuit and hence leads to fast scrambling. The
easiest way to address this question is to visualize these coefficients. Figure 3 shows three
graphs corresponding to a nearest-neighbor network and the network generated by (53). We
immediately see that the quantum fluctuations of the background bosonic coordinates do
add a very large number of new links between the qubits, a number scaling as N2, strongly
suggesting the potential for fast scrambling. But this is not identical to the Brownian circuit:
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there are still missing links in the graph. In fact, the pattern is more interesting if we graph
the strength of the links generated by (53), as shown on the right in Figure 3. A careful
inspection indicates that shorter wavelengths couple stronger than longer ones, the opposite
pattern seen in the zeroth order nearest-neighbor analysis. The devil is in the details, and
to definitively conclude that the theory is a fast scrambler, we need further analysis, which
we defer to [27].
We can also setup an alternative scenario to test fast scrambling. Imagine we start with a
configuration of a Matrix black hole model – a soup of strongly interacting bosonic oscillators
and qubits – all fluctuations of the fuzzy sphere the size of the would-be horizon. This soup
is left to settle in a thermal state with temperature T , the temperature of the Matrix black
hole. We would want the size of the black hole to be large, R ∼ N  1, implying that
T ∼ 1/R  1. We expect that the strong coupling yields a robust thermal state; i.e. one
that is not easily thrown out of equilibrium. The typical timescale of local thermalization in
this system should be 1/T [33].
We then arrange the qubits of one particular chain of fixed j ∼ N into the pure state
|Ω〉j and let them evolve – as if these are our probes of the thermal background. We want to
find how long it takes for the initial state |Ω〉j to scramble. This is an interesting example of
quantum stochastic evolution of a qubit system with a fluctuating coupling (49). Deferring
a complete analytical and numerical treatment to a future work, we proceed with a heuristic
analysis that clarifies many of the qualitative physical features.
The scrambling timescale of interest is necessarily much longer than 1/T , if entropy
S  1, irrespective of whether our qubit chain is a fast scrambler or not. Hence, the
dynamics we want to track has a timescale of evolution much longer than the timescale
characterizing the background thermal state. Furthermore, the probe consists of about N
qubits, whereas the background has many more degrees of freedom – scaling as N2. We then
propose that the thermal background functions like a heat reservoir. The strong coupling
from the cubic and quartic terms in the Hamiltonian quickly dissipates, on a timescale of
order 1/T , any impact the qubit chain has on the thermal bath through (49). But it is
well-known that such an effect on a reservoir is not entirely negligible and is, in fact, crucial
for the mechanism of thermalizing a probe [33]: the qubit chain slightly alters the thermal
reservoir, which in turn back-reacts on the dynamics of the chain through (49), generating
dissipation. As we have set things up, this process is necessarily Markovian7. A similar
situation was numerically analyzed in Matrix theory in [20] where both probe and bath
resided in the bosonic sector of the theory and the analysis was entirely classical. In that
7For fast scrambling of the probe, this feature is weakened but not invalidated as long as entropy S  1.
However, the same analysis can also be done in a more general setting involving non-Markovian thermaliza-
tion at the cost of yielding integro-differential equations of evolution.
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work, it was found that the scrambling timescale – to the crude extent scrambling could be
defined classically – scaled as 1/T , with no dependence on the entropy. [20] proposed that
this was a pathology of the classical treatment, and that a quantum mechanical analysis is
probably needed to reveal the lnS/T dependence, if present.
In the current context, we have a probe that is treated quantum mechanically – a chain
of qubits – evolving in the fluctuating background of a thermal bath. Let δt0 ∼ 1/T denote
the timescale characterizing the thermal background evolution. For example, for the bosonic
fluctuations, we may write
〈xjm i(t)xj
′
m′ i′(t+ δt0)〉th ∼ e−Tδt0 , (54)
where the thermal averaging is equivalent to time averaging over timescales of order δt0. The
timescale associated with the probe is denoted instead as δt  δt0. To zeroth order in the
back-reaction effect, we have
〈xjm i(t)〉th → 0⇒ 〈Hx,φ〉th = 0 (55)
and we reach the incorrect conclusion that the system is not a fast scrambler. However,
the interaction with the probe shifts the bath energy slightly by an amount determined by
equation (49) so that the probability distribution becomes
Prob[x] =∼ e−
x2
2σ2x e−βδEx,ψ (56)
where σ2x is now computed in a thermal bath, δEx,ψ is the change in the energy of the
thermal bath over a short timescale δt0 due to its interaction with the probe, and β = 1/T .
Introducing the operator
Ojm i ≡ fjm,j′m′,j′′m′′ψj
′′
m′′γ
iψj
′
m′ , (57)
we then have
δEx,ψ ∼ Ngsxjm i〈
[
Hψ,Ojm i
]〉δt0 (58)
where we take the expectation value of the spinor operators in the evolving qubit state. The
bottom line is that this shifts the thermal average 〈xjm i(t)〉th through (56) to a non-zero
value
〈xjm i(t)〉th ∼ Ngsβδt0σ2x〈
[
Hψ,Ojm i
]〉 . (59)
Hence, the term (49) gets turned on for timescales of order δt. Once again, we add a dense
network of connections between the qubits of our probe chain, along the pattern shown in
Figure 3, now weighted by thermodynamic parameters of the thermal bath through (59) –
leading to very promising prospects for fast scrambling.
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3 Simulations at zeroth order
In this section, we develop new numerical techniques to analyze the problem at hand and
apply them to the scenario where the coupling term (49) is artificially turned off. We
demonstrate that under these conditions, both Matrix theory and the BMN model scramble
information as normal nearest-neighbor qubit chains do – indicating that fast scrambling, if
present, must arise through the coupling term (49).
3.1 Scrambling time
We want to evolve an initial state of qubits with no coupling to the bosonic degrees of
freedom, and track entanglement as a function of time. In the Matrix theory case, we have a
one dimensional chain with q = 2 j + 1 qubits; in the BMN case, we have a two-dimensional
network with q = 4 j + 2 qubits. We choose the initial state as |Φ(t = 0)〉j,α = |Ω〉 which is
not an energy eigenstate. Given that the Hamiltonian does not mix between different j and
α sectors, we label the state with the appropriate subscripts. In choosing the initial state, we
need to solve the constraint (21) to assure that we are evolving within a physical subspace of
the Hilbert space. The constraint is essentially the generator of U(N) transformations (up
to normal ordering). One can easily show that the expectation value of the constraint with
respect to |Ω〉 vanishes, implying that |Ω〉 is a physical U(N) invariant state. The constraint
is then equivalent to the statement that a physical state must be constructed by applying
on |Ω〉 combinations of the spinor matrix Ψ in a U(N)-invariant combination; for example,
states of the form TrΨαΨβ · · · |Ω〉 would be physical. We also know that the Hamiltonian
evolution preserves the constraint once the initial state is chosen properly. For our purposes,
we will then simply choose the initial state as the U(N)-invariant vacuum |Ω〉 to keep things
simple. To probe the theories in an as ergodic regime as possible, we would be interested
in the large j case to explore a larger Hilbert space: in particular, we are interested in
the j = N − 1 sector. Hence, restricting to j = N − 1, we start with |Ω〉 in a chain of
q = 2(N − 1) + 1 = 2N − 1 qubits (Matrix case) or q = 4(N − 1) + 2 = 4N − 2 = 2(2N − 1)
qubits (BMN case) – ignoring all other j sectors of the system; and then we evolve this state
within the j = N − 1 sector.
Once the initial pure state is chosen, its unitary evolution would be tracked by
i~
∂
∂t
|Φ(t)〉N−1,α = HN−1α |Φ(t)〉N−1,α . (60)
We then identify a subset of qubits, henceforth denoted by M, which is to become the
“system” of interest. And we trace over the complement qubits M to generate a density
matrix ρ(t) – which experiences a non-unitary evolution and hence information loss. We
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write
ρ(t) = TrM |Φ(t)〉N−1,α N−1,α〈Φ(t)〉| . (61)
From this, we compute the von Neumann entropy
S(t) = −ρ(t) TrMρ(t) . (62)
to assess entanglement and information scrambling and identify the relevant timescale. The
goal is to determine this scrambling time as a function of the parameters of the problem,
in particular as a function of the sizes of M and M. We accord to the definition that
scrambling time is the time it takes for two halves of the whole to equilibrate8. For a typical
system with entropy S at temperature T , the scrambling timescales as
τ ∼ S
C
T
(63)
for some constant C. A fast scrambler however scrambles in time τ ∼ lnS/T .
It is known from quantum information theory that several factors affect entropy and
scrambling time: the choice of initial state, the choice of the set M that constitutes the
system, and the details of the qubit-qubit interactions. Our goal is to find out whether the
latter attribute – the details of qubit interactions – leads to fast scrambling in Matrix or BMN
theories. We choose |Ω〉 as the initial state, making sure that it is not an eigenstate of the
Hamiltonian. For the set of qubitsM, we consider several situations depicted in Figure 4: (1)
a contiguous set along the qubit chains, which reduces the network of interactions betweenM
andM to the few qubits at their common boundaries; (2) a sequence of straddling qubits that
maximizes the interaction links between M and M; (3) samples of qubits chosen randomly
from the network chain to constitute the system M. We also arrange that the number of
qubits in M is around half of the total number of qubits in M +M – while we vary this
total number over a range. This is so as to explore a regime of scrambling most relevant to
the black hole no-cloning argument of [34, 11, 12].
3.2 Numerical methods
For fixed N , j = N−1, and arbitrary fixed α, we have a closed system with 2N−1 qubits for
Matrix theory or 4N − 2 qubits for the BMN case. This corresponds to a Hilbert space that
is respectively 22N−1 or 24N−2 dimensional. Larger values of N would lead to more succinct
8If this Hilbert space would be that of a black hole, this scrambling timescale would correspond to the
minimum amount of time required for information about the initial state to be imprinted onto the Hawking
radiation and thus leak out of the black hole.
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Contiguous tracing scheme Straddling tracing scheme
Random tracing scheme
Figure 4: The three different tracing schemes we use to measure entanglement (BMN case
depicted). The grayed out areas represent the qubits over which we trace (M) while the rest
represent the system M: (a) shows the case where we trace over a contiguous chunk of the
qubit chains; this minimizes the interactions between M and M expecting to lead to the
least amount of entanglement growth; (b) depicts the case where we trace over a straddled
subset that maximizes the connections between qubits in M and those in M, leading to
more von Neumann entropy; finally (c) shows the case where we trace over a random set of
qubits selected from the entire set M+M; this is to represent a ‘generic’ scenario.
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scrambling: for smaller N the setup would involve larger equilibrium fluctuations. In the
case of Matrix theory, we find N ∼ 6 has enough states in the Hilbert space so that the
non-linear dynamics of the theory leads to scrambling. Note that, for N ∼ 10, one is already
dealing with a Hilbert space with a million states! This is a rather challenging problem even
for numerical methods. We have two strategy options:
• Numerically diagonalize the Hamiltonian in some basis; then use the energy eigenstates
to evolve the initial state. This is technically a very computationally intensive numer-
ical problem because it requires computation of eigenstates for a Hilbert space of very
large dimension. The task becomes computationally prohibitive for N > 8 for Matrix
theory or N > 4 for the BMN case.
• Numerically evolve the initial state over discretized time using a Runge-Kutta algo-
rithm and equation (60). Albeit still dealing with a large Hilbert space, this problem
is comparatively tractable.
We then adopt the second method. It allows us to readily explore dynamics with N ≤ 12
in Matrix theory or N ≤ 6 in the BMN model. We employ the basis of states identified
by the vacuum (30)-(31) and the corresponding raising and lowering operators (ψjmα)
† and
ψjmα. We represent the quantum state as a product of qubits, each qubit occupying only
a single bit of computer memory to maximize efficiency. The Hamiltonian is then a sum
of direct products of two by two matrices. Each step of the computation is then cast into
the form of bit-shift operations – a maximally efficient computational scheme. The algebra
involves single precision arithmetics (4 bytes per float). For the numerical evolution of the
initial |Ω〉 state, we employ a 4th order Runge Kutta algorithm to assure numerical stability.
We use a small enough time step of 10−3 in dimensionless units (l(11)P = 1) to control the
accumulation of numerical errors. All this is still a very involved computation that can only
be reasonably tackled with a highly parallelized algorithm. We employ 896 nVidia GPU
cores (Tesla architecture), allowing us to explore Matrix theory with up to N = 12 – or 23
qubits – in a time frame less than an hour per an entire simulation sequence. The main
limitation of the setup becomes memory driven: we are not able to go beyond N = 12 since
this requires more than the 12GBytes of GPU memory.
At every time step, we compute the density matrix by implementing a highly efficient
original algorithm that reconstructs from the bits in memory representing the product state
a reduced density matrix – once again employing parallel processing. From the density
matrix, we compute the von Neumann entropy, once again using GPU parallel processing.
Entropy as a function of time is then the output from the simulation. This data is analyzed
with a combination of Mathematica and Igor Pro. For every set of fixed parameters, several
simulations are performed and analyzed to allow for error estimation. In addition, we assess
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numerical errors by computing the trace of the density matrix – which is expected to remain
equal to one as the time evolution progresses. Throughout our simulation, we find that the
trace of the density matrix remains fixed at unity to five significant digits demonstrating
that we effectively have no numerical errors to worry about.
Without the highly threaded algorithm design we implemented - distributing the com-
putation across hundreds of GPU cores - it would have been impossible to perform this
computation with large enough N to demonstrate scrambling. In this sense, the technical
computational aspects of this project break or make the results.
3.3 Analysis techniques and errors
We run a sequence of simulations for the evolution of the qubit chains without the coupling
term (49). This is so as to test the numerical techniques and confirm that our system is not
a fast scrambler when not taking into account coupling to bosonic degrees of freedom.
The main output from our simulations is the von Neumann entropy as a function of
simulation time step. In total, we present results from the following simulations:
• Matrix theory with N = 3 to N = 12 (5, 7, 9, . . . , 23 total qubits, and system sizes
ranging from 2, 3, 4, . . . , 11 qubits respectively)
– with the straddled tracing scheme.
– with a random tracing scheme.
– with the contiguous tracing scheme.
• BMN model withN = 2, 3, 4, 5, 6 (6, 10, 14, 18, 22 total qubits, and system sizes 2, 4, 6, 8, 10
qubits respectively)
– with the straddled tracing scheme.
– with a random tracing scheme.
– with the contiguous tracing scheme.
In addition, we present one tangential case study: we arrange a setup in Matrix theory
with a system of 3 qubits and a whole of 20 qubits to attempt to capture a reservoir-like setup
with the whole significantly bigger than the system. We use this simulation to elaborate on
other timescales involved in the equilibration process.
For all simulations, we fix the initial state to |Ω〉 as described earlier – a state that lives
in the physical Hilbert space of the corresponding theory.
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To quantify the rate of scrambling, we adopt the following criterion. We divide up the
qubits of the system into two sets with an approximate 40-60 ratio. The slightly smaller
subspace is then viewed as our “system”. The system and the rest interact and thus exchange
energy as they equilibrate; the total energy, which is conserved, is fixed by the choice of an
initial pure state. After evolving the full pure state, we trace over the qubits that are not
in our system, generating a density matrix. The von Newmann entropy computed from this
density matrix is then a measure of the level of entanglement between our system and the rest.
To identify scrambling time, we look for the timescale at which the von Neumann entropy S
of our system levels off near its equilibrium value Seq, which is necessarily smaller than the
maximum possible entropy Smax = q ln 2 for a system of q qubits. Note that our system is
not much smaller than the whole as is more common in reservoir-based setups9. From this
arrangement, we then extract the scrambling timescale τ and the equilibrium entropy Seq.
And we do all this as we vary system size – the number of qubits or equivalently N while
maintaining the 40-60 proportion – looking at the dependence of the scrambling timescale
and equilibrium entropy on the size of the Hilbert space of our system.
We run each simulation for 104 time steps: we find that this time interval is long enough
to generate an entropy profile that always levels off to some equilibrium value Seq, as shown
in Figure 5. From each simulation, we extract two numbers: the equilibrium entropy fraction
A ≡ Seq/Smax, and the scrambling time τ . Note that A ≤ 1. To determine the equilibrium
entropy fraction A, we compute the average of S/Smax over the range of time steps where the
entropy curves fluctuates about a flat level. The standard deviation then gives us an estimate
of the size of these fluctuations. To determine the scrambling time τ , we employ a fitting
function of the form A(1− e−t/τ ), where t is time step - with fixed A computed earlier. We
find that this method gives a robust estimate of scrambling time – with associated statistical
error estimation – which qualitatively conforms well to the shape of the entropy function as
can be seen from Figure 5.
We then proceed with plotting A versus system qubits q = lnn/ ln 2, where n is the size
of the system Hilbert space, n = 2q – while the value of q is varied within each fixed tracing
scheme. Similarly, we plot τ versus q10. In all cases, our error estimation is a crude one: it
mainly arises from the size of the entropy fluctuations about a plateau at late time steps.
Hence, the error bars on the figures should be taken with a grain of salt. Nevertheless, we
9In a reservoir setup, the von Neumann entropy also corresponds to the the measure of thermodynamic
entropy. We are extending this notion to our setup of two equally sized systems exchanging energy with each
other since an assessment of entanglement should correspond to an assessment of the onset of ergodicity in
phase space.
10Since the proportion of system size to the whole is kept roughly constant at around 45%, our plots versus
system qubits q are qualitatively equivalent to plots versus the total number of qubits, or for that matter
N . The horizontal axis then scales as the log of the Hilbert space size – either the system’s or the whole’s.
24
0.8
0.6
0.4
0.2
0.0
S
/S
m
ax
1000080006000400020000
Time Step
q = 2
A  = 0.67 ± 0.18
τ = 236.53 ± 7.64
q = 3
A  = 0.62 ± 0.13
τ =272.28 ± 6.61
q = 4
A  = 0.79 ± 0.05
τ =555.57 ± 3.17
q = 5
A  = 0.74 ± 0.07
τ =431.37 ± 3.4
q = 6
A  = 0.77 ± 0.06
τ =507.28 ± 2.94
q = 7
A  = 0.75 ± 0.06
τ =466.91 ± 3.11
q = 8
A  = 0.75 ± 0.04
τ =481.1 ± 2.25
q = 9
A  = 0.79 ± 0.03
τ =564.61 ± 1.96
q = 10
A  = 0.80 ± 0.03
τ =577.91 ± 1.65
q = 11
A  = 0.81 ± 0.02
τ =611.8 ± 1.1
Figure 5: Von Neumann entropy fraction growth as a function of time in the Matrix theory
case using a random tracing scheme. Throughout the text, the time step is set to 10−3l(11)P ,
and we work in Planck units where l
(11)
P = 1. We generically see the entropy rising quickly
– in fact quicker for larger system sizes — but then leveling off at an average equilibrium
entropy Seq < Smax. Along this equilibrium entropy plateau, the entropy fluctuates: we see
larger fluctuating amplitudes for smaller system sizes as is expected from ergodic evolution.
The figure also shows the results of fitting the entropy profiles with an exponential function
A(1 − e−t/τ ) for different system qubits q: A is the equilibrium entropy fraction, A =
Seq/Smax, and τ is the scrambling timescale in units of t, the simulation timestep. The
resulting A and τ parameters are then plotted as a function of q. Colors are used to tag the
different q cases.
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believe they do capture the relative uncertainties between the different data points on the
same graph.
We next proceed with presenting all the results and conclusions from the simulations.
3.4 Results: Matrix theory
Figure 5 shows the evolution of the von Neumann entropy fraction as a function of simulation
time step in Matrix theory employing a random tracing scheme. Similar profiles are generated
for other tracing schemes. We define von Neumann entropy fraction as A ≡ S/Smax, the
ratio of the entropy S of the system to the maximal entropy Smax = q ln 2. The figure
shows data for systems with q = 2, 3, 4, . . . , 11 qubits. These correspond to full states with
respectively 5, 7, 9, . . . , 23 qubits in the longest chain, of which our system occupies 40%-
47%. We see from the figure that the entropy reaches an equilibrium plateau within about
one thousand simulation time steps. After this, ergodicity is qualitatively obvious in the
fluctuating entropy profiles, on top of which we overlay fitting curves that help us estimate
the scrambling time. Fluctuations are larger for smaller systems, as expected. A closer
analysis of the pattern of entropy fluctuations at equilibrium yields the expected statistical
behavior for ergodic evolution: fractional fluctuations depending on the number of degrees
of freedom through an inverse power law. To gauge the onset of ergodicity, Figure 6 shows
the fluctuations about the equilibrium entropy Seq for a random tracing scheme. We plot
the fractional fluctuations ∆Seq/Seq as a function of q and show a fit to q
−1/2, q being the
number of degrees of freedom. We see that, for q ≥ 5, the fluctuations are roughly bounded
by 10%. We hence consider equilibration is achieved to a desired statistical level for system
qubits q ≥ 5, or a full chain of q ≥ 11 qubits; that is, for N ≥ 5. For the straddled tracing
scheme, similar results are achieved. However, for the contiguous tracing scheme, we find
larger fluctuations – still obeying the expected statistical pattern. For this latter case, one
needs to consider a full chain with at least q = 19 qubits to achieve ergodicity at the 10%
fluctuation level. This corresponds to N ≥ 10. For all three tracing schemes, our simulations
are then able to gauge equilibration.
To fully appreciate the dynamics at work, Figure 7 shows the results of analyzing these
entropy curves, summarized in two graphs and for three different tracing schemes: a straddled
scheme that maximizes the connections between the system and the whole, a contiguous
scheme that minimizes the connections, and a random scheme. On the left, we show the
equilibrium entropy fraction A at which the system levels off, as a function of number of
system qubits q. We notice that, as the system size grows, the equilibrium entropy fraction
increases; and at around just 5 system qubits, it reaches a 90% fraction. At this point,
the system is large enough to encode sufficient statistics for ergodicity: fractional entropy
fluctuations beyond this point dip below 10% for the straddled and random tracing schemes.
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Figure 6: Entropy fluctuations and the onset of ergodicity. The case shown is that of Matrix
theory with a random tracing scheme.
For a system size with q = 5 qubits, the whole system has 11 qubits, and we have U(6)
Matrix theory. From q = 5 to q = 11, corresponding to Matrix theory with gauge group
U(6) to U(12), our system is ergodic enough. We also notice that A in independent q beyond
this point! This means that the entropy of the system scales as
Seq
Smax
∼ 1⇒ Seq ∼ q ∼ N . (64)
This is the conjectured entropy scaling for a Matrix black hole [14, 15, 16]. This issue was
left unresolved in the literature since the development of the original Matrix black hole
models: it was conjectured that perhaps this scaling is due to tethering D0 branes to a D2
brane membrane at the horizon. Indeed, our setup is an explicit realization of this: the
spherical Matrix theory configuration we employ as background for fluctuations carries D2
brane dipole charge, and the fermionic degrees of freedom are tethered to it. And we find
the conjectured and unusual Seq ∼ N scaling. This increases our confidence that our model
has the right attributes of Matrix black hole dynamics. The second graph on the right in
Figure 7 plots scrambling time τ versus system qubits q. For qubits q = 5 through q = 11
where ergodicity is established at a 10% level for the straddled and random tracing schemes,
we see a clear linear dependence of τ on q. Remembering that the Hilbert space is of size
n = 2q and the equilibrium entropy we just determined scales as Seq ∼ N , the figure implies
that the scrambling time scales as
τ ∼ Seq . (65)
27
0.9
0.8
0.7
0.6
0.5
E
qu
ili
br
iu
m
 e
nt
ro
py
 fr
ac
tio
n
108642
System qubits
Random tracing scheme
Contiguous tracing scheme
Straddled tracing scheme
1200
1000
800
600
400
Ti
m
es
te
ps
 to
 s
cr
am
bl
in
g
108642
System qbits
Random tracing scheme
Contiguous tracing scheme
Straddled tracing scheme
Figure 7: Equilibrium entropy fraction A versus system qubits q on the left and scrambling
timescale τ versus q on the right in Matrix theory. The horizontal axis scales as the log
of the system’s Hilbert space dimension n = 2q. We see that τ ∼ Seq for all three tracing
schemes. The determination and estimation of the error bars are heuristic and are described
in the text.
To see this, we also note that a qubit flip in our system costs energy gs ∼ R11 in tune with
light-cone M theory. This means that the chemical potential for the qubit chain is of order
one in Planck units, which gives a qubit chain temperature of order one as well. Hence, we
have τ ∼ Seq/T ∼ Seq as noted. Our model does not then scramble information as fast as
desired in the absence of coupling to the bosonic fluctuations. This is the case even for the
straddled tracing scheme which corresponds to arranging for every qubit of the system being
connected to the whole – a mechanism to generate maximal entanglement.
3.5 Results: BMN case
The BMN case is a most interesting scenario because the setup is more controlled. The
spherical configuration about which we perturb is a BPS state. We would then explore
scrambling in a near BPS regime when ν = µ/6. However, we may expect that because
of this, the evolution will be less ergodic and may require larger gauge group ranks to
demonstrate the fast scrambling phenomenon if any. We find that ergodicity sets in at the
10% fluctuation level for system qubits q ≥ 8 only for the straddled tracing scheme which
maximizes interactions between system and the whole. This corresponds to a full chain
28
0.7
0.6
0.5
0.4
0.3
0.2
E
qu
ili
br
iu
m
 e
nt
ro
py
 fr
ac
tio
n
108642
System qbits
Random tracing scheme
Straddled tracing scheme
Contiguous tracing scheme
350
300
250
200
150
Ti
m
e 
st
ep
s 
to
 s
cr
am
bl
in
g
108642
System qbits
Random tracing scheme
Straddled tracing scheme
Contiguous tracing scheme
Figure 8: Equilibrium entropy fraction A versus system qubits q on the left and scrambling
timescale τ versus q on the right in the BMN model. Three tracing schemes are shown.
with q ≥ 18 qubits, or BMN theory with N ≥ 5. Figure 8 shows the results of analyzing
all three tracing schemes in the BMN model. For all three, we see that the equilibrium
entropy fraction A rises up with system size. This implies that the equilibrium entropy
scales quadratically with N
Seq ∼ N2 . (66)
However, this conclusion is reliable only for the straddled tracing scheme, and even for that
with low statistics. The scrambling time graph seems to suggest
τ ∼ N ∼√Seq , (67)
in particular for the straddled tracing scheme which leads to a remarkably robust linear fit in
terms of q. We then conclude that our BMN model is not a fast scrambler when the effects
of the coupling term (49) are ignored. More generally, we would need to simulate the model
at even higher values of N to capture better statistics. However, our results are suggestive
enough to provide an educated guess.
3.6 Summary
These results are not too surprising: the Matrix setup amounts to a one dimensional qubit
chain, while the BMN case amounts to a two dimensional qubit chain. Scrambling time
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scaling as S and
√
S is very much in tune with expectations from a d dimensional nearest-
neighbor system, τ ∼ S1/d/T . We conclude that the coupling to the bosonic fluctuations
through (49) is central to fast scrambling. The discussion in Section 2.5, analyzing the
effects of such coupling, lead to very promising prospects for fast scrambling. We defer a full
analysis, including an analytical treatment of the large N case, to a future work [27].
4 Conclusions and Outlook
In the past few years, we have come a long way from the times of the original formulation of
the information paradox. In the context of string theory, the question is no more whether the
evolution of probes falling into a black hole is unitary; the debate has moved instead to the
details of the unitary evolution, to understanding how does the in-falling information merge
with the black hole degrees of freedom. The evolution of the black hole seems to be more
like the burning of a piece of paper, with no loss of information but instead the scrambling of
initial data across a large Hilbert space. What may make a black hole more interesting than
a piece of paper has to do with the details of the internal dynamics – perhaps the existence
of a highly efficient mechanism for scrambling information and generating entanglements at
an impressive rate.
In this work, we have developed a quantum information playground in a theory of quan-
tum gravity: the dynamics of the fermionic degrees of freedom in Matrix theory and the
BMN model on a sphere. The systems were shown to consist of chains of qubits with near-
est neighbor interactions in addition to a dense network of links dynamically generated by
bosonic fluctuations. We demonstrated that the black hole dynamics is akin to a Brownian
quantum circuit and, along with thermal back-reaction effects from couplings between the
boson and fermions of the theory, the full picture looks very promising: Matrix and BMN
theories appear to have the necessary ingredients to be fast scramblers.
Can we then fully develop a complete model of a Matrix black hole – reproducing equation
of state, scrambling effect, and other special attributes of black objects? Our current setup
still needs two additional ingredients.
First, we need to analytically diagonalize the Hamiltonian. We have been partially suc-
cessful in doing this and we will report on the results in a separate work [27]. This requires
us to explore the scrambling dynamics in the large N limit – a desirable regime anyways.
We would then write the non-unitary evolution of the open system that is the qubit chain
probe using stochastic methods from quantum optics. These differential/integral equations
can then be studied to identify the proper scrambling timescale in the large N regime, as
well as to compute thermodynamic equations of state at equilibrium. Numerical simulations
which we developed in this work can then be used to test the validity of certain assumptions
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in such a computation.
The second ingredient has to do with the mechanism of putting the Matrix degrees of
freedom in a box. In the BMN model, this is naturally provided for by the background fields
and the configuration is near-BPS. In Matrix theory, we need to add by hand background
curvature to confine the bosonic degrees of freedom into a spherical shape. While this is
adequate to demonstrate a proof of concept fast scrambling phenomenon in the theory, it is
desirable to motivate this from a more dynamical perspective. In [29, 28], it was suggested
that such background fields may arise from back-reaction effects when N is large. It was
also shown in that work that, without the box, the configuration is unstable but decays to
infinity parametrically slowly with larger values of N . Perhaps the whole story involves an
accounting of the details of evaporation and incorporating the Hilbert space of the Hawking
radiation in the Matrix degrees of freedom.
Throughout our simulations, we also noticed other timescales at work in the equilibration
process, in addition to the scrambling timescale we analyzed in detail. These additional scales
are most relevant at early times. Figure 9 shows two examples. On the left, we zoom onto
early entropy growth in Matrix theory simulations for various qubits while employing the
straddled tracing scheme. We notice a very early growth of system entropy quadratically with
time, followed by a linear growth regime. These conclusions sync well with the literature on
entanglement entropy growth [35, 36]. To further explore this regime for setups more similar
to ones investigated in the literature, we also consider a Matrix theory simulation with a
system size of 3 qubits and a whole qubit chain with 20 qubits: this crudely approximates a
system-reservoir setup, with the whole bigger than the system. Equilibration is much more
robust as expected. The right graph in the figure shows the entropy growth of the system,
identifying clearly an early quadratic growth regime, followed by a linear profile. Eventually,
the system reaches the equilibrium entropy: the transition is smooth, as expected, since we
are far from the thermodynamic limit where interesting phase transition effects may be seen.
Where does all this fit in the ongoing firewall proposal debate [10, 37, 38, 39, 40]? In a
sense, our results are tangential, scrambling being relevant with or without a firewall – the
difference being the energy scale at which the scrambling will occur. The energy scale in our
Matrix theory model is near the Planck scale: a qubit flip cost energy of order gs, which in
light-cone variables corresponds to energy of order R11. This means that the actual energy
scale of an excitation is l
(11)
P . Using equation (6), we are still describing a candidate large
black hole of sizeN l
(11)
P for largeN . Put differently, the model necessarily involves a spherical
D2 brane – of Planckian substructure – sitting at the would-be horizon, obstructing in-falling
probes. Horizon dynamics in this setting is then Planckian in energy scale and favors the
firewall paradigm. Given however that our model is still missing two key ingredients and
31
0.8
0.6
0.4
0.2
0.0
Eq
uil
ib
riu
m
 e
nt
ro
py
 fr
ac
tio
n
10008006004002000
Time steps
Seq/Smax = 0.98
0.25
0.20
0.15
0.10
0.05
0.00
250200150100500
linear regime
quadratic
regime
2.0
1.5
1.0
0.5
0.0
S
ys
te
m
 e
nt
ro
py
 S
200150100500
Time steps
Linear growth regime
Quadratic growth regime
Figure 9: Early time entropy evolution in Matrix theory. On the left, we show Matrix theory
with straddled tracing schemes for various qubits and in a set where the proportion of the
system size to the rest is around 40-60. On the right, we show the case of a system much
smaller than the whole, a crude reservoir-like setup.
hence is not a full model for a black hole, we cannot at this stage clearly and cleanly address
the firewall proposal debate.
5 Appendix
To unravel the pattern of qubit-qubit interactions in our Matrix and BMN Hamiltonians, we
choose a specific representation of the gamma matrices. Obviously the particular choice does
not matter and the qubit chain structure is the same for any choice. Defining the standard
Pauli matrices as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(68)
and introducing
 = iσ2 , 12×2 =
(
1 0
0 1
)
, (69)
we set the three gamma matrices appearing in the Hamiltonians to
γ1 = ⊗ ⊗  , γ2 = 12×2 ⊗ σ1 ⊗  , γ3 = 12×2 ⊗ σ3 ⊗  . (70)
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A full Majorana-Weyl basis along this line can be found in [1]. Our notation related to that
of [1] by mapping Γ7,Γ8,Γ9 → γ1, γ2, γ3. More explicitly, this choice leads to the following
16× 16 matrices
γ1 =

04×4 04×4 04×4 M
04×4 04×4 −M 04×4
04×4 −M 04×4 04×4
M 04×4 04×4 04×4
 , γ2 =

04×4 04×4 14×4 04×4
04×4 04×4 04×4 14×4
14×4 04×4 04×4 04×4
04×4 14×4 04×4 04×4
 (71)
γ3 =

−14×4 04×4 04×4 04×4
04×4 −14×4 04×4 04×4
04×4 04×4 14×4 04×4
04×4 04×4 04×4 14×4
 (72)
where we define
M ≡

−1 0 0 0
0 +1 0 0
0 0 −1 0
0 0 0 +1
 . (73)
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