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NEARLY HOLOMORPHIC AUTOMORPHIC FORMS ON Sp2n WITH
SUFFICIENTLY REGULAR INFINITESIMAL CHARACTERS AND
APPLICATIONS
SHUJI HORINAGA
Abstract. In this paper, we decompose the space of nearly holomorphic Hilbert-Siegel automorphic
forms as representations of the adele group under certain assumptions. We also give an application for
classical holomorphic Hilbert-Siegel modular forms. In particular, we show the surjectivity of the global
Siegel operator Φ˜ for certain congruence subgroups with large weights.
1. Introduction
The purpose of this paper is the generalization of [11]. Roughly speaking, we aim the spectral de-
composition of the space of nearly holomorphic automorphic forms. The spectral theory of the space of
automorphic forms can be found in [7, 18] and [20]. As a consequence of their results [20, Appendix II],
[7, Corollary 1], any automorphic form can be written as a sum of cusp forms and the Taylor coefficients
of Eisenstein series. Some refinements are known in the case of holomorphic modular forms. By [24,
Theorem 8.3], the space of holomorphic Hilbert modular forms is spanned by cusp forms and the leading
terms of Eisenstein series. Also, cusp forms and the leading terms of Eisenstein series span the space of
full-modular scalar valued Siegel modular forms of large weight by [15, Proposition 8]. In [11, Conjecture
A.2], we conjecture that any nearly holomorphic modular form (Hilbert-Siegel modular forms, Hermit-
ian modular forms, etc.) can be written as a sum of cusp forms and the leading terms of Eisenstein
series. In this paper, we show that the conjecture is true if the modular form has a “sufficiently regular”
infinitesimal character.
In order to state our main result, we introduce some notation. Let F be a totally real field with degree
d. We denote by a the set of embeddings of F into R. Put Gn = ResF/Q Sp2n. Here Res is the Weil
restriction and Sp2n is the symplectic group of rank n. Let Hn be the Siegel upper half space of degree
n. Then the Lie group Gn(R) acts on the d-fold product H
d
n by the linear fractional transformation. Put
gn = Lie(Gn(R)) ⊗R C. We denote by Kn,∞ and Zn the stabilizer of i = (
√−11n, . . . ,
√−11n) ∈ Hdn
and the center of the universal enveloping algebra U(gn), respectively. Set kn = Lie(Kn,∞) ⊗R C. We
then have the well-known decomposition:
gn = kn + pn,+ + pn,−.
Here pn,+ (resp. pn,−) is the Lie subalgebra of gn corresponding to the holomorphic tangent space
(resp. anti-holomorphic tangent space) of Hdn at i. We take a Cartan subalgebra of kn. Then the Cartan
subalgebra of kn is a Cartan subalgebra of gn. The root system Φ of sp2n(C) is
Φ = { ±(ei + ej), ±(ek − el), 1 ≤ i ≤ j ≤ n, 1 ≤ k < l ≤ n }.
We put the set
Φ+ = { −(ei + ej), ek − el, 1 ≤ i ≤ j ≤ n, 1 ≤ k < l ≤ n }
to be a positive root system. Let ρ be half the sum of positive roots. Note that gn =
⊕
v∈a sp2n(C). We
say that a weight λ = (λ1,v, . . . , λn,v)v∈a which lies in
⊕
v∈aC
n is kn-dominant if λi,v − λi+1,v ∈ Z≥0 for
any 1 ≤ i ≤ n − 1 and v ∈ a. If any entry of a weight λ is integral, we say that λ is integral. For any
kn-dominant integral weight λ, there exists a unique irreducible highest weight (gn,Kn,∞)-module L(λ)
of highest weight λ.
Fix a Borel subgroup Bn of Gn with a maximal split torus Tn as usual. For a parabolic subgroup P
of Gn, we say that P is standard if P contains Bn. We denote by Pi,n and Qi,n the standard parabolic
subgroups of Gn with the Levi subgroup ResF/QGLi × Gn−i and (ResF/QGL1)i × Gn−i, respectively.
Throughout this paper, for a standard parabolic subgroup P , we denote by MP and NP the standard
Levi subgroup of P and the unipotent subgroup of P , respectively.
For a while, we assume F = Q. For a character µ of Tn(R), let IBn(µ) = Ind
Gn(R)
Bn(R)
(µ) be the principal
series representation of Gn(R). By the result of Yamashita [29, Theorem 2.6], L(λ) can be embedded
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into IBn(µ) if and only if µ is equal to
µ = sgnλn | · |λn−n ⊠ sgnλn−1 | · |λn−1−n+1 ⊠ · · ·⊠ sgnλ1 | · |λ1−1
as in (3.2). Here we regard Tn as the n-fold product (ResF/QGL1)
n. For a kn-dominant integral weight
λ = (λ1, . . . , λn) ∈ Zn, put
IPi,n(λ) = Ind
Gn(R)
Pi,n(R)
(
sgnλn | · |λn−n+(i−1)/2 ⊠ L(λ1, . . . , λn−i)
)
.
Then there exists a canonical inclusion
IPn(λ) −֒−−→ IBn(λ).
In order to construct the holomorphic Klingen Eisenstein series, we need the following refinement of the
Yamashita’s result:
Theorem 1.1 (Theorem 3.7). Take a kn-dominant integral weight λ = (λ1, . . . , λn) ∈ Zn. Then IPi,n(λ)
contains a highest weight vector of weight λ if λn = · · · = λn−i+1. Moreover such a highest weight vector
generates L(λ). Conversely, if the induced representation
Ind
Gn(R)
Pi,n(R)
(µ⊠ L(ω1, . . . , ωn−i))
has a highest weight vector of weight λ, we get
• λn = · · · = λn−i+1.
• µ = sgnλn | · |λn−n+(i−1)/2.
• (ω1, . . . , ωn−i) = (λ1, . . . , λn−i).
This theorem plays a fundamental roll in this paper. In the rest of the introduction, we assume F is
a totally real field. We denote by A(Gn) the space of automorphic forms on Gn(AQ). Put
N (Gn) = {ϕ ∈ A(Gn) | ϕ is pn,−-finite}.
We call an automorphic form inN (Gn) a nearly holomorphic automorphic form. In this paper, we say that
an automorphic representation is a Gn(Afin) × (gn,K∞)-subrepresentation in the space of automorphic
forms. In the usual terminology, an automorphic representation is an irreducible quotient of it. However,
for the purpose of this paper, we do not consider the irreducible quotient of it. Note that automorphic
representations in this paper can not be expressed by restricted tensor products of local representations.
In [11, Appendix], for a cuspidal pair (M, τ), we define a certain space of Eisenstein series E0(M, τ).
The space E0(M, τ) can be considered as the space of the leading terms of certain Eisenstein series. We
then conjecture the following:
Conjecture 1.2 ([11] Conjecture A.2). Let N (Gn)(M,τ) be the space of nearly holomorphic automorphic
forms with the cuspidal support (M, τ). Then the following statements hold:
(1) N (Gn)(M,τ) ⊂ E0(M, τ).
(2) The action of Zn on N (Gn) is semisimple.
(3) If N (Gn)(M,τ) 6= 0, the infinitesimal character of τ is integral.
For an associated class {P} of a standard parabolic subgroup P of Gn, let N (Gn){P} be the subspace
of N (Gn) consisting of automorphic forms that is concentrated on the class {P}. By the general theory
of automorphic forms [18, 20], the space N (Gn) decomposes as the direct sum
N (Gn) =
⊕
{P}
N (Gn){P},
where {P} runs through all associated classes of parabolic subgroups. Then we have the following:
Proposition 1.3 (Proposition 4.5). With the above notation, we have
N (Gn) =
n⊕
i=0
N (Gn){Qi,n}.
To show this, we need to investigate the constant terms of nearly holomorphic automorphic forms.
Let Fv be the v-completion of F for a place v of F . Put F∞ =
∏
v∈a Fv. We denote by OFv the ring of
integers of Fv. Put
Kn =
(∏
v
Sp2n(OFv )
)
×Kn,∞,
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where v runs through all finite places of F . Then Kn is a maximal compact subgroup of Gn(AQ). For a
Gn−i(AQ,fin)×(gn−i,Kn−i,∞)-subrepresentation (π, V ) of N (Gn−i), a character µ of GLi(AF ) and a com-
plex number s, we denote by IPi,n(µ, s, π) the space of smooth functions ϕ onNPi,n(AQ)MPi,n(Q)\Gn(AQ)
such that
• ϕ is right Kn-finite.
• For any k ∈ Kn, the function m 7−→ δ−1/2Pi,n (m)ϕ(mk) on MPi,n(AQ) lies in the representation
space of µ| det |s ⊠ π.
Here δPi,n is the modulas character of Pi,n. For a cuspidal automorphic representation π of Gn−i(AF ), we
consider the representation space of π as the π-isotypic component of the space of cusp forms in A(Gn−i).
Then the constant terms of nearly holomorphic automorphic forms satisfy the following:
Proposition 1.4 (Proposition 5.4). For a nearly holomorphic automorphic form ϕ, there exist finite
collections of Hecke characters {µℓ}ℓ of F×F×∞,+\A×F , complex numbers {sℓ}ℓ and subrepresentations
{(πℓ, Vℓ)}ℓ of N (Gn−i) such that
ϕPi,n ∈
∑
ℓ
IPi,n(µℓ, sℓ, πℓ).
Here F×∞,+ is the identity component of F
×
∞.
In terms of classical modular forms, this is essentially proved in [28, §2] for holomorphic Siegel modular
forms.
For a weight λ, let χλ be the infinitesimal character with the Harish-Chandra parameter λ+ρ. Here ρ
is half the sum of positive roots. Then the irreducible representation L(λ) has the infinitesimal character
χλ for a k-dominant weight λ. Put
N (Gn, χλ) = {ϕ ∈ N (Gn) | there exists an integer m such that (χλ(z)− z)m · ϕ = 0 for any z ∈ Zn}
and
N (Gn, χλ){Qi,n} = N (Gn, χλ) ∩ N (Gn){Qi,n}.
Then the computations of constant terms of nearly holomorphic modular forms imply the following:
Lemma 1.5 (Lemma 4.2, Lemma 4.8). Let χ be an infinitesimal character.
(1) If N (Gn, χ) is non-zero, the infinitesimal character is integral.
(2) Any nearly holomorphic automorphic form ϕ in N (Gn, χ) is a χ-eigenfunction, i.e., for any
z ∈ Zn, we have z · ϕ = χ(z)ϕ.
Hence Conjecture 1.2 (2) is true for ResF/Q Sp2n.
Remark 1.6. For an infinitesimal character χλ, if N (Gn, χλ) 6= 0, we may choose that λ is kn-dominant
integral. Indeed, for a non-zero nearly holomorphic automorphic form ϕ ∈ N (Gn, χλ), there exists
X ∈ U(gn) such that pn,− · (X · ϕ) = 0. Then X · ϕ generates a highest weight module.
The main result of this paper is the decomposition of N (Gn, χλ) as a Gn(AQ,fin)× (gn,Kn,∞)-module
under certain assumptions for λ. Set
X1 = {µ = ⊗vµv ∈ Homconti(F×F×∞,+\A×F ,C×) | µv = 1v for any v ∈ a}
and
X−1 = {µ = ⊗vµv ∈ Homconti(F×F×∞,+\A×F ,C×) | µv = sgnv for any v ∈ a}.
Here 1v is the trivial character of R
× and sgn is the sign character of R×. For an infinitesimal character
χλ and a positive integer i, we say that χλ is sufficiently regular relative to i if there exists a kn-dominant
weight ω = (ω1,v, . . . , ωn,v)v such that χλ = χω and ωn,v > 2n − i + 1 for any v. In the rest of this
paper, for a sufficiently regular infinitesimal character χλ relative to i, we assume that λ is a kn-dominant
integral weight and λn,v > 2n − i + 1 for any v. To simplify the notation, we denote by µ⊠i ⊠ π the
cuspidal automorphic representation µ ⊠ · · · ⊠ µ ⊠ π of (ResF/QGL1(AF ))i ×Gn−i(AF ). We then state
the main theorem:
Theorem 1.7 (Theorem 4.9). Fix a positive integer i ≤ n and a weight λ.
(1) If N (Gn, χλ){Qi,n} is non-zero, there exists a kn-dominant weight ω = (ω1,v, . . . , ωn,v)v such that
χω = χλ, ωn,v = · · · = ωn−i+1,v for any v and ωn,v = ωn,v′ for any v, v′ ∈ a.
(2) Suppose χλ is sufficiently regular relative to i and a weight λ = (λv)v satisfies the following two
conditions:
• λn,v = · · · = λn−i+1,v for any v ∈ a.
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• λn,v is independent of v ∈ a.
Let π be an irreducible holomorphic cuspidal representation of Gn−i(AF ) with π∞ = ⊠v∈aL(λv)
such that λn−i,v > 2n− i+ 1 for any v ∈ a. We then have the isomorphism
N (Gn, χλ)(MQi,n ,µ⊠i⊠π) ∼=
(
Ind
G(AF,fin)
Pi,n(AF,fin)
(µ| · |λn,v−n+(i−1)/2 ⊠ π)
)
⊠ (⊠v∈aL(λv))
if µ ∈ X(−1)λn,v . If µ 6∈ X(−1)λn,v , we have N (Gn, χλ)(MQi,n ,µ⊠i⊠π) = 0.
Remark 1.8. (1) By the theorem, the archimedean component is ⊠v∈aL(λv)-isotypic.
(2) If λ is not sufficiently regular, the space N (Gn, χλ) is much more complicated. In particular, the
archimedean component is not isobaric. For details, see [11, Theorem 1.6].
The theorem and its proof show that any nearly holomorphic automorphic form with a sufficiently
regular infinitesimal character can be written as a sum of cusp forms and the leading term of Eisenstein
series. We may regard the results of this paper as the first step to show Conjecture 1.2 (1) in the general
case.
The following statement follows immediately from the main theorem.
Corollary 1.9 (Corollary 4.11). Let λ = (λv)v = (λ1,v, . . . , λn,v)v be a k-dominant integral weight such
that λn,v is independent of v ∈ a and λn−1,v = λn,v for any v ∈ a. For any positive integer i ≤ n and a
sufficiently regular infinitesimal character χλ relative to n, we have
N (Gn, χλ){Qi,n} ∼=
⊕
µ,π
(
Ind
G(AF,fin)
Pi,n(AF,fin)
(µ| · |λn,v−n+(i−1)/2 ⊠ π)
)
⊠ (⊠v∈aL(λv)) ,
where µ runs through all Hecke characters in X(−1)λn,v and π runs through all irreducible holomorphic
cuspidal representation of Gn−i(AF ) such that π∞ ∼= ⊠v∈aL(λ1,v, . . . , λn−i,v).
Finally we give an application to classical modular forms. For a kn-dominant integral weight λ,
we denote by (ρλ, Vλ) the irreducible representation of Kn,C with highest weight λ. Here Kn,C is the
complexification of Kn,∞. For an integral ideal n of F , put
Γ(n) =
{(
a b
c d
)
∈ Sp2n(OF )
∣∣∣∣ a, b, c, d ∈ Matn(OF ), c ∈ Matn(n)} .
We say that an integral ideal n =
∏
i p
ei
i is square-free if ei ≤ 1 for all i. Here pi runs through all prime
ideals of OF . For an irreducible finite-dimensional representation (ρλ, Vλ) of Kn,C with highest weight
λ = (λ1,v, . . . , λn,v)v∈a and a congruence subgroup Γ of Sp2n(F ), we denote by Mρλ(Γ) the space of
holomorphic modular forms f of weight ρλ with respect to Γ. Put λ
′ = (λ1,v, . . . , λn−1,v)v ∈
⊕
v∈a Z
n.
We define the Siegel operator Φ of a holomorphic modular form f ∈Mρλ(Γ) by
Φ(f)(z) = lim
t→∞
f
((
t 0
0 z
))
, z ∈ Hdn−1.
By the same method of [9, Chap. 1], we may regard Φ(f) as a holomorphic modular form of weight ρλ′
with respect to Γ∩ Sp2(n−1)(F ). Fix a set of complete representatives {g1, . . . , gh} of P1,n(F )\Gn(Q)/Γ.
We then define the “global” Siegel operator Φ˜ by
Φ˜(f) = (Φ(f |ρgℓ))1≤ℓ≤h .
Here |ρ is the slash operator. Then the global Siegel operator Φ˜ defines a linear map
Φ˜: Mρλ(Γ) −→
h⊕
ℓ=1
Mρλ′ (Γℓ),
where Γℓ = Sp2(n−1)(F ) ∩ gℓΓg−1ℓ . One of the most interesting problem is to determine the image of Φ˜.
In general, Φ˜ is not surjective, but in many cases, Φ˜ is surjective. For the details, see [3, p.123 Remark].
In this paper, we show the following:
Theorem 1.10 (Theorem 8.3). Let λ = (λ1,v, . . . , λn,v)v be a kn-dominant integral weight. Suppose
λn,v is independent of v. We assume the either of the following two conditions:
• λn−1,v = λn,v for any v.
• There exist v, v′ ∈ a such that λn−1,v 6= λn−1,v′ .
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If an integral ideal n is square-free and λn,v > 2n for any v, the global Siegel operator Φ˜
Φ˜ : Mρλ(Γ0(n)) −→
⊕
ℓ
Mρλ′ (Γℓ)
is surjective.
Remark 1.11. If there exist places v, v′ ∈ a such that λn,v 6= λn.v′ , the Siegel operator Φ is zero map.
Hence we may assume that λn,v is independent of v. If there exists v ∈ a such that λn−1,v 6= λn,v, the
image of Siegel operator is contained in the space of cusp forms. However, in such a case, the image⊕h
ℓ=1Mρλ′ (Γℓ) may have non-cusp forms if λn−1,v is independent of v. Hence the Siegel operator may
not be surjective.
To show this, we need to translate the global Siegel operator Φ˜ to the operator fromN (Gn) toN (Gn−1)
and use some results in this paper.
2. Basic properties of Fourier coefficients of nearly holomorphic modular forms
In this section, we discuss certain properties of nearly holomorphic modular forms and its Fourier
coefficients.
2.1. Definition. We denote by Matm,n the set of m × n-matrices. Put Matn = Matn,n. Let GLn and
Sp2n be the algebraic groups over Z defined by
GLn(R) = {g ∈ Matn | det g ∈ R×}
and
Sp2n(R) =
{
g ∈ GL2n(R)
∣∣∣∣ tg(0n −1n1n 0n
)
g =
(
0n −1n
1n 0n
)}
for a ring R, respectively. Set Symn = {g ∈Matn | tg = g}. Put
Sym(j)n =
{
g =
(
0j 0
0 ∗
)
∈ Symn
∣∣∣∣ ∗ ∈ Symn−j}
for 0 ≤ j ≤ n.
For n ∈ Z≥1, set
Hn = {z ∈ Symn(C) | Im(z) > 0}.
The space Hn is called the Siegel upper half space of degree n. The Lie group Sp2n(R) acts on Hn by the
rule (
a b
c d
)
(z) = (az + b)(cz + d)−1,
(
a b
c d
)
∈ Sp2n(R), z ∈ Hn.
Put
Kn,∞ =
{
g =
(
a b
c d
)
∈ Sp2n(R)
∣∣∣∣ a = d, c = −b} .
Then Kn,∞ is the group of stabilizers of
√−11n ∈ Hn. Since the action of Sp2n(R) on Hn is transitive,
we have Hn ∼= Sp2n(R)/Kn,∞.
We define the functions ri,j on Hn by Im(z)
−1 = (ri,j(z))i,j ∈ Symn(R) for z ∈ Hn. Note that
ri,j = rj,i. For a polynomial P in n(n+ 1)/2 variables with coefficients in C, set rP = P ((ri,j)1≤i≤j≤n).
For a representation of (ρ, V ) of Kn,C ∼= GLn(C), the complexification of Kn,∞, we say that a V -valued
C∞-function f is nearly holomorphic if there exists a finite collection of polynomials P and V -valued
holomorphic functions fP such that
f(z) =
∑
P
rP (z)fP (z), z ∈ Hn.
Let F be a totally real field of degree d with the ring of integers OF . We denote by a = {∞1, . . . ,∞d}
the set of embeddings of F into R. For a place v of F , let Fv be the v-completion of F . For an integral
ideal n of F , set
Γ(n) = {γ ∈ Sp2n(OF ) | γ − 12n ∈ Mat2n(n)} .
The group Γ(n) is called the principal congruence subgroup of Sp2n(F ) of level n. We say that a subgroup
of Sp2n(F ) is a congruence subgroup if there exists an integral ideal n such that Γ contains Γ(n) and
[Γ: Γ(n)] <∞. In this section, we regard Sp2n(F ) as a subgroup of Sp2n(R)d =
∏d
j=1 Sp2n(F∞j ) by γ 7−→
(∞1(γ), . . . ,∞d(γ)). Similarly, we regard a congruence subgroup Γ of Sp2n(F ) as a subgroup of Sp2n(R)d.
To simplify the notation, we denote by Kn,∞ the maximal compact subgroup of Sp2n(R)
d which stabilizes
(
√−11n, . . . ,
√−11n) ∈ Hdn under the linear fractional transformation. Then the complexification of
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Kn,C is equal to GLn(C)
d. For a finite-dimensional representation (ρ, V ), we denote by cf (h, y, γ) the
Fourier coefficient of f |ργ at h, i.e.,
(f |ργ)(z) =
∑
h∈Symn(F )
cf (h, y, γ)e(tr(hz)), z ∈ Hdn, y = Im(z)
where e(tr(hz)) = exp(2π
√−1 ∑hj=1(∞j(h)zj)) for (z1, . . . , zd) ∈ Hdn and h ∈ Symn(F ). We define the
slash operator |ρ on C∞(Hdn, V ) by
(f |ργ)(z1, . . . , zd) = ρ((∞1(r)z1 +∞1(s)), . . . , (∞d(r)zd +∞d(s)))−1f(γ(z1, . . . , zd)),
for f ∈ C∞(Hn, V ), γ = ( p qr s ) ∈ Sp2n(F ), and (z1, . . . , zd) ∈ Hdn. The cusp condition of f means that for
any γ ∈ Sp2n(F ) and h ∈ Symn(F ) which is not positive semidefinite, we have cf (h, y, γ) = 0 . We say
that a V -valued C∞-function f is a nearly holomorphic modular form of weight ρ with respect to Γ if f
satisfies the following conditions (NH1), (NH2), and (NH3):
(NH1) f is a nearly holomorphic function.
(NH2) f |ργ = f for all γ ∈ Γ.
(NH3) f satisfies the cusp condition.
We denote by Nρ(Γ) the space of nearly holomorphic modular forms of weight ρ with respect to Γ.
By Koecher principle, we can remove the condition (NH3) if n > 1 or F 6= Q. For the proof, see [11,
Proposition 4.1] for n > 1. We can give the same proof for the case of F 6= Q. For simplicity, if ρ = detk,
we say that a modular form of weight detk is a modular form of weight k.
2.2. Fourier coefficients of nearly holomorphic modular forms. Let (ρ, V ) be a finite-dimensional
representation of Kn,C ∼= GLn(C)d. Take a non-zero V -valued nearly holomorphic modular form f . We
define an embedding m of GLn into Sp2n by
m(a) =
(
a 0
0 ta−1
)
, a ∈ GLn.
For j ≤ n, we also regard Sp2j as the subgroup of Sp2n by
Sp2j −→ Sp2n :
(
a b
c d
)
7−→

1n−j
a b
1n−j
c d
 .
We denote by Symn(R)>0 the set of positive-definite real symmetric matrices.
Lemma 2.1. Suppose f is a nearly holomorphic modular form of weight ρ with respect to a congruence
subgroup Γ. For m(a) ∈m(GLn(F )) ∩ Γ with a ∈ GLn(F ), we have
cf (h, y, 1) = ρ(
ta)cf (
ta−1ha−1, ayta, 1), y ∈ (Symn(R)>0)d.
Here for y = (y1, . . . , yd), we put ay
ta = (∞1(a)y1 ·∞1(ta), . . . ,∞d(a)yd ·∞d(ta)) with a = {∞1, . . . ,∞d}.
Proof. By the definition of f , we have
(f |ρm(a))(z) = f(z), z ∈ Hdn
for m(a) ∈m(GLn(F )) ∩ Γ. The Fourier expansion of the left hand side is∑
h
ρ(ta)cf (h, ay
ta, 1)e(tr(hazta)) =
∑
h
ρ(ta)cf (h, ay
ta, 1)e(tr(tahaz)).
Replace h to ta−1ha−1. We then have
(f |ρm(a))(z) =
∑
h
ρ(ta)cf (
ta−1ha−1, ayta, 1)e(tr(hz)).
Hence for any h ∈ Symn(F ), we have
ρ(ta)cf (
ta−1ha−1, ayta, 1) = cf (h, y, 1), y ∈ (Symn(R)>0)d.
This completes the proof. 
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Let P (Symn(C)
d, V ) be the space of all V -valued polynomials on Symn(C)
d with coefficients in C. For
any Fourier coefficient cf (h, y, 1), there exists a polynomial Pf,h ∈ P (Symn(C)d, V ) such that
Pf,h((y
−1
1 , . . . , y
−1
d )) = cf (h, (y1, . . . , yd), 1), (y1, . . . , yd) ∈ (Symn(R)>0)d,
by the definition of near holomorphy of f . We suppose that GLn(C)
d acts on P (Symn(C)
d, V ) by the
rule
(a · P )(z) = ρ(a)P ((a−11 z1ta−11 , . . . , a−1d zdta−1d )), a = (a1, . . . , ad) ∈ GLn(C)d, P ∈ P (Symn(C)d, V ).
We denote by σ this representation of GLn(C)
d on P (Symn(C)
d, V ). Then, if m(ta) ∈ m(GLn(F )) ∩ Γ
and ta
−1
ha−1 = h, we have
Pf,h((y
−1
1 , . . . , y
−1
d )) = (σ(a)Pf,h)((y
−1
1 , . . . , y
−1
d )), (y1, . . . , yd) ∈ (Symn(R)>0)d.
Lemma 2.2. The set (Symn(R)>0)
d is Zariski dense in Symn(C)
d over C.
Proof. Take a polynomial f in the variable x = ((x
(k)
i,j )1≤i,j≤n)1≤k≤d ∈ Symn(C)d. Suppose that f is zero
on (Symn(R)>0)
d. We assume that the degree of f as a polynomial in x
(k)
i,j is at most t
(k)
i,j > 0. We now
take sets S
(k)
i,j as follows: If i 6= j, put
S
(k)
i,j =
{
1, 2, . . . , t
(k)
i,j + 1
}
.
If i = j, put
S
(k)
i,i =
{
n
(
max
p6=q
t(k)p,q
)2
, 1 + n
(
max
p6=q
t(k)p,q
)2
, . . . , ti,i + n
(
max
p6=q
t(k)p,q
)2}
.
Then #(S
(k)
i,j ) is equal to t
(k)
i,j + 1 and for any x
(k)
i,j ∈ S(k)i,j with x(k)i,j = x(k)j,i , the symmetric matrix
(x
(k)
i,j )1≤i,j≤n is a positive definite real matrix. Hence the polynomial f is zero on∏
1≤i≤j≤n,1≤k≤d
S
(k)
i,j ⊂ (Symn(R)>0)d.
By [1, Lemma 2.1], we have f ≡ 0. This completes the proof. 
By Lemma 2.2, a polynomial Pf,h is uniquely determined by f and h, and we have
Pf,h ≡ (σ(a)Pf,h)
as a polynomial on Symn(C)
d for any m(ta) ∈m(GLn(F )) ∩ Γ with a−1hta−1 = h.
Let SLj and Nj,n,GL be the subgroup and a unipotent subgroup of GLn defined by
SLj =
{(
a 0
0 1n−j
) ∣∣∣∣ a ∈ SLj}
and
Nj,n,GL =
{(
1j ∗
0 1n−j
)
∈ GLn
∣∣∣∣ ∗ ∈ Matj,n−j} ,
respectively. Put Nopj,n,GL = {tg | g ∈ Nj,n,GL}.
Set F∞ =
∏
v∈a Fv. Take h ∈ Sym(j)n (F ). Then, we have
a−1hta−1 = h
for any a ∈ SLj(F∞)Nj,n,GL(F∞). By Lemma 2.1, the polynomial Pf,h is fixed by a subgroup m−1(Γ ∩
m(SLj(F∞)Nj,n,GL(F∞))) of GLn(F ) under the action σ. Since m
−1(Γ ∩m(Nj,n,GL(F∞))) is Zariski
dense in Nj,n,GL(F∞) and m
−1(Γ ∩ m(SLj(F∞))) is Zariski dense in SLj(F∞) over R by the Borel
density theorem [5], the polynomial Pf,h is fixed by SLj(F∞)Nj,n,GL(F∞). Indeed, the representation
σ of GLn(C) on P (Symn(C)) is rational and hence the restriction σ|SLj(F∞)Nj,n,GL(F∞) is a polynomial
representation. We then obtain the following result:
Proposition 2.3. We suppose a symmetric matrix h lies in Sym(j)n (F ). Then, we have
ρ(ta)cf (h, ay
ta, 1) = cf (h, y, 1), y ∈ (Symn(R)>0)d
for any a ∈ SLj(F∞)Nj,n,GL(F∞).
Remark 2.4. If f is holomorphic, the similar result is already known by [28, p. 188] and [9, Chap. 1].
The proof in this paper is totally same as their proofs.
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Let j be the GLn(C)
d-valued function on Sp2n(R)
d × Hdn defined by
j(( p1 q1r1 s1 ), . . . , (
pd qd
rd sd ), z1, . . . , zd) = (r1z1 + d1, . . . , rdzd + sd).
Then for a = (a1, . . . , ad) ∈ GLn(R)d and z = (z1, . . . , zd) ∈ Hdn, we have j(m(a), z) = (ta−11 , . . . , ta−1d ).
The isomorphism classes of irreducible holomorphic finite-dimensional representations of GLn(C)
d is equal
to the set of highest weights. The set of highest weights is equal to{
(λ1,v, . . . , λn,v) ∈
⊕
v∈a
Zn
∣∣∣∣∣λ1,v ≥ · · · ≥ λn,v for any v ∈ a
}
.
We denote by ρλ the irreducible representation corresponding to the highest weight λ. The choice of a
positive root system is the same as in (3.1). Put
Haj,n =
∏
v∈a
SLjNj,n,GL,
tHaj,n =
∏
v∈a
SLjN
op
j,n,GL.
Suppose f is a holomorphic modular form on Hdn of weight (ρλ, V ). Then cf (h) = cf (h, y, 1) ∈ V is
meaningful, since cf (h, y, 1) is independent of y. Hence cf (h) lies in the space of
tHaj,n-fixed vectors in
V . For a subgroup H of GLn(C)
d, we denote by V H the space of H-fixed vectors in V . Since ρλ is a
holomorphic representation, cf (h) lies in V
tHaj,n(C). We regard GLj ×GLn−j as a subgroup of GLn by
GLj ×GLn−j =
{(
a 0
0 d
) ∣∣∣∣ a ∈ GLj , d ∈ GLn−j} .
As a GLj(C)
d × GLn−j(C)d-representation, V tHaj,n(C) is irreducible, since the space of lowest weight
vectors in V
tHaj,n as a GLj(C)
d×GLn−j(C)d-representation is a one-dimensional space. Moreover, by the
SLj(C)-invariance, if cf (h) 6= 0, we have λn,v = · · · = λn−j+1,v for any v. Note that the highest weight
of V SLj(C)N
op
j,n,GLn
(C) is
⊠v∈a((λn−j+1,v , . . . , λn,v)⊠ (λ1,v, . . . , λn−j,v))
as a GLj(C)
d ×GLn−j(C)d-representation. For the details of the above discussion, see [28, §2]. Suppose
f is a modular form with respect to Γ(n) for an integral ideal n of F . We consider the group Γ(n) ∩
m(GLj(F )). In this case, we have
ρλ(a)cf (h) = cf (h).
Hence we obtain
∏
v∈a(det(v(a)))
λn,v cf (h) = cf (h), by λn,v = · · · = λn−j+1,v for any v. Since the image
det(Γ ∩m(GLj(F ))) contains 1 + n, the weight λn,v is independent of v by the Dirichlet’s unit theorem.
This is an analogue of Remark 4.8 in Chapter 1 of [8]. Summarizing the above discussion, we have the
following:
Proposition 2.5. Let f be a holomorphic modular form of weight ρλ. Suppose cf (h) is non-zero for
some h ∈ Sym(j)n (F ). Then we have λn,∞1 = · · · = λn,∞d and λn,v = · · · = λn−j+1,v, for any v ∈ a.
3. An Embedding of a highest weight representation of Sp2n(R) into certain parabolic
inductions
In this section, we prove some technical statements for induced representations of the real symplectic
group of rank n.
3.1. Irreducible highest weight representations. Set Gn = ResF/Q Sp2n where Res is the Weil
restriction and F is a totally real field. In this section, we assume F = Q for simplicity. Put gn =
Lie(Gn(R)) ⊗R C and kn = Lie(Kn,∞) ⊗R C. We denote by Zn the center of the universal enveloping
algebra U(gn). Note that in this setting, Gn(R) is equal to Sp2n(R) as F = Q. We then obtain the
well-known decomposition
gn = kn + pn,+ + pn,−
where pn,+ (resp. pn,−) is the Lie subalgebra of gn corresponding to the holomorphic tangent space
(resp. anti-holomorphic tangent space) of Hn at
√−11n. It is well-known that the Lie algebras gn and
kn have the same Cartan subalgebra. We take such a Cartan subalgebra. Then the root system of gn is
Φ = { ±(ei + ej), ±(ek − el), 1 ≤ i ≤ j ≤ n, 1 ≤ k < l ≤ n }.
We put the set
Φ+ = { −(ei + ej), ek − el, 1 ≤ i ≤ j ≤ n, 1 ≤ k < l ≤ n }(3.1)
to be a positive root system.
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Let ρ be half the sum of positive roots. Put
Λ = {λ = (λ1, . . . , λn) ∈ Cn | λi − λi+1 ∈ Z, i = 1, . . . , n− 1}.
We say that a weight λ = (λ1, . . . , λn) ∈ Λ is kn-dominant if λi − λi+1 ∈ Z≥0 for any 1 ≤ i ≤ n − 1.
Let Λ+ be the set of kn-dominant weights. For a kn-dominant weight λ ∈ Λ+, we denote by ρλ an
irreducible U(kn)-module with highest weight λ. Let Vλ be any model of ρλ. We regard Vλ as a module
for pn = pn,− + kn by letting pn,− act trivially. Set
N(λ) = U(gn)⊗U(pn) Vλ.
Then N(λ) has a natural structure of a left U(gn)-module. The modules N(λ) are often called the
generalized Verma module with highest weight λ with respect to a parabolic subalgebra pn. It is well-
known that the module N(λ) has a unique irreducible quotient L(λ). We denote by χλ an infinitesimal
character of L(λ). In this setting, χλ = χµ is equivalent to λ = w · µ for some w ∈ Wn, where Wn is the
Weyl group of gn and w ·λ = w(λ+ρ)−ρ. Here w ·λ is called the dot-action. See [13, §1.8]. Note that by
χ0 we mean the infinitesimal character of the trivial representation of U(gn). For a U(gn)-module π, we
say that π has an infinitesimal character if there exists an infinitesimal character χ such that z ·v = χ(z)v
for any v ∈ π and z ∈ Zn. We also say that π has an infinitesimal character χ if we have z · v = χ(z)v
for any v ∈ π and z ∈ Zn.
By the universality ofN(λ), any highest weight module of highest weight λ is unique up to isomorphism
and is isomorphic to the irreducible quotient L(λ). For a (gn,Kn,∞)-module π, put
HK(π) = {v ∈ π | pn,− · v = 0}.
Then HK(π) is stable under the action of K∞,n, by Ad(K∞,n)(pn,−) = pn,− and the definition of
(gn,Kn,∞)-module. If π is irreducible, HK(π) is an irreducibleKn,∞-representation. Moreover when π ∼=
L(λ), HK(π) is the irreducible representation with highest weight λ. If λ = (λ1, . . . , λn) ∈ Λ+ ∩ Zn and
λn ≥ n, the irreducible representation L(λ) is isomorphic to the holomorphic discrete series representation
of weight λ.
In this section, we study an embedding of L(λ) into certain induced representations. The results play
an essential role in this paper. Indeed, when we construct an Eisenstein series which is annihilated by
pn,−, we need to consider a highest weight vector in induced representations.
3.2. The first reduction point and unitarizability. Recall the definition of the first reduction point
in the sense of [6]. Let λ = (λ1, . . . , λn) be a kn-dominant weight with λn = n. We say that a real number
r0 is the first reduction point if the module N(λ+ r0(−1, . . . ,−1)) is reducible and N(λ+ r(−1, . . . ,−1))
is irreducible for r < r0.
Theorem 3.1 ([6] Theorem 2.10). Let λ = (λ1, . . . , λn) be a kn-dominant weight with λn = n. Set
p(λ) = #{i | λi = n} and q(λ) = #{i | λi = n + 1}. Then, the first reduction point r0 equals to
(p(λ) + q(λ) + 1)/2.
Let r0 be the first reduction point. Then for r < r0, the irreducible representation L(λ+r(−1, . . . ,−1))
is unitary. More precisely, we have the following:
Theorem 3.2 ([6] Theorem 2.8). With the same notation as in Theorem 3.1, L(λ + r(−1, . . . ,−1)) is
unitary if and only if either of the following conditions holds:
• r ≤ (p(λ) + q(λ) + 1)/2.
• λ ∈ (1/2)Zn and r ≤ p(λ) + q(λ)/2.
By this unitarizability criterion, we obtain the vanishing of the space of nearly holomorphic modular
forms. See Proposition 6.4.
3.3. Yamashita’s result. Let Bn be a Borel subgroup of Gn defined by
Bn =
{(
a b
0n
ta−1
)
∈ Gn
∣∣∣∣ a is an upper triangular matrixand b ∈ Symn(R)
}
.
We denote by Tn the diagonal subgroup of Bn and by Nn the unipotent subgroup of Bn. For a character
µ of Tn, set
IBn(µ) = Ind
Gn(R)
Bn(R)
(µ) = {f : Gn −→ C | f(utg) = µ(t)δ1/2Bn (t)f(g), u ∈ Nn, t ∈ Tn, g ∈ Gn}.
Here δBn is the modulas character of Bn. This is called a principal series representation of Gn. For a
character µ of Tn, there exist characters µ1, . . . , µn of R
× such that µ(diag(t1, . . . , tn, t
−1
1 , . . . , t
−1
n )) =
µ1(t1) · · ·µn(tn). In this case, we write µ = µ1 ⊠ · · ·⊠ µn. If a character µ1 of R× is the identity map,
we denote by µ1 = det. Then Yamashita proved the following:
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Theorem 3.3 (Theorem 2.6 [29]). Let µ be a character of Tn. Then the principal series representation
IBn(µ) contains a highest weight vector of weight λ = (λ1, . . . , λn) if and only if µδ
1/2
Bn
= detλn ⊠ · · · ⊠
detλ1 . Moreover if IBn(µ) contains a highest weight vector v of weight λ, the vector v is unique up to
constant multiple and generates L(λ).
For a kn-dominant weight λ, let IBn(λ) be the principal series representation such that it contains a
highest weight vector of weight λ. Note that we have
IBn((λ1, . . . , λn)) = IBn
(
sgnλn | · |λn−n ⊠ sgnλn−1 | · |λn−1−n+1 ⊠ · · ·⊠ sgnλ1 | · |λ1−1) .(3.2)
We now obtain the embeddings of highest weight vectors and irreducible highest weight representations
into principal series representations. For a parabolic subgroup P =MN of Gn, we say that P is standard
if P contains the Borel subgroup Bn. The Levi subgroup M is called standard if M contains Tn. Then
for any character µ of Tn, there exists a representation π of M such that the induced representation
Ind
Gn(R)
P (π) is contained in IBn(µ). Then we have the following question:
Question 3.4. For a kn-dominant weight µ and a standard parabolic subgroup P with P = MN , can
we find a representation π of M such that Ind
Gn(R)
P (π) contains a highest weight vector of weight µ? If
we find such a representation π, can we assume that π is irreducible?
If n = 1, the answer of this question is well-known. For example, see [21, §2]. In [21], G. Muic´ gives
the complete answer for this question for n = 2. Moreover, he determines the socle series of parabolic
inductions of G2(R) = Sp4(R). For the case of degenerate principal series representations, see the next
subsection. The author does not have the complete answer for this question. In Lemma 3.6 and Theorem
3.7, we give a partial answer.
3.4. The case of degenerate principal series representations. We denote by Pi,n a standard par-
abolic subgroup of Gn with the standard Levi subgroup ResF/QGLi × Gn−i. If i = n, the parabolic
subgroup Pn,n is called the Siegel parabolic subgroup. For a unitary character µ of GLn(R) and a
complex number s, put
IPn,n(µ, s) = Ind
Gn(R)
Pn,n(R)
(µ| det |s) .
The representation IPn,n(µ, s) is called the degenerate principal series representation. For simplicity, for
a character µ of R×, we denote by µ the character µ ◦ det of GLn(R). S.T. Lee determines the algorithm
which determines the socle series of IPn,n(µ, s) in [19]. By his result, we immediately obtain the following
result:
Lemma 3.5. Let µ be a unitary character of R×. Then IPn,n(µ, s) contains a highest weight vector of
weight λ = (λ1, . . . , λn) if and only if all of the following conditions hold:
• λ1 = · · · = λn.
• µ = sgnλn .
• s = λn − (n+ 1)/2.
This lemma is a partial answer of Question 3.4. We denote by IPn,n(λ) the degenerate principal
series representation of Gn(R) which contains a highest weight vector of weight λ. Note that IPn,n(λ) is
contained in IBn(λ). In the next subsection, we give a generalization of the above lemma.
3.5. An embedding of L(λ) into certain parabolic inductions. For a kn-dominant weight λ with
λ = (λ1, . . . , λn) ∈ Zn, let r1, . . . , rj be integers such that
λ1 = · · · = λr1 6= λr1+1 = · · · = λr1+r2 6= · · · 6= λr1+···+rj−1+1 = · · · = λr1+···+rj .
Put sj =
∑j
ℓ=1 rℓ. We denote by GLλ a standard Levi subgroup of Gn of the form
GLλ =


aj
aj−1
. . .
a1
ta−1j
ta
−1
j−1
. . .
ta
−1
1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
aj ∈ GLrj , . . . , a1 ∈ GLr1

.
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This is isomorphic to GLrj × · · · ×GLr1 . Let Pλ,n be a standard parabolic subgroup of Gn with the Levi
subgroup GLλ. Then the induced representation
IPλ,n(λ) = Ind
Gn(R)
Pλ,n(R)
(
δ
−1/2
Pλ,n
⊗
(
det
λsj
GLrj
⊠ · · ·⊠ detλs1GLr1
))
is a subspace of the principal series representation IBn(λ) (see (3.2)). We then obtain the following result:
Lemma 3.6. The induced representation IPλ,n(λ) contains a highest weight vector of weight λ. Moreover
such a highest weight vector generates L(λ).
Proof. Take a vector f in HK(IBn(λ)). We denote by Gλ the subgroup of Gn defined by
Gλ(R) =


aj
aj−1
. . .
a1
bj
bj−1
. . .
b1
cj
cj−1
. . .
c1
dj
dj−1
. . .
d1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
aj bj
cj dj
)
∈ Grj (R), . . . ,
(
a1 b1
c1 d1
)
∈ Gr1(R)

.
This group is isomorphic to Grj (R)× · · · ×Gr1(R). We may regard Pλ,n(R)∩Gλ(R) and Bn(R)∩Gλ(R)
as the Siegel parabolic subgroup of Gλ(R) and the Borel subgroup of Gλ(R), respectively. For k ∈ Kn,∞,
we define the function fk on Gλ(R) by fk(m) = f(mk). Then fk lies in the principal series representation
of Gλ(R). More precisely, fk lies in
j⊗
ℓ=1
IBrj+1−ℓ ((λsj+1−ℓ , . . . , λsj+1−ℓ )).
The Lie subalgebra prj,− ⊕ · · · ⊕ pr1,− of Lie(Gλ(R)) ⊗R C = grj ⊕ · · · ⊕ gr1 acts on fk trivially for any
k ∈ Kn,∞. Indeed, for X ∈ prj,− ⊕ · · · ⊕ pr1,−, we have
X · fk = X · r(k)f = r(k)((Ad(k−1)X)f) = 0
by Ad(Kn,∞)pn,− = pn,− and the assumption for f . Here X · fk is the action as the representation⊗j
ℓ=1 IBrj+1−ℓ ((λsj+1−ℓ , . . . , λsj+1−ℓ )) and r is the right translation. Hence f lies in
HK
(
j⊗
ℓ=1
IBrj+1−ℓ ((λsj+1−ℓ , . . . , λsj+1−ℓ))
)
.
For any ℓ, we have
HK
(
IBrj+1−ℓ ((λsj+1−ℓ , . . . , λsj+1−ℓ))
)
= HK
(
IPrj+1−ℓ,rj+1−ℓ
(
λsj+1−ℓ , . . . , λsj+1−ℓ
))
,
by Lemma 3.5 and the uniqueness of highest weight vectors in the principal series representation. This
shows that fk belongs to
HK
(
j⊗
ℓ=1
IPrj+1−ℓ,rj+1−ℓ (λsj+1−ℓ , . . . , λsj+1−ℓ )
)
for any k ∈ Kn,∞. We denote by SLλ(R) the derived subgroup of GLλ(R). By the definition of the
degenerate principal series representation, fk is left SLλ(R)-invariant. Hence f is left SLλ(R)-invariant.
Since the induced representation IPλ,n(λ) is equal to
{f ∈ IBn(λ) | f is left SLλ(R)-invariant},
the function f lies in IPλ,n(λ). This completes the proof. 
More precisely, we have the following:
Theorem 3.7. Take a kn-dominant integral weight λ = (λ1, . . . , λn) ∈ Zn. Put
IPi,n(λ) = Ind
Gn(R)
Pi,n(R)
(
sgnλn | · |λn−n+(i−1)/2 ⊠ L(λ1, . . . , λn−i)
)
.
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Then IPi,n(λ) contains a highest weight vector of weight λ if λn = · · · = λn−i+1. Moreover such a highest
weight vector generates L(λ). Conversely, if the induced representation
Ind
Gn(R)
Pi,n(R)
(µ⊠ L(ω1, . . . , ωn−i))
has a highest weight vector of weight λ, we have
• λn = · · · = λn−i+1.
• µ = sgnλn | · |λn−n+(i−1)/2.
• (ω1, . . . , ωn−i) = (λ1, . . . , λn−i).
Proof. Take a vector f in HK(IBn(λ)). By Lemma 3.6, f lies in HK(IPλ,n(λ)). By Theorem 3.3, the
induced representation IPλ,n(λ) can be embedded into
Ind
Gn(R)
Pi,n(R)
(
sgnλn | · |λn−n+(i−1)/2 ⊠ (IBn−i(λ1, . . . , λn−i))) .
Then f(g) is an element of the representation space of detλn ⊗IBn−i((λ1, . . . , λn−i)) for any g ∈ Gn(R).
As a gn−i-representation, det
λn ⊗IBn−i((λ1, . . . , λn−i)) is equal to IBn−i((λ1, . . . , λn−i)). For k ∈ Kn,∞
and X ∈ pn−i,−, we have
X · f(k) = (Ad(k)X · f)(k) = 0
by Ad(Kn,∞(pn−i,−)) ⊂ pn,− and the assumption for f . Hence f(k) lies in HK(IBn−i((λ1, . . . , λn−i))) for
any k ∈ Kn,∞. By the Iwasawa decomposition, for any g ∈ Gn(R), an element f(g) lies in the subspace
L((λ1, . . . , λn−i)) ⊂ IBn−i(λ1, . . . , λn−i). Hence we have
f ∈ IndGn(R)Pi,n(R)
(
sgnλn | · |λn−n+(i−1)/2 ⊠ L((λ1, . . . , λn−i))
)
.
Next we assume the induced representation
Ind
Gn(R)
Pi,n(R)
(µ⊠ L(ω1, . . . , ωn−i))
has a highest weight vector of weight λ. We denote µ1 the character of R
× such that µ1(det) = µ. Let
µ′ = µ1| · |−n+(i−1)/2 ⊠ · · · ⊠ µ1| · |−n+(i−1)/2 ⊠ sgnωn−i ⊠ · · · ⊠ sgnω1 be a character of Tn(R). Since
L(ω1, . . . , ωn−i) can be embedded into IBn−i(ωn−i, . . . , ω1), the induced representation can be embedded
into the principal series representation
Ind
Gn(R)
Bn(R)
(
δ
−1/2
Bn
µ′ ⊗ (1⊠ · · ·⊠ 1⊠ | · |ωn−i ⊠ · · ·⊠ | · |ω1)
)
.
Here 1 is the trivial character. By the assumption, this principal series representation has a non-zero
highest weight vector of weight λ. By Theorem 3.3, we have
• λn = · · · = λn−i+1.
• µ = sgnλn | · |λn−n+(i−1)/2.
• (ω1, . . . , ωn−i) = (λ1, . . . , λn−i).
This completes the proof. 
Remark 3.8. This theorem and the previous lemma can be proved easily if the following statement is
true: Let P be a standard parabolic subgroup of a reductive Lie group G. For a representation π of M
with finite length, we have
Soc
(
IndGP (π)
)
⊂ IndGP (Soc(π)) .(3.3)
Here Soc mean the sum of irreducible subrepresentations. Indeed, if (3.3) is true, Lemma 3.6 follows from
the double induction formula and [12, Theorem 3.4.2 (ii)]. But the auther has no counterexamples and
no idea how to show the above argument (3.3).
4. Decomposition of the space of automorphic forms and Main theorem
In this section, we review the general theory of automorphic forms and state the main theorem.
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4.1. Definition. Let G be a connected reductive group over Q. We denote by AQ and AQ,fin the adele
ring of Q and the finite part of AQ. Put g = Lie(G(R)) ⊗R C. Let Z be the center of the universal
enveloping algebra of g. For a parabolic subgroup P , we denote by AP and A
∞
P the split component of P
and the identity component of AP (R). Fix a minimal parabolic Q-subgroup P0 and a Levi decomposition
P0 =M0N0. We assume that a maximal compact subgroup K =
∏
vKv of G(AQ) satisfies the following
conditions (cf. [20, § I.1.4]):
• G(AQ) = P0(AQ)K.
• P (AQ) ∩K = (M(AQ) ∩K)(N(AQ) ∩K).
• M(AQ) ∩K is a maximal compact subgroup of M(AQ).
Here P runs through all standard parabolic subgroups of G with Levi decomposition P =MN and M is
a standard Levi subgroup.
Definition 4.1. ([20, Definition I.2.17]). Let P = MN be a standard parabolic subgroup of G. For a
smooth function φ : N(AQ)M(Q)\G(AQ) −→ C, we say that φ is automorphic if it satisfies the following
conditions:
• φ is right K-finite.
• φ is Z-finite.
• φ is slowly increasing.
We denote by A(P\G) the space of automorphic forms on N(AQ)M(Q)\G(AQ). For simplicity, we write
A(G) when P = G. Let A(A∞G \G) be the space of automorphic forms on A∞G \G(AQ). The space A(P\G)
is a G(Afin)× (g,K∞)-module by the right translation.
Fix a totally real field F . We denote by AF and AF,fin the adele ring of F and the finite part of AF ,
respectively. Set Gn = ResF/Q Sp2n. For a non-archimedean place v of F , put
Kn,v = Sp2n(OFv )
where OFv is the ring of integers of Fv. For an archimedean place v, put
Kv = Kn,∞.
The maximal compact subgroup Kn =
∏
vKn,v of Gn(AQ) satisfies the conditions as above. The Lie
algebra gn = Lie(Gn(R)) ⊗R C is equal to
⊕
v∈a sp2n(C) and contains the abelian subalgebras pn,±. We
denote by Zn the center of the universal enveloping algebra of gn. Set
N (Gn) = {ϕ ∈ A(Gn) |ϕ is right pn,−-finite.} .
We say that an automorphic form in N (Gn) is nearly holomorphic. For an infinitesimal character χ of
Zn, set
N (Gn, χ) = {ϕ ∈ N (Gn) | there exist an integer m > 0 such that (χ(z)− z)mϕ = 0 for any z ∈ Zn}.
The purpose in this paper is to decompose N (Gn, χ) as a Gn(AQ,fin)× (gn,Kn,∞)-module under certain
assumptions for χ.
We then obtain the following result:
Proposition 4.2. For any ϕ ∈ N (Gn, χλ), ϕ is a χ-eigenfunction, i.e., z · ϕ = χ(z)ϕ for any z ∈ Zn.
This will be proved in §5.6.
Remark 4.3. This result is proved in [11] and [23] for n = 1, 2, respectively.
4.2. Decomposition according to parabolic subgroups. For parabolic Q-subgroups P and Q of
G, we say that P and Q are associate if the split components AP and AQ are G(Q)-conjugate. We
denote by {P} the associated class of the parabolic subgroup P . For a locally integrable function ϕ on
NP (Q)\G(AQ), set
ϕP (g) =
∫
NP (Q)\NP (AQ)
ϕ(ng) dn
where P =MPNP is the Levi decomposition of P and the Haar measure dn is normalized by∫
NP (Q)\NP (AQ)
dn = 1.
The function ϕP is called the constant term of ϕ along P . If ϕ lies in A(P\G), ϕQ is an automorphic
form on NQ(AQ)MQ(Q)\G(AQ) for a parabolic subgroup Q ⊂ P . We call ϕ cuspidal if ϕQ is zero for
any standard parabolic subgroup Q of G with Q ( P . Note that ϕ is cuspidal if and only if ϕP is zero
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for any maximal standard parabolic subgroups of P . We denote by Acusp(P\G) the space of cusp forms
in A(P\G). Set
M(AQ)
1 =
⋂
χ∈Homconti(M(AQ),C×)
Ker(|χ|).
For g ∈ G(AQ), let ϕP,g be the function on MP (AQ)1 defined by m 7−→ ϕ(mg). Put
A(G){P} =
{
ϕ ∈ A(G)
∣∣∣∣ϕQ,ak is orthogonal to all cusp forms on MQ(AQ)1for any a ∈ AQ, k ∈ Kn, and Q 6∈ {P}
}
.
We define the space A(A∞G \G){P} similarly. By the definition, A(A∞G \G){G} is equal to Acusp(A∞G \G).
Then Langlands had proven the following result in [18]:
Theorem 4.4. With the above notation, we have
A(A∞G \G) =
⊕
{P}
A(A∞G \G){P},
where {P} runs through all associated classes of parabolic subgroups.
Next we state the result corresponding to the above theorem. Put
N (Gn){P} = N (Gn) ∩A(Gn){P}.
Note that A∞Gn = {1}. For 1 ≤ j ≤ n, we denote by Pj,n and Qj,n the standard parabolic subgroups of
Gn with the standard Levi subgroups ResF/QGLj ×Gn−j and (ResF/QGL1)j ×Gn−j , respectively. We
put P0,n = Q0,n = Gn. Note that P1,n = Q1,n.
Proposition 4.5. With the above notation, we have
N (G) =
n⊕
i=0
N (Gn){Qi,n}.
This will be proved in §5.4. In the following subsection, we state the refinement of the above decom-
position.
4.3. Decomposition according to cuspidal components. For a reductive group H , let WH be the
Weyl group ofH . Let P be a standard parabolic subgroup of G and τ an irreducible cuspidal automorphic
representation of M(AQ). We assume that the central character χτ of τ is trivial on A
∞
G . We say that a
cuspidal datum is a pair (M, τ) such thatM is a Levi subgroup of G and that τ is an irreducible cuspidal
automorphic representation of M(AF ). Take w ∈ WG. Put Mw = wMw−1 and let Pw = MwNw
be the standard parabolic subgroup with Levi subgroup Mw. The irreducible cuspidal automorphic
representation τw of Mw(AQ) is defined by τ
w(m′) = τ(w−1m′w) for m′ ∈Mw(AQ). Two cuspidal data
(M, τ) and (M ′, τ ′) are called equivalent if there exists w ∈ W (M) such that M ′ = wMw−1 and that
τ ′ = τw. Here we put
W (M) =
{
w ∈ W
∣∣∣∣wMw−1 is a standard Levi subgroup of G.w has a minimal length in wWM .
}
.
Let A(A∞G \G)(M,τ) is the subspace of automorphic forms in A(A∞G \G) with the cuspidal support
(M, τ). For the definition, see [20, §III.2.6]. Then the following result is well-known. For details, see [20,
Theorem III.2.6].
Theorem 4.6. The space A(A∞G \G) is decomposed as
A(A∞G \G(AQ)) =
⊕
(M,τ)
A(A∞G \G)(M,τ).
Here, (M, τ) runs through all equivalence classes of cuspidal data.
Put N (Gn)(M,τ) = N (Gn) ∩ A(Gn)(M,τ). We say that an irreducible cuspidal automorphic represen-
tation π =
⊗
v πv is holomorphic if πv is an irreducible unitary highest weight module for any v ∈ a.
Proposition 4.7. Let P be a standard parabolic subgroup of Gn with the standard Levi subgroup M .
(1) With the above notation, the space N (Gn)(M,π) is non-zero only if P is associated to Qi,n for
some i.
(2) Suppose an irreducible cuspidal automorphic representation Π ofMQi,n = (ResF/QGL1)
i×Gn−i
is isomorphic to µ1 ⊠ · · ·⊠ µi ⊠ π. If N (Gn)(Qi,n,Π) 6= 0, we have
• µ1 = · · · = µi.
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• π is a holomorphic cuspidal automorphic representation of Gn−i(AQ).
This will be proved in §5.5.
4.4. Main theorem. For a weight λ, let χλ be the infinitesimal character with the Harish-Chandra
parameter ρ + λ. Here ρ = (−1, . . . ,−n) is half the sum of positive roots. Then, for weights λ and µ,
we have χλ = χµ if and only if there exists w ∈ WGn such that w · λ = µ, where w · λ is the dot action.
Infinitesimal characters of Zn = Z(U(gn)) are parametrized by the set
−ρ+ Λ+C = (1, . . . , n) + {(λ1, . . . , λn) ∈ Cn |λi − λi+1 ∈ Z≥0 for any 1 ≤ i ≤ n− 1} .
We say that an infinitesimal character χλ is integral if the weight λ is integral. We also say that χλ is
regular (resp. singular) if #(WGn · λ) = #WGn (resp. #(WGn · λ) < #WGn). Here WGn · λ is the orbit
under the dot action. Note that the integral infinitesimal characters are parametrized by the set −ρ+Λ+Z
and the regular integral infinitesimal characters are parametrized by the set
{(λ1, . . . , λn) ∈ Zn | λ1 ≥ · · · ≥ λn ≥ n},
where Λ+Z = Λ
+
C ∩ Zn. We first show the integrality of infinitesimal characters:
Lemma 4.8. Suppose N (Gn, χ) is non-zero. Then χ is integral.
This will be proved in §7.6.
By Lemma 4.8, we may assume χ is integral. Take λ = (λv)v = (λ1,v, . . . , λn,v)v ∈
⊕
v∈a{−ρ+ Λ+Z }.
We say that a regular infinitesimal character χλ is sufficiently regular relative to i if λn,v > 2n − i + 1
for any v. Put
N (Gn, χ){P} = N (Gn, χ) ∩ N (Gn){P}
for a parabolic subgroup P of G. Note that this space is non-zero only if P is associated to Qi,n for some
i by Proposition 4.5. Set
X1 = {µ = ⊗vµv ∈ Homconti(F×F×∞,+\A×F ,C×) | µv = 1v for any v ∈ a}
and
X−1 = {µ = ⊗vµv ∈ Homconti(F×F×∞,+\A×F ,C×) | µv = sgnv for any v ∈ a}.
Here F×∞,+ is the identity component of F
×
∞. For a parabolic subgroup P of Gn and an irreducible
subrepresentation π of L2(MP (Q)\MP (AQ)), let L2(MP )π be the π-isotypic component of it. We denote
by δP the modulas character of P . We denote by Ind
G(AQ)
P (AQ)
(π) the space of functions ϕ on Gn(AQ) such
that
• ϕ lies in A(P\Gn).
• For any k ∈ Kn, the function m 7−→ δ−1/2P (m)ϕ(mk) on MP (AQ) lies in L2(MP )π .
We then state the main theorem:
Theorem 4.9. Fix a positive integer i ≤ n and a weight λ.
(1) If N (Gn, χλ){Qi,n} is non-zero, there exists a kn-dominant weight ω = (ω1,v, . . . , ωn,v)v such that
• χω = χλ.
• ωn,v = · · · = ωn−i+1,v for any v ∈ a.
• ωn,v is independent of v ∈ a.
(2) Suppose χλ is sufficiently regular relative to i and a weight λ = (λv)v = (λ1,v, . . . , λn,v)v ∈⊕
v∈a Λ
+
Z satisfies the following two conditions:
• λn,v = · · · = λn−i+1,v for any v ∈ a.
• λn,v is independent of v ∈ a.
Let π be an irreducible holomorphic cuspidal automorphic representation of Gn−i(AQ) with π∞ =
⊠v∈aL(λ1,v, . . . , λn−i,v). We then have the isomorphism
N (Gn, χλ)(MQi,n ,µ⊠i⊠π) ∼=
(
Ind
G(AF,fin)
Pi,n(AF,fin)
(µ| · |λn,v−n+(i−1)/2 ⊠ π)
)
⊠ (⊠v∈aL(λv))
if µ ∈ X(−1)λn,v . If µ 6∈ X(−1)λn,v , we have N (Gn, χλ)(MQi,n ,µ⊠i⊠π) = 0.
This will be proved in §7.6.
Remark 4.10. If an infinitesimal character χ is not sufficiently regular relative to i, then N (Gn, χ){Qi,n}
may be very complicated. In the case of G = SL2-case, see [11].
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For a regular infinitesimal character χλ with the parameter λ = (λv)v = (λ1,v, . . . , λn,v)v ∈
⊕
v∈a{−ρ+
λ+Z }, we say that χλ is sufficiently regular if we have λn,v > 2n for any v. This condition is equivalent to
that λ is sufficiently regular for any i with 1 ≤ i ≤ n.
Corollary 4.11. Let λ = (λv)v = (λ1,v, . . . , λn,v)v be a kn-dominant integral weight such that λn,v is
independent of v ∈ a and λn−1,v = λn,v for any v ∈ a. For any positive integer i ≤ n and a sufficiently
regular infinitesimal character χλ relative to n, we have the direct sum decomposition
N (Gn, χλ){Qi,n} ∼=
⊕
µ,π
(
Ind
G(AF,fin)
Pi,n(AF,fin)
(µ| · |λn,v−n+(i−1)/2 ⊠ π)
)
⊠ (⊠v∈aL(λv)) ,
where µ runs through all Hecke characters in X(−1)λn,v and π runs through all irreducible holomorphic
cuspidal representation of Gn−i(AF ) such that π∞ ∼= ⊠v∈aL(λ1,v, . . . , λn−i,v).
This will be proved in 7.7.
5. Whittaker Fourier coefficients of nearly holomorphic automorphic forms
In this section, we compute the constant terms of nearly holomorphic automorphic forms.
5.1. Definition. Let F be a totally real field with degree d. We fix a non-trivial additive character
ψ = ⊗vψv of F\AF as follows: If F = Q, let
ψp(x) = exp(−2π
√−1 y), x ∈ Qp,
ψ∞(x) = exp(2π
√−1x), x ∈ R,
where y ∈ ∪∞m=1p−mZ such that x − y ∈ Zp. In general, for an archimedean place v of F , put ψv = ψ∞
and for a non-archimedean place v with the rational prime p divisible by v, put ψv(x) = ψp(TrFv/Qp(x)).
Then for any continuous character Ψ of NPn,n(Q)\NPn,n(AQ), there exists a unique symmetric matrix
h ∈ Symn(F ) such that
Ψ(n) = ψ(tr(hn))
for any n ∈ NPn,n(AQ). Let ψh be the additive character of NPn,n(Q)\NPn,n(AQ) defined by n 7−→
ψ(tr(hn)).
Take an automorphic form ϕ ∈ N (Gn). For any h ∈ Symn(F ), put
Whϕ,h(g) =
∫
NPn,n (F )\NPn,n(AF )
ϕ(ng)ψh(n) dn.
Here ψh is the complex conjugate of ψh. We then have the Whittaker-Fourier expansion
ϕ(ng) =
∑
h∈Symn(F )
Whϕ,h(g)ψh(n), n ∈ NPn,n(AQ), g ∈ Gn(AQ).
In the following subsections, we study the Whittaker-Fourier coefficients Whϕ,h.
5.2. The relation between automorphic forms on Gn(AQ) and modular forms on H
d
n. We
denote the complexification of Kn,∞ by Kn,C ∼=
∏
v∈aGLn(C). Let j be a Kn,C-valued function on∏
v∈a Hn ×
∏
v∈a Sp2n(Fv) defined by
j((gv)v, (zv)v) = (cvzv + dv)v, (gv)v =
((
av bv
cv dv
))
v
∈
∏
v∈a
Sp2n(R), (zv)v ∈
∏
v∈a
Hn.
For a finite-dimensional representation ρ of Kn,C, put jρ = ρ ◦ j. For a congruence subgroup Γ of Gn(Q),
let Nρ(Γ) be the space of nearly holomorphic modular forms of weight ρ with respect to Γ and Mρ(Γ) the
subspace of Nρ(Γ) consisting of holomorphic functions. We embed Γ into Gn(AQ,fin) diagonally. Then
we obtain the open compact subgroup KΓ of Gn(AQ,fin) which is the closure of Γ.
We denote by (ρ, V ) a finite-dimensional representation of Kn,∞. To simplify the notation, we write
(ρ, V ) the holomorphic representation of Kn,C corresponding to the representation (ρ, V ) of Kn,∞. Let
Kfin be an open compact subgroup of Gn(AQ,fin). Let Γ be the projection of Gn(Q)∩KfinGn(R) to Gn(R).
By the strong approximation, we have Gn(AQ) = Gn(Q)Gn(R)Kfin. We now obtain the isomorphism
Gn(Q)\Gn(AQ)/Kn,∞Kfin ∼= Γ\Hdn
by the map
γg∞k 7−→ g∞(i)
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for any γ ∈ Gn(Q), g∞ ∈ Gn(R), and k ∈ Kfin. Here i = (
√−11n, . . . ,
√−11n) ∈ Hdn. For a nearly
holomorphic modular form f ∈ Nρ(Γ), we define a function ϕf on Gn(AQ) by
ϕf (g) = (f |ρg∞)(i), g = γg∞k, γ ∈ Gn(Q), g∞ ∈ Gn(R), k ∈ Kfin.(5.4)
Note that the V -valued function ϕf is left Gn(Q)-invariant and right Kn-finite. Moreover we have
ϕf (gk∞) = ρ(k∞)
−1ϕf (g)(5.5)
for g ∈ Gn(AQ) and k∞ ∈ Kn,∞. Let (ρ∗, V ∗) be the contragredient representation of (ρ, V ). For v∗ ∈ V ∗,
we have a scalar valued function g 7−→ 〈ϕf (g), v∗〉 on Gn(AQ). For simplicity of notation, we denote by
〈ϕf , v∗〉 the scalar valued function. For an automorphic form ϕ and an irreducible finite-dimensional
representation τ of Kn,∞, we say that ϕ has the Kn,∞-type τ if the representation 〈r(k)ϕ | k ∈ Kn,∞〉C
of Kn,∞ is isomorphic to τ where r is the right translation. Then the automorphic form 〈ϕf , v∗〉 has
the Kn,∞-type ρ
∗ by the formula (5.5). By the definition of ϕf , the open compact group Kfin fixes the
automorphic form 〈ϕf , v∗〉 under the right translation. We denote by A(Gn)Kfinρ the space of Kfin-fixed
automorphic forms with the Kn,∞-type ρ. We then obtain the map
C∞(H, ρ)Γ ⊗ V ∗ −→ A(Gn)Kfinρ∗ : f ⊗ v∗ 7−→ 〈ϕf , v∗〉.
Here C∞(Hdn, ρ)
Γ is the space of slowly increasing V -valued C∞-functions f on Hdn such that f |ργ = f
for any γ ∈ Γ.
Lemma 5.1. Let (ρ, V ) be an irreducible finite-dimensional representation of Kn,∞. We regard ρ as the
irreducible holomorphic representation of Kn,C. Let Kfin be an open compact subgroup of G(AQ,fin). Let
Γ be the congruence subgroup of Gn(R) corresponding to the open compact subgroup Kfin. With the
above notation, we obtain the isomorphism
C∞(H, ρ)Γ ⊗ V ∗ ∼= A(Gn)Kfinρ∗ : f ⊗ v∗ 7−→ 〈ϕf , v∗〉.
For the proof, see [11, §2.2]. More precisely, we have the following isomorphism:
Nρ(Γ)⊗ V ∗ ∼= N (Gn)Kfinρ∗ ,(5.6)
where N (Gn)Kfinρ∗ is the subspace of all pn,−-finite functions in A(Gn)Kfinρ∗ . Similarly, we have
Mρ(Γ)⊗ V ∗ ∼= HK
(
N (Gn)Kfinρ∗
)
.(5.7)
For details, see section 5 and 7 in [25], and [11, Remark 2.2]. Under this correspondence, for a nearly
holomorphic modular form f ∈ Nρ(Γ), we have
Wh〈ϕf ,v∗〉,h
((
1n n∞
1n
)(
a∞
ta−1∞
)
k∞gfin
)
=
〈
ρ
(
ta∞
)
cf (h, y, γ), ρ
∗(k∞)v
∗
〉
e(tr(hz))(5.8)
for(
1n n∞
1n
)(
a∞
ta−1∞
)
∈ Pn,n(R), y = a∞ta∞, z = n∞ +
√−1 y, k∞ ∈ Kn,∞, gfin ∈ Gn(AQ,fin).
Here γ is an element of Gn(Q) such that γ
−1gfin ∈ KfinGn(R).
For a nearly holomorphic modular form f of weight ρ and γ ∈ Gn(Q), let
(f |ργ)(z) =
∑
h
cf (h, y, γ)e(tr(hz))
be the Fourier expansion of f |ργ. The following statement follows from (5.8) and Proposition 2.3.
Lemma 5.2. For any h ∈ Sym(j)n (F ) and any nearly holomorphic automorphic form ϕ ∈ N (Gn), the
Whittaker-Fourier coefficient Whϕ,h is left m(SLj(AF )Nj,n,GL(AF ))-invariant.
Proof. The left m(SLj(F )Nj,n,GL(F ))-invariance is clear by the definition of ϕ and Whϕ,h. For any
g ∈ Gn(AF ) and m ∈ m(SLj(AF )Nj,n,GL(AF )), put Whϕ,h,g(m) = Whϕ,h(mg). Since ϕ is right Kn-
finite, there exists an open compact subgroup K of m(SLj(AF,fin)Nj,n,GL(AF,fin)) such that K fixes the
function Whϕ,h,g on m(SLj(AF )Nj,n,GL(AF )) under the right translation. By the strong approximation,
it remains to show that Whϕ,h is left m(SLj(F∞)Nj,n,GL(F∞))-invariant. Take a ∈ SLj(F∞) and n ∈
Nj,n,GL(F∞). We assume that ϕ is equal to 〈ϕf , v∗〉 for a nearly holomorphic modular form f of weight
(ρ, V ) and v∗ ∈ V ∗. For(
1n n∞
1n
)(
a∞
ta−1∞
)
∈ Pn,n(R), y = a∞ta∞, z = n∞ +
√−1 y, k∞ ∈ Kn,∞, gfin ∈ Gn(AQ,fin),
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we have
Whϕ,h
(
m(an)
(
1n n∞
1n
)(
a∞
ta−1∞
)
k∞gfin
)
= Wh〈ϕf ,v∗〉,h
(
m(an)
(
1n n∞
1n
)
m(a∞)k∞gfin
)
= 〈ρ(t(ana∞))cf (h, anyt(an), γ), ρ∗(k∞)v∗〉
× e(tr(hanzt(an)))
by (5.8). Since h lies in Sym(j)n (F ), we have e(tr(haz
ta)) = e(tr(hz)). By Proposition 2.3, we have
ρ(t(ana∞))cf (h, any
t(an), γ) = ρ(t(a∞))ρ(
t(an))cf (h, any
t(an), γ) = ρ(ta∞)cf (h, y, γ).
Hence, we have
Whϕ,h
(
m(an)
(
1n n∞
1n
)(
a∞
ta−1∞
)
k∞gfin
)
=
〈
ρ
(
ta∞
)
cf (h, y, γ), ρ
∗(k∞)v
∗
〉
e(tr(hz))
= Whϕ,h
((
1n n∞
1n
)(
a∞
ta−1∞
)
k∞gfin
)
.
This completes the proof. 
5.3. Whittaker-Fourier coefficients and constant terms. Fix 1 ≤ j ≤ n. Let U1 and U2 be
unipotent subgroups of Sp2n defined by
U1 =


1j ∗ 0 0
0 1n−j 0 0n−j
1j 0
∗ 1n−j

 , U2 =


1j 0 ∗ ∗
0 1n−j ∗ 0n−j
1j 0
0 1n−j

 .
Then U1 and U2 are subgroups of the unipotent subgroup NPj,n . Take ϕ ∈ N (Gn). We compute a
constant term of ϕ along Pj,n.
Lemma 5.3. For ϕ ∈ N (Gn), we have
ϕPj,n(g) =
∑
h∈Sym
(j)
n (F )
Whϕ,h(g)
for g ∈ Gn(AQ).
Proof. For g ∈ Gn(AQ), one has
ϕU2(g) =
∫
U2(F )\U2(AF )
ϕ(ng) dn =
∫
U2(F )\U2(AF )
 ∑
h∈Symn(F )
Whϕ,h(g)ψh(n)
 dn
=
∫
U2(F )\U2(AF )
 ∑
h∈Sym
(j)
n (F )
Whϕ,h(g)
 dn = ∑
h∈Sym
(j)
n (F )
Whϕ,h(g).
Indeed, if h 6∈ Sym(j)n (F ), the character ψh is non-trivial on the group U2(F )\U2(AF ). By NPj,n(AQ) =
U1(AF )U2(AF ), U1(AF ) =m(Nj,n,GL(AF )), and Lemma 5.2, the constant term ϕPj,n(g) is equal to
ϕPj,n(g) =
∫
U1(F )\U1(AF )
 ∑
h∈Sym
(j)
n (F )
Whϕ,h(ng)
 dn = ∑
h∈Sym
(j)
n (F )
Whϕ,h(g) = ϕU2(g).
This completes the proof. 
Next proposition is a key statement in this paper.
Proposition 5.4. For any nearly holomorphic modular form ϕ ∈ N (Gn), there exists a finite number
of Hecke characters µ1, . . . , µℓ of F
×\A×F and subrepresentations (π1, V1), . . . , (πℓ, Vℓ) of N (Gn−j) such
that ϕPj,n lies in the sum
ℓ∑
k=1
Ind
Gn(AQ)
Pj,n(AQ)
(µk ⊠ πk).
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Proof. We may assume that ϕ has a Kn,∞-type ρ
∗. We denote by Vρ∗ a model of ρ
∗. We assume
that ϕ corresponds to f ⊗ v∗ by the isomorphism (5.6). For k ∈ Kn, let (ϕPj,n)k be the function on
GLj(AF )×Gn−j(AQ) defined by
(ϕPj,n)k(m1,m2) = ϕPj,n(m(m1)m2k) = ϕPj,n(m2m(m1)k), (m1,m2) ∈ GLj(AF )×Gn−j(AQ).
Note that (ϕPj,n)k is right SLj(AF )-invariant. Indeed, for any (m1,m2) ∈ GLj(AF ) × Gn−j(AF ) and
h ∈ SLj(AF ), one obtains
(ϕPj,n)k(m2m(m1h)) = (ϕPj,n)k(m2m(h · h−1m1hm−11 ·m1)) = (ϕPj,n)k(m2m(m1)).
Fix m2 ∈ Gn−j(AQ). Put φ = (ϕPi,n( · ,m2))k. Let τk,m2,∞ be the representation of GLj(F∞) generated
by (ϕPi,n( · ,m2))k. By the formula (5.8) and Lemma 5.5, the automorphic form (ϕPi,n)k( · ,m2) on
GLj(AF ) can be realized on the space P (Symn(F∞⊗RC), Vρ∗) of Vρ∗-valued polynomials on Symn(F∞⊗R
C). Indeed, for any h ∈ Sym(j)n (F ), the Whittaker-Fourier coefficient r(m2k)Whϕ,h|GLj(AF ) is an element
of P (Symn(F∞ ⊗R C), Vρ) by (5.8). By the near holomorphy of ϕ, there exists a constant Nϕ, which is
independent of h,m2 and k, such that the total degree of r(m2k)Whϕ,h|GLj(AF ) is bounded by Nϕ. Hence,
the representation τk,m2,∞ can be realized on the space of polynomials P (Symn(F∞ ⊗R C), Vρ)≤Nϕ with
the total degree ≤ Nϕ. Note that the automorphic form r(m2k)Whϕ,h|GLj(AF ) is right SLj(AF )-invariant.
Therefore, there exist characters χ1, . . . , χℓ of GLj(F∞), which are independent of m2, such that τk,m2,∞
decomposes as a sum of χ1, . . . , χℓ with finite multiplicities. Let τ be the representation of GLj(AF )
generated by φ. Since φ is right SLj(AF )-invariant, the representation τ factors through the determinant
map. By the above discussion, the infinity component of τ decomposes as a sum of characters. Hence τ
decomposes as a sum of characters µ1, . . . , µℓ with finite multiplicities.
Let σ be the automorphic representation of MPi,n(AQ) generated by (ϕPj,n)k. Then we have the
decomposition σ ∼= ⊕µ µ ⊠ σ[µ], where σ[µ] is the µ-isotypic component of σ. Note that σ[µ] is an
automorphic representation of Gn(AQ) and σ[µ] is zero for almost all µ. Hence the automorphic form
(ϕPj,n)k decompose as
∑
µ φµ such that φµ ∈ µ ⊠ σ[µ]. Note that σ[µ] is generated by φµ. We claim
that φµ is nearly holomorphic for any µ. Let a be a positive integer such that p
a
n,− · ϕ = 0. For any
X1, . . . , Xa ∈ pn−j,−, we have∑
µ
X1 · · ·Xa · φµ = X1 · · ·Xa · (ϕPj,n)k = ((Ad(k)X1 · · ·Xa) · ϕPj,n)k = 0.
Since automorphic forms φµ are linearly independent, the automorphic form X1 · · ·Xa ·φµ is zero for any
X1, . . . , Xa ∈ pn−j,−. Hence the claim holds. By the above discussion, the automorphic representation
σ decomposes as
⊕
µ µ ⊠ σ[µ], where σ[µ] is zero or nearly holomorphic. This means that for any
k ∈ Kn, there exist Hecke characters µ1, . . . , µℓ and subrepresentations (πℓ, Vℓ) of N (Gn−j) such that
the automorphic form (ϕPj,n)k lies in the representation space of
⊕
q µq ⊠ πq. Note that the choices of
µq and πq depend on k.
Let Kfin be an open compact subgroup of Gn(AF,fin) such that Kfin · ϕ = ϕ. Since the dou-
ble coset Pn,j(AQ)\Gn(AQ)/Kfin is finite, it suffices to consider a finite set of elements in Kn. Let
{k1, . . . , kℓ} be a set of representatives of it. There exist Hecke characters µ1,kq , . . . , µiq ,kq and subrep-
resentations π1,kq , . . . , πiq ,kq such that the automorphic form (ϕPj,n)k lies in the representation space of∑ℓ
q=1
∑iq
r=1 µr,kq ⊠ πr,kq . This completes the proof. 
We compute the constant term along Qi,n.
Corollary 5.5. For ϕ ∈ N (Gn), we have
ϕPj,n = ϕQj,n .
for any j.
Proof. Put U3 = NPj,n\NQj,n . Then we have
ϕQj,n(g) =
∫
U3(Q)\U3(AQ)
ϕPj,n(ng) dn.
We may identify the group U3 with a unipotent subgroup ofm(SLj(AF )). Since ϕPj,n is leftm(SLj(AF ))-
invariant, we have ϕPj,n = ϕQj,n . 
We say that a modular form f is cuspidal if the Fourier coefficient cf (h, y, γ) is zero for any h 6> 0 and
and γ ∈ Sp2n(F ).
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Proposition 5.6. Let f be a nearly holomorphic modular form of weight (ρ, V ). Let 〈ϕf , v∗〉 be an
automorphic form corresponding to f and v∗ ∈ V ∗. Then, the following conditions are equivalent:
(1) f is a cusp form.
(2) 〈ϕf , v∗〉 is cuspidal for any 0 6= v∗ ∈ V ∗.
(3) The constant term of 〈ϕf , v∗〉 along P1,n is zero for any 0 6= v∗ ∈ V ∗.
Proof. Suppose f is a cusp form. Put ϕ = 〈ϕf , v∗〉. By (5.8), if Whϕ,h is non-zero, 〈cf (h, y, γ), ρ∗(k∞)v∗〉
is non-zero for some y, γ, and k∞. Hence, by the definition of cusp forms, the Whittaker-Fourier coefficient
Whϕ,h is zero if h is not positive definite. Let P be a maximal parabolic subgroup of Gn. The constant
term ϕP is zero by Lemma 5.3. Hence (1) implies (2). The statement (2) implies (3) clearly.
We assume the constant term ϕP1,n is zero. Assume that f is not cuspidal. Then there exists a Fourier
coefficient cf (h, y, γ) is non-zero for some non-positive definite matrix h. Take a ∈ GLn(F ) such that the
(1, 1)-th entry of ahta is zero. We denote by afin an element of Gn(AQ,fin) such that
(afin)v = a
for any non-archimedean place v of F . Put ϕ′ = r(m(afin))ϕ. Then we have
Whϕ′,h|Gn(R) = Whϕ,ahta|Gn(R).
Since ϕP1,n is zero, ϕ
′
P1,n
is zero. This contradicts to cf (h, y,m(a)) 6= 0 by (5.8). Hence f is cuspidal.
This completes the proof. 
Remark 5.7. This proposition is a generalization of [2, Lemma 5].
5.4. Proof of Proposition 4.5. We proof inductively in n. When n = 1, this is proved in [11, §3.8].
Let P be a maximal parabolic subgroup of Gn with P 6= P1,n = Q1,n i.e., the Levi subgroup of P is
ResF/QGLj × Gn−j for some j ≥ 2. We assume N (Sp2n){P} 6= 0. Take ϕ ∈ N (Sp2n){P}. By the
definition of P and N (Sp2n){P}, the constant term ϕP1,n along P1,n is zero. Then ϕ is a cusp form by
Proposition 5.6. This contradicts to G 6= P . Hence N (Sp2n){P} = 0 if P is maximal and P 6= P1,n.
Next we consider the restriction (r(m(a)k)ϕP1 )|Gn−1(AQ) for a ∈ GL1(AF ) and k ∈ Kn. We may
assume the function (r(m(a)k)ϕP1 )|Gn−1(AQ) is non-zero for some a and k. Then by the assumption there
exists j such that (r(m(a)k)ϕP1 )|Gn−1(AQ) lies in N (Gn−1){Qj,n−1}. In this case, the Whittaker-Fourier
coefficient Whϕ,h is zero if rank(h) < j. By Lemma 5.3 and Proposition 5.6, the constant term ϕQj,n is
a cuspidal automorphic form in A(Qj,n\Gn). This completes the proof.
5.5. Proof of Proposition 4.7. The statement (1) is clear by Proposition 4.5. We show (2). Take
ϕ ∈ N (Gn){Qi,n}. For k ∈ Kn, we define a function (ϕQi,n)k on GLi(AF )×Gn−i(AQ) by (ϕQi,n)k(m) =
ϕQi,n(mk). By Proposition 5.4, the restriction (ϕQi,n)k|GLi(AF ) decomposes as a sum of characters. Hence
one has µ1 = · · · = µi. It remains to show (ϕQi,n)k|Gn−i(AQ) is nearly holomorphic, i.e., pn−i,−-finite. By
Ad(Kn,∞)(pn−i,−) ⊂ pn,− and pn,−-finiteness of ϕ, the automorphic form (ϕQi,n)k|Gn−i(AQ) is pn,−-finite
for any k. This completes the proof.
5.6. Proof of Proposition 4.2. We proceed inductively for n. If n = 1, this is proved in [22, p. 10]. We
assume that for any j < n, any generalized Zj -eigen nearly holomorphic automorphic form on Gj(AQ)
has an infinitesimal character. Let ϕ be a nearly holomorphic automorphic form on Gn(AQ). If ϕ is
cuspidal, ϕ generates a unitary G(AQfin)× (gn,Kn,∞)-module of finite length. Hence there exists a finite
collection of cusp forms ϕ1, . . . , ϕℓ such that ϕℓ generates an irreducible representation for any ℓ. In
particular, ϕℓ has an infinitesimal character for any ℓ.
We may assume ϕ is orthogonal to all cusp forms. Hence we may assume ϕ lies in N (Gn){Qj,n} for
some 0 < j. By Proposition 5.4, there exist finite number of subrepresentations Π1, . . . ,Πℓ of A(Gn−i),
which are generalized eigenspace of some infinitesimal character, and characters µ1, . . . , µℓ of GLj(AF )
such that ϕPj,n is non-zero and lies in
ℓ∑
j=1
Ind
Gn(AQ)
Pi,n(AQ)
(µℓ ⊠Πℓ).
Then we may assume Πℓ is a subrepresentation of N (Gn−i) by Proposition 4.7. By the assumption, Πℓ
has an infinitesimal character. Then the induced representation Ind
Gn(AQ)
Pi,n(AQ)
(µℓ ⊠Πℓ) has an infinitesimal
character. Hence ϕ decomposes as a sum of nearly holomorphic automorphic forms which have infini-
tesimal characters by the injectivity of constant terms along Pj,n on N (Gn){Qj,n}. This completes the
proof.
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6. A decomposition of the space of holomorphic modular forms
6.1. A decomposition ofMρ(Γ). Let (ρ, V ) be an irreducible finite-dimensional representation ofKn,C.
By (5.6), we have
Mρ(Γ)⊗ V ∗ ∼= HK
(
N (Gn)Kfinρ∗
)
.
Here put
HK
(
N (Gn)Kfinρ∗
)
= {ϕ ∈ N (Gn)Kfinρ∗ | pn,− · ϕ = 0}.
By the decomposition along associated classes of parabolic subgroups, we obtain the following result:
Lemma 6.1. There exist subspaces Mρ(Γ){Qi,n} of Mρ(Γ) such that
n⊕
i=0
Mρ(Γ){Qi,n} =Mρ(Γ).
Moreover, for any i, we have⊕
j≤i
Mρ(Γ){Qj,n} =
{
f ∈Mρ(Γ)
∣∣∣∣ cf (h, y, γ) = 0 for any γ ∈ Sp2n(F )and any h ∈ Sym(i)n (R)
}
.
Proof. By Proposition 4.5, we have
Mρ(Γ)⊗ V ∗ ∼= HK(N (Gn)Kfinρ∗ )) =
n⊕
i=0
HK
(
N (Gn)Kfinρ∗,{Qi,n}
)
.
Since each spaceHK
(
N (Gn)Kfinρ∗,{Qi,n}
)
is closed under the right translation ofKn,∞, there exist subspaces
Mρ(Γ){Qi,n}
of Mρ(Γ) such that
Mρ(Γ){Qi,n} ⊗ V ∗ ∼= HK
(
N (Gn)Kfinρ∗,{Qi,n}
)
.
Hence the first assertion holds. The second assertion follows from (5.8). This completes the proof. 
6.2. Square-integrable modular forms and the vanishing theorem. For ϕ ∈ N (Gn){Qi,n}, there
exist functions
ϕPi,n(µ, s0, π) ∈ IPi,n(µ| · |s0 ⊠ π)
such that ϕPi,n =
∑
ϕPi,n(µ, s0, π).
Lemma 6.2. With the above notation, we consider the following condition (∗):
If ϕPi,n(µ, s0, π) is non-zero, the real number s0 is less than 0.
Then ϕ is square-integrable if and only if the condition (∗) holds.
Proof. The statement follows immediately from [20, Lemma I.4.11]: 
We then obtain the following corollary:
Corollary 6.3. Let ϕ be a holomorphic automorphic form i.e., pn,− · ϕ = 0. Then as a (gn,Kn,∞)-
module, ϕ generates unitary (gn,Kn,∞)-module. In particular, if λn,v ≤ 0 for some v, a holomorphic
modular form of weight (λ1,v, . . . , λn,v)v is zero or constant function.
The proof is the same as in [10]. Then we can show the vanishing of the space of nearly holomorphic
Hilbert-Siegel modular forms:
Proposition 6.4. With the above notation, assume n > 1. If λ 6= 0 and λn,v = 0 for some v, we have
Nρλ(Γ) = 0 for any congruence subgroup Γ.
Proof. We denote by V the representation space of ρλ. Suppose Nρλ(Γ) is non-zero. Take f ∈ Nρλ(Γ).
Let ϕf be a nearly holomorphic automorphic form corresponding to f and v
∗ ∈ V . Let π∞ be the
(gn,Kn,∞)-module generated by ϕf . Then there exist a highest weight µ = (µ1,v, . . . , µn,v)v in π∞
such that µn,v ≤ λn,v for any v ∈ a. By Corollary 6.3, µ is 0. Hence there exists Y ∈ U(gn) such
that Y · ϕf is a constant function. We denote by ϕ′ an element of π∞ which satisfies that there exists
Y ′ ∈ pn,− such that Y ′ · ϕ is a constant function. Then we may assume ϕ′ is kn-dominant with non-
zero weight (λ′1,v, . . . , λ
′
n,v)v. If ϕ
′ = r(gfin)ϕ
′ for any gfin ∈ Gn(AQ,fin), ϕ′ is a constant function, since
Gn(Q)Gn(AQ,fin) is dense in Gn(AQ). This is contradiction, since the weight of ϕ
′ is non-zero . Hence
22 Nearly holomorphic automorphic forms on Sp2n
there exists gfin ∈ Gn(AQ,fin) such that r(gfin)ϕ′ − ϕ′ is non-zero. By the choice of ϕ′, the automorphic
form r(gfin)ϕ
′ − ϕ′ is highest weight vector. Then there exists a non-zero holomorphic modular form of
weight µ. This contradicts to Corollary 6.3. Hence Mρ(Γ) is zero. This completes the proof. 
7. Constant terms of Eisenstein series of Klingen type
7.1. Definition and basic properties. Take a Hecke character µ and a cuspidal automorphic repre-
sentation π of G2(n−j)(AQ). For a section fs of Ind
Gn(AQ)
Pj,n(AQ)
(µ| · |s ⊠ π), we say that fs is standard if f |Kn
is independent of s. Take a standard section fs of Ind
Gn(AQ)
Pj,n(AQ)
(µ| · |s ⊠ π). Set
E(g, s, f) =
∑
γ∈Pj,n(Q)\Gn(Q)
fs(γg), g ∈ Gn(AQ).
We say that the Eisenstein series E( · , f, s) is of Klingen type or Klingen Eisenstein series. This is
absolutely convergent if Re(s) > n − (j − 1)/2 and can be continued meromorphically to the whole
s-plane . We compute the constant terms of Klingen Eisenstein series and discuss its properties.
For a parabolic subgroup P and an automorphic form ϕ, we say that ϕ is concentrated on P if ϕ lies
in A(Gn){P}. The following statement is proved in [17, Proposition 3.3] when j = n.
Proposition 7.1. Let µ be a Hecke character of F×F×∞,+\A×F and π an irreducible holomorphic repre-
sentation of Gn−i(AQ). For a standard section fs of Ind
Gn(AQ)
Pi,n(AQ)
(µ| · |s⊠π), the Eisenstein series E( · , s, f)
is concentrated on Qi,n.
Proof. Let P be a standard parabolic subgroup of Gn. Suppose E( · , s, f)P has a non-trivial cuspidal
component i.e., there exists a cusp form ϕ on MP (AQ)
1 such that the Petersson inner product of ϕ and
E( · , s, f)P |MP (AQ)1 is non-zero.
It is well-known that
E(g, s, f)P =
∑
w∈WPi,n\WGn/WP
∑
γ∈MP (Q)∩w−1Pi,n(Q)w\MP (Q)
fw,s(γg)(7.9)
where
fw,s(g) =
∫
NP (Q)∩w−1Pi,n(Q)w\NP (AQ)
fs(wng) dn.
For details, see [20, Proposition II.1.7]. By this formula and the cuspidality of π, we may assume P
contains the subgroup Gn−i and an element w normalizes the symplectic group Gn−i. In particular, P
contains Qi,n.
Since f is left NP (AQ)-invariant, we have
fw,s(g) =
∫
NP (AQ)∩w−1Pi,n(AQ)w\NP (AQ)
fs(wng) dn.
Clearly, for m ∈MP (AQ) ∩ w−1GLi(AQ)w, we have
fw,s(mg) = ωw(m)fw,s(g)
for some character ωw on MP (AQ) ∩ w−1GLi(AQ)w. Since E( · , s, f)P has a non-trivial cuspidal com-
ponent, the character ωw is a cusp form on the group MP (AQ) ∩ w−1GLi(AQ)w. Hence MP (AQ) ∩
w−1GLi(AQ)w is a product of ResF/QGL1. Then we have P = Qj,n. This completes the proof. 
Corollary 7.2. For any K-finite standard section f , the Eisenstein series E( · , s, f) and E( · , s, f)Pi,n
have the same set of poles and zeros.
Proof. Fix a complex number s0. Let Π be the G(AQ,fin) × (gn,Kn,∞)-representation generated by
E( · , s0, f). By Proposition 7.1, the map
Π −→ C∞(G(AQ)) : E 7−→ EQi,n
is injective if the Eisenstein series is holomorphic at s = s0. Moreover we have
E(g, s, f)NQi,n =
∫
NQi,n(Q)NPi,n (AQ)\NQi,n(AQ)
E(ng, s, f)Pi,n dn
and so they have the same set of zeros.
We assume that E( · , s, f) has a pole of order k at s0 and E( · , s, f)Qi,n has a order of k0 at s0. Suppose
E( · , s, f)Pi,n has a pole of order ℓ at s0. Then we have k0 ≤ ℓ ≤ k. Put F = (s − s0)kE( · , s, f). If
Nearly holomorphic automorphic forms on Sp2n 23
FQi,n = 0, we have F = 0 at s = s0, by Proposition 7.1 and [18, Lemma 3.7]. Hence we have k0 ≥ k.
This completes the proof. 
7.2. Unramified calculations. In this subsection, put Gn = Sp2n. For j ≤ i ≤ n, put
wi,j,n =

1i−j
0j −1j
1n−i
1i−j
1j 0j
1n−i
 ∈ Sp2n(F ).
Fix 1 ≤ i ≤ n and a non-archimedean place v. For a unitary character µv of F×v , let fs,v be a standard
section of Ind
Gn(Fv)
Pi,n(Fv)
(µv| · |s⊠πv) with f(1) = 1, where πv is an unramified representation of Sp2(n−i)(Fv)
such that πv is a unique unramified constituent of the principal series representation
Ind
Gn−i(Fv)
Bn−i(Fv)
(| · |α1 ⊠ · · ·⊠ | · |αn−i) ,
i.e., the Satake parameter of πv is {q±α1v , . . . , q±αn−iv } ∈ (C×)n/Sn−i × (Z/2Z)n−i. Here qv is the order
of the residue field of Fv. Put
ξi,v,π(s) =
i∏
ℓ=1
Lv(s+ ℓ− (i+ 1)/2, πv, µv)×
∏
1≤p<q≤i
Lv(2s− i− 1 + p+ q, µ2v).
In this case, by the Gindikin-Karpelevich formula, we have
fwj ,s(1) =
ξj,v,π(s+ (i− j)/2)
ξj,v,π(s+ 1 + (i− j)/2) .
Here Lv(s, πv, µv) is the standard L-function of πv twisted by µv, i.e., with the above notation, we define
Lv(s, πv, µv) =

Lv(s, µv)×
n−i∏
k=1
(Lv(s− αk, µv)Lv(s+ αk, µv)) if i < n.
Lv(s, µv) if i = n.
7.3. Degenerate Eisenstein series on GLn. In this subsection, we recall the definition of degenerate
Eisenstein series on GLn. For j ≤ n, put
Pj,n,GL =
{(
a b
0 d
)
∈ GLn
∣∣∣∣ a ∈ GLj , d ∈ GLn−j , b ∈ Matj,n−j} .
For Hecke characters µ1 and µ2 of F
×F×∞,+\A×F and complex numbers s and t, set
Ij,n,GL(µ1, µ2, s, t) = Ind
GLn(AF )
Pj,n,GL(AF )
(
µ1| · |s ⊠ µ2| · |t
)
.
For a standard section fs of Ij,n,GL(µ1, µ2, s, t), the Eisenstein series E(g, f, s) is called degenerate Eisen-
stein series. In this case, degenerate Eisenstein series converges absolutely for Re(s− t) > n/2. For other
properties of degenerate Eisenstein series, see [14]. In this paper, we only use the absolutely convergence
of degenerate Eisenstein series for Re(s− t) > n/2.
7.4. Constant terms of Klingen Eisenstein series. We rewrite the constant term of Klingen Eisen-
stein series along Pi,n by intertwining operators and degenerate Eisenstein series on GLi. Let fs be a
standard section of Ind
Gn(AQ)
Pi,n(AQ)
(µ| · |s ⊠ π) for a Hecke character µ of F×F×∞,+\A×F and a cuspidal rep-
resentation π of Gn−i(AQ). For 0 ≤ j ≤ i, we recall that the constant term of E(·, f, s) along Pi,n is
expressed by
i∑
j=0
∑
γ∈MPi,n (Q)∩w
−1
j Pi,n(Q)wj\MPi,n (Q)
fwj,s(γg).(7.10)
Here we put
fw,s(g) =
∫
NPi,n (AQ)∩w
−1Pi,n(AQ)w\NPi,n (AQ)
fs(wng) dn.
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Note that if w = wj for some j, the Levi subgroup MPi,n(Q) ∩ w−1Pi,n(Q)w is isomorphic to GLi−j ×
GLj × Sp2(n−i). For w = wj and k ∈ Kn, the restriction r(k)fwj |GLi(AF ) is a standard section of
Ij,i,GL(µ, µ
−1, s+ n− (i+ j − 1)/2,−(s− n+ i− (j + 1)/2)).
We compute the constant terms of Klingen Eisenstein series as follows:
Proposition 7.3. Let λ = (λv)v = (λ1,v, . . . , λn,v)v be a kn-dominant weight. Suppose λn,v is in-
dependent of v and λn,v = · · · = λn−i+1,v > 2n − i + 1. Let π be an irreducible holomorphic
cuspidal automorphic representation of Gn−i(AQ) and µ a Hecke character of F
×F×+,∞\A×F such that
πv ∼= L(λ1,v, . . . , λn−i,v) and µv = sgnλn,v for any v ∈ a. Let fs = ⊗vfv,s be a factorisable standard
section of Ind
Gn(AQ)
Pi,n(AQ)
(µ| · |s ⊠ π) such that ⊗v∈afv,λn,v−n+(j+1)/2 lies in the highest weight submodule
⊠v∈aL(λv) of Ind
Gn(R)
Pi,n(R)
(µ| · |λn,v−n+(i−1)/2 ⊠ πv)). Then, we have
E(g, f, λn,v − n+ (i− 1)/2)Pi,n = ⊗vfv,λn,v−n+(i−1)/2(g).
Proof. To simplicity, we assume F = Q. The same proof will work for any totally real field F . For a
place v of Q, put
fs,w,v(g) =
∫
NPi,n (Fv)∩w
−1Pi,n(Fv)w\NPi,n(Fv)
fs(wng) dn.
Since the standard section fs is factorisable, we have fw,s(g) =
∏
v fw,s,v(g).
At s0 = λn,v − n + (i − 1)/2, by our assumption, the Eisenstein series E(g, s, f) converges abso-
lutely. Hence, the local integral fw,v,s, the Euler products
∏
v fw,v,s and the sum over MPi,n(Q) ∩
w−1j Pi,n(Q)wj\MPi,n(Q) as in (7.10) converge absolutely for s = s0. Therefore, it remains to show that
the archimedean local integral fw,s,∞ vanishes at s = s0.
By Theorem 3.7, the induced representation Ind
Gn(R)
Pi,n(R)
(sgnλn,v | · |s0 ⊠ L(λ1, . . . , λn)) has a highest
weight vector of weight λ. The map fs0 7−→ fw,s0,∞ defines an intertwining map from IndGn(R)Pi,n(R)(sgnλn,v | ·
|s0⊠L(λ1, . . . , λn)) to an induced representation Π∞ of Gn(R) induced from an irreducible representation
of GLi−j(R)×GLj(R) ×Gn−i(R). It is easy to show that Π∞ does not have a highest weight vector of
weight λ by Theorem 3.7 and the double induction formula, if j 6= 0. Hence if j 6= 0, the archimedean
local integral fw,s,∞ vanishes at s = s0. This completes the proof.

7.5. Computations of dot-orbits of certain weights. In this subsection, we compute the dot-orbits
of certain weights. For simplicity, we assume F = Q. Put
IPi,n(s, µ, L(λ1, . . . , λn−i)) = Ind
Gn(R)
Pi,n(R)
(
µ| · |s−n+(i−1)/2 ⊠ L(λ1, . . . , λn−i)
)
Recall that, we have (
IPi,n(s, µ, L(λ1, . . . , λn−i))
)
p−-fin
6= 0
only if s ∈ Z≤λn−i , by Theorem 3.7. Note that if
(
IPi,n(s, µ, L(λ1, . . . , λn−i))
)
p−-fin
contains a unitary
highest weight module, we have s ∈ Z≥0. We will compute all candidates of s such that(
IPi,n(s, µ, L(λ1, . . . , λn−i))
)
p−-fin
6= 0
and IPi,n(s, µ, L(λ1, . . . , λn−i)) has a given infinitesimal character χ. Put
X = {0, . . . , λn−i}, Y =
(
X ∩ Z≤n−(i−1)/2
) ∪ (X ∩ {2n− i+ 2, 2n− i+ 3, . . .}) ⊂ X.
For elements x1, x2 ∈ X , we say that x1 is equivalent to x2 if and only if the induced representations
IPi,n(x1, µ, L(λ1, . . . , λn−i)) and IPi,n(x2, µ, L(λ1, . . . , λn−i)) have a same infinitesimal character. This
gives the equivalence condition ∼. Then the inclusion Y −֒→ X induces a surjective map Y −→ X/ ∼,
since IPi,n(s, µ, L(λ1, . . . , λn−i)) and IPi,n(2n− i+ 1 − s, µ, L(λ1, . . . , λn−i)) have the same infinitesimal
character. The goal of this subsection is the following:
Proposition 7.4. The natural map Y −→ X/ ∼ is bijective.
Proof. It is sufficient to show that the map is injective. Put Z = {0, . . . , λn−i} ∩ Z≤n−(i−1)/2. We first
show that the natural map Z −֒→ Y −→ X/ ∼ is injective. We may assume that the natural map from Z
is not injective, i.e., there exist integers ℓ, ℓ′ ∈ Z such that ℓ < ℓ′ and ℓ ∼ ℓ′. Note that the infinitesimal
character of the induced representation IPi,n(s, µ, L(λ1, . . . , λn−i)) has the Harish-Chandra parameter
ρ+ (λ1, . . . , λn−i, s, . . . , s). Put λ(s) = ρ+ (λ1, . . . , λn−i, s, . . . , s). Hence, there exists w ∈W such that
w(λ1−1, . . . , λn−i−(n−i), ℓ−(n−i+1), . . . , ℓ−n) = (λ1−1, . . . , λn−i−(n−i), ℓ′−(n−i+1), . . . , ℓ′−n).
Nearly holomorphic automorphic forms on Sp2n 25
Since W ∼= Sn ⋉ (Z/2Z)n, we can decompose w as w = τ · σ with τ ∈ (Z/2Z)n and σ ∈ Sn.
We first evaluate σ(n). Assume that σ(n) > n− i. We then have
|ℓ− n| = |ℓ′ − σ(n)|.
Hence one gets ℓ = n+ ℓ′ − σ(n) or n+ σ(n)− ℓ′. Since ℓ < ℓ′ and σ(n) ≤ n, we have ℓ = n+ σ(n)− ℓ′.
We then have 2n− i = n+ n− i < ℓ+ ℓ′ < 2ℓ′ and hence ρn,i < ℓ′. This contradicts to ℓ′ ∈ Y .
Next, we may assume σ(n) ≤ n− i. In this case, |ℓ− n| equals to |λσ(n) − σ(n)|. Since λσ(n) ≥ ℓ ≥ 0,
one obtains λσ(n) = n+ σ(n) − ℓ. Hence λσ(n) is greater than or equal to σ(n).
We claim that for any 1 ≤ j < σ(n), we have σ(j) = j. We may assume that there exists a positive
integer k such that k ≥ σ(n) and σ(k) ≤ σ(n) − 1. If k ≤ n− i, we get |λk − k| = |λσ(k) − σ(k)|. Since
k ≥ σ(k), one gets λσ(k) = k + σ(k)− λk. Now, we have λσ(n) = n+ σ(n)− ℓ. Hence, we obtain
k + σ(k)− λk = λσ(k) ≥ λσ(n) = n+ σ(n) − ℓ
ℓ ≥ n− k + σ(n) − σ(k) + λk > λk.
This contradicts to ℓ ≤ λk. We may assume k > n− i. We then have |ℓ − k| = |λσ(k) − σ(k)| and hence
λσ(k) = σ(k)+k−ℓ. Since ℓ = n+σ(n)−λσ(n), one gets λσ(k) = σ(k)+k−ℓ = σ(k)−σ(n)+k−n+λσ(n) <
λσ(n). This contradicts to the choice of k. Hence the claim holds.
By the claim, one gets j = σ(σ(n)) > σ(n). Suppose that j ≤ n − i. We then have |λj − j| =
|λσ(n)−σ(n)| and hence λj = j+σ(n)−λσ(n) = j−n+ ℓ. This contradicts to λj ≥ ℓ. Hence we conclude
that j > n− i. In this case, we have |λσ(n) − σ(n)| = |ℓ′− j| and hence ℓ′ = j + σ(n)− λσ(n) = j −n+ ℓ.
This contradicts to ℓ < ℓ′. To conclude that there are no pair (ℓ, ℓ′) ∈ Z ×Z such that ℓ < ℓ′ and ℓ ∼ ℓ′.
Hence the natural map from Z is injective.
We finally show that the natural map from Y is injective. We may assume λn,v > 2n− i+ 1. Indeed,
if λn,v ≤ 2n− i+1, the set Y is equal to Z. Take ℓ ∈ Y \Z. We may assume that there exists ℓ 6= ℓ′ ∈ Y
such that ℓ′ ∼ ℓ and w = τσ ∈ W such that w(λ(ℓ′)) = λ(ℓ). Since all entries of λ(ℓ) and λ(ℓ′) are
positive, τ is trivial. Then, it is easy to show that w = 1. This is contradiction. Hence we may assume
ℓ′ ∈ Z. We claim that σ(p) = p for p = 1, . . . , n− i. If there exists q ≥ n− i + 1 such that σ(q) ≤ n− i,
we have |ℓ′ − q| = λσ(q) − σ(q). Since λσ(q) ≥ ℓ′, we have
ℓ′ = q + σ(q)− λσ(q) < n+ n− i− (2n− i + 1) < 0.
This is contradiction. Hence the claim holds. Put q = σ(n − i + 1). By the above claim, one get
q ≥ n− i+1. We then have ℓ− (n− i+1) = |ℓ′− q| and hence ℓ′ = q+n− i+1− ℓ ≤ 2n− i+1− ℓ < 0
by ℓ > 2n − i + 1. This is contradiction. Therefore the map from Y is injective. This completes the
proof. 
We then obtain the following corollary.
Corollary 7.5. We assume that F = Q. Fix a positive integer i ≤ n and a kn-dominant weight
(λ1, . . . , λn−i) ∈ Zn−i such that λn−i ≥ n− (i − 1)/2. Then for any positive integer s0 ≥ n− (i − 1)/2,
the space of pn,−-vectors of Ind
Gn(R)
Pi,n(R)
(µ∞| · |s0−n+(i−1)/2 ⊠ L(λ1, . . . , λn−i)) is equal to
L(λ1, . . . , λn−i, s0, . . . , s0)
if µ∞ = sgn
s0 .
Proof. The representation L(λ1, . . . , λn−i, s0, . . . , s0) is contained in the induced representation by The-
orem 3.7. We may assume that the space of pn,−-finite vectors is not equal to it. We consider the
constituents of the induced representation. Then there exists a kn-dominant weight µ such that L(µ)
occur in the constituent of the induced representation. By the assumption, the representations L(µ) and
L(λ1, . . . , λn−i, s0, . . . , s0) have the same infinitesimal characters. We claim µ 6< (λ1, . . . , λn−i, s0, . . . , s0).
We assume that µ < (λ1, . . . , λn−i, s0, . . . , s0). There exists an element w ∈ WGn such that w ·
(λ1, . . . , λn−i, s0, . . . , s0) = µ. By the assumption µ < (λ1, . . . , λn−i, s0, . . . , s0), one has µn ≥ s0.
Recall the proof of Proposition 7.4. In particular, by considering the value of the n-th entry of w ·
(λ1, . . . , λn−i, s0, . . . , s0) and µn ≥ s0, one can show the equality µ = (λ1, . . . , λn−i, s0, . . . , s0) easily.
This contradicts to µ < (λ1, . . . , λn−i, s0, . . . , s0). Hence one has µ 6< (λ1, . . . , λn−i, s0, . . . , s0). Then,
there exists a highest weight vector v of weight ω such that v lies in the induced representation and
ω 6= (λ1, . . . , λn−i, s0, . . . , s0). This contradicts to Theorem 3.7. This completes the proof. 
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7.6. Proof of Lemma 4.8 and Theorem 4.9.
Proof of Lemma 4.8. Take a nearly holomorphic automorphic from ϕ ∈ N (Gn, χλ). Then there exists
an element X ∈ U(gn) such that X · ϕ is a highest weight vector. We denote by λ′ = (λ1, . . . , λn) the
weight of X ·ϕ. Since X ·ϕ generates a quotient representation of N(λ′) as a (gn,K∞)-module, X ·ϕ has
an infinitesimal character χλ′ . Hence we have the equality χλ = χλ′ . Then we have the integrality of λ.
Indeed, since Kn,∞ acts on N(λ
′), the weight λ′ must be integral. This completes the proof of Lemma
4.8. 
Proof of Theorem 4.9. We use the same notation as in the proof of Lemma 4.8. By Proposition 5.4 and
Proposition 7.4, there exists a number s0 such that
N (Gn, χλ)(MQi,n ,µ⊠i⊠π) −֒−−→ Ind
Gn(AQ)
Pi,n(AQ)
(µ| · |s0 ⊠ π).
Then one has s0 = λn,v−n+(i− 1)/2. Moreover, by the near holomorphy, the right hand side contained
in the space of pn,−-finite vectors in the right hand side. By Corollary 7.5, we have the embedding
N (Gn, χλ)(MQi,n ,µ⊠i⊠π) −֒−−→
(
Ind
Gn(AQ,fin)
Pi,n(AQ,fin)
(µ| · |s0 ⊠ π)
)
⊠ (⊠v∈aL(λv)).(7.11)
Conversely, take an element ϕ in the right hand side. Let ϕs be the standard section of Ind
Gn(AQ)
Pi,n(AQ)
such
that ϕs0 = ϕ. By Proposition 7.3, the Klingen Eisenstein series gives the converse map of (7.11). This
shows that the embedding (7.11) is isomorphism. This completes the proof.

7.7. Proof of Corollary 4.11. We first compute the dot orbits of certain weights.
Lemma 7.6. Assume F = Q. Let λ be a kn-dominant integral weight such that λn > 2n and w an
element of the Weyl group of WGn . Then, if ω = (ω1, . . . , ωn) = w · λ is kn-dominant, we have ω = λ or
ωn < 0.
Proof. Suppose that w ∈ WGn is a non-trivial element such that w · λ is kn-dominant. The element w
decomposes as w = τIσ such that τI ∈ (Z/2Z)n and σ ∈ Sn for some I ⊂ {1, . . . , n}. Here Sn is the
symmetric group of degree n and τI means that
τI(λ1, . . . , λn) = (εI(1)λ1, . . . , εI(n)λn), εI(k) =
{
+1 if k 6∈ I
−1 if k ∈ I.
In this case, w · λ is equal to
τIσ(λ1 − 1, . . . , λn − n) + (1, . . . , n).(7.12)
Since this is kn-dominant, I is non-empty, if σ 6= 1. Suppose σ is non-trivial. Then some entry of (7.12)
is non-positive. Hence the lemma follows. Next we suppose σ is trivial. Then I is non-empty by w 6= 1.
Hence some entry of (7.12) is non-positive. This completes the proof. 
Proof of Corollary 4.11. Recall that we have
N (Gn, χ){Qi,n} =
⊕
π
N (Gn, χλ)(MQi,n ,π),
where π runs through all cuspidal representations ofMQi,n(AQ). For an irreducible automorphic represen-
tation π ofMQi,n(AQ), we denote by µ and τ the automorphic representations of GL1(AQ) and Gn−i(AQ)
such that π ∼= µ⊠i⊠ τ . By Proposition 5.4, if N (Gn, χλ)(Mi,n,π) 6= 0, the automorphic representation τ is
holomorphic. Let (ω1,v, . . . , ωn−i,v) be the highest weight of τ . Then, by Lemma 7.6, we have ωj,v = λj,v
for any 1 ≤ j ≤ n − i and v ∈ a. If µ 6∈ X(−1)λn,v , we have N (Gn, χ)(µ⊠i⊠τ) = 0, by Theorem 4.9 (2).
Hence we have
N (Gn, χ){Qi,n} =
⊕
π
N (Gn, χλ)(MQi,n ,π),
where (MQi,n , π) runs through the same set as in the statement. Therefore the statement follows from
Theorem 4.9 (2). 
8. Application for surjectivity of global Siegel operator
In this section, we prove the surjectivity of Siegel operators under certain conditions.
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8.1. Siegel operators Φ and constant terms. We use the same notation as in §2. Let f be a
holomorphic Hilbert Siegel modular form on Hdn of weight (ρλ, V ) with λ = (λ1,v, . . . , λn,v)v ∈
⊕
v∈a Z
n.
We then define the Siegel operator Φ by
Φ(f)(z) = lim
t→∞
f
((
t 0
0 z
))
, z ∈ Hdn−1.
Then the Fourier expansion of Φ(f) is
Φ(f)(z) =
∑
h∈Symn−1(F )
cf (( 0 00 h )) eh(z), z ∈ Hdn−1.
By Proposition 2.3, if h lies in Sym(1)n (F ), cf (h) lies in the space of N
op
1,n,GL(R)-fixed vectors in V . Since
the representation ρλ is holomorphic, cf (h) lies in the space of N
op
1,n,GL(C)-fixed vectors in V . The Levi
subgroup GL1(C)×GLn−1(C) of GLn(C) acts on the space V N
op
j,n,GL(C) naturally. Then as a GLn−1(C)-
representation, V N
op
j,n,GL(C) is irreducible with highest weight (λ1,v, . . . , λn−1,v)v. Hence we may regard
Φ(f) as a Hilbert-Siegel modular form of weight ρλ′ . Here λ
′ is equal to (λ1,v, . . . , λn−1,v)v.
Suppose f is modular with respect to a congruence subgroup Γ. Fix a set of complete representatives
{γ1, . . . , γh} of
Pi,n(Q)\Gn(Q)/Γ.
We then define the global Siegel operator Φ˜ with respect to Γ by
Φ˜(f) = (Φ(f |ρλgℓ))1≤ℓ≤h.
If n = 2 and F = Q, this operator Φ˜ is defined in [3]. For each 1 ≤ ℓ ≤ h, the function Φ(f |ρgℓ) on Hdn−1
is modular with respect to Γi = giΓg
−1
i ∩ Sp2(n−1)(F ). Hence we obtain the linear map
Φ˜: Mρλ(Γ) −→
h⊕
ℓ=1
Mρ′
λ
(Γi).
Note that the operator depends on the choice of gi but not essentially. Indeed, if we replace g1 to
g′1 ∈ Pi,n(F )g1Γ, we have the isomorphism
Mρ′
λ
(giΓg
−1
i ) −→Mρ′λ(g′iΓg′−1i ) : f 7−→ f |ρλgig′−1i .
Question 8.1. When the global Siegel operator Φ˜ is surjective? If it is not surjective, can we determine
the image of it?
In general, Φ˜ is not surjective. For a few cases, the images are determined. For the details, see [3,
p. 123]
We represent the Siegel operator Φ˜ in terms of automorphic forms on Gn(AQ). We then give the
general theory for surjectivity of Siegel operator Φ˜. For a kn-dominant integral weight λ ∈
⊕
v∈a Z
n, put
H(Gn, λ) = {ϕ ∈ N (Gn, χ) | ϕ has Kn,∞-type ρλ and pn,− · ϕ = 0}.
Then by (5.6), we have the isomorphism
Mρλ(Γ)⊗ Vλ ∼= H(Gn, λ).
Note that if λn,v > 2n for any v ∈ a, the space H(Gn, λ) is equal to
H(Gn, λ) = {ϕ ∈ N (Gn, χλ) | pn,− · ϕ = 0}
by Lemma 7.6. The following lemma states the relation of the Siegel operator Φ˜ and constant terms.
Lemma 8.2. With the above notation, the following diagram is commutative:
Mρλ(Γ)⊗ Vλ ∼−−−−→ H(Gn, λ)KΓ
Φ˜⊗Id
y y(⊕h
ℓ=1Mρ′λ(Γℓ)
)
⊗ Vλ −−−−→
⊕h
ℓ=1H(Gn−1, λ′)KΓℓ
Here the right vertical arrow is defined by ϕ 7−→ ((r(gℓ,fin)ϕP1,n)|Gn−1)ℓ.
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Proof. Take f⊗v∗ ∈Mρλ(Γ)⊗Vλ. Then by the left vertical arrow, we have a modular form (Φ(f |ργℓ))ℓ⊗v∗
which lies in
(⊕h
ℓ=1Mρ′λ(Γℓ)
)
⊗ Vλ. Put Φℓ(f) = Φ(f |ργℓ). For each ℓ, the corresponding automorphic
form has the h-th Whittaker-Fourier coefficient
Wh〈ϕΦℓ(f),v
∗〉,h
((
1n n∞
1n
)(
a∞
ta−1∞
)
k∞gfin
)
=
〈
ρλ′
(
ta∞
)
cΦℓ(f)(h, y, γ), ρ
∗
λ′(k∞)v
∗
〉
e(tr(hz))
at h ∈ Symn−1(F ) for(
1n−1 n∞
1n−1
)(
a∞
ta−1∞
)
∈ Pn−1,n−1(R), k∞ ∈ Kn−1,∞, gfin ∈ Gn−1(AQ,fin)
and
y = a∞
ta∞ ∈ (Symn−1(R)>0)d, z = n+
√−1 y ∈ Hdn−1
by (5.8). Here γ is an element of Gn−1(Q) such that γ
−1gfin ∈ Gn−1(R)KΓℓ . For h ∈ Symn−1(F ), put
h′ =
(
0 0
0 h
)
∈ Sym(1)n (F ).
We then have
cΦℓ(f)(h, y, 1) = cf
(
h′,
(
1 0
0 y
)
,
(
1 0
0 γ
))
,
for y ∈ (Symn(R)>0)d and γ ∈ Gn(Q), by the definition of the Siegel operator Φ. Hence the diagram is
commutative. This completes the proof. 
8.2. Surjectivity of Φ. Let λ = (λ1,v, . . . , λn,v)v be a kn-dominant integral weight with λn,v ≤ n for
any v ∈ a. Put λ′ = (λ1,v, . . . , λn−1,v)v. Then χλ′ is sufficiently regular if χλ is sufficiently regular. For
an integral ideal n of F , put
Γ0(n) =
{
g =
(
a b
c d
)
Sp2n(OF )
∣∣∣∣ a, b, c, d ∈Matn(OF ), c ∈Matn(n)} .
We say that an integral ideal n is square-free if there exist mutually distinct prime ideals pℓ such that
n =
∏
ℓ pℓ.
Theorem 8.3. Let λ be a kn-dominant weight. Suppose that λn,v is independent of v and λn−1,v = λn,v
for any v. For a square-free integral ideal n of F , if n > 1 and λn,v > 2n, the global Siegel operator Φ˜
with respect to Γ0(n) is surjective.
Proof. Put Γ = Γ0(n). Fix a set {γ1, . . . , γh} of complete representatives of P1,n(Q)\Gn(Q)/Γ. By
Lemma 8.2, it suffices to show the surjectivity of the map
H(Gn, λ)KΓ −→
⊕
ℓ
H(Gn−1, λ′)KΓℓ : ϕ 7−→ ((r(gℓ,fin)ϕP1,n)|Gn−1)ℓ.(8.13)
Note that we have the decomposition
H(Gn, λ)KΓ =
n⊕
i=0
H(Gn, λ)KΓ{Qi,n}, H(Gn, λ)
KΓ
{Qi,n}
= H(Gn, λ)KΓ ∩ N (Gn){Qi,n}.
Then the kernel of the map (8.13) is equal to H(Gn, λ)KΓ{G}, the space of cusp forms in H(Gn, λ)KΓ .
Moreover, by Lemma 5.3 and the assumption for λ, the image of H(Gn, λ)KΓ{Qi,n} is contained in the space
H(Gn−1, λ′){Qi−1,n−1} for any i.
Fix i 6= 0. It suffices to show the surjectivity of the following map
H(Gn, λ)KΓ{Qi,n} −→
⊕
ℓ
H(Gn−1, λ′)KΓℓ{Qi−1,n−1} : ϕ 7−→ ((r(gℓ,fin)ϕP1,n)|Gn−1)ℓ.
By taking the constant term map along Qi−1,n−1 and Theorem 4.9, we have
H(Gn−1, λ′){Qi−1,n−1} ∼=
⊕
µ,π
(
Ind
Gn−1(AQ,fin)
Pi−1,n−1(AQ,fin)
µ| · |s′0 ⊠ π
)
⊠HK(L(λ′)).
Here µ and π runs through the same set as in Theorem 4.9 and s′0 is equal to λn−i+1,v − n + i/2. We
take functions
fℓ ∈
⊕
µ,π,ℓ
(
Ind
Gn−1(AQ,fin)
Pi−1,n−1(AQ,fin)
µ| · |s′0 ⊠ π
)KΓℓ
⊠HK(L(λ′)).
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To show the surjectivity, it suffices to show that there exists a holomorphic automorphic form ϕ ∈
H(Gn, λ)KΓ such that
(r(gℓ)ϕ)Pi,n |Gn−1(AQ) = fℓ.
By Theorem 4.9, the constant term map along Pi,n induces
H(Gn, λ′){Qi,n} ∼=
⊕
µ,π
(
Ind
Gn(AQ,fin)
Pi,n(AQ,fin)
µ| · |s0 ⊠ π
)KΓ
⊠HK(L(λ)).
Here µ and π runs through the same set as above and s0 = λn,v − n+ (i+ 1)/2. We define a function F
in this space as follows: Put
F (nm(m1)m2gℓkfin) = µ(det(m1))| det(m1)|λn,vr(m2)(fℓ)
for n ∈ NPi,n(AQ),m1 ∈ GL1(AF ) × GLi−1(AF ),m2 ∈ Gn−i(AQ), and kfin ∈ KΓ. Here r is the right
translation. Since fℓ is rightKΓℓ-invariant, F is well-defined. Then F is a function on P1,n(AQ)Gn(AQ,fin).
In order to define the value F (g) for g ∈ Gn(R), we discuss the induced representation at archimedean
places. For a kn−1-dominant weight ω, a character µ, a complex number s and any function
α ∈ HK
(
Ind
Gn(R)
Pi,n(R)
(µ| · |s ⊠ L(ω))
)
,
we have
α(k) ∈ HK(L(ω)), k ∈ Kn,∞
by Ad(Kn,∞)pn−i,− ⊂ pn,−. Hence if the space HK
(
Ind
Gn(R)
Pi,n(R)
(µ| · |s ⊠ L(ω))
)
is non-zero, for any
w ∈ HK(L(ω)), there exists a function α ∈ HK
(
Ind
Gn(R)
Pi,n(R)
(µ| · |s ⊠ L(ω))
)
such that α(1) = w. Indeed,
if α|Kn,∞ = 0, we have α ≡ 0. Take k ∈ Kn,∞ such that α(k) 6= 0. Since HK(L(ω)) is irreducible, there
exists finite collections of complex numbers cp and kp ∈ Kn−1,∞ such that
w =
∑
p
cp(kp · α(k)) =
∑
p
cp(r(kkp)α)(1).
If we replace α by
∑
p cp(r(kkp)α), we have α(1) = w. We decompose fℓ as a sum
fℓ =
∑
q
vfin,ℓ,q ⊗ v∞,ℓ,q
where
vfin,ℓ,q ∈
⊕
µ,π,ℓ
(
Ind
Gn−1(AQ,fin)
Pi−1,n−1(AQ,fin)
µ| · |s′0 ⊠ π
)KΓℓ
, v∞,ℓ,q ∈
⊕
µ,π,ℓ
HK(L(λ′)).
We then take a function F∞,ℓ,q in ⊕
µ,π
Ind
Gn(R)
Pi,n(R)
(µ| · |s0 ⊠ L(λ′))
such that
F∞,ℓ,q(1) = v∞,ℓ,q.
Put
F (nm(m1)m2,fingℓkfing∞) = µ(det(m1))| det(m1)|λn,v
∑
q
(m2,fin · vfin,ℓ,q)⊗ F∞,ℓ,q(g∞)
for n ∈ NPi,n(AQ),m1 ∈ GL1(AF )×GLi−1(AF ),m2,fin ∈ Gn−i(AQ,fin), kfin ∈ KΓ, and g∞ ∈ Gn(R). Then
we have pn,− ·F = 0 and F (ggℓkfin) = g ·fℓ for g ∈ Gn−1(AQ) and kfin ∈ KΓ. Note that the choice of F is
not unique. The function F |Sp2n(Gn(AQ,fin)) lies in an induced representation induced from the parabolic
subgroup P with the Levi subgroup ResF/QGL1 × ResF/QGLi−1 ×Gn−i of Gn.
If F is left m(SLj(AQ))-invariant, there exists ϕ ∈ H(Gn, λ)KΓ such that ϕPi,n = F . Indeed, if F is
so, F lies in the space of induced representations⊕
µ,π
(
Ind
Gn(AQ,fin)
Pi,n(AQ,fin)
µ| · |s0 ⊠ π
)KΓ
⊠HK(L(λ)).
This space is equal to the image of the constant terms map along Pi,n of H(Gn, λ)KΓ by the assumption
for λ. To show the left m(SLi(AQ))-invariance of F , we consider the following map :
P (AQ,fin)\Gn(AQ,fin)/KΓ −→ Pi,n(AQ,fin)\Gn(AQ,fin)/KΓ : P (AQ,fin)gKΓ 7−→ Pi,n(AQ,fin)gKΓ.(8.14)
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Here P is the standard parabolic subgroup of Gn with the Levi subgroup ResF/QGL1×ResF/QGLi−1 ×
Gn−i. Put Kn,fin =
∏
v<∞ Sp2n(OFv ). By the Iwasawa decomposition, we have
P (AQ,fin)\Gn(AQ,fin)/KΓ = (P (AQ,fin) ∩Kn,fin)\Kn,fin/KΓ.
We then divide by the normal subgroupKΓ(n) ofKn,fin. It is well-known thatKn,fin/KΓ(n) ∼= Sp2n(OF /n).
If n =
∏
ℓ pℓ, the group Sp2n(OF /n) is isomorphic to
∏
ℓ Sp2n(OF /pℓ). The subgroups (Pi,n(AQ,fin) ∩
Kn,fin)/KΓ(n), (P (AQ,fin) ∩Kn,fin)/KΓ(n) and KΓ/KΓ(n) are parabolic subgroups of
∏
ℓ Sp2n(OF /pℓ with
the Levi subgroups GLi × Sp2(n−i), GL1 × GLi−1 × Sp2(n−i), and GLn. By the Bruhat decomposition,
the orders of each hand side of 8.14 is same. Hence the map 8.14 is bijective. It implies that F is left
m(SLi(AQ,fin))-invariant. For the details, see the proof of [4, Lemma 8.1]. By Theorem 3.7, F is left
m(SLi(R))-invariant. Hence, F is left m(SLi(AQ))-invariant. This completes the proof. 
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