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Accumulation point theorem for generalized log canonical
thresholds
JIHAO LIU
ABSTRACT. In this paper we show that the set of accumulation points of generalized log
canonical thresholds for certain DCC sets comes from the set of generalized log canonical thresholds
of dimension 1 less of the same DCC sets.
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1 Introduction
Log canonical thresholds are important invariants of singularities that play a fundamental role in
higher dimensional birational geometry, e.g. [Bir07], [HMX14]. Recently there has been substantial
progress in understanding their behaviors with the proof of the ACC conjecture for log canonical
thresholds:
Theorem 1.1. (ACC for log canonical thresholds, [HMX14,Theorem 1.1]) Let d > 0 be an integer,
I ⊂ [0, 1], J ⊂ [0,∞) be two DCC sets. Then
LCTd(I;J) := {lct(X,B;D)|(X,B) is log canonical of dimension d,B ∈ I,D ∈ J}
satisfies the ACC.
In recent years, Birkar and Zhang has introduced developed the theory of generalized pairs,
which has proved to be very useful in many cases. In [BZ16], the notion of generalized log canonical
thresholds is defined, and it is shown that they satisfy the ACC property:
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Theorem 1.2. (ACC of generalized log canonical thresholds, [BZ16, Theorem 1.5]) Let d > 0 be
an integer, I, J ⊂ [0,∞) be two DCC sets. Then the set
GLCTd(I;J) := {glct(X
′, B′ +M ′;C ′ +N ′)|(X ′, B′ +M ′) is generalized LC of dimension d,
B′ ∈ I, C ′ ∈ J,M =
∑
mjMj , N =
∑
njNj where each Mj , Nj is nef Cartier, mj ∈ I, nj ∈ J}
satisfies the ACC.
Notice that whenM and N both equal to 0, the generalized log canonical thresholds are exactly
the usual log canonical thresholds; and when J = N+, N ′ 6= 0, in some cases the generalized log
canonical thresholds behave quite similarly to minimal log discrepancies. Thus, a deep understand-
ing of generalized log canonical thresholds may help us greatly in the proof of ACC for minimal
log discrepancies.
In this paper we focus on the accumulation point conjectures (theorems) associated to the
three ACC conjectures above. That is, how much do we know about the accumulation points of
LCTd(I, J), GLCTd(I, J). In particular, there are three natural questions:
Question 1.3. Let K = K(I, J, d) be one of the two sets above.
(1) Under what conditions do we know that the accumulation points of K are rational numbers?
(2) Under what conditions do we know that we can only take accumulation points finitely many
times, and can we find a bound for this number? That is, we define K := K0 ⊂ K1 ⊂ . . . such
that Kn := K¯n−1 for every n ≥ 1. Does there exists an integer n ≥ 0, such that Kn = Kn+1, and
what is the lower bound of n?
(3) Under what conditions do we know that the accumulation points come from dimension 1
less. That is, can we find suitable I ′, J ′, such that
∂K(I, J, d) ⊂ K(I ′, J ′, d− 1),
and when do we have
∂K(I, J, d) = K(I, J, d − 1)?
For inductive reasons, we are interested in (1); for technical reasons, we are also interested in
(2). Although (3) is stronger than both (1) and (2), (3) actually holds under some conditions. For
example, we have the following for LCTd(I, J):
Theorem 1.4. (Accumulation point theorem, [HMX14, Theorem 1.11]) Suppose that 1 is the only
accumulation point of I ⊂ [0, 1], I = I+ and J = N
+. Then allaccumulation points of LCTd(I, J)
are exactly LCTd−1(I) − {1}. In particular, if I ⊂ Q, the accumulation points of LCTd(I, J) are
rational numbers.
In this paper we prove a similar statement for generalized pairs.
Theorem 1.5. Main Theorem (Accumulation point theorem for generalized log canonical thresh-
olds) Let d > 0 be an integer. Suppose that I, J ⊂ [0,∞) are two DCC sets. Then there are two
DCC sets I ′ ⊃ I and J ′ ⊃ J that only depends on I, J and d, such that
∂GLCTd(I, J) ⊂ GLCTd−1(I
′, J ′).
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In particular,
(1) If I ⊂ Q, J ⊂ Q and all the accumulation points of I, J are rational numbers, then
I ′, J ′ ⊂ Q, all the accumulation points of I ′ are rational numbers, and all the accumulation points
of GLCTd(I, J) are rational numbers.
(2) If I only has finitely many accumulation points and J has no accumulation point except
∞, then there exists an integer m > 0 (that may depends on I, J, d) such that we can only take m
times accumulation points of GLCTd(I, J), i.e. there is no (m+1)-th order accumulation point of
GLCTd(I, J).
Indeed, we may prove a stronger statement than Theorem 1.5:
Theorem 1.6. Let d > 0 be an integer. Suppose that I1, I2, J ⊂ [0,∞) are three DCC sets. Let
GLCTd(I1, I2, J) be the set
{glct(X ′, B′ +M ′;C ′ +N ′)|(X ′, B′ +M ′) is generalized LC of dimension d,
B′ ∈ I1, C
′ ∈ J,M =
∑
mjMj , N =
∑
njNj where each Mj , Nj is nef Cartier, mj ∈ I2, nj ∈ J}
Suppose
(i) 1 ∈ I1 = (I1)+;
(ii) I2 ∩ [0, 1] ⊂ I1;
(iii) J is closed under addition.
Then there exists two DCC sets I ′1, J
′ and an integer F > 0, that only depends on I1, I2, J, d,
such that
(1) The accumulation points of GLCTd(I1, I2;J) is either contained in GLCTd−1(I¯1, I2; J¯), or
contained in GLCT1(I
′
1, {0};J
′);
(2) J ′ = 1F J¯ = {
j
F |j ∈ J¯}, I
′
1 = (
1
F (I¯1 ∪ I¯2))+.
Theorem 1.7. Let d > 0 be an integer, I1, I2, J ⊂ [0,∞) be three DCC sets. Suppose
(i) I1 = (I1)+ ⊂ [0, 1] such that the only accumulation point of I1 is 1;
(ii) I2 ∩ [0, 1] ⊂ I1, and I2 does not have any accumulation point except ∞.
(iii) J is closed under addition, and J has no accumulation point except ∞.
Then
∂GLCTd(I1, I2;J) = GLCTd−1(I1, I2;J).
In particular,
(1) If I1, I2, J ⊂ Q, then all the accumulation points of GLCTd(I1, I2, J) are rational numbers.
(2) The only d-th order accumulation point of GLCTd(I1, I2, J) is 0, and there’s no (d+ 1)-th
order accumulation point.
(3) In particular, the theorem holds when I2 = {0}, J = N.
Remark 1.8. Before the start of the proof, it is worth to explain why we do not pick arbitrarily
DCC sets, but pick DCC sets with good properties for Theorem 1.6 and Theorem 1.7. Indeed,
there are several reasons: DCC set are introduced when we do adjunction. Indeed, even for pairs
when the coefficient set of divisors are only contained in {0, 1}, after doing adjunction, we always
get a coefficient set of form {1 − 1m |m ∈ N
+}. However, for DCC sets of form D(I) ∪ {1} (cf.
Definition 2.6), it remains the same set after doing adjunction, and that is the why for Theorem 1.6,
we need the assumption that 1 ∈ I = I+.
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For generalized pairs, however, based on similar adjunction formulas (cf. Theorem 3.6 and
Theorem 3.7), in order to have a good property when doing adjunction, it is necessary to at least
suppose the following:
(i) 1 ∈ I1 = (I1)+; (ii) I2 ∩ [0, 1] ⊂ I1; (iii) J is closed under addition.
These are exactly the assumptions of Theorem 1.6.
However, under this “wild” assumption, it is only possible to show that we can find certain
I ′1, I
′
2 and J
′, such that
∂GLCTd(I
′
1, I
′
2;J) ⊂ GLCTd−1(I
′
1, I
′
2;J
′).
Now a natural question is, when are I1, I2, J proper enough, such that
∂GLCTd(I1, I2;J) ⊂ GLCTd−1(I1, I2;J)?
In order to do this, we need to control the singularities in codimension 1, and try to make it is
as good as possible. It is not possible to say that I1, I2, J all have no accumulation points, since
1 is an accumulation point of D({0, 1}). However, notice that under adjunction, I2 and J remain
“unchanged” for lower-dimensional coefficient sets, and I1 will “change” to D(I), we can assume
that
(iv) 1 is the only accumulation point of I1, and
(v) I2, J does not have any accumulation point (except ∞).
Together with (i), (ii), (iii), these are exactly the assumptions of Theorem 1.7.
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2 Notions And Conventions
We will always work over the field of complex numbers C.
Definition 2.1. (Positivity definitions) Let X be a normal variety. An R-Cartier R-divisor D on
X is called nef if D · C ≥ 0 for any C ⊂ X; two R-Cartier R-divisors (resp. Q-Cartier Q-divisors)
D1, D2 on X are called R (resp.Q)-linear equivalent if D1 −D2 is an R (Q)-linear combination of
principal divisors on X, and we use the notation D1 ≡lin,R(Q) D2. Two R-Cartier R-divisors D1,
D2 are called numerical equivalent if D1 · C = D2 · C for any curve C ⊂ X.
An R-divisor D on X is called big if D ≡lin,R A + C for some ample R-divisor A and some
effective R-divisor C. An R-divisor D is called pseudoeffective if D is a limit of big R-divisors. An
R-divisor D on X is called nef if D · C ≥ 0 for any C ⊂ X.
For any birational morphism f : Y → X, an R-divisor D on Y is called nef over X, or f -nef, if
D · C ≥ 0 for any curve C contained in Ex(f). D is called big over X, or f -big, if D ≡lin,R A+ C
for some R-divisor A that is ample over X, and some effective R-divisor C.
An ample R (resp. Q)-divisor A is called general if A is a general element of |A|R (resp. |A|Q),
and very general if A is a very general element of |A|R (resp. |A|Q).
A birational map f : X 99K Y is called D-nonpositive (resp. D-negative) for some R-divisor D
onX if f does not extract any divisors, and for any common resolution of indeterminacy p :W → X
and q : W → Y , we have p∗D = q∗DY + E, such that E ≥ 0 is q-exceptional (resp. E ≥ 0 is
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q-exceptional and Supp(p∗E) contains all the f -exceptional divisors), where DY is the birational
transform of D on Y .
Definition 2.2. (Pairs) A pair (X,B) is a normal variety X and an effective R-divisor B on X.
Let ν be a valuation of X and E be a prime divisor over X. ν (resp. E) is called exceptional
over X if centerXν (resp. centerXE) is not a divisor. For any valuation ν of X or any prime
divisor E over X, let g : Y → X be a log resolution of (X,B) such that centerY ν is a divisor (resp.
E is a divisor on Y ). We define the log discrepancy a(ν,X,B) to be the number such that
KY = g
∗(KX +B) +
∑
Ei=centerY νi is a divisor
(a(νi,X,B)− 1)Ei,
and if E corresponds to a valuation ν, we define a(E,X,B) = a(ν,X,B).
(X,B) is called kawamata log terminal, or KLT, if a(ν,X,B) > 0 for any valuation ν of X.
(X,B) is called divisorially log terminal, or DLT, if a(ν,X,B) > 0 for any valuation ν of X
such that centerXν is not contained in the log smooth locus of (X,B).
(X,B) is called log canonical, or LC if a(ν, x,B) ≥ 0 for any valuation ν of X.
Definition 2.3. (Generalized Pairs) A generalized pair with data (M,X
f
−→ X ′
π
−→ Z), or if without
confusion, a generalized pair, is a pair (X ′, B′) and a R-divisorM ′ written in the form (X ′, B′+M ′),
such that there exists projective morphisms f : X → X ′ and π : X ′ → Z, a divisor M on X, such
that
(1) f∗M =M
′;
(2) f is birational;
(3) X is normal;
(4) M is nef over Z;
(5) B′ is a boundary, M ′ is R-Cartier.
B′ is called the boundary part of (X ′, B′+M ′) over Z,M ′ is called the nef part of (X ′, B′+M ′)
over Z, Z is called the base of the generalized pair (X ′, B′ +M ′), (M,X
f
−→ X ′
π
−→ Z) is called the
data of (X ′, B′ +M ′), M is called the nef data of (X ′, B′ +M ′), and we say (X ′, B′ +M ′) is a
generalized pair over Z.
Sometimes we also say that (X,B +M) is the data of (X ′, B′ +M ′).
If f is a log resolution of (X ′, B′), we say the data is resolved. If Z = {pt} we possibly drop Z
and say that the generalized pair is projective. If Z = X ′, or Z is not important, we also possibly
drop Z. We may also disregard the data of the generalized pair if it is clear or not important.
Definition 2.4. (Singularities of generalized pairs) Let (X ′, B′+M ′) be a generalized pair over Z,
and possibly assuming it has a resolved data (X,B +M). (X ′, B′ +M ′) is called generalized KLT
if all the coefficients of B are < 1, generalized log canonical or generalized LC if all the coefficients
of B are ≤ 1, generalized ǫ-LC if all the coefficients of B are ≤ 1− ǫ. For any valuation ν on X ′,
possibly replacing X by a resolved data such that E = centerXν be a divisor, the generalized log
discrepancy ga(ν,X ′, B′+M ′) is defined as 1−µEB. We also use the notation ga(E,X
′, B′+M ′).
The generalized minimal log discrepancy of (X ′, B′ +M ′), is defined as
min{ga(ν,X ′, B′ +M ′)|ν is exceptional over X ′}
and is denoted by gmld(X ′, B′ +M ′).
A generalized log canonical place of a generalized log canonical pair (X ′, B′+M ′) is a valuation
ν on X ′ such that ga(ν,X ′, B′ +M ′) = 0. centerX′ν is called a generalized log canonical center.
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(X ′, B′ +M ′) is called generalized DLT, if (X ′, B′ +M ′) is generalized LC, (X ′, B′) is DLT, and
every generalized log canonical center is a log canonical center of (X ′, B′).
A generalized DLT modification of a generalized log canonical pair (X ′, B′+M ′) is a generalized
pair (X ′′, B′′ +M ′′) such that
(i) Possibly passing to a common resolved data, (X ′, B′+M ′) and (X ′′, B′′+M ′′) has the same
nef data M and the same base Z.
(ii) there exists a birational morphism ψ : X ′′ → X ′ such that
KX′′ +B
′′ +M ′′ = ψ∗(KX′ +B
′ +M ′);
(iii) (X ′′, B′′ +M ′′) is Q-factorial generalized DLT;
(iv) ψ only extracts valuations ν on X ′ such that ga(ν,X ′, B′ +M ′) = 0.
Definition 2.5. (Adjunction of generalized pairs) Let (X ′, B′ +M ′) be a generalized pair with
data (M,X
f
−→ X ′ → Z). Let S′ ⊂ X ′ be a component of ⌊B′⌋. We defined a generalized pair
(S′, BS′ +MS′) in the following way:
Possibly after replacing X, we may assume the data is resolved, and we have
KX +B +M = f
∗(KX′ +B
′ +M ′).
Let S be the strict transform of S′ on X, f |S be the induced morphism S → S
′. We define
MS = M |S , BS = (B − S)|S , MS′ = (f |S)∗MS and BS′ = (f |S)∗BS . Thus, (S
′, BS′ +MS′) is a
generalized pair with data (MS , S
f |S
−−→ S′ → Z).
Definition 2.6. (DCC and ACC sets) Let I be a set of real numbers. I is called a DCC set if any
decreasing sequence contained in I terminates. I is called an ACC set if any increasing sequence
contained in I terminates. s is called an accumulation point of I (from below (resp. above)) if there
exists a (strict increasing (resp. strict decreasing)) sequence contained in I that converges to s.
We define ∂I to be the set
{s ∈ R|s is an accumulation point of I}
and I¯ to be the set I ∪ ∂I.
Let m ≥ 0 be an integer. A real number s is called the m-th order accumulation point of I if
s ∈ ∂mI, where we define ∂0I = I and ∂mI = ∂∂m−1I inductively.
For any set I ⊂ [0,∞), we define the set I+ as
{0} ∪ {j ∈ [0, 1]|j =
∑l
p=1 ip for some l ∈ N
+ and i1, . . . , il ∈ I}
and the set D(I) as
{a ≤ 1|a = m−1+fm ,m ∈ N
+, f ∈ I+}.
For any set I ⊂ [0, 1], we define the set Φ(I) as
{1− rm |r ∈ I,m ∈ N
+}.
For any set I ⊂ [0,∞), any real number c ≥ 0, we define the set c · I, or cI, as
{ci|i ∈ I}.
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A set I ⊂ [0,∞) is called closed under addition if for any i, j ∈ I, i+ j ∈ I. For example, N is
closed under addition.
Let X ′ be a normal variety, B an R-divisor on X ′. We write B ∈ I if all the coefficients of B
are contained in I.
Let f : X → X ′ be a birational morphism, π : X ′ → Z be a contraction such that f and π are
both projective. Let M be a divisor on X such that M is nef over Z. We write M ∈ NEFX/Z(I)
if we can write M =
∑
mjMj, such that each Mj is a nef Cartier divisor over Z, each mj ∈ I. If
Z is a point or not important, we may disregard Z and write M ∈ NEFX(I).
Definition 2.7. (Thresholds)
Suppose (X ′, B′+M ′) is a generalized log canonical pair over Z with data (M,X
f
−→ X ′ → Z).
Let N ′ be a R-Cartier divisor on X ′, such that after possibly replacing X by a resolved data, there
exists a nef R-divisor N on X such that f∗N = N
′. Let C ′ be an effective R-divisor on X ′. The
generalized log canonical threshold of (X ′, B′ +M ′) respect to C ′ +N ′ is defined as
sup
c≥0
{(X ′, B′ + cC ′ +M ′ + cN ′) is generalized log canonical with nef data M + cN}
and is denoted by
glct(X ′, B′ +M ′;C ′ +N ′).
If M = N = 0, X = X ′ = Z, we define
lct(X ′, B′;C ′) = glct(X ′, B′ +M ′, C ′ +N ′).
Let I, J ⊂ [0,∞) be two sets, d > 0 be an integer. We define
LCTd(I;J) := {lct(X,B;C)|(X,B) is log canonical of dimension d,B ∈ I, C ∈ J}
GLCTd(I;J) := {glct(X
′, B′ +M ′;C ′ +N ′)|(X ′, B′ +M ′) is generalized LC of dimension d,
(M,X → X ′) is the data, B′ ∈ I, C ′ ∈ J,M ∈ NEFX/X′(I), N ∈ NEFX/X′(J)}.
Let I1, I2, J ⊂ [0,∞) be three sets, d > 0 be an integer. We define
GLCTd(I1, I2;J) := {glct(X
′, B′ +M ′;C ′ +N ′)|(X ′, B′ +M ′) is generalized LC of dimension d,
(M,X → X ′) is the data, B′ ∈ I1, C
′ ∈ J,M ∈ NEFX/X′(I2), N ∈ NEFX/X′(J)}.
Definition 2.8. (Definitions for technical requirements)
Let I1, I2, J ⊂ [0,∞) be three sets. Let d > 0 be an integer, c > 0 be a real number. We define
Dc(I1;J) = {a ≤ 1|a =
m−1+f+kc
m ,m ∈ N
+, f ∈ (I1)+, k =
∑l
p=1 jp 6= 0 for some l and
j1, . . . , jl ∈ J};
Rd(I1, I2;J, c) = {(X
′,∆′+Γ′)|(X ′,∆′+Γ′) is projective generalized log canonical of dimension d,
with boundary part ∆′ and nef data Γ, KX′ +∆
′ + Γ′ ≡num 0,
∆′ = B′ + C ′ where B′ ∈ D(I1) and C
′ ∈ Dc(I1;J);
Γ =M + cN where M ∈ NEFX(I2) and N ∈ NEFX(J),
such that either N 6≡num 0, or C
′ 6= 0};
Sd(I1, I2;J, c) = {(X
′,∆′ + Γ′) ∈ Rn(I1, I2;J, c) for some n ≤ d,
ρ(X ′) = 1, (X ′,∆′ + Γ′) is Q-factorial generalized KLT};
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Nd(I1, I2;J) = {c ≥ 0|Rd(I1, I2;J, c) 6= ∅};
and
Kd(I1, I2;J) = {c ≥ 0|Sd(I1, I2;J, c) 6= ∅}.
If I1 = I2, we may replace each of the above notations by Dc(I;J),Rd(I;J, c),Sd(I;J, c),Nd(I;J)
and Kd(I;J).
3 Preliminaries
In this section we state the theorems that we will repeatedly use in our proof of the main theorem.
First we shall state the ACC theorems for pairs and generalized pairs and their global version.
Theorem 3.1. (ACC for log canonical thresholds) Let d > 0 be an integer, I ⊂ [0, 1], J ⊂ [0,∞)
be two DCC sets. Then LCTd(I;J) satisfies the ACC.
Proof. [HMX14,Theorem 1.1]. 
Theorem 3.2. (ACC for log canonical thresholds, global version) Let d > 0 be an integer, I ⊂ [0, 1]
be a DCC set. Then there exists a finite subset I0 ⊂ I that only depends on I and d, such that
for any projective log canonical pair (X,B) of dimension d, if KX + B ≡num 0 and B ∈ I, then
B ∈ I0.
Proof. [HMX14,Theorem 1.5]. 
Theorem 3.3. (ACC for generalized log canonical thresholds) Let d > 0 be an integer, I, J ⊂ [0,∞)
be two DCC sets. Then GLCTd(I, J) satisfies the ACC.
Proof. [BZ16, Theorem 1.5]. 
Theorem 3.4. (ACC for generalized log canonical thresholds, global version) Let d > 0 be an
integer, I ⊂ [0,∞) be a DCC set. Then there exists a finite subset I0 ⊂ I that only depends on
I and d, such that for any projective generalized log canonical pair (X ′, B′ +M ′) of dimension d
with nef part M , if
(i) M =
∑
mjMj , such that each Mj is nef Cartier, each mj ∈ I, and if mj 6= 0, Mj 6≡num 0;
(ii) B′ ∈ I;
(iii) KX′ +B
′ +M ′ ≡num 0.
Then B′ ∈ I0, M ∈ NEFX(I0).
Proof. [BZ16, Theorem 1.6]. 
Next we shall state several results of generalized adjunction, which are similar to [BZ14, 4.7-
4.10].
Theorem 3.5. (Generalized log canonicity under adjunction) Let (X ′, B′ +M ′) be a generalized
log canonical pair, S′ ⊂ X ′ be a component of ⌊B′⌋. Then (S′, BS′ +MS′) given by the generalized
adjunction is generalized log canonical, and in particular, BS′ is a boundary.
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Proof. [BZ14, 4.7-4.8]. 
Theorem 3.6. (Coefficient of generalized adjunction) Let (X ′, B′ + M ′) be a generalized log
canonical pair with data (M,X
f
−→ X ′ → Z), 1 ∈ I ⊂ [0,∞) be a set. Let S′ ⊂ X ′ be a component
of ⌊B′⌋. Suppose B′ ∈ I and M ∈ NEFX(I). Then all the coefficients of BS′ given by the
generalized adjunction
KS′ +BS′ +MS′ = (KX′ +B
′ +M ′)|S′
are contained in the set D(I), and MS′ ∈ NEFS(I).
Proof. To show BS′ ∈ D(I), a similar but non-precise argument can be found in [BZ14,
Proposition 4.9]. We shall give a direct proof.
Possibly replacing X we may assume the data is resolved. Let S be the strict transform of S′
on X, and let V ′ be a component of BS′ . We consider the image of the generic point ηV ′ of V
′ in
X ′. By [Sho93, Corollary 3.9], there exists an integer m > 0, such that for any Weil divisor D′ on
X ′, mD′ is Cartier near ηV ′ . Let
KS′ + B˜S′ = (KX′ +B
′)|S′
be the usual adjunction. Then by [Sho93, Corollary 3.10], the coefficient of V ′ in B˜S′ is of the form
m−1+i
m
where i ∈ I+. Moreover, suppose M =
∑
mjMj where each Mj is nef Cartier over Z and mj ∈ I,
and let M ′j = f∗Mj for every j. Then near the generic point of V
′, for any j, we have
f∗M ′j =Mj + Ej
for some exceptional divisor Ej over X
′. Since Mj is nef, by the negativity lemma, Ej is effective;
sinceMj is Cartier, near the generic point of V
′, mEj for every j. Thus for every j, the multiplicity
of Ej|Si near the image of the generic point of V
′ is of the form
zj
m
where zj ∈ N. Thus, since
MS′ + (BS′ − B˜S′) =M
′|S′ ,
the coefficient of V ′ contained in BS′ is of the form
m−1+i+
∑
mjzj
m ∈ D(I).
MS′ ∈ NEFS(I) is straightforward from definition. 
Theorem 3.7. (Coefficient of generalized adjunction with particular coefficient)
Let I, J ⊂ [0,∞) be two sets. (X ′,∆′ + Γ′) be a generalized pair with data (Γ =M +N,X
f
−→
X ′ → Z) such that ∆′ = B′ + C ′ is the boundary part and Γ′ = M ′ + N ′ is the nef part, where
M ′ = f∗M and N
′ = f∗N . Suppose B
′ ∈ I and M ∈ NEFX/Z(I), C
′ ∈ J and N ∈ NEFX/Z(J).
Let S′ be a component of ⌊B′⌋. Let
KS′ +∆S′ + ΓS′ = (KX′ +∆
′ + Γ′)|S′
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be the generalized adjunction.
Suppose either C ′|S′ 6= 0 or N
′|S′ 6≡num,Z 0. Then:
1) Either there exists a nonzero component of ∆S′ of form
m−1+i+
∑l
p=1 jpzp
m
where i ∈ I+, l ≥ 1, jp ∈ J for each p, zp ∈ N
+ for each p, m ∈ N+, or
2) N |S 6≡num,Z 0. In particular, NS =
∑
nkNk|S where nk ∈ J\{0}, and there exists k such
that Nk|S 6≡num,Z 0.
Proof. This is similar to [BZ14, Lemma 4.10] but we just state it in a more accurate way. By
Theorem 3.6, all the components of ∆S′ are of the form
m−1+s
m
where s ∈ (I ∪ J)+. Thus s = i+ j, where i ∈ I+ and j ∈ J+. If j 6= 0, we are in case 1) and we
are done. Thus we may assume j = 0, and in particular, all the coefficients of ∆S′ are contained
in the set D(I).
For any component V ′ of ∆S′ , we consider the image of the generic point ηV ′ of V
′ in X ′.
Suppose near ηV ′ , mD
′ is Cartier for any Weil divisor D′ on X ′. Let
KS′ + ∆˜S′ = (KX′ +∆
′)|S′
be the usual adjunction. Then by [Sho93, Corollary 3.10], the coefficient of V ′ contained in ∆˜S′ is
of the form
m−1+i+j
m
where i ∈ I+, j ∈ J+, and if C
′|S′ 6= 0, j 6= 0.
Now supposeM =
∑
mkMk and N =
∑
nkNk where eachMk, Nk is nef Cartier over Z, mk ∈ I
and nk ∈ J . Let M
′
k = f∗Mk and N
′
k = f∗Nk.
Suppose f∗M ′k = Mk + Ek and f
∗N ′k = Nk + Fk where Ek, Fk are exceptional divisors. By
negativity lemma, Ek, Fk are effective, and since Mk, Nk are Cartier, near the image of the generic
point of V ′, mEk and mFk are Cartier. Thus the multiplicity of V
′ of Ek|S and Fk|S are of the
form zkm and
z′
k
m where zk, z
′
k ∈ N, and z
′
k 6= 0 if Fk|S 6= 0.
Now the coefficient of V ′ contained in ∆S′ is of the form
m−1+i+j+
∑
zkmk+
∑
z′
k
nk
m
where i ∈ I+, j ∈ J+, zk, z
′
k ∈ N, mk ∈ I, nk ∈ J . Since
m−1+i+j+
∑
zkmk+
∑
z′
k
nk
m ∈ D(I), j = 0 and
each z′k = 0. In particular, C
′|S′ = 0, thus N
′|S′ 6≡num,Z 0. But since Fk|S = 0, N |S 6≡num 0, and
we are in case 2). 
We state the theorem that generalized divisorial log terminal modification exists, which is
needed in many of our following statements.
Theorem 3.8. Let (X ′, B′ +M ′) be a generalized LC pair. Then there exists a generalized DLT
modification of (X ′, B′ +M ′). In particular, if (X ′, B′ +M ′) is generalized DLT, it is generalized
KLT if and only if ⌊B′⌋ = 0.
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Proof. The existence of generalized DLT modification is guaranteed by [BZ14, Lemma 4.5].
Suppose (X ′, B′ +M ′) is generalized DLT. If it is generalized KLT, ⌊B′⌋ = 0 by definition. If
⌊B′⌋ = 0, then since (X ′, B′) is DLT, (X ′, B′) is KLT, hence there does not exist a generalized LC
center of (X ′, B′ +M ′), hence (X ′, B′ +M ′) is generalized KLT. 
We show a boundedness theorem on the number of components.
Theorem 3.9. (Bound of number of components) Let d > 0 be an integer, b, c ≥ 0 be two positive
numbers. Then there exists an integer p > 0 that only depends on d and b, such that for any
projective generalized pair (X ′, B +M ′) with data (M,X
f
−→ X ′), such that
(i) M =
∑r
j=1mjMj , where each Mj is Cartier;
(ii) Each M ′j := f∗Mj is big;
(iii) KX′ +B
′ +M ′ + P ′ ≡num 0 for some pseudoeffective R-divisor P
′;
(iv) All the coefficients of B′ are ≥ c.
Then the number of components of B′ is at most d+1c and r ≤ p.
Proof. [BZ14, Proposition 5.1 and 5.2]. 
We show an easy lemma that is helpful in many instances
Lemma 3.10. Let X ′ → Z be a projective morphism. Let X
f
−→ X ′ be a birational morphism, N
be a nef R-Cartier R-divisor over Z on X, and N ′ be the pushforward of N to X ′. Suppose that
N ′ is R-Cartier. Then:
(1) If N is numerically trivial over Z, so is N ′.
(2) If Z = {pt}, then N is numerically trivial iff N ′ is numerically trivial.
Proof. Suppose f∗N ′ = N + E. Then E is exceptional over X ′, and by the negativity lemma,
E ≥ 0. To prove (1), since N is numerically trivial, by the negativity lemma again, E ≤ 0. Thus
E = 0, and f∗N ′ = N is numerically trivial. Thus by the projection formula, N ′ is numerically
trivial over Z.
To prove (2), if N ′ is numerically trivial, N ≡num −E. If E = 0 then we are done. Otherwise,
let x′ be a point that contained in the center of a component of E on X ′. Now we pick a general
curve Σ′ contained in X ′ that passes through x′, and let Σ be the strict transform of Σ′ on X.
Then N · Σ′ = −E · Σ′ < 0, which is not possible. 
Finally, we need the following boundedness result proved by Birkar:
Theorem 3.11. Let d > 0 be an integer, ǫ > 0 be a real number. Then the set of all ǫ-log canonical
Fano varieties forms a bounded family.
Proof. [Bir16, Theorem 1.1].
4 Relationship Between Sets for Technical Requirements
In this section we deal with the relationships between the sets defined in Definition 2.8. We show
similar statements as in [HMX14, Section 11].
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Lemma 4.1. Let I1, I2, J ⊂ [0,∞) be three sets, d > 0 be an integer, and c > 0 be a real number.
Then
(1) GLCTd(I1, I2;J) ⊂ GLCTd+1(I1, I2;J);
(2) Nd(I1, I2;J) ⊂ Nd+1(I1, I2;J);
(3) 1−s∑ jkzk ∈ Nd(I1, I2;J) and GLCTd(I1, I2;J) for any s ∈ (I1)+, zk ∈ N, jk ∈ J such that∑
jkzk 6= 0;
(4) 1−ij ∈ GLCTd(I1, I2;J) for any i ∈ I1 and j ∈ J .
Proof. Let E be an elliptic curve, (X ′, B′ +M ′) be a generalized pair with data
(M,X
f
−→ X ′ → Z). Then there exists a natural contraction Z × E → Z and natural morphisms
X × E → X ′ × E → Z × E. Since E is projective, the morphisms remains projective; since E is
smooth, X × E is smooth.
Write Bi =
∑
biBi, B
′
i =
∑
biB
′
i as in irreducible components where B
′
i = f∗Bi for each i,
and Mi =
∑
miMi, M
′
i =
∑
miM
′
i where M
′
i = f∗Mi for each i such that Mi is nef Cartier over
Z. Then we consider the divisors Bi × E ⊂ X × E, B
′
i × E ⊂ X
′ × E, Mi × E ⊂ X × E and
M ′i × E ⊂ X
′ × E. For each i, it is clear that Mi × E is nef over Z × E, and since E is an elliptic
curve, Mi × E is nef over Z. Thus, (X
′ × E,B′ × E +M ′ ×E :=
∑
bi(B
′
i × E) +
∑
mi(M
′
i × E))
has a structure of generalized pair with data (M =
∑
mi(Mi × E),X × E → X
′ ×E → Z).
Since E is an elliptic curve, (X ′ × E,B′ × E + M ′ × E) is generalized log canonical (resp.
generalized KLT) if and only if (X ′, B′+M ′) is generalized log canonical (resp. generalized KLT),
KX′ +B
′+M ′ ≡num 0 if and only if KX′×E +B
′×E+M ′×E ≡num 0, and for any set I ⊂ [0,∞),
B′ ∈ I iff B′ × E ∈ I, and M ∈ NEFX/Z(I) iff M × E ∈ NEFX×E/Z(I). In particular, (1) and
(2) hold.
To prove (3), we only need to prove 1−f∑ jkzk ∈ N1(I1, {0};J), and then since 0 ∈ I2, by using (2)
we can show that 1−f∑ jkzk ∈ Nd(I1, I2;J).
Let X ′ = X = P1, Z = {pt}. For any integer p > 0, any j1, . . . , jp ∈ J\{0} and z1, . . . , zp ∈ N
+,
any s ∈ (I1)+, let x1, . . . , xp, y1, . . . , yp, w, v be 2p + 2 different points on X
′, we consider the
generalized pair
(X ′, s(w) + s(v) +
∑p
l=1 c · jp(xl) +
∑p
l=1 c · jp(yl)).
where ∆′ = s(w) + s(v) is the boundary part and Γ′ =
∑p
l=1 c · jp(xl) +
∑p
l=1 c · jp(yl) is the nef
part.
Since ∆′ = B′ + C ′ where C ′ = 0 and B′ = ∆′ ∈ I+ ⊂ D(I), and Γ
′ = 0 + N ′ where
N = N ′ ∈ NEFX(J) and N 6≡num 0, R1(I1, {0};J, c) 6= ∅, hence c ∈ N1(I1, {0}, J).
To prove (4), we only need to prove c = 1−ij ∈ GLCT1(I1, {0}, J). Let X = X
′ = P1, M = N =
0, p ∈ X be a general point, B = ip and C = jp. Then
glct(X,B;C) = c.

Lemma 4.2. Let I1, I2, J ⊂ [0,∞) be three sets, such that 1 ∈ I1, and I2 ∩ [0, 1] ⊂ I1. Then
Nd(I1, I2;J) = Kd(I1, I2;J).
Proof. Nd(I1, I2;J) ⊃ Kd(I1, I2;J) is clear from the definitions and Lemma 4.1(2). Thus, we only
need to prove that Nd(I1, I2;J) ⊂ Kd(I1, I2;J).
12
For every c ∈ Nd(I1, I2;J), let (X
′,∆′ + Γ′) be a projective generalized log canonical pair with
data (Γ,X → X ′) such that ∆′ = A′ + B′ + C ′ where A′ is reduced (in particular, A′ ∈ D(I1)),
B′ ∈ D(I1)\{1}, and C
′ ∈ Dc(I1;J), Γ =M + cN where M ∈ NEFX(I) and N ∈ NEFX(J), such
that either C ′ 6= 0 or N 6≡num 0, and KX′ +∆
′ + Γ′ ≡num 0.
By Theorem 3.8, we may take a generalized DLT modification (X ′′,∆′′ + Γ′′) of (X ′,∆′ + Γ′),
and possibly replacing X by a resolved data, we may assume that X 99K X ′′ is a morphism. We
may write
KX′′ +A
′′ +B′′ +C ′′ +M ′′ + cN ′′ = ψ∗(KX′ +A
′ +B′ + C ′ +M ′ + cN ′)
such that Γ′′ = M ′′ + cN ′′ is the nef part, B′′, C ′′ are the strict transforms of B′ and C ′, and
A′′ is the strict transform of A′ plus the reduced exceptional divisor of ψ. In particular, since
KX′′ +∆
′′ + Γ′′ ≡num 0, (X
′′,∆′′ + Γ′′) ∈ Rd(I1, I2;J, c). Replace (X
′,∆′ + Γ′) by (X ′′,∆′′ + Γ′′),
we may assume that (X ′,∆′ + Γ′) is Q-factorial DLT.
Let A be the strict transform of A′ on X. There are two cases:
Case 1. A′ 6= 0, and there exists a component S′ of A′, such that either C ′ intersects S′, or
N ′|S′ 6≡num 0. Notice that (I1 ∪ I2)+ = (I1)+, let
KS′ +∆S′ + ΓS′ = (KX′ +∆
′ + Γ′)|S′
be the generalized adjunction. By Theorem 3.6, ΓS =MS + cNS where MS ∈ NEFS(I2),
NS ∈ NEFS(J), ∆S′ ∈ D(I1 ∪ I2 ∪ c · J) = D(I1 ∪ c · J). Thus, ∆S′ can be written in the form of
BS′ + CS′ where BS′ ∈ D(I1), CS′ ∈ Dc(I1;J).
By Theorem 3.7, either CS′ 6= 0 or NS 6≡num 0. Thus, (S
′,∆S′ + ΓS′) is generalized LC of
dimension d− 1. By using induction on d, c ∈ Kd−1(I1, I2;J) ⊂ Kd(I1, I2;J), and we are done.
Case 2. No component S′ of A′ intersects C ′ and N ′|S 6= 0. Since N is pseudoeffective, N
′ is
pseudoeffective. Thus if C ′ 6= 0, C ′ + cN ′ is pseudoeffective but not numerically trivial; and if
C ′ = 0, N 6≡num 0, hence N
′ 6≡num 0, and C
′ + cN ′ is pseudoeffective but not numerically trivial.
In either case, KX′ +A
′ +B′ +M ′ ≡num −C
′ − cN ′ is not pseudoeffective, and we may run a
(KX′ +A
′ +B′ +M ′)-MMP. Let φ : X ′ → X ′′ be a step of a (KX′ +A
′ +B′ +M ′)-MMP with
scaling of some ample divisor. Then φ is (C ′ + cN ′)-positive.
Case 2.1 φ does not define a Mori fiber space.
First suppose we are in Case 2.1. Possibly replacing X by resolved data, we may assume
X → X ′′ is a morphism. Let A′′, B′′, C ′′,M ′′, N ′′ be the pushforward of A,B,C,M,N . Then
M ∈ NEFX(I2), N ∈ NEFX(J), A
′′ is reduced, B′′ ∈ D(I1), and C
′′ ∈ Dc(I1;J). Moreover,
KX′′ +A
′′ +B′′ + C ′′ +M ′′ + cN ′′ ≡num 0.
Notice that if N 6≡num 0, from our definition, (X
′′, A′′+B′′+C ′′+M ′′+ cN ′′) ∈ Rd(I1, I2;J, c);
and if N ≡num 0, then C
′′ 6= 0, and φ is indeed a step of (−C ′′)-MMP, hence C ′′ is not contracted.
In other words, C ′′ 6= 0, thus (X ′′, A′′ +B′′ + C ′′ +M ′′ + cN ′′) ∈ Rd(I1, I2;J, c).
If φ is a divisorial contraction or a flip, and if any component S′ of A′ is contracted, then
either C ′ intersects A′, or N ′|S′ 6≡num 0. In this case we are back to Case 1 and the proof is
finished. Otherwise, no component of A′ is contracted, we replace (X ′, A′+B′+C ′+M ′+ cN ′) by
(X ′′, A′′+B′′+C ′′+M ′′+ cN ′′) and continue running a (KX′ +A
′+B′+M ′)-MMP with scaling.
If we are still in Case 2.1, we repeat the process above, but we cannot repeat infinitely many times
since this MMP must terminate with a Mori fiber space structure. Thus, repeating the process
finitely many times, φ must defines a Mori fiber space, and we move on after Case 2.2.
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Case 2.2 φ defines a Mori fiber space.
If we are in Case 2.2, suppose φ : X ′ → T is the Mori fiber space. If dimT > 0, let t ∈ T be a
general point, and F ′t be a general fiber of φ. Then adjunction to the fiber F
′ = F ′t gives a generalized
pair (F ′, AF ′ + BF ′ + CF ′ + MF ′ + cNF ′) ∈ Rd−dimT (I1, I2;J, c), thus c ∈ Kd−dimT (I1, I2;J) ⊂
Kd(I1, I2;J) and we are done. Hence we may assume dimT = 0 and thus ρ(X
′) = 1.
If A′ = 0, the pair (X ′, A′+B′+C ′+M ′+cN ′) ∈ Kd(I1, I2;J) by definition. Otherwise, A
′ 6= 0.
But since X ′ is of Picard number 1, A′ is ample hence either C ′ intersects A′, or N ′|S′ 6≡num 0 for
any component S′ of A′, and we are back to Case 1. 
Lemma 4.3. Let d > 0 be an integer. Suppose I1, I2, J ⊂ [0,∞) are three sets, such that
1 ∈ I1 = (I1)+, I2 ∩ [0, 1] ⊂ I1, and J is closed under addition. Then
GLCTd+1(I1, I2;J) = Nd(I1, I2;J).
Proof. First we show that GLCTd+1(I1, I2;J) ⊂ Nd(I1, I2;J). Let c ∈ GLCTd+1(I1, I2;J). Then
there exists a generalized pair (X ′, B′ +M ′) with data (M,X → X ′ → Z) such that B′ ∈ I1,
M ∈ NEFX(I2), an R-divisor C
′ ∈ J contained in X ′, a nef R-divisor N ∈ NEFX(J), such that
c = glct(X ′, B′ +M ′;C ′ +N ′)
where N ′ is the pushforward of N to X ′. Let C be the strict transform of C ′ on X.
Let E′′ be a generalized log canonical place of (X ′, B′+cC ′+M ′+cN ′) such that ga(E′′,X ′, B′+
c′C ′ +M ′ + c′N ′) < 0 for any c′ > c. If E′′ ⊂ X ′, then
1 = i1 + cj
for some i1 ∈ I1 and j ∈ J . Thus by Lemma 4.1(3), c ∈ Nd(I1, I2;J). Thus, from now on we
may assume E′′ is not contained in X ′. Let ψ : X ′′ → X ′ be a generalized DLT modification of
(X ′, B′ + cC ′ +M ′ + cN ′) such that the center of E′′ on X ′′ is a divisor. We identify E′′ with its
image on X ′′. Possibly replacing X by resolved data, we may assume φ : X 99K X ′′ is a morphism.
Thus, let B′′, C ′′,M ′′, N ′′ be the pushdown of B,C,M,N from X to X ′′, we have
KX′′ +B
′′ + cC ′′ +M ′′ + cN ′′ = ψ∗(KX′ +B
′ + cC ′ +M ′ + cN ′).
Notice that the coefficients of C ′′ has a one-to-one correspondence with the coefficients of C ′,
and B′′ is the strict transform of B′ plus the reduced exceptional divisor of ψ. Thus, E′′ is a
component of B′′ and B′′ ∈ D(I1).
Since ga(E′′,X ′, B′+c′C ′+M ′+c′N ′) < 0 for any c′ > c, we show that there exists a component
F ′′ of the exceptional divisor of ψ, such that either C ′′|F ′′ 6= 0, or N
′′|F ′′ 6≡num 0. We may write
ψ∗N ′ = N ′′ + E′′1
and
ψ∗C ′ = C ′′ + E′′2 .
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Since N is nef over Z hence nef over X ′, N ′′ is nef over X ′ hence by the negativity lemma, E′′1
and E′′2 are both effective. Moreover, since ga(E
′′,X ′, B′ + c′C ′ +M ′ + c′N ′) < 0 for any c′ > c,
E′′ has positive coefficient either in E′′1 or E
′′
2 , and in particular either E
′′
1 or E
′′
2 is not numerically
trivial over X ′. If we cannot find a component F ′′ of Ex(ψ), such that either C ′′|F ′′ 6= 0, or
N ′′|F ′′ 6≡num 0, then for any component F
′′ of Ex(ψ), E′′1 |F ′′ ≡num 0 and E
′′
2 |F ′′ ≡num 0. This
implies that E′′1 and E
′′
2 are numerically trivial over X
′, which is a contradiction.
Let ∆′′ = B′′ + cC ′′ and Γ′′ =M ′′ + cN ′′, Γ =M + cN . Let
KE′′ +∆E′′ + ΓE′′ = (KX′′ +∆
′′ + Γ′′)|E′′
be the generalized adjunction, then by Theorem 3.6, ΓE′′ =ME′′ + cNE′′ where ME′′ ∈ NEFE(I2)
and NE′′ ∈ NEFE(J), ∆E′′ ∈ D(I1 ∪ I2 ∪ J) = D(I1 ∪ J). By Theorem 3.7, either NE 6≡num 0, or
there exists a component of ∆E′′ with coefficient of the form
m−1+i+
∑l
p=1 jpzp
m
where i ∈ (I1)+ = I1, l ≥ 1, jp ∈ J\{0} for each p, zp ∈ N
+ for each p, m ∈ N+.
Thus ∆E′′ = BE′′ + CE′′ , where BE′′ ∈ D(I1), CE′′ ∈ Dc(I1;J). Moreover, since KE′′ +∆E′′ +
ΓE′′ ≡num 0, we have c ∈ Nd(I1, I2;J). Thus, GLCTd+1(I1, I2;J) ⊂ Nd(I1, I2;J)
Now we show that GLCTd+1(I1, I2;J) ⊃ Nd(I1, I2;J). Thus, by Lemma 4.2, we only need to
show that GLCTd+1 ⊃ Kd(I1, I2;J). By induction on d, we may assume there exists a generalized
KLT pair (X ′,∆′+Γ′) ∈ Sd(I1, I2;J, c) of dimension d. From the definition of Rd(I1, I2;J, c), either
∆′ 6= 0 or Γ′ 6≡num 0, thus KX′ is not numerical trivial, hence KX′ is anti-ample. Since J is closed
under addition, all components of ∆′ are of the form
m−1+i+jc
m
for some i ∈ I1 and j ∈ J . Moreover, we may write Γ = M + cN such that M ∈ NEFX(I)
and N ∈ NEFX(J), and let M
′, N ′ be the pushdown of M,N on X ′, and ∆′ = B′ + C ′ where
B′ ∈ D(I1) and C
′ ∈ Dc(I1;J).
Now we embed X ′ into Pr for some r > 0, and consider the affine cone of X¯ ′ = C(X ′, L′) ⊂ Ar+1
for the very ample line bundle L′ := OPr(1)|X′ of X
′.
Write B′ =
∑
bjB
′
j , C
′ =
∑
cjC
′
j,M
′ =
∑
rjR
′
j and N
′ =
∑
sjS
′
j in terms of irreducible
components, we let B¯′j , C¯
′
j, R¯
′
j and S¯
′
j be the corresponding divisors on the cone X¯
′, and let
B¯′ =
∑
bjB¯
′
j, C¯
′ =
∑
cjC¯
′
j, M¯
′ =
∑
rjR¯
′
j, and N¯
′ =
∑
sj S¯
′
j.
Let π′ : W ′ → X¯ ′ be the blow-up of the vertex with exceptional divisor Y ′ ∼= X ′. Let BW ′,
CW ′ , MW ′ and NW ′ be the strict transform of B¯
′, C¯ ′, M¯ ′ and N¯ ′ on W ′. Then we have
KW ′ +BW ′ + CW ′ + Y
′ +MW ′ + cNW ′ = (π
′)∗(KX¯′ + B¯
′ + C¯ ′ + M¯ ′ + cN¯ ′).
Moreover, there exists a log resolution W :=W ′×X′ X. Let h :W →W
′ be the corresponding
morphism, and let MW = h
∗MW ′ , NW = h
∗NW ′ . Then (X¯
′, B¯′ + C¯ ′ + M¯ ′ + cN¯ ′) is a generalized
pair with data (MW + cNW ,W → X¯
′ → A1). In particular, (X¯ ′, B¯′+ C¯ ′+ M¯ ′+ cN¯ ′) is generalized
LC but not generalized KLT.
For each component S¯′ of ∆¯′, if the corresponding coefficient in B¯′ + C¯ ′ is of the form
m−1+i+jc
m ,
for some i ∈ I1, j ∈ J and m = m(S
′) ∈ N+, there is a ramified cover of order m for S¯′.
In particular, there exists a cover ζ : X˜ ′ → X¯ ′ that ramifies each S¯′ to order m(S′). Let M˜ ′
and N˜ ′ be the pullback of M¯ ′ and N¯ ′ to X˜ ′. Then we have
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KX˜′ + ∆˜
′ + M˜ ′ + cN˜ ′ = ζ∗(KX¯′ + ∆¯
′ + M¯ ′ + cN¯ ′).
where each component of ∆˜′ has the form i + jc, where i ∈ I1 and j ∈ J . Moreover, Let W˜
be the fiber product of W and X˜ ′, and let M˜ , N˜ be the pullback of M and N to W˜ . Then
M˜ ∈ NEFW˜ (I2), N˜ ∈ NEFW˜ (J), and there exists a natural morphism W˜ → X˜
′ such that M˜ ′,
N˜ ′ are the pushdown of M˜ and N˜ . In particular, this gives (X˜ ′, ∆˜′ + M˜ ′ + cN˜ ′) a generalized pair
structure with nef part M˜ ′ + cN˜ ′. Moreover, the generalized log canonical and non-generalized
KLT property of (X˜ ′, ∆˜′ + M˜ ′ + cN˜ ′) is also preserved.
Since all the coefficients of ∆˜′ are of the form i + jc, we may write ∆′ = B˜′ + cC˜ ′, such that
B˜′ ∈ I1, C˜
′ ∈ J .
Now c = glct(X˜ ′, B˜′ + M˜ ′; C˜ ′ + N˜ ′) ∈ GLCTd(I1, I2;J). 
5 The Main Claim
In this section we prove the main claim of our paper, which is strongly related to Theorem 1.6.
Instead of working with GLCTd(I1, I2;J), we intend to work with Nd(I1, I2, J).
Claim 5.1. Let d ≥ 2 be an integer, I1, I2, J ⊂ [0,∞) be three DCC sets, such that 1 ∈ I1 = (I1)+,
I2 ∩ [0, 1] ⊂ I1, J is closed under addition. Then there exists two DCC sets I
′
1, J
′ contained in
[0,∞) that only depends on I1, I2, J, d, such that
(i) I ′1 = (I
′
1)+ = I¯
′
1;
(ii) J ′ is closed under addition;
(iii) I1 ⊂ I
′
1, J ⊂ J
′;
(v) All the accumulation points of Nd(I1, I2;J) are contained in either GLCT1(I
′
1, {0};J
′), or
Nd−1(I¯
′
1, I2, J¯).
Moreover, there exists an integer N > 0 that only depends on I1, I2, J and d, such that
(1) J ′ = 1N J¯ ;
(2) I ′1 = (
1
N (I¯1 ∪ I¯2))+.
For inductive reasons, before we start proving Claim 5.1, we prove the following lemma:
Lemma 5.2. Theorem 1.6 holds when d = 2.
Proof. By Lemma 4.3, when GLCT2(I1, I2;J) = N1(I1, I2;J). For any c ∈ N1(I1, I2;J), c is a
solution of the equation
2 =
∑
k cjk +
∑
k i1,k +
∑
k i2,k
where each jk ∈ J , i1,k ∈ I1 and i2,k ∈ I2. Thus, the only accumulation point c˜ of all the possible
c ∈ N1(I1, I2;J) is either 0 ∈ GLCT1(I1, 0, J), or a solution of the equation
2 =
∑
k c˜j˜k +
∑
k i˜1,k +
∑
k i˜2,k
where each j˜k ∈ J¯ , i˜1,k ∈ I¯1 and i˜2,k ∈ I¯2.
Let J ′ = 12 J¯ , I
′
1 = (
1
2 (I¯1 ∪ I¯2))+. Notice that since J is closed under addition, so is J¯ and J
′,
thus u :=
∑ j˜k
2 ∈ J
′ and v := 12 (
∑
k i˜1,k +
∑
k i˜2,k) ∈ I
′
1. Now let X
′ = X = P1, p ∈ X be a point,
B = vp and C = up, M = N = 0. Then
c = glct(X ′, B;C).
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Thus c ∈ GLCT1(I
′
1, 0;J
′). 
Proof of Claim 5.1.
Step 1. (Basic Setting)
Fix d and pick I1, I2, J as in the assumptions of Claim 5.1. SinceNd(I1, I2;J) = GLCTd+1(I1, I2;J)
under our assumptions, and by Theorem 3.3, GLCTd+1(I1, I2;J) is an ACC set, Nd(I1, I2;J) is an
ACC set. Thus for any accumulation point c of Nd(I1, I2;J), we may assume c is given by a strict
decreasing sequence of numbers c1, . . . , ci, · · · ∈ Nd(I1, I2;J) that converges to c. From the defini-
tion of Nd(I1, I2;J), for each i, there exists a projective generalized pair (X
′
i ,∆
′
i + Γ
′
i) with data
(Γi,Xi
fi−→ X ′i) of dimension d, such that:
(i) KX′i +∆
′
i + Γ
′
i ≡num 0;
(ii) Γi =Mi + ciNi, where Mi ∈ NEFXi(I2), Ni ∈ NEFXi(J);
(iii) M ′i := (fi)∗Mi, N
′
i := (fi)∗Ni;
(iv) ∆′i = B
′
i + C
′
i, such that B
′
i ∈ D(I1), and C
′
i ∈ Dci(I1;J).
(v) Either C ′i 6= 0, or Ni 6≡num 0.
By Lemma 4.2 and using induction on dimensions, then using Lemma 4.1, we may also assume
the following:
(vi) X ′i is Q-factorial, ρ(X
′
i) = 1, (X
′
i,∆
′
i + Γ
′
i) is generalized KLT.
Since 0 ∈ Nd−1(I1, I2;J) is clear, we may assume c > 0.
Let ai = gmld(X
′
i ,∆
′
i + Γ
′
i). We may assume ai either forms a decreasing or an increasing
sequence (although if we assume ACC for generalized minimal log discrepancies, ai must be de-
creasing, but this is not important for our proof). Let a = lim ai.
For every real number 0 < ǫ < 1, we may rewrite B′i = B
′
i,ǫ+ + B
′
i,ǫ− and C
′
i = C
′
i,ǫ+ + C
′
i,ǫ−,
such that
1) B′i,ǫ+ ∧B
′
i,ǫ− = 0 and C
′
i,ǫ+ ∧C
′
i,ǫ− = 0;
2) All the coefficients of B′i,ǫ− and C
′
i,ǫ− are ≥ 1− ǫ, and all the coefficients of B
′
i,ǫ+ and C
′
i,ǫ+
are < 1− ǫ.
We define A′i,ǫ = B
′
i,ǫ− + C
′
i,ǫ−.
For every component V ′i of C
′
i, the coefficient of V
′
i in C
′
i is of the form
sV ′i =
m−1+i1+jci
m
where i1 ∈ I1, j ∈ J , m ∈ N
+. For each sV ′i , any real number 0 ≤ t ≤ ci, we define s(t)V ′i =
m−1+i1+jt
m . For any 0 < ǫ < 1, we define C
′(t)i,ǫ+ =
∑
V ′i is a component of C
′
i,ǫ+
s(t)V ′i V
′
i .
Step 2. We prove the following two lemmas, and construct a sufficiently small ǫ with good
properties.
Lemma 5.3. Assumptions as in Step 1. c is contained in a DCC set that only depends on I1, I2
and J . In particular, for any component V ′i of C
′
i, s(c)V ′i is contained in a DCC set that only
depends on I1, I2, J .
Proof. First we show that c is contained in a DCC set that only depends on I1, I2 and J . If not,
suppose that there exists a strict increasing sequence {cj}∞j=1 where each c
j is the accumulation
point of {cji}
∞
i=1 from above, and where c
j
i ∈ Nd(I1, I2;J) for every i, j.
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Now for every k ≥ 1, we inductively pick ik such that c
k
ik
< ck+1. In this way
{ckik}
∞
k=1
is a strictly increasing sequence, which is not possible.
Notice that s(c)V ′i ∈ D(I1 ∪ c · J) which is a DCC set. Since we have already shown that c is
contained in a DCC set that only depends on I1, I2 and J , D(I1 ∪ c · J) only depends on I1, I2 and
J . 
Lemma 5.4. For any DCC set I, J ⊂ [0,∞), and integer d > 0, there exists 1 > ǫ = ǫ(I, J) > 0
that only depends on I, J, d that satisfies the following properties:
For any generalized log canonical pair (X ′, A′+B′+M ′) of dimension ≤ d with data (M,X →
X ′), such that M ′ ∈ NEFX(J), B
′ ∈ I, and A′ ∈ [1− ǫ, 1], let A¯′ =SuppA′. Then:
(1) (X ′, A¯′ +B′ +M ′) is generalized log canonical.
(2) If in addition, X ′ is of Picard number 1, −(KX′ + A
′ + B′ +M ′) is pseudoeffective and
KX′ + A¯
′ +B′ +M ′ is pseudoeffective, then
KX′ + A¯
′ +B′ +M ′ ≡num 0.
(3) If A′ = (1−α)A¯′ for some α ≥ 0, and KX′ +A
′+B′+M ′ is numerically trivial, then α = 0.
Proof. We may only care about generalized pairs (X ′, A′ +B′ +M ′) of dimension d.
To prove (1), since GLCTd(I, J ; {0, 1}) is an ACC set by Theorem 3.3, there exists
r = sup
t<1
{t ∈ GLCTd(I, J ; {0, 1})} < 1.
We may pick ǫ < 1−r2 . Since (1−ǫ)A¯
′ ≤ A′, (X ′, (1−ǫ)A¯′+B′+M ′) is generalized log canonical.
Thus,
1 ≥ glct(X ′, B′ +M ′; A¯′) ≥ 1− ǫ > r.
Thus glct(X ′, B′ +M ′; A¯′) = 1, and hence (X ′, A¯′ +B′ +M ′) is generalized log canonical.
To prove (2), since X ′ is of Picard number 1, there exists δ ≥ 0 such that
KX′ + (1− δ)A¯
′ +B′ +M ′ ≡num 0
Since −(KX′+A
′+B′+M ′) is pseudoeffective, −(KX′+(1−ǫ)A¯
′+B′+M ′) is pseudoeffective,
thus
1− ǫ ≤ 1− δ ≤ 1.
If we cannot find such an ǫ, we may construct a strict decreasing sequence ǫi that converges to
0, a sequence of generalized pairs in the following way: (X ′i, A
′
i+B
′
i+M
′
i) is a generalized pair, such
that X ′i is of Picard number 1, −(KX′i +A
′
i +B
′
i +M
′
i) is pseudoeffective and KX′i + A¯
′
i +B
′
i+M
′
i
is pseudoeffective but not numerically trivial, all the coefficients of A′i are ≥ 1 − ǫi. Let δi be the
unique number such that
KX′i + (1− δi)A¯
′
i +B
′
i +M
′
i ≡num 0
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Then 1− ǫi < 1− δi < 1.
Since 1− ǫi converges to 1, 1− δi converges to 1. Thus {1− δi} is not ACC, which contradicts
to Theorem 3.4.
If (3) does not hold, then there exists a strictly decreasing sequence of ǫi that converges to 0, a
sequence of numbers αi > 0, a sequence of generalized pairs in the following way: (X
′
i, A
′
i+B
′
i+M
′
i)
is a generalized pair, such that A′ = (1−αi)A¯
′ ∈ [1− ǫi, 1], and KX′i +A
′
i+B
′
i+M
′
i ≡num 0. Thus,
1− ǫi ≤ 1−αi < 1, hence after possibly passing to a subsequence, we may assume 1−αi is strictly
increasing. But {1− αi} is not ACC, which contradicts to Theorem 3.4. 
Step 3. By Lemma 5.3, any numbers of the form
m−1+i1+jc
m
where m ∈ N+, i1 ∈ I1 and j ∈ J are contained in a DCC set P that only depends on I1, I2 and
J , and any numbers of the form
i2 + cj
are contained in another DCC set Q that only depends on I1, I2 and J . We may assume that
P,Q both contain I1, I2, J , and in particular they both contain 1.
Thus, we may define ǫ = ǫ(P,Q) as in Lemma 5.4.
Now we consider a (which is defined in Step 1 ). Then either a < ǫ, or a ≥ ǫ. If a < ǫ, after
possibly passing to a subsequence we may assume that for each i, ai < ǫ. Thus, there are four
cases:
Case 1 a < ǫ and A′i,ǫ 6= 0;
Case 2 a < ǫ and A′i,ǫ = 0, while ai > 0 for every i;
Case 3 after possibly passing to a subsequence, ai = 0 for every i;
Case 4 a ≥ ǫ.
We shall deal with Case 1 in Step 4, Case 2 in Step 5, and Case 3 in Step 6 and Case 4 in
Step 7.
Step 4. In this step we deal with Case 1. First we prove the following lemma:
Lemma 5.5. Assumptions as in Step 4. We are done with the case when C ′i,ǫ+ = 0 for every i and
N ′i ≡num 0 for every i.
Proof. If not, passing to a subsequence we may assume that C ′i,ǫ+ = 0 for every i and N
′
i ≡num 0
for every i. Thus
KX′i +B
′
i + C
′
i,ǫ− +M
′
i ≡num 0.
Notice that all the coefficients of C ′i,ǫ− are ≥ 1 − ǫ, B
′
i ∈ P and M
′
i ∈ NEFXi(Q). Thus,
Lemma 5.4 tells us that
KX′i +B
′
i + C¯
′
i,ǫ− +M
′
i ≡num 0
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where C¯ ′i,ǫ− =SuppC
′
i,ǫ−.
This tells us that C¯ ′i,ǫ− = C
′
i,ǫ−. Since N
′
i ≡num 0, C
′
i 6≡num 0, and so C
′
i,ǫ− = C
′
i 6= 0 in this
case. Hence, from the construction of C ′i, there exists u1,i ∈ I1 and ji ∈ J such that
ci =
1−u1,i
ji
we may assume that ji converges to j and u1,i converges to u1. Then j ∈ J since J = J¯ , and
u1 ∈ I¯1 which is a DCC set that only depends on I1. Thus ci ∈ N1(I¯1, I2;J) ⊂ Nd−1(I¯1, I2; J¯).
Thus Claim 5.1 holds in this case. 
Thus from now on until the end of Step 4, we may assume that either N ′i 6≡num 0 for every i,
or C ′i,ǫ+ 6= 0 for every i.
By our assumptions, we have
KX′i +A
′
i +B
′
i,ǫ+ +C
′
i,ǫ+ +M
′
i + cN
′
i ≡num 0.
Let A¯′i =SuppA
′
i. By our construction of P,Q and ǫ, we have
(X ′i, A¯
′
i +B
′
i,ǫ+ + C
′
i,ǫ+ +M
′
i + cN
′
i)
is generalized log canonical.
Let S′i be an irreducible component of A
′
i. Notice that since X
′
i is of Picard number 1, if
N ′i 6≡num 0, N
′
i |S′i 6≡num 0, and if C
′
i 6= 0, C
′
i|S′i 6= 0.
We consider the following thresholds: we define
ri = sup
t>0
{KX′i + A¯
′
i +B
′
i,ǫ+ + C
′(t)i,ǫ+ +M
′
i + tN
′
i is pseudoeffective}.
Since X ′i is of Picard number 1, ri is the unique number such that
KX′i + A¯
′
i +B
′
i,ǫ+ + C
′(ri)i,ǫ+ +M
′
i + riN
′
i ≡num 0.
By Theorem 3.4, since either C ′(ri)i,ǫ+ 6= 0 or N
′
i 6≡num 0, ri must be contained in an ACC set.
Thus after possibly passing to a subsequence, we may assume that ri is a decreasing sequence and
converges to r. Notice that ri ≤ ci, we must have r ≤ c.
Thus, there are three cases:
Case 1.1 r < c. In this case, after possibly passing to a subsequence, we may assume that ri < c
for every i. Thus,
KX′i + A¯
′
i +B
′
i,ǫ+ + C
′(c)i,ǫ+ +M
′
i + cN
′
i
is pseudoeffective but not numerically trivial. Now we define
ti = sup
t>0
{KX′i + tiA¯
′
i +B
′
i,ǫ+ + C
′(c)i,ǫ+ +M
′
i + cN
′
i is pseudoeffective}.
Since X ′i is of Picard number 1, ti is the unique number such that
KX′i + tiA¯
′
i +B
′
i,ǫ+ + C
′(c)i,ǫ+ +M
′
i + cN
′
i ≡num 0.
By our construction, ti < 1. But notice that
KX′i +A
′
i +B
′
i,ǫ+ + C
′(ci)i,ǫ+ +M
′
i + ciN
′
i ≡num 0.
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and
A′i ≥ (1− ǫ)A¯
′
i
We have
ti > 1− ǫ.
Thus, by our construction of P,Q and ǫ, we get a contradiction. This finishes Case 1.1.
Case 1.2 After possibly passing to a subsequence, r = c and ri 6= c for every i.
In this case, we pick a component S′i of A¯
′
i and consider the generalized adjunction of
KX′i + A¯
′
i +B
′
i,ǫ+ + C
′(ri)i,ǫ+ +M
′
i + riN
′
i
to S′i.
Since either C ′(ri)i,ǫ+ 6= 0 or N
′
i 6≡num 0, by Theorem 3.7, we have ri ∈ Nd−1(I1, I2;J). Since
c is the accumulation point of {ri}, the claim is followed by induction on dimensions in this case.
This finishes Case 1.2.
Case 1.3 After possibly passing to a subsequence, ri = c for every i. In this case, we consider the
generalized adjunction of
KX′i + A¯
′
i +B
′
i,ǫ+ + C
′(c)i,ǫ+ +M
′
i + cN
′
i
to S′i, and we find that c ∈ Nd−1(I1, I2;J). Moreover, it is clear that under either assumption of
Lemma 5.1, the corresponding claim holds. This finishes Case 1.3, and thus finishes Case 1.
Since for all other cases, C ′i,ǫ+ = C
′
i, for simplicity we define C
′(t)i = C
′(t)i,ǫ+ for any real
number 0 ≤ t ≤ ci in the rest of the proof.
Step 5. In this step we deal with Case 2. Since ai > 0 for every i and a < ǫ, after possibly passing
to a subsequence, we may assume ai < ǫ for every i, and we let πi : X
′′
i → X
′
i be the extraction of
an irreducible reduced divisor E′′i such that
ga(E′′i ,X
′
i, B
′
i + C
′
i +M
′
i + ciN
′
i) = ai.
After possibly replacingXi, we may assume thatXi 99K X
′′
i is a morphism. We let B
′′
i , C
′′
i , C
′′(t)i
be the strict transforms of B′i, C
′
i, C
′(t)i on X
′′
i , and let M
′′
i , N
′′
i be the pushdown of Mi, Ni to X
′′
i .
We have
KX′′i + (1− ai)E
′′
i +B
′′
i + C
′′
i +M
′′
i + ciN
′′
i = π
∗
i (KX′i +B
′
i + C
′
i +M
′
i + ciN
′
i).
Since KX′i +B
′
i+C
′
i +M
′
i + ciN
′
i ≡num 0, KX′′i +B
′′
i +C
′′
i +M
′′
i + ciN
′′
i is not pseudoeffective,
and we may run a (KX′′i +B
′′
i +C
′′
i +M
′′
i + ciN
′′
i )-MMP with scaling. Let φi be any partial MMP
of this minimal model program. Then φi is either birational, or a Mori fiber space.
If φi is a birational map for every i, suppose φi : X
′′
i 99K X
′′′
i is the map. We let B
′′′
i , C
′′′
i , C
′′′(t)i, E
′′′
i
be the birational transform of B′′i , C
′′
i , C
′′(t)i and E
′′
i on X
′′′
i . Possibly replacing X by a resolved
data, we may assume that Xi 99K X
′′′
i is a morphism, and we define M
′′′
i and N
′′′
i to be the
pushdown of Mi and Ni to X
′′′
i .
Notice since φi is E
′′
i -positive, E
′′
i is not contracted. If C
′′
i is contracted and N
′′′
i ≡num 0, we
have
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KX′′′i + (1− ai)E
′′′
i +B
′′′
i +M
′′′
i ≡num 0.
But this contradicts to Lemma 5.4(3). Thus, either C ′′i is not contracted, or N
′′′
i 6≡num 0. Since
φi can be any partial MMP, and the (KX′′i + B
′′
i + C
′′
i +M
′′
i + ciN
′′
i )-MMP with scaling always
terminates with a Mori fiber space, we may assume that there exists a Mori fiber space structure
ψi : X
′′′
i → Ti.
If φi is not a birational map except finitely many i, we may assume φi : X
′′
i → Ti is not a
birational map for every i, and we define ψi = φi. For simplicity, we may write X
′′′
i = X
′′
i , B
′′′
i =
B′′i , C
′′′
i = C
′′
i , C
′′′(c)i = C
′′(c)i, E
′′′
i = E
′′
i ,M
′′′
i =M
′′
i and N
′′′
i = N
′′
i in the rest of the Step 4.
Step 5.1. If dimTi > 0
′′′, let F ′′′i be the general fiber of ψi and we consider the projective
generalized pair
(F ′′′i , (1 − ai)E
′′′
i |F ′′′i +B
′′′
i |F ′′′i + C
′′′
i |F ′′′i +M
′′′
i |F ′′′i + ciN
′′′
i |F ′′′i )
Now we are in the lower dimension case of Step 5 after replacing X ′′i , E
′′
i , B
′′
i , C
′′
i ,M
′′
i and N
′′
i by
F ′′′i , E
′′′
i |F ′′′i , B
′′′
i |F ′′′i , C
′′′
i |F ′′′i ,M
′′′
i |F ′′′i and N
′′′
i |F ′′′i . The claim is followed by induction on dimensions
in this case.
Step 5.2. If Ti is a point, then X
′′′
i is of Picard number 1. By Lemma 5.4(1), we have
(X ′′′i , E
′′′
i +B
′′′
i + C
′′′(c)i +M
′′′
i + cN
′′′
i )
is log canonical. Now we define
ri = inf
t>0
{KX′′′
i
+ E′′′i +B
′′′
i + C
′′′(t)i +M
′′′
i + tN
′′′
i is pseudoeffective}
Since X ′′′i is of Picard number 1, it is clear that ri is the unique number such that
KX′′′
i
+ E′′′i +B
′′′
i + C
′′′(ri)i +M
′′′
i + riN
′′′
i ≡num 0.
In particular, ri < ci since either C
′′′(ri)i 6= 0 or N
′′′
i 6≡num 0. Moreover, if ri is not contained
in an ACC set, it contradicts to Theorem 3.4. Thus, after possibly passing to a subsequence, we
may assume that ri is decreasing, and r = lim ri.
Case 2.1. r < c. In this case, after possibly passing to a subsequence, we may assume that ri < c
for every i. Thus,
KX′′′i +E
′′′
i +B
′′
i + C
′′′(c)i +M
′′′
i + cN
′′′
i
is pseudoeffective but not numerically trivial. Now we define
ti = sup
t>0
{KX′′′
i
+ tiE
′′′
i +B
′′′
i + C
′′′(c)i +M
′′′
i + cN
′′′
i is pseudoeffective}.
Since X ′′′i is of Picard number 1, ti is the unique number such that
KX′′′
i
+ tiE
′′′
i +B
′′′
i + C
′′′(c)i +M
′′′
i + cN
′′′
i ≡num 0.
By our construction, ti < 1. But notice that
KX′′′i + (1− ai)E
′′′
i +B
′′′
i + C
′′′
i +M
′′′
i + ciN
′′′
i ≡num 0.
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We have
ti > 1− ai.
Thus, by our construction of P,Q and ǫ, we get a contradiction. This finishes Case 2.1.
Case 2.2. After possibly passing to a subsequence, r = c and ri 6= c for every i.
In this case, we consider the generalized adjunction of
KX′′′i + E
′′′
i +B
′′′
i + C
′′′(ri)i +M
′′′
i + riN
′′′
i
to E′′′i .
Since either C ′′′(ri)i 6= 0 or N
′′′
i 6≡num 0, by Theorem 3.7, we have ri ∈ Nd−1(I1, I2;J). Since
c is the accumulation point of {ri}, the claim is followed by induction on dimensions in this case.
This finishes Case 2.2.
Case 2.3. After possibly passing to a subsequence, ri = c for every i. In this case, we consider
the generalized adjunction of
KX′′′i + E
′′′
i +B
′′′
i + C
′′′(c)i +M
′′′
i + cN
′′′
i
to E′′′i , and we find that c ∈ Nd−1(I1, I2;J). Moreover, it is clear that under either assumption of
Lemma 5.1, the corresponding claim holds. This finishes Case 2.3, and thus finishes Case 2.
Step 6. In this case we deal with Case 3. After possibly passing to a subsequence, we may assume
that ai = 0 for every i. Thus, (X
′
i,∆
′ + Γ′) is generalized log canonical but not generalized KLT,
and we may let πi : X
′′
i → X
′
i be a generalized DLT modification of (X
′
i,∆
′ + Γ′).
Possibly replacing Xi by a resolved data, we may assume that Xi → X
′′
i is s morphism. Let
B′′i , C
′′
i , C
′′(t)i be the strict transform of B
′
i, Ci and C
′(t)i on X
′′
i , M
′′
i and N
′′
i be the pushdown of
Mi and Ni to X
′′
i , and let Ei be the reduced exceptional divisor of πi. Then we have
KX′′i + E
′′
i +B
′′
i + C
′′
i +M
′′
i + ciN
′′
i = π
∗
i (KX′i +B
′
i + C
′
i +M
′
i + ciN
′).
SinceKX′′i +E
′′
i +B
′′
i +C
′′
i +M
′′
i +ciN
′′
i ≡num 0, KX′′i +B
′′
i +C
′′
i +M
′′
i +ciN
′′
i is not pseudoeffective,
and we may run a (KX′′i +B
′′
i + C
′′
i +M
′′
i + ciN
′′
i )-MMP with scaling of some ample divisor. Let
φi be any partial MMP. After possibly replacing Xi by a resolved data, we may assume Xi → X
′′′
i
is a morphism.
If φi is birational, we suppose φi : X
′′
i 99K X
′′′
i is the map. We let E
′′′
i , B
′′′
i , C
′′′
i be the strict
transform of E′′i , B
′′
i , C
′′
i on X
′′′
i , and M
′′′
i , N
′′′
i be the pushdown of Mi, Ni to X
′′′
i . Notice that φi is
E′′i -positive, so E
′′
i is not contracted.
If C ′′′i = 0 and N
′′′
i ≡num 0 for every i and C
′′
i 6= 0 for every i, then C
′′
i is contracted. In this
case, C ′′i intersects E
′′
i , and in particular we may pick a component S
′′
i of E
′′
i such that C
′′
i |E′′i 6= 0.
Now we consider the generalized adjunction of KX′′i + E
′′
i + B
′′
i + C
′′
i + M
′′
i + ciN
′′
i to S
′′
i . By
Theorem 3.7, we have ci ∈ Nd−1(I1, I2;J) and we are done.
If C ′′′i = 0, N
′′′
i ≡num 0 for every i, and after possibly passing to a subsequence, C
′′
i = 0 for
every i, then N ′′i 6≡num 0.
Let pi : Xi → X
′′
i and qi : Xi → X
′′′
i be the two morphisms. Since φi does not extract any
divisors, we can write
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p∗iN
′′
i = q
∗
iN
′′′
i + Fi.
where Fi is an R-divisor that is exceptional overX
′′′
i . SinceN
′′′
i ≡num 0, p
∗
iNi ≡num Fi is exceptional
over X ′′i , hence by the negativity lemma, −Fi ≥ 0. However, since (pi)∗Fi = 0, φi is N
′′
i -non-
negative, hence Fi ≥ 0. Thus, Fi = 0. Pick a general curve Σ
′′
i on X
′′
i such that N
′′
i · Σ
′′
i > 0, and
let Σi be its strict transform on Xi. Then we have
0 < N ′′i · Σ
′′
i = p
∗
iN
′′
i · Σi = q
∗
iN
′′′
i · Σi = N
′′′
i · (qi)∗Σi = 0
which is not possible.
Thus, for the rest of Step 6 we may assume that either C ′′′i 6= 0 or N
′′′
i ≡num 0 for every i.
Since φi can be any partial MMP, and since in this case all MMP with scaling terminates with a
Mori fiber space, we may assume there exists a Mori fiber space structure ψi : X
′′′
i → Ti.
If φi itself is a Mori fiber space, for simplicity below, in the rest of Step 6 we may write
X ′′′i = Xi, B
′′′
i = B
′′
i , C
′′′
i = C
′′
i , E
′′′
i = E
′′
i ,M
′′′
i =M
′′
i and N
′′′
i = N
′′
i , and define ψi = φi : X
′′′
i → Ti.
If dimTi > 0, let F
′′′
i be the general fiber of ψi and we consider the projective generalized pair
(F ′′′i , E
′′′
i |F ′′′i +B
′′′
i |F ′′′i + C
′′′
i |F ′′′i +M
′′′
i |F ′′′i + ciN
′′′
i |F ′′′i )
We have (F ′′′i , E
′′′
i |F ′′′i + B
′′′
i |F ′′′i + C
′′′
i |F ′′′i +M
′′′
i |F ′′′i + ciN
′′′
i |F ′′′i ) ∈ Rd−dimTi(I1, I2;J, ci), thus
ci ∈ Nd−dimTi(I1, I2;J). The claim is followed by induction on dimensions in this case.
If dimTi = 0, X
′′′
i is of Picard number 1. The theorem is followed by Case 1.
This finishes Case 3.
Step 7. In this case we deal with Case 4, and hence finish the proof.
In this case, a ≥ ǫ, so after possibly passing to a subsequence, we may assume that ai ≥
ǫ
2 for
every i. Now for every i, (X ′i,∆
′
i +Γ
′
i) is
ǫ
2 -generalized log canonical and hence in particular, X
′
i is
an ǫ2 -log canonical Fano variety. Thus, X
′
i is contained in a bounded family that only depends on
ǫ, which indeed, only depends on I1, I2, J and d by Theorem 3.11.
We define R0 = ⌈
2
ǫ ⌉!. Notice that for any component V
′
i of B
′
i or C
′
i, if the corresponding
coefficient equals to
w−1+u+vci
w
where w ∈ N+, v ∈ J and u ∈ I1, then w ≤ ⌈
2
ǫ ⌉.
Possibly passing to a subsequence, we may assume that the number of nonzero coefficients of
B′i, C
′
i are fixed, and let them be pb, pc; if we write Mi =
∑
mi,jMi,j and Ni =
∑
ni,jNi,j, where
each for each i, j, mi,j 6= 0 implies Mi,j 6≡num= 0 and ni,j 6= 0 implies Ni,j 6≡num 0, we may assume
that the number of mi,j for each i and the number of ni,j for each i are also both fixed, and let
them be pm and pn.
We write B′i =
∑pb
j=1 bi,jB
′
i,j and C
′
i =
∑pc
j=1 ci,jC
′
i,j in terms of their irreducible components.
Possibly passing to a subsequence again, we may assume that
bi,j =
wj−1+ui,j
wj
where ui,j ∈ I1, and wj ∈ N
+ does not depend on i. We may assume
ci,j =
w′j−1+u
′
i,j+civi,j
w′j
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where each vi,j ∈ J\{0}, u
′
i,j ∈ I1, and w
′
j ∈ N
+ does not depend on i.
Passing to a subsequence, we may assume that for every j, ni,j converges to n¯j ∈ J¯ = J , mi,j
converges to m¯j ∈ I¯2, ui,j converges to u¯j ∈ I¯1 and u
′
i,j converges to u
′
j ∈ I¯1.
Since X ′i is contained in a bounded family, for every i there exists a very ample Cartier divisor
H ′i on X
′
i such that vol(H
′
i) and −KX′i · (H
′
i)
d−1 are bounded from above. In particular, there
exists an integer U > 0 that only depends on I1, I2, J , such that for any i, −R0KX′i · (H
′
i)
d−1 ≤ U .
Moreover, for any integral divisor D′i on X
′
i, D
′
i · (H
′
i)
d−1 is an integer.
Let
Ai = R0KX′i · (H
′
i)
d−1 +
∑pb
j=1
R0
wj
(wj − 1)(B
′
i,j · (H
′
i)
d−1) +
∑pc
j=1
R0
w′j
(w′j − 1)(C
′
i,j · (H
′
i)
d−1);
Bi =
∑pb
j=1
R0
wj
ui,j(B
′
i,j · (H
′
i)
d−1) +
∑pc
j=1
R0
w′j
u′i,j(C
′
i,j · (H
′
i)
d−1) +
∑pm
j=1R0mi,j(M
′
i,j · (H
′
i)
d−1)
Ci =
∑pc
j=1
R0
w′j
vi,j(C
′
i,j · (H
′
i)
d−1) +
∑pn
j=1R0ni,j(N
′
i,j · (H
′
i)
d−1).
Then for any i,
Ai + Bi + ciCi = 0;
Ai ≥ −U , Bi, Ci ≥ 0.
We state a lemma that will be used in the proof of Theorem 1.5.
Lemma 5.6. If 1 is the only accumulation point of I1, and I2, J has no accumulation points except
∞, then Case 4 cannot happen.
Proof of Lemma 5.6. Since I2, J has no accumulation points except ∞, either ci converges to 0,
which we have already excluded this case in Step 1, or after possibly passing to a subsequence, for
every j, ni,j, vi,j, mi,j are all constants. Notice that by our assumption, ui,j, u
′
i,j < 1− ǫ, hence
after possibly passing to a subsequence, we may assume that ui,j, u
′
i,j are all constants. From our
construction, Ai ∈ Z, thus Ai is contained in a finite set that only depends on U , and we may
assume that Ai is a constant. But now
ci =
−A〉−B〉
C〉
must be a constant, which is not possible.

Step 7 continued. Notice that from our construction, Ai ∈ Z, Ci ∈ J , and Bi is a sum of elements
contained in I1, I2. Since Ai ≥ −U , Bi ≤ U , hence Bi is contained in a DCC set that only depends
on I1, I2 and U .
Since Ai ∈ Z, Ai is contained in a finite set that only depends on U . By our assumption, Ci > 0,
hence Ai < 0. Thus,
Bi
−Ai
is contained in the DCC set
I := ( 1U !(I1 ∪ I2))+,
and Ci−Ai is contained in the DCC set
J = 1U !J
The accumulation points of ci are then of the form
1−α
β
where β ∈ J¯ and α ∈ I¯.
Thus c ∈ GLCT1(I
′
1 = I¯, {0};J
′ = J¯ ) by Lemma 4.1, hence Case 4 holds, and hence Claim 5.1
holds. 
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6 Proof of the theorems
Proof of Theorem 1.6. This is immediately followed by Claim 5.1 and Lemma 4.3 when d ≥ 3,
Lemma 5.2 when d = 2. 
Proof of Theorem 1.5. Let J˜ = {0} ∪ {
∑
k jk|jk ∈ J}. Then J˜ ⊂ [0,∞) is DCC and closed under
addition. Notice that
(i) If I, J ⊂ Q and all the accumulation points of I, J are contained in Q, then ({1} ∪ I)+, J˜
and all their accumulation points are both contained in Q.
(ii) If I only has finitely many accumulation points, ({1} ∪ I)+ only has finitely many accumu-
lation points.
(iii) If J does not have any accumulation point except ∞, J˜ does not have any accumulation
point except ∞.
Thus, after possibly replacing I by ({1} ∪ I)+, J by J˜ , we may assume 1 ∈ I = I+, and J is
closed under addition.
Let I1 = I2 = I, then the main part of Theorem 1.5 is followed by Theorem 1.6 by noticing that
GLCTd−1(I
′
1, {0};J
′) ⊂ GLCTd−1(I
′
1, I
′
1;J
′). By Theorem 1.6, from the construction of J ′ and I ′1,
if I¯1, I¯2 and J¯ are all contained in Q, then GLCTd−1(I
′
1, I
′
1;J
′) ⊂ Q, and hence Theorem 1.5(1)
holds.
To prove (2), by using induction on dimension, we only need to prove that GLCT1(I
′
1, {0}, J
′)
only has finitely many accumulation points.
Notice that if J has finitely many accumulation points, since it is closed under addition, J only
has ∞ as its accumulation point. Moreover, if I1, I2 has finitely many accumulation points,
1
N (I¯1 ∪ I¯2)
only has finitely many accumulation points. Moreover, let c > 0 be a lower bound of elements 6= 0
that contained in I ′1. Clearly c only depends on I1, I2.
For any c ∈ GLCT1(I
′
1, {0}, J
′), each c is of the form
c =
1−
∑p
l=1
il
j
where p ≤ 1c and il ∈
1
N (I¯1 ∪ I¯2).
Now we use induction on the order of accumulation points: If all the possible m-th order
accumulation points of GLCT1(I
′
1, {0}, J
′) are either 0 or of the form
cm =
1−
∑p−m
l=1
il+
∑m
l=1 λl
j
where j ∈ J , p ≤ 1c , each il ∈
1
N (I¯1 ∪ I¯2) and each λl ∈ ∂(
1
N (I¯1 ∪ I¯2)), then the (m+ 1)-th order of
GLCT1(I
′
1, {0}, J
′) are either 0 or of the form
cm+1 =
1−
∑p−m−1
l=1
il+
∑m+1
l=1
λl
j .
In particular, letm = ⌈1c ⌉+1. Then the onlym-th order accumulation point ofGLCT1(I
′
1, {0}, J
′)
is 0, and there’s not (m+ 1)-th order accumulation point of GLCT1(I
′
1, {0}, J
′). 
Proof of Theorem 1.7.
Step 1. First we show that
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∂GLCTd(I1, I2;J) ⊂ GLCTd−1(I1, I2;J).
By Lemma 5.6 for dimension ≤ d, Case 4 of Claim 5.1 cannot happen in any dimension ≤ d.
Now the main part of the theorem follows from Claim 5.1, Case 1,2,3 for d ≥ 3 and Lemma 5.2 for
d = 2.
(1) and (3) are immediately followed from the main part of the theorem. To prove (2), the
set of all (d− 2)-th order accumulation point are contained in GLCT2(I1, I2, J), which is equal to
N1(I1, I2;J). For any c ∈ N1(I1, I2;J), c is of the form
2−i1−i2
j
where i1 ∈ (I1)+ = I1, i2 ∈ (I2)+ = (I1)+ = I1, and j ∈ J+ ⊂ J . Since 1 is the only accumulation
point of I1, the accumulation points of N1(I1, I2;J) are either 0, or of the form
1−i1
j
where i1 ∈ I1 and j ∈ J . Notice that {
1−i1
j |i1 ∈ I1, j ∈ J} = GLCT1(I1, I2;J), and the only
possible accumulation point for numbers of the form 1−i1j is 0. Thus, the d-th order accumulation
point set of GLCTd(I1, I2;J) is {0}, and there’s no (d+ 1)-th order accumulation point.
Step 2. We show that
∂GLCTd(I1, I2;J) ⊃ GLCTd−1(I1, I2;J),
thus finishing the proof.
Suppose s = glct(X ′, B′ +M ′, C ′ +N ′) for some generalized pair (X ′, B′ +M ′) where X ′ is of
dimension d − 1, B′ ∈ I1, M
′ ∈ NEFX/X′(I2), C
′ ∈ J and N ′ ∈ NEFX/X′(J) for some X with
morphism g : X → X ′. After possibly taking a generalized DLT modification of (X ′, B′+M ′, C ′+
N ′), we may assume that X ′ is Q-factorial. Since s is the generalized log canonical threshold,
there exists a generalized log canonical center F ′ ⊂ X ′ of (X ′, B′ + sC ′ +M ′ + sN ′), such that
ga(X ′, B′ + (s+ ǫ)C ′ +M ′ + (s+ ǫ)N ′) < 0 for any ǫ > 0.
If F ′ is not a closed point, after possibly cutting X ′ by general hyperplanes, we have s ∈
GLCTd−1−k(I1, I2;J) for some k > 0. Thus, by using induction on dimension and by Lemma 4.1,
we have
s ∈ GLCTd−1−k(I1, I2;J) ⊂ ∂GLCTd−k(I1, I2;J) ⊂ ∂GLCTd(I1, I2;J).
Thus, we may assume that F ′ = {p} is a closed point.
Write C ′ =
∑
i ciC
′
i into its irreducible components. After possibly taking repeated cyclic covers
of KX and each C
′
i near p where we let f
′ : X¯ ′ → X ′ be the morphism, we may assume that KX¯′
and each C¯ ′i := f
′∗C ′i is Cartier near p.
Let B¯′, C¯ ′, M¯ ′, N¯ ′ be the pullback of B′, C ′,M ′, N ′ on X¯ ′, X¯ = X¯ ′ ×X′ X, f : X¯ → X and
g¯ : X¯ → X¯ ′ be the corresponding morphisms, and let M¯ , N¯ be the pullback of M,N on X¯ . For
any prime divisor E on X, let E¯ be the prime divisor on X¯ that dominates E.
Near the generic point of E¯, for any generalized pair (X ′,∆′ + Γ′) with data (Γ,X → X ′), we
let ∆¯′ = f ′∗∆′ and Γ¯′ = f ′∗Γ′. Suppose r is the ramification index of f along E¯.
Then since f ′ is unramified in codimension 1, we have
KX¯ = g¯
∗(KX¯′) + (ga(E¯, X¯
′, ∆¯′ + Γ¯′)− 1)E¯ = g¯∗f ′∗KX′ + (ga(E¯, X¯
′, ∆¯′ + Γ¯′)− 1)E¯
and
KX¯ = f
∗KX + (r − 1)E¯ = f
∗(g∗(KX′ + (ga(E,X
′,∆′ + Γ′)− 1)E) + (r − 1)E¯ =
f∗g∗KX′ + (r · ga(E,X
′,∆′ + Γ′)− 1)E¯.
Thus, since g¯∗f ′∗KX′ = f
∗g∗KX′ , we have r · ga(E,X
′,∆′ + Γ′) = ga(E¯, X¯ ′, ∆¯′ + Γ¯′).
In particular, we have s = glct(X¯ ′, B¯′+M¯ ′; C¯ ′+N¯ ′). Thus we may replaceX ′,X,B′, C ′,M ′, N ′,M,N
by X¯ ′, X¯, B¯′, C¯ ′, M¯ ′, N¯ ′, M¯ , N¯ , and assume that each component of C ′i is Cartier near p.
After possibly replacing X ′ by a neighborhood near p and possibly replacing X, we may assume
that X ′ ∼= Spec R. Now consider the Cartier divisors D′i,k contained in Spec(R,xd)
∼= X ′×A1 that
corresponds to the ideal (ci, x
k
d) for every integer k > 0, where ci is defined by
ci · OX = OX(−C
′
i).
We consider
sk := glct(X
′ × A1, B′ × A1 +M ′ × A1,
∑
i ciD
′
i,k +N
′
i × A
1)
Then since each si is a fixed positive real number, by following the same lines of the proof
of [Kol97, Proposition 8.21], for k ≫ 0, we have sk = s +
1
k , thus after possibly passing to a
subsequence, sk forms a strict decreasing sequence that converges to s. Since sk ∈ GLCTd(I1, I2;J)
by our construction, we conclude that ∂GLCTd(I1, I2;J) ⊃ GLCTd−1(I1, I2;J), and the proof is
finished.

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