Large Scale Simulation of Spinodal Decomposition by Zheng, Xiang
Large Scale Simulation of Spinodal Decomposition
Xiang Zheng
Submitted in partial fulfillment of the
requirements for the degree
of Doctor of Philosophy







Large Scale Simulation of Spinodal Decomposition
Xiang Zheng
Spinodal decomposition is a process in which a system of binary mixture eventually evolves to
the separation of two macroscopic phases. Such phase separation occurs in a thermodynamically
unstable state. A number of binary mixture experiments have demonstrated the phenomenon of
spinodal decomposition. Many models have been proposed to describe the evolution of the spinodal
decomposition. The Cahn-Hilliard (CH) partial differential equation, which includes an order pa-
rameter and a free energy, and evolves to minimize the energy, has frequently been used as a phase
field model.
Due to random thermal fluctuations that are inevitable in physical systems, the CH equation
might be unrealistic for the overall decomposition process. Experimental results demonstrate the
existence of Brownian motion in the spinodal decomposition, which suggests that diffusion (de-
terministic contribution) and the noise (stochastic contribution) both have an essential influence on
the rate of spinodal decomposition. Therefore, a stochastic process should be part of a realistic
mathematical model of the overall decomposition process. In order to overcome the disadvantage
that the CH equation ignores physically significant thermal fluctuation, the CH equation with a ther-
mal fluctuation term has been proposed, where the thermal fluctuation is modeled by a time-space
Brownian motion. The CH equation with the thermal fluctuation was first considered by Cook, so
the extended CH equation is also known as the Cahn-Hilliard-Cook (CHC) equation.
Since Cook proposed the CH model with stochastic noise, the CHC equation has been studied
extensively in analytical aspects. However, there are few publications on the numerical simulations
of the CHC equation. To our knowledge, the numerical solutions presented in the literature are
limited to the early part of the simulation and employ a simple polynomial potential. In this thesis,
both of the CH and CHC equations are studied numerically at reasonably high resolution in two and
three dimensions.
For the CH equation, the implicit Newton-Krylov-Schwarz (NKS) method efficiently models
the evolution to equilibrium of spinodal decomposition and scales well on parallel supercomputer.
Our numerical results demonstrate that the spinodal decomposition occurs rapidly in the early stage
and subsequently leads to the steady separation.
For studying the CHC equation, we are primarily interested in the properties of steady state,
such as the energies, statistical moments, and morphology. This motivates our choices for the
numerical frameworks for analyzing the CHC equation. The CHC equation is a stochastic partial
differential equation involving a biharmonic form and a noise forcing term. When the potential term
is a polynomial, the CHC equation is split into a lower order PDE system of two harmonic equations.
The space is discretized by the standard C0 finite element method. The evolution of the spinodal
decomposition and the effect of the thermal fluctuation are studied in 2D. For obtaining numerical
results of the CHC equation with a more realistic logarithmic potential efficiently, especially in
3D, a fully implicit, cell-centered, finite difference scheme in the original biharmonic form, and
an adaptive time-stepping strategy are combined to discretize the space and time. The numerical
scheme is verified by a comparison with an explicit scheme. At each time step, the parallel NKS
algorithm is used to solve a nonlinear spatially discretized system. We discuss various numerical
and computational challenges associated with the cell-centered finite difference-based, massively
parallel implementation of this framework. We present steady state solutions of the CHC equation in
2D and, for the first time, in 3D. The effect of the thermal fluctuation on the spinodal decomposition
process is studied. We demonstrate that the thermal fluctuation is able to accelerate the spinodal
decomposition process, and change the final steady morphology. We also study the evolution of
energies and statistical moments, from the initial stage to the steady state. It is shown that the
implicit approach scales reasonably well on supercomputers with thousands of processor cores.
Next, we study the CHC equation from the statistical perspective. A parallel domain decom-
position method, based on the Wiener chaos expansion (WCE) and the Karhunen-Loe`ve expansion
(KLE), is presented. Applying the two expansions to time-space white noise, we transform the CHC
equation into a deterministic form. The main advantage of the Wiener chaos approach is that it sep-
arates deterministic and random effects, and factors the latter out of the primary stochastic partial
differential equation effectively and rigorously. Therefore, the stochastic partial differential equa-
tion can be reduced to its propagator: a system of deterministic equations for the coefficients of the
Wiener chaos expansion. Formulae for the expansion of high order nonlinear terms are presented,
which involve the solutions of the propagator. Compared to the Monte Carlo (MC) method, the
Wiener chaos approach does not require the generation of random numbers. The Karhunen-Loe`ve
expansion is able to capture the principal component of the random field. A domain decompo-
sition method is used to solve the equation system, which is discretized by a stabilized implicit
cell-centered finite difference scheme. An NKS algorithm is applied to solve the nonlinear sys-
tem of equations at each time step. The evolution of the spinodal decomposition and respective
variances are demonstrated. Numerical results demonstrate that the parallel domain decomposition
method scales well to a thousand processor cores. For short time, the Wiener chaos Karhunen-
Loe`ve expansion (WCKLE) method is more efficient than the Monte Carlo simulation. We simulate
the whole spinodal decomposition process by the Wiener chaos Karhunen-Loe`ve expansion Monte
Carlo (WKCLE-MC) hybrid method, and obtain the distinctive separation stage for long time.
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CHAPTER 1. INTRODUCTION AND MOTIVATION 1
Chapter 1
Introduction and Motivation
Spinodal decomposition is a process in which a system of binary mixture eventually evolves to
the separation of two macroscopic phases. Such phase separation occurs in a thermodynamically
unstable state [2]. Spinodal decomposition differs from other kinetic mechanisms in that it occurs
in the unstable region of a phase diagram. Recently, a number of binary mixture experiments have
shown the occurrence of spinodal decomposition [3, 4].
Proposed in 1958, the Cahn-Hilliard (CH) equation is initially introduced to describe the spin-
odal decomposition in the binary alloy [5, 6]. The CH equation, which features an order parameter,
free energy, and minimum energy evolution, has been frequently used in applied science. It is an
Eulerian phase field model, which is applied for understanding the phase separation phenomena for
various types of fields, such as ceramics [7], image processing [8], multiphase fluid flow [9], poly-
mers [10], solid tumor growth [11], tumor growth [12], electromagnetic driven void migration [13],
and even planetary dynamics [14]. It is found theoretically and experimentally that the equation
has a broad range of application from nanoscale immersion precipitation [15] to the planetary-scale
irregular structure in Saturn’s B ring [14]. Simultaneously we have witnessed considerable progress
in developing numerical and computational methods to support application efforts.
From the pioneering works of Langer et al. [16], substantial progress has been made in the in-
vestigation of the CH equation for the numerical modeling and simulation of the phase transition
phenomena [17, 18]. Numerous methods have been used on the simulation of the CH equation,
including finite difference [19], finite element [20, 21], and finite volume methods [22]. Due to the
flexibility of geometric shapes, finite element methods have also been useful in studying the CH
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equation. Besides the research on the simulation of the CH equation, some works concentrated on
preserving key properties of the CH equation, such as the long-time behavior [23], the mass conser-
vation [19], etc. Since Cahn and Hilliard viewed the phenomenon as the decrease of a nonconvex
energy function, the dissipation of the energy has become one of the most important criteria for the
simulation of the CH equation [21]. Zhang et al. considered the CH equation in the 2D domain
with a nonconforming finite element method [21], and demonstrated the dissipation of system en-
ergy. Other mixed finite element methods have also been applied to study the asymptotic limit of
the CH equation [24, 25]. Recently, the surface finite element method has become a simple and
straightforward tool to compute the mass and element stiffness matrices [26].
Most published work on the CH equation has concentrated on two-dimensional problems. Only
recently has progress been made to simulate 3D morphology evolution of the CH equation. Using
an efficient algorithm to overcome the difficulty of the long time property of the coarsening process,
Gomez et al. obtained the evolution of morphologies, energies, and statistical moments, from an
early random initial condition to the steady state [17]. With an adaptive time stepping method, Wodo
et al. analyzed various implicit time schemes, adjusted the time-scale by five orders of magnitude,
and generated all five hypothesized local solutions of the CH equation in 3D [27]. Yang et al.
discretized the CH equation with a nonlinear stable, cell centered finite difference scheme and an
adaptive time stepping scheme. Using the platform of a BlueGene supercomputer, they obtained
the same steady morphology, and observed that the lower order interface condition in the additive
Schwarz preconditioner leads to a faster convergence, and scales well with thousands of processors
[28].
Experiments reveal the existence of the Brownian motion in the spinodal decomposition [29].
Therefore, only a stochastic process can correctly describe the overall decomposition process [30].
Galenko et al. suggested that the diffusion field (deterministic contribution) and the noise (stochastic
contribution) both have an essential influence on the rate of spinodal decomposition [31]. Due to the
lack of the thermal fluctuation, the CH equation might be unrealistic for the overall decomposition
process, especially for the early stage [32]. The CH equation with an added thermal fluctuation term
was first considered by Cook [29]. Cook found that the thermal fluctuation played an important role
in the early stage of the spinodal decomposition. Thus, the extended CH equation, which includes
the modeling of the thermal fluctuation, is also known as the Cahn-Hilliard-Cook (CHC) equation.
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Since Cook proposed the stochastic CH model in 1970, the CHC equation has been substantially
studied in analytical aspects. Cardon-Weber found that, for the CHC equation with a certain nonlin-
ear diffusion coefficient, the solution not only exists, but also is unique and locally differentiable in
the sense of the Malliavin calculus [36]. Based on stochastic integral calculus, Galerkin approxima-
tions, and a Neumann Laplacian operator, Antonopoulou et al. analyzed the CHC equation with the
multiplicative white noise on bounded convex domains, proved existence of solutions on general
domain for one and two dimensions [37]. Bo et al. considered the CHC equation driven by Le´vy
space time white noise with Neumann boundary conditions, and proved the existence of a unique
solution under some mild assumptions on the coefficients [38].
There are few published numerical results on the CHC equation. To our knowledge, the nu-
merical solutions presented in the literature are limited to the early part of the simulation and to the
polynomial potential. Recently the numerical study on the CHC equation has received more atten-
tion. Hawick et al. discussed various discretization schemes for integrating the CHC system, and
the efficient visualization of the morphology evolution [39]. Based on the CHC equation, Rogers
et al. numerically studied not only the effect of the thermal fluctuation in the early stage, but also
the domain growth for a critical quench in the late stage in 2D [33, 34]. Shardlow developed a
convergence theory for a finite difference approximation of generalized CH equations with additive
time space white noise [40]. Using a finite difference method, Cardon-Weber developed an implicit
scheme of the CHC equation, which converges in probability, and is uniform in time and space [41].
Kova´cs et al. introduced spatial approximation based on a finite element method, and proved error
estimates of optimal order and strong convergence [42].
Another significant point of research is the statistical aspect of the CHC equation. Considering
the relatively complex structure of the CHC equation, numerical simulations play an important
role in the exploration of the statistical results. Currently the Monte Carlo (MC) method is the
most popular tool in simulating the stochastic partial differential equations (SPDEs). The idea
of Monte Carlo method is straightforward: simply replicate the evolution of CHC equation many
times, and thereby obtain various statistical properties, such as the mean, variance, etc. However,
the MC method, as well as its modifications, has some limitations in applications to SPDEs driven
by Brownian motion. One disadvantage is that generally the computation time is huge, because
there should be enough replication numbers to obtain reliable estimates of statistical results. Due to
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the high compute cost of the MC method and the complex stochastic structure of Brownian motion
in the CHC equation, most MC work is in low resolution or high variance.
As shown above, a wide spectrum of the CHC equation is under study, which will aid insight
into applications (e.g., fluid shear effects, non-homogeneous evaporation, and crystallization). In
this thesis work, we propose efficient computational approaches to solve the CHC equation from a
number of perspectives.
For understanding the CHC equation statistically, we use the Wiener chaos expansion (WCE)
and Karhunen-Loe`ve expansion (KLE) to transform the CHC equation into a PDE system. One
of the advantages of the expansion method is that it separates the deterministic and random parts,
leading to a more efficient performance. A finite difference scheme, an adaptive time strategy, and
an NKS algorithm are combined to solve the high dimensional PDEs numerically.
The high spatial order and the noise in the equation make the task highly demanding, espe-
cially for the analysis of the 3D morphology evolution. For studying the system evolution, such
as energies, statistical moments, etc., we solve the original CHC equation based on finite element
and finite difference schemes in 2D and 3D. For the finite element method, we use a second-order
splitting method to decrease the order of the equation and then discretize the spatial variable by C0
continuous elements. For the finite difference scheme, the space is discretized by the fully implicit,
cell centered scheme at each time step. The time step size is decided by an adaptive time strategy
using the information of the previous time level. Based on the Box-Mueller algorithm, the thermal
fluctuation is discretized by the Gaussian distribution random numbers. For each grid point at each
time step, we generate nd-dimensional vector (nd = 2, 3 for 2D and 3D problems respectively) to
simulate the random force [43].
After expansion and discretization for the space, time, and random noise, the SPDE or the PDE
system becomes a set of nonlinear algebraic equations at each time step. An NKS algorithm is
used to solve the nonlinear problem [44–50]. As its name suggests, the NKS algorithm, which is a
parallel algorithm for solving the nonlinear algebraic equation system, has three main components:
(1) an inexact Newton method for solving the nonlinear system at each time step, with the solution
of the previous time step as the initial guess; (2) a Krylov subspace method (GMRES) for solving
the Jacobian equation at each Newton step; and (3) a Schwarz preconditioner (restrictive additive
Schwarz) to accelerate the convergence of the Krylov subspace method.
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With a good initial guess, the Newton method converges rapidly. For solving the CHC equation,
the initial guess at each time level is chosen as the solution at the previous level. At each Newton
iteration, we need to solve linear equation system for the inexact Newton method. Direct methods
are dramatically expensive as a result of algorithm complexity and storage limit, especially for large
scale problems, for instance, numbers of unknowns are in millions or even billions. Krylov subspace
methods [51], which were introduced as a direct method in the 1950s [52] and reintroduced by Reid
as an iterative method in the 1970s [53], have become popular approaches for solving large scale
linear equation systems, and are used in our study.
From a computational point of view, one of the most important characteristics of these methods
is that matrix needs to be accessed only in the form of matrix-vector products for carrying out the
iteration. For nonlinear problems, the Jacobian matrix is not always available; most of the time, it is
impossible to get an analytical form of the Jacobian matrix. Therefore, Krylov methods are applied
widely in these problems, since we can use the Jacobian-free feature of the method.
For large-scale problems, for example, the CHC problem with a mesh resolution of 1283, par-
allel supercomputer systems are required to solve the problem. Schwarz Domain Decomposition
(SDD) methods have been extensively developed for finite difference/element/volume PDE dis-
cretization over the past decade, as reported in the proceedings of the international conferences on
domain decomposition methods. Due to the parallel properties, the SDD methods provide a very
natural way to derive algorithms for large scale linear systems. Their scalability is determined by
two factors: (1) implementation scalability, in the sense that time per iteration is reduced in inverse
proportion to the number of processors (strong scaling), or that time per iteration is constant as prob-
lem size and processor number are scaled proportionally (weak scaling); (2) algorithmic scalability,
in the sense that the number of iterations to convergence does not grow with increased numbers
of processors (or problem size). For PDEs, the latter is challenging because the requirement of a
scalable implementation generally forces parameterized changes in the algorithm as the number of
processors grows. The key to achieve algorithm scalability is preconditioning to accelerate conver-
gence of iterative solvers.
The implementation of the algorithms in our study is based on the Portable Extensible Toolkit for
Scientific computation (PETSc) library from the Argonne National Laboratory [54], which provides
a convenient test environment for studying the parallel performance of the NKS and many other
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algorithms.
We have explored the Wiener chaos Karhunen-Loe`ve expansion (WCKLE) method for studying
the CHC equation. The CHC equation is reduced to a deterministic PDE system for the expansion
coefficients of the random fields. All the statistical information of the binary mixture system can
be obtained by these expansion coefficients, of which the PDE system is also the Cahn-Hilliard
structure. It is found that for short time the WCKLE method is faster than Monte Carlo method.
Another advantage of the WCKLE method is the avoidance of random numbers. We also tested the
scalability of the WCKLE method. It is shown that the WCKLE method scales well with the NKS
algorithm on up to a thousand processor cores. With the RAS preconditioner and LU subdomain
solver, the parallel speedup is super unitary with increase of processor number. For long time, we
have used WCKLE-MC hybrid method, and obtained the final steady state. The evolutions of the
mean and variance solution are demonstrated.
We have also obtained the evolution of the morphology, energies, and statistical moments in
both 2D and 3D based on finite difference method and NKS solvers. It is found that the thermal
fluctuation accelerates the spinodal decomposition process. For particular parameters, we compare
the final steady morphology with that obtained from solving the deterministic CH equation, and find
that the stochastic noise is able to change the final steady morphology. To address scalability issues
of large scale applications, we extend our solver with a parallel implementation. In several tests, we
notice scalability up to thousands of processors, but in others we have not found so.
There are a number of significant future challenges in our work. One is how to improve effi-
ciency of solution of the WCKLE PDE system. Taking advantage of the similarity of the PDEs, we
will design the optimal strategy and preconditioner for solving the PDE system, and thus decrease
the computing time. Next, we will extend the Schwarz methods to multiple levels so that even
higher resolution problems can be solved efficiently a larger number of processors. Our efforts were
focused on the CHC equation, but the methodology demonstrates a powerful tool in studying similar
problems, such as Allen-Cahn equation, the Kadomtsev-Petviashvili equation, and other high-order
systems of contemporary interest.
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Chapter 2
The Physical Phenomena: Spinodal
Decomposition
In this chapter, we discuss phenomena of spinodal decomposition. For understanding the phenom-
ena, different experiments are described.
2.1 Properties of spinodal decomposition
2.1.1 Spinodal decomposition in the binary mixture system
A binary mixture system consists of two components A and B, combined as alloys [55, 56], liq-
uids [57], solids [58], polymers [59, 60], ceramics [61], tumor tissues [11, 62]. Collective diffusion
and nucleation are common phenomena in these systems. It is found that collective diffusion and
nucleation are strongly related to spinodal decomposition, especially at the critical point of unmix-
ing [63].
Spinodal decomposition is a process through which a thermodynamically unstable system sep-
arates into two phases of different either chemical species or compositions. Using light, neutron or
X-ray scattering, spinodal decomposition is observed in binary mixture systems. In movies [64,65],
we can see the microstructural evolutions of spinodal decomposition for binary alloys. Spinodal
decomposition is a special case of the initial stage of a phase transformation, in which a solution
of two or more components can separate into distinct regions or phases with different chemical
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compositions and properties.
Spinodal decomposition describes phase transition via unstable states. Fig. 2.1 is an experimen-
tal demonstration of spinodal decomposition [1]. Due to the great variety and the unifying nature
of the physical principles, spinodal decomposition is an interesting and significant topic in exper-
imental, computational, and theoretical physics. It provides a way to produce a finely dispersed
microstructure that can enhance the physical properties of the material.
Figure 2.1: Unsintered Vycor, with one phase replaced by lead, ×200, 000 [1]
2.1.2 The early and late stage of spinodal decomposition
Spinodal decomposition is often too fast to be captured in experiments. In the early stage, the
decomposition will be initiated by the growth of the sinusoidal composition fluctuations, which
leads to a narrow band of wavelengths [55]. The wavelength with the maximum growth rate is in the
center that is typically the order of 100 A. It is the balance of the competition of diffusion distance
and interfacial energy. The decrease of wavelength will lead to the reduction in diffusion distance,
and then the decrease of the growth rate. On the other hand, the incipient interfacial energy will
increase, associated with sharp concentration fluctuations. In the late stage, hydrodynamic effects
play an important role, the domain growth is driven by the flow from the interface tension, and the
coarsening of domains separated by interfacial-tension-driven viscous flow [66].
2.1.3 The thermal fluctuations in spinodal decomposition
Compared to other transport phenomena, binary mixing can be driven not only by convection but
also by diffusion, which is induced by their random thermal fluctuations. Thermal fluctuations re-
sult from atomic collisions with the surrounding atoms. In [67], a physical movie of the thermal
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fluctuation is demonstrated. Experiments on spinodal decomposition indicate that the thermal fluc-
tuation is significant in the early stage [68]. Cook found the existence of Brownian motion during
the spinodal decomposition process [29]. This motion is the solid solution counterpart of the pollen
movement observed by the botanist, Robert Brown. The pollen movements resulted from collisions
with the molecules of the surrounding liquid. The solute movements result from collisions with the
surrounding atoms. Both processes are necessary for establishing equilibrium and responsible for
the equipartition of thermal energy kBT , where kB is the Boltzmann’s constant. For the pollen par-
ticles, the equipartition energy represents the mean kinetic energy associated with each component
of the velocity of the particles at equilibrium; for the solute atoms, the equipartition energy repre-
sents the mean free energy associated with each of the Fourier coefficients of the fluctuating solute
distribution at equilibrium. Fig. 2.2 is the schematic demonstration of Brownian motion. Okada
et al. [68] pointed out that the CHC model including the thermal fluctuation could best represent a
binary polymer system in its early stage of spinodal decomposition.
Figure 2.2: Random solute movements, Brownian motion, resulting from collisions with the sur-
rounding solvent atoms.
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Chapter 3
Phase Field Models for Spinodal
Decomposition
Since the spinodal decomposition is a phenomenon frequently encountered in applied science, a
number of models are proposed for understanding it quantitatively. These models are based on the
fact that spinodal decomposition is clearly a non-equilibrium and nonlinear process. In this chapter,
some classical models are presented.
3.1 The Cahn-Hilliard model
The CH equation was first introduced by Cahn and Hilliard in the 1950s [5, 6, 69]. Resting on the
basic ideas of Landau’s theory of the nonlinear field, the CH equation has become a common model
for understanding the spinodal decomposition.
3.1.1 The free energy of a binary mixture system
For a binary mixture system composed of two species with local concentrations cA(x, t) and cB(x, t),
where cA and cB ∈ [0, 1] and cA + cB = 1, we use u(x, t) to represent the concentration difference
of the species. That is, u(x, t) = cA(x, t) − cB(x, t) ∈ [−1, 1]; u = 1 represents pure A and
u = −1 represents pure B. The CH model is based on the assumption that the local free energy
f per molecule in a nonuniform region depends both on the local composition and the immediate
environment. Another assumption is that the composition gradient is small compared with the inter-
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molecular distance and takes the nonuniform property u and its derivatives as independent variables.
Suppose f is a continuous function of u and ∇u; it can be therefore expanded in a Taylor series
about f0, which is the free energy of the uniform composition u0. Therefore, we can express the
composition property:





























For an isotropic medium, the symmetry will reduce Li, k
(0)






ij = k1δij = [∂f/∂∇2u]0δij ,
k
(2)
ij = k2δij = [∂
2f/(∂|∇u|)2]0δij . (3.3)
Cahn and Hilliard considered this case. (3.1) can have a more specific form:
f(u,∇u,∇2u, · · · ) = f0(u) + k1∇2u+ k2(∇u)2 + · · · . (3.4)





[f0(u) + k1∇2u+ k2(∇u)2 + · · · ]dV, (3.5)
where Nv is the number of molecules per unit volume. Also the term
∫









k1∇u · nds. (3.6)
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The CH model did not consider the effects at the external surface, so∇u·n in (3.6) can vanish [5,6].




[f0(u) + k(∇u)2 + · · · ]dV, (3.7)
where k = −[∂2f/∂u∂∇2u]0 + [∂2f/(∂|∇u|2)]0. (3.7) reveals that the free energy of a small
volume of nonuniform solution can be approximated as two components: one in a homogeneous
solution and the other in the gradient of the local composition. The first term in (3.7) is called
the free energy of mixing (or bulk energy), which governs phase separation and depends only on
the local concentration. The second term in (3.7) is called interfacial energy, which depends on
the concentration gradient and an interfacial parameter. The system evolves to minimize the total
energy and search for the equilibrium concentrations.
3.1.2 The free energy of mixing
For the spinodal decomposition, the free energy of mixing is a nonconvex, double-well function of
the concentration. Two minima are characterized by the same chemical potential difference of indi-
vidual components in two separated phases. The system tries to find the equilibrium through phase
separation, which is called uphill diffusion since the diffusion takes place against the concentration
gradient.
Some models have been proposed to describe the free energy of mixing. One common model,
which was derived by Flory and Huggins, serves well in polymer membrane formation [15] and
organic solar cell devices [70]. For simplicity, we assume both components have the same molar




((1 + u) ln(1 + u) + (1− u) ln(1− u)− θu2), (3.8)
where θ is the ratio of critical temperature Tc and temperature T [71]. For θ > 1, the nonconvex
chemical free energy has a double-well form and drives the phase separation into two binodal points,
while for θ ≤ 1, it has only one well and generates a single phase. In this thesis, we take the quench
ratio θ = 3/2.





(u2 − 1)2, (3.9)
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where γ scales the free energy of mixing.
3.1.3 The Cahn-Hilliard equation
The CH equation describes the kinetics of phase separation and coarsening. In the previous sec-









= −∇ · J. (3.11)
Combining (3.7), (3.10) and (3.11), we get the famous CH equation.
Let Ω be a bounded domain, ∂Ω the boundary of Ω, and n the unit outer normal vector ∂Ω. The





, x ∈ Ω,
u|t=0 = u0, x ∈ Ω,
(3.12)
In this equation, the boundary condition can be zero flux
∂nu = ∂n∆u = 0, x ∈ ∂Ω,
or periodic.
3.2 The Cahn-Hilliard-Cook model
Motivated by the thermal fluctuation observed in experiments, Cook [29] added a source to the CH
model. The CHC model explains several discrepancies between theory and experiment especially
during the early stage of the spinodal decomposition [34].
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3.2.1 The Cahn-Hilliard model with the thermal fluctuation
Numerical experiments show that the CH model breaks down at weak initial intensities, especially





For the CH model, consider the infinity case: the binary mixture system at t = ∞, in which the
composition u|∞ approaches equilibrium
δF
δu
|∞ = 0. (3.14)
Therefore, the flux J is zero and static, which means no atomic movements occur. However, this
conclusion is inconsistent with experiments [29]. In fact, the equilibrium state is also dynamic, and
the movement of composition is Brownian motion resulting from collisions with the molecules of
the surrounding environment. Therefore, a random force field, which represents the effect of the
thermal fluctuations, should be added to the flux. The stochastic CH equation was first derived by
Cook [29]. Other scientists, such as Binder [30] and Pego [72], have also expressed the belief that
only the stochastic CH equation can correctly describe the whole process of spinodal decomposition,
especially the early stage.




The flux, j, represents the random thermal contribution to the total flux, J .
3.2.2 The Cahn-Hilliard-Cook equation
Combining (3.7), (3.11), and the revised flux (3.15), the CHC equation can be derived as follows:





+ ζ(u), x ∈ Ω,
u|t=0 = u0, x ∈ Ω,
(3.16)
with conservative or periodic boundary condition. In the equation, ζ is taken to be Gaussian and the
statistical properties of ζ are given by
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〈ζ(x, t)〉 = 0, 〈ζ(x, t)ζ(x′, t′)〉 = σC(x− x′, t− t′). (3.17)
Here σ represents the intensity of the noise, which can be a constant or function of the concentration
difference. C(x−x′; t−t′) is the spatial-temporal noise correlation function that has multiple forms
and depends on the specific experiments and the physical situations.
3.2.3 Modeling of the thermal fluctuation
Galenko et al. discussed some forms of the intensity σ(u) with different wave numbers [73]. The
mobility M = M(u) is assumed to have a bell-shaped form
M(u) = (1 + αu2)−1, (3.18)
where α is the parameter governing the mobility and is in the range of [0, 1].
For systems not too far from equilibrium, the fluctuation-dissipation theorem [31, 43] implies
that the noise correlation function can be featured into two independent functions of time and space:









where λζ and τζ are spatial and temporal correlation scales of fluctuations.
One typical thermal fluctuation has the following statistical properties [74]:











Considering that the CHC system is conserved, the conserved thermal fluctuation model is pop-
ular in recent research. Based on the fluctuation-dissipation theorem [43, 75], ζ has the following
statistical properties:

〈ζ(t, x)〉 = 0,
〈ζ(t1, x1)ζ(t2, x2)〉 = −σMδ(t1 − t2)∆δ(x1 − x2),
(3.21)
where σ is the intensity of the thermal fluctuation, δ() is the Dirac function, and 〈 〉 is the expectation
operator. For any random variable η, 〈η〉 = ∫ +∞−∞ ηp(η)dη and 〈η1, η2〉 = ∫ +∞−∞ ∫ +∞−∞ η1η2p(η1, η2)dη1dη2,
where p is the probability density function for the random variable respectively.
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The statistical condition of (3.21) expresses two things [39]. Firstly, there is no over-all drift
force and the random noise is uncorrelated in time, but partially correlated in space. Secondly, as a
result of the Gaussian operator, conservation law is applied for the random force. A random force
component which piles up matter at one site must be exactly balanced by force contributions at
neighbor sites which deplete those sites of matter.
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Chapter 4
Expansion Methods for the
Cahn-Hilliard-Cook Equation
Due to the relatively complex structure of the Cahn-Hilliard-Cook equation, numerical simulations
play an important role in the exploration of statistical results. Currently Monte Carlo (MC) method
is the most popular tool in simulating SPDEs. The idea of MC is straightforward: simply replicate
the evolution of the CHC equation many times with each sample of Brownian motion, and obtain
various statistical results, such as the mean, variance, and higher moments. However, the MC
method, as well as its modifications, has some limitations in applications. One shortcoming is that
generally the computation time is huge, because there should be enough replication to obtain reliable
estimates of statistical results. Another shortcoming is that MC method needs to generate a huge
number of random numbers, considering that SPDEs usually have multiple independent variables.
In our framework we use the Wiener chaos expansion (WCE) and Karhunen-Loe`ve expansion
(KLE) to transform the CHC equation into a PDE system. One of the advantages of the expansion
method is that it is not susceptible to the approximation of computer generated random numbers. A
finite difference scheme, a time adaptive strategy, an NKS algorithm, as well as a supercomputer are
combined to solve the high dimensional PDEs numerically. For short time range, the WCKLE and
Monte Carlo are compared; for long time range, Wiener chaos Karhunen-Loe`ve expansion-Monte
Carlo (the WCKLE-MC) hybrid method is applied to obtain the evolution of spinodal decomposi-
tion.
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In this chapter, we briefly describe the expansion methods that transform the CHC equation to
a sequence of deterministic partial differential equations. The CHC equation has the form below:
∂u
∂t
+ L(u) = σW˙ , (4.1)
where L(u) is a nonlinear differential operator in space, and W˙ is the time-space white noise.
It would be beneficial if this equation could be solved by separating the deterministic part from
the random variableW . From first view, this idea appears impossible or impractical due to the time-
space coupled nature of the Brownian motion. However, considering that the Brownian motion is a
path in time and space, the information can be efficiently quantized with a couple of expansions. In
this section, we briefly describe the WCKLE-MC hybrid method for the CHC equation.
4.1 Expansion methods for the random field
4.1.1 The Karhunen-Loe`ve expansion
The noise in the CHC equation is a random field in the space. The KL expansion [76] is a common
tool to separate the deterministic and stochastic components of the random field. In this section we





a(x,W )dP (W ) and Ca(x, x′) =
∫
Ω
(a(x,W )− a0(x))(a(x′,W )− a0(x′)))dP (W ),
(4.2)
where P is the probability density function for the random variable respectively.
From the definition, the covariance function is bounded, symmetric, and positive definite. Thus,







where λj and kj(x) are the eigenvalues and orthogonal eigenfunctions of Ca(x, x′), satisfying the
integral equation below: ∫
Ω
Ca(x, x
′)kj(x′)d(x′) = λjkj(x). (4.4)
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The symmetry and positive definiteness of the covariance function imply that the eigenfunctions
kj(x) are orthogonal and from a complete set, which is a very useful property [77]. It also allows us
to approximate the random field by a series of eigenpairs {(λj , kj)}, where λj are nonnegative [78].
The concrete form of the decomposition for the random field is below:





For convenience, we do a shift of the random field:





This shift means that a¯(x,W ) has mean zero and the same covariance function C(x, x′). The
properties of the random variable yj(ω) can be obtained as we multiply both sides of (4.6) by a¯(x)
and take the expectation on both sides:
Ca(x, x










Taking advantage of the orthogonality of the eigenfunctions, we multiply both sides of (4.7) by
ki(x







λiλjki(x) = λjkj(x). (4.8)







λjλm = λjδjm. (4.9)
Therefore, we obtain an orthogonal relation between the random variables yi(ω), i = 1, 2, · · · :
〈yi(ω)〉 = 0, 〈yi(ω)yj(ω)〉 = δij . (4.10)
Some properties of the KL expansions are listed below. For details of the proof, we refer to [79].
Theorem 1. The KL expansion converges in the L2(Ω) sense uniformly with respect to x and the
mean-square error resulting from a finite representation of the process a(x, ω) is minimized.
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Theorem 2. The random variables yj(ω) are orthonormal if and only if the orthonormal func-
tions {kj(x)} and the constants {λj} are respectively the eigenfunctions and the eigenvalues of the
covariance function (4.2).
Theorems above are the foundations of the KL expansion. In practice, when we use the KL
expansion for computation, truncation is necessary to approximate the random field,





where J is the truncation order.
4.1.2 Numerical examples of the KL expansion
Due to the complex form of the covariance function, the eigenfunctions and eigenvalues of the KL
expansion are usually obtained numerically. For some specific covariance functions, the analytical
form of the eigenfunctions and eigenvalues can be derived [78]. We will present an example to
illustrate the process of the analytical derivation.
Consider the exponential covariance function in this form:
C(x1, x2) = e−c1|x1−x2|, x1, x2 ∈ (0, 1), (4.12)
where the constant c1 is the correlation length. The eigenfunctions ki and eigenvalues λi satisfy
relations below: ∫ 1
0
e−c1|x−y|ki(y)dy = λiki(x). (4.13)


















Taking the derivative again and reorganizing the equation
λik
′′





e−c1|x−y|ki(y)dy − 2c1ki(y) = c21λiki(x)− 2c1ki(x). (4.16)
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So we can derive
k′i(0) = c1ki(0). (4.19)
Repeating the process above with x = 1, we derive a similar relation,
k′i(1) = −c1ki(1). (4.20)




ki(x) = 0, (4.21)
with the boundary conditions (4.19) and (4.20). The analytical solution of the equation is





. Combining (4.22) with the boundary conditions, we get
c1k1 − ak2 = 0, (4.23)
k1(c1 − a tan a) + k2(a+ c1 tan a) = 0. (4.24)
Only if the determinant of the equation system (4.24) is equal to zero will nontrivial solutions of k1,
k2 be obtained
2a+ (c1 − a
2
c1
) tan a = 0. (4.25)
There are infinitely many positive solutions of (4.25) by ai, i = 1, 2, · · · , so we have the respective







ki(x) = k1 cos(aix) + k2 sin(aix), (4.27)
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We can easily obtain the eigenvalues and eigenfunction of e−c1 |x1 − x′1|, λ(1)i and k(1)i and that









j . For c1 = c2 = 0.01, the distribution of the eigenfunctions and
eigenvalues are shown in Fig. 4.1 and 4.2. It is shown in Fig. 4.2 that the eigenvalues decay fast.
Figure 4.1: Eigenfunctions for c = 0.01.
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Figure 4.2: Eigenvalues for c = 0.01.
4.2 Expansion methods for the Brownian motion
In this section, we will present the theory of Wiener chaos expansions with Hermite polynomials
[80].
4.2.1 Hermite polynomials
We use Hermite polynomials for approximating the stochastic behavior of equations. So a brief
introduction of properties of Hermite polynomials is necessary. The unnormalized Hermite polyno-








2 ), n = 0, 1, 2, · · · , (4.29)
where Pn(x) are orthogonal:
(Pn, Pm)µ = E[Pn(ξ)Pm(ξ)] = n!δn,m. (4.30)














Like most other orthogonal polynomials, Hermite polynomials also have a generating function
that is a powerful tool in understanding the properties of Hermite polynomials:
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φ(x, z) can be approximated in another way,
























By comparing (4.33) and (4.34), we can see that the coefficients of the Taylor expansion of





Hn(x)dµ(x) = (Hn, 1)µ = 0, n = 1, 2, · · · . (4.35)
Here, we remark that for Hermite polynomials of a standard Gaussian random variable whose order
is bigger than zero, the mean is zero.
We develop the Hermite polynomials by differentiating (4.29):
P ′n(x) = xPn(x)− Pn+1(x). (4.36)









Comparing the coefficients of zn suggests that
P ′n(x) = nPn−1(x). (4.38)
Combining (4.36) and (4.38), we get the recursion three term relation of the unnormalized Hermite
polynomials
Pn+1(x)− xPn(x) + nPn−1(x) = 0, n = 1, 2, · · · , (4.39)
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with P−1(x) = 0, P0(x) = 1. The first five polynomials can be obtained by this recursion formula:
P0(x) = 1, (4.40)
P1(x) = x, (4.41)
P2(x) = x
2 − 1, (4.42)
P3(x) = x
3 − 3x, (4.43)
P4(x) = x
4 − 6x2 + 3. (4.44)
The recursion relation of the normalized Hermite polynomials is slightly modified:
√
n+ 1Hn+1(x)− xHn(x) +
√
nHn−1(x), (4.45)









where ρ(x) is the probability density function of Gaussian distribution.
Since the product of two Hermite polynomials is still a polynomial, it can be expanded as a
linear combination of Hermite polynomials. This fact makes the Hermite spectral method useful,
particular by the Wiener chaos expansion. The analytical formula for the expansion of the product
of two arbitrary Hermite polynomials is





B(α, β, p) has the form











 is the binomial coefficient.
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Theorem 5. For the nth order normalized Hermite polynomial Hn(x) and ξ, a standard Gaussian
random variable, then




where a is an arbitrary constant.
4.2.2 Fourier-Hermite expansions of functions of Gaussian random variables









If we replace the deterministic variable x with a standard Gaussian random variable ξ, E[f2(ξ)] <




fnHn(ξ), fn = E(f(ξ)Hn(ξ)).
Based on this definition and Parseval’s theorem, we have










which converges very fast if f(x) is very smooth.
The Fourier-Hermite expansion (4.49) can be extended to multi-dimensions easily. Using a
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Therefore, we construct the orthonormal basis {Hα(x)}, and a standard Gaussian random vector
ξ = (ξ1, · · · , ξd). Suppose u(ξ) is a function of the random variable ξ, with E|u2(ξ)| < +∞, then





We have some important properties:
uα = E[u(ξ)Hα(ξ)], (4.51)





For details of the proof, we refer to [81].
4.2.3 Wiener chaos expansion of functionals of Brownian Motions
In this thesis, we are interested in the general Cahn-Hilliard-Cook equation
∂u(x, t)
∂t
= L(u(x, t)) + σW˙ (x, t), (4.54)
where L(u) is a general linear or nonlinear differential operator in spatial variables, and W˙ (x, t) is
the derivative of the Brownian motion, which can be understood as the time-space white noise. The
solution of (4.54) depends on both the spatial and time variable (x, t), and all the possible Brownian
motion paths up to time t. The finite dimensional Fourier-Hermite expansion can be used to estimate
the stochastic solution, with respect to its random dependence. We will present how to expand the
Brownian motion by the Wiener chaos expansion.
For any fixed time t > 0, assume mi(s), i = 1, 2, · · · , comprise a complete orthonormal basis.




mi(s)dW (s), i = 1, 2 · · · , (4.55)
(4.55) can be interpreted as the projection of the white noise W˙ (s) onto the L2 basis functionmi(s),
since ξi = (mi, W˙ (s)). {ξi, i = 1, 2 · · · } are Gaussian random variables obeying E[ξi] = 0 and
E[ξiξj ] =
∫ t
0 mi(s)mj(s)ds = δij . The latter property can be obtained by the isometry property
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of the Ito integrals. Therefore, {ξi, i = 1, 2 · · · , } are independent standard Gaussian random
variables.
The Brownian motion path {W (s), 0 ≤ s ≤ t} can be decomposed as a linear combination
of the Gaussian random variable {ξi, i = 1, 2 · · · , }. In this thesis, the trigonometric functions are











), k = 2, 3 · · · , 0 ≤ s ≤ t (4.56)
Therefore we have some theorems for the Brownian motion and the expansion.







mi(τ)dτ, 0 ≤ s ≤ t. (4.57)














Since the solution of the general Cahn-Hilliard-Cook equation u(x, t) is a functional of the
Brownian motion path {W (s); 0 ≤ s ≤ t}, which is a linear combination of standard Gaussian
random variables {ξi, i = 1, 2 · · · , }, we can interpret u(x, t) as a function of ξ:
u(x, t) = U(x, t; ξ1, ξ2, · · · , ξn, · · · ). (4.59)
The solution u(x, t) has a similar expansion compared to the finite dimensional Fourier-Hermite
expansion of (4.47). We need to introduce some notations to illustrate the expansion form clearly.
Denote a set of multi-indices as
J =
{






where J is the set of integer indices with finite number of nonzero components. For any α ∈ J ,





which has finite number of factors due to |α| < ∞. The random functions Tα(ξ) are also called
Wick polynomials.
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We develop some important properties for Wick polynomials following definitions of index
operations. We begin with some definitions. For any α, β ∈ J , α ∧ β = (min{αi, βi}, i ≥ 1),
α ∨ β = (max{αi, βi}, i ≥ 1), and β < α means βi ≤ αi for all i ≥ 1. The operation α + β
is defined component-wise. As a convention, we denote α! =
∏
i αi!. We have the following
theorems [81].
Theorem 7. {Tα(ξ), α ∈ J} are orthonormal bases:
E(TαTβ) = δαβ. (4.61)
Theorem 8.





B(α, β, p)Tα+β−2p(ξ). (4.63)
As a nontrivial generalization of the finite Fourier-Hermite expansion, the Cameron-Martin the-
orem forms the theoretical foundation of the numerical algorithm in the next section.
Theorem 10. (Cameron-Martin [82]) Assume that for fixed x and s ≤ t, the solution u(x, s) is a
functional of the Brownian motion W on the interval [0, s] with E|u(x, s)|2 ≤ ∞, then u(x, s) has




uα(x, s)Tα(ξ), Uα = E(UTα(ξ)), (4.64)
where Tα(ξ) are the random Wick polynomials. The mean of u(x, s) are given by






It should be noted that the Wiener chaos expansion is composed of Gaussian approximation and
higher order non-Gaussian terms. For nonlinear SPDEs, the Gaussian approximation is usually a
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bad approximation, especially when high order statistics are concerned. With higher order terms,
Wiener chaos expansion can estimate nonlinear SPDEs more accuracy and efficiently. This property
is significant in this thesis, since the CHC equation is third order in nonlinearity. The theorem on
the expansion of product of two arbitrary Hermite polynomials is presented below:



















C (θ, β, p) =
 θ
β
 β + p
p
 α− β + p
p
1/2 . (4.68)
Theorem 11 is useful because it provides an analytical formulae for the Wiener chaos expansion
of nonlinear polynomial terms. It is a powerful tool in deriving the governing partial differential
equations for the WCE coefficients of nonlinear SPDEs. For proof details of this theorem, we refer
to [81].
4.3 Monte Carlo simulations of stochastic differential equations
In this section, we present Monte Carlo methods for solving the general stochastic differential equa-
tion (SDE) [83, 84].
dXt = a(t,Xt)dt+ b(t,Xt)dW (t). (4.69)
The idea of Monte Carlo simulation is straightforward: sample the random forcing and solve
(4.69) for each realization, since the equation becomes deterministic. It is natural to solve the re-
sulting equations by the well-developed deterministic numerical schemes. However, the Brownian
motion has some special properties: unbounded variation and non-differentiable. Therefore, the
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numerical schemes for discretizing (4.69) are quite different from the ones for smooth determin-
istic differential equations. We will discuss the subtle nature of temporal discretization for SDEs
and present a number of popular numerical schemes. For MC simulations, several useful variance
reduction techniques will be introduced.
4.3.1 Strong and weak convergence of MC simulations
For a time interval [0, T ], we partition it uniformly as
0 = t0 < t1 < · · · tN = T, (4.70)
where tn = nh and h = T/N
Suppose Xh(t) is the respective discrete solution to (4.69), which is an approximation of the
true solution X(t). We are interested in two major aspects of approximating the solution: the
same path of the random solution for each Brownian motion realization; the distributions of the
random solution. The first one is useful for studying individual realizations of the random solution,
while the second criteria is for the statistical property of the random solution. Accordingly, the
numerical schemes for solving SDEs can be roughly divided into two categories: strongly and
weakly convergent schemes.
We define that the numerical solution Xh is strongly convergent to the solution Xt with order
γ > 0 if there exists a finite constant K such that
|Xt −Xh| ≤ Khγ .
Strong convergence is for understanding that the numerical solution estimates the exact solution
realization by realization. However, it is usually not necessary in many practical situations.
Therefore, the weak convergence is considered. Suppose that all the statistical moments of Xt
exist, we say that the numerical solution Xh is weakly convergent to the solution Xt with order
β > 0 if there exists a finite constant Kw such that
|E[g(Xt)]− E[g(Xh)]| ≤ Kwhβ.
Weak convergence emphasizes that the numerical solution has a probability distribution that ap-
proximates true distributions, which leaves much more freedom in designing numerical schemes
for SDEs. Weak convergence is useful in practice.
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4.3.2 Variance reduction technique of MC simulations
In many situations, the purpose of MC simulation is to estimate the expectation E[g(Xt)], where
g(x) is a deterministic function. For instance, we can set g(x) = xn for computing the statistical






where Xt(ωk), k = 1, 2 · · · , N are independent realizations of the random solution, and N is the
total number of realizations. We define the error of the estimation as





The error of the estimator is a random variable itself. As a result of the Central Limit Theorem, the









In other words, the error of MC estimator decays in the order of O(N1/2), which is faster at the
beginning but slows down quickly. Soon the gain by increasing the number of realizations has
diminishing returns.
A popular way to accelerate MC method is the variance reduction technique, which aims to
reduce the variance of the estimator σ[g(X)]. Assume the error tolerance of MC estimation is ,





From the equation we can see that for a required error , if σ[g(X)] is reduced by a factor of
2, then the required number of realizations can be reduced by a factor of 4. Therefore, variance
reduction is a quite effective way to improve the convergence of MC method. There are two well-
known variance reduction methods that can be applied to solve SDEs.
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The first approach is the antithetic variable method. It works as follows: for each sample path







The antithetic variable method has the advantages of being easy to implement and to combine
with other variance reduction methods. However, for the CHC equation, which is a nonlinear SPDE,
the random solution X is by no means a Gaussian random variable or symmetric. The acceleration
provided by antithetic variables is quite difficult.
Another popular method is the control variates method, which is to use a function p(X) to
replace g(X). A good candidate p(X) should have similar variability and known expectation
E[p(X)]. Then the expectation E[g(X)] can be rewritten based on p(X):
E[g(X)] = E[p(X)] + E[g(X)− p(X)].
As mentioned before, p(X) is already known, so we only need to compute E[g(X)− p(X)]:










where 2g−p is the variance of the random function g(X)− p(X). If p(X) is a good approximation
of g(X) in the mean square sense, then
σg−p  σg.
There exist many other variance reduction techniques for MC simulations, such as importance
sampling, matching moments, and stratification. However, these methods are more suitable for
MC integrations than for simulating stochastic differential equations. The key part of the variance
reduction technique is the control variate p(θ). The principle of design for p(θ) is to mimic the
random variability of the estimator g(θ). In the concrete examples, the crucial point is that p(θ)
fluctuates around its mean in a similar way as g(θ) does. For more details, please see [84, 85] and
the references therein.
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4.4 The WCKLE-MC hybrid method for the CHC equation
4.4.1 The WCKLE on the CHC equation
For the Cahn-Hilliard-Cook equation, u is a function of space x, time t and Brownian motion W .
With a covariance operator Q(x, x′), W (x, t) is a Q−Wiener process, and has some properties:
(a) W (x, t) is a square integral process;
(b) W (x, t) has continuous sample paths and independent increments;
(c) for all t > 0, E[W (x, t)] = 0 and Cov[W (x, s),W (x′, t)] = (t− s)Q(x, x′).
Using a KLE, the Q−Wiener process can be described as:





where βi(t) is a set of mutually independent temporal Brownian motion. λj and kj(x) are the
eigenvalues and orthonormalized eigenfunctions of the covariance operator Q(x, x′), and obtained
by the equation below: ∫
Ω
Q(x, x′)kj(x′)d(x′) = λjkj(x).
So W (x, t) can be approximated by the independent combination of Wiener process and a
sequence of eigenpairs {(λj , kj)}, where λ1 ≥ λ2 ≥ · · ·λn ≥ · · · → 0 are nonnegative and kj are
orthogonal.
The time-space white noise in the CHC equation is white in time, which means the covariance
function of time is a delta function. So it is not appropriate to generalize the time as space and
then use KLE [80, 81]. For the temporal white noise, WCE is an efficient and rigorous method for
computing the solution of the stochastic Burgers equation and the stochastic Navier-Stokes equation.
Taking the temporal Brownian motionW (t) as an example, for any orthonormal basis {mi(s), i =








where ξi ∼ N(0, 1) is Gaussian random number. The expansion in (4.71) converges in the mean












→ 0 as N →∞, (4.72)
The sinusoidal basis functions will be used later in this thesis. It is defined below: (cf. Eq.










, i = 2, 3, . . . ,
(4.73)















where C is a constant [86].
Based on random number ξi, we can define a multi index α = (α1, α2, . . . αN ), which is the





Using the WCE and KLE, the time-space white noise is represented by a summation of inde-
pendent Gaussian random variables:








Based on Theorem 11, the CHC equation can be expanded into a equation system of Tα. After
taking the expectation of each element of Tα, we obtain the coupled PDE system of Uα, which con-
sist of the truncated statistical information. For temporal white noise with a constant intensity, the




), where σ is intensity, K is the number of Gaussian random variables,
and T is the final time.
4.4.2 The MC variance reduction technique by the WCKLE
For long time computations on the CHC equation, more Gaussian random variables are needed to
approximate the Brownian motion forcing. This will lead to fast growth of the number of stochastic
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basis elements {Tα}. Considering that the CHC equation is high order nonlinear, the increase of
random variables will make the computation more expensive. We apply the WCKLE-MC hybrid
method for long time computation on the CHC equation. Capturing the coarse-scale variability of
the random solution by the WCKLE method, we correct the WCKLE solution by a small number of
MC simulations. It is a variance control technique: we use the WCKLE solution as a control variate
and subtract it from each MC realization. Luo [81] found that for the stochastic transport equation,
the WCKLE solution can reduce the variance of MC simulation and accelerate MC convergence
by tens to hundreds of times. In our case, the WCKLE-MC hybrid method is below: suppose
u(x, t, ω) is the random solution of the CHC equation, where ω are Brownian motion realizations.
The WCKLE solution is UWCKLE =
∑
UαTα(ξ(ω)).
The WCKLE solution can be used as a very effective control variate in the Monte-Carlo variance
reduction technique The WCKLE solution can capture a major part of the random variability of
the solution. By subtracting the WCE solution θWCKLE from the true solution, we can estimate
statistical moments by the WCKLE-MC hybrid method:
 E(U) ' E(UWCKLE) + 1N
∑N
k=1[U(ωk)− UWCKLE(ωk)],





where ωk is one given Brownian motion realization.
In the above formula, we estimate the statistical moments E(U) and E(U2) by splitting them
into two parts. The first term is the statistical moments computed by the WCKLE method, and the
second term represents MC correction to the WCKLE solution. For each given Brownian motion
realization ωk, θ(ωk) is computed by MC simulations.
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Chapter 5
Numerical Methodologies and Solvers
5.1 The finite element-based scheme
In this section, we study the CHC equation with a polynomial form of the potential. The equation
is split into a system of two lower order equations, and discretized via the standard finite element
method. Using a global basis function in the space, the weak form of the split equation system is
obtained. A first order backward Euler scheme is used for discretizing the time [87]. In this section
we present the details of both spatial and temporal discretization. Using an NKS solver, the system
evolution, e.g., the morphology, and energies, are obtained.
One splitting finite element method proposed by Elliot et al. [88] introduces an auxiliary variable
– the chemical potential, and avoids constraints related to the continuity of the basis function. Here
we used another auxiliary variable v = ∆u, which simplifies expression of the boundary condition.
A key feature is that standard C0-continuous finite elements are suitable to discretize the spatial
variable.
5.1.1 The global basis function
The finite element space is a uniformly discretized two dimensional domain [0, 1]2, and the global
basis functions are shown in Fig 5.1:
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Figure 5.1: A uniform triangulation defined on a rectangular domain





h − 1, Region 1
y−(j−1)h
h , Region 2
(i+1)h−x
h , Region 3
1− x−ih+y−jhh , Region 4
(j+1)h−y
h , Region 5
x−(i−1)h
h , Region 6
0, otherwise
(5.1)
5.1.2 The strong and weak forms of the split CHC equation
Let Ω be a bounded domain, ∂Ω the boundary of Ω, and n the unit outer normal vector or Ω. The
strong form is described as follows:
v = ∆u u, v ∈ Ω× [0, T ], (5.2)
∂u
∂t










= 0 u ∈ ∂Ω× [0, T ], (5.5)
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u|t=0 = u0 u ∈ ∂Ω× [0, T ], (5.6)
v|t=0 = ∆u0 u ∈ ∂Ω× [0, T ]. (5.7)
Remark 1. There exists a unique solution of the 2D CHC equation based on the Galerkin
method, stochastic calculus, and the asymptotic spectral properties of the Neumann Laplacian op-
erator. We refer to [37] for a more detailed discussion on the existence of solution.
Let un and un+1 be numerical approximations, and let the time step size be ∆t. An implicit
discretization scheme in time is:
un+1 − un = −∆t2∆2un+1 + ∆t∆W ′(un+1) + σ(u)∆ζn+1, (5.8)
where ∆ζn+1 = ζn+1 − ζn. This increment is normally distributed with mean 0 and standard de-
viation
√
∆t. In particular, for each mesh, we can simulate the increment by first generating two uni-
form random variables,R1 andR2, and then replacing ∆ζn+1 by variables
√−2∆t lnR1 cos(2piR2)
[89].
We make several definitions for spatial discretization. uh ∈ Uh, vh ∈ Vh, and wh ∈ Wh are
finite dimensional approximations of the concentration difference, the temporary variable v, and the
weighting function, respectively. The function spaces are defined as:
Uh = {uh|uh ∈ Hh, uh ∈ P 1(Ωe)∀e}, (5.9)
Vh = {vh|vh ∈ Hh, vh ∈ P 1(Ωe)∀e}, (5.10)
Wh = {wh|wh ∈ Hh, wh ∈ P 1(Ωe)∀e}, (5.11)
where P 1(Ωe) is the space of the standard finite element shape functions on element Ωe. Using the
weak form, we get the approximate solution to the second-order split CH equation: uh ∈ Uh×[0, T ],
vh ∈ Vh × [0, T ], satisfying:
(wh, vh) + a(wh, uh) = 0, (5.12)
(wh, uh,t) + a(w
h,W ′(uh))− a(wh, 2vh) + (wh, σ(uh)ζ˙h) = 0, (5.13)
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viφi, with the basis function φi and the dimension of discrete space nb.







])1/2 ≤ Ch2| ln(h)|, (5.14)
where C is a constant that cannot be obtained analytically. We refer to [90] for a detailed introduc-
tion of convergence estimation of CHC equation.
Remark 3. The CH equation with a random initial condition can be considered as a special case
of the CHC equation. The thermal fluctuation is replaced by the random initial condition.
Remark 4. For a double well potential with the effect of thermal fluctuation, the CH free energy



























We refer to [90] for more details.
5.2 The finite difference-based scheme
5.2.1 Discretization of the CHC equation





2∇ ·M∇(∆u) + θ∇ ·M∇u− (1/4)∆u)+ ζ = 0, (5.16)
with periodic boundary conditions. In the definition of the CHC equation, a variable mobility M =
1
4(1 − u2) is applied. ζ is the noise term coming from the thermal fluctuation. Based on the
fluctuation-dissipation theorem [43,75], we assume ζ is a Gaussian space-time white noise with the
following properties:

〈ζ(t, x)〉 = 0,
〈ζ(t1, x1)ζ(t2, x2)〉 = −σMδ(t1 − t2)∆δ(x1 − x2),
(5.17)
CHAPTER 5. NUMERICAL METHODOLOGIES AND SOLVERS 41
where σ is the intensity of the thermal fluctuation, δ() is the Dirac function, and 〈 〉 is the expectation
operator defined as 〈η〉 = ∫ +∞−∞ ηp(η)dη, where η is a random variable and p is the probability
density function. The periodic boundary condition is used for this equation.
We illustrate our numerical methodology in 3D, while numerical results of both 2D and 3D are
shown in the next chapter. The CHC equation (5.16) is a high-order parabolic equation, thus explicit
schemes are limited in terms of time step size due to stability restrictions. In order to use large time
steps and maintain good accuracy, we discretize (5.16) with a fully implicit, cell-centered finite
difference scheme. A nonlinear system is solved by using the Newton-Krylov-Schwarz algorithm
at each time step.
Without loss of generality, we discretize the CHC equation on a unit cube, i.e., Ω = [0, 1]3. We
use a uniform mesh withN = 1/hmesh cells in each direction and formally denote xi = (i−0.5)h,
yj = (j − 0.5)h, zk = (k − 0.5)h as the center of the cell. In finite difference scheme, the solution
u is approximated as uijk ≈ u(xi, yj , zk), for all 1 ≤ i, j, k ≤ N . The discretized solution on the
time level t = tn is denoted as unijk, and t
0 = 0 is the initial time level. We use the notation
∇h = (Dx, Dy, Dz)









and Dy, and Dz are defined similarly. Then the Laplacian operator ∆ is discretized by
∆h = ∇h · ∇h = D2x +D2y +D2z ,
and ∇ ·M∇ is discretized by
(∇ ·M∇)h = ∇h ·M∇h = DxMDx +DyMDy +DzMDz,
where the value ofM on a cell face is approximated by the averaged value ofM on the two adjacent
cell centers. With the above discretization, the stencil for cell (i, j, k) depends on the values from
all mesh cells (i′, j′, k′) satisfying |i′ − i| + |j′ − j| + |k′ − k| ≤ 2. Thus the overall scheme is a
25-point stencil. The structure of the stencil is shown in Fig. 5.2.






















Figure 5.2: The stencil structure of the finite difference scheme.











where ζnijk is the discretized thermal fluctuation at (i, j, k) of the n
th time level tn, δij is the Kro-
necker Delta, with single in time or multi-index in space. If i and j are component-wise equal, then
δij = 1, otherwise δij = 0.
In our numerical examples, we replace the discretized thermal fluctuation ζnijk by a series of
computer-generated pseudo independent random numbers {ξ : ξi, i = 1, 2, · · · , 3N3} obeying an
uniform distribution in [0, 1]. We pair ξ into 3N3/2 subgroups. For each subgroup, there are two
independent random numbers ξi and ξi+1. The Box-Mueller algorithm transforms them into two
independent random numbers ρi and ρi+1 satisfying the standard Gaussian distribution [89]:
 ρi =
√−2 ln ξi cos(2piξi+1),
ρi+1 =
√−2 ln ξi sin(2piξi+1).
(5.19)
Therefore, using ξ we obtain a series of independent random numbers {ρ: ρi, i = 1, 2, · · · , 3N3}
that satisfy 〈ρi〉 = 0 and 〈ρiρi′〉 = δii′ . For each (i, j, k), we need a vector including three inde-
pendent random numbers: ρnijk = (ρijkx, ρijky, ρijkz), where (ijkx, ijky, ijkz) = (3(i− 1)N2 +
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3(j − 1)N + 3(k − 1)) × (1, 1, 1) + (1, 2, 3) is the mapping from the one dimensional series ξ to
the three dimensional vectors ρnijk.
We express ζnijk by ρ
n





∇h · ρnijk, (5.20)
where ∆tn = tn − tn−1 is the time step size at the nth time level. We should note that, by making
the vectors ρnijk at each cell of each time step independent, independent ξ are generated at each t
n.
We employ a backward Euler scheme for the time integration, i.e., the spatial derivative term

















+G(un) + ζnh = 0, (5.22)
where F = (Fn000, . . . , F
n
ijk, . . . )
T and un = (un000, . . . , u
n
ijk, . . . )
T. In (5.22), G represents the
spatial discretization, and ζnh is the discretized thermal fluctuation.
The evolution of a phase-field problem admits various time scales. For a typical spinodal de-
composition, the minimization of the chemical energy results in very fast development in the early
stage, and later in the coarsening process, the dissipation of the interfacial energy is orders of mag-
nitude slower. An adaptive time-step control is necessary in the numerical simulation. The idea of

















‖un−1 − un−2‖ − 1
))}}
. (5.24)
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Here ∆tmax, αmax, αmin, γ, β, and ρ0 are control parameters. In this thesis, we choose defaults
∆tmax = 0.1, αmax = 1.5, αmin = 0.6, γ = 0.5, β = 3.0, ρ0 = 0.015, and an initial time step
size ∆t0 = 1.5× 10−4.
5.2.2 Discretization of the WCKLE PDE system
In this section, we solve the CHC equation given by:
∂u
∂t
+ (ρ∇ ·M∇(∆u) + θ∇ ·M∇u− (1/4)∆u) + σ0MW˙ = 0 (5.25)
where u is the concentration difference of two components, which evolves in time and space; ρ is
the interfacial parameter, mobility M = (1− u2)/4, W is the time-space white noise and σ0 scales
the intensity of the noise [27–29, 91]. Relative parameters are set, θ = 1.5, θ0 = 1.0, ρ = 1/800,
σ0 = 0.04, covariance operator:Q = exp
(−10−5|r − r′|). We set κ = 1.5 and γ = 0.75 for time
adaptivity control.
The computation domain is the unit square [0, 1] × [0, 1]. We applied a deterministic initial




10−3 sin3( pi8∆xx) sin
3( pi8∆xy), (x, y) ∈ (0, 8∆x)× (0, 8∆x),
−10−3 sin3(pi2x) sin3(pi2 y), (x, y) ∈ (0, 1/2)× (1/2, 1)
0, elsewhere
(5.26)
We choose to project the Brownian motion W (x, t) onto the first eight basis elements of the
trigonometric basis. The first order uncoupled truncation is used to approximate the evolution of
the CHC equation. Substitute U =
∑
α
UαTα into the CHC equation. Theorem 11 is applied to
get the concrete PDEs of the WCKLE system. The cell-centered finite difference scheme in the
previous section is employed to spatially discretize the CHC equation and the respective WCKLE
PDE system. A first-order time integration scheme is considered. The WCKLE PDE system is high-
order parabolic, and explicit schemes are limited due to the stable time-step restrictions. For the CH-
structure equation, the convex part has a contractive behavior while the other part is expansive [92].
Thus, the stabilized schemes can be obtained by treating the expansive term explicitly and the other
part implicitly.
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The evolution of a phase-field problem admits various time scales. For typical spinodal decom-
position, the minimization of the chemical energy results in very fast development in the early stage,
and later in the coarsening process, the dissipation of the interfacial energy is orders of magnitude
slower. An adaptive time-step control is necessary in the numerical simulation. For the implicit
scheme on the WCKLE system U = {U0 . . . U8}, an algebraic system
F (Un,Un+1; ∆tn) :=
Un+1 − Un
∆tn
+G(Un,Un+1) + S(Un,Un+1) = 0 (5.27)
needs to be solved at each time step. Here ∆tn is the current time step size, S is the WCKL
expansion of white noise and its mixed term with deterministic part of the CHC equation, and G is
the expansion of the deterministic part, which is dependent on the spatial discretization and the time
integration scheme.
The idea of adaptive time-stepping in the previous section still works. In our case the time size
is adapted by





We choose defaults κ = 1.5 and γ = 0.75.
5.3 Newton-Krylov-Schwarz solvers
The Newton-Krylov-Schwarz method is applied to iterate to a solution of nonlinear problems [44–
50]. As its name suggests, the NKS algorithm, which is a parallel algorithm for solving the nonlinear
algebraic equation system, has three main components: (1) an inexact Newton method [45, 93, 94]
is used to solve the nonlinear system at each implicit time step, with the solution of the previous
time step as the initial guess; (2) a Krylov subspace method, such as Generalized Minimal RESid-
ual (GMRES) [95–98], for solving the Jacobian equations; and (3) Schwarz methods [99, 100]
are applied as preconditioners to reduce the condition number of the Jacobian equations and thus
accelerate the linear convergence.
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5.3.1 Nonlinear solvers: Newton methods
For solving nonlinear equation system, the solution of the previous time step un is set to be the
initial guess, u0. From a multivariate Taylor expansion about current iteration point uk
F(ul+1) = F(ul) + F
′(ul)(ul+1 − ul) + high order terms. (5.29)
Setting the right-hand side to zero and neglecting the higher order terms, a strict Newton method
is derived by iterating over a sequence of linear systems J(uk)δuk = −F(uk),uk+1 = uk + δuk, k = 0, 1, . . . (5.30)
for the given u0. Here, F(u) is the vector-valued function of nonlinear residuals, J = ∂F∂u is
its associated Jacobian matrix, u is the state vector to be found, and k is the nonlinear iteration
index. Some properties are posited for the vector-valued function F(u): there exists an u∗ with
F(u) = 0; F is continuously differentiable in the neighborhood of u∗, and the Jacobian matrix
J(u) is nonsingular.
The Newton iteration is terminated based on a required drop in the norm of the nonlinear residual
‖F(uk)‖ < r‖F(u0)‖, (5.31)
and/or a sufficient small Newton update
‖δ(uk)‖ < s. (5.32)
With a good initial guess u0, the Newton method converges rapidly. For solving the CH phase-
field model, a good initial guess at each time level is the solution at the previous level. However,
when solving the Newton correction at each time level, it is very expensive to compute the ex-
act equation using a direct method, such as Gaussian elimination, especially when the number of
knowns is large. Therefore, iterative methods are more powerful and efficient for solving the New-
ton equation approximately.
A class of inexact Newton methods [94], which computes an approximate solution of the New-
ton equation, uses following convergence criteria on each linear iteration:
‖F(uk) + J(uk)δuk ‖≤ ηk ‖ F(uk)‖, (5.33)
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where ηk, the nonnegative forcing sequence, is used to control the level of accuracy. ηk is smaller
than unity and determines how accurately the Jacobian system needs to be solved, for example,
Krylov subspace methods.
With the constraint of (5.33), the inexact Newton method is

J(uk)δuk = −F(uk),
uk+1 = uk + δuk, k = 0, 1, . . . ,
‖F(uk) + J(uk)δuk ‖≤ ηk ‖ F(uk)‖.
(5.34)
Here, ηk may be a function of uk, and when ηk = 0, the Newton method is recovered.
5.3.2 Linear solvers: Krylov subspace methods
At each Newton iteration, we need to solve linear equation system (5.30) or (5.34) for the Newton
or inexact Newton method respectively. Direct methods are dramatically expensive as a result of
algorithm complexity and storage limit, especially for large scale problems, for instance, numbers
of unknown are millions or even billions. Krylov subspace methods [51], which were introduced as
a direct method in the 1950s [52] and reintroduced by Reid as an iterative method in the 1970s [53],
have become popular approaches for solving large scale linear equation systems.
They are projection methods for solving the linear equation system
Ax = b, (5.35)
using the Krylov subspace, Kj ,
Kj = span(r0,Ar0,A2r0, . . . ,Aj−1r0), (5.36)
where r0 = b−Ax0.
From a computational point of view, one of the most important characteristics of these methods
is that matrix A needs to be accessed only in the form of matrix-vector products for carrying out the
iteration. For nonlinear problems, the Jacobian matrix is not always available; most of the time, it is
impossible to get an analytical form of the Jacobian matrix. Therefore, Krylov methods are applied
widely in these problems, since we can use the Jacobian-free feature of the method.
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Jacobian-free means that we only need the Jacobian-vector product, instead of elements of Ja-
cobian matrix. The matrix-vector can be approximated by first-order Taylor series expansion [101]
Jv ≈ F(u+ v)− F(u)

, (5.37)
where  is a small perturbation. The error in the approximation is proportional to . This matrix-
free approach has many advantages. The most attractive one is we can do Newton-like nonlinear
convergence without the costs of computation or storing the true full Jacobian.
Krylov subspace methods are generalized approaches for solving linear equation systems, from
symmetric positive definite systems (for instance, Conjugate Gradient (CG) method) to nonsymmet-
ric indefinite systems (for instance, Biconjugate Gradient (BiCG) method and Generalized Minimal
RESidual (GMRES) method). Due to nonsymmetric properties of the CHC equation, GMRES is ap-
plied in this thesis. GMRES is an Arnoldi-based method, which is derived from the long-recurrence
Arnoldi orthogonalization procedure [102], and generates orthonormal bases of the Krylov sub-
space. In GMRES, the Arnoldi basis vectors form the trial subspace, the new trial vector is cre-
ated by one matrix-vector product per iteration, and the iterations terminate based on a by-product
estimate of the norm of the residual rather than by constructing intermediate residual vectors or
solutions explicitly. GMRES has a residual minimization property in the Euclidean norm, which
is a major beneficial feature. However, this method can be memory intensive (storage increases
linearly with the number of GMRES iterations per Jacobian solve), and time expensive (compu-
tational complexity of GMRES increases with the square of the number of GMRES iterations per
Jacobian solve). For efficiency, we focus on minimizing the number of GMRES iterations per Jaco-
bian solve, by (1) optimizing inexact Newton techniques, and (2) improving the condition number
of the Jacobian matrix using precondition technique.
For a square matrix A of order n, if N steps of Arnoldi’s method are carried out then an or-
thogonal reduction to Hessenberg form is achieved, AV = VH, where H is an upper Hessenberg
matrix of order n with positive subdiagonal elements and V is an orthogonal matrix. V and H are
uniquely determined by the first column of V, a unit-norm vector v1 = Ve1 that is called the initial
vector. If Arnoldis method terminates after m steps, the algorithm produces an n ×m matrix Vm
with orthogonal columns and an upper Hessenberg matrix of order m, Hm, that satisfy
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AVm +VmHm = 0, (5.38)
that is, the column of Vm span an invariant subspace of matrix A. In the general case, where the
algorithm does not break down or terminate easily, after m steps the following relation holds
AVm +VmHm = fe
∗
m, (5.39)
where vector f is usually called the residual of the m-step Arnoldi factorization.
5.3.3 Preconditioners: Schwarz methods
For large-scale problems, supercomputer systems are needed. Due to their parallelization prop-
erties, the Schwarz Domain Decomposition (SDD) methods provide a very natural way to derive
algorithms for large scale linear systems. Their scalability is determined by the implementation
scalability and algorithmic scalability. Implementation scalability implies time per iteration is re-
duced in inverse proportion to the number of processors (strong scaling), or time per iteration is
constant as problem size and processor number are scaled proportionally (weak scaling). Algo-
rithmic scalability implies that the number of iterations to convergence does not grow or grows
only logarithmically with increased numbers of processors (or problem size). The key to algorithm
scalability is preconditioning to accelerate convergence of iterative solvers.
As an illustration, we split the domain into two overlapping domains Ω1 ∪ Ω2 and solve the
linear PDE on it:
Lu = f in Ω, u = g on ∂Ω. (5.40)
Let Γi be the artificial boundaries that are part of the boundary of the Ωi that are interior to Ω. The
iteration method begins by selecting an initial guess u02 for values in Γ1, and solving the boundary
value problem iteratively for un1 :
Lun1 = f in Ω, u
n




2 on Γ1. (5.41)
Then we solve the BVP for un2
Lun2 = f in Ω, u
n




1 on Γ2. (5.42)
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Multiplicative Schwarz methods are also popular for solving the linear system Au = f of the
discretized problem. It can be described as the iteration in two fractional steps:
un+
1
2 = un +
 A−1Ω1 0
0 0







 (f −Aun+ 12 ). (5.44)
Here AΩi is the discrete form of the operator L, restricted to the subdomain Ωi. The Additive
Schwarz Method (ASM) can be considered as a parallelization version of the multiplicative Schwarz
method and can be written as
un+1 = un + (B1 +B2)(f −Aun), (5.45)
where Bi = RTAΩ−1i Ri.
We can generalize the idea above easily to ASM methods that involve more than two subdo-
mains:




where Bi = RTiAΩ−1i Ri. The RAS is a small departure that neglects the update from the overlap
in one direction
un+1 = un +
∑
i
B0i (f −Aun), (5.47)





Ri, R0i is restriction operator to the non-overlapping part of Ωi. During the
iteration process, only the residuals from ghost values are used, while computed values in the ghost
regions are discarded. We solve the following right-preconditioning linear system
AM−1(Mx) = b, (5.48)
where M is an approximation to A. The new linear system has the following properties: AM−1
is well conditioned so that the linear convergence is accelerated and Mx = b can be solved more
easily.
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The preconditioner M−1 is obtained here via the restricted additive Schwarz method. We first
partition Ω into np non-overlapping subdomains Ωp, p = 1, 2, . . . , np. We extend it to overlapping
decompositions by padding each subdomain with δ mesh layers. Denote the overlapping subdomain
as Ωδp. The restricted additive Schwarz (RAS) methods use residuals from points in the overlapping








where δ is the number of mesh layers of the inter subdomain overlap, Rδp and (R
0
p)
T are a re-
striction operator and an interpolation operator respectively. The domain of PDE problem can be
decomposed into a set of overlapping subdomains Ωδp. We solve the following right preconditioned
linear system  ApM−1p (Mpx) = b,M−1p = (RTp)B−1p (Rp), (5.50)
where M−1 is the additive Schwarz preconditioner, Rδp is the rectangular restriction matrix that
returns the vector of components defined in the interior of Ωp, and Bj is the discrete form of the
operator Ap restricted to Ωp .
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Chapter 6
Numerical Results and Analysis
6.1 Numerical results of expansion methods
6.1.1 Comparison between the WCKLE and Monte Carlo method
We want to compare the WCKLE method and Monte Carlo method up to T = 1.0. For a uniform
comparison, we set a constant time step size ∆t = 0.01 and a grid interval ∆x = 0.01 for both
methods. The relative stopping criteria for the Newton and GMRES methods are respectively 1.0×
10−9 and 1.0 × 10−6. We set δ = 2 for the restrictive additive Schwarz preconditioner, and LU
decomposition is applied for solving each subdomain. Brownian motion increment is normally
distributed with mean 0 and standard deviation
√
∆t. For the CHC equation, it is difficult to obtain
analytical solution. So we take Monte Carlo with sweep=10, 000 as the true solution. The WCKLE
method, and Monte Carlo with sweep= 1, 000 are compared based on this true solution. Using
PETSc and 64 processors on the platform of the supercomputer SMP, the two methods are applied to
compute the binary mixture system to T =1.0. In Table 6.1, the performance of the two methods are
compared. The relative L2 error for the WCKLE mean is defined as ‖ E(UWCKLE)−E(Utrue) ‖2
/ ‖ E(Utrue) ‖2 [80], where E(Utrue) is the mean obtained from Monte Carlo sweep=10, 000.
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Table 6.1: Relative L2 error of the WCKLE method and MC simulation with 1, 000 realizations
Relative L2 error Mean(%) Variance(%) exe. time(s)
Monte Carlo 3.45 6.6 3660
WCKLE 0.74 4.7 459
We can see the mean L2 error of the WCKLE is much smaller than that of the MC, and the
variance L2 error of the WCKLE is smaller. The computing time of the WCKLE is less than 8
minutes, while MC costs more than 1 hour. Therefore, for a short time range, the WCKLE can
bring better results with less computing time.
Fig. 6.1 are the mean and variance solution computed by the WCKLE method.







































Figure 6.1: Mean and variance at t = 1.0, computed by the WCKLE method
Fig. 6.2 demonstrates the variance relative error of variance VS the number of WCKLE coeffi-
cient, and justifies a cut off at relatively low expansion for this problem. By increasing the number
of expansion coefficients for the WCKLE method, we get percentage error decreasing with respect
to the Monte Carlo method.
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Number of Expansion Coefficients
Figure 6.2: The relative error in the variance as a function of the numbers of expansion coefficients.
6.1.2 Scalability experiments on the WCKLE method
For testing the scalability, we set a more fine grid size ∆x = 0.002, and a smaller time step size
∆t = 0.0001. The number of the total time step is 10, and subdomain solvers are LU and ILU with
different fill-in levels. Table 6.2 is the computing performance up to one thousand of processors.
The total degree of system for the system is 2.2 × 106. Two nonlinear iterations are taken for each
time step. We do a strong scalability experiment from 128 processors to 1028 processors, and find
for LU subdomain solver, the speedup of the WCKLE method is superunitary compared to the ideal
line, while ILU is subunitary in efficiency. However, for some situations, ILU subdomain solvers
are faster. In general, there may be crossover points in the effectiveness of the preconditioners.
Table 6.2: A comparison of different subdomain solvers. The preconditioner is restrictive ASM, the
subdomain overlap = 2.












128 2.0 145.2 375.7 2.0 101.1 416.8 2.0 62.3 1243.3
256 2.0 135.5 206.2 2.0 107.2 255.9 2.0 69.9 411.4
512 2.0 134.8 123.5 2.0 112.3 158.4 2.0 78.2 230.7
1024 2.0 149.1 76.8 2.0 112.7 93.4 2.0 79.1 97.0
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Figure 6.3: The computing time and linear iteration numbers VS number of processors for the
WCKLE method.
We remark that for this problem, ILU(1) is not as reliable as ILU(2) and sometime it fails to
converge.
6.1.3 Steady statistical solutions of the CHC equation
The spinodal decomposition process has multiple time scales: the constituents separate quickly in
the initial stage, and then coalesce and coarsen slowly. Finally the distinctive separation stage is
obtained. For long time computation, the Brownian force continues to act, so more terms should be
added into the WCKLE PDE system. However, due to the limitation of the memory and computing
time, it’s difficult to compute the WCKLE PDE system with a growing number of propagator terms.
Instead, we use the WCKLE to get a coarse-scale solution, since it captures a major part of the
random solution. We set a grid size ∆x = 0.01 and employ an adaptive time stepping scheme,
since the evolution slows as time increases. With thermal fluctuation intensity σ0 = 0.004, we
obtain Monte Carlo results of the mean and variance with 100 realizations. The respective WCKLE
result is used for correcting the variance and refining the numerical results.
As we can see in Fig. 6.4, excited by the initial small perturbation, the binary materials start to
separate quickly, which is called spinodal decomposition. After a long time coarsening process, we
can see two distinctive regions. During the whole process, the variance also evolves. We can see at
the interfacial region, the variance is bigger than other regions.
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Figure 6.4: The mean solution of the CHC equation at times 1.0, 2.0, 5.0, 10.0, 20.0, 50.0






















































































































Figure 6.5: The variance of the CHC equation at times 1.0, 2.0, 5.0, 10.0, 20.0, 50.0
6.2 Numerical results of the finite element-based scheme
In this section, a series of numerical examples is introduced to illustrate the characteristics of the
finite element 2-variable scheme. We demonstrate evolutions of spinodal decomposition and the
CH energy with some typical initial conditions [19, 21, 27, 31].
In this subsection, the typical phase separation phenomena of the CHC equation is illustrated
through simulation. In the following numerical examples, we consider the SPDE with a domain
Ω = (0, 1) × (0, 1), T = 5.0, use grid sizes in spatial direction ∆x = ∆y = 0.01, and in
temporal direction ∆t = 0.001, and stop the computations when the relative differences in norm
between lth and (l + 1)th iterations is less than 10−8. Next, we generate the mesh which consists
20, 000 elements with linear basis functions. It corresponds to 100× 100× 2 triangular cells in all.
Through the examples, we find the evolution of spinodal decomposition, the dissipation of the free
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CH energy, and the competition between the bulk energy and interfacial energy.
In the examples, the initial values u0 is the uniform phase u ≡ 0 and a small perturbation ζ is
added to it:
u0 = ζ. (6.1)
We adjust the coefficients , γ, and σ to change the ratio among the interfacial energy, the bulk
energy, and thermal fluctuation.
Example I.
In this example,  = 5× 10−4, γ = 1, σ = 0.001. For the initial value, there is no perturbation,
which means ζ = 0. The evolution of the binary mixture system is demonstrated in Fig. 6.6.
We find the spinodal decomposition takes place and evolves as a result of the thermal fluctuation.
After evolving for a long time, the system becomes steady and the CH energy varies slowly. Fig. 6.7
demonstrates the evolution of the CH energy, the interfacial energy, and the bulk energy respectively.
The dissipation of the energy is displayed in the figure.
Figure 6.6: The evolution of spinodal decomposition with initial perturbations of Example I.
CHAPTER 6. NUMERICAL RESULTS AND ANALYSIS 58
Figure 6.7: The evolution of system, interfacial, and bulk energy with initial perturbations of Ex-
ample I.
Example II. In this example,  = 5× 10−4, γ = 1, σ = 0.002. For the initial value
ζ = 0.1(0.5− x)(0.5− y),
and small polynomial perturbation from the boundary is used. Compared to the previous example,
a different phase evolution process is observed. We find that the spinodal decomposition evolving
from the early stage of the perturbation in Fig. 6.8. Fig. 6.9 demonstrates the evolution of the CH
energy, the interfacial energy, and the bulk energy for Example II, respectively.
Figure 6.8: The evolution of spinodal decomposition with initial perturbations of Example II.
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Figure 6.9: The evolution of system, interfacial, and bulk energies with initial perturbations of
Example II.
Example III. In this example,  = 4× 10−4, γ = 1, σ = 0.001. For the initial value, we try
a polynomial perturbation from the center,
ζ = 0.01− 0.16(0.5− x)2(0.5− y)2.
The evolution of the spinodal decomposition is faster than that in Example II as a result of the
perturbation we used. Typical phase transition phenomena are displayed in Fig. 6.10.
Figure 6.10: The evolution of spinodal decomposition with initial perturbations of Example III.
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6.3 Numerical results of the finite difference-based scheme
We implement the algorithms described in the previous section on top of the Portable Extensible
Toolkit for Scientific computation (PETSc) library from Argonne National Laboratory [54]. In
this section, we show some numerical results with finite difference-based scheme. Because of the
randomness in the equation, the solution is often not unique, and if the problem is solved with two
algorithms (for example, an explicit method and an implicit method), they may not arrive at the
same steady state solution in the classical sense (i.e., assume the same value at the same spatial
location and the same time), but they are considered as the same solution if they agree with each
other after certain shifts. To validate the algorithm and software, we first show some 2D experiments
with which we compare the implicit results with results obtained with an explicit algorithm. The
main focus of this section is the implicit algorithm in 3D.
For the nonlinear solver: the absolute convergence tolerance is a = 10−8; the relative conver-
gence tolerance is r = 10−6; the convergence tolerance in terms of the norm of the change in the
solution between steps is s = 10−7.
For the linear solver, the absolute convergence tolerance in the GMRES solve is ηa = 10−9; the
relative convergence tolerance in the GMRES solve is ηr = 10−3; in the RAS preconditioner, the
sparse LU or ILU decomposition are used as the subdomain solvers; 1 to 3 overlaps are used for
different problem sizes and subdomain numbers.
There are two physical parameters: the interfacial parameter 2, and the amplitude of the thermal
fluctuation σ. A number of 2 and σ are chosen to demonstrate the system evolution and associated
scalability results.
For the CHC equation, we use the constant initial condition u (referred to as the volume frac-
tion), since the thermal fluctuation drives the steady initial condition into phase separation state.
However, for the deterministic CH equation, the constant initial condition keeps the equation silent
forever. Therefore, using a similar treatment [17, 27], we set the random initial condition:
u0(x) = u+ r (6.2)
where r is a random variable with uniform distribution in [−0.01, 0.01].
Due to the random property of the CHC equation, some statistics are necessary to compare
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numerical solutions. In this thesis, we consider the statistical moments up to order 10. The kth








In the numerical results of the next section, E1 and E2 are the bulk and interfacial energy
respectively.
6.3.1 Numerical examples in 2D
In this section we point out the main difficulties in computing solutions of the CHC equation. We
pay special attention to the computation of steady solutions. We study the following issues:
1. Validation of the numerical solution with the fully implicit scheme.
2. The effect of thermal fluctuation on the evolution of the CHC equation.
To validate the implicit method, we implement an explicit method, which has the same dis-
cretization of the space, time, and thermal fluctuation. Therefore, we evolve the CHC system by the
following equation:
un = un−1 −∆tn−1 (G(un−1) + ζn−1h ) . (6.4)
For the explicit scheme, we use a constant time step ∆t = 10−7 and evolve the system at each
time step. For the fully implicit scheme, the adaptive time step strategy is applied with an initial
time step ∆t = 1.5× 10−4.
6.3.1.1 Validation of the numerical solution with the fully implicit scheme.
Fig. 6.11 shows the final morphologies with and without the thermal fluctuation computed using
the fully implicit scheme, and the explicit scheme. Fig. 6.11(a) is the steady state solution with
the thermal fluctuation obtained with the explicit method, and Fig. 6.11(b) is the corresponding
implicit result. They don’t look the same, in the classical sense, however, if we shift and rotate
the final morphologies, they look the same as pictured in Fig. 6.11(c). This is due to the periodic
boundary conditions and the random initial condition. Similar observations can be made for the
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case without the thermal fluctuation as shown in the bottom row of Fig. 6.11. Without the thermal
fluctuation, the random initial condition is able to drive the system into a circle, while with the
deterministic initial condition, the thermal fluctuation drives the system into a slab. Both the circle
and slab are well-known steady morphologies, as discussed in other reports [17, 27].
Table 6.3: The energies and statistical moments at steady state of the explicit and fully implicit
scheme, with and without the thermal fluctuation.
numerical scheme σ E E1 E2 M2
explicit 10−14 −1.77× 10−2 −3.79× 10−2 2.03× 10−2 1.24× 10−1
implicit 10−14 −1.77× 10−2 −3.79× 10−2 2.03× 10−2 1.24× 10−1
explicit 0 −1.65× 10−2 −3.68× 10−2 2.03× 10−2 1.20× 10−1
implicit 0 −1.65× 10−2 −3.66× 10−2 2.02× 10−2 1.19× 10−1
M3 M4 M5 M6
explicit 10−14 −2.67× 10−2 2.45× 10−2 −9.80× 10−3 6.13× 10−3
implicit 10−14 −2.68× 10−2 2.46× 10−2 −9.83× 10−3 6.15× 10−3
explicit 0 −2.88× 10−2 2.48× 10−2 −1.07× 10−2 6.60× 10−3
implicit 0 −2.88× 10−2 2.46× 10−2 −1.07× 10−2 6.54× 10−3
M7 M8 M9 M10
explicit 10−14 −3.01× 10−3 1.70× 10−3 −8.92× 10−4 4.89× 10−4
implicit 10−14 −3.02× 10−3 1.70× 10−3 −8.95× 10−4 4.90× 10−4
explicit 0 −3.40× 10−3 1.93× 10−3 −1.05× 10−3 5.87× 10−4
implicit 0 −3.37× 10−3 1.91× 10−3 −1.04× 10−3 5.86× 10−4
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(a) (b) (c)
(d) (e) (f)
Figure 6.11: Steady morphologies: (a) σ = 10−14, explicit scheme ; (b) σ = 10−14, implcit scheme;
(c) the translation and rotation of (b); (d) σ = 0, explicit scheme; (e) σ = 0, implicit scheme ; (f)
the shift of (e).
6.3.1.2 The effect of thermal fluctuation on the evolution of the CHC equation
We study the effect of the thermal fluctuation by demonstrating evolution of the morphology, ener-
gies, and statistical moments with different intensities. We present two test cases with two initial
compositions 0.5 and 0.63. For u = 0.5, we set sharpness parameter 2 = 15/(8 × 1282), and
for u = 0.63, we set 2 = 1/12000, which are same parameter sets in [55, 56, 71]. For each case,
we set σ = 10−14, 10−16, 10−18, 10−20. Fig. 6.12 is the energies and statistical moments evolu-
tion for u = 0.5. The mesh is 128 × 128. It is found that the increase of the thermal fluctuation
intensity leads to an acceleration of system evolution in the early stage. Therefore, initially the
thermal fluctuation plays an significant and positive role in the system evolution. After the initial
separation stage, the system starts to coarsen. The thermal fluctuation also disturbs the coarsening
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negatively. Therefore, the system with lower thermal fluctuation intensity is able to get to the steady
state earlier.



































































































































































Figure 6.12: Evolution of the energies and statistical moments for 2 = 15/(8× 1282), u = 0, and
σ = 10−14, 10−16, 10−18, 10−20.
In this case, we also investigate the morphology evolution with and without thermal fluctuation.
Fig. 6.13 is the respective morphology evolution with σ = 10−14.
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(a) t = 0.1 (b) t = 1.8 (c) t = 50.0
(d) t = 240.0 (e) t = 245.0 (f) t = 248.2
(g) t = 250.1 (h) t = 251.4 (i) Steady state
Figure 6.13: Evolution of the concentration for 2 = 15/(8× 1282), u = 0, and σ = 10−14.
We test the case u = 0.63 on a 256×256 mesh. Fig. 6.14 is the respective evolution of energies
and statistical moments. Fig. 6.15 is the morphology evolution with σ = 10−14.
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Figure 6.14: Evolution of the energies and statistical moments for 2 = 1/12000, u = 0.26, and
σ = 10−14, 10−16, 10−18, 10−20.
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(a) t = 0.5 (b) t = 1.0 (c) t = 2.0
(d) t = 6.0 (e) t = 8.0 (f)t = 12.5
(g)t = 25.0 (h)t = 50.0 (i) Steady state
Figure 6.15: Evolution of the concentration for 2 = 1/12000, u = 0.26, and σ = 10−14.
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6.3.2 Numerical examples in 3D
Due to the complexity of the CHC equation, the study for the 3D solution is much more challenging
than the 2D problem. The topology of the solution experiences significant changes as time evolves,
and the final steady morphology has more types. In this section we perform the same type of
analysis as in previous section. For validation, we use same parameter sets as in [55, 56, 71], which
are 2 = 1/800, u = 0.26 and 2 = 1/2400, u = 0.5, and we use the same mesh as in [55], which
is 1283. The system evolution with different intensities of thermal fluctuation σ = 10−14, 10−16
and 10−18 is studied. We obtain the same final stages, cylinder and sphere. In terms of energies and
statistical moments, our results correspond well with results published in [17, 27]. We also studied
the equation with other parameter sets and obtained some other final steady morphologies, e.g.,
plane and Lawson surface. With some parameter set, we found that the existence of the stochastic
noise is able to change the final morphology, from cylinder to plane.
6.3.2.1 Examples of the CHC equation evolution
We computed the solution on a 1283 mesh with four set of parameters. We test the respective SPDE
with different intensities of the random noise and PDE with the random initial condition. We plot the
evolution of the energies and statistical moments. The snapshots of isosurfaces of the concentration
are presented. We observe that the random noise drives the initially constant concentration to a
complex interconnected pattern, and finally a steady morphology.
Example I. In this example, u = 0.63, 2 = 1/800, and σ = 10−14, 10−16, 10−18. Spinodal
decomposition took place by the small thermal fluctuation, and was followed by coarsening. Fig.
6.16 shows evolution of energies and statistical moments, and Fig. 6.17 is the demonstration of
snapshots respectively.


















































































































































Figure 6.16: Evolution of the energies and statistical moments for 2 = 1/800, u = 0.26, and
σ = 10−14, 10−16, 10−18.
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(a) t = 1.7 (b) t = 6.0 (c) t = 8.0
(d) t = 12.5 (e) t = 20.0 (f) Steady state
Figure 6.17: Evolution of the concentration for 2 = 1/800, u = 0.63, and σ = 10−14.
Example II. In this example, 2 = 1/2400, and u = 0.5. The typical phase transition phe-
nomena and phase separation-coarsening are also obtained. See Fig. 6.18 for energies and statistical
moments evolution, and Fig. 6.19 for the phase variable evolution.

















































































































































Figure 6.18: Evolution of the energies and statistical moments for 2 = 1/2400, u = 0.5, and
σ = 10−14, 10−16, 10−18.
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(a) t = 4.0 (b) t = 5.0 (c) t = 9.0
(d) t = 12.0 (e) t = 15.0 (f) Steady state
Figure 6.19: Evolution of the concentration for 2 = 1/2400, u = 0.5, and σ = 10−14.
Example III. In this example, we set 2 = 1/2400 and u = 0.26. Fig. 6.20 is the evolution
of energies and statistical moment, and Fig. 6.21 is the snapshots of isosurfaces respectively.
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Figure 6.20: Evolution of the energies and statistical moments for 2 = 1/2400, u = 0.26, and
σ = 10−14, 10−16, 10−18.
CHAPTER 6. NUMERICAL RESULTS AND ANALYSIS 74
(a) t = 0.5 (b) t = 1.0 (c) t = 2.0
(d) t = 8.0 (e) t = 15.0 (f) Steady state
Figure 6.21: Evolution of the concentration for 2 = 1/2400, u = 0.26, and σ = 10−14.
Example IV. In this example, we set 2 = 1/800 and u = 0. Fig. 6.22 and Fig. 6.23 are
evolution of energies, statistical moments, and phase variable respectively.
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Figure 6.22: Evolution of the energies and statistical moments for 2 = 1/800, u = 0, and σ =
10−14.
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(a) t = 2.2 (b)) t = 72.6 (c) t = 72.8
(d) t = 72.9 (e)t = 73.0 (f) Steady state
Figure 6.23: Evolution of the concentration for 2 = 1/800, u = 0, and σ = 10−14.
6.3.2.2 The adaptive time size evolution
The implemented strategy is capable of detecting rare coarsening events, typical for spinodal de-
composition, and adjusting the size of time step by several orders of magnitude accordingly. Also,
it allows us to reach steady state solutions for both two and three dimensional cases. In Fig. 6.24,
we present the evolution of the time-step size for Example I, II and III in the previous section.
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Figure 6.24: The time size evolution of Example I II and III.
6.3.3 Scalability studies
In this section, we study the convergence properties of the proposed algorithm. We study how
the number of linear and nonlinear iterations change when the mesh is refined and the number of
processors is increased. We pay special attentions to the number of linear and nonlinear iterations
and how they change when the mesh is refined and the number of processors is increased. We also
compare the total computing time for each of the test runs. We focus on Example I with σ = 10−14
and 10 fixed-size time steps. The tests are started at t = 0 or the coarsening time (in this case, the
time with the system energy E = −0.01 is considered as a typical coarsening time, and test results
are in the second row of the following tables).
For simplicity, in tables below, “np” is the number of processors, “IN” is the number of inexact
Newton iterations per time step, “GMRES” is the number of RAS preconditioned GMRES iterations
per Newton step, “Time” is the total execution time in seconds, and “TS” is the time step size. The
results in the second row is the performance starting at the coarsening process respectively. The
scalability is tested with different subdomain solvers, mesh sizes, subdomain overlaps, and time
step sizes. In some tests, we found this method scales well up to thousands of processors, but in
others we have not found so.
Table 6.4 shows a comparison of different subdomain solvers on a 1283 mesh. It can be seen that
when the number of processors is small, ILU is faster than LU, but the scalability is not as good, due
to larger number of linear iteration counts. Therefore the optimal choice of the subdomain solver
depends on the scale of the problem and the number of processors.We remark that when the time
step size is large, ILU(0) is not as reliable as ILU(1) and sometime it fails to converge.
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Table 6.4: A comparison of different subdomain solvers. The overlap = 1, and the time step size
= 0.0001.
SDS ILU(0) ILU(1) ILU(2) LU





































































































Table 6.5 shows how the numbers of linear and nonlinear iterations and the computing time
change when the mesh is refined and the number of processors increases. The subdomain solver is
LU, and the time step size is 10−4. From the results, we see clearly that the number of nonlinear
iterations is not sensitive with respect to the mesh size or the number of processors. Once the mesh
size is fixed, the number of linear iterations doesn’t change much as we increase the number of
processors, but if the number of processors is fixed, then the number of linear iterations increases as
we refine the mesh.
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Table 6.5: Iteration numbers of Newton, GMRES, and computing time with different meshes. The
preconditioner is restrictive ASM, the subdomain overlap = 1, and the subdomain solver is LU.
Mesh 323 643 1283













































































Table 6.6 shows the impact of the subdomain overlaps. The subdomain solver is ILU, the mesh
is 1283 and the time step size is 10−4. We can see the increase of the overlap leads to the decrease
of linear iterations.
Table 6.6: Impact of the overlapping size. The subdomain solver is ILU(1), and the time step size
= 10−4.
Overlap 0 1 2 3





































































































Table 6.7 shows a comparison between different time sizes, on a 1283 mesh and subdomain
solver LU. The results show that the number of inexact Newton iterations is not sensitive to the time
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step size, but the number of linear iterations increases as the time step size increases. The scalability
is superunitary, so for large scale problems, LU is the best subdomain solver.
Table 6.7: A comparison of different time step sizes, the subdomain solver is LU, overlap = 1.
TS 0.0001 0.001 0.01













































































6.3.4 Comparison with the CH equation
In this section, we want to compare the CHC equation with the CH equation. For the CH equation,
the constant initial condition keeps the evolution silent forever. Therefore, using the treatment
in [17, 27], we set the random initial condition:
u0(x) = u+ r(x), (6.5)
where r(x) is a random variable, with uniform distribution in [−0.01, 0.01]. In the numerical ex-
periment, for each cell, an independent random number is generated.
We test the CH equation with parameters of all 2D and 3D cases in the previous sections. It
is found the CH equation converge to same steady morphology states of the CHC equation respec-
tively. Some of these steady states are consistent with other reports [17, 27, 28].
We also test the CH and CHC equation with 2 = 1/200, u = 0.26. It is found that the CH
equation with the random initial condition drives the system into cylinder finally, while the CHC
equation evolves to a steady plane. Numerical results show that there is a small difference of the
steady system energy between the two models. For bulk, interfacial energy, and statistical moments
at steady state, the differences between the CH and CHC equation are more apparent. Fig. 6.25 and
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Figure 6.25: Evolution of the energies and statistical moments for 2 = 1/200, u = 0.5, σ =
10−14, 10−17 or the PDE model.
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(a) t = 4.0 (b) t = 6.0 (c) Steady state
(d) t = 6.8 (e) t = 7.7 (f) Steady state
Figure 6.26: Evolution of the concentration with the random initial condition (the top row) and the
random noise σ = 10−14 (the bottom row), 2 = 1/200, u = 0.26.
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Chapter 7
Conclusions and Future Work
In this chapter, we draw some conclusions and outline some possible future directions for our re-
search. We have demonstrated the physical background (Chapter 2), mathematical models (Chapter
3), expansion methods (Chapter 4), numerical methodologies and NKS solvers (Chapter 5), and nu-
merical results (Chapter 6). As a basis for solving the CHC equations, the expansion methods, finite
difference and finite element schemes are reviewed. Numerical solutions and results are discussed
in several aspects: the system evolution of energies, statistical moments, and morphology; the evo-
lution of the mean and variance; the adaptive time strategy; the scalability studies. In Section 7.2,
extension and expansion of current work are discussed besides possible improvements of current
methodology and solvers.
7.1 Conclusions of current work
Spinodal decomposition is a typical phase separation phenomenon in material science, whereby two
or more components can separate into distinct regions (or phases) with distinctly different chemical
compositions and physical properties. The CHC equation is powerful in modeling the spinodal
decomposition. We study the CHC equation in 2D and 3D.
We have explored the WCKLE method for solving the CHC equation. Using this method,
the CHC equation is reduced to a deterministic PDE system for the expansion coefficients of the
random fields. All the statistical information of the CHC equation is estimated by these expansion
coefficients. We have used a stabilized cell centered finite difference method for the space, a semi
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implicit method for the time, and an adaptive time-stepping scheme for the time step size. The CHC
equation is computed by the Monte Carlo method and the WCKLE method. At each time step,
Newton method is used to solve the nonlinear equation. Krylov subspace method and restrictive
additive Schwarz method are used to compute each linear iterative equation efficiently. It is found
that for short time, WCKLE method is faster than Monte Carlo method, which is a consequence of
the faster convergence behavior of the WCKLE series.
For long time, due to the property of Brownian motion, more and more expansion coefficients
should be added into the WCKLE PDE system. Thus, the size of memory is becoming a problem
as a result of a large high-order nonlinear equation system. We have used the WCKLE-MC hybrid
method, and obtained the final steady state. The evolutions of the mean and variance solution are
demonstrated.
On supercomputer SMP, we compared the Monte Carlo method and the WCKLE method. It is
found that with domain decomposition method, WCKLE will bring better statistical results with less
computing time. The scalability of WCKLE is analyzed from hundreds to thousands of processors.
It is shown that the speedup of WCKLE is super unitary and the RAS scales well up to a thousand
processor cores.
We have explored the system evolution of energies, statistical moments, and morphology based
on finite element and finite difference methods.
With a second-order-splitting finite element method, we have discretized the CHC equation
by the standard C0 finite element basis function. An efficient framework is built to solve the CHC
equation numerically. We have demonstrated typical phase transition phenomena and the dissipation
of CH energy, which are consistent with the mechanism of the phase evolution. This method can be
used for other fourth-order evolution equations.
We study the general CH phase-field model with the thermal fluctuation in 3D by the combina-
tion of a fully implicit scheme, a cell-centered finite difference, and a time adaptive strategy. For
solving the nonlinear equation system at each time step, we made use of an NKS algorithm, which
is effective for this highly nonlinear problem.
This finite difference-based scheme is implemented parallel in the framework of PETSc, which
enables us to study the problem at large scale. After verifying the correctness of the fully implicit
method by comparing final steady solutions with the explicit scheme, we postulate set of tests based
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on three morphology descriptors, the interfacial parameter, the initial concentration, and the in-
tensity of the thermal fluctuation. They allow us to describe the multiple time scales of the CHC
equation, and to isolate two subprocesses: phase separation leading to boundary creation and coars-
ening leading to bulky phase creation. This suite of test problems provides means to study the effect
of the thermal fluctuation on the whole process.
Typical final morphologies, e.g., circle, plane, cylinder, are obtained in 2D and 3D. We find that
the random noise, the interfacial parameter and the initial concentration have significant effects on
the steady solution. With some parameter set, the CHC equation and the deterministic CH equation
evolve to different steady states. The energies and statistical moments evolution with different
intensities of thermal fluctuation are also compared. It is found that the thermal fluctuation plays
an important role in the early stage, which is consistent with Cook’s conclusion. The increase of
the thermal fluctuation intensity leads to the acceleration of the phase separation. Later, during
the coarsening stage, the separated concentration distribution dominates the slow process. The
existence of random term affects the evolution both positively and negatively. Therefore, there is
no monotonic relationship between the system evolution and the random noise in the coarsening
process. To our knowledge, this is the first analysis of the 3D steady solution of the CHC equation,
which reveals higher complexity of the modeled phenomena compared to the 2D simulations.
We study the scalability of the finite difference-based method on processors from hundreds to
thousands, and for problems from tens of thousands to millions of degrees of freedom. The scala-
bility is tested in terms of the mesh, subdomain solver, subdomain overlap, and the time step size.
Superlinear speedup is obtained when employing the LU subdomain solver, though the factoriza-
tion step takes more time than the incomplete LU preconditioned GMRES does as the size of the
subdomain problem becomes larger. Overall, the solver scales well to thousands of processor cores.
7.2 Future research agenda
The WCKLE-MC hybrid method for the CHC equation
Using the WCKLE-MC hybrid method, we demonstrated the evolution of the mean and vari-
ance in 2D. For pursuing a more physical meaning result, it is significant to study how to obtain
the evolution of statistical information in 3D. This task is challenging in some aspects. Firstly, the
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higher dimensions make the discretized scheme more sensitive to the size of the space and time in-
terval. Secondly, the numerical implementation is dimension sensitive, even though the theoretical
base of the WCKLE method is independent of the spatial dimensions. The increase of the dimen-
sionality makes the computing more difficult and time consuming. The respective scheme analysis,
performance study, and scalability analysis, etc, are significant and useful work in the future.
Another aspect of this study is to search for the optimal set of basis functions and expansion
coefficients that guarantee faster simulation of the thermal fluctuation, while not sacrificing accu-
racy. The huge number of random coefficients will bring a high dimensional PDE system, which is
the mostly time wasting part in the computing. We need to study how to compress this historical
statistical information and then decrease the size of the equation.
After taking advantage of the WCKLE method on the CHC equation, our next assignment is
to solve the high dimensional coupled nonlinear PDE system. The optimization on solving this
equation remains open and challenging. Firstly, it should be noted that many equations in the system
are similar due to the same source of randomness. We will take advantage of this property, and
accelerate the computing process. Secondly, we will design an efficient preconditioner for solving
the system. Due to the complicated structure of the equation system, an appropriate preconditioner
will be critical and significant.
The finite element method for the CHC equation in 3D
In the thesis, we studied the CHC equation in regular Cartesian physical domains. In practical
environments, the domain can be arbitrary shape. Therefore, the finite element method is a powerful
method for solving this kind of problem. The time step size in our method is fixed. The adaptive
strategies would be beneficial when solving the CHC equation. Due to the multiscale temporal
nature of the phase separation, it is possible to make use of adaptive methods in both spatial and
temporal triangulation, and in the parameters. The size of the time step is based on the stage. It
should be small if we want to understand the evolution at the beginning. On the other hand, the time
scale can be loosened if we are interested in the long-time result. We will continue our research work
on finite element methods in 3D. Also, we will compare the results from finite element method to
that from finite difference, and design the optimal choice in practical problems.
The finite difference method for the CHC equation in 3D
Our future research includes the extension of the Schwarz methods to multiple levels, which
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will accelerate the convergence. With the multilevel method and tens of thousands of processors,
it is practical to obtain the evolution of statistical moments, energies and morphology in a higher
resolution. It may uncover new results that lower resolution is not able to. Therefore it is important
to study how the multi level method works with the CHC equation.
The phase field modeling of other physical problems
In other physical problems, such as electromagnetic driven void, image processing. etc., it is
also found phenomena similar to the spinodal decomposition [8, 13]. Let us consider the void for
example. In the system full of electrons, ions, and dusty particles, the dusty particles will accumulate
in some regions, and leave other regions. Finally a void will form in the system, which is like the
process of spinodal decomposition. Some believe that the CH phase field model can be used to
study these problems.
Other applications
Our efforts were focused on the CHC equation, but the methodologies demonstrate powerful
tools in studying other similar problems including higher-order spatial orders, such as the Allen-
Cahn equation, the Kadomtsev-Petviashvili equation, etc [103]. We will also employ the method-
ologies in this thesis to other applications, such as rotation-free thin shell theory, strain-gradient
elastic and inelastic material models, organic cell solar, and dynamic crack propagation [17]. There
is a broad range of applications to improve their numerical solutions arising in astrophysics, material
science, and physics [27].
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