We provide a consistent framework for estimating galaxy counts and variances in widefield images for a range of photometric bands. The variances include both Poissonian noise and variations due to large scale structure. We demonstrate that our statistical theory is consistent with the counts in the deepest multiband surveys available. The statistical estimates depend on several observational parameters (e.g. seeing, signal to noise ratio), and include a sophisticated treatment of detection completeness. The java calculator is freely available 1 and offers the user the option to adopt our consistent framework or a different scheme. We also provide a summary table of statistical measures in the different bands for a range of different fields of view.
INTRODUCTION
With the advent of wide-field imagers on high-quality observing sites, there are increasing numbers of very deep, wide-angle studies (e.g. nearby galaxies) that are subject to an unknown contribution of background galaxy counts. Even when the same field has been observed in several photometric bands, it can be very difficult to remove correctly the background galaxy counts at a deep magnitude limit.
The issue of background contamination is likely to persist for many years. Even with the fine resolution (≈ 0.1") of the Hubble Space Telescope (HST) the highest redshift sources are still largely unresolved (Ouchi et al. 2005) . Therefore star/galaxy discrimination of such objects awaits the development of multi-conjugate adaptive optics (MCAO) capable of spatial resolution on the order of tens of milli-arcseconds. However, higher resolution observations ⋆ E-mail: sce@aao.gov.au will result in a smaller field of view (FOV), since the focal plane of any instrument can only be populated with a limited number of CCDs. A "wide-field imager" in an era of MCAO is unlikely to exceed a few arcminutes (Bland-Hawthorn 2006) . A smaller FOV results in poorer statistical subtraction of background galaxies, due to larger relative uncertainty on the number counts.
We provide a java calculator 1 for estimating these variations in several photometric bands over a wide magnitude range. Our analytic approach is supported by the deepest surveys to date. Our modelled magnitude limits are (U, B, R, I, K) ≈ (27, 29, 28, 28, 23) mag.
We first describe our model in Section 2 and then present the results of the model with comparison to the Subaru Deep Field (SDF) in Section 3. Section 4 de-1 GalaxyCount is freely available from http://www.aao.gov.au/astro/GalaxyCount scribes worked examples of two practical applications of the model. First to a study of star-counts in NGC 300 by Bland-Hawthorn et al. (2005) , and secondly to the determination of galaxy cluster luminosity functions. Finally we discuss the results and present our conclusions in Section 5.
We have assumed a cosmology of H0 = 70 km s
Mpc −1 , ΩM = 0.3 and ΩΛ = 0.7 throughout, although the results are not very sensitive to the exact choice of cosmology.
PREDICTING COUNTS AND VARIANCES
The variance of galaxy number counts in a randomly placed cell of solid angle Ω is given by,
where n is the number density of galaxies, and dΩ1 and dΩ2 are elements of the solid angle Ω separated by an angle θ12 (Peebles 1980) . The angular correlation function ω can be parametrized as,
Following Peebles (1975) we change variables to rewrite equation 1 as,
where the integral on the right hand side is an integral over the cell scaled to unit area, and the scale factor of the cell θC has been taken out of the integral. For a square cell of side θC the integral equates to 2.24 (Peebles 1975) , for a circular cell the integral equates to ≈ 1.53 with θC equal to the diameter of the cell (found by numerical integration). GalaxyCount also allows oblong and elliptic window functions, which are integrated numerically within the code. Thus in order to calculate the variance for any general observation of a given area and depth, it is necessary to know how the number density and the correlation function amplitude change as a function of magnitude in the appropriate waveband. These will now be considered in turn.
Number density
A large number of published galaxy number count surveys exist in many different wavebands. These have been compiled for the U BRIK filters to yield the differential number density over a wide range of magnitudes (18.375 U 27.45, 10.45 B 29.35, 14.42 R 28.37, 12.25 I 28.25, 9.37 K 23.48) . The list of sources used in this work is given in appendix A1.
Thus the number density may be computed through integration over the required magnitude range. In practice this is achieved by averaging all the data in bins of width 1 mag, and fitting a cubic spline through the resulting averages. The spline is then integrated numerically.
Completeness
A very important caveat with the above method is that the published number density surveys have all been corrected for incompleteness at their faintest magnitudes in order to estimate the true number counts of galaxies (which is necessary to accurately derive cosmological models, etc.). However, if the variance of galaxy counts is required to estimate how accurately the foreground/ background galaxies can be removed from an observation the above method will yield incorrect results. The completeness of the observations must be accounted for. Fewer counts will be made at the faintest magnitudes, and hence the contribution to the variance will decrease. Because the number density is very high at faint magnitudes, the contribution from the faintest galaxies dominates the calculation, therefore it is imperative to accurately account for any incompleteness.
We define completeness as the number of galaxies detected divided by the true number of galaxies. In practice the completeness is usually estimated by artificially generating galaxies of various magnitude and adding these to the images. The completeness can then be estimated by running the source detection software and counting the number of artificial objects which have been recovered. Thus the completeness will depend on the source detection algorithm and thresholds. In particular the completeness function will change with the significance of the detection threshold, e.g. a 5σ detection threshold (i.e. the flux of detected sources is 5σ above the background) will have brighter completeness limits than a 3σ detection threshold.
The detection threshold also determines the effect of spurious detections, such that a higher threshold will have fewer spurious detections. GalaxyCount does not account for spurious detections, which would be few for typical detection thresholds of 3σ. This should be borne in my mind by the user if it is expected that there are many spurious detections in their data.
The completeness for any observation depends on the telescope aperture, the combined throughput of the telescope, instrument and atmosphere, the exposure time, the seeing (Γ) and the signal to noise ratio (SNR) of the detections, providing that the seeing is well sampled. Thus if the completeness function is known for any observation it may easily be scaled for any other observation, on the assumption that the shape of the curve does not change. Furthermore the completeness function can be modelled using a sigmoid function of the form,
where f = N measured /Ntrue is the completeness, b is the magnitude at which f = 0.5, and a (which has units of magnitudes −1 ) determines the sharpness of the step. It is essential to use a sigmoid completeness function that correctly matches the observations in question, i.e. a and b must be correctly chosen. This is very important because the galaxy number counts rise rapidly at faint magnitudes, and a change in the completeness function can have a large effect on the mean number counts and associated error. In Figure 1 we have compiled various completeness functions from the literature and our own data to show the spread in sigmoid slope which results from different object detection methods. Object detection optimised for galaxies generally yield a flatter slope than those optimised for point source detection. Similarly adaptive optics corrected images seem to result in a steeper slope than natural seeing images. Cresci et al. 2006) . The lines show the best fitting sigmoid functions and range from a = 1.4 for the SDF observations to a = 6.0 for the NACO AO corrected point sources.
These trends are easily understood as extended sources of fixed magnitude will have a greater range of surface brightness than point sources of fixed magnitude. Thus there is a larger spread in the sigmoid transition for extended sources as some faint magnitude may have a high central surface brightness and thus be detected, whereas some bright magnitude sources may have an overall low surface brightness and thus be missed. Only sigmoid functions derived from extended source detections should be used with GalaxyCount because of this difference. GalaxyCount uses a default slope of a = 3.0, which is typical for galaxy detections, however we stress that to obtain accurate results the completeness function for the users own data should be computed. This illustrated in Figure 2 , which shows the effect of varying the slope of the sigmoid function for B band observations with 18 B 27 mag and a fixed 50 per cent completeness of B=27 mag.
GalaxyCount uses a default sigmoid with a = 3.0 which may be used to provide an estimate the expected completeness of any observation by scaling b appropriately. The b values were measured from the SDF B, R and I completeness functions in Kashikawa et al. (2004) , and converted to Vega magnitudes using the transformations given in section 2.4 (U was derived from the B band completeness function), and the SDF K band completeness function was measured from Maihara et al. (2001) . In order to allow scaling from the SDF observations we have taken throughputs for (convolved with Mauna Kea atmospheric transmission from Hook et al. 2004) , and for CISCO K from Motohara et al. (2002) , we have assumed the GMOS throughput for U . We also offer the Gemini GMOS throughputs from Hook et al. (2004) as a default option in the calculator (we assume that the u ′ g ′ r ′ i ′ throughputs are appropriate for U BRI, and we assume the CISCO K band throughput is appropriate for Gemini NIR imagers).
Provision is made for the user to override any of our assumptions when using the calculator. Observing conditions, telescope aperture and instrument throughput may all be freely specified, or a particular sigmoid completeness function may be input. To give an impression of the importance of correctly specifying the appropriate observing conditions etc. Figure 3 shows the effect of varying the throughput on the resulting 18 B 27 mag number counts and standard deviation in a 5 × 5 ′ area, for a 595 minute exposure, with SNR=3, Γ ≈ 1", on an 8m aperture telescope. Clearly it is important to use the correct input for the particular observations of concern.
The difference in standard deviation resulting from incomplete and corrected observations is shown in Figure 4 , for a 5 ′ × 5 ′ FOV for a series of different exposure times and faint magnitude limits, with the other observing conditions the same as for the SDF.
Of course the number of galaxies in the field may already be known, and therefore GalaxyCount includes provision for the user to enter his or her own value, as well as providing estimates from including and excluding incompleteness. The standard deviation σ2 associated with a measured number of galaxies, N2, counted in a particular magnitude range and area, may be scaled from the predicted number and standard deviation, N1 and σ1, assuming the amplitude of the angular correlation function is the same in both observations, through the equation,
which may be combined with equation 4, to scale the results presented in Table 1 for different values of completeness.
Stellar contamination
The severity of stellar contamination will depend on the direction of the observations. Stars are not expected to contribute significantly to the number counts for observations away from the Galactic plane (Robin et al. 2003) . Bright stars may be easily removed from the catalogues via visual inspection, radial profile fitting or automatic discrimination (e.g. Bertin & Arnouts 1996) . At fainter magnitudes the stellar contamination will not be significant. Figure 5 compares the expected contribution of star counts at a Galactic latitude of b = 90 degrees and longitudes l = 0, 90, 270 degrees to the K band galaxy counts compiled from the literature (see appendix A1. If stellar contamination is expected to be a problem then it can be accounted for using synthetic models such as those of Robin et al. (2003) 2 .
Amplitude of the angular correlation function
The amplitude of the angular correlation function decreases at fainter magnitudes, since the average redshift of the sample is larger and hence the volume being surveyed is larger, and thus the distribution of galaxies is approaching homogeneity.
2 http://bison.obs-besancon.fr/modele/ The thick black line is for the total number of galaxies, the dotted and dashed lines include estimates for the incompleteness of the observations for exposure times of 595, 300 and 10 minutes, with SNR=3, Γ ≈ 1", with an 8m aperture telescope with 36% throughput and deviate from the thick black line in that order.
The functional dependence of A on magnitude has been reported to be monotonically declining (e.g. McCracken et al. 2001; Wilson 2003; Coil et al. 2004) or to flatten off at the faintest magnitudes (e.g. Brainerd & Smail 1998; Postman et al. 1998 ). Both possibilities have been modelled in GalaxyCount, and the user may choose between them. The first case was simply modelled by a least squares fit to logA vs. magnitude for data compiled from the literature. However, to allow the models to be extrapolated to very faint magnitudes the second case has also been modelled, which allows for a flattening of A at faint magnitudes. The sources for the measurements of the angular correlation function used in this paper are listed in appendix A2.
The amplitude of the angular correlation function has been modelled using theoretical arguments describing the evolution of clustering, in particular Efstathiou et al. (1991) and Peebles (1980) . The method takes a parametrized evolution of the two-point spatial correlation function and converts it to the expected dependence of A on magnitude. The two-point spatial correlation function is usually parametrized as, 
The scaling of ξ(r) with redshift, z, may be parametrized as (Groth & Peebles 1977) ,
where
where r is the proper distance and ǫ describes the evolution of the clustering, with ǫ = 0 -clustering fixed in proper co-ordinates −1.2 -clustering fixed in comoving co-ordinates 0.8 -prediction of linear theory.
In all cases with ǫ > −1.2 the comoving galaxy correlation length decreases monotonically with z. GalaxyCount uses ǫ = −1.2, 0, 0.8, 3 as selected by the user; ǫ = 3 was included to model the strong evolution of clustering observed at faint magnitudes (Coil et al. 2004) .
For small angles ω(θ) may be related to ξ(r) as ,
where Γ is the complete gamma function and A ′ is,
and,
where dA is the angular diameter distance.
Thus, A may be computed from equation 10 by assuming a particular cosmology and adopting a form for dN/dz. We have adopted an empirical relation for dN/dz as a function of magnitude given by Coil et al. (2004) ,
where z0 = −0.84 + 0.05I. Other bands were transformed to I using the z = 0 colours from the synthetic stellar population of Bruzual & Charlot (2003) , assuming an instantaneous burst of star-formation at z = 6.4 and solar metallicity.
Note that the empirical form used for dN/dz as a function of magnitude is not applicable for bright magnitudes. Therefore we use a linear relation for magnitudes brighter than the point at which the slope of the theoretical curve and the best fitting linear relation are equal. Although aesthetically more pleasing this in fact makes little difference to the results which are dominated by the much higher number counts at faint magnitudes. The models are compared to observations (listed in appendix A2) in Figure 6 . In most cases the monotonically decreasing model seems to be the best fit to the data.
A subtle issue is that the fits to A as a function of magnitude are calculated for a median magnitude. In the sources that use limiting magnitudes we have converted to median magnitudes using our compiled number counts within the magnitude limits. However, A is required over a range of magnitudes for use in equation 1. Therefore to calculate σ 2 between magnitude limits we substitute n per magnitude for n in equation 1, and then integrate over magnitude between the limits in question, using the appropriate value for A at each point.
The effect of the chosen model of A is shown in Figure 7 for a linear fit and a model with ǫ = 3. The calculations were performed in the I band, with a fixed bright magnitude of I = 18, a FOV of 25 sq. arcmin., and a fixed exposure time of 300 minutes. The effect of the flattening of A at faint magnitudes is to increase σ.
Magnitude systems
GalaxyCount uses data compiled from a large number of heterogeneous sources, listed in appendix A1, to calculate the number density over a large range of apparent magnitudes. These different sources comprise various filter and magnitude systems, and have been transformed to a common system of 'Kron' total magnitudes (Kron 1980) in the Vega system (B is Johnson and R and I are Kron-Cousins, see Metcalfe et al. 2001) . This system was chosen as most of the data were already in such a system, or a similar system, and therefore required the least amount of transformation. However, we recognise that this system may not be the choice for many future astronomical systems, given the widespread use today of SDSS u ′ g ′ r ′ i ′ z ′ filters, Petrosian magnitudes (Petrosian 1976 ) and AB magnitudes (Fukugita et al. 1996) . Thus in order to increase the capability of GalaxyCount we have incorporated transformations to the u ′ g ′ r ′ i ′ z ′ system, and list below the transformations to this and the AB systems. These transformations are only approximate, since galaxies display a large range of colours, surface brightness profiles, spectra, etc. and thus no single transformation is appropriate for all galaxies. Of course the user may simply compute the transformations appropriate to his or her own data, and input the transformed magnitudes.
Conversions to SDSS u ′ g ′ r ′ i ′ z ′ magnitudes were calculated using the z = 0 colours derived from a model spectrum of a passively evolving, solar metallicity galaxy, formed at z = 6.4, from the libraries of Bruzual & Charlot (2003) . The z = 0 colours are assumed for all galaxies, and are listed below,
For comparison to the SDF (see the next section) the following conversions to AB magnitudes were used,
IAB ≈ I + 0.5 
The effect of the window function
GalaxyCount allows a choice of window functions so different detector shapes and illumination patterns may be modelled. The choices are square, circular, rectangular and elliptic. Square and circular windows are treated separately from rectangular and elliptic window functions for the purpose of increasing the speed of the calculations. In Figure 8 we show the effect of the window function on the resulting galaxy counts and standard deviations for observations in the B band with a field of view of 25 square arcminutes in all cases. The differences can be understood in terms of the different allowable separations between galaxies accommodated by the windows.
RESULTS
In this section we describe the general characteristics of the model via a comparison to data from the SDF. We demonstrate that the model reliably predicts accurate standard deviations for the associated number counts. However the number counts are not always reliably predicted by the model, particularly in the B band. This is shown to be a consequence of the large discrepancy between published number densities at faint B band magnitudes. We also present general results of the model for different magnitude limits, filters, and areas.
Note well that the model works in the Vega magnitude system. Therefore we have converted to the SDF AB magnitudes system using the transformations given in equation 15.
Characteristics of the model and comparison to the Subaru Deep Fields
Number counts and standard deviations have been computed from the SDF by random selection of square fields wholly contained within the SDF (and avoiding regions near bright stars and bad columns) and counting the number of galaxies. Following Kashikawa et al. (2004) we distinguish stars from galaxies using the following conditions: if mag 20 and starclass< 0.99, or if 20 > mag 24 and ln(isoarea × pix) (24 − mag)/150, or if mag > 24, then we consider the object to be a galaxy, where starclass is the SExtractor star/galaxy classifier, isoarea is the isophotal area above the SExtractor analysis threshold and pix is the pixel scale. For the discussion below 100 2 × 2 ′ square fields were randomly chosen in each band with a fixed bright magnitude limit of 20 mag in each band. Integral counts are considered in all cases.
GalaxyCount can be used to estimate the number counts of objects within the FOV and magnitude range, from which the standard deviation will be derived, or if the number counts of galaxies are already known they can be input directly into the calculation. We present the results of three models with different methods of arriving at the number counts. All models use ǫ = 3 for the variation of the amplitude of the correlation function which produces a higher standard deviation at faint magnitudes than a log(A) ∝ m model, because A becomes flatter at faint magnitudes for the ǫ models (see equation 1 and Figure 7 ).
The first model uses number counts taken directly from the SDF. This allows us to examine the predicted standard deviation in isolation from the predicted number counts. The results are shown in the left hand panels of Figure 9 . The top panel shows the R band SDF counts and the model. The grey area shows the 1σ uncertainty around the number counts, and the hatched area shows the 2σ uncertainty. The open points are the SDF mean number counts and the error bars are 1σ. The middle panel shows the variation in the total uncertainty, σ with limiting magnitude. The bottom panel shows the variation in the non-Poissonian component of the uncertainty. Whilst the model provides a reasonable match to the observed data for the total uncertainty, the non-Poissonian uncertainty is underestimated. The reason for the disagreement is that although n has been exactly specified, the variation of n with magnitude has not and therefore an average value for A must be used leading to the inaccuracy.
The second model has number counts calculated from published galaxy number density surveys. The results are shown in the middle panels of Figure 9 , and the same general trends are seen as for the first model. At the faintest magnitudes this model over predict the expected number of galaxies. This is to be expected since the published number densities have been corrected for incompleteness, whereas our SDF measurements have not. The over-prediction of the number counts contributes to the standard deviation being over-estimated.
In the third model, shown in the right hand panels of Figure 9 , the incompleteness of the SDF observations has been taken into account to avoid the over-prediction of galaxy counts at faint magnitudes, using a sigmoid with a slope of a = 1.4, which was found by fitting to the completeness functions from Kashikawa et al. (2004) . This model matches the data extremely well, both in terms of the total uncertianty and the non-Poissonian uncertainty.
The models were also tested for in the B and i ′ bands, and show very similar results. However, for the number counts at faint limiting B and i ′ band magnitudes the model overcompensates for the incompleteness despite the fact that the incompleteness function is taken directly from the SDF observations of Kashikawa et al. (2004) . Consequently the predicted uncertainties also fall below the measured values.
These discrepancies may be due in part to uncertainties in correcting for both the magnitude systems and the different filters used by the SDF and the collated number counts. Furthermore, the number counts are calculated from a cubic spline fit to an average of compiled number density surveys from the literature. The B band SDF counts are systematically higher than the other surveys which reach faint magnitudes, and thus the average counts are already lower than the SDF counts before the incompleteness correction is applied. However, this still leaves the problem that the uncertainties in number counts are under-predicted by the model. We have shown in Figure 9 that the model will predict the uncertainties very accurately if the number counts as a function of magnitude are correct. Therefore it seems that the B band SDF counts differ from the average counts by more than would be expected from cosmic variance. This is not to say the B band SDF counts are wrong, but rather that there are systematic differences between published number count surveys that are larger than would be expected from cosmic variance, most likely resulting from uncertainty in correcting for incompleteness and subsequent extrapolation to the standard one square degree for which number densities are quoted. This is illustrated in Figure 10 , which shows number density vs. magnitude. It is clear that the scatter dramatically increases at B ∼ > 25, which is unlikely to be a real effect due to cosmic variance. In comparison the scatter in the R band counts is much more uniform at faint magnitudes. The expected uncertainty due to cosmic variance is also shown in these plots. The grey curves show the expected cosmic variance from a survey of 1 deg 2 ; the hatched curves show the expected cosmic variance from a survey of 1.17×10 −3 deg 2 (the area of the Hubble Deep Field) extrapolated to 1 deg 2 . Both simulations are assumed to be 100% complete, an additional small correction would be needed for incomplete surveys. The published number densities differ within cosmic variance at bright magnitudes but have a larger scatter at faint magnitudes. Whilst this is markedly more pronounced in the B band it is also true in the R band. The extra scatter at faint magnitudes can be attributed to systematic errors in accounting for the incompleteness of the surveys, or to systematic errors in consolidating the different magnitude systems of each survey. Note that an accurate number density is crucial to correctly calculate the associated uncertainties, and thus the average presented here may fail to achieve this if systematic errors really are present. We note though that the user is free to specify the number density exactly, and so may choose to rely on a particular survey of his or her own choice e.g. the Hubble Deep Fields, or to input a number density from his or her own survey. Table 1 shows the results for a selection of magnitude ranges and areas. These values were computed using the ǫ = 3 model, and assume 100% completeness at all magnitudes. The variances may be easily scaled to any number counts within the same magnitude range and area, assuming that the amplitude of the correlation function does not change, equation 5. After appropriate scaling, equation 4 may be used to estimate the completeness if the number of galaxies is unknown, e.g. if star-galaxy discrimination is not possible.
General results
We have explicitly demonstrated the reliability of the B, R and I band predictions above, via comparison with the SDF. However, the U and K bands have not been checked since there are no sufficiently large and deep surveys to perform a satisfactory random counts-in-cells test. The K band has good statistics on the number counts and the angularcorrelation function, so there is no reason to suspect that the results will be very wrong but until they are checked against observations we cannot know for certain. The U band is still more uncertain since the variation of A with magnitude is unknown, and so the B band function has been assumed, and normalised to the U band.
WORKED EXAMPLES

NGC 300
We now provide a worked example to emphasise the importance of accurately determining the background galaxy counts in a given photometric band. Bland-Hawthorn et al. (2005) in the outer disc of NGC 300, a late-type spiral in the Sculptor group. They used the Gemini Multi-object Spectrograph (GMOS) on the Gemini South 8m telescope in exceptional conditions (0.6" FWHM seeing). At a 3σ point source detection threshold of r ′ = 27.0 mag, they were able to trace the stellar disc out to a radius of 24', or 2.2×R25 where R25 is the 25 mag arcsec −2 isophotal radius. This corresponds to about 10 scale lengths in this low-luminosity spiral (MB = −18.6), or about 14.4 kpc at a distance of 2.0 Mpc.
These authors, and others (e.g. Ferguson et al. 2005; Irwin et al. 2005) , demonstrate the profound importance of using star counts for tracing the outer reaches of galaxies. Bland-Hawthorn et al. (2005) reach an effective surface brightness of 30.5 mag arcsec −2 (2σ) at 55% point source completeness which doubles the known radial extent of the optical disc. These levels are exceedingly faint in the sense that the equivalent surface brightness in B or V is about 32 mag arcsec −2 . In the NGC 300 study, the authors found no evidence for truncation of the stellar disc such that the disc may extend even further. But this conclusion is sensitive to the assumed background galaxy counts. The disc can be forced to truncate at smaller radius if the background galaxy counts are close to or exceed 200 gals arcmin −2 . However, the authors found in favour of a lower background (130 gals arcmin −2 ) by assuming that the outermost field is dominated by background galaxies.
Note that in order to statistically subtract background galaxies it is often necessary to observe "blank-sky" fields, for an equal amount of time as the field of interest. The java calculator obviates this expensive requirement (which in practice is not often met). Provided that the completeness of the target observations can be calculated, the deep galaxy surveys incorporated into the calculator can be used to subtract the contaminating galaxies and to estimate the associated error.
We now use GalaxyCount to predict the expected galaxy counts in r ′ for a 5.5'×5.5' field. This takes into account the seeing (0.6"), SNR=3σ, the telescope aperture (8m), total system throughput=39%, and the exposure time (8100s). For our values (in this case we use R = r ′ − 0.2 < 26.8, which is appropriate for stellar populations in the outer discs of galaxies, see Bland-Hawthorn et al. 2005) , we determine 85 ±11 galaxies arcmin −2 , or 2560 ± 110 galaxies over the GMOS FOV, where the errors are 1σ, calculated using an ǫ = 3 model. This is equivalent to a total completeness of ≈ 56% for R 26.8 for galaxies as predicted by the calculator.
We now consider the impact of the background galaxy counts on the luminosity profile derived from the stellar counts. The primary aim of Bland-Hawthorn et al. (2005) was to obtain deep observations of the outer disc of NGC 300, and hence only a section of the disc was studied, located approximately 9kpc SW of the galaxy nucleus on the semi-major axis. Star counts were made in arcs of fixed width centred on the galaxy nucleus, thus the area of each segment is different. Consequently the uncertainty on the star counts and on the background galaxy counts will change as a function of radius. Figure 11 reproduces the luminosity profile of NGC 300 star counts. There is no evidence for a truncation of the stellar disc; the star counts decline exponentially to the limits of the data, which is equal to about 10 scale lengths. This confirms the findings of Bland-Hawthorn et al. (2005) , but with the added assurance that the errors introduced through the subtraction of an estimated or a theoretical number of background galaxies do not significantly affect the conclusions. Bland-Hawthorn et al. (2005) found they could generate a truncation of the disc if the background contains ≈ 220 galaxies arcmin −2 , but this is ruled out at high significance.
Galaxy cluster luminosity functions
Another application of GalaxyCount is the statistical removal of foreground and background galaxies from clusters in order to compute the properties of the cluster members.
Here we provide an example of such use in the computation of the bj band luminosity function (LF) of cluster Abell 2734. This cluster was selected from the two degree field galaxy redshift survey (2dFGRS) study of the cluster LF Table 1 . Galaxy counts and standard deviations for a range of filters, magnitudes and areas. These values were computed using the ǫ = 3 model and assume 100% completeness at all magnitudes. The standard deviations may be scaled for incompleteness or higher number counts using equation 5.
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In order to use GalaxyCount to model the 2dFGRS counts the completeness limit must be accurately modelled. The 2dFGRS has a magnitude limit of bj ≈ 19.45 mag, but varies slightly as a function of position. There is also a redshift completeness that is a function of magnitude. Colless et al. (2001) provide a model for the completeness function, and software is available from the 2dFGRS web pages 3 to compute the necessary parameters to determine the final completeness as a function of magnitude. We match our sigmoid model to their completeness function, as shown in Figure 12 . Finally we convert B = bj + 0.2. It is worth re-emphasising that accurate completeness functions are crucial for the success of modelling expected counts with GalaxyCount since the number counts at faint magnitudes are so dominant. Note though that accurate completeness functions can be readily computed from the imaging data in question.
The offset fields were chosen at 1 and 2 degree displacements in RA and dec around cluster centre giving 24 fields in total. Computing the LFs for a large number of offset fields allows us to determine the relative merits of using GalaxyCount against using offset fields, since different offset fields can give very different results. Note that there are two methods in which the offset LFs may be computed: by using the total raw counts in the cluster and offset fields, or by counting only those galaxies for which redshifts are known. The former method mimics how the technique would usually be employed in standard observational practice, since statistical subtraction is only performed in the absence of spectroscopic redshifts, hence these are the results we report. The latter method accounts for the redshift incompleteness of the spectroscopic LF. Since incompleteness has been accounted for in the GalaxyCount derived model we also tested the latter technique. The results were not significantly different since the magnitude limit of the 2dF input catalogue is bright enough that observations are not much affected by the magnitude dependent redshift incompleteness. The LFs were computed following the method described in Ellis & Jones (2004) . Schechter (1976) functions were fit for all galaxies bj 19.4384, i.e. the magnitude limit of the 2dFGRS at this position, through minimisation of Cash (1979) statistic. The resulting fits to the characteristic magnitude, M * , and the faint end slope, α, are shown in Figure 13 . The GalaxyCount derived Schechter function is inside the 68 per cent confidence limit of the best fitting spectroscopic results. Only one offset field is far inside the 68 per cent confidence ellipse, with another 5 offset fields just inside, and another 18 further out. Thus we expect GalaxyCount to be more reliable than an offset field ∼75 per cent of the time. Forty per cent of the offset fields lie outside the 90 per cent confidence limits. Note that in general it is very difficult to get time allocation committees to grant more than a single offset field per cluster, and there is no way of knowing a posteriori whether a 'good' offset field has been observed.
Another way of comparing the results is calculate the reduced χ 2 difference between the statistically subtracted LFs and the spectroscopic LF. These results are presented in Figure 14 , which shows a histogram of theχ 2 for the 24 offset fields, with the value for GalaxyCount overlaid. GalaxyCount is placed in the upper 25 per cent of the offset fields, and occurs near the peak of the distribution, i.e. it accurately reflects the expected average result that would be obtained from subtracting a large number of offset fields. Thus GalaxyCount provides an accurate and efficient way to estimate the contribution of foreground and background galaxies to cluster LFs. In many cases expensive spectroscopic follow-up or off-source background observations may be by-passed and replaced with background estimates from GalaxyCount combined with an accurate determination of the completeness of the observations. 
Comparison to the Hubble deep fields
The Hubble Deep Field North (HDF-N) has higher galaxy number counts than the Hubble Deep Field South (HDF-S, Metcalfe et al. 2001) . Figure 15 compares the difference between the two fields to the expected standard deviation as predicted by GalaxyCount, with the number counts matched to the average of HDF-N and S. The two fields are within 1σ of each other when using the ǫ = 3 model. Thus it seems that cosmic variance is enough to account for the difference between the two fields. GalaxyCount will be updated to include counts from the Hubble Ultra Deep Field when these become available.
DISCUSSION
General results
We have presented a model to predict the galaxy counts, variances and completeness of observations as a function of magnitude, waveband and area. The models have been compared to observed number counts and densities calculated using the SDF. It was found that the model will accurately predict the standard deviation on a given number of galaxies. Hence for any application for which the number of galaxies is known a priori the calculator should accurately determine the appropriate cosmic variance.
For observations (such as star counts) for which the number of galaxies is not known, more caution must be exercised in using the models. The derived standard deviation is strongly dependent on the number of galaxies. However at faint magnitudes an accurate estimate of the number counts can be difficult to determine since the scatter in values published in the literature varies more than the predicted cosmic variance (for example in the B band). The systematic errors introduced into the number counts are propagated into the resulting standard deviation. In practice this means that the statistical subtraction of galaxy counts may be dominated by systematic uncertainties rather than cosmic variance in the B band. However, for brighter magnitudes where com- pleteness is not an issue the predicted number counts are reliable. The problem may be alleviated with future, more precise determinations of the faint end number counts. Until such data is available it is up to the user to choose wisely the number counts which he or she wishes to use and to be aware of the possible systematic uncertainties introduced at faint magnitudes.
The ǫ = 3 model was found to predict the standard deviation accurately. This model has a monotonic decrease in log A with magnitude at bright magnitudes, but flattens off at faint magnitudes. Such a trend has previously been observed in several studies (e.g. Brainerd & Smail 1998; Postman et al. 1998) , although many other studies find no such trend (e.g. McCracken et al. 2001; Wilson 2003; Coil et al. 2004) . Figure 6 shows that for the data compiled from the literature a simple monotonic model seems to be a better fit. However, we are extrapolating A to fainter magnitudes than the measurements, thus it may be that some flattening is required at very faint magnitudes, beyond the limit of the data. Note that the counts at faint magnitudes dominate the statistics, thus we are testing the currently unknown functional form of the relation at these magnitudes.
An ǫ = 3 model implies a strong evolution in the clustering of galaxies since z = 1. However, we caution that the physical interpretation of the model should not be taken too literally, since the models do not fit A at all magnitudes, rather the model was used allow a flattening of A at the faint end. Other studies have reported that a high value of ǫ is required to fit the faint end of the A scaling relation (McCracken et al. 2000b; McCracken et al. 2001; Coil et al. 2004) , but note that these models cannot fit both the bright and the faint ends of the relation simultaneously. A precise determination of the value of A at faint magnitudes awaits future measurements. We remind the reader, however, that the models used in GalaxyCount can accurately reproduce the measured standard deviation of galaxy counts in the SDF, despite the uncertainty in the precise functional form of A.
GalaxyCount has a demonstrated practical use as shown by our reanalyses of the star counts in NGC 300, and the LF of Abell 2734. The calculator will prove useful for any observations subject to an unknown background or foreground of galaxies, and in many cases should obviate the need for expensive 'blank-sky' observations.
When is cosmic variance significant?
An important consideration is when does cosmic variance need to be accounted for? In some circumstances the Poissonian component of the variance will dominate over cosmic variance due to clustering, whereas in others the excess uncertainty will be very important. This has been addressed throughout the paper by presenting σ/ √ N , the factor by which the total standard deviation is greater than the Poissonian standard deviation. This factor increases with the area and depth of the survey (see equation 1). We show the form of the dependence in Figure 16 for the R band predictions as calculated in Table 1 .
The non-Possonian contribution quickly becomes important as the surveyed area or the depth of the survey increases; the exact point at which it becomes non-negligible depends on the combination of these variables and the accuracy needed. For example for a survey reaching a limiting magnitude of R 26 mag, Poissonian variance will be within a factor of 2 of the true variance only if the area is ∼ < 10 arcmin 2 . Other conditions can easily be tested using the values given in Table 1 .
Future work
GalaxyCount will be kept up to date with the inclusion of the latest number densities and angular correlation functions as they are published, including the Hubble Ultra Deep Field number counts. In addition it will be extended to include predictions for specific targets such as Ly-α sources at high z, specific observing conditions such as HST/ JWST observations with a fixed point spread function, and groundbased AO-corrected observations, etc. An extension is also planned to include predictions of star-counts as a function of co-ordinates, magnitude and FOV. All future upgrades will be available from the web-site.
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