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Abstract
A measure of correlation is said to have the tensorization property if it is unchanged when
computed for i.i.d. copies. More precisely, a measure of correlation between two random vari-
ables (X,Y ) denoted by ρ(X,Y ), has the tensorization property if ρ(Xn, Y n) = ρ(X,Y ) where
(Xn, Y n) is n i.i.d. copies of (X,Y ). Two well-known examples of such measures are the max-
imal correlation and the hypercontractivity ribbon (HC ribbon). We show that the maximal
correlation and HC ribbons are special cases of Φ-ribbon, defined in this paper for any function
Φ from a class of convex functions (Φ-ribbon reduces to HC ribbon and the maximal correlation
for special choices of Φ). Any Φ-ribbon is shown to be a measures of correlation with the ten-
sorization property. We show that the Φ-ribbon also characterizes the Φ-strong data processing
inequality constant introduced by Raginsky. We further study the Φ-ribbon for the choice of
Φ(t) = t2 and introduce an equivalent characterization of this ribbon.
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1 Introduction
A measure of correlation is called to have the tensorization property if it is unchanged when
computed for i.i.d. copies. Such measures of correlations have found applications in the non-
interactive distribution simulation problem [1], distributed source and channel coding problems [2],
as well as simulation of non-local correlation by wirings [3]. In this paper we introduce new measures
of correlation with the tensorization property that generalize two previously known such measures.
Let us explain the notion of tensorization via the example of non-interactive distribution sim-
ulation [1]. Fix some bipartite distribution pXY . Suppose that two parties, Alice and Bob, are
given i.i.d. samples Xn and Y n respectively, and they are asked to output one sample of A and
B respectively, distributed according to some predetermined distribution qAB. Alice and Bob can
choose n to be as large as they want, but are not allowed to communicate after receiving Xn and
Y n. The problem of deciding whether this task is feasible or not is a hard problem in general.
Nevertheless, we may obtain impossibility results using the data processing inequality.
Suppose that I(Xn;Y n) < I(A;B). In this case, by the data processing inequality, local
transformation of (Xn, Y n) to (A,B) is infeasible. However, note that mutual information is
additive, i.e., we have I(Xn;Y n) = nI(X;Y ). Then, unless X and Y are independent, by choosing
n to be large enough, I(Xn;Y n) becomes as large as we want and greater than I(A;B). Therefore,
the data processing inequality of mutual information does not give us any useful bound on this
problem, simply because mutual information is additive and increases when computed on i.i.d.
copies. So we need to use a measure of correlation with the tensorization property as defined
below.
Suppose that there is some function ρ(·, ·) of bipartite distributions that similar to mutual
information satisfies the data processing inequality (i.e., it is a measure of correlation), but instead
satisfies
ρ(Xn, Y n) = ρ(X,Y ). (1)
The above equation is called the tensorization property. Given such a measure we find that local
transformation of (Xn, Y n) to (A,B) is impossible (even for arbitrarily large n) if ρ(X,Y ) <
ρ(A,B).
Maximal correlation: A notable example of such a measure of correlation is maximal corre-
lation [4, 5, 6, 7], which was used by Witsenhausen [8] in his extension of the result of Ga´cs and
Ko¨rner on common information [9]. Maximal correlation ρ(X,Y ) of a bipartite probability distri-
bution pXY is the maximum of Pearson’s correlation coefficient over all non-constant functions f
and g of X and Y respectively. That is,
ρ(X,Y ) =max
E
[
(f(X)− E[f(X)])(g(Y )− E[g(Y )])]√
Var[f(X)]Var[g(Y )]
, (2)
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where E[·] and Var[·] are expected value and variance respectively; moreover, the maximum is
taken over all non-constant functions f = f(X) and g = g(Y ). Maximal correlation satsifies the
following two important properties:
(i) Tensorization: We have
ρ(X1X2, Y1Y2) = max{ρ(X1, Y1), ρ(X2, Y2)}, (3)
when X1Y1 and X2Y2 are independent, i.e., pX1X2Y1Y2 = pX1Y1 · pX2Y2 . This equation in
particular gives (1).
(ii) Monotonicity: We have
ρ(A,B) ≤ ρ(X,Y ), (4)
when A−X − Y − B forms a Markov chain. Thus, maximal correlation can be thought of
as a measure of correlation
Maximal correlation ribbon: Another measure of correlation that satisfies the tensorization
property is the maximal correlation ribbon (MC ribbon) defined in [3]. MC ribbon S(X,Y ) is the
set of (λ1, λ2) ∈ [0, 1]2 such that
Var[f ] ≥ λ1VarX
[
E[f |X]]+ λ2VarY [E[f |Y ]], (5)
for all functions f = f(X,Y ) of both X and Y . It is shown in [3] that the MC ribbon satisfies the
following properties:
(i) Tensorization: S(X1X2, Y1Y2) = S(X1, Y1) ∩S(X2, Y2) when X1Y1 and X2Y2 are indepen-
dent.
(ii) Monotonicity: S(X,Y ) ⊆ S(A,B) when A−X − Y −B forms a Markov chain.
Thus the MC ribbon satisfies properties similar to those of maximal correlation. Indeed it is shown
in [3] that the maximal correlation can be characterized in terms of the MC ribbon:
ρ2(X,Y ) = inf
1− λ1
λ2
, (6)
over all (λ1, λ2) ∈ S(X,Y ) with λ2 6= 0. Thus the MC ribbon is a parent invariant of bipartite
correlations which also characterizes ρ(X,Y ). Moreover, as will be done later in this paper, the
definition (5) can easily be generalized to the multivariate case (more than two random variables).
Φ-entropy: Variance of a function is equal to its Φ-entropy when we take Φ(t) = t2. To explain
this, note that for a function Φ, the Φ-entropy of f = f(X) is defined by
HΦ(f) := E[Φ(f)]− Φ(Ef).
Then for Φ(t) = t2 we have HΦ(f) = Var[f ]. Moreover, the MC ribbon is equal to the set of
(λ1, λ1) ∈ [0, 1]2 such that for all functions f = f(X,Y ) we have
HΦ(f) ≥ λ1HΦ
(
E[f |X])+ λ2HΦ(E[f |Y ]).
This expression for MC ribbon suggests generalizing it for arbitrary choices of Φ, or at least
for convex ones. This idea would seem more reasonable once we note that another important
measure of correlation that satisfies the tensorization properties, namely the hypercontractivity
ribbon (HC ribbon), can also be expressed in the above form for the choice of Φ(t) = 1−h((1+t)/2)
where h(·) is the binary entropy function: h(p) = −p log p− (1−p) log(1−p) (this fact is explained
in details later in Example 3). As a result, the two most well-known measures of correlation that
satisfy the tensorization property can be expressed in terms of Φ-entropy as above.
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Our contributions: Following the above ideas, for any convex function Φ we define a Φ-ribbon
associated to any k (correlated) random variables (X1, . . . ,Xk). We prove that Φ-ribbon satisfies
the tensorization property as well as the monotonicity property similar to the MC ribbon assuming
that Φ satisfies an important technical condition. Then the MC ribbon and the HC ribbon belong
to a family of measures of correlations all of which satisfy tensorization.
The technical condition that we require Φ to satisfy is exactly the same condition under which
Φ-entropy becomes subadditive. Subadditivity of entropy for independent random variable is a
tool that is used to prove certain concentration of measure inequalities. Our Φ-ribbon, defined for
arbitrary correlated random variables, can be understood as a generalization of the subadditivity
inequality of Φ-entropy.
Studying Φ-ribbon further, we show that a quantity introduced in [19], called the strong data
processing inequality constant, can be characterized in terms of Φ-ribbon in the same way that the
MC ribbon characterizes ρ. Moreover, we show that the MC ribbon, as a set, includes all other
Φ-ribbons and in this sense is a special one. Moreover, we prove equivalent characterizations for
the MC ribbon which help us to compute it more easily. In particular, we compute the MC ribbon
of a multivariate Gaussian distribution in terms of its covariance matrix. We also fully characterize
the MC ribbon in the bipartite case in terms of maximal correlation.
2 Preliminaries
Let us first fix some notations. Sets are denoted by calligraphic letters as X . Random variables
are denoted by capital letters as X and their values by lowercase letters as x ∈ X . Such a random
variable is determined by its distribution pX , i.e., with values p(X = x) = p(x) for x ∈ X . Except
otherwise stated, we restrict to random variables taking values in finite sets.
We let [k] = {1, 2, . . . , k}. The tuple (λ1, λ2, . . . , λk) is sometimes denoted by λ[k]. Similarly,
when we have k random variables X1, . . . ,Xk, we use X[k] to denote the tuple (X1,X2, . . . ,Xk)
for k ≥ 1. When k = 0, we use X[k] to denote the empty sequence. We also use î to denote
{1, . . . , i− 1, i + 1, . . . , k}, so Xî = (X1, . . . ,Xi−1,Xi+1, . . . ,Xk).
Let X be a random variable taking values in the finite set X . Then a function f : X →
R can itself be thought of as a random variable. To emphasis that f is a function of X we
sometimes denoted it by fX or f(X). The expectation and variance of f are denoted by E[f ] and
Var[f ] respectively. We sometimes denoted them by EX [f ] and VarX [f ] to emphasis that they are
computed with respect to the random choice of X.
Let f = fXY = f(X,Y ) be a function of two random variables (X,Y ) with the joint distribution
pXY . Then E[f |X] is a function of X which is equal to the conditional expectation of f , over the
random choice of Y , given a fixed value for X:
E[f |X](x) = E[f |X = x] =
∑
y
p(y|x)f(x, y).
We can then speak of Var[E[f |X]] = VarX
[
E[f |X]].
A function Φ is said to be smooth if it has derivatives of all orders everywhere in its domain.
We denote the binary entropy function by h(·), i.e., h(p) = −p log p − (1 − p) log(1 − p) for
p ∈ [0, 1].
2.1 Hypercontractivity ribbon
We have already defined an important measure of correlation with the tensorization property
in (2). Another important such measure is the hypercontractivity ribbon first defined by Ahlswede
and Ga´cs [17].
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Definition 1 ([17]). The hypercontractivity ribbon (HC ribbon), R(X,Y ), associated to a pair of
random variables (X,Y ) is the set of all (λ1, λ2) ∈ [0, 1]2 such that for every pair of functions fX
and gY we have
E[fXgY ] ≤
∥∥fX∥∥ 1
λ1
∥∥gY ∥∥ 1
λ2
, (7)
where the norms ‖ · ‖r are defined by ‖f‖r = E
[|f |r]1/r.
We should mention here that the HC ribbon defined in [17] is indeed the set of (r, s) =
(1/λ1, 1/λ2) for which (λ1, λ2) ∈ R(X,Y ) as we defined above. Nevertheless, we prefer this defini-
tion for later use.
HC ribbon satisfies several interesting properties for which we refer to [17]. Here we only
mention the surprising result of Nair [16] that HC ribbon can be characterized in terms of mutual
information (a related characterization was also found in [18]).
Theorem 2 ([16]). R(X,Y ) is equal to the set of all pairs (λ1, λ2) ∈ [0, 1]2 such that for all
p(u|x, y) we have
I(XY ;U) ≥ λ1I(X;U) + λ2I(Y ;U). (8)
Furthermore, without loss of generality one may restrict to auxiliary random variables U that are
binary.
An important quantity related to HC ribbon is the strong data processing inequality constant.
We refer to [17] for its original definition. Here, based on the result of [20], we may define this
constant s∗(X,Y ), as the smallest λ ≥ 0 such that for any p(u|x) we have
λI(U ;X) ≥ I(U ;Y ).
Note that for a Markov chain U − X − Y , by the data processing inequality we have I(U ;X) ≥
I(U ;Y ) (and then s∗(X,Y ) ≤ 1). That is the reason that s∗(X,Y ) is called the strong data
processing inequality constant.
s∗(X,Y ) can be characterized in terms of HC ribbon as follows:
s∗(X,Y ) = inf
1− λ1
λ2
,
where the infimum is taken over all (λ1, λ2) ∈ R(X,Y ). Observe that this characterization of
s∗(X,Y ) is similar to that of ρ(X,Y ) given in (6).
It is straightforward to generalize the definition of HC ribbon as well as Theorem 2 to the multi-
variate case. The HC ribbon,R(X1, . . . ,Xk), associated to k random variablesX[k] = (X1, . . . ,Xk),
is the set of tuples (λ1, . . . , λk) ∈ [0, 1]k such that for all functions fi = fi(Xi), i = 1, . . . , k, we
have
E[f1 · · · fk] ≤
∥∥f1∥∥ 1
λ1
· · · ∥∥fk∥∥ 1
λk
.
Then it is easily verified that Theorem 2, with the same proof, holds in the multivariate case. That
is, R(X1, . . . ,Xk) is equal to the set of tuples (λ1, . . . , λk) ∈ [0, 1]k such that for any auxiliary
(binary) random variable U we have
I(X[k];U) ≥ λ1I(X1;U) + · · ·+ λkI(Xk;U). (9)
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2.2 Φ-entropy
To present our main results we need to define and review the properties of Φ-entropy. The reader
may refer to [22, Chapter 14] for a more detailed treatment of the subject (see also [23, 24]).
Let f = fX be a function of a random variable X. Also let Φ be a function that is defined on
a convex set that contains the range of f . Then the Φ-entropy of f is defined by
HΦ(f) = E[Φ(f)]− Φ(Ef).
In this paper we always assume that Φ is convex, in which case
HΦ(f) ≥ 0,
by Jensen’s inequality. For the choice of Φ(t) = t2, the Φ-entropy simply reduces to variance:
HΦ(f) = Var(f).
Example 3. Let pUA be some arbitrary distribution with U taking values in {+1,−1}. Define
fA = E[U |A]. Then E[f ] = E[U ] and we have
I(U ;A) = H(U)−H(U |A)
= h
(1 + Ef
2
)
− E
[
h
(1 + f
2
)]
= HΦ(f),
for Φ(x) = 1− h(1+x2 ), where h(·) denotes the binary entropy function.
Similar to the conditional Shannon entropy, we define the conditional Φ-entropy. Let fXY be
a function of two random variables (X,Y ). Then we define
HΦ(f |Y ) = E[Φ(f)]− EY [Φ(E[f |Y ])] (10)
=
∑
y
p(y)
(
E[Φ(f)|Y = y]− Φ(E[f |Y = y])). (11)
Furthermore, we set HΦ(f |Y = y) = E[Φ(f)|Y = y]− Φ(E[f |Y = y]), so that we have
HΦ(f |Y ) =
∑
y
p(y)HΦ(f |Y = y).
With these notations, we can now express Φ-entropy’s version of the law of total variance:
HΦ(f) = E[Φ(f)]− Φ(Ef)
= E[Φ(f)]− EYΦ(E[f |Y ]) + EY [Φ(E[f |Y ])]− Φ(Ef)
= HΦ(f |Y ) +HΦ(E[f |Y ]). (12)
We call the above equation the chain rule for Φ-entropy as it parallels the chain rule for Shannon
entropy.
Along the same lines, one can prove the following conditional form of the chain rule for Φ-
entropy. Suppose that fXY Z is a function of three random variables (X,Y,Z). Then we have
HΦ(f |X) = HΦ(f |XY ) +HΦ
(
E[f |XY ]|X), (13)
which is a generalization of (12). This equation and the non-negativity of Φ-entropy imply that
HΦ(f |X) ≥ HΦ(f |XY ). (14)
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In other words, just like Shannon’s entropy, conditioning reduces Φ-entropy. Observe that from
the chain rule, (14) can be also written as
HΦ(E[f |XY ]) ≥ HΦ(E[f |X]). (15)
Despite the above similarities between Shannon’s entropy and the Φ-entropy, one can relate
Φ-entropy to the generalized relative entropy of Ali-Silvey [10] and Csiszar [11][12] (also called the
“f -divergence”): take a non-negative function f(x) that is normalized, i.e., EX [f ] = 1. Then f(x)
is of the form f(x) = q(x)/p(x) where p(x) is the underlying distribution on X and q(x) is some
arbitrary distribution. Now,
HΦ(X) =
∑
x
p(x)Φ(f(x))− Φ(
∑
x
p(x)f(x)) (16)
=
∑
x
p(x)Φ(
q(x)
p(x)
)− Φ(1) (17)
is explicitly in terms of the Φ-divergence. Ignoring the Φ(1) term, the Φ-entropy in (17) reduces
to the KL divergence D(q‖p) for Φ(x) = x log(x). Therefore, Φ-entropy is really a relative entropy
(when f is a non-negative and normalized) rather than an entropy. In fact, the analogy between
Shannon’s entropy and the Φ-entropy has limitations: while Shannon entropy is concave in its
underlying distribution, the following convexity property holds for the Φ-entropy.
Lemma 4. Let Φ be a convex function and fix the distribution pX and function fX . Then the
function
pY |X 7→ HΦ(E[f |Y ]),
is convex.
Proof. We note that HΦ(E[f |Y ]) = EY [Φ(E[f |Y ])] − Φ(Ef). So it suffices to prove the convexity
of
pY |X 7→ EY [Φ(E[f |Y ])] =
∑
y
p(y)Φ
(∑
x
p(x)p(y|x)f(x)
p(y)
)
,
which is immediate once we note that for any convex Φ, the function
(s, t) 7→ sΦ( t
s
)
,
is jointly convex for s > 0.
The following simple lemma will be used frequently.
Lemma 5. Let Φ be a smooth convex function. Let c ∈ R be point in the interior of the domain
of Φ, and f be an arbitrary function with Ef = 0. Then for g = c+ ǫf , where |ǫ| is small, we have
HΦ(g) =
1
2
Φ′′(c)Var[f ]ǫ2 +O(|ǫ|3).
Proof. Taking the Taylor expansion of Φ around c we have
Φ(c+ ǫf)− Φ(c) = Φ′(c)(ǫf) + 1
2
Φ′′(c)(ǫf)2 +O(|ǫ|3).
Now taking the expectation of both sides and noting that Eg = c, we obtain the desired result.
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So far the only condition we put on Φ is convexity. We must however consider a more restricted
class of functions.
Definition 6. We define F to be the class of smooth convex functions Φ, whose domain is a
convex subset of R, that are not affine (not of the form at + b for some constants a and b) and
satisfy one of the following equivalent conditions (see [22, Exercise 14.2]):
(i) (s, t) 7→ pΦ(s) + (1− p)Φ(t)− Φ(ps+ (1− p)t), for any p ∈ [0, 1], is jointly convex.
(ii) (s, t) 7→ Φ(s)− Φ(t)− Φ′(t)(s− t) is jointly convex.
(iii) (s, t) 7→ (Φ′(s)− Φ′(t))(s − t) is jointly convex.
(iv) (s, t) 7→ Φ′′(s)t2 is jointly convex.
(v) 1/Φ′′ is concave.
(vi) Φ′′′′Φ′′ ≥ 2Φ′′′2.
Let us clarify a few points in this definition. First, we exclude affine functions Φ(t) = at + b
simply because HΦ(f) always vanishes if Φ is affine. Second, from the above list of equivalent
conditions, we mostly use (i) which has nothing to do with the smoothness of Φ. We indeed
assumed smoothness only because in this case we have the equivalent conditions (v) and (vi) which
can easily be verified. Third, using (v) Φ′′(x) is strictly positive for any Φ ∈ F . That is, functions
in F are strictly convex.
Examples of functions in F include Φ(t) = t log t and Φ(t) = tα for α ∈ (1, 2] as well as their
affine transformations such as Φ(t) = 1− h(1+t2 ) and Φ(t) = (1− t)α + (1 + t)α for α ∈ (1, 2].
The following lemma is a key tool in our proofs in the next section.
Lemma 7. (a) Assume X and Y are independent random variables, and fXY is arbitrary.
Then, for any Φ ∈ F , we have
E[Φ(f)]− EX [Φ(EY [f |X])] ≥ EY [Φ(EX [f |Y ])]− Φ(Ef),
or equivalently HΦ(f |X) ≥ HΦ(E[f |Y ]).
(b) More generally, if fXY Z is a function of three random variables satisfying the Markov chain
condition X − Z − Y , we have
HΦ(f |XZ) ≥ HΦ
(
E[f |Y Z]∣∣Z).
(c) Under the same condition as in part (b) we have
HΦ(E[f |Z]) +HΦ(f |XZ) ≥ HΦ(E[f |Y Z]).
Proof. (a) Based on property (i) of Definition 6, an induction argument shows that for every
distribution pX , the mapping
fX 7→
∑
x
p(x)Φ(f(x))− Φ
(∑
x
p(x)f(x)
)
,
is jointly convex. This means that for every distribution qY and fXY we have∑
y
q(y)
(∑
x
p(x)Φ(f(x, y)) − Φ(∑
x
p(x)f(x, y)
))
≥
∑
x
p(x)Φ
(∑
y
q(y)f(x, y)
)
−Φ
(∑
x,y
p(x)q(y)f(x, y)
)
.
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This is equivalent to HΦ(f |X) ≥ HΦ(E[f |Y ]).
(b) This part is just the “conditional” version of (a). To prove this, write down the inequality of
part (a) for the function g
(z)
XY (x, y) = f(x, y, z), for every fixed Z = z, and then take average over
z. Moreover, (c) follows form (b) once we use the chain rule HΦ
(
E[f |Y Z]∣∣Z) = HΦ(E[f |Y Z]) −
HΦ(E[f |Z]).
Subadditivity is a desirable property of Φ-entropy [22, Sec. 4.13]. Let us now prove the
subadditivity of Φ-entropy as a corollary of Lemma 7.
Theorem 8 (Subadditivity of Φ-entropy). Let (X1, . . . ,Xk) be mutually independent random
variables and f be an arbitrary function of them. Then for any Φ ∈ F , we have
HΦ(f) ≤
k∑
i=1
HΦ
(
f |Xî
)
,
where Xî = (X1, . . . ,Xi−1,Xi+1, . . . ,Xk).
Proof. Recall that X[j] = (X1, . . . ,Xj). Using the conditional form of the chain rule (13) as well
as part (b) of Lemma 7, for every 0 ≤ j ≤ k − 1 we have
HΦ(f |X[j]) = HΦ
(
f |X
ĵ+1
)
+HΦ
(
E[f |X
ĵ+1
]|X[j]
)
≤ HΦ
(
f |X
ĵ+1
)
+HΦ(f |X[j+1]).
Summing up all these inequalities gives the desired result.
Observe that subadditivity of Φ-entropy for the choice of Φ(t) = t2 is nothing but the Efron-
Stein inequality. Using the chain rule for Φ-entropy (12),
HΦ(f) = HΦ
(
f |Xî
)
+HΦ
(
E[f |Xî]
)
we can equivalently express the sub-additivity of Φ-entropy as
HΦ(f) ≥
k∑
i=1
1
k − 1HΦ
(
E[f |Xî]
)
. (18)
From here, it is a short trip to motivate our notion of Φ-ribbon, formally defined in the next section
and studied in the rest of this paper. Let us ask for the set of possible non-negative coefficients λi
for which
HΦ(f) ≥
k∑
i=1
λiHΦ
(
E[f |Xî]
)
holds for all functions f , i.e., we are asking for the best possible constants that one can substitute
instead of 1/(k − 1) in (18). This question about the set of coefficients λi can be asked even
when X1,X2, . . . ,Xk are correlated sources. Letting Yi = Xî, we can think of f as a function of
(Y1, Y2, · · · , Yk), and ask for the set of coefficients λi such that
HΦ(f) ≥
k∑
i=1
λiHΦ
(
E[f |Yi]
)
for all functions f of (Y1, Y2, · · · , Yk). This is what we call the Φ-ribbon associated to (Y1, Y2, · · · , Yk).
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3 Φ-ribbon
In this section we present our main definition, namely the Φ-ribbon, and prove some of its proper-
ties. In particular, we show that it generalizes both the MC and the HC ribbons, and satisfies the
tensorization and monotonicity properties.
Definition 9. Let Φ ∈ F . For arbitrarily distributed random variables (X1,X2, · · · ,Xk) we define
its Φ-ribbon, denoted by RΦ(X1, . . . ,Xk) = R(X[k]), to be the set of all k-tuples (λ1, λ2, · · · , λk) of
non-negative numbers such that for every function fX[k] we have
HΦ(f) ≥
k∑
i=1
λiHΦ(E[f |Xi]). (19)
Note that we require the above equation for any function fX[k] whose range is in the domain of
Φ ∈ F .
From the definition it is clear that Φ-ribbon for the choice of Φ(t) = t2 reduces to the MC ribbon
defined in the Introduction. Furthermore, according to Example 3 and Theorem 2, if Φ(t) =
1− h(1+t2 ), the ribbon RΦ(X[k]) becomes the HC ribbon.
Letting f to be only a function of Xi, for some i ∈ [k], we find that E[f |Xi] = f and hence
HΦ(E[f |Xi]) = HΦ(f). Then, for any (λ1, . . . , λk) ∈ RΦ(X1, . . . ,Xk) we must have λi ≤ 1; that is,
RΦ(X1, . . . ,Xk) ⊆ [0, 1]k.
On the other hand, using the chain rule and the fact that Φ-entropy is non-negative, we have
HΦ(f) ≥ HΦ(E[f |Xi]) for every i. Therefore, the tuple (λ1, . . . , λk) of non-negative numbers,
always belongs to RΦ(X[k]) if
∑
i λi ≤ 1. This means that the nontrivial part of the Φ-ribbon is
the set of k-tuples of non-negative numbers whose sum is greater than one.
Example 10. If X1 = X2 = · · · = Xk are non-constant, then E[f |Xi] = f and HΦ(f) =
HΦ(E[f |Xi]), for every i. As a result, RΦ(X[k]) contains only those (λ1, λ2, . . . , λk) ∈ [0, 1]k that
satisfy
∑
i λi ≤ 1.
In the following we show that the Φ-ribbon is the largest possible ribbon whenXi’s are mutually
independent.
Proposition 11. For any Φ ∈ F , if (X1, . . . ,Xk) are mutually independent, we have RΦ(X[k]) =
[0, 1]k.
Proof. We need to show that
HΦ(f) ≥
k∑
i=1
HΦ(E[f |Xi]). (20)
For this, we again use the conditional form of the chain rule (13) as well as part (b) of Lemma 7.
For any 0 ≤ j ≤ k − 1 we have
HΦ(f |X[j]) = HΦ(f |X[j+1]) +HΦ
(
E[f |X[j+1]]|X[j]
)
≥ HΦ(f |X[j+1]) +HΦ(E[f |Xj+1]
)
,
where in the second line we use Lemma 7 for the function E[f |X[j+1]]. Summing up all these
inequalities gives the desired result.
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We can now prove the main result of this section, namely the tensorization and monotonicity
properties of the HC ribbon and MC ribbon extend to the Φ-ribbon.
Theorem 12. For any Φ ∈ F , the Φ-ribbon satisfies monotonicity and tensorization as follows:
(i) Data processing: if (X[k], Y[k]) are random variables whose joint probability distribution sat-
isfies p(y[k]|x[k]) =
∏n
i=1 p(yi|xi), then
RΦ(X[k]) ⊆ RΦ(Y[k]).
(ii) Tensorization: if X[k] are independent of Y[k], i.e., p(x[k], y[k]) = p(x[k])p(y[k]), then
RΦ(X1Y1,X2Y2, . . . ,XkYk) = RΦ(X1,X2, . . . ,Xk) ∩RΦ(Y1, Y2, . . . , Yk).
Proof. (i) Let λ[k] ∈ RΦ(X[k]), we show that λ[k] ∈ RΦ(Y[k]). For this we need to show that for
every function fY[k] of Y[k] we have
HΦ(f) ≥
∑
i
λiHΦ(E[f |Yi]).
Using the definition of λ[k] ∈ RΦ(X[k]) applied to the function E[f |X[k]] we find that
HΦ(E[f |X[k]]) ≥
k∑
i=1
λiHΦ(E[f |Xi]). (21)
On the other hand, since Y[k] are mutually independent conditioned on X[k], using Proposition 11
(in fact the “conditional” version of (20)) we find that
HΦ(f |X[k]) ≥
k∑
i=1
HΦ(E[f |X[k]Yi]|X[k]) ≥
k∑
i=1
λiHΦ(E[f |X[k]Yi]|X[k]). (22)
Summing up (21) and (22), and using the chain rule we arrive at
HΦ(f) ≥
k∑
i=1
λi
(
HΦ(E[f |Xi]) +HΦ(E[f |X[k]Yi]|X[k])
)
.
Therefore, it suffices to verify that HΦ(E[f |Xi]) +HΦ(E[f |X[k]Yi]|X[k]) ≥ HΦ(E[f |Yi]) for every i.
For a fixed i, let gX[k]Yi = E[f |X[k]Yi]. Then this inequality can be written as
HΦ(E[g|Xi]) +HΦ(g|X[k]) ≥ HΦ(E[g|Yi]). (23)
Now note that we have the Markov chain Xî −Xi − Yi, so by part (c) of Lemma 7 we have
HΦ(E[g|Xi]) +HΦ(g|X[k]) ≥ HΦ(E[g|XiYi]).
Then (23) follows from (15).
(ii) In the definition of RΦ(X1Y1,X2Y2, . . . ,XkYk) by restricting to functions fX[k] of X[k] only, or
to functions fY[k] of Y[k] only, we find that
RΦ(X1Y1,X2Y2, . . . ,XkYk) ⊆ RΦ(X1,X2, . . . ,Xk) ∩RΦ(Y1, Y2, . . . , Yk).
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To prove the inclusion in the other direction, let
(λ1, . . . , λk) ∈ RΦ(X1,X2, . . . ,Xk) ∩RΦ(Y1, Y2, . . . , Yk),
and let fX[k]Y[k] be arbitrary. We need to show that
HΦ(f) ≥
k∑
i=1
λiHΦ(E[f |XiYi]). (24)
Using our assumption on (λ1, . . . , λk) for function E[f |X[k]], as a function of X[k], we have
HΦ(E[f |X[k]]) ≥
k∑
i=1
λiHΦ(E[f |Xi]).
Next considering f , for a fixed X[k] = x[k], as a function of Y[k]. Observe that conditioned on
X[k] = x[k] the distribution of Y[k] does not change. Therefore, since (λ1, . . . , λk) belongs to
R(Y1, . . . , Yk) we have
HΦ(f |X[k]) ≥
k∑
i=1
λiHΦ
(
E[f |X[k]Yi]
∣∣X[k]).
Summing up these two inequalities and using chain rule, (24) is implied if we have
HΦ(E[f |Xi]) +HΦ
(
E[f |X[k]Yi]
∣∣X[k]) ≥ HΦ(E[f |XiYi]), ∀i.
This inequality follows once we note that we have the Markov chain Xî −Xi − Yi, and we can use
part (c) of Lemma 7 for the function E[f |X[k]Yi].
Theorem 2 provides a description of the HC ribbon in terms of mutual information. Given
p(x, y), one can define the Φ-mutual information between X and Y as follows [19]:
IΦ(X;Y ) =
∑
x,y
p(x)p(y)Φ(
p(x, y)
p(x)p(y)
)− Φ(1).
This definition differs from the one used in [19] due to the subtraction of the Φ(1) term. This
subtraction ensures that IΦ(X;Y ) = 0 when X and Y are independent. Observe that Φ-mutual
information reduces to Shannon’s mutual information for Φ(x) = x log(x) ∈ F . Then, similar to
the statement of Theorem 2, we may define the IΦ-ribbon as follows:
Definition 13. Let Φ ∈ F . For arbitrarily distributed random variables (X1,X2, · · · ,Xk) we
define its IΦ-ribbon, denoted by RIΦ(X[k]), to be the set of all k-tuples (λ1, λ2, · · · , λk) of non-
negative numbers such that for any p(u|x[k]), we have∑
i
λiIΦ(U ;Xi) ≤ IΦ(U ;X[k]).
Then, we have the following:
Theorem 14. We have RIΦ(X[k]) = R
′
Φ(X[k]) where R
′
Φ is the set of (λ1, . . . , λk) such that for
any f(x[k]) satisfying f ≥ 0 and E[f ] = 1, we have∑
i
λiHΦ(E[f |Xi]) ≤ HΦ(f).
Observe that R′Φ has the same definition as RΦ, except that in R
′
Φ we restrict to functions f(x[k])
satisfying f ≥ 0 and E[f ] = 1.
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The condition f ≥ 0 and E[f ] = 1 essentially says that f(x[k]) can be written as q(x[k])/p(x[k])
where p(x[k]) is the given distribution on X[k] and q(x[k]) is some arbitrary distribution. The proof
of this theorem is given in Appendix B.
3.1 Examples
Natural choices for the function Φ(t) ∈ F are
ϕα(t) = t
α, α ∈ (1, 2].
Note that ϕ(x) is defined only for t ≥ 0. Without changing the corresponding Φ-ribbon, we can
even restrict the domain of ϕα to [0, 1] simply because ϕα(ct) = c
αϕα(t) implies that the equation
HΦ(f) ≥
∑k
i=1 λiHΦ(E[f |Xi]) holds for f if and only if it holds for a scaled version of f .
Another special choice of interest is Φ1(t) = 1− h
(
1+t
2
)
which, as mentioned before, results in
the HC ribbon. One way to understand this function is to consider the class of functions Φα for
α ∈ (1, 2] defined by
Φα(t) =
(1 + t)α + (1− t)α − 2
2α − 2 , α ∈ (1, 2], t ∈ [−1, 1]. (25)
Then Φα ∈ F , and we have
lim
αց1
Φα(t) = Φ1(t), ∀t ∈ [−1, 1].
Note that Φ2 = ϕ2 for which the associated Φ-ribbon is equal to the MC ribbon.
Theorem 15. For all α ∈ (1, 2] we have Rϕα(X1, . . . ,Xk) = RΦα(X1, . . . ,Xk).
A consequence of the above theorem is that by varying the parameter α from 1 to 2, the
Φ-ribbon varies from the HC ribbon to the MC ribbon. The proof of this theorem is given in
Appendix C.
4 Strong data processing inequalities
Let us focus on the bipartite case, namely, k = 2. Suppose that we have two random variables
(X,Y ). Then for any function fX of X, we have
HΦ(f) ≥ HΦ(E[f |Y ]).
This inequality can be thought of as a data processing inequality. Indeed, when Φ(t) = 1− h((1 +
t)/2), according to Example 3, this inequality is equivalent to I(U ;X) ≥ I(U ;Y ) assuming the
Markov chain U −X − Y . Here, we are interested in how tight this inequality is.
Definition 16. For any convex function Φ ∈ F define ηΦ(X,Y ) to be the smallest (the infimum
of) λ ≥ 0 such that for any function fX (whose range is in the domain of Φ) we have
λHΦ(f) ≥ HΦ(E[f |Y ]).
We call ηΦ(X,Y ) the Φ-strong data processing inequality constant (Φ-SDPI constant).
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We borrowed the term Φ-SDPI constant from Raginsky [19] who defines almost the same
invariant. The only difference is that in the definition of [19] it is assumed that E[f ] = 1. This
extra assumption, however, does not make a difference in the interesting example of Φ(t) = tα as
fX can be scaled (as mentioned in Section 3.1).
From the convexity of Φ, it is clear that ηΦ(X,Y ) ∈ [0, 1]. Moreover, ifX and Y are independent
we have ηΦ(X,Y ) = 0. Also, ηΦ(X,Y ) = 1 if X = Y , or more generally if X and Y have explicit
common data (f(X) = g(Y ) for some non-constant f and g).
When Φ(t) = t2, ηΦ(X,Y ) is nothing but ρ
2(X,Y ) as shown in [6, 7]. Moreover, for the choice
of Φ(t) = 1− h((1 + t)/2), ηΦ(X,Y ) is known [20] to be equal to s∗(X,Y ) defined in [17].
Example 17. The doubly symmetric binary source with parameter λ denoted by DSPB(λ) is
defined as follows: X and Y are binary and uniform, and
p(X = 0, Y = 1) = p(X = 1, Y = 0) =
1− λ
4
.
It is known that ρ2(X,Y ) = s∗(X,Y ) = λ2. We will show in Appendix A that
ηΦ(X,Y ) = λ
2,
holds for all Φ ∈ F .
Let us start investigating properties of ηΦ(X,Y ) with two results already proved in [19]. The
proof of the following proposition is an immediate consequence of Lemma 4.
Proposition 18 ([19]). For any convex Φ, and fix pX the function
pY |X 7→ ηΦ(X,Y ),
is convex.
It is well-known that s∗(X,Y ) ≥ ρ2(X,Y ). The following theorem is a generalization of this
fact.
Theorem 19 ([19]). For any Φ ∈ F we have
ηΦ(X,Y ) ≥ ρ2(X,Y ),
where ρ(X,Y ) is the maximal correlation.
Proof. Since ρ2(X,Y ) = ηΨ(X,Y ) for Ψ(t) = t
2 we need to show that for any fX with E[f ] = 0
we have
ηΦ(X,Y )Var[f ] ≥ Var[E[f |Y ]. (26)
Take some c in the interior of the domain of Φ, and consider the function gX = c + ǫfX for
small |ǫ| > 0. Then by definition we have
ηΦ(X,Y )HΦ(g) ≥ HΦ(E[g|Y ]).
Now 26 follows by applying Lemma 5 on both sides of this inequality.
We can now state our main result about the Φ-SDPI constant.
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Theorem 20. Let Φ ∈ F be a convex function defined on some compact interval. Then we have
ηΦ(X,Y ) = inf
1− λ1
λ2
, (27)
where the infimum is taken over all (λ1, λ2) ∈ RΦ(X,Y ) with λ2 6= 0.
This theorem for Φ(t) = 1 − h((1 + t)/2) is derived from the results of [17] and [20]. For
Φ(t) = t2 it is proved in [3].
This theorem has a technical assumption, that the domain of Φ is compact. We do not know
whether the theorem holds without this restriction. Nevertheless, this assumption is already sat-
isfied (or can be assumed without loss of generality) for all examples given in Section 3.1. For
instance, for Φ(t) = t2, without loss of generality we can restrict the domain of Φ to [−1, 1] by
properly scaling the function f . To see this observe that the equationHΦ(f) ≥
∑k
i=1 λiHΦ(E[f |Xi])
holds for f if and only if it holds for a scaled version of f .
Proof. Let (λ1, λ2) ∈ RΦ(X,Y ) with λ2 6= 0. Then for any function fX of X we have
HΦ(f) ≥ λ1HΦ(E[f |X]) + λ2HΦ(E[f |Y ]).
Since f is taken to be a function of X only, we have f = E[f |X]. Therefore,
1− λ1
λ2
HΦ(f) ≥ HΦ(E[f |Y ]).
Thus we have (1− λ1)/λ2 ≥ ηΦ(A,B), and then
ηΦ(X,Y ) ≤ inf 1− λ1
λ2
.
To prove the inequality in the other direction we show that for any δ > 0, we have
ηΦ(A,B) + δ ≥ inf 1− λ1
λ2
.
To show this, it suffices to argue that there exists n such that the pair (λ
(n)
1 , λ
(n)
2 ) given by
λ
(n)
1 = 1−
ηΦ + δ
n
, λ
(n)
2 =
1
n
,
where ηΦ = ηΦ(X,Y ), belongs to RΦ(X,Y ). Suppose that this is not the case. Then, for any n
there is a function f
(n)
AB such that
HΦ(f
(n)) < λ
(n)
1 HΦ
(
E
[
f (n)
∣∣X])+ λ(n)2 HΦ(E[f (n)∣∣Y ]).
Using the chain rule, this inequality can be rewritten as
1− λ(n)1
λ
(n)
2
HΦ
(
E
[
f (n)
∣∣X])+ 1
λ
(n)
2
HΦ
(
f (n)|X) < HΦ(E[f (n)∣∣Y ]),
or equivalently as
(ηΦ + δ)HΦ
(
E
[
f (n)
∣∣X])+ nHΦ(f (n)|X) < HΦ(E[f (n)∣∣Y ]).
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Since Φ-entropy is non-negative, we infer from this inequality that
(ηΦ + δ)HΦ
(
E
[
f (n)
∣∣X]) < HΦ(E[f (n)∣∣Y ]), (28)
and
nHΦ
(
f (n)|X) < HΦ(E[f (n)∣∣Y ]). (29)
Since X and Y are assumed to be finite, and the images of functions f (n) are in a compact
interval (i.e., the domain of Φ), there is an increasing sequence {nk : k ≥ 1} such that
lim
k→∞
f (nk)(x, y) = fˆ(x, y), ∀x, y,
for some function fˆ .
Φ is continuous and defined on a compact interval. Thus, there is a constant M > 0, such that
|Φ(t)| ≤M for all t. As a result, the Φ-entropy of any function is at most 2M . Then from (29) we
have
HΦ
(
f (n)|X) ≤ 2M
n
, ∀n. (30)
Then, by a continuity argument we conclude that HΦ(fˆ |X) = 0, i.e., E[Φ(fˆ)] = EX
[
Φ(E[fˆ |X])].
From this equality and the fact that Φ ∈ F is strictly convex, we infer that fˆ = fˆX is a function
of X only.
Next, using (28) we find that
(ηΦ + δ)HΦ(E[fˆ |X]) = (ηΦ + δ)HΦ(fˆ) ≤ HΦ(E[fˆ |Y ]).
Moreover, since fˆ is a function of X, by the definition of ηΦ(X,Y ) we have
HΦ(E[fˆ |Y ]) ≤ ηΦHΦ(fˆ).
Putting these two inequalities together we conclude that HΦ(fˆ) = 0, which again by the strict
convexity of Φ imply that fˆ is a constant, i.e.,
lim
k→∞
f (nk) = c,
for some constant c.
Observe that E[f (n)|X] is not a constant since otherwise HΦ(E[f (n)|X]) = 0 and HΦ(f (n)) =
HΦ(f
(n)|X). In this case, from (29) we find that nHΦ(E[f (n)|Y ]) ≤ nHΦ(f (n)) < HΦ(E[f (n)|Y ])
which is a contradiction. As a result, E[f (n)|X] is not a constant and VarXE[f (n)|X] > 0. Then
for every k we can write
f (nk) = ck + ǫkg
(k),
such that
ck = E
[
f (nk)
]
, E
[
g(k)
]
= 0, ǫk =
√
VarXE
[
f (nk)
∣∣X] > 0, VarXE[g(k)∣∣X] = 1.
Observe that limk→∞ ǫk = 0 since f
(nk), and then E[f (nk)|X] converge to constant functions. We
also have limk→∞ ck = c. Moreover, g
(k)’s are uniformly bounded since they have zero expectation
and VarXE
[
g(k)
∣∣X] = 1.
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Now using Lemma 5 we find that∣∣∣HΦ(f (nk))− 1
2
Φ′′(ck)Var
[
g(k)
]
ǫ2k
∣∣∣ = O(ǫ3k).
Here, in particular, we use the fact that g(k)’s are uniformly bounded. We similarly have∣∣∣HΦ(E[f (nk)|X])− 1
2
Φ′′(ck)VarX
[
E[g(k)|X]]ǫ2k∣∣∣ = O(ǫ3k),
and ∣∣∣HΦ(E[f (nk)|Y ])− 1
2
Φ′′(ck)VarY
[
E[g(k)|Y ]]ǫ2k∣∣∣ = O(ǫ3k),
Using these in (28) and (30), and noting that ǫk > 0 and that 0 < Φ
′′(ck) < Φ
′′(c)+1 for sufficiently
large k, we find that
(ηΦ + δ)VarX
[
E[g(k)|X]] < VarY [E[g(k)|Y ]]+O(ǫk), (31)
and
Var
[
g(k)|X] < M ′
nk
+O(ǫk), (32)
for some constant M ′.
As mentioned above the functions g(k) are uniformly bounded. Then there is an increasing
sequence {kj : j ≥ 1} such that
lim
j→∞
g(kj) = gˆ,
for some function gXY . Then using (32) we have Var[gˆ|X] = 0, i.e., gˆ = gˆX is a function of X only.
On the other hand, since Var[g(k)|X] = 1, for all k, we have Var[gˆ|X] = Var[gˆ] = 1, i.e., gˆ is not a
constant.
Next using (31) we find that
(ηΦ + δ)Var[gˆ] ≤ Var[E[gˆ|Y ]].
Also, since ρ(X,Y ) = ηΨ(X,Y ) for Ψ(t) = t
2, and gˆ is a function of X we have
Var[E[gˆ|Y ]] ≤ ρ2(X,Y )Var[gˆ].
Comparing the above two inequalities and using Var[gˆ] = 1 we conclude that ηΦ(X,Y ) + δ ≤
ρ2(X,Y ), which is in contradiction with Theorem 19. We are done.
We now state the tensorization and monotonicity properties of the Φ-SDPI constant.
Theorem 21. For any Φ ∈ F , the Φ-SDPI constant ηΦ(X,Y ) satisfies the followings:
(i) Monotonicity: If X −A−B − Y forms a Markov chain, then ηΦ(X,Y ) ≤ ηΦ(A,B).
(ii) Tensorization: If pABXY = pAB · pXY then
ηΦ(AX,BY ) = max
{
ηΦ(A,B), ηΦ(X,Y )
}
.
The tensorization of ηΦ(X,Y ) is already proved in [19]. Moreover, this theorem, in the case
that the domain of Φ is compact, is a simple corollary of Theorem 20 and the monotonicity and
tensorization properties of the Φ-ribbon.
In Appendix A we give a generalization of the SDPI constant associated to two functions Φ,Ψ.
This constant which we denote by ηΦ,Ψ(X,Y ), coincides with ηΦ(X,Y ) when Φ = Ψ. We prove in
Appendix A that ηΦ,Ψ(X,Y ) satisfies the tensorization and monotonicity properties, from which
Theorem 21 follows as a special case.
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4.1 Example: sums of i.i.d. random variables
Let X1, . . . ,Xn be n i.i.d. random variables. For any 1 ≤ ℓ ≤ n define
Sℓ = X1 + · · ·+Xℓ.
It is known [13] that for any 1 ≤ m ≤ n we have ρ2(Sn, Sm) = mn . Moreover, recently it is shown
in [14] that s∗(Sn, Sm) =
m
n . In the following we prove a similar result for all Φ ∈ F .
Theorem 22. Let X1, . . . ,Xn be in i.i.d. random variables. Then for any 1 ≤ m ≤ n and any
Φ ∈ F we have
ηΦ(Sn, Sm) =
m
n
.
To prove this theorem we borrow ideas from [14].
Proof. By Theorem 19 we already know that ηΦ(Sn, Sm) ≥ ρ2(Sn, Sm) = m/n. Then it suffices to
show that ηΦ(Sn, Sm) ≤ m/n. For this we need to verify that for any function f = f(Sn) we have
m
n
HΦ(f) ≥ HΦ(E[f |Sm]). (33)
Observe that for any 1 ≤ ℓ ≤ n, the conditional distribution of Sn given X[ℓ] = x[ℓ], for any
(x1, . . . , xℓ), is identical to the conditional distribution of Sn given Sℓ = x1 + · · · + xℓ. Therefore,
we have HΦ(f |X[ℓ]) = HΦ(f |Sℓ). Then using the chain rule
HΦ(f) = HΦ(E[f |X[ℓ]]) +HΦ(f |X[ℓ]) = HΦ(E[f |Sℓ]) +HΦ(f |Xℓ),
we find that
HΦ(E[f |X[ℓ]]) = HΦ(E[f |Sℓ]).
Let us denote the above quantity by cℓ. We claim that
cℓ+1 − cℓ ≥ cℓ − cℓ−1, 0 ≤ ℓ ≤ n. (34)
To prove our claim, note that since Xi’s are i.i.d. we have HΦ(E[f |X[ℓ]]) = HΦ(E[f |X[ℓ−1],Xℓ+1]).
Therefore, by the chain rule we have
cℓ+1 − 2cℓ + cℓ−1 = HΦ(E[f |X[ℓ−1],Xℓ,Xℓ+1])−HΦ(E[f |X[ℓ−1],Xℓ+1])
−HΦ(E[f |X[ℓ−1],Xℓ]) +HΦ(E[f |X[ℓ−1]])
= HΦ
(
E[f |X[ℓ−1],Xℓ,Xℓ+1]
∣∣X[ℓ−1],Xℓ+1)
−HΦ
(
E[f |X[ℓ−1],Xℓ]
∣∣X[ℓ−1]).
Let us define g = E[f |X[ℓ−1],Xℓ,Xℓ+1]. Then we have
cℓ+1 − 2cℓ + cℓ−1 = HΦ(g|X[ℓ−1],Xℓ+1)−HΦ
(
E[g|X[ℓ−1],Xℓ]|X[ℓ−1]
)
.
Now since X[ℓ−1],Xℓ and Xℓ+1 are independent, using part (b) of Lemma 7 we arrive at cℓ+1 −
2cℓ + cℓ−1 ≥ 0 and then (34).
We prove by induction that
cℓ
ℓ
≥ cℓ−1
ℓ− 1 .
The base case ℓ = 2 is immediate from (34) and that c0 = 0. The induction step follows from
cℓ+1 − cℓ ≥ cℓ − cℓ−1 ≥ cℓ − ℓ− 1
ℓ
cℓ =
1
ℓ
cℓ.
We conclude that cn/n ≥ cm/m since m ≤ n, which is equivalent to (33).
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5 Maximal correlation ribbon
In this section we focus on the function Φ(x) = x2. We note that Φ ∈ F , so the ribbon RΦ(X[k])
satisfies monotonicity and tensorization. The ribbon RΦ(X[k]) for this particular function is intro-
duced in [3] as the maximal correlation ribbon (MC ribbon) and is denoted by S(X[k]). So we will
use this notation here too. Thus S(X[k]) is the set of k-tuples (λ1, . . . , λk) ∈ [0, 1]k such that for
all functions fX[k] we have
Var[f ] ≥
k∑
i=1
λiVarXi
[
E[f |Xi]
]
. (35)
With no loss of generality, in this definition we may assume that Ef = 0.
The following theorem states that the MC ribbon is the largest possible Φ-ribbon.
Theorem 23. For any Φ ∈ F we have RΦ(X1, . . . ,Xk) ⊆ S(X1, . . . ,Xk).
The proof of this theorem is based on Lemma 5 and is similar to that of Theorem 19. So we
skip a detailed proof.
5.1 Alternative characterizations of the MC ribbon
Next, we discuss alternative characterization of the MC ribbon. We first show that to compute
the MC ribbon, it suffices to restrict to a special class of functions f(X[k]).
1
Proposition 24. In the definition of the MC ribbon S(X1, . . . ,Xk) we may restrict to functions
fX[k] that of the form f(X[k]) = f1(X1) + · · ·+ fk(Xk) where fi is a function of Xi only.
Proof. Let FX[k] be the linear space of all functions over X1 × · · · × Xk equipped with the inner
product:
〈f, g〉 := E[fg].
Let FXi ⊆ FX[k] be the linear space of all functions that depend only on Xi. Observe that for
any i 6= j, FXi ∩ FXj = span{1X[k]} is the set of constant functions. Moreover, F0Xi = FXi ∩ 1⊥
consists of all zero-mean functions that depend only on Xi. Putting these together we have
FX[k] = span{1X[k]} ⊕
(
k⊕
i=1
F0Xi
)
⊕ UX[k],
where
UX[k] =
k⋂
i=1
F⊥Xi ,
is the set of functions that are orthogonal to all functions that depend only on one of Xi’s. Observe
that, for any function uX[k] ∈ UX[k] we have E[u|Xi] = 0 for all i ∈ [k], because E(E[u|Xi]2) =
E(uE[u|Xi]) vanishes since it is the inner product between u and E[u|Xi], which is a function of
Xi.
1 After the MC ribbon was introduced in [3] by the authors, the second author had an email exchange with
Sudeep Kamath who claimed the statement of Proposition 24. However, Kamath’s proof did not appear rigorous
to the second author. Independently, this proposition was found and shown by the first author via a different proof
technique.
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Let f ∈ FX[k] be an arbitrary function with Ef = 0. By the above decomposition there exist
gi ∈ F0Xi and uX[k] ∈ UX[k] such that
fX[k] = E[f ] + g1 + · · · gk + uX[k] = g1 + · · · gk + uX[k] .
Let f˜ =
∑
i gi. Then, E[f |Xi] = E[f˜ |Xi] simply because E[u|Xi] = 0. Thus,
Var[f ] = Var[u] + Var[f˜ ],
Var
[
E[f |Xi]
]
= Var
[
E[f˜ |Xi]
]
.
Now fixing f˜ , since Var[u] ≥ 0, the inequality (35) holds for all f = f˜ +u if and only if it holds for
f˜ . This completes the proof.
We can further simplify calculation of the MC ribbon.
Theorem 25. The MC ribbon S(X1, . . . ,Xk) is equal to the set of k-tuples (λ1, λ2, · · · , λk) ∈ [0, 1]k
such that for all functions f1(X1), . . . , fk(Xk), we have
Var [f1 + · · ·+ fk] ≤
k∑
i=1
1
λi
Var[fi]. (36)
Before giving a proof of this theorem, let us discuss some of its implications.
Firstly, computation of the MC ribbon using its characterization given in this theorem is much
easier because the dimension of the space of all functions on
∏k
i=1 Xi quickly becomes very large
as we increase k, the number of variables. However, in the characterization (36) of the MC ribbon
we should search on a space of functions whose dimension scales linearly with k. Moreover, the
variance of a conditional expectation in the original definition is replaced by a simple variance that
is easier to compute.
Secondly, Equation (36) can be understood as a strong Cauchy-Schwarz inequality. Letting
fi(Xi)’s to be arbitrary functions with zero mean, by the Cauchy-Schwarz inequality we have
E[
k∑
i=1
fi]
2 ≤ k
k∑
i=1
E[fi]
2. (37)
Then by Theorem 25, the k-tuple ( 1k ,
1
k , · · · , 1k ) belongs to S(X[k]). Then the MC ribbon charac-
terizes the extent to which this inequality can be strengthened.
Thirdly, from the definition of the MC ribbon it is clear that S(X[k]) is convex. Theorem 25
says that the set of k-tuples (λ−11 , . . . , λ
−1
k ) such that λ[k] ∈ S(X[k]), is convex too. This is a fact
that is not clear from the definition of the MC ribbon.
Proof. Our proof uses Proposition 24. Consider the space of functions F0Xi of all zero-mean func-
tions of Xi (as defined in the proof of Proposition 24). With no loss of generality, we can assume
that pXi(xi) > 0 for all xi. Hence, F0Xi is a linear vector space with dimension |Xi| − 1. Let{fij : j = 1, . . . , |Xi| − 1} be an orthonormal basis for F0Xi . Thus, fij is a function of Xi with zero
mean and unit variance, and we have E[fijfij′] = 0 for j 6= j′. Define
mi1j1;i2j2 = mi2j2;i1j1 = E
[
fi1j1(Xi1)fi2j2(Xi2)
]
.
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Any arbitrary zero-mean function gi(Xi) can be expressed as
gi =
|Xi|−1∑
j=1
cijfij,
for some real coefficients cij . Then we have Var[gi] =
∑
j c
2
ij , and
E
[
gi1gi2
]
=
∑
j1,j2
ci1j1ci2j2mi1j1;i2j2 .
Moreover, for any function u with zero mean, Var[E[u|Xi]], i.e., the squared length of E[u|Xi], is
given by
∑
j
(
E[ufij]
)2
. Hence,
Var
[
E
[ k∑
i2=1
gi2
∣∣∣Xi1]] =∑
j1
(
E
[ k∑
i2=1
gi2fi1j1
])2
(38)
=
∑
j1
(
E
[∑
i2
∑
j2
ci2j2fi2j2fi1j1
])2
(39)
=
∑
j1
(∑
i2
∑
j2
ci2j2mi1j1;i2j2
)2
. (40)
Putting all these together and using Proposition 24 we find that the MC ribbon is the set of
k-tuples λ[k] such that for all cij ’s we have
∑
i1,i2,j1,j2
ci1j1ci2j2mi1j1;i2j2 ≥
∑
i1
λi1
∑
j1
(∑
i2
∑
j2
ci2j2mi1j1;i2j2
)2
. (41)
Similarly, the ribbon defined by (36) is the set of k-tuples λ[k] such that for all cij ’s we have∑
i1,i2,j1,j2
ci1j1ci2j2mi1j1;i2j2 ≤
∑
i
1
λi
∑
j
c2ij . (42)
Therefore, it remains to show that the ribbons defined by equations (41) and (42) are the same.
Let M be the matrix whose (i1j1, i2j2) entry is mi1j1;i2j2 . Note that M is positive definite since
it is a Gram matrix. Also let Λ be the diagonal matrix whose (ij, ij) entry equals λi. Then, λ[k]
satisfies (42) for all cij ’s iff M ≤ Λ−1, i.e., iff (Λ−1 −M) is positive semidefinite. By the operator
monotonicity of the function t 7→ −t−1, this is equivalent with M−1 ≥ Λ as well as M ≥ MΛM .
Now a straightforward calculation shows that M ≥MΛM is equivalent with (41) for all cij ’s. This
completes the proof.
Let us go back to the characterization of MC ribbon given in Proposition 24. Let f = f1(X1)+
· · · + fk(Xk) be such that fi(Xi) has zero mean for i = 1, . . . , k. Observe that Var[E[f |Xi]] is the
squared length of the projection of f onto the space of all zero-mean functions of Xi, namely F0Xi .
Then Var[E[f |Xi]] can be bounded from below by the squared of the inner product of f with some
unit vector in F0Xi . In particular, for the choice of
fˆi =
fi√
Var[fi]
, (43)
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as a unit vector in F0Xi we have
Var[E
[
f |Xi]
] ≥ E[f fˆi]2.
The following theorem shows that using this lower bound in Proposition 24 gives another equivalent
representation of the MC ribbon.
Theorem 26. Let S′(X1, . . . ,Xk) be the set of the k-tuples (λ1, . . . , λk) ∈ [0, 1]k such that for all
functions fi(Xi), i = 1, . . . , k, we have
Var[f ] ≥
k∑
i=1
λiE
[
f fˆi
]2
,
where f =
∑k
i=1 fi and fˆi is given by (43). Then we have S
′(X[k]) = S(X[k]).
The proof of this theorem is based on similar ideas as in the proof of Theorem 25, so we leave
it for Appendix D.
5.2 Extreme MC ribbons
It is well-known that ρ(X,Y ) = 0 if and only ifX and Y are independent. The following proposition
is a generalization of this fact.
Proposition 27. S(X1, . . . ,Xk) is equal to [0, 1]
k if and only if X1,X2, . . . ,Xk are pairwise
independent.
Note that the HC ribbon is equal to [0, 1]k if Xi’s are mutually independent. Thus, MC rib-
bon and HC ribbon behave completely differently and provide different characterizations of the
correlations in (X1, . . . ,Xk) when k ≥ 3.
The tensorization property of the MC ribbon implies that
S(X1,X2, . . . ,Xk) = S(M1X1,M2X2, . . . ,MkXk)
if Mis are independent of Xis, and Mis are pairwise independent. This fact shows that we can
prove infeasibility for the non-interactive distribution simulation problem [1], in the presence of
“private” randomnesses Mj that are pairwise (and not mutually independent).
Proof. We may use Theorem 25. IfXi’s are pairwise independent we clearly have Var[f1+· · ·+fk] =
Var[f1] + · · · + Var[fk] and then S(X[k]) = [0, 1]k. Conversely, suppose that Var[f1 + · · · + fk] ≤
Var[f1] + · · · +Var[fk], for all fi(Xi)’s. By letting fℓ’s to be equal to the zero function except the
i-th and j-th ones, we find that Var[fi + fj] ≤ Var[fi] + Var[fj ] for all fi(Xi) and fj(Xj). This
means that Xi and Xj are independent.
Recall that S(X1, . . . ,Xk) always contains {λ[k]|λi ≥ 0,
∑
i λi ≤ 1}. The following proposition
characterizes the other extreme for the MC ribbon.
Proposition 28. S(X[k]) = {λ[k]|λi ≥ 0,
∑
i λi ≤ 1} if and only if Xi’s have a common part,
i.e., there are non-constant functions gi(Xi), i = 1, . . . , k, such that g1(X1) = · · · = gk(Xk) with
probability one.
Proof. If Xi’s have a common part, for f(X[k]) = g1(X1) = · · · = gk(Xk) we have Var[f ] =
Var[E[f |Xi]]. Therefore, by the definition of the MC ribbon we have S(X[k]) = {λ[k]|λi ≥
0,
∑
i λi ≤ 1}.
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Conversely, assume that S(X[k]) = {λ[k] : λi ≥ 0,
∑
i λi ≤ 1}. Then, the maximum value of λ
such that (λ, λ, . . . , λ) is in S(X[k]), is equal to 1/k. This maximum value of λ can be written as
λmax = inf
f
Var[f ]∑k
i=1Var
[
E[f |Xi]
] .
Observe that by scaling f , we can restrict the infimum to functions satisfying Var[f ] = 1. Then
by a compactness argument, the infimum is achieved at some (non-constant) function f . For this
function we have
∑k
i=1Var
[
E[f |Xi]
]
= kVar[f ]. This means that all the inequalities Var
[
E[f |Xi]
] ≤
Var[f ] are equality for f . That is, by the law of total variance, we have Var[f |Xi] = 0. In other
words, f is a function of Xi for all i ∈ [k], and a common part.
5.3 Examples
We now compute the MC ribbon for some examples of (X1, . . . ,Xk). We first focus on the bipartite
case.
Proposition 29. For k = 2 we have
S(X1,X2) =
{
(λ1, λ2) ∈ [0, 1]2
∣∣∣ (1− 1
λ1
)(
1− 1
λ2
)
≥ ρ(X1,X2)2
}
. (44)
It was proved in [3] that the right hand side in (44) always contains S(X1,X2). Here we prove
that indeed equality holds.
Proof. Using Theorem 25, S(X1,X2) is equal to the set of pairs (λ1, λ2) such that
Var[f1 + f2] ≤ 1
λ1
Var[f1] +
1
λ2
Var[f2],
for all zero-mean functions f1(X1) and f2(X2). This inequality is equivalent to
2E[f1f2] ≤
(
1− 1
λ1
)
Var[f1] +
(
1− 1
λ2
)
Var[f2].
Then the desired result follows once we note that
ρ(X,Y ) = max
E[g1g2]√
Var[g1] Var[g2]
,
where the maximum is over all zero-mean functions g1(X1) and g2(X2).
Let us now consider computing the MC ribbon for multivariate distributions, i.e., for k ≥ 3.
Observe that if Xi is binary (taking values in a binary set), then there is a unique (up to a constant)
function fi(Xi) that has zero mean. Then computing the MC ribbon using Theorem 25 is not hard
if Xi’s are all binary. See Theorem 31 for details.
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Binary-Binary-Ternary: Assume that k = 3, and that X1,X2 are binary, and X3 is ternary.
Let ρij = ρ(Xi,Xj) be the maximal correlation coefficient between Xi and Xj for distinct i, j ∈
{1, 2, 3}. Since X1 and X2 are binary, there are unique (up to a sign) zero-mean functions g1(X1)
and g2(X2) with unit variance. We choose the sign of such functions g1(X1) and g2(X2) such that
E[g1g2] = ρ12. (45)
Again by the uniqueness of gi, i = 1, 2, and that ηΨ(Xi,X3) = ρ
2(Xi,X3), for Ψ(t) = t
2, we have
ρ213 = Var
[
E[g1|X3]
]
, (46)
and
ρ223 = Var
[
E[g2|X3]
]
. (47)
Finally define
r12→3 = E
[
E
[
g1|X3
]
E
[
g2|X3
]]
. (48)
Assume that the distribution of (X1,X2,X3) is generic, so that the functions E[g1|X3] and E[g2|X3]
are linearly independent.
Proposition 30. Under the assumptions given above, S(X1,X2,X3) is the set of triples (λ1, λ2, λ3) ∈
[0, 1]3 such that the followings hold: ( 1
λ1
− 1
)( 1
λ3
− 1
)
≥ ρ213,( 1
λ2
− 1
)( 1
λ3
− 1
)
≥ ρ223,(( 1
λ1
− 1
)( 1
λ3
− 1
)
− ρ213
)(( 1
λ2
− 1
)( 1
λ3
− 1
)
− ρ223
)
≥
(( 1
λ3
− 1
)
ρ12 + r12→3
)2
.
Observe that by the above theorem, the MC ribbon of (X1,X2,X3) cannot be computed solely
based on the marginal distributions of pairwise random variables (compare this with Proposition
27).
The proof of this proposition is given in Appendix E.
Normal distributions: Throughout the paper, we considered only discrete random variables,
i.e., Xi’s are finite sets. Nevertheless, the definition of Φ-ribbon can easily be generalized to the
continuous case. Moreover, most of the properties that we proved here, except those that are
based on compactness, are generalized for continuous random variables as well. Here, our goal
is to compute the MC ribbon for multivariate normal distributions using Theorem 25. Since we
have not presented the proof of this theorem in the continuous case, the reader may consider the
statement of Theorem 25 as the definition of MC ribbon for normal distributions.
Let (X1, . . . ,Xk) be real random variables that are either binary (i.e., the alphabet set of Xi is
of size two), or normal (i.e., Xi’s form a multivariate normal distribution). Let R be the covariance
matrix of Xi’s. That is, R is a matrix whose (i, j)-th entry is the Pearson correlation coefficient
between Xi and Xj:
Rij =
Cov(Xi,Xj)√
Var[Xi]Var[Xj ]
,
where Cov(Xi,Xj) = E
[
(Xi−E[Xi])(Xj −E[Xj])
]
. Next, given a k-tuple (λ1, λ2, · · · , λk) ∈ S, we
associate to it a diagonal matrix Λ whose i-th entry on the diagonal is equal to λi.
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Theorem 31. Suppose that (X1, . . . ,Xk) either form a multivariate normal distribution, or are all
binary taking values in an alphabet set of size two. Let R be the covariance matrix of (X1, . . . ,Xk)
as defined above. Then, (λ1, . . . , λk) belongs to S(X1, . . . ,Xk) if and only if R ≤ Λ−1.
The proof of this theorem is based on ideas from [15] and is given in Appendix F.
5.4 Another multipartite correlation region
Motivated by the form of characterization ofS(X1, . . . ,Xk) given by Theorem 25, we define another
region associate to a multivariate distribution.
Definition 32. For any (X1, . . . ,Xk) we define S˜(X1, . . . ,Xk) to be the set of k-tuples (λ1, . . . , λk) ∈
[0, 1]k such that for all functions fi(Xi), i = 1, . . . k, we have
Var
[
f1 + · · ·+ fk
] ≥ k∑
i=1
λiVar[fi].
S˜(X1, . . . ,Xk) and the MC ribbon share the properties of monotonicity and tensorization, yet
as we will argue later, they are not identical.
Theorem 33. S˜(X1, . . . ,Xk) satisfies the monotonicity and tensorization properties the same as
S(X1, . . . ,Xk).
This theorem is proved in Appendix G.
Proposition 34. S˜(X1, . . . ,Xk) is equal to [0, 1]
k if and only if X1,X2, . . . ,Xk are pairwise
independent.
The proof of the following proposition is similar to that of Proposition 27, so we do not repeat
it here.
The above proposition characterizes one extreme of S˜(X1, . . . ,Xk) that is common with the
MC ribbon. To characterize the other extreme of S˜(X1, . . . ,Xk), recall that the MC ribbon con-
tains all λ[k] ∈ [0, 1]k with
∑
i λi ≤ 1. Nevertheless, these points may not belong to S˜(X1, . . . ,Xk).
Indeed, we can even have S˜(X[k]) = {(0, 0, . . . , 0)}. To see this, let k = 2 and assume that X1 = X2
with probability one. Let f1 = −f2 be a non-constant function of bothX1 = X2. Then, f1+f2 = 0,
and thus Var[f1 + f2] = 0. But Var[f1] and Var[f2] are both positive, so S˜(X1,X2) contains only
(0, 0).
Theorem 35. S˜(X[k]) = {(0, . . . , 0)} if and only if there are zero-mean functions f1(X1), . . . , fk(Xk)
that are not all zero and f1 + · · ·+ fk = 0.
The proof of this theorem is given in Appendix H.
Based on Theorem 35, for k = 2, S˜(X1,X2) = {(0, 0)} if and only if X1 and X2 have common
data. However, for k ≥ 3 one can find examples of (X1, . . . ,Xk) that do not have common part,
yet we have S˜(X[k]) = {(0, . . . , 0)}.
Example 36. Let X = Y = Z = {0, 1}. Let 0 < a, b < 1 be such that c = a + b < 1. Define
p(x, y, z) by
p(000) = a, p(110) = b, p(101) = 1− c,
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and p(xyz) = 0 for (x, y, z) /∈ {(0, 0, 0), (1, 1, 0), (1, 0, 1)}. Observe that X,Y,Z do not have com-
mon data. Now define fX , gY , hZ as follows:
fX(0) = 1− a, fX(1) = a,
gY (0) = −b, gY (1) = 1− b,
hZ(0) = c− 1, hZ(1) = c.
Then, we have E[fX ] = E[gY ] = E[hZ ] = 0, E[f
2
X ] > 0,E[g
2
Y ] > 0,E[h
2
Z ] > 0 and f(X) + g(Y ) +
h(Z) = 0. Therefore, S˜(X,Y,Z) = {(0, 0, 0)}.
In the following theorem we use the same notation as we used in Theorem 31. The proof of
this theorem is also similar to that of Theorem 31, so we do not repeat it here.
Theorem 37. Suppose that (X1, . . . ,Xk) either form a multivariate normal distribution, or are
all binary |Xi| = 2. Let R be the covariance matrix of (X1, . . . ,Xk) as defined above. Then,
(λ1, . . . , λk) belongs to S(X1, . . . ,Xk) if and only if R ≤ Λ.
6 Summary of the results
In this paper, we defined Φ-ribbon, that generalizes both the MC and the HC ribbons. We showed
that the Φ-ribbon satisfies the monotonicity and tensorization properties. Therefore, Φ-entropy
can be utilized in any of the known applications of the HC ribbon and the maximal correlation
in network information theory, namely the non-interactive distribution simulation problem [1] or
transmission of correlated sources over a noisy network (such as a MAC channel) [2]. It was shown
that the Φ-ribbon relates to Raginsky’s Φ-strong data processing constant. Next, we showed that
the MC ribbon is the maximal Φ-ribbon, i.e., all Φ-ribbons are subsets of the MC ribbon. This
fact motivated further study of the properties of the MC ribbon, and its efficient calculation. In
particular, an equivalent characterization of the MC ribbon was given. Inspired by the form of
this characterization, we defined another multivariate correlation region that is characterized by
maximal correlation when k = 2, and satisfies the data processing and tensorization properties.
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A SDPI constant
In this appendix we prove Theorem 21 as well as the claim we made in Example 17. Let us start
with the latter.
Proposition 38. If (X,Y ) are distributed according to DSBS(λ), then for any Φ ∈ F we have
ηΦ(X,Y ) = λ
2.
Proof. By Theorem 19 we know that ηΦ(X,Y ) ≥ ρ2(X,Y ) = λ2. To prove the inequality in the
other direction we need to show that for any function fX we have
λ2HΦ(f) ≥ HΦ(E[f |Y ]).
Let m = Ef , and and define z by f(0) = m + z. Then f(1) = m − z, and the above inequality
reduced to
λ2
(
Φ(m+ z) + Φ(m− z)− 2Φ(m)) ≥ Φ(m+ ρz) + Φ(m− ρz)− 2Φ(m).
Let us for t ≥ 0 define
ψ(t) = Φ(m+
√
t) + Φ(m−
√
t)− 2Φ(m).
Then the above inequality is equivalent to
λ2ψ(t2) ≥ ψ(λ2t2).
Since ψ(0) = 0, this inequality is proven once we show that ψ is convex. We compute
ψ′(t) =
1
2
√
t
Φ′(m+
√
t)− 1
2
√
t
Φ′(m−
√
t),
and
ψ′′(t) = − 1
4t3/2
(
Φ′(m+
√
t)− Φ′(m−
√
t)
)
+
1
4t
(
Φ′′(m+
√
t) + Φ′′(m−
√
t)
)
.
Then the convexity of ψ(x) is equivalent to
Φ′′(m+
√
t) + Φ′′(m−
√
t) ≥ 1√
t
(
Φ′(m+
√
t)− Φ′(m−
√
t)
)
.
Equivalently we need to show that for any s ≥ 0 we have
Φ′′(m+ s) + Φ′′(m− s) ≥ 1
s
(
Φ′(m+ s)−Φ′(m− s)
)
.
Define ξ(s) = Φ′(m+ s)−Φ′(m− s). Then the above inequality can be rewritten as
ξ′(s) ≥ 1
s
(
ξ(s)− ξ(0)
)
,
which holds if ξ′(s) is increasing since s ≥ 0. Equivalently we need to prove ξ′′(s) ≥ 0 for all s ≥ 0.
That is, we want
Φ′′′(m+ s) ≥ Φ′′′(m− s),
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which holds if Φ′′′ is increasing.
By part (vi) of the definition of class of functions F , we have Φ′′′′Φ′′ ≥ 2Φ′′′2. On the other
hand, Φ is convex which means that Φ′′ ≥ 0. Then by this inequality we have Φ′′′′ ≥ 0. As a result,
Φ′′′ is increasing. We are done.
Before proving Theorem 21 let us first generalize the definition of the Φ-SDPI constant.
Definition 39. For any pair of convex functions Φ,Ψ we define ηΦ,Ψ(X,Y ), to be the smallest
(the infimum of) λ ≥ 0 such that for any function fX we have
λHΦ(f) ≥ HΨ(E[f |Y ]).
Observe that ηΦ,Ψ(X,Y ) may be greater than one for arbitrary Φ and Ψ. Moreover, ηΦ,Ψ(X,Y )
coincides with ηΦ(X,Y ) when Ψ = Φ.
The first property that ηΦ,Ψ share with the Φ-SDPI constant is Proposition 18, that for a fixed
pX the function
pY |X 7→ ηΦ,Ψ(X,Y ),
is convex. The proof of this fact is again based on Lemma 4.
Theorem 40. Let Φ and Ψ be convex functions, and assume that at least one of them belongs
to F . Then the followings hold.
(i) Monotonicity: If X −A−B − Y then ηΦ,Ψ(X,Y ) ≤ ηΦ,Ψ(A,B).
(ii) Tensorization: If pABXY = pAB · pXY then
ηΦ,Ψ(AX,BY ) = max
{
ηΦ,Ψ(A,B), ηΦ,Ψ(X,Y )
}
.
The proof of is theorem is very similar to that of Theorem 12.
Proof. (i) Let fX be a function of X. Then E[f |A] is a function of A, and by the definition of
ηΦ,Ψ(A,B) we have
ηΦ,Ψ(A,B)HΦ(f) ≥ ηΦ,Ψ(A,B)HΦ(E[f |A]) ≥ HΨ
(
E
[
E[f |A]
∣∣B]) = HΨ(E[f |B]),
where the equality follows since we have the Markov chain X − A − B. Letting gB = E[f |B] we
have
HΨ(g) ≥ HΨ(E[g|Y ]) = HΨ(E[f |Y ]),
since X − B − Y forms a Markov chain. Putting these together we arrive at ηΦ,Ψ(A,B)HΦ(f) ≥
HΨ(E[f |Y ]). As a result, ηΦ,Ψ(X,Y ) ≤ ηΦ,Ψ(A,B).
(ii) By restricting to functions that depend only on A or on X, it is easy to see that
ηΦ,Ψ(AX,BY ) ≥ max
{
ηΦ,Ψ(A,B), ηΦ,Ψ(X,Y )
}
.
Let λ = max
{
ηΦ,Ψ(A,B), ηΦ,Ψ(X,Y )
}
. Then we need to show that λ ≥ ηΦ,Ψ(AX,BY ). To
prove this we need show that for any function fAX we have
λHΦ(f) ≥ HΨ(E[f |BY ]). (49)
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First assume that Ψ ∈ F . Since λ ≥ ηΦ,Ψ(X,Y ) and the distribution of (X,Y ) does not change
when we condition on A, we have
λHΦ(f |A) ≥ HΨ(E[f |AY ]|A).
On the other hand since λ ≥ ηΦ,Ψ(A,B), for E[f |A], as a function of A, we have
λHΦ(E[f |A]) ≥ HΨ
(
E
[
E[f |A]|B]) = HΨ(E[f |B]),
where the equality follows from the independence of X and (A,B). Summing up the above two
inequalities we obtain
λHΦ(f) ≥ HΨ(E[f |AY ]|A) +HΨ(E[f |B]).
Then it suffices to show that
HΨ(E[f |AY ]|A) +HΨ(E[f |B]) ≥ HΨ(E[f |BY ]).
Let gAY = E[f |AY ]. Then we have E[f |B] = E[g|B] and E[g|BY ] = E[f |BY ]. Therefore, this
inequality is equivalent to
HΨ(g|A) +HΨ(E[g|B]) ≥ HΨ(E[g|BY ]).
Using Ψ ∈ F , this inequality follows from part (c) of Lemma 7 and HΨ(g|A) ≥ HΨ(g|AB).
Now we assume that Φ ∈ F and prove (49). Since λ ≥ ηΦ,Ψ(X,Y ), and the distribution of
(X,Y ) does not change when we condition on B, we have
λHΦ(E[f |XB]|B) ≥ HΨ
(
E
[
E[f |XB]|Y B]∣∣B) = HΨ(E[f |BY ]|B),
Similarly, since λ ≥ ηΦ,Ψ(A,B), for E[f |A] as function of A we have
λHΦ(E[f |A]) ≥ HΨ
(
E
[
E[f |A]∣∣B]) = HΨ(E[f |B]) = HΨ(E[E[f |BY ]∣∣B]).
Summing up the above two inequalities and using the chain rule we find that
λ
(
HΦ(E[f |XB]|B) +HΦ(E[f |A])
) ≥ HΨ(E[f |BY ]).
Then it suffices to show that
HΦ(f) ≥ HΦ(E[f |XB]|B) +HΦ(E[f |A]).
Observe that since Φ ∈ F and A − B − X forms a Markov chain, by part (b) of Lemma 7 we
have HΦ(E[f |XB]|B) ≤ HΦ(f |AB) ≤ HΦ(f |A). The above inequality then follows from the chain
rule.
Note that in the proof of the monotonicity property we use only the convexity of Φ and Ψ.
B Proof of Theorem 14
Given u ∈ U , let
fu(x[k]) =
p(x[k], u)
p(x[k])p(u)
,
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Then, fu ≥ 0 and Ep(x[k])[fu(X[k])] = 1, and∑
u
p(u)HΦ(fu) = IΦ(X[k];U)
Furthermore,
E[fu(X[k])|Xi = xi] =
∑
x
iˆ
p(xiˆ|xi)fu(x[k]) (50)
=
∑
x
iˆ
p(xiˆ|xi)
p(x[k], u)
p(x[k])p(u)
(51)
=
p(xi, u)
p(xi)p(u)
(52)
As a result ∑
u
p(u)HΦ(E[fu|Xi]) = IΦ(Xi;U).
Now, if λ[k] ∈ R′Φ(X[k]), for any u we have∑
i
λiHΦ(E[fu|Xi]) ≤ HΦ(fu).
Multiplying the above in p(u) and adding up over u, we get that λ[k] is in the RIΦ(X[k]). Hence,
R
′
Φ(X[k]) ⊆ RIΦ(X[k]).
Conversely, to show that RIΦ(X[k]) ⊆ R′Φ(X[k]) we adopt the construction from [20]. Assume
that λ[k] is in RIΦ(X[k]). Let f(x1, . . . , xk) be an arbitrary function satisfying f ≥ 0 and E[f ] = 1.
We want to show that ∑
i
λiHΦ(E[f |Xi]) ≤ HΦ(f).
Without loss of generality we may assume that f(x1, . . . , xn) is zero whenever p(x1 . . . xn) is
zero. Define the distribution pǫ(u, x1, . . . , xk) as follows. Let Uǫ be a binary random variable such
that pǫ(Uǫ = 0) = ǫ and pǫ(Uǫ = 1) = 1− ǫ. Also let
pǫ(x1, . . . , xk|Uǫ = 0) = p(x1, . . . , xk)f(x1, . . . , xk)
pǫ(x1, . . . , xk|Uǫ = 1) = p(x1, . . . , xk)
(
1
1− ǫ −
ǫ
1− ǫf(x1, . . . , xk)
)
Observe that for sufficiently small ǫ ≥ 0, pǫ(u, x1, . . . , xk) is a probability distribution because
f ≥ 0,E[f ] = 1. Moreover, we have pǫ(x1, . . . , xk) = p(x1, . . . , xk). Then since (λ1, . . . , λk) is in
IΦ-ribbon, we have ∑
i
λiIΦ(Uǫ;Xi) ≤ IΦ(Uǫ;X1 . . . Xk).
Indeed the function
t(ǫ) = IΦ(Uǫ;X1 . . . Xk)−
∑
i
λiIΦ(Uǫ;Xi)
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is non-negative for sufficiently small |ǫ|. On the other hand, we have t(0) = 0. Then we should
have t′(0) ≥ 0. Observe that
IΦ(Uǫ;X1 . . . Xk) =
∑
x[k]
ǫp(x[k])Φ(
ǫp(x[k])f(x[k])
ǫp(x[k])
) +
∑
x[k]
(1− ǫ)p(x[k])Φ(
p(x[k])
(
1− ǫf(x[k])
)
(1− ǫ)p(x[k])
)
(53)
=
∑
x[k]
ǫp(x[k])Φ(f(x[k])) +
∑
x[k]
(1− ǫ)p(x[k])Φ(
1− ǫf(x[k])
1− ǫ ) (54)
Then,
∂
∂ǫ
IΦ(Uǫ;X1 . . . Xk)
∣∣∣
ǫ=0
=
∑
x[k]
p(x[k])Φ(f(x[k]))− Φ(1) (55)
= HΦ(f) (56)
Now, observe that
pǫ(xi|Uǫ = 0) = p(xi)E[f |Xi = xi]
pǫ(xi|Uǫ = 1) = p(xi)
(
1
1− ǫ −
ǫ
1− ǫE[f |Xi = xi]
)
Thus, similarly,
∂
∂ǫ
IΦ(Uǫ;Xi)
∣∣∣
ǫ=0
= HΦ(E[f |Xi]).
Putting these together we obtain the desired equation.
C Proof of Theorem 15
The equality RΦα(X[k]) = Rϕα(X[k]) for α = 2 is clear since Φ2 = ϕ2. So we assume that α ∈ (1, 2).
Moreover, the inclusion RΦα(X[k]) ⊆ Rϕα(X[k]) is immediate once we note that
Φα(t) = c1
(
ϕα(1 + t) + ϕα(1− t)
) − c2,
for some positive constants c1, c2. Then for any function fX[k], we have
HΦα(f) = c1
(
Hϕα(1 + f) +Hϕα(1− f)
)
.
Writing the above equation for f , and E[f |Xi] for i ∈ [k], we obtain Rϕα(X[k]) ⊆ RΦα(X[k]). So
we need to prove the inclusion in the other direction.
Let λ[k] ∈ RΦα(X[k]). We will show that λ[k] ∈ Rϕα(X[k]). Let f ≥ 0 be some non-negative
function with m = Ef . Define
gǫ = ǫf − 1.
Then for sufficiently small ǫ ≥ 0 the range of gǫ is inside the domain of Φα. For any such ǫ we have
HΦα(gǫ) ≥
k∑
i=1
λiHΦα(E[gǫ|Xi]). (57)
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We compute
Φα(gǫ)− Φα(Egǫ) = 1
2α − 2
(
(1 + gǫ)
α − (1 + Egǫ)α + (1− gǫ)α − (1− Egǫ)α
)
=
1
2α − 2
(
(ǫf)α − (ǫm)α + (2− ǫf)α − (2− ǫm)α
)
=
1
2α − 2
(
ǫα(fα −mα) + (2− ǫf)α − (2− ǫm)α
)
.
Taking expectation from both sides we obtain
HΦα(gǫ) =
1
2α − 2
(
ǫα(E[fα]−mα) + E[(2− ǫf)α − (2− ǫm)α]
)
=
ǫα
2α − 2Hϕα(f) +O(ǫ
2),
where the O(ǫ2) term is derived once we take the Taylor expansion of (2− t)α. We similarly have
HΦα
(
E[gǫ|Xi]
)
=
ǫα
2α − 2Hϕα
(
E[f |Xi]
)
+O(ǫ2).
Putting these in (57) and using the fact that 1 < α < 2 we find that
Hϕα(f) ≥
k∑
i=1
λiHϕα(E[f |Xi]).
Therefore, λ[k] ∈ Rϕα(X[k]).
D Proof of Theorem 26
Using Proposition 24 and the inequality Var[E[f |Xi]] ≥ E[f fˆi]2, the inclusion S(X[k]) ⊆ S′(X[k])
is immediate. It suffices to show that S′(X[k]) ⊆ S(X[k]).
Let λ[k] ∈ S′(X[k]) and let fi(Xi), i = 1, . . . , k, be arbitrary functions with zero mean. Accord-
ing to the characterization of Theorem 25 of the MC ribbon we need to show that
Var[f1 + · · ·+ fk] ≤
k∑
i=1
1
λi
Var[fi].
Let ci =
√
Var[fi] and define fˆi = f/ci. Also define mij = E[fˆifˆj]. Observe that
Var[f ] =
k∑
i,j=1
cicjmij,
and
E[f fˆi]
2 =
( k∑
j=1
cjmij
)2
.
Now since λ[k] ∈ S′(X[k]) we have
k∑
i,j=1
cicjmij ≥
k∑
i=1
λi
( k∑
j=1
cjmij
)2
.
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Indeed, this inequality must hold for all choices of ci’s.
Let M be a matrix whose (i, j)-th entry is mij. Also let Λ be a diagonal matrix with diagonal
entries equal to λ1, . . . , λk. Then, the above inequality, for all choices of ci’s, is equivalent to
M ≥MΛM , which itself is equivalent to M−1 ≥ Λ. Next, since t 7→ −t−1 is operator monotone, it
is also equivalent to Λ−1 ≥M . Then by simple calculation Λ−1 ≥M means that for all c1, . . . , ck
we have
Var[c1fˆ1 + · · ·+ ckfˆk] ≤
k∑
i=1
1
λi
c2i =
k∑
i=1
1
λi
Var[cifˆi].
This is what we wanted to show.
E Proof of Proposition 30
We use Theorem 25 to prove this proposition. Any zero-mean function of Xi, i = 1, 2, is of the
form fi = aigi for some constants a1, a2. Moreover, the space of zero-mean functions of X3 is
two-dimensional. Since we assume that E[g1|X3] and E[g2|X3] are linearly independent, this space
is spanned by these two functions. That is, any zero-mean function f3(X3) can be expressed as
f3 = a3E[g1|X3] + a4E[g2|X3],
for some constants a3 and a4. Then using equations (45)-(48) we have
Var[f1] = a
2
1,
Var[f2] = a
2
2,
Var[f ] = a23ρ
2
13 + a
2
4ρ
2
23 + 2a3a4r12→3,
E[f1f2] = a1a2ρ12,
E[f1f3] = a1
(
a3ρ
2
13 + a4r1,2→3
)
,
E[f2f3] = a2
(
a3r1,2→3 + a4ρ
2
2,3
)
.
Hence,
Var
[ k∑
i=1
fi
]
= a21 + a
2
2 + a
2
3ρ
2
1,3 + a
2
4ρ
2
2,3 + 2a3a4r1,2→3
+ 2a1a2ρ1,2 + 2a1
(
a3ρ
2
1,3 + a4r1,2→3
)
+ 2a2
(
a3r1,2→3 + a4ρ
2
2,3
)
.
On the other hand, S(X1,X2,X3) is the set of triples (λ1, λ2, λ3) such that
Var
[ k∑
i=1
fi
]
≤
3∑
i=1
1
λi
Var[fi],
for all choices of a1, . . . , a4. Using the previous equations, the above inequality is a quadratic form
is terms of a1, . . . , a4. Indeed, letting v = [a1, a2, a3, a4], the above inequality is equivalent to
v∆vt ≥ 0 for all v, where
∆ =

1
λ1
− 1 −ρ12 −ρ213 −r12→3
−ρ12 1λ2 − 1 −r12→3 −ρ223
−ρ213 −r1,2→3 ρ213( 1λ3 − 1) r1,2→3( 1λ3 − 1)
−r1,2→3 −ρ223 r1,2→3( 1λ3 − 1) ρ223( 1λ3 − 1)
 . (58)
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In other words, S(X1,X2,X3) is the set of (λ1, λ2, λ3) for which ∆ is positive semi-definite.
Observe that ∆ can be written in the block form:
∆ =
[
A −B
−B ( 1λ3 − 1)B
]
,
where A and B are 2× 2 matrices. Then using [21, p.14], ∆ is positive semi-definite if and only if
A−B( 1
λ3
− 1)−1 =
[ 1
λ1
− 1− ρ21,3( 1λ3 − 1)−1 −ρ1,2 − r1,2→3( 1λ3 − 1)−1
−ρ1,2 − r1,2→3( 1λ3 − 1)−1 1λ2 − 1− ρ22,3( 1λ3 − 1)−1
]
,
is positive semi-definite. This is equivalent with the conditions given in the statement of the
theorem.
F Proof of Theorem 31
WhenXi’s are binary, then any function of Xi with zero mean is of the form fi(Xi) = ai(Xi−E[Xi])
for some constant ai. Using this fact it is easy to see that
Var
[∑
i
fi
]
≤
∑
i
1
λi
Var[fi], (59)
holds for all choices of ai’s if and only if R ≤ Λ−1.
Let us turn to the proof for Gaussian variables. Our proof is an extension of the proof of
Lancaster [15] to the multivariate case.
Observe that scaling of and adding a constant to the variables Xi would not change the MC rib-
bon. Hence, without loss of generality we assume that E[Xi] = 0, Var[Xi] = 1, and E[XiXj] = Rij.
The Hermite-Tchebycheff polynomials are defined as follows:
ψℓ(x) = (−1)ℓex2 d
ℓ
dxℓ
e−x
2
, ℓ ≥ 0.
The following facts are known about these polynomials [15]:
(i) ψ0(x) = 1 is a constant function, and ψi(x) and ψj(x) are orthonormal with respect to
standard normal distribution, i.e.,
1
2π
∫ ∞
−∞
ψi(x)ψj(x)e
−x
2
2 dx = δij . ∀i, j.
(ii) If X is a normal random variable, any function of X denoted by f(X) that has finite variance
can be approximated as follows: for any ǫ > 0, there is a sequence {aℓ| ℓ ≥ 0} such that
∑
ℓ a
2
ℓ
is convergent, and for
fˆ(x) =
∞∑
ℓ=0
aℓψℓ(x),
we have
E
[∣∣f(X)− fˆ(X)∣∣2] ≤ ǫ.
Furthermore, if E[f(X)] = 0, we may take a0 = 0.
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(iii) If X and Y are unit variance, jointly Gaussian random variables with correlation coefficient
ρ, then
E[ψℓ(X)ψℓ′(Y )] = δℓℓ′ρ
ℓ.
Fix (λ1, . . . , λk) ∈ [0, 1]k . To verify the validity of (59) take some arbitrary zero-mean functions
fi(Xi), i = 1, . . . , k, with finite variance. Fix some ǫ > 0, and using property (ii) explained above
let
fˆi(xi) =
∞∑
ℓ=1
aiℓψℓ(xi), (60)
be such that
E
[∣∣fi(Xi)− fˆi(Xi)∣∣2] ≤ ǫ, ∀i. (61)
Then, by the Cauchy-Schwarz inequality we have
E
[∣∣∣ k∑
i=1
fi(Xi)−
k∑
i=1
fˆi(Xi)
∣∣∣2] ≤ kǫ. (62)
Then, it is not hard to verify that (61) implies∣∣∣Var[fˆi(Xi)]−Var[fi(Xi)]∣∣∣ = O(√ǫ),
and similarly (62) implies∣∣∣∣Var[ k∑
i=1
fˆi(Xi)
]
−Var
[ k∑
i=1
fi(Xi)
]∣∣∣∣ = O(√ǫ).
Therefore, it suffices to verify (59) for functions of the form (60).
Using properties (i) and (iii) we have
Var[fˆi(Xi)] =
∞∑
ℓ=1
a2iℓ,
and
Var
[ k∑
i=1
fˆi(Xi)
]
=
k∑
i1,i2=1
E
[
fˆi1(Xi1)fˆi2(Xi2)
]
=
k∑
i1,i2=1
∞∑
ℓ1,ℓ2=1
ai1ℓ1ai2ℓ2E
[
ψℓ1(Xi1)ψℓ2(Xi2)
]
=
k∑
i1,i2=1
∞∑
ℓ=1
ai1ℓai2ℓR
ℓ
i1,i2 .
Thus, we are interested in the set of k-tuples (λ1, . . . , λk) such that for all aiℓ’s we have
k∑
i1,i2=1
∞∑
ℓ=1
ai1ℓai2ℓR
ℓ
i1,i2 ≤
k∑
i=1
1
λi
∞∑
ℓ=1
a2iℓ.
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This holds if and only if for any ℓ ∈ N and for any aiℓ’s we have
k∑
i1,i2=1
ai1ℓai2ℓR
ℓ
i1,i2 ≤
k∑
i=1
1
λi
a2iℓ.
This can be expressed in matrix form as
R◦ℓ ≤ Λ−1 ∀ℓ ≥ 1, (63)
where R◦ℓ is the Hadamard product (entry-wise product) of R with itself ℓ times. For ℓ = 1, we
have the condition
R ≤ Λ−1. (64)
Now, we claim that (64) implies (63) for any ℓ ≥ 2. To prove this, note that R ≤ Λ−1 means that
Λ−1 − R ≥ 0 is positive semi-definite. Moreover, R is a correlation matrix, so it is positive semi-
definite. Since the Hadamard product of two positive semi-definite matrix is positive semi-definite,
R◦(ℓ−1) is positive semi-definite as well. Similarly, R◦(ℓ−1) ◦ (Λ−1−R) is positive semi-definite, i.e.,
R◦(ℓ−1) ◦Λ−1 ≥ R◦ℓ. Now the point is that the diagonal entries of R are all one, and Λ is diagonal.
Therefore, R◦(ℓ−1) ◦ Λ−1 = Λ−1. This completes the proof.
G Proofs of Theorem 33
Tensorization: Assuming that X[k] and Y[k] are independent, we would like to show that
S˜(X1Y1, · · · ,XkYk) = S˜(X1, · · · ,Xk) ∩S(Y1, · · · , Yk)
We clearly have
S˜(X1Y1, · · · ,XkYk) ⊆ S˜(X1, · · · ,Xk) ∩S(Y1, · · · , Yk)
since we can restrict to functions fi(Xi, Yi) to depend only on one of Xi, Yi. To prove the inclusion
in the other direction, take some (λ1, · · · , λk) ∈ S˜(X1, · · · ,Xk) ∩ S˜(Y1, · · · , Yk). For arbitrary
functions fi(Xi, Yi), i = 1, . . . , k, we compute
VarX[k]Y[k]
[ k∑
i=1
fi
]
= Var
[
E
[ k∑
i=1
fi
∣∣∣X[k]]
]
+Var
[ k∑
i=1
fi
∣∣∣X[k]] (65)
= Var
[
k∑
i=1
E
[
fi
∣∣∣Xi]
]
+Var
[ k∑
i=1
fi
∣∣∣X[k]] (66)
≥
k∑
i=1
λiVar
[
E[fi|Xi] +
k∑
i=1
λiVar[fi|X[k]] (67)
=
k∑
i=1
λiVar
[
E[fi|Xi] +
k∑
i=1
λiVar[fi|Xi] (68)
=
k∑
i=1
λiVar[fi]. (69)
Here equations (65) and (69) follow from the law of total variance. Equations (66) and (68) follow
from the independence of X[k] and Y[k]. Finally, (67) holds since (λ1, . . . , λk) is in both S˜(X[k])
and S˜(Y[k]).
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Monotonicity: Let (λ1, . . . , λk) ∈ S˜(X1, . . . ,Xk) and let fi(Yi), i = 1, . . . , k, be arbitrary func-
tions. We need to show that
Var
[ k∑
i=1
fi
]
≥
k∑
i=1
λiVar[fi]. (70)
For functions E[fi|Xi], i = 1, . . . , k, we have
Var
[
E
[ k∑
i=1
fi
∣∣∣X[k]]
]
= Var
[ k∑
i=1
E[fi|Xi]
]
≥
k∑
i=1
λiVar[E[fi|Xi]].
Moreover, since Yi’s are independent conditioned on X[k] we have
Var
[ k∑
i=1
fi
∣∣∣X[k]] = k∑
i=1
Var[fi|X[k]] =
k∑
i=1
Var[fi|Xi] ≥
k∑
i=1
λiVar[fi|Xi].
Summing up the above two inequalities and using the law of total variance, we obtain (70).
H Proof of Theorem 35
If (f1, . . . , fk) with the conditions in the theorem exists, we clearly have S˜(X[k]) = {(0, . . . , 0)}.
Now suppose that S˜(X[k]) = {(0, . . . , 0)}. Then for any ǫ > 0 there are functions f (ǫ)i (Xi),
i = 1, . . . , k, such that
Var
[
f
(ǫ)
1 + · · ·+ f (ǫ)k
]
≤ ǫ
k∑
i=1
Var
[
f
(ǫ)
i
]
,
and
k∑
i=1
Var
[
f
(ǫ)
i
]
= 1.
Then by a compactness argument, there are limiting functions fˆi(Xi), i = 1, . . . , k, such that
k∑
i=1
Var
[
fˆi
]
= 1,
and
Var[fˆ1 + · · ·+ fˆk] = 0.
Since E[fˆi] = 0 for all i, the latter equation means that fˆ1+ · · ·+ fˆk = 0. Furthermore, (fˆ1, . . . , fˆk)
is non-zero because of
∑k
i=1Var[fˆi] = 1. We are done.
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