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Abstract
The current paper surveys and develops numerical methods for multitype
branching processes in continuous time. Particular attention is paid to the
calculation of means, variances, extinction probabilities, and marginal distri-
butions in the presence of a Poisson stream of immigrant particles. The Pois-
son process assumption allows for temporally complex patterns of immigra-
tion and facilitates application of marked Poisson processes and Campbell’s
formulas. The methods and formulas derived are applied to four models:
two population genetics models, a model for vaccination against an infec-
tious disease in a community of households, and a model for the growth of
resistant HIV virus in patients undergoing drug therapy.
Key Words: Birth-death process, branching process, immigration, progeny
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Introduction
The theory of branching processes has a long and venerable history [1, 2,
9, 12, 18, 19, 20, 29, 33]. Connections with specific applications, such as
surname survival and mutant gene extinction, were initially so strong that
the basic concepts were rediscovered in several different settings. Inevitably,
however, concern with particular applications gave way to rigorous explo-
rations of the probabilistic underpinnings of the subject. Because exact re-
sults are often very difficult if not impossible to derive, emphasis also shifted
to asymptotic results. These beautiful findings and various generalizations
of branching processes form the core of the current theory.
In our view, it is time to take stock of the development of branching pro-
cesses. Theoretical advances have slowed as probabilists move on to more
exotic subjects. It is a pity because branching processes have much to of-
fer in applications, particularly in the biological sciences. Although many
mathematical modelers enthusiastically embrace branching processes, they
are often thwarted by real difficulties in using the general theory. Most of
these difficulties are numerical. Basic problems such as finding the full distri-
bution of the number of current particles appear intractable and discourage
application.
In the current paper, we survey and extend existing numerical methods
for multitype, continuous-time processes. There is little need to argue the
need for multitype processes. The case for continuous time as opposed to
discrete time is more subtle. One reason favoring continuous-time processes
is that they better incorporate differences in particle lifetimes. Another,
perhaps less obvious reason, is that continuous time processes accommodate
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immigration of particles from the external world more gracefully. Here we
have in mind immigration mediated by a Poisson process. Most applications
involve immigration of this sort, and the imposition of the Poisson assump-
tion greatly facilitates derivation of explicit formulas. This fact, apparently
first recognized by Bartlett [3], has been largely forgotten in modern appli-
cations. The key links between Poisson processes and branching processes
are coloring, marking, and Campbell’s formulas [21].
The following sections survey existing theory in a nonrigorous manner
with stress on concrete formulas and numerical techniques. Some of these
techniques, such as our methods for finding marginal distributions and means
and variances in the presence of nonhomogeneous immigration rates, are
novel. Matrix exponential functions and Kronecker products figure promi-
nently in our derivations. At the conclusion of our theoretical summary,
we tackle four biological examples that illustrate the numerical methods in
action. Two of these examples are genetic, one concerns vaccination strate-
gies, and one concerns HIV evolution within a single patient. All four ex-
amples rely on the fundamental assumption that particles have independent
lifespans and reproductive outcomes. This assumption is both the major
strength and weakness of the theory of branching processes. While it ex-
cludes interaction between particles, it drives the whole theory and enables
all derivations.
Definition of a Multitype Branching Processes
A multitype branching process records the history of a finite number of inde-
pendently acting particles that reproduce and die. Each particle is classified
in one of r possible categories. In the continuous-time processes that we
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study, a type i particle lives an exponentially distributed length of time with
death rate ωi. The “lack of memory” property of the exponential distribu-
tion guarantees that a continuous-time process is Markovian. At the end of
its life, a particle reproduces both particles of its own type and particles of
other types as summarized by the progeny generating function
Pi(s) =
∑
j
pijs
j =
∑
j
pijs
j1
1 · · · s
jr
r .
In this definition, the entries of the row vector s = (s1, . . . , sr) and the multi-
index j = (j1, . . . , jr) range over the unit interval [0, 1] and the nonnegative
integers, respectively. The coefficient pij is the probability that a type i
particle gives birth to j1 particles of type 1, j2 particles of type 2, and so
forth. Extinction is possible provided pi0 > 0 for some i.
The random vector Zt = (Zt1, . . . , Ztr) of particle counts is the primary
object of interest in a multitype branching process. In continuous time, the
time index t is any nonnegative real number. The process starts at time 0 and
evolves thereafter according to strict probabilistic rules. Finding moments
and understanding the distribution of Zt is best done via the probability
generating functions
Qi(t, s) = E (s
Zt | Zt = ui).
Here ui is the unit row vector with all entries 0 except for a 1 at position i.
Occasionally we will use the abbreviations
Q(t, s) = [Q1(t, s), . . . , Qr(t, s)]
P (s) = [P1(s), . . . , Pr(s)].
The utility of probability generating functions stems from the product for-
mula
E
(
sX+Y
)
= E
(
sX
)
E
(
sY
)
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for independent random vectors X and Y . This formula extends to sums
involving a random number of random vectors.
The qualitative behavior of a multitype branching process is to a large
extent governed by the r × r matrix Ω whose entry in row i and column j
is ωi(fij − 1{i=j}), where fij = ∂∂sj Pi(1) is the expected number of daughter
particles of type j produced by a particle of type i. Because the associated
matrix A = Ω + (maxi ωi)I has nonnegative entries, Ω qualifies as an ML-
matrix, named in honor of the mathematical economists Metzler and Leontief
[35]. Typically Ω is irreducible in the sense that a particle of type i can
ultimately generate descendants of type j, for any pair i and j. If this is the
case, then Ω possesses an algebraically simple, real eigenvalue λ with left
and right eigenvectors v and w having positive entries. Any other eigenvalue
θ of Ω satisfies Re(θ) < λ. The underlying branching process is said to
be subcritical, critical, or supercritical according as λ is negative, zero, or
positive, respectively.
In some applications, it is awkward to model reproduction as occurring
simultaneously with death. Birth-death processes offer an attractive alter-
native. In a birth-death process, a type i particle experiences death at rate
µi and reproduction of daughter particles of type j at rate βij . Over its
lifetime, a particle of type i in a birth-death process produces the vector
(n1, . . . , nr) of daughter particles with probability
∫ ∞
0
µie
−µit
r∏
j=1
(βijt)
nj
nj !
e−βijtdt =
µi
(µi + βi)n¯+1
(
n¯
n1 . . . nr
)
r∏
j=1
β
nj
ij ,
where βi =
∑r
j=1 βij and n¯ =
∑r
i=1 ni. We can turn a birth-death process
into a branching process in two ways. In the budding model, we view the
mother particle as dying at each reproduction event and being replaced by
an identical substitute. Reproduction continues until one of the substitutes
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dies an ordinary death. This interpretation of the birth-death process cor-
responds to a branching process with ωi = µi + βi and progeny generating
functions
Pi(s) =
µi
µi + βi
+
1
µi + βi
r∑
j=1
βijsisj .
By contrast in the bursting model, a mother particle collects her offspring
and holds them for release at her death. In this approximation, ωi = µi and
Pi(s) =
∞∑
k=0
µi
(µi + βi)k+1

 r∑
j=1
βijsj


k
.
A brief calculation yields the progeny mean fij =
∂
∂sj
Pi(1) = βij/µi in
the bursting model. Interpreting this ratio as a birth rate times an expected
lifetime makes perfect sense. We can reverse our procedure and approximate
a general branching process with progeny means fij and death rates ωi by a
birth-death process with birth rates βij = µifij and death rates µi.
In many applications, immigration from external sources occurs in ad-
dition to birth and death. Two key assumptions simplify the mathematical
treatment of immigration. The first states that immigration takes place in-
dependently of birth and death. The second states that the immigrants of
each type enter according to independent Poisson processes. These strong
assumptions are consistent with many applications. They do not require
that immigration be homogeneous in time. In fact, we will feature several
models where the rate of immigration grows or decays exponentially.
Poisson Processes and Campbell’s Formulas
Poisson processes model the formation of random points in space or time
[21]. The formal definition involves a random set of points falling within
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some measurable space Φ equipped with a σ-finite intensity measure ν. If
the set of random points is denoted by Π, and A is a measurable subset of
Φ, then the counting random variable
NA = #{Π ∩A}
is either always finite or always countably infinite, depending on whether
ν(A) is finite or infinite. In the former case, NA follows a Poisson distri-
bution with mean ν(A). To prevent random points from falling on top of
one another, ν is required to possess no point masses (atoms). Finally, we
assume that any finite collection {A1, . . . , Ak} of disjoint measurable sets of
Φ generates a collection {NA1 , . . . , NAk} of independent counting random
variables.
Campbell’s theorem deals with random sums of the sort
S =
∑
X∈Π
f(X), (1)
where the real-valued function f : Φ → R is measurable and X is a generic
point of Π [21]. One can show that the random sum (1) defining S converges
absolutely with probability 1 if and only if∫
min{|f(x)|, 1}dν(x) < ∞. (2)
To evaluate the moments of S, consider the special case of a simple function
f(x) =
∑m
j=1 cj1Aj (x) defined by a partition A1, . . . , Am of Φ. Because the
sets Aj are disjoint, we can write
S =
m∑
j=1
cjNAj .
This representation makes it clear that
E (S) =
m∑
j=1
cj E (NAj )
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=
m∑
j=1
cj
∫
Aj
dν(x) (3)
=
∫
f(x)dν(x).
If we use the independence the NAj and the fact that Var(NAj ) = E (NAj ),
then we deduce the similar formula
Var(S) =
m∑
j=1
c2j E (NAj )
=
m∑
j=1
c2j
∫
Aj
dν(x) (4)
=
∫
f(x)2dν(x).
If we have a second sum T =
∑
X∈Π g(X), then
Cov(S, T ) =
∫
f(x)g(x)dν(x). (5)
Finally, invoking the full Poisson distributions of the NAj leads to the for-
mulas
E (eiuS) = exp
{
−
∫
[1− eiuf(x)]dν(x)
}
E (uS) = exp
{
−
∫
[1− uf(x)]dν(x)
}
(6)
for the characteristic function of S and for the probability generating func-
tion of S when f(x) is nonnegative and integer valued. Appropriate limit
arguments establish formulas (3) through (6) for more general functions f(x).
In dealing with branching processes, we will exploit a device called mark-
ing for constructing one Poisson process from another [21]. In marking, we
suppose that there is a second measurable space Γ of possible marks for
each point x ∈ Φ. For each random point X = x ∈ Π, a mark y ∈ Γ is
independently assigned by sampling from a distribution p(x, ·) on Γ. If the
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distributions p(x, ·) are compatible in the sense that x → p(x, B) is mea-
surable for each measurable B ⊂ Γ, then we get a Poisson process on the
product space Φ× Γ with intensity measure
γ(C) =
∫ ∫
1C(x, y)p(x, dy)dν(x).
This marking theorem permits straightforward calculation of certain branch-
ing process moments and probabilities through the application of Campbell’s
formulas.
In a branching process with immigration, it is fruitful to model the im-
migrants of the different types as entering according to independent Poisson
processes. If ηi(t) denotes the intensity (or rate) of immigration of type
i particles, then we can view the overall immigration process as a marked
Poisson process with intensity η¯(t) =
∑r
i=1 ηi(t). A random immigrant at
time t is marked as a type i particle with probability ηi(t)/η¯(t). This trivial
kind of marking is sometimes called coloring. We will invoke a more subtle
form of marking that marks an immigrant at time τ with both it type N
and its count of descendant particles (Y1, . . . , Yr) at some later time t.
Generating Functions for Multitype Processes
In a multitype continuous-time branching process, it is well known that
the generating functions Qi(t, s) satisfy the backward system of ordinary
differential equations
∂
∂t
Qi(t, s) = −ωiQi(t, s) + ωiPi[Q(t, s)] (7)
with initial conditions Qi(0, s) = si. Although the nonlinear system (7) is
usually impossible to solve analytically, it can be solved numerically and
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leads directly to a linear system for the mean vector E (Zt). For the sake of
completeness, we now repeat the classic derivation of the backward system.
The argument proceeds via a preliminary system of integral equations.
By assumption, the initial particle has random lifetime Ti with exponential
distribution Fi(t) = 1 − e
−ωit. If we condition on the value of Ti, then it is
clear that
Qi(t, s) = E (s
Zt | Ti > t)[1− Fi(t)] +
∫ t
0
E (sZt | Ti = τ)dFi(τ). (8)
On one hand if Ti > t, then the original particle is alive at time t and has
no descendents. Hence,
E (sZt | Ti > t)[1− Fi(t)] = sie
−ωit.
On the other hand, if the original particle dies at time τ ≤ t, then it generates
a random vector of daughter particles, each of which founds a separate clan
that evolves independently of other clans during the remaining time t−τ . By
definition, Qk(t− τ, s) is the generating function for the current descendants
in a clan founded by a type k daughter. These considerations imply that
E (sZt | T = τ) =
∑
j
pijQ1(t− τ, s)
j1 · · ·Qr(t− τ, s)
jr
= Pi[Q(t− τ, s)].
Substituting these results in equation (8) produces
Qi(t, s) = sie
−ωit +
∫ t
0
Pi[Q(t− τ, s)]ωie
−ωiτdτ.
This integral equation can be simplified by multiplying by eωit and changing
the variable of integration from τ to t − τ . These steps yield the revised
equation
Qi(t, s)e
ωit = si + ωi
∫ t
0
Pi[Q(τ, s)]e
ωiτdτ,
9
which when differentiated with respect to t and multiplied by e−ωit gives the
backward equation (7).
In the presence of immigration, the backward equations must be sup-
plemented. To derive the appropriate extension, assume constant Poisson
immigration with intensity ηi per unit time for particles of type i. Let R(t, s)
denote the multivariate generating function for the total particles of different
types starting from 0 particles at time 0. If η¯ =
∑
i ηi is the overall immigra-
tion rate, then by conditioning on the arrival time τ of the first immigrant
we can write the integral equation
R(t, s) =
∫ t
0
e−η¯τ
r∑
i=1
ηiR(t− τ, s)Qi(t− τ, s)dτ. (9)
Here the product R(t−τ, s)Qi(t−τ, s) summarizes the subsequent evolution
of the process starting with a single type i immigrant at time τ . If we
multiply equation (9) by eη¯t, change the variable of integration from τ to t−τ ,
differentiate with respect to t, multiply the result by e−η¯t, and rearrange,
then we find that
∂
∂t
R(t, s) = −η¯R(t, s) + R(t, s)
r∑
i=1
ηiQi(t, s). (10)
Equation (10) can be solved numerically in conjunction with the system (7).
For a process starting with n1 particles of type 1, n2 particles of type 2, and
so forth, the independent growth of all clans allows us to write the generating
function
R(t, s)Q(t, s)n = R(t, s)
r∏
i=1
Qi(t, s)
ni (11)
summarizing the total population at time t.
Even when the intensity of immigration is non-constant, we can fall back
on Campbell’s theorem to derive an explicit expression for R(t, s). Because
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R(t, s) is the generating function of a vector-valued sum of the form (1),
Campbell’s formula (6) applies if we mark each immigrant particle by its
type and numbers of descendants at time t. Given non-constant immigration
rates ηi(t), it follows that
R(t, s) = e
−
∫ t
0
η¯(τ)
∑r
i=1
ηi(τ)
η¯(τ)
[1−Qi(t−τ,s)]dτ (12)
To evaluate R(t, s) when ηi(t) = ηie
βit, consider the intermediate function
Hi(t, s) =
∫ t
0
ηi(τ)[1−Qi(t− τ, s)]dτ
= ηie
βit
∫ t
0
e−βiτ [1−Qi(τ, s)]dτ,
which can be differentiated to produce
∂
∂t
Hi(t, s) = βiHi(t, s) + ηi[1−Qi(t, s)] (13)
with initial condition Hi(0, s) = 0. This equation and the system (7) can
be simultaneously integrated numerically to give both the Qi(t, s) and the
Hi(t, s).
As a check on our calculations, we now recover equation (10) when im-
migration rates are constant. If we define H(t, s) =
∑
i Hi(t, s) and set all
βi = 0, then summing equation (13) on i yields
∂
∂t
H(t, s) =
r∑
i=1
ηi[1−Qi(t, s)].
It follows that
∂
∂t
R(t, s) = −e−H(t,s)
∂
∂t
H(t, s)
= −e−H(t,s)
r∑
i=1
ηi[1−Qi(t, s)]
= −η¯R(t, s) + R(t, s)
r∑
i=1
ηiQi(t, s).
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Extinction
In the absence of immigration, Qi(t,0) is the probability that the process
is extinct by time t starting from a single particle of type i at time 0. It
is intuitively clear that Qi(t,0) monotonely increases to a limiting value xi.
The vector of extinction probabilities x = (x1, . . . , xr) can be characterized
by setting the right-hand side of equation (7) equal to 0. This gives the
algebraic system x = P (x) determining x. For both subcritical and critical
processes, extinction is certain and x = 1. For a subcritical process, it is
possible to prove this fact by constructing a Liapunov function f(t) [17].
Let v be the left eigenvector corresponding to the dominant eigenvalue λ of
Ω, and let D(ω) be the diagonal matrix with ith diagonal entry ωi. Our
Liapunov function is the inner product f(t) = v[1 − Q(t, s)]∗. Here and
elsewhere the superscript ∗ indicates a vector or matrix transpose. Equation
(7), the mean value theorem, and the monotonicity of the differential dP (s)
together imply
d
dt
f(t) = vD(ω){Q(t, s)− P [Q(t, s)]}∗
= vD(ω)[Q(t, s)− 1]∗ + vD(ω){P (1)− P [Q(t, s)]}∗
≤ vD(ω)[Q(t, s)− 1]∗ + vD(ω)dP (1)[1−Q(t, s)]∗
= vD(ω)[dP (1)− I][1−Q(t, s)]∗
= vΩ[1−Q(t, s)]∗
= λv[1−Q(t, s)]∗.
Because all of the entries of v are positive, λv[1−Q(t, s)]∗ is negative unless
Q(t, s) = 1. It follows from Liapunov’s theorem [15] that Q(t, s) converges
to 1, not just for s = 0 but for all s with Q(t, s) 6= 1. For a supercritical
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process, extinction is uncertain, and owing to irreducibility, all components
xi of x satisfy xi < 1.
It is possible for extinction to occur in the presence of immigration if the
rate of immigration falls rapidly enough. If we let t tend to ∞ in equation
(12) and assume exponential immigration rates ηi(t) = ηie
βit with βi < 0,
then we find that
R(∞,0) = e−
∫
∞
0
∑r
i=1
ηie
βiτ (1−xi)dτ
= e
∑r
i=1
(1−xi)ηi/βi .
Starting from ni type i particles, 1 ≤ i ≤ r, the independent behavior of
initial clans and subsequent clans founded by immigrants entails an ultimate
extinction probability of
r∏
i=1
xnii e
∑r
i=1
(1−xi)ηi/βi .
Marginal Distributions
With these many results now in hand, we have all the ingredients for finding
the coefficients of any marginal distribution of R(t, s), Qi(t, s), or product
of these such as that appearing in equation (11). The method is generic
and depends on a simple application of Fourier analysis [14, 22]. Consider a
nonnegative, integer-valued random variable N with probability generating
C(x) =
∑∞
k=0 ckx
k. We can extract the coefficients ck = Pr(N = k) by
extending C(x) to the boundary of the unit circle in the complex plane via
the equation
C(e2pi
√−1y) =
∞∑
k=0
cke
2pi
√−1ky.
13
This creates a periodic function in y whose kth Fourier coefficient ck can be
recovered by the finite Riemann sum approximation
ck ≈
1
n
n−1∑
j=0
C(e2pi
√−1j/n)e−2pi
√−1kj/n
for some large power n of 2. In practice, one evaluates this finite Fourier
transform using the fast Fourier transform algorithm [32]. For a sufficiently
large power n, all of the coefficients c0, . . . , cn−1 can be computed accurately.
Accuracy can be checked by comparing the numerically computed mean
and variance of N with its theoretical mean and variance when these are
available.
In the current setting, if we seek the kth marginal distribution of, say
R(t, s), then we set all sj = 1 except for sk, which we vary over the boundary
of the unit circle. We then numerically integrate the differential equations
for the generating functions Qi(t, s) and Hi(t, s) and apply equation (12)
for each boundary value of sk. Finally, we take the finite Fourier transform
to recover the coefficients of the marginal distribution. The method works
best if the marginal distribution is fairly concentrated around 0. This is
the case for most subcritical processes or subcritical processes renewed by
moderate immigration. It fails for supercritical processes if the time index t
is sufficiently large for explosive growth to have taken hold.
Calculation of Means
To recover the expected vector E (Zt), one can differentiate the backward
equation (7) with respect to si and set s = 1. We can arrive at the same
result and better accommodate immigration by deriving forward equations.
Let m(t) = [m1(t), . . . , mr(t)] be the vector of expected particle counts at
14
time t. As before, let fij =
∂
∂sj
Pi(1) be the expected number of daughter
particles of type j born to a particle of type i. Since particles of type i at
time t + τ arise from (a) particles of type i at time t that do not die during
(t, t + τ), (b) particles of type j that die during (t, t + τ) and reproduce
particles of type i, or (c) from immigration of type i particles, we find that
mi(t + τ) = mi(t)(1− ωiτ) +
r∑
j=1
mj(t)ωjfjiτ + ηi(t)τ + o(τ),
where ηi(t) is the immigration rate of type i particles at time t. Forming
the corresponding difference quotients and sending τ to 0 yield the forward
system of differential equations
d
dt
mi(t) =
r∑
j=1
mj(t)ωj(fji − 1{j=i}) + ηi(t), (14)
which we summarize in vector-matrix notation as
d
dt
m(t) = m(t)Ω + η(t)
employing the immigration vector η(t) = [η1(t) . . . , ηr(t)] and the r×r matrix
Ω = [ωi(fij − 1{i=j})]. It is straightforward to check that this ordinary
differential equation has solution
m(t) = m(0)etΩ +
∫ t
0
η(τ)e(t−τ)Ωdτ (15)
involving the matrix exponential function. The convolution integral ap-
pearing in formula (15) can be evaluated when the rates of immigration
ηi(t) = αie
βit are exponential. In this case, we exploit the representation
η(t) = 1
r∑
i=1
αiu
∗
i uie
βit = 1
r∑
i=1
αiu
∗
i uie
βitI
of the row vector η(t) using the unit vectors ui and their transposes. It
follows that∫ t
0
η(τ)e(t−τ)Ωdτ = 1
r∑
i=1
αiu
∗
i ui
∫ t
0
eβiτIe(t−τ)Ωdτ
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= 1
r∑
i=1
αiu
∗
i ui
∫ t
0
eτ(βiI−Ω)dτetΩ
= 1
r∑
i=1
αiu
∗
i ui(Ω− βiI)
−1
(
etΩ − etβiI
)
.
We can safely substitute the result in equation (15) provided no βi is an
eigenvalue of Ω. One can generalize these formulas to other rate functions.
For example, if ηi(t) = αi cos(βit) + γi with |αi| ≤ γi, then the convolution
integral can be evaluated by substituting cos(βit) = (e
√−1βtt + e−
√−1βtt)/2
and proceeding as before. The choice ηi(t) = αite
βit can be handled via
integration by parts.
For a subcritical process with constant immigration rates, a stochastic
equilibrium is reached between extinction and immigration. We can recover
the mean −αΩ−1 of the equilibrium distribution by taking limits in equation
(15) or by setting the left-hand side of equation (14) equal to 0 and solving.
The Vec Operator and Kronecker Products
To simplify our derivation of variances in the next section, we will use the
Vec operator and matrix Kronecker products. The Vec operator stacks the
successive columns of a matrix to form a column vector. If A = (aij) is an
k × l matrix and B = (bij) is an m× n matrix, then the Kronecker product
A⊗B is the km× ln block matrix
A⊗B =


a11B · · · a1lB
...
. . .
...
ak1B · · · aklB

 . (16)
See the references [16, 26] for a listing of the many theoretical properties of
Kronecker products. The basic connection between the Vec operator and
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the Kronecker product is supplied by the identity
Vec(ABC) = (C∗ ⊗A) Vec(B)
for compatible matrices A, B, and C. Two other conversion formulas are
also worth mentioning. For two finite sequences of column vectors vi and
wi related by wi = Avi, the vectors w and v produced by stacking satisfy
w = (I ⊗A)v for an identity matrix I of the correct dimension. Similarly, if
wi =
∑
j aijvj , then stacking yields w = (A⊗ I)v.
Calculation of Variances
The variance matrix Vi(t) = E (Z
∗
t Zt)−E (Zt)
∗ E (Zt) starting from a single
type i particle can also be found by deriving and solving a forward differential
equation [2, 23]. Conditioning on the state of the process at time t < t + τ ,
we infer that
Vi(t + τ) = Var[E (Zt+τ | Zt)] + E [Var(Zt+τ | Zt)]
= eτΩ
∗
Vi(t)e
τΩ + E [Var(Zt+τ | Zt)] (17)
since E (Zt+τ | Zt) = Zte
τΩ and (eτΩ)∗ = eτΩ∗ . To simplify equation (17),
we invoke formula (16). This yields
Vec[Vi(t + τ)− Vi(t)] =
[
eτΩ
∗
⊗ eτΩ
∗
− I ⊗ I
]
Vec[Vi(t)] + Vec[Υi(t, τ)],
where Υi(t, τ) = E [Var(Zt+τ | Zt)] and I ⊗ I is the r
2 × r2 identity matrix.
The product rule of elementary calculus gives
lim
τ→0
1
τ
(
eτΩ
∗
⊗ eτΩ
∗
− I ⊗ I
)
=
d
dτ
(
eτΩ
∗
⊗ eτΩ
∗
) ∣∣∣
τ=0
=
(
Ω∗eτΩ
∗
⊗ eτΩ
∗
+ eτΩ
∗
⊗ eτΩ
∗
Ω∗
) ∣∣∣
τ=0
= Ω∗ ⊗ I + I ⊗ Ω∗,
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and therefore
d
dt
Vec[Vi(t)] = (Ω
∗ ⊗ I + I ⊗ Ω∗) Vec[Vi(t)] + lim
τ→0
1
τ
Vec[Υi(t, τ)].
To find limτ→0 τ−1Υi(t, τ), let mij(t) denote the expected number of
particles of type j starting from a single particle of type i. Because different
clans evolve independently,
E [Var(Zt+τ | Zt)] =
r∑
j=1
mij(t)Vj(τ) =
r∑
j=1
mij(t) [Vj(τ)− Vj(0)] .
This fact implies that
lim
τ→0
1
τ
Υi(t, τ) =
r∑
j=1
mij(t)
d
dt
Vj(0)
and consequently that
d
dt
Vec[Vi(t)] = (Ω
∗ ⊗ I + I ⊗ Ω∗) Vec[Vi(t)] +
r∑
j=1
mij(t) Vec(Cj) (18)
for Cj =
d
dtVj(0).
Further simplification can be achieved by stacking the vectors Vec[Vi(t)]
and Vec(Ci) into vectors Vec[V (t)] and Vec(C) and substituting e
tΩ for
[mij(t)]. In view of the remarks at the end of the last section, the stacked
version of equation (18) amounts to nothing more than
d
dt
Vec[V (t)] = I ⊗ (Ω∗ ⊗ I + I ⊗ Ω∗) Vec[V (t)] +
(
etΩ ⊗ I ⊗ I
)
Vec(C).
Because V (0) vanishes, this constant-coefficient, linear differential equation
has solution
Vec[V (t)] =
∫ t
0
e(t−τ)I⊗(Ω
∗⊗I+I⊗Ω∗)eτΩ ⊗ I ⊗ Idτ Vec(C).
Using the commutativity of I⊗Ω∗⊗I and I⊗I⊗Ω∗ and the series definition
of the matrix exponential, one can easily show that
e(t−τ)I⊗(Ω
∗⊗I+I⊗Ω∗) = I ⊗ e(t−τ)Ω
∗
⊗ e(t−τ)Ω
∗
.
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It follows that
Vec[V (t)] =
∫ t
0
eτΩ ⊗ e(t−τ)Ω
∗
⊗ e(t−τ)Ω
∗
dτ Vec(C). (19)
Formula (19) still lacks a specific value of C. To determine one of the
matrices Ci =
d
dtVi(0) comprising it, let
fi = dPi(1)
Gi = d
2Pi(1) + D(fi)− f
∗
i fi
be the mean vector and variance matrix of the progeny generating function
Pi(s). Here dPi(s) is the first differential (row vector of first partials), d
2Pi(s)
is the second differential (Hessian matrix of second partials), and D(fi) is
the diagonal matrix with jth diagonal entry fij . If X is the indicator of the
random event that the founding type i particle dies during [0, t], then the
usual conditioning argument gives
Vi(t) = E [Var(Zt | X)] + Var[E (Zt | X)].
Because for t small at most one event occurs during [0, t], we have
E [Var(Zt | X)] = (1− ωit) Var(Zt | X = 0) + ωit Var(Zt | X = 1) + o(t)
= ωitGi + o(t).
Similarly,
Var[E (Zt | X)] = E [E (Zt | X)
∗ E (Zt | X)]− E (Zt)∗ E (Zt)
= (1− ωit)u
∗
i ui + ωitf
∗
i fi
− [(1− ωit)ui + ωitfi]
∗[(1− ωit)ui + ωitfi] + o(t)
= ωit(u
∗
i ui + f
∗
i fi − u
∗
i fi − f
∗
i ui) + o(t).
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From these considerations, it follows that
Ci =
d
dt
Vi(0) = ωi(Gi + u
∗
i ui + f
∗
i fi − u
∗
i fi − f
∗
i ui).
When the matrix Ω is diagonalizable, formula (19) can be explicitly eval-
uated. If in obvious notation Ω = A∆A−1, then
Vec[V (t)] = H
∫ t
0
eτ∆ ⊗ e(t−τ)∆ ⊗ e(t−τ)∆dτH−1 Vec(C),
where H = A ⊗ (A∗)−1 ⊗ (A∗)−1 and H−1 = A−1 ⊗ A∗ ⊗ A∗. The matrix
integral
∫ t
0 e
τ∆⊗e(t−τ)∆⊗e(t−τ)∆dτ is diagonal. At level (i, j, k) its diagonal
entry is ∫ t
0
eτδie(t−τ)δje(t−τ)δkdτ =
1
δi − δj − δk
[
eδit − e(δj+δk)t
]
.
In the presence of immigration, evaluation of Var(Zt) proceeds via Camp-
bell’s formulas (4) and (5). For the sake of simplicity, temporarily assume
that we start with no particles and only type i particles can immigrate. Let
T denote a Poisson time of immigration and YT the vector of descendants of
such an immigrant at time t. In this setting, Zt reduces to the random sum
Zt =
∑
(T,YT )∈Π
YT
over the points (T, YT ) of a marked Poisson process Π. According to formulas
(4) and (5),
Wi(t) = Var(Zt) =
∫ t
0
ηi(τ) E (Y
∗
T YT | T = τ)dτ.
Since E (YT | T = τ) = uie
(t−τ)Ω and
E (Y ∗T YT | T = τ) = Vi(t− τ) + e
(t−τ)Ω∗u∗i uie
(t−τ)Ω,
it follows that
Wi(t) =
∫ t
0
ηi(τ)
[
Vi(t− τ) + e
(t−τ)Ω∗u∗i uie
(t−τ)Ω] dτ.
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Stacking the columns of Wi(t) consequently produces
Vec[Wi(t)] =
∫ t
0
ηi(τ)
{
Vec[Vi(t− τ)] + e
(t−τ)Ω∗ ⊗ e(t−τ)Ω
∗
Vec(u∗i ui)
}
dτ.
When Ω is diagonalizable in the form Ω = A∆A−1 and ηi(t) = αieβit,
the matrix integral
∫ t
0
ηi(τ)e
(t−τ)Ω∗ ⊗ e(t−τ)Ω
∗
dτ
is similar via (A∗)−1⊗ (A∗)−1 to the diagonal matrix with diagonal entry at
level (j, k) of
∫ t
0
eβiτe(t−τ)δje(t−τ)δkdτ =
eβit − e(δj+δk)t
βi − δj − δk
.
To calculate the vector integral
∫ t
0
ηi(τ) Vec[Vi(t− τ)]dτ =
∫ t
0
ηi(t− τ) Vec[V (τ)]dτ,
we employ equation (19) and the representation
Vec[Vi(τ)] = ui ⊗ I ⊗ I Vec[V (τ)].
It therefore suffices to evaluate
∫ t
0
ηi(t− τ) Vec[V (τ)]dτ
=
∫ t
0
ηi(t− τ)
∫ τ
0
eιΩ ⊗ e(τ−ι)Ω
∗
⊗ e(τ−ι)Ω
∗
dιdτ Vec(C)
= αi
∫ t
0
∫ τ
0
e(t−τ)βiI+ιΩ ⊗ e(τ−ι)Ω
∗
⊗ e(τ−ι)Ω
∗
dιdτ Vec(C).
This matrix double integral is similar via H = A ⊗ (A∗)−1 ⊗ (A∗)−1 to a
diagonal matrix double integral whose diagonal entry at level (i, j, k) turns
out to be
1
δi − δj − δk
(
eδit − eβit
δi − βi
−
e(δj+δk)t − eβit
δj + δk − βi
)
. (20)
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For a subcritical process with constant immigration, the diagonal entry
(20) tends to δ−1i (δj + δk)
−1 as t tends to ∞ and permits explicit evaluation
of the variance of the equilibrium distribution. Finally, when the process
starts with count vector (n1, . . . , nr) and immigration simultaneously feeds
into each of the types, independent evolution of the various clans gives an
overall variance matrix of
Var(Zt) =
r∑
i=1
niVi(t) +
r∑
i=1
Wi(t).
Total Descendents
There are many other interesting random vectors in addition to the vector
Zt of particle counts. For example, in a subcritical process it makes sense
to consider the ultimate number of particles Yij of type j attributable to
an ancestral particle of type i. The original particle is included in this
accounting when j = i. If aij = E (Yij), then the recurrence
aij = 1{i=j} +
r∑
k=1
fikakj (21)
follows by conditioning on the reproductive outcome of the ancestor. If we
collect the aij into a matrix A, then the matrix version of equation (21) is
A = I + FA with solution A = (I − F )−1.
To calculate variances, let Yi be the vector (Yi1, . . . , Yir) and X the count
vector (X1, . . . , Xr) for the daughters of a type i ancestor. Conditioning on
X yields
Bi = Var(Yi) = Var[E (Yi | X)] + E [Var(Yi | X)].
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Because each daughter particle possesses the same distribution of descen-
dents as the ancestor, we have
Bi = Var
[
X(I − F )−1
]
+ E
( r∑
j=1
XjBj
)
= (I − F ∗)−1Gi(I − F )−1 +
r∑
j=1
fijBj ,
where Gi is the variance of X. Stacking the columns of the matrices on both
sides of this equation gives
Vec(Bi) = (I − F
∗)−1 ⊗ (I − F ∗)−1 Vec(Gi) +
r∑
j=1
fij Vec(Bj),
and stacking the resulting vectors Vec(Bi) in turn gives
Vec(B) = I ⊗ (I − F ∗)−1 ⊗ (I − F ∗)−1 Vec(G) + F ⊗ I ⊗ I Vec(B).
This last equation has solution
Vec(B) = (I − F )−1 ⊗ (I − F ∗)−1 ⊗ (I − F ∗)−1 Vec(G). (22)
Sensitivity
In many practical problems, it is desirable to known how sensitive model
predictions are to changes in various parameters. Such information can have
implications for public policies such as large scale vaccination. In many
cases, underlying model parameters cannot be measured directly. Model
sensitivity can be assessed either locally or globally. Global sensitivity is
usually determined by statistical techniques such as Latin hypercube sam-
pling or Bayesian averaging. In the latter case, choice of realistic priors is
often problematic. Local sensitivity is easier to manage and is measured by
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the partial derivatives of summary indices such as the extinction vector x
and the dominant eigenvalue λ. Both of these indices are functions of the
underlying kinetic parameters of the branching process.
To determine the local sensitivity of λ to some parameter θ, suppose
its left and right eigenvectors v and w are normalized so that vw = 1.
Differentiating the identity Ωw = λw with respect to θ yields
(
∂
∂θ
Ω
)
w + Ω
∂
∂θ
w =
(
∂
∂θ
λ
)
w + λ
∂
∂θ
w.
If we multiply this by v on the left and invoke the identities vΩ = λv and
vw = 1, then we find that
∂
∂θ
λ = v
(
∂
∂θ
Ω
)
w. (23)
The sensitivity of v and w can be determined by an extension of this rea-
soning [26].
To find the partial derivative of x with respect to θ, we assume that
the branching process is supercritical and resort to implicit differentiation
of the equation x(θ) = P [x(θ), θ] derived by setting the left-hand side of the
backward equation (7) equal to 0. The chain rule gives
∂
∂θ
x(θ) =
∂
∂x
P [x(θ), θ]
∂
∂θ
x(θ) +
∂
∂θ
P [x(θ), θ].
This equation has obvious solution
∂
∂θ
x(θ) =
{
I −
∂
∂x
P [x(θ), θ]
}−1 ∂
∂θ
P [x(θ), θ].
The indicated inverse does in fact exist, but the proof presents too much of
a detour for our current purposes.
Finally, we can determine the local sensitivity of the expected numbers
of total descendents by differentiating the equation A = (I − F )−1. The
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result
∂
∂θ
A = (I − F )−1
∂F
∂θ
(I − F )−1 ,
depends on the sensitivity of the matrix F giving the expected numbers of
offspring.
X-linked Recessive Diseases
A rare X-linked recessive disease such as Becker’s muscular dystrophy can
be modeled as a 2-type branching process with type 1 particles being carrier
females and type 2 particles being affected males [10, 11, 25]. For the sake of
simplicity, we assume carrier females average 2 children and affected males
2θ child, where θ < 1 specifies the fitness reduction experienced by affected
males. In Becker’s muscular dystrophy, θ ≈ 1/2. Because both types of
individuals can produce normal children who do not carry the gene, we
must carefully distinguish the generating functions O1 and O2 for the total
number of children and the progeny generating functions
P1(s1, s2) = O1
(1
2
+
1
4
s1 +
1
4
s2
)
P2(s1, s2) = O2
(1
2
+
1
2
s1
)
of the branching process. Here we suppose that children are equally divided
between boys and girls. Affected males possess an X and a Y chromosome.
They pass a Y chromosome to their sons, so none of the sons is affected.
They always pass the mutation bearing X chromosome to their daughters,
so all of the daughters are carriers. Carrier females pass the mutation bearing
chromosome with probability 1/2 to each child, regardless of its sex.
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It simplifies matters to assume that O1 and O2 are Poisson generating
functions. In this case, the numbers of carrier daughters and affected sons
born to either type parent are independent and Poisson distributed. Fur-
thermore, the progeny mean matrix is
F =
( 1
2
1
2
θ 0
)
,
and the progeny variance matrices are
G1 =
( 1
2 0
0 12
)
, G2 =
(
θ 0
0 0
)
.
In this subcritical branching process, one can straightforwardly calculate the
matrix
(I − F )−1 =
1
1− θ
(
2 1
2θ 1
)
determining the mean number of people ultimately carrying a given muta-
tion. The matrices specifying the variances and covariances in these numbers
can also be found with considerably more work. Based on equation (22),
these turn out to be
B1 =
1
(1− θ)3
(
4[1 + θ + θ2] 2 + 4θ
2 + 4θ 2 + θ
)
and
B2 =
1
(1− θ)3
(
8θ + 4θ3 4θ + 2θ2
4θ + 2θ2 3θ
)
.
A Haplotype Model
Fan and Lange [7, 24] consider a 4-type model of haplotype evolution for
an autosomal dominant disease. The branching process commences with a
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new mutation at the disease locus. This mutation is carried on a chromo-
some background that changes over time as the chromosome suffers genetic
recombination in passing from affected parents to affected children. Figure 1
depicts four different types of chromosomes bearing the mutation. The ori-
gin of the figure represents the genetic map position of the disease locus. To
follow the disruption of the original mutant chromosome by recombination,
we arbitrarily choose points to the left and right at map positions −a and
b. In type 1 individuals, the original mutant chromosome is intact over the
whole interval [−a, b]. The mutant chromosomes of type 2 and 3 individu-
als are disrupted by recombination on [0, b] and [−a, 0], respectively. The
mutant chromosomes of type 4 individuals are disrupted on both intervals.
−a 0 b Type
1
6 6 6
? ? ?
2
6 6 6
? ? ?
3
6 6 6
? ? ?
4
6 6 6
? ? ?
Figure 1: Four Type Mutation Model
Affected individuals have reduced fitness compared to ordinary people.
This is reflected in the smaller mean of their common offspring generating
function O. Under Haldane’s model of recombination, recombination events
occur on the mutant chromosome according to a Poisson process. Thus, the
segments [0, b] and [−a, 0] are passed intact with probabilities bˆ = e−b and
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aˆ = e−a, respectively. These considerations produce the progeny generating
functions
P1(s) = O
(
1
2
+
1
2
aˆbˆs1 +
1
2
aˆ[1− bˆ]s2 +
1
2
[1− aˆ]bˆs3 +
1
2
[1− aˆ][1− bˆ]s4
)
P2(s) = O
(
1
2
+
1
2
aˆs2 +
1
2
[1− aˆ]s4
)
P3(s) = O
(
1
2
+
1
2
bˆs3 +
1
2
[1− bˆ]s4
)
P4(s) = O
(
1
2
+
1
2
s4
)
.
If reproduction is to take place simultaneously with death, then the common
life expectancy ω−1 of people bearing the various chromosome types should
be equated with the average age of parenthood, say 25 years.
In actual human populations, new mutants constantly refresh this pro-
cess and constitute a form of immigration. Although we can safely assume
that the stream of new immigrants is Poisson, the intensity of immigration
depends directly on the size of the surrounding normal population, which is
subject to growth and decline. Let us suppose for the sake of simplicity ex-
ponential growth at rate β. Only immigrants of type 1 occur. The constant
α in the overall rate of immigration αeβt is determined by the mutation rate
µ, the size m0 of the original normal population, and the average number of
children c of a normal person according to the formula α = 2µ 12ωm0c. Here
the factor 2 arises because each child inherits two homologous chromosomes,
one maternal and one paternal in origin, either of which can mutate. The
factor of 1/2 arises because we double count children in attributing them to
both their fathers and mothers, implicitly assuming a sex ratio of 1:1. The
constants β and c are related the identity β = ( c2 − 1)ω since reproduction
must be adjusted for death to compute the net rate of exponential growth.
This model has been thoroughly analyzed in [7, 24] except for compu-
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Figure 2: Haplotype Model Marginal Densities
29
tation of the marginal distributions of the different types. Here we would
like to focus on this numerical exercise using the demographic parameters
of Finland, an interesting genetic isolate [13]. The current approximately
5 million Finns trace back to a founding population of perhaps m0 = 1000
people 2000 years ago. If we assume steady exponential growth, then these
figures imply an exponential growth rate of β = 4.3× 10−3 per year. Dom-
inant diseases with high fitness are the most amenable to gene mapping
by haplotype disruption, so we assume a fitness of θ = 0.90 and a mu-
tation rate of µ = 4.0 × 10−7. Given these parameters and a genera-
tion time of ω−1 = 25 years, we can easily compute the average number
of offspring per normal individual c = 2.2 and the immigration constant
α = 3.5×10−5. For distances a = b = 0.02, Figure 2 plots the distribution of
the four types at the present time t = 2000. These distributions have means
E (Z2000,1) = 37.74, E (Z2000,2) = E (Z2000,3) = 1.09, and E (Z2000,4) = 0.08,
for an average total of 40 affected individuals [7, 24]. The corresponding
variances are Var (Z2000,1) = 69.07, Var (Z2000,2) = Var (Z2000,3) = 2.09, and
Var (Z2000,4) = 0.15 when the offspring generating function O arises from a
birth-death process.
Vaccination Strategies
Infectious diseases spread more easily between members of the same house-
hold than they do between members of a community at large. This fact
can dramatically impact the success of a vaccination program. To explore
various vaccination strategies, we now discuss a branching process model
whose states are households of infective and susceptible individuals from an
extended community [4, 5]. The premises of the model are:
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1. The process begins with a single primary infective person in a single
household.
2. An infection involves no latency period and persists an exponential
length of time in any one individual, who either ultimately dies or is
cured and rendered immune to the disease.
3. Infections spread by pairwise encounters between infectives and sus-
ceptibles.
4. Infections spread more easily between members of the same household
than between members of the community at large.
5. Households are selected randomly for vaccination, and some members
of each selected household are randomly vaccinated. Vaccination con-
fers complete protection.
These assumptions must be fleshed out with parameters. Let γ−1 be the
mean duration of the infective period, βH the infection rate per infective-
susceptible pair within an household, βC the infection rate per infective-
susceptible pair within the broader community, νH the proportion of house-
holds chosen for vaccination, and νI the proportion of individuals vaccinated
within chosen households. Among the households of the community, hk con-
tain exactly k members, giving µH =
∑m
k=1 khk community members in all.
Here m is the maximum number of members in any household.
The states of the branching process are households summarized by or-
dered pairs (i, j), with i indicating the number of infective members of the
household and j the number of susceptible members. In this accounting we
omit household members who have been vaccinated, who have been infected
and recovered, or who have been infected and died. In view of our assump-
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tions, i + j ≤ m, i ≥ 1, and j ≥ 0. There are four kinds of events. (a)
Households with a single infective, represented by (1, j), drop out at rate γ
because the infective is cured or dies. (b) This case is to be distinguished
from households of type (i, j) with i > 1 that lose an infective at rate iγ but
thereafter remain in play as households of type (i−1, j). (c) Households gain
a new infective by secondary infection at rate ijβH . This action converts
a household of type (i, j) into a household of type (i + 1, j − 1), assuming
j > 0. (d) Finally there is the possibility of a household member infecting
a person outside the household. This converts a type (i, j) household into
a type (i, j) household and a type (1, k − 1) household, assuming the new
infective resides in a household with k susceptibles. In the early stages of an
epidemic covered by this branching process model, effectively all households
are uninfected.
Events of type (d) occur at rate ikβCθk, where θk depends on the fraction
of households and people within households who are vaccinated. Because the
number of people vaccinated within a household is binomially distributed
with success probability νI , we have
θk = (1− νH)
hk
µH
+ νH
m∑
j=k
hj
µH
(
j
k
)
(1− νI)
kνj−kI .
Summarizing our discussion so far, in state (i, j) the death rate is
ωij = iγ + ijβH +
m∑
k=1
ikβCθk,
and the progeny generating function is
Pij(s) =
i
ωij
(
γ1{i=1} + γ1{i>1}si−1,j + jβHsi+1,j−1 + βC
m∑
k=1
kθksijs1,k−1
)
.
For purposes of illustration, we consider classical data on the spread of a
respiratory disease on the island of Tristan de Cunha between 1964 and 1967
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Parameter Meaning Value
βH infection rate within households 16 days
−1
βC infection rate between households 0.57 days
−1
γ−1 average infectious period 5.5 days
m maximum household size 8
h1 households with 1 member 5
h2 households with 2 members 9
h3 households with 3 members 24
h4 households with 4 members 16
h5 households with 5 members 8
h6 households with 6 members 3
h7 households with 7 members 2
h8 households with 8 members 3
Table 1: Parameters for a Household Vaccination Model
[5, 6]. Table 1 lists a between household infection rate of 0.00056, a within
household infection rate of 0.021, and a mean duration of an infection of 5.5
days. We ignore differences in infectivity by age and the short latent period
of approximately one day. Household sizes range from 1 to 8 persons.
For these parameter choices, the Tristan de Cuhna epidemic is subcriti-
cal and ultimately self-contained. Nevertheless, a well conceived vaccination
strategy could reduce the total number of people affected by the disease
during an outbreak. Based on equation (24) and random infection of a sin-
gle individual in the community, we can calculate the local sensitivity of
the total outbreak size to changes in the parameters vH and vI . Figure 3
plots the gradient of total outbreak size with respect to vH and vI . In the
region to the left of the dividing curve, the ultimate size of an outbreak is
more sensitive to vI ; in the region to the right of the dividing curve, the
ultimate size of an outbreak is more sensitive to vH . These regions are not
symmetric. In particular, when vaccination coverage vI within households
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Figure 3: Gradient Plot of Total Epidemic Size
is good, say above 75%, it is always more effective to increase the propor-
tion vH of households covered than it is to increase vI . These conclusions
could be sharpened by taking into account the relative costs of acquiring new
households for vaccination versus acquiring new members within participat-
ing households. Presumably, one could even push this kind of cost/benefit
analysis to the point of choosing a single best combination of vH and vI .
HIV Resistance
The Human Immunodeficiency Virus type 1 (HIV-1) that infects cells of
the immune system is highly prone to mutate when its native RNA core
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Figure 4: HIV Resistance Mutations for the Antiviral Ritonavir
is transcribed into DNA. Hence over time, infected people harbor many
different viral variants. The HIV literature distinguishes wild type variants
that evolve in the absence of antiviral drugs from mutant variants that evolve
under the selective pressure of antiviral drugs. Several mutations make the
virus more fit in the presence of particular antiviral drugs but less fit in the
absence of the same drugs. For example, with the antiviral drug ritonavir
that targets the viral protease gene, nearly complete resistance is achieved
with three mutations, alanine at amino acid 82 (82A), valine at amino acid 71
(71V), and valine at amino acid 54 (54V) [30]. All possible mutants and the
mutations between them (depicted as arrows) are shown in figure 4. Molla
et al. [30] found ritonavir-treated patients tended to accumulate mutants
in a particular order, 82A first, then 82A71V, and finally 82A71V54V. The
solid, dark arrows in figure 4 trace this pathway to resistance.
It is instructive to model the infection/mutation process as a branching
process with six particle types, three types of viruses and three types of
infected cells. The particle types 1, 2, and 3 are the viruses with mutations
82A, 82A71V, and 82A71V54V, respectively. Mutation occurs at rate m
during transcription of the genome of the infecting virus, and we individually
track cells infected with all three types of this transcribed genome. Thus,
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Type Virus Accumulated Death
Number or Cell Mutations Rate
1 virus 82A v
2 virus 82A71V v
3 virus 82A71V54V v
4 cell 82A c + f4bc
5 cell 82A71V c + f5bc
6 cell 82A71V54V c + bc
Table 2: Particle Types in the HIV Model
CD4 cell types 4, 5, and 6 harbor viral genomes of types 1, 2, and 3. Viruses
vanish at rate v and infected cells die at rate c. Viruses have a chance
u of being cleared by the immune system before infecting a cell. During
antiviral therapy, cells bud off new viruses at rates f4bc, f5bc, and bc, where
0 < f4 < f5 < 1 scale the production of viruses by the different cell types,
reflecting altered fitnesses levels of the viruses. On average, the three cell
types ultimately produce f4b, f5b, and b viruses. In the branching process
interpretation of budding, the three cell types “die” at rates c+f4bc, c+f5bc,
and c+ bc and all viruses “die” at rate v. The offspring generating functions
for the model are
P1(s) = u + (1−m)(1− u)s2 + m(1− u)s4
P2(s) = u + (1−m)(1− u)s4 + m(1− u)s6
P3(s) = u + (1− u)s6
P4(s) =
1
1 + f4b
+
f4bs1s2
1 + f4b
P5(s) =
1
1 + f5b
+
f5bs3s4
1 + f5b
P6(s) =
1
1 + b
+
bs5s6
1 + b
.
The available data suggest that v = 2.77, c = 0.46, and m = 4 × 10−5
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per day [31, 28]. Because there is little data on the absolute fitness of
viral variants during therapy, it is difficult to set the burst size b and the
immune clearance rate u. However, data on the rebound rate of resistant
mutants during therapy is available [30] and matching this rebound rate to
the maximum eigenvalue of the branching process matrix Ω, we estimate
(1 − u)b = 2. We set u = 0, b = 2. Based on the infectivities of the
mutants relative to wild-type in the presence of 625 nM ritonavir, we estimate
f4b = 1.6 for the single mutant and f5b = 1.8 for the double mutant [27]. To
pick starting conditions, we use estimates of the relative fitness of the mutant
viruses relative to wild type viruses in the absence of ritonavir [27] and the
deterministic model of Ribeiro et al. [34]. Assuming 1 × 108 total infected
cells at steady state off treatment [8], we estimate there are 2.3 × 104 cells
infected with the single mutant, 22 cells infected with the double mutant,
and no cell infected with the triple mutant at steady state prior to treatment.
The initial numbers of each type of virus is a constant multiple (1−si)bc/v of
the initial number of the corresponding infected cell, where si is the selection
coefficient against virus mutant i = 1, 2 in the absence of drugs.
As a numerical illustration of the model with these parameter values,
we find that the mean number of virus particles achieves detectable levels
(approximately 25 viruses/ml plasma) after 57 days of therapy. The mean
number of the triple mutant virus is plotted against time as a solid line
in figure 5. The mean number plus 1.6 times the standard deviation is
plotted as a dotted line. The horizontal line is the clinically detectable level.
Assuming particle counts are normally distributed, 5% of patients experience
detectable levels just 42 days into treatment.
We have ignored other mutational pathways to the triple mutant. In fact,
the estimates of pre-treatment fitness of the mutant virus 54V are higher
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than that for the mutant virus 82A, indicating that there should be more
46V mutants present before therapy starts. Despite this observation, the 54V
mutation is the last to appear in treated patients [30]. The reason for the
discrepancy is likely to be low on-treatment fitness level of the dual mutants
involving 54V. Unfortunately, Mammano et al. did not test the dual mutant
71V54V. If we assume the fitness of 71V54V to be the same as 82A54V and
force the virus to obtain the mutations in the order 54V, then 71V, then
82A (dash-dot path in figure 4), complete resistance would be achieved, on
average, 7 days later as shown by the dash-dot line in figure 5. Considering
all possible pathways to resistance does not speed up the appearance of
the triple mutant as shown with the dashed line in figure 5. Thus, the
pathway 82A, 82A71V, 82A71V54V dominates in the evolution of resistance
to ritonavir, and at least part of the variation observed between patients on
ritonavir treatment is explained by the stochastic nature of mutation.
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Conclusion
With their emphasis on growth, reproduction, immigration, and extinction,
the biological sciences offer fertile terrain for the application of branching
processes. Although it is easy to formulate meaningful models, it is dif-
ficult to manipulate them mathematically and draw relevant conclusions.
Branching process theory is dominated by a handful of tractable models and
an elaborate asymptotic machinery. Except for brute force simulation, the
middle way of numerical analysis is little explored. Here we have surveyed
and extended numerical methods for multitype processes in continuous time.
The mix of techniques from linear algebra, ordinary differential equations,
probability theory, and Fourier analysis is both attractive and effective.
This is not to imply that the techniques are perfect or that we possess a
rigorous mathematical basis for predicting their numerical accuracy. What
evidence we have on accuracy is reassuring. In the haplotye model, our
current techniques produce estimates for the means and variances of type
counts that agree well with previous estimates based on Laplace transforms
[7, 24] and with direct estimates from the marginal distributions shown in
Figure 2. The later comparisons inspire confidence in our computationally
intensive method of approximating the marginal distributions. This method,
which combines Fourier inversion with numerical integration of the backward
equations, can be implemented in commercially available software such as
Matlab.
We cannot stress enough the value of modeling immigration as a Poisson
process. Our applications to genetics, disease spread, and virus population
dynamics reinforce this point. Poisson processes bring into play Campbell’s
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theorem and the potent extension of Poisson processes by marking and col-
oring. Of course, the assumptions of independent Poisson streams of immi-
grants are not universally satisfied. For example, it would be rewarding to
add immigration from a therapeutic sanctuary to the HIV model. This is
at best an crude approximation, given our suspicion that viruses evolving in
the presence of drugs can migrate back to the sanctuary.
Despite the limitations of branching processes, we believe the time is ripe
for a revival. Branching process models give a much richer picture than their
deterministic counterparts. Phenomena such as extinction are inherently
stochastic. Whenever small numbers and stochastic fluctuations prevail in
biological models, deterministic approaches are fatally handicapped. Math-
ematical scientists are fortunate to have an alternative and should exploit it
accordingly.
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