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Abstract. To provide a comprehensive view for dynamics of and on many real-world temporal networks,
we investigate the interplay of temporal connectivity patterns and spreading phenomena, in terms of
the susceptible-infected-removed (SIR) model on the modified activity-driven temporal network (ADTN)
with memory. In particular, we focus on how the epidemic threshold of the SIR model is affected by the
heterogeneity of nodal activities and the memory strength in temporal and static regimes, respectively.
While strong ties (memory) between nodes inhibit the spread of epidemic to be localized, the heterogeneity
of nodal activities enhances it to be globalized initially. Since the epidemic threshold of the SIR model is
very sensitive to the degree distribution of nodes in static networks, we test the SIR model on the modified
ADTNs with the possible set of the activity exponents and the memory exponents that generates the same
degree distributions in temporal networks. We also discuss the role of spatiotemporal scaling properties of
the largest cluster and the maximum degree in the epidemic threshold. It is observed that the presence of
highly active nodes enables to trigger the initial spread of epidemic in a short period of time, but it also
limits its final spread to the entire network. This implies that there is the trade-off between the spreading
time of epidemic and its outbreak size. Finally, we suggest the phase diagram of the SIR model on ADTNs
and the optimal condition for the spread of epidemic under the circumstances.
PACS. 64.60.aq Networks – 89.75.-k Complex systems – 87.23.Ge Dynamics of social systems – 82.20.Wt
Computational modeling; simulation
1 Introduction
Epidemic processes on networks have been widely used to
understand the influence of network features, such as hubs
and community structures, on spreading phenomena. In
the past, most studies focused on static networks, where
network topologies are fixed in time. However, real-world
networks are highly dynamic in time, so-called temporal
networks, where both nodes and links appear or disappear
over time [1,2]. The availability of high-resolution data on
time-ordered interactions provides a wealth of information
for the interaction patterns of nodes [3,4,5,6].
Among temporal network models proposed to explain
the heterogeneity of connectivity patterns, the activity-
driven temporal network (ADTN) model [7], in which each
node has its own activity, was successful to generate the
variety of temporal networks, distinct from static ones. In
the ADTN model, at each time step, nodes are activated
according to pre-assigned activities, and the active nodes
generate links to randomly selected nodes. Since in real
networks, nodal connections are not completely random
but rather the results of a non-Markovian process with
a msha@chosun.ac.kr
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memory [8,9,10,11,12,13,14], the effect of memory was
also widely considered as well as attributes: social ties,
burstiness, and communities [15,16,17,18,19,20]. Mem-
ory induces heterogeneous temporal connectivity patterns
with non-trivial correlations. Based on the earlier stud-
ies of epidemic processes [21,22,23,24,25,26], non-trivial
connectivity patterns enable to either speed up or slow
down the spread of epidemic. Such impacts of connectiv-
ity patterns were studied on a variety of temporal net-
works [27,28,29,30,31,32,33,34,35], which mostly focused
on the effect of non-Markovian dynamics on the spread of
epidemic, and discussed changes in outcomes.
Regarding the contrasting effects of strong ties, Sun
and coworkers [18] studied the role of memory in epi-
demic processes on ADTN models with the comparison
of empirical data analyses, where memory can decrease
or increase the epidemic threshold. Most recently, Tizzani
and coworkers [29] has extended the study with the elab-
orated memory that is tunable as the aging effect. Based
on the activity-based mean-field (ABMF) approximation
as well as numerical simulations, they claimed that mem-
ory are related to the reinforcement of activity-fluctuation
effects. As a result, the epidemic threshold can be either
decreased or increased, compared to the ABMF asymp-
ar
X
iv
:1
90
6.
03
44
2v
2 
 [p
hy
sic
s.s
oc
-p
h]
  1
9 J
ul 
20
19
2 Hyewon Kim et al.: Impact of temporal connectivity patterns on epidemic process
Fig. 1. The modified ADTN model dynamics was illustrated
as two panels: The left one represents how to activate a node,
while the right one represents how for the activated node to
be connected to another node. Here F (a) is the distribution of
nodel activitites, Pnew(old),i is the probability that the activated
node i is connected to a new (old) neighbor, and Πij is the
preference probability between node i and node j, see Eq. (1)
for detailed mathematical expressions. The background links
shown in the memory panel, correspond to the time-aggregated
version, which are not shown at time t.
totic value depending on the initial setup. However, there
is still a lack of comprehensive understanding of the inter-
play between the epidemic outcomes and the topological
features of ADTNs with memory.
In this paper, we investigate the role of temporal con-
nectivity patterns in spreading phenomena as well as the
optimal condition for the spread of epidemic, in terms
of the susceptible-infected-recovered (SIR) model on the
modified ADTN model [17] with memory. In particular, we
focus on how temporal connectivity patterns affect the epi-
demic threshold and the outbreak size in the SIR model.
We find that it is crucial to consider the effective size of
temporal networks, such as the spatiotemporal properties
of the largest cluster size and the maximum degree. In
the presence of memory, the spread of epidemic becomes
slowing down and the epidemic threshold gets larger than
the memoryless case. The heterogeneity of nodal activities
may enhance the spread of epidemic at the initial spread-
ing time of the epidemic, but may inhibit it later due to
no reinfection. The trade-off exists between the spreading
time and the outbreak size, which depends on the topo-
logical condition to reach its best prevalence.
The rest of the paper is organized as follows. In Sec. 2,
we briefly describe the modified ADTN model with mem-
ory, and show time-varying network topologies. In Sec. 3,
the SIR model is tested on the modified ADTN model.
Based on numerical results, we propose the phase diagram
of the SIR model on ADTNs. We also discuss the optimal
condition to achieve both the early onset and wide preva-
lence of the epidemic under the circumstances. Finally, we
summarize our results and provide some remarks in Sec. 4.
2 Modified ADTN model
The modified activity-driven temporal network (ADTN)
model [17] is a simple variant of the ADTN model [7],
which allows to control the memory strength with the
memory exponent β, provided that the heterogeneity of
nodal activities is controlled by the activity exponent γ in
the original ADTN model. In this section, we briefly de-
scribe how to generate an ADTN with memory and discuss
relevant physical properties, compared to the static case.
2.1 How to generate an ADTN with memory
We start with N disconnected nodes, which have the pre-
assigned own activities, ai (i ∈ N = {1, ..., N}) from the
activity distribution F (a), where i is the nodal index. For
the heterogeneity of nodal activities, we consider a power-
law activity distribution with the activity exponent γ, so
that F (a) ∼ a−γ .
As shown in Fig. 1, at each time step t, we choose node
i to be activated with the probability pi = ai/amax, where
amax = max
N
j=1{aj}. The activated node i can generate
either a new link to a node among the nodes that have
never had a link to node i or an old one among the nodes
that have ever had a link to node i until time t. For the
former, with probability Pnew,i(t), node i connects to a
randomly selected one among new nodes. For the latter,
with probability Pold,i(t) = 1−Pnew,i(t), it connects to an
old node j(6= i) with the preference probability Πij(t).
We define Pnew,i(t) and Πij as follows:
Pnew,i(t) = Asi(t)
−β and Πij(t) =
wij(t)∑
l∈N wil(t)
, (1)
where β, si(t), and wij(t) are the memory exponent from
0 (memoryless) to 1, the accumulated strength of node i,
and the accumulated link-weight between nodes i and j
up to time t, respectively. For the simplicity, we set A = 1
without loss of generality. For the case of β = 0 (memo-
ryless), Pnew,i(t) becomes time-independent, while for the
case of β 6= 0, the activated node i prefers to choose an old
link rather than to make a new one. Thus, the larger β,
the stronger tie (the larger link-weight) between already
connected nodes. In the time-accumulated network repre-
sentation of the modified ADTN model with γ and β, the
generated temporal network becomes the weighted scale-
free network that has the following statistics of network
properties: P (s) ∼ s−γs with γs = γ, P (k) ∼ k−γk with
γk =
(γ−β)
(1−β) , and P (w) ∼ w−γw with γw = γ as β → 1 (see
the detailed derivation can be found in Ref. [20]).
2.2 Growth of largest cluster and maximum degree
The largest cluster size, M , and the maximum degree kM ,
(i.e., the effective size of connections) are important fea-
tures that compose the network properties of a ADTN.
In order to reveal the effects of connectivity patterns on
time-varying topologies, we revisit the growth pattern of
the network structure discussed in our previous study [20]
for dynamic topologies as a function of sequence t, defined
as the number of the events (links).
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Fig. 2. The fraction of the largest cluster (giant connected component, GCC), m(tg) = M(tg)/N , is plotted as a function of
the growth time, tg in the modified ADTN model, where the total number of nodes is N = 10
4: (a) β = 0, 0.2, 0.4, and 0.6
(from top to bottom) with γ = 2.5. From γk = (γ − β)/(1− β), (b) γk = 2.60 and (c) γk = 4.00, respectively. The insets show
the maximum degree, kM , as a function of tg. The dashed lines are guide for the eye, whose slopes represent the values of the
growth exponent η = 1/(γk − 1), so (a) η = 5/8 and (b) η = 1/3. Numerical data are averaged over 500 network samples.
In Fig. 2, the main plots show the growth patterns of
the fraction of the largest cluster size (giant connect com-
ponent, GCC), m = M/N , up to the accumulated time tg,
i.e. for various γ and β against tg. There are three regimes
in the growth of GCC: In the dynamic regime, it grows
depending on connectivity patterns of the corresponding
network properties. In the intermediate-time regime, the
finite-size effect comes in, and, it eventually saturates to
1 in the static regime. Based on the dynamic scaling of
the GCC in our early study [20], we readdress the growth
pattern of the GCC in the dynamic regime is related to
the nature of the temporal network, and plays a crucial
role in network analyses. In Fig. 2 (a), we test the role of
β in the growth of the GCC at γ = 2.5, which represents
γk = 2.5 (β = 0), 2.875 (0.2), 3.5 (0.4), and 4.75 (0.6).
As β (the strength of memory) increases, the GCC grows
slowly because nodes prefer to contact with already con-
nected (old) nodes. For this case, the growth pattern of the
GCC depends on the degree distribution obtained from
temporal connectivity patterns between nodes.
As shown in (b) and (c) of Fig. 2, the temporal growth
pattern of the GCC can be categorized by the degree ex-
ponent γk = (γ − β)/(1− β) among different connectivity
patterns with a variety of settings with γ and β. In the dy-
namic regime, the GCC exhibits the same scaling behavior
as M ∼ kM , so that
M(t) ∼ kM (t) ∼ tη (2)
with the natural cutoff degree scaling η = 1/(γk − 1).
For the small values of γ, the GCC is created by a few
highly active nodes, resulting in M(t) growing quickly,
while for the large values of β, the growth of the GCC is
delayed due to the establishment of strong ties related to
memory. As a result, the growth pattern of the GCC for
small γ and large β is effectively the same as that for large
γ and small β. The growth of the maximum degree in the
time-accumulated network is shown in the insets of Fig. 2,
which implies that the effective size of nodal connections
with different activities and memory strengths can be the
same if networks have the same degree exponent.
Since temporal connectivity patterns may affect not
only network topologies but also dynamic processes on
them, it is interesting to discuss the effect of temporal con-
nectivity patterns on spreading phenomena. In the next
section, we revisit the susceptible-infected-recovered (SIR)
model on temporal networks [18,29], in terms of ADTNs
with memory, and provide a comprehensive view for the
epidemic threshold in temporal networks, compared to
that in static one.
3 Epidemics on ADTN with memory
3.1 SIR dynamics
The modified ADTN in which an epidemic spreads can
be represented as a set of time-ordered subnetworks Gn
(n = 1, 2, ...). Each subnetwork Gn represents a network
accumulated during the interval [(n− 1)∆t, n∆t). In this
paper, we set ∆t = 10 to investigate the effect of temporal
connectivity patterns on epidemics.
We consider the classic SIR model, where a node can
be one of three states: Susceptible (S) nodes are uninfected
(healthy) that can be infected at a rate of α if they are
in contact with infected neighboring nodes at time t. In-
fected (I) nodes spread the epidemic to susceptible nodes
that also recover themselves at a rate of µ. Then I nodes
become recovered (R) ones are permanently immune that
are not further involved in dynamic. In this sense, R nodes
are also often called removed ones. The dynamics of the
SIR model is as follows:
S+ I
α−−→ 2I,
I
µ−−→ R. (3)
In the SIR model, the initial states of all nodes are S,
except for one seed I node that is selected at random. At
each network step n, the epidemic spreads in the network
Gn. Each S node in Gn is infected with probability pα if
it contacts with an I node. At the same time, all I nodes
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Fig. 3. In the steady-state limit, the fraction of final recovered nodes (outbreak size), R, is plotted as a function of α˜: (a) the
memory effect is tested on the SIR model with γ = 2.5 for β = 0, 0.2, 0.4, and 0.6, and (b) the role of the activity heterogeneity
is tested in the SIR model with β = 0.2 for γ = 2.25, 2.5, 2.75, and 3.25 in the presence of memory. (c) The temporal behavior
of R at α˜ ≈ 2.0 of (b) is drawn against τ = t/N , where the inset shows the best collapse until the first kink part of the each
curve from the scaling ansatz from Eq. (4), where R˜ = RkM , τ˜ = τkM , and kM (t) ∼ tη with η = 1/(γk − 1). Here N = 104 and
numerical data are averaged over 100 network samples with 500 samples of different initial conditions.
change to R nodes with probability pµ. At the next net-
work step n+ 1, the network Gn is changed to Gn+1, and
the dynamic process is repeated in Gn+1. This procedure
repeats until the last subnetwork. Note that pα is the prob-
ability per contact, so pα = α/〈k〉, where 〈k〉 is the average
degree per unit step. Here we use N = 104 in the modified
ADTN model and µ = 10−3 in the SIR model. Numerical
data are averaged over 100 network configurations with
500 independent simulations of initial conditions.
3.2 Epidemic threshold and outbreak size
In the SIR model, the outbreak size and the epidemic
threshold are the most interesting physical quantities. The
outbreak size R can be measured as the fraction of R
nodes and the epidemic threshold α˜ = α/µ indicates the
ordinary bond percolation transition [36], which separates
the epidemic phase from the infection-free phase. Below
α˜c, R→ 0 in the thermodynamic limit (N →∞).
In modified ADTNs as γ and β vary, we discuss how
temporal connectivity patterns affect R and α˜c as shown
in Fig. 3 and Fig. 4. In Fig. 3, we test (a) the role of mem-
ory in the final outbreak and (b) the heterogeneity of nodal
activities in the presence of memory, respectively. More-
over, we investigate temporal behaviors of (b) at α˜ ≈ 2.0
in the supercritical regime as (c), where we observe some
trade-off between the spreading time and the outbreak
size according to the activity exponent. Based on the de-
tailed analysis, we find that the early-time growth of R
is governed by the growth of the GCC (or the maximum
degree), so that we can collapse temporal data of R by
using the following scaling ansatz:
R(τ) = kMf(τkM ), (4)
where τ is the rescaled time by N , and kM ∼ tη with
η = 1/(γk − 1) = (γ − 1)/(1 − β) in the modified ADTN
model [17,20]. The numerical confirmation is provided as
the inset of (c) in Fig. 3.
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Fig. 4. For the proper combinations of β and γ to generate
the same degree exponent γk, R is plotted in the left panel as
the format of real scales against α˜ and in the right panel as the
format of double-logarithmic scales against |α˜− α˜c|, where α˜c
depends on γk: (a) γk = 2.6 and (b) γk = 4.0, where N = 10
4
and α˜c is numerically obtained. The dashed line in the right
panel of (b) is guide for the eye, whose slope is βSIR = 1/(γk−3)
for γk > 3.
Based on numerical simulations, we find that R and
α˜c depend on not only temporal connectivity patterns but
also network degree structures. Thus, we suggest the same
analysis in static networks for the data obtained from the
same degree exponent γk, consisting of different γ and β.
In Fig. 4, we test (a) γk = 2.60 and (b) γk = 4.00. As
expected, the epidemic threshold α˜c is still the same even
if temporal connectivity patterns are different, while the
value of the outbreak size R in the supercritical regime is
memory-dependent. The strong the strength of memory
(the larger β), the smaller the outbreak size.
To numerically estimate αc in finite systems, we pro-
pose the criterion for the criticality in ADTNs: At the
criticality of the SIR model, we assume Rc = cN
−η from
Eq. (4), where we set c = 10−1. Using the numerical esti-
mation for the value of α˜c at R = Rc, we replot R against
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Fig. 5. The phase diagram of the SIR model is drawn on the modified ADTN model: the epidemic threshold, α˜c, is plotted
against (a) the degree exponent, γk, (b) the activity exponent, γ, and (c) the memory exponent, β. In (a), the dashed (black)
and solid (red) lines are guide for the eye, which are the ABMF results for N = 104 and the thermodynamic limit, respectively
(see Eq. (5) for detailed analytic expressions), the inset of which represent the plots of the rescaled access time, τR, when
R = 10−3 (bottom, blue) and R = 10−2 (top, red) against α˜c of each dataset. The values of τR are taken from the main plot
of (c) in Fig. 3. The vertical dotted line of the inset in (a) corresponds to the data at (γk, α˜c) ≈ (3.85, 0.80) in the main plot.
Here numerical data are averaged over 100 network samples and 500 samples of different initial conditions for N = 104.
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Fig. 6. The optimization conditions of the epidemic threshold,
α˜c, and the outbreak size, R1.5α˜c at α˜ = 1.5α˜c, of the SIR
model on ADTNs with and without memory in the plane of
γ and β: (a) the heatmap of α˜c and (b) that of R1.5α˜c . The
dashed lines are guide for the eye, which represent the same
values of γk = (γ − β)/(1− β).
|α˜ − α˜c| in the right panels of Fig. 4 (a) and (b), respec-
tively. The dashed line in (a) is a guide for the eye, whose
slope corresponds to β
SIR
= 1/(γk − 1) for γk > 3 from
R ∼ (α˜− α˜c)βSIR in the supercritical regime.
Our numerical estimates of the epidemic threshold for
various cases are shown in Fig. 5, where they are is plotted
against (a) γk, (b) γ, and β, respectively. In Fig. 5 (a) and
(b), we also provide the analytic curve obtained from the
activity-based MF (ABMF) approximation [7,18,29] for
the memoryless case, which is as follows:
α˜c,ABMF =
2〈a〉
〈a〉+√〈a2〉 , (5)
where a is the nodal activity.
Interestingly, we find that the epidemic threshold seems
to be well described by γk. Moreover, for γ < 4.0, the
memory effect becomes relevant to increase the epidemic
threshold, compared to that for the memoryless case, which
is consistent with the result of the most recent study [29].
3.3 Optimal conditions for the spread of epidemic
Figure 5 (a) shows the phase diagram of the SIR model
on ADTNs with memory as γk varies. For the same γ,
the epidemic threshold α˜c increase as β increases, which
is shown in Fig. 5 (b). For the same β, it increases as
γ increases, which is shown in Fig. 5 (c). Regarding the
spreading time (speed) that is shown in the inset of Fig. 5,
the smaller the epidemic threshold, the faster the spread-
ing speed. However, it is not always guaranteed that the
outbreak size is also large.
To discuss the optimal conditions for the spread of
epidemic, we present the epidemic threshold and the out-
break size as the format of heatmap in the plane of the
activity exponent (γ) and the memory exponent (β), see
Fig. 6. As shown in Fig. 6 (a), the smaller the strength of
memory (β → 0) and the larger the activity heterogeneity
(γ → 2), the smaller the epidemic threshold (α˜c → 0).
In the supercritical regime, α˜ > α˜c, see Fig. 6 (b), the
smaller the strength of memory (β → 0) and the larger
the heterogeneity of nodal activities (γ → 4.5), the larger
the outbreak size. This is due to the trade-off between the
initial spreading speed and the final outbreak size.
In other words, for both the early onset and the final
prevalence, the memory effect in temporal connectivity
patterns diminishes the efficiency of α˜. For the same β, the
heterogeneity of nodal activities enhances the efficiency
of α˜ for the early onset, but it eventually diminishes the
efficiency of α˜ for the final prevalence. This is because
highly active nodes trigger the early onset but eventually
suppress the final prevalence to the entire network.
It is found that optimal conditions for the temporal
spread of epidemic are sensitive to connectivity patterns.
However, the epidemic threshold and the final prevalence
are governed by the degree distribution that is generated
by temporal connectivity patterns with the heterogeneity
of nodal activities γ and the strength of memory β. The
dashed lines in Fig. 6 are drawn by the degree exponent
γk = (γ − β)/(1− β) of network structures.
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4 Summary and remarks
To sum up, we revisited the effect of temporal connectivity
patterns on epidemic process, in terms of the susceptible-
infected-recovered (SIR) model on our modified activity-
driven temporal networks (ADTNs) with memory, where
we focused on how the epidemic threshold and the out-
breaks are affected by temporal connectivity patterns with
the activity heterogeneity and the strength of memory.
The epidemic threshold was found to be directly related to
the degree exponent of accumulated connectivity patterns
in ADTNs, even though the networks were generated with
different connectivity patterns. We also found that the ini-
tial spreading speed of epidemic is inversely proportional
to the value of the epidemic threshold. Despite this, the
case where the epidemic threshold is small cannot lead to a
large outbreak size. Such behaviors are caused by memory
and the activity heterogeneity in modified ADTNs. Mem-
ory that often establishes strong ties makes the spread of
epidemic slow, which implies that the epidemic threshold
increases and the outbreak size decreases as the strength
of memory becomes stronger. The heterogeneity of nodal
activities reduces the epidemic threshold, while the domi-
nance of a few highly active nodes inhibits the propagation
of epidemic to the entire network.
Based on our results, we presented the optimal strate-
gies for the spread of epidemic in temporal networks: To
successful propagate an epidemic in a short period of time,
the presence of highly active nodes (in time-accumulated
network representation, hubs with larger degrees), is im-
portant because it may be a good strategy to focus on a
few highly active nodes and support the activation of such
nodes. Otherwise, to propagate the epidemic throughout
the whole network, it is better to give equal opportunities
to all nodes rather than to focus on a few of active one.
Ultimately, we enable to maximize the efficiency of the
spread using both strategies by controlling the character-
istics of temporal connectivity patterns as well as network
structures according to the temporal stages of the epi-
demic. Therefore, the optimal conditions for each stage
can be suggested by considering the trade-off between the
time cost and the infection rate.
There are still important tasks remaining, such as the
numerical confirmation of the activity-based mean-field
approximation with memory [29], the finite-size scaling
analysis of the SIR model with the comparison of that in
static networks, and dynamic properties of connectivity
patterns according to the time resolution of ADTNs, sim-
ilar to [20]. However, these are out of our scope in this
paper since we here like to focus on the validity check for
our scenario that the degree distribution determines the
epidemic threshold even in ADTNs, while temporal con-
nectivity patterns control the final prevalence and the op-
timal condition for the spread of epidemic. This is related
to spreading phenomena that arise from the monopoly of
minority groups in the real world, for example, in the de-
velopment of technology and the expansion of business.
Our study might highlight the importance of the balance
of activities between a small number of leader groups and
other groups for the early growth and overall development.
As a possible future work, it would be interesting to ap-
ply our study to real-world data or to find the optimal
condition in other types of connectivity patterns, such as
triadic-closure connections.
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