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SÉRIES DISCRÈTES DES ESPACES SYMÉTRIQUES ET PAQUETS
D’ARTHUR
par
Colette Moeglin & David Renard
Résumé. — On vérifie les conjectures de Sakellaridis et Venkatesh concernant le spectre discret
d’une variété sphérique X = G/H dans le cas où G est un groupe classique réel et X est un
espace symétrique. Ces conjectures donnent une description du spectre discret dans le formalisme
d’Arthur-Langlands.
Abstract. We check Sakellaridis-Venkatesh conjectures about the discrete spectrum of a spherical
variety X = G/H when G is a classical real group and X is a symmetric space. These conjectures
give a description of the discrete spectrum in the Arthur-Langlands formalism.
Introduction
Le but de cet article est de vérifier certaines conjectures de Sakellaridis et Venkatesh énoncées
dans [SV17] à propos du spectre discret de L2(X ), où X est une variété sphérique. Le cadre
de notre étude est beaucoup plus restreint que celui de op. cit. : les variétés sphériques que nous
considérons sont des espaces symétriques X = G/H, où G est le groupe des points réels d’un
groupe algébrique connexe réductif défini sur R, où H = Gσ est le groupe des points fixes d’une
involution σ de G définie sur R, et H est un sous-groupe de H(R) contenant la composante
neutre de celui-ci au sens des groupes de Lie, H(R)e. En général, nous prendrons H = H(R),
mais à ce sujet, remarquons que si les conjectures sont valides pour un X = G/H avec H
soumis à H(R)e ⊂ H ⊂ H(R), elles seront valides pour X = G/H
′ avec H ⊂ H ′ ⊂ H(R), et
dans certains cas, nous démontrons les conjectures pour un groupe H strictement plus petit que
H(R). Remarquons aussi que les conjectures sont parfois fausses pour des groupes H trop petits.
Ce phénomène est à mettre en relation avec une extension possible de l’énoncé des conjectures à
une situation tordue par un caractère unitaire de H sur laquelle nous reviendrons dans le texte.
De plus, nous supposons que G est un groupe général linéaire, un groupe unitaire, un groupe
symplectique ou bien un groupe spécial orthogonal (nous dirons simplement que G est un groupe
classique).
On note L2d(X ) la somme des sous-représentations (au sens des (g,K)-modules) irréductibles
de L2(X ) et une telle sous-représentation est appelée dans la suite série discrète de X . On
suppose donc que ce spectre discret est non trivial, et l’on veut caractériser les séries discrètes
de X du point de vue des L-groupes et des paramètres d’Arthur. Il s’agit tout d’abord d’attacher
à l’espace symétrique X un L-groupe LGX et un morphisme
ϕ : LGX × SL(2,C) −→
LG.
L’essentiel de la construction de ce L-groupe et de ce morphisme est effectuée dans [SV17]
et [KS17]. Dans tous les cas, sauf un sur lequel on reviendra ci-dessous, ce L-groupe est le
groupe dual du groupe quasi-déployé ayant de la série discrète (ou ce qui revient au même, sur
les réels, du groupe compact) dont la composante neutre du L-groupe est celle déterminée par
Knop et Schalke en [KS17]. Dans le cas restant, on n’a pas un L-groupe mais un simple produit
semi-direct du groupe déterminé par Knop et Schalke avec WR.
La conjecture affirme que si π est une série discrète de X , alors il existe un paramètre de
Langlands discret
φd : WR −→
LGX ,
tel que le paquet d’Arthur Π(G,ψ) de paramètre
ψ = ϕ ◦ φd : WR × SL(2,C) −→
LG,
(obtenu en composant φd, étendu en φd : WR × SL(2,C) →
LGX × SL(2,C) par l’identité du
facteur SL(2,C), et le morphisme ϕ) contienne π.
L’interprétation de l’induction cohomologique en termes de paramètres d’Arthur dans nos
travaux antérieurs (cf. [MRa], [MRb]) fournit pour chaque série discrète π de X un paramètre
d’Arthur explicite ψπ = ψ tel que π soit dans le paquet d’Arthur correspondant Π(G,ψ). Notre
point de vue est alors en fait légèrement différent des références [SV17] et [KS17]. Il est plus
simple d’associer d’abord à l’espace symétrique une orbite unipotente de LG et donc un mor-
phisme de SL(2,C) dans LG de sorte que les paramètres d’Arthur des séries discrètes de X
aient tous ce morphisme pour restriction à SL(2,C) (à conjugaison près). Il est en fait assez
facile de vérifier que cette construction est exactement la même que celle de [KS17]. Ceci se
généralise clairement au-delà de la situation des espaces symétriques.
Une conséquence directe de ceci est que la restriction de ces paramètres à WR se factorise par
le commutant de l’image de SL(2,C), que nous notons G, en un morphisme tempéré. En fait
ce morphisme est presque nécessairement discret parce que les paramètres d’Arthur associées
aux séries discrètes de X ont un commutant qui est un groupe fini ; bien sûr ceci est une
propriété tout à fait non triviale des constructions que nous rappellerons ci-dessous. Dans un
certain nombre de cas, ce commutant G est directement isomorphe au L-groupe d’un autre
groupe réductif ayant (nécessairement) de la série discrète. Dans ces cas, il ne nous reste qu’à
vérifier que c’est bien le L-groupe de [KS17], ces cas là sont simples. En général, deux autres
situations peuvent se produire. Dans certains cas, le commutant G est un produit direct d’un
L-groupe d’un groupe réductif quasi-déployé ayant de la série discrète par un groupe fini ou un
groupe SO(2,C). On peut alors vérifier que le L-groupe est bien celui de [KS17], et il reste à
montrer que la projection des paramètres d’Arthur sur le groupe fini (ou SO(2,C)) ne dépend
que de X ; c’est un point délicat qui serait faux pour L2d(G/He). Finalement il nous reste trois
cas, où le commutant est de rang strictement supérieur au rang du L-groupe de [KS17], ce qui
traduit le fait que les racines sphériques au sens des variétés sphériques ne sont pas des racines
pour G. Pour être plus précis introduisons quelques notations et donnons un aperçu du contenu
de l’article, mais avant cela, mentionnons la possibilité d’étendre l’énoncé des conjectures de
Sakellaridis et Venkatesh à un contexte « tordu » par un caractère unitaire χ du groupe G, où
l’on remplace L2d(X ) par L
2
d(X )χ, l’espace des sections de carré intégrable du fibré en droite
défini par χ sur X . Nous ne démontrons rien dans le cas où χ est non trivial, nous espérons y
revenir ultérieurement, mais nous faisons ça et là quelques remarques sur ce que nous pensons
être vrai. Cela éclaire parfois les résultats obtenus dans le cas où χ est trivial, en les rendant
plus naturels lorsqu’on considère ce contexte généralisé.
Dans la section 1, nous rappelons les résultats de Oshima-Matsuki, Flensted-Jensen, Schlicht-
krull et Vogan concernant les séries discrètes de X , en particulier le critère sur le rang du
théorème 1.1 pour que X admette un spectre discret non trivial et la réalisation des séries
discrètes comme modules de Vogan-Zuckerman Aq(πL). A l’aide des tables [Wik] et [KS17],
Table 3, nous établissons dans la section 4 la liste des espaces symétriques X = G/H avec G
classique ayant un spectre discret. Cette liste, qui comporte treize cas, est la suivante :
1. GL(n,R)/GL(p,R)×GL(n − p,R), 2p ≤ n,
2. U(p, q)/O(p, q),
3. U(p, q)/U(r, s) ×U(r′, s′), r ≤ r′, s ≤ s′,
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4. U(n, n)/GL(n,C),
5. U(2p, 2q)/Sp(p, q),
6. U(n, n)/Sp(2n,R),
7. SO(p, q)/SO(r, s) × SO(r′, s′), p+ q = 2n+ 1, r ≤ r′, s ≤ s′,
8. SO(p, q)/SO(r, s) × SO(r′, s′), p+ q = 2n, r ≤ r′, s ≤ s′,
9. SO(2p, 2q)/U(p, q),
10. SO(n, n)/GL(n,R),
11. Sp(2n,R)/Sp(2p,R)× Sp(2(n − p),R), 2p ≤ n,
12. Sp(4n,R)/Sp(2n,C),
13. Sp(2n,R)/GL(n,R).
Il s’agit ensuite d’identifier de manière plus précise les séries discrètes de X . Comme nous
l’avons dit, ce sont des modules Aq(πL) de Vogan-Zuckerman. Ils sont cohomologiquement induits
à partir d’une paire (q, L), où L est le centralisateur dans G d’un sous-espace de Cartan compact
t0 de l’espace symétrique X (c’est un c-Levi de G, dans la terminologie de Shelstad), q est une
sous-algèbre parabolique θ-stable de g = Lie(G), et d’un caractère πL de L dans le fair range
relativement à q. Par définition L, le centralisateur dans G du sous-espace de Cartan t0, est
conjugué à un sous-groupe de Levi appelé L(X ) dans [SV17] (voir §2.1). Le groupe dual de
ce groupe est un sous-groupe de Levi L∨
X
de G∨, qui est déterminé dans [KS17], Table 3. Ceci
est expliqué plus précisément dans la section 2, où sont énoncées précisement les conjectures et
leurs extension possible au cas d’un caractère χ de H non trivial.
Comme nous l’avons expliqué plus haut, cette réalisation des séries discrètes π de X comme
modules Aq(πL) permet d’associer à chacune d’elles un certain paramètre d’Arthur ψ. Un argu-
ment général nous dit que la restriction de ψ à SL(2,C) est le morphisme de Jabcobson-Morosov,
associé à l’orbite unipotente principale du sous-groupe de Levi L∨
X
de G∨. Ceci est bien ce qui
était prévu par Sakellarisdis et Venkatesh. Ainsi, pour ce qui est de la restriction des morphismes
ψ et ϕ à SL(2,C), la conjecture est établie, c’est l’objet de la section 3.
Excluons pour le moment les cas 1, 3 et 4 : dans tous les autres cas, le commutant G de l’image
de SL(2,C) dans LG, qui est calculé dans la section 6, est un produit de LGX avec un certain
facteur qui est un groupe fini ou SO(2,C). Pour montrer que la projection des paramètres
d’Arthur sur ce facteur est trivial, il faut utiliser la propriété clé que le K-type minimal a
des invariants sous K ∩H. Dans la version plus générale des conjectures, où l’on introduit un
caractère χ de H trivial sur He, on aurait une propriété du même type mais le morphisme serait
un caractère de WR et non le caractère trivial. Remarquons que l’utilisation du K-type minimal
n’est vraiment possible qu’avec les conditions de régularité de [Sch83], il faut donc en plus
utiliser l’argument de translation de [Vog88] pour déduire le cas général de ce cas régulier.
Dans les trois cas restants, 1, 3 et 4, les racines sphériques de X ne sont pas toutes des racines
de G. Ceci a pour effet que le commutant G est beaucoup plus gros que le groupe LGX cherché.
Par exemple dans le cas 1, où G = GL(n,R) et H = GL(p,R)×GL(n− p,R) le commutant de
l’image de SL(2,C) est le produit direct (GL(2p,C) × C×) ×WR. Or ici
LGX tel que calculé
en [KS17] est Sp(2p,C) ×WR. On vérifie à la main, en regardant finement les constructions
que les paramètres d’Arthur se factorisent bien par ce sous-groupe de GL(2p,C) × WR. On
remarque que dans le contexte généralisé avec un caractère χ de GL(p,R) × GL(n − p,R),
on aurait un résultat différent. Le cas 4 est de même nature et le cas 3 est plus délicat, c’est
l’exception dont il a été question plus haut. Le commutant de l’image de SL(2,C) dans LG est
un produit semi-direct (GL(2k,C) × C×) ⋊WR, où k = r + s, mais les paramètres d’Arthur
correspondant aux séries discrètes se factorisent par le sous-groupe Sp(2k,C) × WR si n est
pair et par le sous-groupe O(2k,C) ×WR si n est impair. Dans le cas n pair on a le résultat
voulu sans autres commentaires. Pour le cas n impair, le groupe O(2k,C) n’est pas celui de
[KS17]. La difficulté apparaît déjà pour U(3)/U(1) × U(2) où U(3) est le groupe unitaire
compact. Les représentations de dimension finie de U(3) ayant des invariants sous U(1)×U(2)
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sont exactement les représentations de dimension finie de GL(3,C) ayant des invariants sous
C× ×GL(2,C) et ces représentations ont pour plus haut poids (m, 0,−m) où m est un entier
positif ou nul. Le paramètre d’Arthur de ces représentations est aussi le paramètre de Langlands
des séries discrètes de caractère infinitésimal (m + 1, 0,−m − 1) et ce paramètre provient du
groupe dual du groupe compact O(2,R).
Sakellaridis nous a fait remarquer que dans le cas de n impair, on peut quand même facto-
riser les morphismes d’Arthur par un sous-groupe de LU(n) qui est le produit semi-direct de
Sp(2k,C)⋊WR où l’élément non trivial de Gal(C/R) identifié à un élément de WR, agit par une
similitude symplectique de rapport de similitude −1. Ce produit semi-direct apparaît d’ailleurs
naturellement car c’est le sous-groupe de LU(n) engendré par Gal(C/R) ⊂ LU(n) agissant par
conjugaison préservant un épinglage, et par l’image de Sp(2k,C) dans le commutant de l’image
de SL(2,C) tel que décrit dans [KS17]. Ce type de groupes fait partie des groupes utilisés
par Adams, Barbasch et Vogan dans [ABV92], pour nous, disons qu’il intervient naturelle-
ment comme un sous-groupe distingué du L-groupe GSp(2k,C) ×WR et que les morphismes
qui interviennent paramètrent donc certains paquet d’Arthur des formes intérieures pures de
GSpin(2k + 1,R).
La section 5 donne des constructions de L-morphismes utilisées plus loin et la section 7 rap-
pelle notations et résultats sur les paramètres d’Arthur des groupes classiques. La démonstration
des conjectures fait l’objet de la section 8.
Dans la seconde partie de l’article nous entrons dans les détails des constructions des séries
discrètes, pour obtenir des résultats plus fins. Nous déterminons exactement dans la section 11
quels sont les paquets d’Arthur qui contiennent des séries discrètes pour X et quel est le caractère
du centralisateur du morphisme qui correspond à ces séries discrètes. L’idée est évidemment que
tout paquet associé à un morphisme d’Arthur pour G qui se factorise par LGX × SL(2,C)
devrait contenir au moins une série discrète pour au moins une forme réelle de X . On vérifie
essentiellement cette propriété, il y a quand même une difficulté pour U(p, q)/O(p, q), où ceci
n’est vrai que pour p + q impair et en prenant U(p, q)/SO(p, q) ; si on veut la même propriété
pour p + q pair, il faut non pas regarder L2d(U(p, q)/SO(p, q)) mais L
2
d(U(p, q)/SO(p, q))χ où
χ est le caractère quadratique non trivial de SO(p, q). Et le cas de Sp(2n,R)/GL(n,R) est
lui aussi différent. Nous reviendrons plus systématiquement sur ces questions dans un travail
ultérieur.
Les calculs se font cas par cas, car nous devons connaître exactement la forme réelle de L
qui sert à l’induction cohomologique. Ceci est fait dans la section 10. Notons que les calculs
explicites de L en rang un, effectués dans la section 9, sont cruciaux. Pour déterminer quelles
représentations dans un paquet d’Arthur sont des séries discrètes pour une forme intérieure de
X , on rappelle que la théorie d’Arthur attache à toute représentation π de G dans un paquet
Π(G,ψ) de paramètre ψ un certain invariant ǫ(π) qui est dans les cas qui nous occupent ici un
caractère du groupe A(ψ) des composantes connexes du centralisateur de ψ dans G∨ (les A(ψ)
sont ici des 2-groupes finis). Les résultats de [MRa], [MRb] déterminent (un choix de donnée de
Whittaker pour une forme intérieure pure quasi-déployée de G étant fixée) ces caractères. Nous
les donnons dans la section 11 pour les séries discrètes des X et leur paramètre d’Arthur ψ. Le
résultat est plutôt joli, (essentiellement indépendant des choix) dans tous les cas même si nous
n’avons pas trouvé une façon uniforme de le formuler. Ce calcul nous permet de constater la
chose suivante : si deux représentations dans Π(G,ψ) donnent le même caractère de A(ψ) et que
l’une est une série discrète pour X alors l’autre l’est aussi. D’autre part certains paramètres ψ de
G sont obtenus comme ci-dessus pour deux espaces symétriques X = G/H et X ′ = G/H ′, mais
une représentation π du paquet ne contribue au plus qu’à un seul des deux espaces symétriques.
Nous remercions très chaleureusement Y. Sakellaridis qui nous a corrigé une erreur dans une
première version et nous a expliqué l’introduction du produit semi-direct de Sp(2k,C) ⋊WR
dans le cas 3.
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1. Séries discrètes des espaces symétriques
1.1. Notations pour les espaces symétriques. — Si M est un groupe de Lie, on note Me
la composante connexe de l’identité dans M . Si M un groupe algébrique réductif, on note M0
sa composante neutre au sens des groupes algébriques.
Soit G un groupe algébrique réductif connexe défini sur R et soit G = G(R) le groupe de ses
points réels. Soit σ une involution de G, définie sur R. Posons H = Gσ et soit H un sous-groupe
de G avec H(R)e ⊂ H ⊂ H(R).
Notons X l’espace symétrique G/H. Les sous-représentations irréductibles de G dans L2(X )
forment un sous-espace noté L2d(X ) et sont appelées séries discrètes de X . Elles ont été dé-
crites grâce aux travaux de nombreux mathématiciens ([FJ80], [OM84], [Sch83], [Vog88]) ; en
particulier, Vogan donne une description en termes d’induction cohomologique que nous allons
rappeler ci-dessous, après avoir introduit les notations nécessaires. Rappelons d’abord un critère
dû à Oshima et Matsuki pour que X admette des séries discrètes.
Fixons une involution de Cartan θ de G qui commute à σ, et soit K = Gθ le sous-groupe
compact maximal de G associé à θ. On note g0, h0, k0 les algèbres de Lie de G, H, K respective-
ment, et plus généralement, l’algèbre de Lie d’un groupe de Lie est notée par la lettre gothique
correspondante avec un indice 0. Lorsqu’on enlève l’indice 0, ceci désigne alors l’algèbre de Lie
complexifiée. De plus, les involutions θ et σ donnent lieu à des décompositions :
g0 = k0 ⊕ p0, g0 = h0 ⊕ s0, g0 = (k0 ∩ p0)⊕ (k0 ∩ s0)⊕ (p0 ∩ h0)⊕ (p0 ∩ s0).
Rappelons qu’un sous-espace de Cartan de g0 pour X est une sous-algèbre abélienne, compo-
sée d’éléments semisimples, contenue dans s0 et maximale pour l’inclusion avec ces propriétés.
Le rang de l’espace symétrique X est égal à la dimension d’un sous-espace de Cartan. Notons
XK = K/K ∩H : c’est un espace symétrique compact.
Théorème 1.1 (Oshima-Matsuki). — L’espace symétrique X admet des séries discrètes si
et seulement si le rang de X est égal au rang de XK , c’est-à-dire qu’un sous-espace de Cartan
de k0 pour XK est aussi un sous-espace de Cartan de g0 pour X .
Un sous-espace de Cartan de g0 pour X comme dans le théorème sera appelé sous-espace de
Cartan compact.
1.2. Notations pour l’induction cohomologique. — Dans ce paragraphe, on garde les
mêmes notations que précédemment concernant le groupe G, mais on oublie l’espace symétrique.
Soit t0 une sous-algèbre abélienne de k0. Posons L = CentG(t0). C’est un facteur de Levi θ-
stable de G (un c-Levi dans la terminologie de Shelstad). Soit q = l⊕u une sous-algèbre parabo-
lique θ-stable de g. On note Riq,L,G le foncteur d’induction cohomologique de Vogan-Zuckerman
(cf. [Vog81], §6.3.1) en degré i, de la catégorie des (l, L ∩ K)-modules vers la catégorie des
(g,K)-modules. Nous renvoyons à [KV95], Def. 0.49 et 0.52 pour les définitions du good range
et du fair range. Dans cet article, nous allons toujours considérer des inductions cohomologiques
à partir de caractères unitaires dans le fair range. Dans ce contexte, le degré qui nous inté-
resse particulièrement, et même exclusivement, est S = dim(u ∩ k), et nous posons pour tout
(L ∩K, l)-module πL,
Aq(πL) = R
S
q,L,G(πL).
1.3. Séries discrètes de X comme Aq(Λ). — Reprenons les notations du paragraphe 1.1.
Supposons que X vérifie la condition du théorème 1.1 et admet donc des séries discrètes. Fixons
un sous-espace de Cartan compact de t0 pour X (tous les choix possibles pour t0 sont conjugués
sous K ∩H).
Comme dans le paragraphe 1.2, posons L = CentG(t0). On a dans ce cas l = (l ∩ h) ⊕ t,
c’est la décomposition en sous-espace propre pour σ. On dit que L et l sont associés à l’espace
symétrique X . Soit q = l⊕ u une sous-algèbre parabolique θ-stable de g.
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Définition 1.2. — Soit P(q) l’ensemble des (l, L ∩ K)-modules irréductibles πL vérifiant les
conditions (i), (ii) et (iii) suivantes.
(i) [l, l] agit trivialement sur πL,
(ii) πL est dans le fair range pour q.
La condition (i) implique que πL est de dimension finie. Les conditions (i) et (ii) impliquent
que πL est unitaire. La condition (ii) implique que πL est faiblement unipotent. Pour les espaces
symétriques X que nous allons considérer, où G est un groupe classique, un (l, L ∩K)-module
πL vérifiant (i) et (ii) est un caractère unitaire. Dans ces conditions, sous une certaine condition
de dominance, le bottom-layer (cf. [KV95], § V. 6) de Aq(πL) est constitué du K-type Vµ de
plus haut poids µ = πL ⊗
∧top(u ∩ p) ([KV95], (5.86b)). C’est un K-type minimal de Aq(πL)
ayant multiplicité un. La dernière condition est alors la suivante (cf. [Sch83] page 138) :
(iii) Le K-type Vµ de plus haut poids µ = πL⊗
∧top(u∩ p) a des invariants non triviaux sous
L ∩K.
Ici, ce que nous entendons par « plus haut poids » d’une représentation irréductible V de
K est la représentation de L ∩ K dans H0(u ∩ k, V ) qui caractérise V (Kostant). Si πL est
suffisamment régulier (par exemple au sens de Schlichtkrull), la condition (iii) dit que le K-type
minimal de Aq(πL) a des éléments invariants sour L ∩K. Pour étendre la définition au cas non
régulier, on s’inspire de Vogan qui remarque que les séries discrètes de X forment des familles
cohérentes. On utilise alors le foncteur de translation envoyant πL sur πL⊗
(∧top
u
)k
, ce dernier
module étant régulier pour k assez grand. En traduisant comme dans Schlichtkrull la condition
(iii) en la condition (iii′) ci-dessous, à l’aide du théorème de Cartan-Helgason, on obtient une
condition qui fait sens dans tous les cas et qui est vérifiée par πL si et seulement si elle l’est pour
πL ⊗
(∧top
u
)k
.
Remarque 1.3. — Remarquons que Vogan utilise dans [Vog88] une version renormalisée des
foncteurs d’induction cohomologique, alors que nous utilisons la définition originale de Vogan et
Zuckerman. La condition (iii) est donc exprimée de manière différente, on est revenu ici à celle
utilisée par Schlichkrull, que l’on adapte aux groupes non nécessairement connexes. En utilisant
la décomposition de Cartan de G, on voit facilement que K intersecte toutes les composantes
connexes de H. Ainsi H/He = (K ∩H)/(K ∩He) opère sur Homh,He∩K(Aq(πL), L
2
d(G/He)). Or
pour πL régulier cet espace est de dimension un et définit donc un caractère de H. La condition
que l’on veut imposer est que ce caractère soit trivial. Pour s’en assurer, il suffit de restreindre
ces homomorphismes au K-type minimal ; cette restriction est non nulle. Elle donne donc un
élément de HomK∩He(Vµ, 1) qui est aussi un espace de dimension un, déterminant la restriction
du caractère de H à H ∩ K. Comme H ∩ K intersecte toutes les composantes connexes de
H, on obtient bien la condition (iii) dans le cas où πL est régulier. Il faut alors remarquer
que la translation est une opération dans L2d(G/He) invariante pour l’action à droite de H. On
reviendra sur ces questions dans un article ultérieur où on considérera les caractères de H/He
non nécessairement triviaux.
Proposition 1.4. — La condition (iii) de la définition précédente est équivalente à :
(iii′) le caractère πL ⊗
∧top(u ∩ p) de L ∩K est trivial sur L ∩H ∩K.
Démonstration. On suit les idées de Schlichtkrull dans [Sch83]. Soit Vµ comme ci-dessus, c’est-
à-dire la représentation de dimension finie irréductible de K telle que H0(u ∩ k, V ) est la repré-
sentation µ = πL ⊗
∧top(u ∩ p) de K ∩ L (le plus haut poids). On voit aussi Vµ comme une
représentation du complexifié K(C). On utilise la dualité de Flensted-Jensen (G,Gd) qui est telle
que G(C) = Gd(C) et telle que H0(C) = Hd(C) (rappelons que H0 est la composante neutre
du groupe réductif H) où Hd est un compact maximal de Gd ; dans notre situation, ce groupe
est le groupe des points réels d’un groupe réductif connexe (au sens des groupes réductifs). On
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note aussi Kd le sous-groupe réductif connexe de Gd tel que Kd(C) = K0(C). On remarque que
(L ∩Kd)(C) est naturellement le groupe des points complexes d’un sous-groupe de Levi de Kd.
Le compact maximal de Kd(C) est Kd(C)∩Hd. On utilise le théorème de Cartan-Helgason pour
Kd(C) et son compact Kd(C)∩Hd : la représentation de dimension finie Vµ de K
0(C) = Kd(C)
a des invariants sous (Kd ∩ Hd)(C) si et seulement si son plus haut poids est invariant sous
(L∩Kd ∩Hd)(C). On a l’égalité (L∩Kd ∩Hd)(C) = (L∩K∩H0)(C). Ceci est presque l’asser-
tion (iii)′ à ceci près que l’on a remplacé H par H0. Pour revenir à H, on fait agir (H ∩K)(C)
sur Hom(H0∩K)(C)(Vµ, 1) ce qui par restriction donne une action de (H ∩K)(C)/(H
0 ∩K)(C)
sur l’espace Hom(L∩K0∩H)(C)(µ, 1). On a le caractère trivial sur le premier espace si et seulement
si cela est vrai pour le deuxième espace.
Faisons maintenant varier q, avec l fixée associée à un sous-espace de Cartan t0 de l’espace
symétrique comme ci-dessus. Plus précisément, fixons un système de représentants {qj}j∈J des
classes de conjugaisons sous le normalisateur NK(t0) de t0 dans K des sous-algèbres paraboliques
θ-stables q = l⊕ u de g. On pose alors P =
∐
j∈J P(qj) et si πL ∈ P(qj), A(πL) = Aqj (πL).
Théorème 1.5 (Oshima-Matsuki-Schlichtkrull-Vogan). — On a une décomposition
L2(X ) =
⊕
πL∈P
A(πL).
D’autre part les A(πL) sont irréductibles ou nuls.
La première assertion est due à Oshima-Matsuki, avec une description différente des A(πL). Le
lien avec la description en termes de modules cohomologiquement induits est due à Schlichtkrull
et l’irréductibilité est due à à Vogan.
1.4. Séries discrètes relatives. — On reprend les notations de la section 1.1 : G, σ, H,
etc. Soit χ un caractère unitaire de H. Formons le fibré en droite L (χ) sur G/H associé au
caractère χ, et soit L2(G/H)χ l’espace de ses sections de carré intégrable. On s’intéresse à la
partie discrète de cet espace, c’est-à-dire la somme des sous-(g,K)-modules irréductibles, espace
que l’on note L2d(G/H)χ. Nous reviendrons dans un article ultérieur sur le cas des caractères χ
non triviaux. Il est vraisemblable que la description de ces séries discrètes relatives est similaire
à celle du théorème 1.5, en remplaçant la condition d’invariance par une condition de covariance
relativement à χ dans la définition des conditions (iii) et (iii)′.
2. Conjectures de Sakellaridis et Venkatesh
Dans cette section, nous énonçons les conjectures de Sakellaridis et Venkatesh. Avant de donner
l’énoncé précis, il nous faut introduire quelques objets, ce qui est fait dans les deux paragraphes
qui suivent.
2.1. Le sous-groupe parabolique P(X ). — Soit X = G/H un espace symétrique comme
dans le paragraphe 1.1. Sakellaridis et Venkatesh associent à X un sous-groupe parabolique noté
P(X ) de G et un facteur de Levi L(X ) de celui-ci. Le sous-groupe P(X ) est un sous-groupe
parabolique σ-déployé minimal de G et L(X ) = L(X ) ∩ σ(L(X )). Supposons que X vérifie
le critère d’existence de séries discrètes du théorème 1.1 Rappelons le c-Levi L de G introduit
au paragraphe 1.3 à partir d’un sous-espace de Cartan compact t0 pour X . C’est le groupe des
points réels de L = CentG(t0).
Remarque 2.1. — Il résulte de la remarque 2.1.1 de [SV17] que les groupes L et L(X ) (iden-
tifiés à leur groupes de points complexes) sont conjugués sous G.
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Soit A un tore maximal de L(X ) et posons :
(2.1) AX = L(X )/L(X ) ∩H = A/A ∩H.
C’est un tore d’algèbre de Lie aX . Il résulte aussi des constructions que les algèbres de Lie t et
aX sont isomorphes. Ainsi le rang de X est égal à la dimension de AX .
2.2. Le morphisme ϕ|SL(2). — Notons G
∨ le groupe dual de G. On fixe une réalisation
LG = G∨⋊WR du L-groupe de G, l’action de WR sur G
∨ se factorise par Gal(C/R) et préserve
un épinglage (B∨, T∨, {Xα}α) de G
∨. On fixe aussi un épinglage de G, ce qui nous permet
d’identifier racines simples de G et coracines de G∨. Le sous-groupe de Levi L(X ) de G du
paragraphe précédent détermine donc via la dualité et le choix des épinglages, un sous-groupe
de Levi L∨
X
de G∨. On note
(2.2) ϕ|SL(2) : SL(2,C) −→ L
∨
X ⊂ G
∨
un morphisme de Jacobson-Morosov associé à l’orbite unipotente principale de L∨
X
.
2.3. Enoncé des conjectures. — Dans [SV17], Sakellaridis et Venkatesh introduisent un
formalisme du L-groupe associé à l’espace symétrique X . Leurs constructions sont bien plus
générales, ils considèrent les variétés sphériques définies sur des corps locaux quelconques, mais
nous restreignons ci-dessous la discussion au contexte qui nous occupe dans cet article, celui des
espaces symétriques réels. Ces constructions sont précisées par Knop et Schalke dans [KS17].
Soient G,H, X , etc. comme dans la section 1.1. Nous énonçons ici ces conjectures en considérant
des séries discrètes relatives comme en 1.4, c’est-à-dire que nous fixons aussi un caractère unitaire
χ de H.
Les conjectures visent à donner une paramétrisation « à la Langlands » des séries discrètes
de L2d(X )χ. L’idée est que celles-ci devraient être paramétré par des paramètres de Langlands
construits avec un certain groupe dual attaché à X et χ, que l’on note un peu abusivement (cf.
ci-dessous) LGX ,χ. Ce groupe s’écrit :
LGX ,χ = G
∨
X ,χ ⋊WR,
où G∨
X ,χ est un groupe réductif complexe connexe. Lorsque χ est trivial, on l’omet des notations.
Dans un cas, ce groupe ne sera pas un L-groupe, c’est le cas 3 avec n impair.
Remarque 2.2. — Une des conditions portant sur LGX ,χ est que le rang de G
∨
X ,χ est égal à
celui de l’espace symétrique X . D’autre part, si G∨
X ,χ est déterminé, alors
LGX ,χ l’est aussi par
le fait que nous voulons l’existence de paramètres de Langlands discrets φd : WR →
LGX ,χ. En
effet LGX ,χ est alors aussi le L-groupe d’un groupe quasi-déployé admettant des séries discrètes.
Or pour un groupe réductif complexe connexe, il n’y a qu’une seule classe de forme réelle quasi-
déployée ayant des séries discrètes, celle qui est une forme intérieure de la forme compacte. La
structure de produit semi-direct de LGX ,χ est fixée par cette condition.
Or G∨
X ,χ a été déterminé par Knop et Schalke. Ceci fixe donc a priori
LGX ,χ. Nous allons
vérifier les conjectures de Sakellaridis et Vankatesh avec ce groupe dual LGX ,χ dans tous les
cas, sauf un. Cette exception est le cas 3 de la liste, avec n impair. Dans ce cas, on trouve une
factorisation via le L-groupe de SO(2k) (la forme compacte) et Sakellaridis nous a fait remarquer
que cela est compatible avec les conjectures de [SV17] comme expliqué dans l’introduction (cf.
la démonstration pour ce cas dans la section 8).
La propriété essentielle que doit vérifier ce groupe LGX ,χ est l’existence d’un morphisme :
(2.3) ϕ : LGX × SL(2,C) −→
LG
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dont la restriction à SL(2,C) est le morphisme (2.2). De manière équivalente, si l’on voit (2.2)
comme un morphisme de SL(2,C) dans G∨ ⊂ LG et que l’on note G le commutant de son image
dans LG, alors on veut l’existence d’un morphisme :
(2.4) ϕ : LGX −→ G ⊂
LG.
Considérons maintenant un paramètre
φd : WR −→
LGX ,χ
que l’on suppose de plus discret, et étendons-le en un morphisme
φd : WR × SL(2,C) −→
LGX ,χ × SL(2,C)
par l’identité sur le facteur SL(2,C). Composons-le avec le morphisme ϕ de (2.3), pour obtenir
un paramètre d’Arthur
ψ = ϕ ◦ φd : WR × SL(2,C) −→
LG.
Les séries discrètes de X devraient appartenir aux paquets d’Arthur associés à ces paramètres.
Nous le vérifions pour les espaces symétriques classiques, et le caractère χ trivial, en prenant
en compte, dans le cas 3 de la liste, la remarque 2.2 ci-dessus,
Théorème 2.3. — Soit X l’un des espaces symétriques de la liste donnée dans l’introduction.
Alors les séries discrètes de X vérifient la conjecture de Sakellaridis et Venkatesh.
Remarques 2.4. — Le morphisme ϕ|SL(2) de (2.2) est conjecturalement indépendant de χ.
3. Début de la démonstration : étude du SL(2)
Dans la suite, nous ne considérons que le cas χ trivial, sauf mention explicite du contraire. Il
disparaît donc des notations.
Reprenons les notations des sections 1.1 et 1.3 relatives à un espace symétrique X . On a
donc un sous-espace de Cartan compact t0 et un c-Levi L = NG(t0) dont le complexifié est
L = NG(t0). Les séries discrètes de X sont des modules Aq(πL) où q est une sous-algèbre
parabolique θ stable de g et πL une représentation de L vérifiant les hypothèses de la définition
1.2. Lorsque G est un groupe classique (c’est-à-dire dans cet article, un groupe général linéaire,
un groupe unitaire ou un groupe spécial orthogonal), les résultats de [MRa] et [MRb] montrent
que l’on a le résultat suivant, déjà bien connu pour les groupes généraux linéaires .
Proposition 3.1. — Soit L le sous-groupe de Levi dual de L dans G∨. Les séries discrètes de
X sont dans des paquets d’Arthur de paramètre
ψ : WR × SL(2,C) −→
LG
tel que la restriction de ψ à SL(2,C) soit à conjugaison près le morphisme de Jacobson-Morozov
associé à l’orbite unipotente régulière de L.
Nous avons vu dans la remarque 2.1 que le groupe L est conjugué dans G au groupe L(X )
de Sakellaridis et Venkatesh, dont le dual dans G∨ est le groupe noté L∨
X
de la section 2.2. Les
groupes L et L∨
X
sont donc conjugués dans G∨.
Corollaire 3.2. — Les séries discrètes de X sont dans des paquets d’Arthur de paramètre ψ
comme dans la proposition ci-dessus tels que la restriction de ψ à SL(2,C) soit à conjugaison
près le morphisme de Jacobson-Morozov associé à l’orbite unipotente régulière de L∨
X
.
Ce corollaire constitue une étape importante dans la vérification de la conjecture, puisqu’il
dit que la restriction de ψ à SL(2,C) est bien obtenue via le morphisme (2.2).
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Remarque 3.3. — L’étape suivante dans la vérification de la conjecture est de construire (2.3)
ou de manière équivalente (2.4). Un cas simple est celui où G est isomorphe au LGX déterminé
par Knop et Schalke, car ceci fixe alors ϕ et la conjecture est alors automatique. Nous verrons
dans la section 6 la liste des espaces X parmi les 13 que nous étudions qui vérifient cette
condition.
4. Listes des espaces symétriques classiques avec séries discrètes
Nous allons maintenant étudier les cas où le groupe G est un groupe classique, c’est-à-dire que
G est un groupe général linéaire GL(n,R), ou bien un groupe unitaire U(p, q), ou bien un groupe
symplectique Sp(2n,R), ou bien un groupe spécial orthogonal SO(p, q). Nous allons déterminer
la liste des espaces symétriques X = G/H avec G comme ci-dessus, et vérifiant de plus la
condition du théorème 1.1 d’existence de séries discrètes. Pour cela, on utilise la classification de
Wikipedia [Wik] pour avoir tous les X possibles, et la condition de rang se vérifie en utilisant
la table 3 de [KS17] : le rang de X est égal au rang de son algèbre de Lie duale gˇX . On peut
alors comparer au rang de l’espace symétrique compact XK = K/K ∩H. On obtient la liste de
la table 1. Dans cette table, apparaissent aussi :
— en troisième colonne, les conditions sur les variables définissant X ,
— en quatrième colonne, l’algèbre de Lie gˇX du groupe G
∨
X
,
— en cinquième colonne, l’algèbre de Lie lˇX du groupe L
∨
X
.
Ces deux dernières colonnes sont issues de la table 3 de [KS17].
Remarque 4.1. — L’algèbre de Lie lˇX détermine le groupe des points complexes L du c-Levi
L de G introduit dans la section 1.3. En effet, le groupe L∨
X
est dual du groupe L(X ), ce dernier
étant conjugué dans G à L (remarque 2.1). L’inspection de la liste montre que lˇX est toujours
un produit de gl de rang un ou deux et d’une algèbre de Lie classique de même type que gˇ.
Pour déterminer la forme réelle L de L, on utilise aussi le fait que l’on connait la forme
générale des c-Levi des groupes classiques :
G = GL(n,R), L ≃ (
∏m
i=1GL(ai,C))×
(∏s
j=1GL(a
′
j ,R)
)
, avec 2
∑m
i=1 ai +
∑s
j=1 a
′
j = n,
G = U(p, q), L ≃
∏s
i=1U(pi, qi), avec
∑s
i=1(pi, qi) = (p, q),
G = Sp(2n,R), L ≃ (
∏s
i=1U(pi, qi))× Sp(2a,R), avec 2 (
∑s
i=1 pi + qi) + a = n,
G = SO(p, q), L ≃ (
∏s
i=1U(pi, qi))× SO(r, s), avec (
∑s
i=1(2pi, 2qi)) + (r, s) = (p, q).
Dans la section 10, nous allons pour chaque espace symétrique X de la liste ci-dessus, déter-
miner le c-Levi L.
5. Plongements de L-groupes
Dans cette section, nous construisons dans L-morphismes qui nous seront utiles dans la suite
de cet article, ou éventuellement dans un article ultérieur portant sur la généralisation des
conjectures de Sakellaridis et Venkatesh au cas χ non trivial.
5.1. Le groupe de Weil. — Le groupe de Weil WR est engendré par son sous-groupe WC =
C× et un élément j, avec les relations
(5.1) jzj−1 = z¯, (z ∈ C×), j2 = −1.
On note TrivWR le caractère trivial de WR et sgnWR la caractère quadratique, trivial sur
WC = C
× et valant −1 en l’élément j.
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G/H gˇX lˇX
1 GL(n,R)/GL(p,R)×GL(n− p,R) 2p ≤ n sp(2p) (gl1)
2p × gln−2p
2 U(p, q)/O(p, q) gl(p+ q) (gl1)
p+q
3 U(p, q)/U(r, s) ×U(r′, s′) r ≤ r′, s ≤ s′ sp(2(r + s)) (gl1)
2(r+s) × glr′+s′−(r+s)
4 U(n, n)/GL(n,C) sp(2n) (gl1)
2n
5 U(2p, 2q)/Sp(p, q) gl(p+ q) (gl2)
p+q
6 U(n, n)/Sp(2n,R) gl(n) (gl2)
n
7 SO(p, q)/SO(r, s)× SO(r′, s′) p+ q = 2n+ 1 sp(2(r + s)) sp(2(n − (r + s))× (gl1)
r+s
r ≤ r′, s ≤ s′
8 SO(p, q)/SO(r, s)× SO(r′, s′) p+ q = 2n so(2(r + s) + 1) so(2(n − (r + s))× (gl1)
r+s
r ≤ r′, s ≤ s′
9 SO(2p, 2q)/U(p, q) p+ q = n sp(2(p + q)) (gl2)
⌊n/2⌋ (+so(2) si n est impair)
10 SO(n, n)/GL(n,R) sp(2n) (gl2)
⌊n/2⌋ (+so(2) si n est impair)
11 Sp(2n,R)/Sp(2p,R) × Sp(2(n − p),R) 2p ≤ n sp(2p) (gl2)
p × so(2(n − 2p) + 1)
12 Sp(4n,R)/Sp(2n,C) sp(2n) (gl2)
n
13 Sp(2n,R)/GL(n,R) so(2n + 1) (gl1)
n
Table 1. Espaces symétriques classiques avec séries discrètes
1
1
5.2. Plongements Sp(2p,C) × WR −→
LUn et SO(2p,C) ⋊p WR −→
LUn. — On note
LUn = GL(n,C) ⋊ WR le L-groupe d’un groupe unitaire de rang n. Donnons une réalisa-
tion explicite de ce L-groupe. Il s’agit de définir l’action de WR sur GL(n,C). Cette action
se factorise par la projection de WR sur Gal(C/R) et l’on choisit l’action de l’élément non
trivial de ce groupe de Galois préservant l’épinglage usuel, à savoir g 7→ wn(
tg−1)w−1n , où
wn =

. . . . . . 1
. . . −1
. .
.
1 . . .
(−1)n−1 . . .
. Remarquons que
(5.2) twn = w
−1
n = wn si n est impair,
twn = w
−1
n = −wn si n est pair.
De même, donnons une réalisation explicite du L-groupe d’un groupe spécial orthogonal pair
ayant une série discrète, c’est-à-dire un SO(p, q), p+ q = 2n, p et q pairs. Notons
SO(2n,C)⋊n WR
ce L-groupe. Cette action se factorise par la projection deWR sur Gal(C/R), l’action de l’élément
non trivial de ce groupe de Galois étant g 7→ TgT−1, où T = T2n est la matrice diagonale ayant
des coefficients 1 et −1 qui alternent. Cette conjugaison est un automorphisme intérieur si n est
pair, et extérieur si n est impair. Remarquons que que cette construction donne naturellement
un morphisme
(5.3) SO(2n,C)⋊n WR −→ O(2p,C).
Pour tout entier m, rappelons que χm est le caractère de C
× donné par
χm(z) =
(z
z¯
)m
2
= zm(zz¯)−
m
2 .
Proposition 5.1. — Fixons des entiers n, p a, a′ et b tels que n ≥ 2p, b ∼= 0 mod 2, a ∼= n
mod 2 et a′ ∼= n− 1 mod 2.
(i) Il existe une inclusion de L-groupes :
ξSp : Sp(2p,C)×WR −→
LUn
telle que la restriction de ce morphisme à WC = C
× vérifie à conjugaison près :
z 7→ (χa(z), · · · , χa(z)︸ ︷︷ ︸
2p
, χb(z), · · · , χb(z)︸ ︷︷ ︸
n−2p
).
(ii) Il existe une inclusion de L-groupes :
ξSO : SO(2p,C)⋊p WR −→
LUn
telle que la restriction de ce morphisme à WC = C
× vérifie à conjugaison près :
z 7→ (χa′(z), · · · , χa′(z)︸ ︷︷ ︸
2p
, χb(z), · · · , χb(z)︸ ︷︷ ︸
n−2p
).
Démonstration. Le (i) est classique, on remarque que la matrice w2p qui définit la réalisation
de LU2p donnée ci-dessus est antisymétrique. L’automorphisme g 7→ w2p
tg−1w−12p de GL(2p,C)
a donc pour groupe des points fixes un groupe symplectique, que nous choisissons ici comme
réalisation du groupe Sp(2p,C). On prolonge cette inclusion de Sp(2p,C) dans GL(2p,C) par
l’identité sur le facteur WR pour obtenir une injection Sp(2p,C) →֒
LU2p.
Ensuite, on envoie LU2p dans
L (U2p ×Un−2p) naturellement sur le premier facteur puis
L (U2p ×Un−2p) dans
LUn en utilisant les entiers a et b (cf. [Wal10]).
12
Pour (ii), commençons par le cas où n est impair. On réalise O(2p,C) comme un sous-
groupe de GL(n,C) de la manière suivante : considérons la matrice Jn,p =
 0 0 wp0 In−2p 0
twp 0 0

qui est symétrique dans GL(n,C) et réalisons O(2p,C) comme le sous-groupe des matrices g
de GL(n,C) de la forme g =
A 0 B0 In−2p 0
C 0 D
 telles que g = Jn,ptg−1J−1n,p. Comme wn = 0 0 wp0 (−1)pwn−2p 0
twp 0 0
, il est clair que O(2p,C) ainsi réalisé est inclu dans le groupe des
points fixes de l’automorphisme g 7→ wn
tg−1w−1n de GL(n,C). En particulier O(2p,C) commute
à LUn−2p = GL(n− 2p,C)⋊WR réalisé dans le bloc central, et l’on a donc une inclusion
ι : O(2p,C)× LUn−2p →֒ GL(n,C)⋊WR,
que l’on tord comme suit. L’entier b− a′ est pair et défini un isomorphisme
ξb−a′ :
LUn−2p −→
LUn−2p
et de même pour a′ et LUn qui donne un isomorphisme
ξa′ :
LUn −→
LUn
(par torsion respectivement par le caractère de WR qui paramètre le caractère det
b−a′
2 de Un−2p
et det
a′
2 de LUn, voir [Wal10]). On étend ainsi l’inclusion O(2p,C) →֒ GL(n,C) en tordant ι à
la source et au but :
O(2p,C)× LUn−2p
Id×ξb−a′
−→ O(2p,C)× LUn−2p −→
LUn
ξa′−→ LUn,
On compose ensuite avec (5.3) pour obtenir le morphisme ξSO de (ii).
Si n est pair, la construction précédente doit être légèrement modifiée. A la place de Jn,p on
prend la matrice J ′n,p qui est antidiagonale avec tous les coefficients égaux à 1. On réalise alors
O(2p,C) dans GL(n,C) avec la même recette, J ′n,p remplaçant Jn,p.
Posons T ′2p =
 0 0 wp0 In−2p 0
−twp 0 0
. Définissons ξSO sur le facteur C× de WR par
z 7→ ((χa′(z), · · · , χa′(z)︸ ︷︷ ︸
p
, χb(z), · · · , χb(z)︸ ︷︷ ︸
n−2p
, χa′(z), · · · , χa′(z)︸ ︷︷ ︸
p
), z) ∈GL(n,C)⋊WR,
et sur l’élément j de WR par ξSO(j) = (T
′
2pwn, j). On vérifie que ξSO(j)
2 = (1,−1), et , pour
tout z ∈ C×,
ξSO(j)ξSO(z)ξSO(j)
−1 = ξSO(z¯).
Ainsi on a bien un morphisme de WR dans
LUn. Il reste à vérifier que l’inclusion, notons-là ι,
donnée ci-dessus de SO(2p,C) dans GL(n,C) et le morphisme ξSO défini sur WR sont compa-
tibles aux relations dans SO(2p,C) ⋊p WR et
LUn. D’une part, ξSO(C
×) et ι(g) commutent.
D’autre part, on a dans SO(2p,C)⋊p WR
(1, j)(g, 1)(1, j)−1 = (T2pgT
−1
2p , 1),
et ceci s’envoie donc sur (ι(T2pgT
−1
2p ), 1). D’autre part
ξSO(j)(ι(g), 1)ξSO(j)
−1 = (T ′2pwn, j)(ι(g), 1)(T
′
2pwn, j)
−1
= (T ′2pwnwn
tι(g)−1w−1n (T
′
2pwn)
−1, 1) = (T ′2p
tι(g)−1(T ′2p)
−1, 1) = (T ′2p(J
′
n,p)
−1ι(g)J ′n,p(T
′
2p)
−1, 1).
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En effet tι(g)−1 = (J ′n,p)
−1ι(g)J ′n,p, c’est la réalisation choisie de SO(2p,C). Il s’agit donc de
vérifier que ι(T2pgT
−1
2p ) = T
′
2p(J
′
n,p)
−1ι(g)J ′n,p(T
′
2p)
−1. Or T ′2p(J
′
n,p)
−1 est la matrice diagonale
dont les coefficients sont
(1,−1, . . . , (−1)p−1︸ ︷︷ ︸
p
, 1, . . . , 1︸ ︷︷ ︸
n−2p
, (−1)p−1, (−1)p−2, . . . ,−1,−1︸ ︷︷ ︸
p
)
et ι entrelace bien l’action par conjugaison de T2p et de cette matrice.
5.3. Commutant de R[2]⊕ . . .⊕R[2] dans LU2n. — Plongeons GL(n,C)× SL(2,C) dans
GL(2n,C) en prenant le produit tensoriel des représentations naturelles de ces deux groupes,
soit
(5.4) ι : GL(n,C)× SL(2,C)→ GL(2n,C),
(
g,
(
a b
c d
))
7→
(
ag bg
cg dg
)
.
Calculons le commutant G de ι(SL(2,C)) dans LU2n. Le commutant dans GL(2n,C) est
exactement ι(GL(2n,C)). On a
w2n
tι
((
a b
c d
))−1
w−12n =
(
aIn (−1)
n−1bIn
(−1)n−1cIn dIn
)
et ainsi si n est impair,
G = {(ι(g), w) ∈ LU2n, g ∈GL(n,C), w ∈WR}.
Ce groupe est le produit semi-direct de ι(GL(n,C)) et de WR, où WC = C
× ⊂ WR agit trivia-
lement sur ι(GL(n,C)) et WR \WC agit par l’automorphisme ι(g) 7→ w2n
tι(g)−1w−12n .
On a un isomorphisme
(5.5) (n impair ) ξ+ :
LUn −→ G ⊂
LU2n, (g,w) 7→
((
g 0
0 g
)
, w
)
.
Ceci est bien défini car pour tout g ∈ GL(n,C), w2n
tι(g)−1w−12n = ι(wn
tg−1w−1n ). En effet,
comme ι(tg−1) = tι(g)−1 pour tout g ∈ GL(n,C), il reste à vérifier que Ad(w−12n ι(wn)) agit
trivialement sur l’image de ι, ce qui est le cas, car w−12n ι(wn) =
(
0 (−1)nIn
In 0
)
.
Si n est pair
G =
{
(ι(g)
(
−In 0
0 In
)
, w) ∈ LU2n, g ∈ GL(n,C), w ∈WR
}
.
On a encore un isomorphisme entre LUn et G :
(5.6) ξ− :
LUn −→ G ⊂
LU2n, (g,w) 7→ (ι(g)c(w), w),
où c : WR → GL(2n,C) est défini par
c(z) =
(z
z¯
) 1
2
I2n, (z ∈ C), c(j) =
(
−In 0
0 In
)
, c(zj) = c(z)c(j).
6. Le commutant du SL(2) et le plongement ϕ : LGX × SL(2,C)→
LG .
L’image de SL(2,C) par le morphisme ϕ de (2.2) est le SL(2) principal du sous-groupe
parabolique L∨
X
de G∨. Ce groupe (ou plutôt son algèbre de Lie lˇX , ce qui le détermine) est
donné dans la table. Nous allons calculer le commutant G de cette image de SL(2,C) dans LG.
L’image par le morphisme ϕ de (2.3) du L-groupe LGX est dans G. Dans un certain nombre
de cas G est isomorphe (ou presque) au LGX prédit (cf. Rmq. 2.2), ce qui fixe (ou presque) le
morphisme ϕ de (2.3).
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Proposition 6.1. — Soit X un des espaces symétriques de la table 1, à l’exclusion des cas
1, 3 et 4. Le commutant G de l’image de SL(2,C) dans LG est isomorphe soit à LGX , soit
à LGX × {±1}, soit à
LGX × SO(2,C). La deuxième éventualité se produit dans les cas 7 et
8, et la troisième dans les cas 9 et 10 avec n impair. Si G est isomorphe à LGX , ceci fixe le
morphisme ϕ de (2.4) et il est aussi fixé dans le cas 9 avec n impair. Il l’est à une torsion près
dans {±1} dans les autres cas : 7 et 8, ou 10 avec n impair.
Les cas exclus sont ceux où les racines sphériques de X ne sont pas toutes des racines.
Démonstration. On examine les cas l’un après l’autre.
2. U(p, q)/O(p, q), n = p+ q. On a ici :
LG = GL(n,C)⋊WR, L
∨
X = GL(1,C)
n.
Ici L∨
X
est un tore et son SL(2) principal est trivial. Le L-groupe LGX est ici égal à
LG, et le
morphisme (2.3) égal à l’identité des deux L-groupes.
5. U(2p, 2q)/Sp(p, q), n = p+ q. On a ici :
LG = GL(2n,C)⋊WR, L
∨
X = GL(2,C)
n.
Le commutant G est isomorphe à LUn = GL(n,C)⋊WR. Les calculs sont donnés dans la section
5.3 où nous définissons un isomorphisme entre LUn et G. La forme de cet isomorphisme dépend
de la parité de n, il est noté ξ− dans le cas n pair, et ξ+ dans le cas n impair.
On a donc LGX = GL(n,C) ⋊WR =
LUn, et le morphisme ϕ de (2.4) est donné par ξ− ou
ξ+ selon la parité de n.
6. U(n, n)/Sp(2n,R). Ce cas est identique au précédent
7. SO(p, q)/SO(r, s) × SO(r′, s′), p + q = 2n + 1, r + r′ = p, s + s′ = q r ≤ r′ et s ≤ s′. On
pose m = r + s. On a ici
LG = Sp(2n,C)×WR, L
∨
X = GL(1,C)
m × Sp(2(n −m),C).
Le commutant du SL(2) principal de L∨
X
dansGL(2n,C) estGL(2m,C)×Z(GL(n−2m,C)),
et son commutant dans Sp(2n,C) est donc
Sp(2m,C)× {±In−2m}.
On a donc LGX = Sp(2m,C)×WR et G est isomorphe à
LGX × {±1}.
Ceci donne de manière évidente un morphisme :
(6.1) ϕ : LGX × SL(2,C) = Sp(2m,C)×WR × SL(2,C) −→
LG = Sp(2n,C)×WR.
La restriction de ϕ à SL(2,C) est le SL(2) principal de L∨
X
. La restriction à Sp(2m,C) est
l’identité vers le facteur Sp(2m,C) de G et la restriction à WR est l’identité de ce facteur.
On a aussi la possibilité de tordre ce morphisme par sgnWR à valeurs dans le facteur {±1} de
G, c’est-à-dire que l’on définit un morphisme
(6.2) ϕ′ : LGX × SL(2,C) = Sp(2m,C)×WR × SL(2,C) −→
LG = Sp(2n,C)×WR
avec même restrictions à Sp(2m,C)× SL(2,C) que ϕ, la restriction de ϕ′ à WR étant
w 7→ (sgnWR , w) ∈ {±In−2m} ×WR ⊂ G ×WR.
8. SO(p, q)/SO(r, s)×SO(r′, s′), p+ q = 2n, r+ r′ = p, s+ s′ = q, r ≤ r′ et s ≤ s′. On pose
m = r + s. On a ici :
LG = SO(2n,C)⋊WR, L
∨
X = GL(1,C)
m × SO(2(n −m),C).
Comme p+ q = 2n, p et q sont de même parité et le L-groupe de SO(p, q) est SO(2n,C)×WR
si cette parité est aussi celle de n, et SO(2n,C)⋊WR si cette parité est celle de n+ 1, l’action
de WR étant induite par l’automorphisme extérieur de SO(2n,C) en fixant un épinglage.
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Rappelons que l’orbite unipotente principale de SO(2(n −m),C) est associée à la partition
(1, 2(n − m) − 1) de 2n (cf. [CM93]). Son commutant dans GL(2n,C) est GL(2m + 1,C) ×
Z(GL(2(n −m)− 1,C)), et son commutant dans SO(2n,C) est donc
S(O(2m+ 1,C)× {±In−2m−1}).
On a donc LGX = SO(2m+ 1,C)×WR.
Si LG = SO(2n,C) ×WR, on voit immédiatement que G est isomorphe à
LGX × {±1}, et
si LG = SO(2n,C) ⋊WR, comme l’image de SL(2,C) est dans le groupe des points fixes de
SO(2n,C) sous l’action de WR, on a la même conclusion.
Comme en (6.1) et (6.2), on définit
(6.3) ϕ,ϕ′ : LGX × SL(2,C) = Sp(2m,C)×WR × SL(2,C) −→
LG = SO(2n,C)⋊WR.
où ϕ est donnée par les inclusions évidentes et ϕ′ et obtenu en tordant ϕ par le caractère sgnWR
à valeurs dans le facteur {±1} de G.
9. SO(2p, 2q)/U(p, q). On pose p+ q = n. L’espace symétrique X admet des séries discrètes
sauf dans le cas où p et q sont tous les deux impairs. Si n = p+ q est pair, p et q sont alors tous
les deux pairs, le groupe G est une forme intérieure de SO(n, n). On a alors
LG = SO(2n,C)×WR, L
∨
X = GL(2,C)
n/2.
Le commutant du SL(2) principal de L∨
X
dans GL(2n,C) est GL(n,C), et son commutant dans
SO(2n,C) est donc Sp(n,C). Ceci fixe LGX = Sp(n,C) ×WR. Le commutant G est donc ici
isomorphe à LGX = Sp(n,C)×WR et ceci fixe le morphisme ϕ de (2.3).
Si n = p + q est impair, p et q sont de parité différente, le groupe G est forme intérieure de
SO(n+ 1, n− 1). On a alors
LG = SO(2n,C)⋊WR, L
∨
X = GL(2,C)
n−1
2 × SO(2,C).
Le commutant G du SL(2) principal de L∨
X
se calcule comme précédemment (voir [CM93],
Thm. 6.1.3), le commutant dans SO(2n,C) est Sp(n − 1,C) × SO(2,C). On remarque que ce
SL(2) principal est dans les points fixes de l’automorphisme extérieur par lequel agit WR sur
SO(2n,C). On a alors G = (Sp(n− 1,C)× SO(2,C)) ⋊WR.
Remarque 6.2. — Le seul L-morphisme de WR à valeurs dans SO(2,C) ⋊WR trivial sur R
×
+
est le morphisme trivial. Le morphisme ϕ est donc fixé, il n’y a pas possibilité de le tordre par
un morphisme à valeurs dans le facteur SO(2,C) ⋊WR de G.
Pour résumer, indépendamment de la parité de n, on a LGX = Sp(2⌊
n
2 ⌋,C) × WR et le
morphisme ϕ est fixé.
10. SO(n, n)/GL(n,R). Ce cas est similaire au cas précédent. Ici LG = SO(2n,C)×WR, et
L∨X = GL(2,C)
n
2 , n pair , L∨X = GL(2,C)
n−1
2 × SO(2,C), n impair .
Le commutant G du SL(2)-principal de L∨
X
est G = Sp(n,C) × WR si n est pair et G =
(Sp(n− 1,C)× SO(2,C))×WR si n est impair. On a
LGX = Sp(2⌊
n
2 ⌋,C)×WR. Le morphisme
ϕ de (2.3) est fixé si n est pair. Les L-morphismes de WR à valeurs dans SO(2,C)×WR triviaux
sur R×+ sont TrivWR et sgnWR . On a donc un morphisme ϕ défini par les inclusions évidentes, et
lorsque n est impair, on a de manière similaire à (6.1) et (6.2) possibilité de tordre le morphisme
ϕ par le caractère signe de WR à valeurs dans le facteur SO(2,C) du commutant pour obtenir
un morphisme ϕ′.
11. X = Sp(2n,R)/Sp(2p,R)× Sp(2(n − p),R), 2p ≤ n. On a ici
LG = SO(2n + 1,C)×WR, L
∨
X = GL(2,C)
p × SO(2n− 4p + 1,C).
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Le commutant dans GL(2n + 1,C) du SL(2) principal de L∨
X
est
GL(p,C)× Z(GL(2n − 4p+ 1,C)),
et son commutant dans SO(2n+1,C) est Sp(2m,C)×{I2n−4p+1}. On a donc
LGX = Sp(2p,C)×
WR et G est isomorphe à
LGX , ce qui fixe ϕ.
12. X = Sp(4n,R)/Sp(2n,C). Ce cas est analogue au précédent, en remplaçant 2n par 4n
et p par n.
13. X = Sp(2n,R)/GL(n,R). On a
LG = SO(2n + 1,C)×WR =
LG, L∨X = GL(1,C)
n.
Ici L∨
X
est un tore et son SL(2) principal est trivial. Le morphisme ϕ est l’identité des L-groupes :
LGX = SO(2n+ 1,C)×WR =
LG.
On complète ces résultats par le calcul de G dans les cas restants.
1. GL(n,R)/GL(p,R)×GL(n− p,R), 2p ≤ n. On a ici :
LG = GL(n,C)×WR, L
∨
X = GL(1,C)
2p ×GL(n− 2p,C).
Le commutant du SL(2) principal de L∨
X
dans GL(n,C) est GL(2p)×Z(GL(n− 2p,C)) et son
commutant dans LG est donc
G = (GL(2p,C) × Z(GL(n− 2p,C)))×WR.
3. U(p, q)/U(r, s) ×U(r′, s′), r + r′ = p, s + s′ = q, r ≤ r′ et s ≤ s′. Posons p + q = n et
m = r + s. On a ici :
LG = GL(n,C)⋊WR, L
∨
X = GL(1,C)
2m ×GL(n − 2m,C).
Le commutant du SL(2) principal de L∨
X
dans GL(n,C) est GL(2m) × Z(GL(n − 2m,C)).
A conjugaison près, on s’arrange pour que l’image du SL(2) principal de L∨
X
soit stable par
l’automorphisme g 7→ wn
tg−1wn qui définit le L-groupe de U(n) (voir section 5). Le commutant
G est alors
G = (GL(2m) × Z(GL(n− 2m,C)))⋊WR.
4. U(n, n)/GL(n,C). On a ici
LG = GL(2n,C)⋊WR, L
∨
X = GL(1,C)
2n.
Ainsi L∨
X
est un tore et son SL(2) principal est trivial. Son commutant est donc LG.
7. Paramètres d’Arthur de bonne parité
On note R[a] la représentation irréductible algébrique de SL(2,C) de dimension a.
7.1. GL(n,R). — Dans ce paragraphe, G = GL(n,R). Son L-groupe est doncGL(n,C)⋊WR.
Un paramètre d’Arthur ψ : WR×SL(2,C)→ GL(n,C) peut se voir comme une représentation
de dimension n de WR × SL(2,C) et cette représentation est semi-simple. On peut donc la
décomposer en somme directe de représentations irréductibles ψi, chaque ψi étant un produit
tensoriel extérieur d’une représentation irréductible de WR, disons φi, et d’une représentation
R[ai] de SL(2,C). Les représentations irréductibles de WR sont de dimension 1 où 2. Celles de
dimension 2 sont notées δ(s1, s2). Elles sont paramétrées par s1, s2 ∈ C, avec s1 − s2 ∈ Z>0 et
s1 + s2 ∈ iR. Par la correspondance de Langlands, on associe à δ(s1, s2) une série discrète de
GL(2,R) que l’on note aussi δ(s1, s2) et dont le caractère infinitésimal, identifié de la manière
usuelle à un ensemble de deux nombres complexes, est {s1, s2}. Les représentations irréductibles
de dimension 1 de WR sont notées ǫ(ǫ, s), avec ǫ ∈ {0, 1} et s ∈ iR. Elles sont associées par la
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correspondance de Langlands aux caractères unitaires x 7→ sgn(x)ǫ|x|s de GL(1,R). Ainsi, on
décompose un paramètre d’Arthur ψ en une somme directe
ψ =
m⊕
i=1
(δ(si,1, si,2)⊠R[ai])⊕
u⊕
j=1
(
ǫ(ǫj , sj)⊠R[a
′
j]
)
.
avec
(7.1) 2
m∑
i=1
ai +
u∑
j=1
a′j = n.
Le paquet d’Arthur associé à ψ est un singleton, consistant en une représentation unitaire
irréductible notée πGL(ψ) de GL(n,R). Cette représentation peut se décrire de la manière
suivante. La donnée de la série discrète δ(si,1, si,2) et de l’entier ai détermine une représentation
Speh(δ(si,1, si,2), ai) de GL(2ai,R) et le caractère ǫ(ǫj , sj) de R
× donne par composition avec
le déterminant un caractère, encore noté ǫ(ǫj , sj), de GL(aj ,R). Soit P = P2a1,...,2am,a′1,...,a′u le
sous-groupe parabolique standard de GL(n,R) associé à la partition (7.1) de n. Son facteur de
Levi standard est M = (×mi=1GL(2ai,R)) ×
(
×uj=1GL(a
′
j ,R)
)
. La représentation πGL(ψ) est
alors l’induite parabolique de P à G de la représentation
(⊠mi=1Speh(δ(si,1, si,2), ai))⊠
(
⊠
u
j=1ǫ(ǫj , sj)
)
.
Le paramètre de Langlands de πGL(ψ) est φψ, où φψ est le paramètre de Langlands attaché au
paramètre d’Arthur ψ (cf. [Art84], p. 10).
7.2. Groupes unitaires. — Dans ce paragraphe, G est un groupe unitaire de rang n. Son
L-groupe est donc GL(n,C)⋊WR. Considérons un paramètre d’Arthur pour G
ψ : WR × SL(2,C) −→ GL(n,C)⋊WR
que l’on suppose de bonne parité (cf. [MRb], Déf. 2.1). Cela signifie que la restriction de ψ à
WC × SL(2,C) (encore notée ψ) est de la forme
(7.2) ψ =
R⊕
i=1
(χmi ⊠R[ai])
où mi ∈ Z, ai ∈ Z>0, χmi(z) =
(
z
z¯
)mi
2 , avec la condition de parité mi + ai ∼= n mod 2. On
suppose, ce qui est loisible, que lesmi sont rangés dans l’ordre décroissant :m1 ≥ m2 ≥ · · · ≥ mR.
Notons qu’il n’existe, à conjugaison par G∨ près, qu’une seule manière d’étendre (7.2) à WR.
7.3. Groupes symplectiques. — On suppose ici que G = Sp(2n,R). On a alors LG =
SO(2n+ 1,C)×WR. Un paramètre d’Arthur de bonne parité pour G est de la forme
ψ : WR × SL(2,C) −→ SO(2n+ 1,C)×WR =
LG,
tel que si on le compose avec la représentation standard de LG,
StdG :
LG −→ GL(2n + 1,C),
il se décompose (on note encore ψ cette composée) en :
(7.3) ψ =
R⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[ai]
)
⊕
S⊕
j=1
(
sgn
bj
WR
⊠R[cj ]
)
,
où mi ∈ Z>0, ai ∈ Z>0, 2
∑R
i=1 ai +
∑S
j=1 cj = 2n, avec les conditions de parité : pour tout
i = 1, . . . , R, mi + ai − 1 ∼= 0 mod 2, pour tout j = 1, . . . , S, cj − 1 ∼= 0 mod 2,
∑s
j=1 bj
∼= f
mod 2, où f est le nombre de ai impairs.
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7.4. Groupes orthogonaux impairs. — On suppose ici que G = SO(p, q), p+ q = 2n + 1
On a alors LG = Sp(2n,C) ×WR. Un paramètre d’Arthur de bonne parité pour G est de la
forme
ψ : WR × SL(2,C) −→ Sp(2n,C)×WR =
LG,
tel que si on le compose avec la représentation standard de LG,
StdG :
LG −→ GL(2n + 1,C),
il se décompose (on note encore ψ cette composée) en :
(7.4) ψ =
R⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[ai]
)
⊕
S⊕
j=1
(
sgn
bj
WR
⊠R[cj ]
)
,
où mi ∈ Z>0, ai ∈ Z>0, 2
∑R
i=1 ai +
∑S
j=1 cj = 2n + 1, avec les conditions de parité : pour tout
i = 1, . . . , R, mi + ai − 1 ∼= 1 mod 2, pour tout j = 1, . . . , S, cj ∼= 0 mod 2.
7.5. Groupes orthogonaux pairs. — On suppose ici que G = SO(p, q) avec p+ q = 2n. On
a alors LG = SO(2n,C)⋊WR, l’action de WR étant triviale si n− p ∼= 0 mod 2 et si n− p ∼= 1
mod 2, cette se factorise par Gal(C/R), l’élément non trivial agissant par un automorphisme
extérieur, réalisé par l’action adjointe d’un élément de O(2n,C) \ SO(2n,C), en préservant un
épinglage. On a donc dans les deux cas un morphisme
(7.5) ζSO :
LG = SO(2n,C)⋊WR −→ O(2n,C),
et l’on définit la représentation standard de LG en composant ce morphisme ζSO avec une
réalisation de O(2n,C) dans GL(2n,C) :
(7.6) StdG :
LG −→ GL(2n,C),
Un paramètre d’Arthur de bonne parité pour G est de la forme
ψ : WR × SL(2,C) −→ SO(2n,C)⋊WR =
LG,
tel que si on le compose avec la représentation standard StdG de
LG, il se décompose (on note
encore ψ cette composée) en :
(7.7) ψ =
R⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[ai]
)
⊕
S⊕
j=1
(
sgn
bj
WR
⊠R[cj ]
)
,
où mi ∈ Z>0, ai ∈ Z>0, 2
∑R
i=1 ai +
∑S
j=1 cj = 2n, avec les conditions de parité : pour tout
i = 1, . . . , R,mi+ai−1 ∼= 0 mod 2, pour tout j = 1, . . . , S, cj−1 ∼= 0 mod 2,
∑s
j=1 bj+f
∼= n−p
mod 2, où f est le nombre de ai impairs.
8. Démonstration de la conjecture
Dans cette section, nous allons finir la démonstration de la conjecture de Sakellaridis et
Venkatesh commencée dans le section 3. Expliquons la démarche qui est relativement générale.
Le commutant G de l’image de SL(2,C) dans LG a été déterminé dans la section 6. Lorsque
G est isomorphe à LGX , la conjecture est essentiellement tautologique, puisque le paramètre
d’Arthur ψ se factorise nécessairement par un morphisme de WR, a priori tempéré, dans
LGX .
On vérifiera aisément que ce morphisme est en fait discret. On détaillera les cas particuliers ce
qui montrera les torsions éventuelles quand l’isomorphisme entre LGX et le commutant n’est
pas l’identité sur WR.
Le cas où G = LGX × {±1} (cas 7 et 8) ou G =
LGX × SO(2,C) (cas 10 avec n impair)
nécessitent un argument supplémentaire. Les paramètres d’Arthur ψ induisent une projection de
WR sur ce facteur {±1} ou SO(2,C). C’est un caractère quadratique de WR, le caractère trivial
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TrivWR ou bien le caractère signe sgnWR. Nous montrerons que ce caractère est indépendant de
la série discrète relative ; en fait c’est le caractère trivial.
Il nous restera à traiter les cas 1, 3 et 4 où la composante connexe de l’identité de G contient
strictement G∨
X
(cela est dû à la présence de racines sphériques de X qui ne sont pas des racines
de G).
8.1. Les cas faciles : 2, 5, 6, 9, 10 (n pair), 11, 12, 13. — Ce sont les cas où G ≃ LGX , à
l’exception du cas 9, n impair, mais pour ce cas, la présence du facteur SO(2,C) est inoffensive
et le morphisme ϕ est fixé (cf. remarques 6.2 et 8.1).
Dans les cas 2 et 13, L∨
X
est un tore et donc L aussi, nécessairement compact. Les représenta-
tions Aq(πL) sont alors des séries discrètes de G. Comme on a identité des L-groupes
LGX =
LG,
il n’y a rien de plus à démontrer.
Dans le cas 5, LX = GL(2,C)
n. Rappelons que ceci fixe la restriction à SL(2,C) du paramètre
d’Arthur ψ de la série discrète π = Aq(πL) de X (cf. corollaire 3.2), un tel paramètre est donc
de la forme
ψ =
n⊕
i=1
(χmi ⊠R[2])
(cf. Section 7.2). Le groupe L est un produit de groupes unitaires de rang 2 (la détermination
exacte de L sera faite plus loin, nous n’en avons pas besoin ici). On choisit une sous-algèbre
de Cartan d de l (et donc de g) contenant t la base usuelle (ei)i=1,...,2n où les racine positives
de d dans g sont les ei − ej , 1 ≤ i < j ≤ 2n. La différentielle d’un caractère πL de L est alors
constitué d’entiers, et la demi-somme des racines positives ρ pour g est constitué de demi-entiers.
Le caractère infinitésimal d’une série discrète Aq(πL) de X est alors constitué de demi-entiers,
ce qui force les mi du paramètre ψ à être pairs.
Le paramètre φd =
⊕n
i=1 χmi est un paramètre de Langlands discret de Un si n est impair et
φd =
⊕n
i=1 χmi−1 est un paramètre de Langlands discret de Un si n est pair.
On a vu dans la section 6 que LGX est isomorphe à
LUn. On envoie alors
LGX =
LUn dans
LG par le morphisme ξ+ (si n est impair) et ξ− (si n est pair), définis respectivement en (5.5)
et (5.6), ce qui définit le morphisme ϕ de (2.3). On a alors la propriété de factorisation voulue
ψ = ϕ ◦ φd. Remarquons que la torsion c sur WR utilisée dans la définition du morphisme ξ−
a bien l’effet voulu sur le caractère infinitésimal, en le translatant de 1/2, ou autrement dit, les
χmi−1 deviennent bien χmi après composition par ϕ.
Le cas 6 est identique.
Dans le cas 9, LX = GL(2,C)
n/2 si n est pair et LX = GL(2,C)
n−1/2 × SO(2,C) si n est
impair. Si π = Aq(πL) est une série discrète de X , l’argument ci-dessus sur la restriction à
SL(2,C) montre que
ψ =
n
2⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
si n est pair et
ψ =
n−1
2⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕
(
sgnWR ⊠R[1]
)
⊕ (TrivWR ⊠R[1])
si n est impair. L’argument sur le caractère infinitésimal de π = Aq(πL) montre ici que les mi
sont impairs. Le paramètre
φd =
⌊n
2
⌋⊕
i=1
δ
(mi
2
,−
mi
2
)
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est de bonne parité pour un groupe orthogonal impair de rang ⌊n2 ⌋, dont le L-groupe est
Sp(2⌊n2 ⌋,C) × WR =
LGX . Avec le morphisme ϕ défini dans ce cas dans la section 6, on a
bien la propriété de factorisation voulue ψ = ϕ ◦ φd.
Remarque 8.1. — Dans le cas n impair, la partie unipotente
(
sgnWR ⊠R[1]
)
⊕(TrivWR ⊠R[1])
de ψ est imposée par le fait que cela doit être un paramètre d’Arthur pour le groupe compact
SO(2). Ceci, en relation avec la remarque 6.2, évite dans ce cas les complications des cas 7, 8
et 10 avec n impair que nous traiterons ci-dessous.
Le cas 10 avec n pair est identique .
Dans le cas 11, LX = GL(2,C)
p × SO(2n − 4p + 1,C). Comme ci-dessus, si π = Aq(πL) est
une série discrète de X ,
ψ =
p⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕ (TrivWR ⊠R[2n− 4p+ 1])
et l’argument sur le caractère infinitésimal de π = Aq(πL) montre ici que les mi sont impairs.
La fin du raisonnement est la même que dans les cas précédents.
Le cas 12 se traite de la même façon que le 11.
8.2. Les cas 7, 8, 10 (n impair). — Ce sont les cas où G ≃ LGX × {±1} ou G ≃
LGX ×
SO(2,C).
On a dans le cas 7, LX = GL(1,C)
r+s × SO(2(n − (r + s)) + 1,C). Si π = Aq(πL) est une
série discrète de X , alors son paramètre ψ est de la forme
(8.1) ψ =
r+s⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕
(
sgnǫWR ⊠R[2(n− r − s)]
)
.
Les mi sont des entiers impairs, par l’argument sur le caractère infinitésimal, et ǫ ∈ {0, 1}. Le
paramètre
φd =
r+s⊕
i=1
δ
(mi
2
,−
mi
2
)
est un paramètre discret pour un groupe orthogonal impair de rang r + s, dont le L-groupe est
Sp(2(r + s),C)×WR =
LGX . Le paramètre ψ se factorise donc en ψ = ϕ ◦ φd, où pour ϕ nous
prenons l’un des deux morphismes définis en (6.1) et (6.2), selon la valeur de ǫ. Nous donnons
maintenant un argument qui montre que ǫ = 0 et donc que ϕ est le morphisme défini en (6.1),
sans torsion par sgnWR .
Comme les séries discrètes de X viennent en familles cohérentes, et idem pour les paramètres
d’Arthur ψ ci-dessus (ce qui revient à faire varier les mi), on peut supposer que l’induction
cohomologique qui défini π = Aq(πL) est dans le good range, et le caractère infinitésimal de π
est régulier.
Nous avons vu dans la section 6 que L∨
X
a un facteur symplectique, et donc L a un facteur
spécial orthogonal impair. Dans la section 10, nous déterminons exactement la forme réelle de
L de L, et nous notons L0 son facteur spécial orthogonal qui est SO(p − 2r, q − 2s). Notons
ηSO le caractère non trivial d’un groupe orthogonal SO(k, ℓ) non connexe, c’est-à-dire avec
kℓ 6= 0 (si kℓ = 0, SO(k, ℓ) est connexe et ηSO est alors par convention le caractère trivial).
Utilisons maintenant la condition (iii) (ou de manière équivalente (iii)′) de la définition 1.2.
On peut conclure de deux manières. Il découle de [MRa] que l’élément π = Aq(πL) du paquet
(8.1) obtenu par induction cohomologique à partir d’un caractère πL de L est de restriction η
ǫ
SO
au facteur L0. La condition (iii)
′ nous dit que l’on veut que πL ⊗
∧top(u ∩ p) soit trivial sur
L∩H∩K. Or un calcul explicite de
∧top(u∩p) (qui nécessite d’introduire beaucoup de notations,
en particulier des systèmes de racines explicites, et qui de fait est le calcul fait dans l’appendice
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de [MRa] pour prouver l’assertion précédente) montre que L ∩K ∩H agit trivialement sur cet
espace. Ainsi la restriction de πL à L ∩H ∩K doit être triviale, et ceci impose ǫ = 0. L’autre
manière consiste à utiliser [SV80], Thm. 4.23, qui donne le lien entre paramètre de Langlands et
le K-type minimal de plus haut poids πL⊗
∧top(u∩ p) du module π. La forme de ce paramètre
de Langlands imposé par la condition (iii) montre alors directement que l’on doit avoir ǫ = 0
dans le paramètre d’Arthur (8.1).
Dans le cas 8, LX = GL(1,C)
r+s×SO(2(n−(r+s)),C). Si π = Aq(πL) est une série discrète
de X , alors son paramètre ψ est de la forme
(8.2) ψ =
r+s⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕ (η1 ⊠R[2(n − r − s)− 1])⊕ (η2 ⊠R[1]) .
Les mi sont des entiers pairs, par l’argument sur le caractère infinitésimal, et η1, η2 ∈
{sgnWR ,TrivWR} avec η1η2 = TrivWR si p et q sont de la parité de n et η1η2 = sgnWR si p et q
sont de la parité de n− 1.
Le paramètre
φd =
r+s⊕
i=1
δ
(mi
2
,−
mi
2
)
est un paramètre discret pour un groupe symplectique de rang r + s, dont le L-groupe est
SO(2(r + s) + 1,C)×WR =
LGX . Le paramètre ψ se factorise donc en ψ = ϕ ◦ φd, où pour ϕ
nous prenons l’un des deux morphismes défini dans la section 6.
Le même argument que pour les groupes orthogonaux impairs montre que η1 = η2 = TrivWR
si p et q sont de la parité de n, et (η1, η2) = (TrivWR , sgnWR) si p et q sont de la parité de n−1.
Ainsi ϕ est le morphisme défini dans la section 6 sans torsion par sgnWR .
On a dans le cas 10 (n impair), LX = GL(2,C)
n−1
2 × SO(2,C). Si π = Aq(πL) est une série
discrète de X , alors son paramètre ψ est de la forme
(8.3) ψ =
n⊕
i=1
(
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕
(
sgnǫWR ⊠R[1]
)
⊕
(
sgnǫWR ⊠R[1]
)
.
Les mi sont des entiers impairs, par l’argument sur le caractère infinitésimal, et ǫ ∈ {0, 1}. Le
paramètre
φd =
r+s⊕
i=1
δ
(mi
2
,−
mi
2
)
est un paramètre discret pour un groupe orthogonal impair de rang r + s, dont le L-groupe est
Sp(2(r + s),C) × WR =
LGX . Le paramètre ψ se factorise donc en ψ = ϕ ◦ φd, où pour ϕ
nous prenons l’un des deux morphismes défini dans la section 6, selon la valeur de ǫ. Le même
argument que dans le cas 7 montre que ǫ = 0 et donc que ϕ est le morphisme défini dans la
section 6 sans torsion par sgnWR .
Remarque 8.2. — Nous conjecturons que les paramètres (8.1), (8.2) et (8.3) avec des parties
unipotentes non triviales et les morphismes ϕ de la section 6 tordus par sgnWR apparaissent
dans le cadre des conjectures généralisées avec le caractère χ de H non trivial. Nous espérons
revenir sur ces questions dans un article ultérieur.
8.3. Les cas 3 et 4. — Le cas 3, avec n impair est problématique, comme nous l’avons
mentionné dans la remarque 2.2. Nous allons voir pourquoi et proposer un énoncé valide. On a
LX = GL(1,C)
2(r+s) ×GL(n − 2(r + s),C). Si π = Aq(πL) est une série discrète de X , alors
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son paramètre ψ est de la forme
ψ =
2(r+s)⊕
i=1
(χmi ⊠R[1]) ⊕ (χm0 ⊠R[n− 2(r + s)])
pour certains entiers mi non nuls. Voyons ce que donne la condition (iii) de la définition 1.2,
ou plutôt sa retraduction (iii)′. Comme les groupes L, L ∩H sont ici des produits de groupes
unitaires, donc connexes, le caractère
∧top(u ∩ p) est trivial sur L ∩ H ∩ K (cf. [Sch83]). La
condition est donc que le caractère πL soit trivial sur L∩H. La forme exacte de L est déterminée
dans la section 10, on a L = U(1)2(r+s) × U(p − 2r, q − 2s) et L ∩ H contient le facteur
U(p−2r, q−2s). La restriction de πL a ce facteur doit donc être triviale, ce qui implique d’après
[MRb] que m0 = 0. L’argument sur le caractère infinitésimal utilisé plus haut, et la forme des
caractères unitaires de L triviaux sur L ∩H (voir section 10) montrent alors ici que les mi se
regroupent par paires mi, −mi et ils sont entiers, de la parité de n− 1.
On obtient donc un paramètre ψ de la forme
(8.4) ψ =
r+s⊕
i=1
((χmi ⊕ χ−mi)⊠R[1]) ⊕ (χ0 ⊠R[n− 2(r + s)])
La représentation χmi⊕χ−mi de C
× s’étend de manière unique en la représentation δ
(
mi
2 ,−
mi
2
)
de WR cette représentation étant à valeurs dans SL(2,C) si mi est impair (c’est-à-dire n pair)
et à valeurs dans O(2,C) si mi est pair (c’est-à-dire n impair). Posons
φd =
r+s⊕
i=1
δ
(mi
2
,−
mi
2
)
: WR −→
{
Sp(2(r + s),C)×WR si n pair
O(2(r + s),C)×WR si n impair
On a donné dans la section 5 la réalisation du L-groupe d’un groupe orthogonal pair de rang
r + s admettant des séries discrètes, que l’on note SO(2(r + s)C)⋊r+s WR.
La première façon d’obtenir un énoncé valide est de prendre LGX = Sp(2(r + s),C) ×WR
si n est pair, ce qui est prévu par [KS17], mais dans le cas où n est impair, on prend LGX =
SO(2(r + s)C)⋊r+s WR.
Le morphisme ϕ de (2.3) est alors si n est pair le morphisme ξSp de la proposition 5.1, avec
a = b = 0, et si n est impair, le morphisme ξSO de la proposition 5.1, avec a
′ = b = 0.
On a ainsi factorisé le paramètre ψ en ψ = ϕ◦φd. Ceci démontre la conjecture de Sakellaridis
et Venkatesh avec le L-groupe déterminé Knop-Schalke si n est pair et une variante dans le cas
où n est impair.
Remarque 8.3. — Il est vraisemblable que les plongements plus généraux obtenus dans la
proposition 5.1 et la possibilité d’avoir le facteur χm0 ⊠ R[n − 2(r + s)] avec m0 6= 0 dans le
paramètre ψ servent à étendre les conjectures au cas où le caractère χ de H n’est pas trivial.
La seconde façon d’obtenir un énoncé valide dans le cas 3, n impair, nous a été suggérée
par Sakellaridis. Posons k = r + s pour alléger les écritures. On garde la composante neutre
G∨
X
= Sp(2k,C) de LGX déterminée par Knop et Schalke, et l’on prend pour
LGX un produit
semi-direct Sp(2k,C)⋊WR, qui n’est pas un L-groupe au sens de Langlands [Lan89] (le scindage
WR →
LGX n’est pas « distingué »). Une telle extension de la notion de L-groupe a été introduite
dans [ABV92] sous la treminologie « E-group ». Les auteurs montrent que les paramètres de
Langlands construits avec ces L-groupe paramètrent certaines représentations projectives (loc.
cite, Thm. 10.4).
On forme donc le produit semi-direct Sp(2k,C)⋊WR où WC agit trivialement sur Sp(2k,C)
et où l’élément j de WR agit par un élément de GSp(2k,C) de norme symplectique −1.
Lemme 8.4. — Ce produit semi-direct est naturellement isomorphe à un sous-groupe de G, le
commutant de l’image de SL(2,C).
23
Démonstration. Le commutant G a été calculé à la fin de la section 6. On part d’une décompo-
sition
Cn = Ck ⊕ Cn−2k ⊕ Ck,
de sorte que l’image de SL(2,C) est un sous-groupe de GL(n− 2k,C). On a ainsi GL(2k,C)⋊
WR ⊂ G. Ici le produit semi-direct est défini par
(∀z ∈ C×, ∀g ∈ GL(2k,C)), z · g = g
et
(∀g ∈ GL(2k,C)), j · g = tw2k
tg−1w−12k t,
où w2k est la matrice antisymétrique ayant des 1 et −1 alternant sur l’antidiagonale (cf. notations
de la section 5.2) et t est l’élément de GL(2k,C) qui agit par −1 sur le premier Ck et par 1 sur
le dernier Ck. Ainsi
(∀g ∈GL(2k,C)), j · g = tgt.
Evidemment t est un élément de GSp(2k,C) de rapport de similitude −1. Ainsi WR laisse
invariant Sp(2k,C) dans son action par conjugaison et j y agit via la conjugaison par t. Cela
démontre le lemme.
Proposition 8.5. — Soit ψ le paramètre d’Arthur d’une série discrète de X (on est dans le
cas 3, n impair). La restriction de ψ à WR se factorise, à conjugaison près, par le produit semi-
direct Sp(2k,C)⋊WR, et donc en particulier satisfait la conjecture de Sakellaridis et Venkatesh
avec LGX = Sp(2k,C) ⋊WR.
Démonstration. Soit ψ un tel paramètre. On a vu ci-dessus que la restriction de ψ à WR est
orthogonale de dimension 2k, plus précisément est la somme de k représentations orthogonales
δ
(
mi
2 ,−
mi
2
)
de dimension deux deWR toutes distinctes (les mi sont pairs, ont les suppose rangés
dans l’ordre décroissant). A l’aide de ces paramètres, on construit un morphisme, φ′, deWR dans
GL(2k,C) ⋊WR, en posant pour tout z ∈ C
×
φ′(z) =
(z/z)m1 , · · · , (z/z)m1 , 1, · · · , 1︸ ︷︷ ︸
n−2k
, (z/z)−mk , · · · , (z/z)−m1
 , z
 ,
et φ′(j) = (tJ2k, j). Pour vérifier que l’on a bien construit un morphisme, il faut remarquer que les
mi étant des entiers pairs φ
′(−1) = 1 et que (tw2k)
2 = 1 ce qui donne φ′(j)2 = φ′(j2) = φ′(−1).
Il est clair que φ′(z) ∈ Sp(2k,C) × WC et que φ
′(j) ∈ (GSp(2k,C), j). Le sous-groupe
de GL(2k,C) ⋊WR engendré par Sp(2k,C) et φ
′(j) est indépendant des paramètres mi et est
isomorphe au produit semi-direct Sp(2k,C)⋊WR par l’application qui est l’identité sur Sp(2k,C)
et envoie (t, j) ∈ (GSp(2k,C), j) sur (1, j) ∈ Sp(2k,C)⋊WR. On note φ le composé de φ
′ avec
cet isomorphisme suivi de l’inclusion de Sp(2k,C)⋊WR dans le commutant dans
LUn de l’image
de SL(2,C). On obtient donc un morphisme ψ de WR × SL(2,C) dans
LUn. Ce morphisme est
un paramètre d’Arthur discret. Le paquet d’Arthur qu’il détermine est uniquement déterminé
par la restriction de ψ à WC × SL(2,C). Il est clair que cette restriction est bien conjuguée de
la restriction à ce même groupe du paramètre d’Arthur dont on est parti.
Le cas 4 est très similaire au cas 3 avec n pair, en plus simple.
8.4. Le cas 1 : X = GL(n,R)/GL(p,R)×GL(n− p,R). — 2p ≤ n.
On note ϕ l’inclusion naturelle
ϕ : (Sp(2p,C)×WR)× SL(2,C) −→ (GL(2p,C)×WR)×GL(n− 2p,C)
qui résulte de la décomposition de Cn en la somme de C2p ⊕ Cn−2p.
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Proposition 8.6. — Soit π une série discrète de X . Alors il existe des séries discrètes
(δi)i=1,...,p toutes distinctes de GL(2,R) de caractère central trivial telles que la représentation π
soit obtenue par l’induction parabolique à partir de la représentation (
⊕p
i=1 δi)⊗TrivGL(n−2p,R)
d’un sous-groupe de Levi standard M = GL(2,R)p ×GL(n− 2p,R) de G.
Avant de démontrer cette proposition, on en tire comme corollaire que les conjectures de
[SV17] sont satisfaites : en effet pour GL(n,R) le paramètre d’Arthur est facilement obtenu à
partir du paramètre de Langlands (voir section 7.1). Donc ici le paramètre d’Arthur pour π est
ψ =
p⊕
i=1
(δi ⊠R[1]) ⊕ (TrivWR ⊠R[n− 2p]),
où les δi, i = 1, . . . , p sont ici les représentations de dimension deux de WR qui paramètrent les
séries discrètes de GL(2,R) notées de la même façon. La proposition dit que ces séries discrètes
sont de caractère central trivial et les δi sont donc à valeurs dans SL(2,C) ×WR c’est-à-dire
avec les notations de 7.1, δi = δ
(
mi
2 ,−
mi
2
)
, mi impair. On pose alors
φd =
p⊕
i=1
δi : WR −→ Sp(2p,C)×WR.
que l’on étend par l’identité sur le facteur SL(2,C).
Corollaire 8.7. — Avec les notations précédentes, on a la factorisation :
ψ = ϕ ◦ φd.
Le L-groupe LGX est donc ici
LGX = Sp(2p,C)×WR.
Démonstration de la proposition. On sait a priori que le paramètre d’Arthur ψ ci-dessus a pour
restriction à SL(2,C) l’inclusion de ce groupe dans GL(n − 2p,C) qui correspond à l’élément
unipotent régulier. Cela résulte de l’étude de la section 6. Ainsi ψ est nécessairement de la forme :
ψ = (φd ⊠R[1]) ⊕ (sgn
ǫ
WR
⊠R[n− 2p]),
où ǫ ∈ {0, 1} et où φd est un morphisme tempéré de WR à valeurs dans GL(2p,C) ×WR. On
commence par montrer que ce morphisme tempéré est en fait une somme de séries discrètes.
Ici, exceptionnellement on utilise l’induction cohomologique comme Vogan l’a normalisée
dans [Vog86]. L’avantage majeur est que cette induction cohomologique commute à l’induc-
tion parabolique ([Vog86], Theorem 17.6). On sait a priori que π = A˜q(π˜L), les ˜ étant mis
ici pour distinguer cette induction cohomologique normalisée de celle utilisée précédemment. Ici
L ≃ (C×)p ×GL(n − 2p,R) (voir section 10). Via cet isomorphisme, le caractère unitaire π˜L
de L est donné par des caractères unitaires χi, i = 1, . . . , p de C
× et d’un caractère unitaire η
de GL(n− 2k,R). On écrit chaque caractère χi sous la forme χi(z) = (z/z)
mi/2 où les mi sont
entiers.
La condition de fair range sur l’induite cohomologique π = A˜q(π˜L) s’exprime (pour un bon
choix de q, mais pour G = GL(n,R) tous les choix sont conjugués sous K, et ce choix n’a donc
aucune conséquence) par
m1 > · · · > mp > 0.
En notant δi = δ
(
mi
2 ,−
mi
2
)
(notations de 7.1), la commutation de l’induction cohomologique
et de l’induction parabolique dit que π est obtenu par induction parabolique à partir de la
représentation (
⊕p
i=1 δi) ⊗ (sgn(det))
ǫ du sous-groupe de Levi standard M = GL(2,R)p ×
GL(n− 2p,R) de G. Ici ǫ ∈ {0, 1}. On veut montrer maintenant que les mi sont tous impairs et
que ǫ = 0, ce qui prouve la proposition.
Le caractère infinitésimal est dans un système de coordonnées bien choisi(
m1
2
, · · · ,
mp
2
,
n− 2p− 1
2
, · · · ,−
n− 2k − 1
2
,−
mk
2
· · · ,−
m1
2
)
.
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Le K-type minimal de π est donné par Vogan en [Vog86], 6.5 (a) et (6.12) et l’on voit que ce
K-type minimal est la représentation de K = O(n,R) de plus haut poids
(2m1 + 1, · · · , 2mk + 1, 0, · · · , 0︸ ︷︷ ︸
[n/2]−k
)z,
où z est relié à ǫ de la façon suivante : si n est impair z se calcule avec le caractère central de π
et si n est pair z = 0 si et seulement si ǫ = 0.
On exploite maintenant le fait que π est une série discrète de X et donc que son K-type
minimal a des invariants sous K ∩ H (condition (iii) de la définition 1.2) c’est-à-dire sous
O(k)×O(n− k). On utilise d’abord la condition (i) de [Sch83] page 138, qui donne que les mi
sont tous de même parité. Le vecteur de plus haut poids doit être invariant sousO(1)k×O(n−2k)
ce qui force d’abord les mi + 1 à être pairs. Ensuite si n est pair et n > 2k, par définition de z,
l’invariance sous O(n− 2k) force z = 0. Si n est impair le caractère central est précisément z et
doit être trivial d’où encore z = 0. Ainsi on a bien montré que les mi sont des entiers impairs et
les δi sont des séries discrètes de GL(2,R) de caractère central trivial. On a aussi montré que
ǫ = 0 si n est pair et si n est impair cela est, de toute façon, forcé par le calcul du caractère
central.
Remarques 8.8. — Comme dans les cas 7 et 8, il est aussi possible de donner la fin de la
démonstration sans recourir à l’induction cohomologique subtilement normalisée de [Vog86].
On écrit comme dans les autres cas π = Aq(πL) avec l’induction cohomologique usuelle, et on
traduit la condition (iii′) de la proposition 1.4 en une condition sur πL en calculant explicitement
le caractère
∧top(u ∩ p) de L ∩K ∩H. Ceci fait apparaître un facteur sgn(det)p sur le facteur
GL(n − 2p,R) qui disparait lorqu’on prend en compte la non commutativité de l’induction
parabolique et de l’induction cohomologique pour calculer le paramètre de Langlands de π.
— Ecrivons de manière explicite le paramètre ψ obtenu :
(8.5) ψ =
⊕(
δ
(mi
2
,−
mi
2
)
⊠R[1]
)
⊕ (TrivWR ⊠R[n− 2p]) .
avec les mi entiers impairs distincts. Il est vraisemblable que les paramètres similaires mais avec
des mi pairs ou bien une partie unipotente sgnWR ⊠R[n− 2p] pourraient apparaître dans le cas
des conjectures généralisées avec un caractère χ de H non trivial.
9. Le rang un
Dans cette section, nous faisons des calculs explicites en rang un pour déterminer le centra-
lisateur L dans G du sous-espace de Cartan compact t0 (cf. section 1.3). Nous utiliserons ces
calculs pour déterminer L en général par un argument de réduction.
Cas 1 : X = GL(2,R)/GL(1,R) ×GL(1,R). — Le sous-groupe H est le sous-groupe des
matrices diagonales de GL(2,R). Un sous-espace de Cartan compact pour X est l’espace t0 des
matrices antisymétriques et son centralisateur L dans G est
L =
{(
a b
−b a
)
, a, b ∈ R, a2 + b2 6= 0
}
.
Ce groupe L est isomorphe à C×, et L ∩H =
{(
a 0
0 a
)
, a ∈ R×
}
≃ R×. Les caractères de L
sont de la forme (
a b
−b a
)
7→ (a+ ib)λ1(a− ib)λ2
avec λ1 − λ2 ∈ Z. Ceux triviaux sur L ∩ H vérifient de plus λ2 = −λ1 ∈ Z et ceux dont la
restriction à L ∩H sont le caractère signe vérifient λ2 = −λ1 ∈
1
2Z \ Z.
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Cas 2 : X = U(1)/O(1). — Ce cas est trivial. On a L = U(1) et L ∩H = H = O(1). Les
caractères de L sont de la forme z 7→ zt, avec t entier, et un tel caractère est trivial sur L ∩H
si et seulement si t est pair.
Cas 3 : X = G/H = U(2)/U(1) × U(1). — On réalise G comme l’ensemble des matrices
carrées de taille 2 à coefficients complexes M telles que tM¯M = I2, et H est le sous-groupe
diagonal. L’involution σ est la conjugaison par
(
1 0
0 −1
)
, et le sous-espace propre s de σ dans g
pour la valeur propre −1 est l’ensemble des matrices antihermitiennes. Un sous-espace de Cartan
est donc donné par t0 =
{(
0 λ
−λ 0
)
, λ ∈ R
}
. Le centralisteur de t0 dans G est
L =
{(
z cos θ z sin θ
−z sin θ z cos θ
)
, θ ∈ R, z ∈ U(1)
}
,
et L ∩H =
{(
z 0
0 z
)
, z ∈ U(1)
}
. Les caractères de L sont de la forme(
z cos θ z sin θ
−z sin θ z cos θ
)
7→ (zeiθ)t1(ze−iθ)t2
pour t1, t2 ∈ Z, et ceux triviaux sur L ∩H vérifient de plus t1 + t2 = 0.
Cas 4 : X = U(1, 1)/GL(1,C). — On réalise U(1, 1) comme le sous-groupe de GL(2,C)
préservant la forme hermitienne q : (x, y) 7→ x¯y + xy¯. Le sous groupe H = GL(1,C) est alors
réalisé comme l’ensemble des matrices
(
λ 0
0 λ¯−1
)
, λ ∈ C×. L’involution σ est la conjugaison par
la matrice
(
1 0
0 −1
)
. Le sous-espace propre de σ pour la valeur propre −1 dans g0 est
s0 =
{(
0 b
c 0
)
, b, c ∈ R
}
,
et un sous-espace de Cartan est
t0 =
{(
0 b
b 0
)
, b ∈ R
}
.
Le centralisateur L dans G de t0 est
L =
{(
a b
b a
)
aa¯+ bb¯ = 1, ab¯+ a¯b = 0
}
=
{(
z1+z2
2
z1−z2
2
z1−z2
2
z1+z2
2
)
, z1, z2 ∈ U(1)
}
≃ U(1)×U(1).
et
L ∩H =
{(
z 0
0 z
)
, z ∈ U(1)
}
≃ U(1).
Les caractères de L sont de la forme(
z1+z2
2
z1−z2
2
z1−z2
2
z1+z2
2
)
7→ zt11 z
t2
2
avec t1, t2 ∈ Z, et un tel caractère est trivial sur L ∩H si et seulement si t2 = −t1.
Cas 5 : X = G/H = U(2, 0)/Sp(1, 0) = U(2)/SU(2). — Ici le sous-espace de Cartan t0 est
central, et son centralisateur dans G est donc G = U(2). Les caractères de L sont de la forme
g 7→ (det g)t, et ils sont nécessairement triviaux sur L ∩H = H = SU(2).
Cas 6 : X = G/H = U(1, 1)/Sp(2,R) = U(1, 1)/SU(1, 1). — Ici le sous-espace de Cartan
t0 est central, et son centralisateur dans G est donc G = U(1, 1). Les caractères de L sont de la
forme g 7→ (det g)t, et ils sont nécessairement triviaux sur L ∩H = H = SU(1, 1).
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Cas 7 et 8 : X = G/H = SO(2)/SO(1)× SO(1). — L’analyse est triviale.
Cas 9 : SO(4)/U(2). — On réalise SO(4) de la façon suivante : soit
M =
{(
a b
−b¯ a¯
)
, a, b ∈ C
}
,
que l’on peut voir soit comme un espace vectoriel réel de dimension 4, muni de la forme quadra-
tique euclidienne donnée par le déterminant, soit comme un espace complexe de dimension 2,
muni de la forme hermitienne, elle aussi donnée par le déterminant. On note M× les éléments
inversibles de M, et l’on pose
(9.1) G =
{
(h, h′) ∈ M× ×M×, det(h) = det(h′)
}
/ ∼
la relation d’équivalence ∼ étant définie par (h, h′) ∼ (λh, λh′), h, h′ ∈ M×, λ ∈ R×.
L’action de (h, h′) ∈ M× ×M× sur m ∈ M est donnée par :
(9.2) (h, h′) ·m = hm(h′)−1.
Elle passe au quotient et définit une action de G sur M qui identifie G et SO(M) = SO(4).
Soit H le sous-groupe de G des éléments qui commutent à l’action de C× sur M donnée par
la multiplication à gauche par la matrice
(
λ 0
0 λ¯
)
, pour tout λ ∈ C. Ainsi
H =
{((
a 0
0 a¯
)
, h′
)
, a ∈ C×, h′ ∈M×, det(h′) = aa¯
}
/ ∼ .
Son action sur M l’identifie à U(M) = U(2). Notons Det
((
a 0
0 a¯
)
, h′
)
= aa¯ . C’est le détermi-
nant usuel via cette identification.
L’involution σ de G dont H est le sous-groupe des points fixes est donnée par la conjugaison
sur le premier facteur de M× ×M× par la matrice
(
1 0
0 −1
)
. Les algèbres de Lie g et h de G
et H sont respectivement :
g =
{
(X,X ′) ∈ M×M, Tr (X) = Tr (X ′)
}
/ ∼,
h =
{((
α 0
0 α¯
)
,X ′
)
, α ∈ C, X ′ ∈ M, Tr (X) = α+ α¯
}
/ ∼
L’espace propre pour la valeur propre −1 de σ dans g est
s =
{((
0 β
−β¯ 0
)
, 0
)
, β ∈ C
}
/ ∼,
et
t =
{((
0 β
−β 0
)
, 0
)
, β ∈ R
}
/ ∼,
est un sous-espace de Cartan de s. Son centralisateur dans G est le sous-groupe
L =
{((
a b
−b a
)
, h′
)
, a, b ∈ R, h′ ∈M×, det(h′) = a2 + b2
}
/ ∼ .
qui est isomorphe à U(2). On a
L ∩H =
{((
a 0
0 a
)
, h′
)
, a ∈ R×, h′ ∈ M×, det(h′) = a2
}
/ ∼,
qui est isomorphe à SU(2). Les caractères de H sont de la forme((
a 0
0 a¯
)
, h′
)
7→ Det
((
a 0
0 a¯
)
, h′
)t
=
(a
a¯
)t
pour un certain entier t ∈ Z. Ils sont forcément triviaux sur L ∩H.
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Cas 10 : SO(2, 2)/GL(2,R). — On poseM =M2(R) que l’on munit de la forme quadratique
donnée par le déterminant, dont la signature est ici (2, 2). On définit alors G comme en (9.1),
qui agit sur M comme en (9.2). Notons que M× = GL(2,R). Ceci identifie G avec SO(2, 2).
Soit H le sous-groupe de G défini par
H =
{((
a 0
0 b
)
, h′
)
, a, b ∈ R×, h′ ∈M×, det(h′) = ab
}
/ ∼ .
Ce groupe s’identifie de manière évidente à GL(2,R) et
Det : H −→ R×,
((
a 0
0 b
)
, h′
)
7→
b
a
s’identifie au déterminant usuel.
L’involution σ de G dont H est le sous-groupe des points fixes est donnée par la conjugaison
sur le premier facteur de M× ×M× par la matrice
(
1 0
0 −1
)
. Les algèbres de Lie g et h de G
et H sont respectivement :
g =
{
(X,X ′) ∈ M×M, Tr (X) = Tr (X ′)
}
/ ∼,
h =
{((
α 0
0 β
)
,X ′
)
, α, β ∈ C, X ′ ∈ M, Tr (X) = α+ β
}
/ ∼
L’espace propre pour la valeur propre −1 de σ dans g est
s =
{((
0 α
−β 0
)
, 0
)
, α, β ∈ R
}
/ ∼,
et
t =
{((
0 β
−β 0
)
, 0
)
, β ∈ R
}
/ ∼,
est un sous-espace de Cartan de s. Son centralisateur dans G est le sous-groupe
L =
{((
a b
−b a
)
, h′
)
, a, b ∈ R, h′ ∈M×, det(h′) = a2 + b2
}
/ ∼ .
qui est isomorphe à U(1, 1). On a
L ∩H =
{((
a 0
0 a
)
, h′
)
, a ∈ R×, h′ ∈ M×, det(h′) = a2
}
/ ∼,
qui est isomorphe à SU(1, 1). Les caractères de H sont de la forme((
a 0
0 b
)
, h′
)
7→ Det
((
a 0
0 b
)
, h′
)t
=
(
b
a
)t
pour un certain entier t ∈ Z. Ils sont forcément triviaux sur L ∩H.
Cas 11 : X = G/H = Sp(4,R)/Sp(2,R)×Sp(2,R). — On réalise Sp(4,R) comme l’ensemble
des matrices M dans GL(4,R) telle que tMJM = J , où J =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
.
L’involution σ est la conjugaison par la matrice
(
I2 02
02 −I2
)
. Un sous-espace de Cartan est
t0 =
τ(a) =

0 0 a 0
0 0 0 −a
−a 0 0 0
0 a 0 0
 , a ∈ R

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et son centralisateur L dans G est l’ensemble des éléments commutant avec la matrice τ = τ(1).
On remarque que tτ = τ−1 = −τ . Les éléments M de Sp(4,R) commutant avec τ vérifient alors
tM(−τ)JM = (−τ)J , et préservent donc la forme bilinéaire symétrique définie par la matrice
symétrique −τJ . La forme symplectique définie par J et la forme bilinéaire symétrique définie
par −τJ sont respectivement
((x, y, z, t), (x′, y′, z′, t′)) 7→ xy′−yx′−zt′+ tz′, ((x, y, z, t), (x′, y′, z′, t′)) 7→ xt′+yz′+zy′+ tx′
Identifions R4 et C2 via
(x, y, z, t) 7→ (x+ iz, t+ iy)
Les éléments de L préservent alors la forme hermitienne
〈(x+ iz, t+ iy), (x′ + iz′, t′ + iy′)〉 = (x+ iz)(t′ + iy′) + (t+ iy)(x′ + iz′)
de signature (1, 1). On peut remonter les calculs et voir que les éléments de Sp(4,R) qui pré-
servent cette forme hermitienne sont exactement ceux de L. Ainsi L ≃ U(1, 1) et l’on vérifie que
L ∩ H = SU(1, 1) dans cette identification. Les caractères de L sont de la forme g 7→ det(g)t
avec t ∈ Z, et un tel caractère est forcément trivial sur L ∩H.
Cas 12 : X = G/H = Sp(4,R)/Sp(2,C). — On identifie C et R2 à
E =
{
X =
(
x1 x2
−x2 x1
)
, x1, x2,∈ R
}
et H = SL(2,C) à l’ensemble des matrices(
α β
γ δ
)
, α, β, γ, δ ∈ E , αδ − βγ =
(
1 0
0 1
)
.
C’est le groupe de symétrie de la forme symplectique sur E2 définie par
ω
((
X
Y
)
,
(
X ′
Y ′
))
= XY ′−Y X ′ =
(
x1y
′
1 − x2y
′
2 − y1x
′
1 + y2x
′
2 x2y
′
1 + x1y
′
2 − y2x
′
1 − y1x
′
2
−x2y
′
1 − x1y
′
2 + y2x
′
1 + y1x
′
2 x1y
′
1 − x2y
′
2 − y1x
′
1 + y2x
′
2.
)
Introduisons les deux formes symplectiques réelles sur R4 données par les parties réelles et
imaginaires de ω :
ω1
(
t(x1, x2, y1, y2),
t(x′1, x
′
2, y
′
1, y
′
2)
)
= x1y
′
1 − x2y
′
2 − y1x
′
1 + y2x
′
2,
ω2
(
t(x1, x2, y1, y2),
t(x′1, x
′
2, y
′
1, y
′
2)
)
= x2y
′
1 + x1y
′
2 − y2x
′
1 − y1x
′
2,
et les matrices correspondantes
J1 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 , J2 =

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

Remarquons que
(9.3) tJ1 = J
−1
1 = −J1,
tJ2 = J
−1
2 = −J2, J1J2 = −J2J1.
Soient σ1 et σ2 les involutions de GL(4,R) définies par :
σ1(g) = J1(
tg−1)J−11 , σ2(g) = J2(
tg−1)J−12 .
Soit G la réalisation de Sp(4,R) donnée par la première de ces formes, c’est-à-dire
G =
{
g ∈ GL(4,R) | tgJ1g = J1
}
.
C’est le groupe des points fixes de σ1. Les relations (9.3) impliquent que les involutions σ1, σ2,
et θ (l’involution de Cartan g 7→ tg−1) commutent, et G est donc stable par θ et σ2. Soit H le
sous-groupe des points fixes de σ2 dans G. Il s’identifie comme ci-dessus avec SL(2,C).
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Sur les algèbres de Lie, on obtient les décompositions
g0 = k0
θ
⊕ p0, g0 = h
σ2
⊕ s0, g0 = k0 ∩ h0⊕p0 ∩ h0 ⊕ k0 ∩ s0 ⊕ p0 ∩ s0.
Ici
k0 ∩ s0 = t0 =


0 0 b 0
0 0 0 −b
−b 0 0 0
0 b 0 0
 , b ∈ R,

est un sous-espace de Cartan. Son centralisateur dans G est le c-Levi L = {g ∈ G | gJ1 = J1g},
car J1 est un élément générique de t0, et finalement, on trouve
L = {g ∈ G | tg−1 = g} = K.
Ainsi L est le compact maximal de Sp(4,R), donc isomorphe à U(2), et par cet isomorphisme
L ∩ H devient SU(2). Les caractères de L sont de la forme g 7→ det(g)t avec t ∈ Z, et un tel
caractère est forcément trivial sur L ∩H.
Cas 13 : X = G/H = Sp(2,R)/GL(1,R). — Un sous-espace de Cartan est
t0 =
{(
0 a
−a 0
)
, a ∈ R
}
et son centralisateur L dans G est
L =
{(
cos θ sin θ
− sin θ cos θ
)
, θ ∈ R
}
≃ U(1)
On a L ∩H = {±I2}. Les caractères de L sont donnés par z 7→ z
t avec t ∈ Z. Les caractères de
L triviaux sur L ∩H sont ceux avec t pair et ceux dont la restriction à L ∩H est le caractère
signe sont ceux avec t impairs.
10. Le sous-groupe L
Dans cette section, nous déterminons le sous-groupe L = CentG(t0). Ce calcul se fait par une
réduction au rang un, dont nous donnons les détails seulement dans le premier cas, les arguments
de cette réduction étant toujours similaires, ou bien plus simples.
Le cas 1 : GL(n,R)/GL(p,R) ×GL(n − p,R). — L’involution σ est la conjugaison par la
matrice diagonale dont les coefficients sont
(1,−1, 1,−1 . . . , 1,−1,︸ ︷︷ ︸
2p
1, . . . , 1︸ ︷︷ ︸
n−2p
).
On introduit le sous-groupe G′ = GL(2,R)p × GL(n − 2p,R), stable par l’involution σ, et
l’involution de Cartan θ, de sorte que H ′ = G′ ∩H = (GL(1,R) ×GL(1,R))p×GL(n− 2p,R).
L’espace symétrique X ′ = G′/H ′ est alors isomorphe à (GL(2,R)/GL(1,R)×GL(1,R))p,
c’est-à-dire un produit d’espaces de rang un étudiés dans la section précédente. Soit t0 un sous-
espace de Cartan compact de g′0 pour l’espace symétrique X
′, et soit L′ son centralisateur dans
G′. D’après les calculs du paragraphe 9, L′ est isomorphe à un produit (C×)
p
×GL(n− 2p,R).
Par égalité des rangs de X et X ′ (tous deux égaux à p), t0 est encore un sous-espace de Cartan
compact de g pour l’espace symétrique X , et son centralisateur L dans G contient bien sur L′.
Or les considérations de la remarque 4.1 nous donnent l’isomorphie des complexifiés de L′ et L
et le fait que L est produit de groupes généraux linéaires complexes et réels. Ceci implique alors
l’égalité de L et L′, et de plus L ∩H = L′ ∩H = L′ ∩H ′. Pour résumer, on a donc
L =
(
C×
)p
×GL(n− 2p,R), L ∩H = (R×)p ×GL(n− 2p,R)
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Les calculs de la section 9 nous disent alors qu’un caractère unitaire de L est donné par un
p-uplet (t1, . . . , tp), avec les ti dans
1
2Z, et par le caractère sgn(det)
ǫ, ǫ ∈ {0, 1} sur le facteur
GL(n− 2p,R). On note πL(t1, . . . , tp, ǫ) le caractère correspondant.
Le cas 2 : U(p, q)/O(p, q). — On obtient ici
L = U(1)n, L ∩H ≃ {±1}n.
Le c-Levi L est donc un sous-groupe de Cartan compact. Les caractères de L sont donnés par un
n-uplet (t1, . . . , tn) d’entiers. On note πL(t1, . . . , tn) le caractère correspondant. Un tel caractère
est trivial sur L ∩H = {±1}n si les ti sont pairs.
Le cas 3 : X = G/H = U(p, q)/U(r, s) ×U(r′, s′) avec r ≤ r′ et s ≤ s′. — On obtient ici
L = U(1)2(r+s) ×U(r′ − r, s′ − s), L ∩H = U(1)r+s ×U(r′ − r, s′ − s).
Les caractères de L sont donnés par un 2(r + s) + 1-uplet d’entiers (t1, . . . , t2(r+s), t0) et ceux
correspondant aux caractères triviaux sur L ∩ H sont de la forme (t1,−t1, . . . , tr+s,−tr+s, 0).
On note πL(t1, . . . , t2(r+s), t0) le caractère de L correspondant.
Le cas 4 : X = U(n, n)/GL(n,C). — On obtient ici
L = (U(1) ×U(1))n , L ∩H ≃ U(1)n
chaque facteur U(1) étant plongé dans U(1) × U(1) comme en rang un. C’est donc un sous-
groupe de Cartan T compact. Les caractères de L triviaux sur L∩H sont donnés par un 2n-uplet
d’entiers (t1, . . . , t2n) et ceux correspondant aux caractères triviaux sur L ∩H sont de la forme
(t1,−t1, . . . , tn,−tn) On note πL(t1, . . . , t2n) le caractère de L correspondant.
Le cas 5 : X = G/H = U(2p, 2q)/Sp(p, q). — On obtient ici
L = U(2, 0)p ×U(0, 2)q , L ∩H = SU(2, 0)p × SU(0, 2)q .
Les caractères de L sont forcément triviaux sur L ∩H. Ils sont donnés par un n-uplet d’entiers
(t1, . . . , tn). On note πL(t1, . . . , tn) le caractère de L correspondant.
Le cas 6 : X = G/H = U(n, n)/Sp(2n,R). — On obtient ici
L = U(1, 1)n, L ∩H = SU(1, 1)n.
Les caractères de L sont forcément triviaux sur L ∩H. Ils sont donnés par un n-uplet d’entiers
(t1, . . . , tn). On note πL(t1, . . . , tn) le caractère de L correspondant.
Les cas 7 et 8 : X = G/H = SO(p, q)/SO(r, s)× SO(r′, s′). — On obtient ici
L = U(1, 0)r ×U(0, 1)s × SO(p − 2r, q − 2s), L ∩H = SO(p− 2r, q − 2s).
Les caractères de L sont donnés par un (r + s)-uplet d’entiers (t1, . . . , tr+s) et par un caractère
η du facteur SO(p− 2r, q − 2s) On note πL(t1, . . . , tr+s; η) le caractère de L correspondant.
Le cas 9 : X = G/H = SO(2p, 2q)/U(p, q). — On obtient ici , si p et q sont pairs :
L = U(2, 0)p/2 ×U(0, 2)q/2, L ∩H = SU(2, 0)p/2 × SU(0, 2)q/2.
Lorsque n = p + q est impair, il n’y a pas de perte de généralité à supposer que p et pair et q
est impair. On a alors
L = U(2, 0)
p
2 ×U(0, 2)
q−1
2 × SO(0, 2), L ∩H = SU(2, 0)
p
2 × SU(0, 2)
q−1
2 × SO(0, 2).
Les caractères de L sont donnés par un ⌊n/2⌋-uplet d’entiers (t1, . . . , t⌊n/2⌋). Ils sont toujours
triviaux sur L ∩H. On note πL(t1, . . . , t⌊n/2⌋) le caractère de L correspondant.
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Le cas 10 : X = SO(n, n)/GL(n,R). — On obtient ici, si n est pair
L = U(1, 1)
n
2 , L ∩H = SU(1, 1)
n
2 .
Si n est impair
L = U(1, 1)
n
2 × SO(1, 1), L ∩H = SU(1, 1)
n
2 × SO(1, 1).
Un caractère de L est donc donné par un ⌊n/2⌋-uplet d’entiers (t1, . . . , t⌊n/2⌋) et dans le cas n
impair, le caractère sgn(det)ǫ, ǫ ∈ {0, 1} sur le facteur SO(1, 1) On note πL(t1, . . . , t⌊n/2⌋; ǫ) le
caractère correspondant avec la convention ǫ = 0 si n est pair. Un tel caractère est forcément
trivial sur les facteurs SU(1, 1).
Le cas 11 : X = G/H = Sp(2n,R)/Sp(2p,R)× Sp(2(n − p),R). — On obtient ici,
L = U(1, 1)p × Sp(2(n − 2p),R), L ∩H = SU(1, 1)p × Sp(2(n − 2p),R).
Un caractère de L est forcément trivial sur L∩H. Il est donné par un p-uplet d’entiers (t1, . . . , tp).
On note πL(t1, . . . , tp) le caractère correspondant.
Le cas 12 : X = G/H = Sp(4n,R)/Sp(2n,C). — On obtient ici
L = U(2)n, L ∩H = SU(2)n.
Un caractère de L est toujours trivial sur L∩H et il est donné par un n-uplet d’entiers (t1, . . . , tn).
On note πL(t1, . . . , tn) le caractère correspondant.
Le cas 13 : X = G/H = Sp(2n,R)/GL(n,R). — On obtient ici,
L = U(1)n, L ∩H = {±1}n.
Un caractère de L est donné par un n-uplet d’entiers (t1, . . . , tn). On note πL(t1, . . . , tn) le
caractère correspondant. Un tel caractère est trivial sur trivial sur L ∩H si et seulement si les
ti sont pairs.
11. Les paquets d’Arthur attachés aux séries discrètes des espaces symétriques
Dans la première partie de cet article, nous avons attaché à chaque série discrète π d’un des
espaces symétriques X que nous considérons un paramètre d’Arthur ψ tel que π est dans le
paquet d’Arthur Π(G,ψ) et nous avons vérifié que ce paramètre se factorise bien de la façon
prédite par les conjectures de Sakellaridis et Venkatesh.
Dans cette section, nous prenons une perspective légèrement différente : étant donné un tel
paquet Π(G,ψ), quels sont les éléments de ce paquet qui sont des séries discrètes d’un des espaces
symétriques X ? Un résultat intéressant est que, pour un groupe G et un paramètre ψ pour
celui-ci fixés, un élément du paquet ne contribue qu’à un seul espace symétrique parmi ceux
possibles.
Les caractères ǫ(π) de A(ψ). — Soit ψ : WR×SL(2,C)→
LG un paramètre d’Arthur. Posons
Sψ = CentrG∨(ψ) et A(ψ) = Sψ/(Sψ)
0. Lorsque les A(ψ) sont abéliens, ce qui est le cas des
groupes considérés ici, la théorie d’Arthur attache à toute représentation π du paquet d’Arthur
Π(ψ) une représentation de dimension finie ǫ(π) de A(ψ). Pour les groupes unitaires, spéciaux
orthogonaux ou symplectiques (et pour GL(n,R) où les A(ψ) sont triviaux) on sait d’après
[MRb], [MRa] que les ǫ(π) sont de dimension 1, c’est-à-dire, pour tout π ∈ Π(ψ), ǫ(π) ∈ Â(ψ).
Ces ǫ(π) ont de plus été déterminés de manière explicite, dépendant de certains choix (celui
d’une forme intérieure pure quasi-déployée de référence, et d’une donnée de Whittaker pour
celle-ci).
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Soit ψ un paramètre de bonne parité pour un groupe G comme dans la section 7, donc comme
en (7.2), (7.3), (7.4) ou (7.7). Alors
A(ψ) ≃ (Z/2Z)R
Un caractère de ce groupe sera donc donné par une suite (ǫ1, . . . ǫR) à valeurs dans Z/2Z.
Nous les donnons ci-dessous pour les séries discrètes des espaces symétriques et le paramètre
d’Arthur qui leur est attaché dans les différents cas, en en déduisant quelques conséquences.
Cas 1 : X = GL(n,R)/GL(p,R) × GL(n − p,R), 2p ≤ n. — . Dans ce cas, les paquets
d’Arthur sont des singletons, et les groupes A(ψ) sont triviaux. Rappelons simplement que les
séries discrètes de X sont les représentations attachées aux paramètre de la forme
ψ =
p⊕
i=1
(δ
(mi
2
,
mi
2
)
⊠R[1])⊕ (TrivWR ⊠R[n− 2p])
les mi étant des entiers impairs distincts. Une représentation unitaire irréductible de GL(n,R)
ne contribue donc au plus qu’à un seul des espaces symétriques ci-dessus (lorsque p varie).
Cas 2 : X = U(p, q)/O(p, q), n = p+ q. — Dans ce cas, nous avons vu que les séries discrètes
de X sont des séries discrètes de G. ce qui les distingue est que leur K-type minimal ait des
invariants non triviaux sous K∩H = O(p)×O(q). Un paquet de Langlands de séries discrètes de
U(p, q) est déterminé par un caractère infinitésimal entier régulier, c’est-à-dire dans un système
de coordonnées usuelles, un n-uplet λ = (λ1, . . . , λn) où les λi forment une suite strictement
décroissante constitués d’entiers si n est impair, et de demi-entiers non entiers si n est pair.
Notons Π(λ) ce paquet de Langlands. Remarquons que ρ =
(
n−1
2 ,
n−3
2 , . . . ,−
n−1
2
)
de sorte que
λ− ρ est toujours un n-uplet d’entiers.
Pour normaliser le caractère du centralisateur de ψ qui détermine la série discrète de caractère
infinitésimal fixé, on suppose que la forme intérieure pure de U(n) qui contient la représentation
ayant le caractère trivial du centralisateur est U(n+12 ,
n−1
2 ) si n est impair et U(
n
2 ,
n
2 ) si n est
pair.
Proposition 11.1. — Si n = p + q est pair, tous les membres du paquet Π(λ) sont des séries
discrètes de X , ou bien aucun ne l’est, et la première éventualité arrive si et seulement si λ− ρ
est toujours un n-uplet d’entiers de la parité de p. Plus généralement si λ − ρ est un n-uplet
d’entiers tous de même parité, ω, les séries discrètes de ce caractère infinitésimal pour une
forme intérieure pure de U(n) sont des séries discrètes pour U(p, q)/SO(p, q) et elles le sont
pour U(p, q)/O(p, q) si p a la parité ω.
Si n est impair, alors quel que soit λ, il existe exactement une forme intérieure U(p, q) (à
permutation près de p et q, et p + q = n) et une série discrète pour cette forme intérieure qui
est une série discrète pour U(p, q)/SO(p, q). Cette série discrète est celle qui correspond au
caractère du centralisateur ǫ(π)i = (−1)
λi+
n−1
2 avec p0 le nombre d’entiers i tel que λi+
n+1
2 − i
est pair.
Remarquons aussi que la série discrète de U(q, p) qui intervient pour l’espace symétrique
U(q, p)/SO(q, p) qui est bien la même que celle de l’énoncé, correspond, dans ce choix de para-
métrisation, au caractère opposé, c’est-à-dire ǫ(π)i = (−1)
λi+
n+1
2 .
Démonstration. Pour démontrer cette proposition, on écrit le K-type minimal, son vecteur de
plus haut poids, doit être formé d’entiers ayant tous même parité pour avoir une série discrète de
U(p, q)/SO(p, q) et devant être tous pairs pour que ce soit une série discrète de U(p, q)/O(p, q).
Le calcul du plus haut poids du K-type minimal en fonction de la série discrète est un peu
34
technique. D’abord, on fixe la série discrète c’est-à-dire un caractère du centralisateur de ψ, ou
encore un n-uple de signes, ǫ1, · · · , ǫn. On pose
p := |{i; ǫi = (−1)
i−1}|.
On note L le tore compact dont le i-ème facteur U(1) est dans U(p) si et seulement si ǫi =
(−1)i−1. Avec cela on détermine q = l ⊕ u la sous-algèbre parabolique de GL(n,C) dont le
sous-groupe de Levi a pour forme réelle L et qui permet, par induction cohomologique du carac-
tère de différentielle λ d’obtenir la série discrète (après les torsions nécessaires pour l’induction
cohomologique).
Avec cela on peut calculer le plus haut poids du U(p)×U(q)-type minimal :
λ− ρ+ 2ρ(u ∩ p).
Pour tout i ∈ [1, n], on pose :
µ˜i := λi + (n+ 1)/2 − i,
ce qui calcule λ− ρ. Et on pose
µi := µ˜i + |{j ∈ [1, n]; ǫi(−1)
i−1 6= ǫj(−1)
j−1 et λj < λi}|−
|{j ∈ [1, n]; ǫi(−1)
i−1 6= ǫj(−1)
j−1 et λj > λi}|.
Le plus haut poids est (
µi; ǫi = (−1)
i−1
)
;
(
µi; ǫi 6= (−1)
i−1
)
.
Pour que les µi aient tous même parité, il faut et il suffit que :
si n est pair que les µ˜i ait tous même parité,
si n est impair que les µ˜i pour i tel que ǫi = (−1)
i−1 ait tous même parité et soit de parité
opposé aux µ˜i tel que ǫi 6= (−1)
i−1.
Cela permet de résoudre facilement le cas n pair. Dans le cas n impair on voit que, pour que
les conditions de parité soient satisfaites, il faut nécessairement que (p, n− p) soit à l’ordre près
|{i; µ˜i ≡ 0[2]}|, |{i; µ˜i ≡ 1[2]}|.
Mais il faut aussi que si l’on prend p = |{i; µ˜i ≡ 0[2]}| alors ǫi = (−1)
i−1 si et seulement si
(−1)λi+(n+1)/2−i = 1, c’est-à-dire que pour tout i on doit avoir ǫi = (−1)
λi+(n−1)/2. Par contre
si l’on prend p = |{i; µ˜i ≡ 1[2]}| alors ǫi = (−1)
i−1 si et seulement si (−1)λi+(n+1)/2−i = −1,
c’est-à-dire que pour tout i on doit avoir ǫi = (−1)
λi+(n+1)/2.
Cas 3 : X = G/H = U(p, q)/U(r, s) × U(r′, s′). — Notons ici cet espace symétrique de
manière plus précise par Xr,s, ce qui nous permet de faire varier ces deux entiers. On a vu en
(8.4) que les paramètres ψ sont de la forme
ψ =
r+s⊕
i=1
((χmi ⊕ χ−mi)⊠R[1]) ⊕ (χ0 ⊠R[n− 2p]) .
Le résultat suivant découle des calculs des ǫ(π) ∈ Â(ψ) dans [MRb] pour π ∈ Π(ψ). En suivant
les notations de la section 11, on écrit ǫ(π) = (ǫ1(π), . . . , ǫ2(r+s)(π), ǫ0(π)), où le ǫ0 vient du
facteur TrivWR ⊠R[n− 2(r + s) du paramètre et est donc absent si n = 2(r + s).
Proposition 11.2. — Soit ψ comme ci-dessus et π ∈ Π(U(p, q), ψ). Alors π est dans le spectre
discret de Xr,s si et seulement si ǫ(π) = (ǫ1(π), . . . , ǫ2(r+s)(π), ǫ0(π)) vérifie
#
{
i ∈ J1, 2(r + s)K | ǫi(π) = (−1)
i−1
}
= 2r,
#
{
i ∈ J1, 2(r + s)K | ǫi(π) = (−1)
i
}
= 2s,
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(rappelons que ceci dépend du choix d’une donnée forme intérieure pure quasi-déployée, un autre
choix pourrait inverser les deux conditions) et
ǫ2i−1(π)ǫ2i(π) = (−1)
p+q−1, (i = 1, . . . , r + s)
condition qui ne dépend pas du choix de forme intérieure pure quasi-déployée.
Démonstration. On suppose d’abord que le caractère infinitésimal du paramètre ψ est très ré-
gulier, c’est-à-dire que les mi sont des entiers strictement positifs assez distincts, que l’on a mis
dans l’ordre décroissant. Soit π ∈ Π(U(p, q), ψ). Alors π est induit cohomologiquement à partir
d’une paire (q, L), où L est le c-Levi fixé par l’espace symétrique, si et seulement si les conditions
#
{
i ∈ J1, 2(r + s)K | ǫi(π) = (−1)
i−1
}
= 2r, #
{
i ∈ J1, 2(r + s)K | ǫi(π) = (−1)
i
}
= 2s,
sont vérifiées.
Posons ti =
mi
2 −
n−2i+1
2 . Les mi sont entiers, de la parité de n − 1, et donc les ti sont
entiers. Comme on a supposé les mi grands et suffisamment distincts les ti forment encore une
suite strictement décroissante. Considérons le caractère πL = πL(t1,−t1, . . . , tr+s,−tr+s, 0) de
L défini dans la section 11. Il existe une unique sous-algèbre parabolique θ-stable q1 = l ⊕ u1
de g telle que πL(t1,−t1, . . . , tr+s,−tr+s, 0) soit dans le good range pour q1. Il est clair que
πL ∈ P(q1) : seule la condition (iii)
′ reste à vérifier, mais L ∩ K ∩ H étant ici connexe, cette
condition signifie que la restriction de πL à L ∩H est triviale, ce qui est le cas d’après le forme
de πL (cf. les calculs de la section 10). La représentation π = Aq1(πL) est alors dans le spectre
discret de X , et dans Π(U(p, q), ψ). De plus ǫ(π) vérifie les conditions voulues d’après [MRb].
Considérons maintenant un caractère πL = πL(t1,−t1, . . . tr+s,−tr+s, 0) pour certains entiers
t1, . . . , tr+s que l’on suppose seulement suffisamment distincts les uns des autres et de leurs
opposés. A conjugaison près dans K = U(p, 0) × U(0, q) on peut supposer les ti positifs avec
t1 > t2 . . . tr et tr+1 > tr+2 . . . tr+s. Ceci détermine une sous algèbre parabolique θ-stable q =
l ⊕ u de g telle que πL(t1,−t1, . . . tr+s,−tr+s, 0) soit dans le good range pour q1. Si on pose
t′i =
mi
2 −
n−2i+1
2 où la suite (t
′
i)i=1,...r+s est obtenue à partir des ti en les mettant dans l’ordre
décroissant, alors π = Aq(πL) est dans le paquet Π(U(p, q), ψ) et elle contribue au spectre
discret de X (on fait ici agir un élément de NK(t0)\NG(t0) ≃ Sr × Ss\Sn pour ce ramener
au calcul précédent) et de même que ci-dessus, ǫ(π) vérifie la proposition voulue. On peut
conclure par un argument de comptage pour montrer que les conditions de la proposition sont
suffisantes : le nombre d’éléments du paquet Π(U(p, q), ψ) vérifiant ces conditions est le cardinal
de NK(t0)\NG(t0) ≃ Sr ×Ss\Sn.
Remarque 11.3. — Les résultats de multiplicité un [MRb] impliquent donc ici que le spectre
discret de Xr,s à la propriété de multiplicité un.
Remarque 11.4. — Un élément du paquet d’Arthur Π(U(p, q), ψ) ne contribue au spectre
discret que d’au plus l’un des Xr,s lorsque l’on fait varier r et s .
Cas 4 : X = G/H = U(n, n)/GL(n,C). — Les paramètres sont de la forme
ψ =
n⊕
i=1
((χmi ⊕ χ−mi)⊠R[1]).
Proposition 11.5. — Soit ψ comme ci-dessus et π ∈ Π(U(n, n), ψ). Alors π est dans le spectre
discret de X si et seulement si ǫ(π) = (ǫ1(π), . . . , ǫ2n(π)) vérifie
#
{
i ∈ J1, 2nK | ǫi(π) = (−1)
i−1
}
= n et ǫ2i−1(π)ǫ2i(π) = 1, (i = 1, . . . , n).
La démonstration est similaire à celle de la proposition 11.2. Il en est de même des propositions
analogues des cas qui suivent.
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Remarque 11.6. — Reprenons le cas particulier précédent avec X ′ = U(2r, 2s)/U(r, s) ×
U(r, s). On voit que les paramètres d’Arthur sont les mêmes que ci-dessus pour X =
U(n, n)/GL(n,C), si n = r+ s, mais une représentation π d’un tel paquet ne contribue au plus
qu’à un seul des deux spectres : celui de X si ǫ(π) est comme dans la proposition 11.2, et celui
de X ′ si ǫ(π) est comme dans la proposition 11.5, les deux cas étant mutuellement exclusifs.
On a aussi, comme dans la remarque 11.3, la propriété de multiplicité un spectre discret.
Cas 5 : X = G/H = U(2p, 2q)/Sp(p, q). — p+ q = n. Les paramètres sont de la forme
ψ =
n⊕
i=1
(χmi ⊠R[2]).
Proposition 11.7. — Soit ψ comme ci-dessus et π ∈ Π(U(2p, 2q), ψ). Alors π est dans le
spectre discret de X si et seulement si ǫi(π) = −1, (i = 1, . . . , n).
Cas 6 : X = G/H = U(n, n)/Sp(2n,R). — Les paramètres sont de la forme
ψ =
n⊕
i=1
(χmi ⊠R[2]).
Proposition 11.8. — Soit ψ comme ci-dessus et π ∈ Π(U(n, n), ψ). Alors π est dans le spectre
discret de X si et seulement si ǫ(π) est le caractère trivial.
Remarque 11.9. — Reprenons le cas particulier précédent avec X ′ = U(2n, 2n)/Sp(n, n). On
voit que les paramètres d’Arthur sont les mêmes que ci-dessus, mais une représentation d’un tel
paquet ne contribue au plus qu’à un seul des deux spectres, celui de X si ǫi(π) = −1, (i=1,. . . ,
n) , et celui de X ′ si ǫ(π) est trivial.
Cas 7 et 8 : SO(p, q)/SO(r, s)× SO(r′, s′). — Les paramètres sont de la forme
ψ =
(
r+s⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[1]
)
⊕ (TrivWR ⊠R[2(n− r − s)]),
si p+ q = 2n+ 1, et
ψ =
(
r+s⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[1]
)
⊕ (TrivWR ⊠R[2(n− r − s)− 1])⊕ (sgn
p−n
WR
⊠R[1]),
si p+ q = 2n.
Proposition 11.10. — Soit ψ comme ci-dessus et π ∈ Π(SO(p, q), ψ). Alors π est dans le
spectre discret de X si et seulement si ǫ(π) = (ǫ1(π), . . . , ǫ(r+s)(π)) vérifie
#
{
i ∈ J1, (r + s)K | ǫi(π) = (−1)
i−1
}
= r, #
{
i ∈ J1, (r + s)K | ǫi(π) = (−1)
i
}
= s
(rappelons que ceci dépend du choix d’une donnée de Whittaker ou d’une forme intérieure pure
quasi-déployée, un autre choix pourrait inverser les deux conditions).
Remarque 11.11. — En notant Xr,s l’espace symétrique ci-dessus, on peut faire varier r et s,
et on a alors le même résultat que dans la remarque 11.4.
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Cas 9 : SO(2p, 2q)/U(p, q), p+ q = n. — Les paramètres sont de la forme
ψ =
n/2⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[2],
si n est pair et
ψ =
n−12⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[2]
 ⊕ (TrivWR ⊠R[1])⊕ (sgnWR ⊠R[1]) ,
si n est impair.
Proposition 11.12. — Soit ψ comme ci-dessus et π ∈ Π(SO(2p, 2q), ψ). Alors π est dans le
spectre discret de X si et seulement si ǫi(π) = −1, pour tout i = 1, . . . n.
Cas 10 : SO(n, n)/GL(n,R). — Les paramètres sont de la forme
ψ =
n
2⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[2],
si n est pair et
ψ =
n−12⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[2]
⊕ (TrivWR ⊠R[1]) ⊕ (TrivWR ⊠R[1]) ,
si n est impair.
Proposition 11.13. — Soit ψ comme ci-dessus et π ∈ Π(SO(n, n), ψ). Alors π est dans le
spectre discret de X si et seulement si ǫ(π) est trivial.
Remarque 11.14. — Reprenons le cas particulier précédent avec X ′ = SO(2n, 2n)/U(n, n).
On voit que les paramètres d’Arthur sont les mêmes que ci-dessus, mais une représentation d’un
tel paquet ne contribue au plus qu’à un seul des deux spectres, celui de X si ǫi(π) = −1, pour
tout i = 1, . . . n, et celui de X ′ si ǫ(π) est trivial.
Cas 11 : Sp(2n,R)/Sp(2p,R)× Sp(2(n − p),R). — Les paramètres sont de la forme
ψ =
(
p⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕ (TrivWR ⊠R[2(n − 2p)) + 1])
Proposition 11.15. — Soit ψ comme ci-dessus et π ∈ Π(Sp(2n,R), ψ). Alors π est dans le
spectre discret de X si et seulement si ǫ(π) est trivial.
Cas 12 : Sp(4n,R)/Sp(2n,C). — Les paramètres sont de la forme
ψ =
(
n⊕
i=1
δ
(mi
2
,−
mi
2
)
⊠R[2]
)
⊕ (TrivWR ⊠R[1])
Proposition 11.16. — Soit ψ comme ci-dessus et π ∈ Π(Sp(2n,R), ψ). Alors π est dans le
spectre discret de X si et seulement si ǫ1(π) = −1, pour tout i = 1, . . . n.
Remarques 11.17. — Remarquons que le fair range est ici dans le weakly good range. On en
déduit que le spectre discret de X à la propriété de multiplicité un.
— Reprenons le cas particulier précédent X ′ = Sp(4n,R)/Sp(2n,R) × Sp(2n,R). On voit
que les paramètres d’Arthur sont les mêmes que ci-dessus, mais une représentation π d’un tel
paquet ne contribue au plus qu’à un seul des deux spectres, celui de X si ǫ1(π) = −1, pour tout
i = 1, . . . n., et celui de X ′ si ǫ(π) est trivial.
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Cas 13 : Sp(2n,R)/GL(n,R). — Comme dans le cas 2, les séries discrètes de X sont les séries
discrètes de G distinguées par le fait que leur K-type minimal ait des invariants non triviaux
sous K ∩H = O(n). Un paquet de Langlands de séries discrètes de Sp(2n,R) est déterminé par
un caractère infinitésimal entier régulier, c’est-à-dire dans un système de coordonnées usuel, un
n-uplet λ = (λ1, . . . , λn) où les λi forment une suite strictement décroissante constitués d’entiers.
Notons Π(λ) ce paquet de Langlands.
Proposition 11.18. — Soit Π(λ) comme ci-dessus un paquet de Langlands de séries discrètes
de Sp(2n,R). Alors soit tous les éléments de ce paquet sont des séries discrètes de X , soit aucun
ne l’est, et la première éventualité se produit exactement quand les entiers λi ont une parité qui
alterne en commençant par un nombre impair, c’est-à-dire pour tout i ∈ [1, n], λi ≡ i[2].
Remarque 11.19. — Si les λi ont bien une parité qui alterne mais en commençant par un
nombre pair, on trouverait des séries discrètes pour L2d(Sp(2n,R)/GL(n,R))χ où χ est le ca-
ractère sgn ◦ det de GL(n,R).
Démonstration. Remarquons que ρ = (n, n− 1, . . . , 1) de sorte que λ−ρ est toujours un n-uplet
d’entiers. Rappelons que nous avons noté πL(t1, . . . , tn) le caractère de L = U(1)
n donné par le
n-uplet d’entiers (t1, . . . , tn). La série discrète Aq(πL(t1, . . . , tn)), où q = l⊕u est la sous-algèbre
de Borel telle que πL(t1, . . . , tn) soit dans le good range pour q admet un K-type minimal ayant
des invariants non triviaux sous K ∩ H = O(n) si et seulement si πL ⊗
∧top(u ∩ p) a une
restriction triviale à L ∩ K ∩ H = {±1}n. Or on calcule facilement le caractère
∧top(u ∩ p)
de L ∩ H ∩ K : dans le système de coordonnées usuel où les racines (toutes imaginaires) sont
les ±ei ± ej , 1 ≤ i < j ≤ n, ±2ei, 1 ≤ i ≤ n, les racines compactes étant les ±(ei − ej). Les
racines non compactes longues positives (±2ei, selon le signe de ti) ont une restriction triviale
à à L ∩K ∩H et la contribution des racines non compactes courtes positives (±(ei + ej), selon
le signe de ti + tj) donne le caractère sgn
n−1 sur chaque facteur {±1} de L ∩K ∩H. Ainsi la
condition cherchée se traduit par :
- les ti sont tous pairs si n est impair, et tous impairs si n est pair. On en déduit le résultat.
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