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Abstract: The article presents the energy model development based on the real-time output power of PV system installations at Kumamoto
University, Japan. There are four sites of installation inside the university, which consist of two locations with thin-film silicon (5.76 kW and
7.56 kW) in the Faculty of Engineering and in the Faculty of Engineering Research Building, respectively, monocrystalline silicon (50 kW)
in the Research Laboratory, and CIGS (30 kW) on the rooftop of the Forico Building. From the real-time output power information in one
week continuous measurement during winter and summer in 2013, the accumulative energy and capacity factor are calculated. These data
are then used as the raw information for developing an energy model in order to estimate the energy production based on capacity factor.
The optimal capacity factor is obtained using the non-binary genetic algorithm (NB-GA). Obtaining the optimal capacity factor is important
for the prediction of accumulative energy output following the forecasted meteorological information.
Keywords: Real-time output power, accumulative energy, capacity factor, NB-GA, PV system
1. Introduction
Photovoltaic generation systems have been the fastest-growing
renewable energy sources worldwide since the last decade. There
has been recently estimated a capacity of around 30% of new
installation of PV systems, which are contributed from small
solar cell applications to giant solar parks connecting to the
power grid. The positive trend is due to the mature PV systems’
technology level in terms of increasing in power conversion effi-
ciency, low cost material, and other new innovations to support
the system development. In a symposium held in Kumamoto in
2010 about community base photovoltaic systems, the Japanese
government has incredibly targeted new PV system installation to
about 50 GW by 2030. The output policy from this meeting men-
tioned that all new homes or apartments should be attached with
photovoltaic panels on the rooftop of the building. The policy is
independently promoted by the government, but they receive con-
stant support from infrastructure, financial, business, and society
sectors.
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Like other countries, the current situation of PV system prac-
tice in Japan is showing a positive trend after about 3 years of
the policy implementation. People may easily find new homes
or apartments with PV panels on the rooftop of the building.
This scenery is becoming clearer in the locations of the smart
city grid project, such as in Higashida, Kitakyushu Japan. The
smart community project considers PV systems one of the renew-
able energy sources to supply the neighborhood. Also, as part of
green energy campaign, the PV system is commonly installed in
campus areas. For instance, Kumamoto University has four sites
of PV systems installation with thin-film silicon (5.76 kW and
7.56 kW), monocrystalline silicon (50 kW), and CIGS (30 kW).
In the large-scale capacity of PV systems, the Kyushu Electric
Company has built 3-MW giant solar power plants in Omuta,
Fukuoka Prefecture. In addition, island huge solar power plants
of 53,000 photovoltaic modules have been installed in the for-
mer airport in Kagoshima, the southern part of Kyushu, with a
total annual energy production of 9.8 million kWh. The com-
plete information of technology and manufacture of solar energy
in Japan can be found online.1
One of the challenging problems in PV system utilization
is the output power fluctuation highly affected by weather con-
ditions. Since weather conditions are sometimes unpredictable
and highly variable, the output power changes drastically. The
only way to obtain the output power of PV systems is by esti-
mation techniques either by considering the system behavior or
meteorological information at the ground level. Some parameters
affect the sunlight intensity arriving on the module surface—
for instance, the cloud cover variability, atmospheric aerosol
levels, and indirectly the extent of participating gases in the
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Optimal Energy Utilization of Photovoltaic Systems 11
atmosphere.2 In the forecasting output power of PV systems,
some methods are successfully confirmed in terms of their simple
algorithms or fast computational techniques. The combination
between the statistical method and artificial intelligence tech-
nique improves the forecasting accuracy using past historical
output power and meteorological information.3 The combina-
tion of artificial neural network and time series information for
daily prediction of global radiation is claimed better than any
conventional prediction methods, such as ARIMA techniques,
Bayesian inference, Markov chains, and k-Nearest-Neighbors.4
The artificial intelligence method by means of the artificial
neural network is the most common method for prediction of
daily global radiation in PV system sites.5−9 A new statistical
method for short-term forecasting in a grid-connected PV sys-
tem considering weather and artificial neural network models has
been proposed for the PV system participation in the one-day
ahead market.10 The confirmation of a real-time model of out-
put power and energy prediction is effectively demonstrated for
practitioners in PV systems sites.11
The variable output power consequently has an impact on
the energy production of PV generation systems. Knowing
prior information about the next day of energy production in
a PV system may improve the operation planning, especially
for the grid-connected system. In general, it may enhance the
cost of reserves generation, dispatchable and ancillary gener-
ations, and grid reliability performance. Therefore, developing
an energy model for PV system behavior is not less important
for energy output prediction. A real-time model for small-scale
grid-connected PV systems was used to predict the real-time
AC output power using 30 minutes data within one year mea-
surement.12 The other proposed energy model considered the
statistical analysis to describe the temperature, efficiency, and
accuracy of output power prediction models, and this model is
claimed suitable for smart metering. Another energy model was
proposed by considering the reference evaluation of solar trans-
mittance for the solar irradiance estimation and so the output
power calculation.13 However, the static model sometimes cannot
be justified for high accurate prediction because of the dynamic
nature surrounding the PV system installation. Therefore, the
dynamic thermal model based on the total energy balance was
proposed.14 In this study, the environmental factors related to
the thermal mechanism between PV panels and their environ-
ments are assessed. Several researchers were concerned with
the variability and probability solar radiation pattern in order
to calculate the energy production of PV systems. However,
the complexity of solar radiation pattern in time resolution is
not giving significant impact to energy estimation results.15
To enhance the energy output estimation including optimizing
other balance of system components, the stochastic simulation
model for statistical analysis of the site solar radiation are per-
formed.16 The energy estimation method is in very wide perspec-
tives, after the artificial neural network method is claimed pro-
vides better results than other conventional methods considering
minor secondary effects of low irradiance, angular, and spectral
effects.17
In our current study, we are not predicting the solar irra-
diation or considering dynamic environmental factors in order
to estimate the energy generation of PV systems. The energy
model by means of the objective function is generated follow-
ing the real-time output behavior of PV systems during certain
periods in winter and summer. The idea for this research is that
there will be certain and optimal capacity factors for each PV
technology to contribute to the total output power and energy
according to sky conditions. The minimum and maximum out-
put energy corresponds to the cloudy and clear sky conditions,
respectively. The optimal capacity factor is determined using the
non-binary genetic algorithm. Since the forecasted meteorolog-
ical information is highly accurate in Japan, then the obtained
optimal capacity factor can be simply used to calculate the esti-
mated energy output the next day or one week ahead according
to the weather forecast. The detailed explanation of our proposed
method is presented as follows.
2. Case Study System
The real-time and continuous output monitoring system for the
large scale of PV systems has been installed on the Kurokami
campus of Kumamoto University. The measured output power
is the AC power, which can be directly used to supply the parts
of daily load inside the university. The PV system installation
does not have a battery and charge controller because the total
output capacity is quite low compared to the electricity demand
requirement. There are four sites of installation inside the uni-
versity, which consists of two locations with thin-film silicon
(5.76 kW and 7.56 kW) in the Faculty of Engineering (35) and in
the Faculty of Engineering Research Building (33), respectively,
monocrystalline silicon (50 kW) in the Research Laboratory
(48) and CIGS (30 kW) in the rooftop of the Forico Building
(54). The PV system location can be found through the map of
Kumamoto University shown in Figure 1.
The real-time output power measurement including irradi-
ance and temperature data is recorded in the database system in
1-minute intervals. These data profiles are simultaneously dis-
played in the monitor located in the entrance gate of Faculty
Building No. 2 (35). The data have been recorded since the first
installation in 2010; therefore, it requires high-capacity mem-
ory space for the database system. The data logger records the
information in four fields. The first field is the type of data; the
second field is the time stamp in the server when data is recorded.
Meanwhile, the third field is the time stamp in the power condi-
tioner, and, finally, the fourth field is the data categories, i.e., the
data of output power, irradiation, and temperature.
The typical data in the first field can be designated as the
coding for the location of the PV system including the output
measurement. The classification of this data type can be found
in Table 1. The time in power conditioning when data recorded
and measured is exactly similar to the time of data recorded for
thin-film silicon and CIGS PV location. There is a slight differ-
ence in the time processing for crystalline silicon PV technology.
There is a 23-minute time delay between the parameter mea-
sured in the PV site and the time when the data is recorded.
In comparison, the output power measurement of CIGS PV
starts being recorded at 4 a.m. and is terminated at 12 midnight
every day. However, in the actual practice the CIGS PV sys-
tem continues the operation; therefore, these data are not typical
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Fig. 1. Overview of Kumamoto University map for the location of PV system.
Table 1. The classification of data type of each site of PV systems.
PV technology/locations Measured parameters
Thin-film silicon irradiation of solar-arc [kW/m2]
(solar arc) temperature of solar-arc [◦C]
Faculty of Engineering (35) power output of solar-arc [kW]
Thin film Silicon irradiation of wall PV [kW/m2]
(Wall-stuck) temperature of wall PV [◦C]
Faculty of Engineering power output of wall PV [kW]
Research Building (33)
Monocrystalline Silicon irradiation of 50 kW PV [kW/m2]
Research Laboratory (48) temperature of 50 kW PV [◦C]
power output of 50 kW PV [kW]
CIGS irradiation of 30 kW PV [kW/m2]
Forico (54) temperature of 30 kW PV [◦C]
power output of 30 kW PV [kW]
with some other reasons.The measured irradiance and temper-
ature in Figure 2 are, respectively, obtained from phyranometer
and temperature sensors that are embedded in the PV panel.
It means that the irradiance measurement results might be con-
sidered as the irradiance measured in the plane of array (POA),
while the temperature is the ambient temperature. Figure 2a and
Figure 2b show the profile of irradiance and temperature in a PV
location in one day during winter and summer seasons, respec-
tively. Both input parameters are variable and changed overtime
along the day. The irradiance is unpredictable with high poten-
tial of cloudy conditions that cause sunlight intensity changing
rapidly. The irradiance level is also affected by seasons; it is less
bright in winter, only reaching about 500 W/m2 and fully bright
with a maximum of around 1,000 W/m2 in summer. On the
other hand, the low temperature may go to below 0◦C before
9 a.m. during winter and over 30◦C after midday during summer.
These fluctuations, of course, influence the output power of PV
systems.
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Fig. 2. Profile of irradiance and temperature during winter (a) and summer (b).
3. Real-time Output Power for Energy Model
For the purpose of energy analysis, a CSV file of 10 MB is taken
from the server database system. The output power data obtained
from real-time database system consists of one week during
peak winter (7 January 2013–13 January 2013) and another one
week during peak summer (8 July 2013–14 July 2013). We can
utilize much data, but we are limited to the computer memory
for data processing and classification. Typical real-time one-day
output power measurement during winter (7 January 2013) and
one-day data in summer (14 July 2013) are shown in Figures 3
and 4, consecutively.Generally, in these figures the output power
measurement is highly dependent on the irradiance profile and
temperature location. Also, the time range for capturing output
power during summer is about 4 hours wider than in wintertime
because the daytime period is longer than the nighttime period.
In wintertime (Fig. 3), the weather is not only designated
with low temperature but also the quality of sunlight inten-
sity decreases. The minimum temperature may reach below 0◦C
before 9 a.m.; the maximum temperature during the day is 10◦C,
and the irradiance level may decrease to 500 W/m2. As a result,
percentage output power to the rated power reduced to around
52%, 13.2%, and 70% for thin-film silicon (solar arc and wall-
stuck types) and monocrystalline silicon, respectively, as shown
in Figure 3a–3c. Conversely, good performance is shown for
CIGS PV technology with increasing output power of 66% to
the rated output power (Fig. 3d). The results indicate output
power of silicon-based technology is highly affected by the irra-
diance level, although it may reduce as well as the temperature
increases for silicon PV technology. In comparison, the CIGS
PV technology can produce much higher output under low tem-
perature although the irradiance level reduces 50% than the
normal one.
In summertime (Fig. 4a–Fig.4d), the performance of all PV
system technology is, of course, very good, with a percentage of
86%, 19.8%, 90%, and 53% of rated output for both thin film Si,
monocrystalline silicon PV, and CIGS PV systems, respectively.
The installation of thin-film silicon is categorized with solar-arc
and wall-stuck configurations. The solar-arc system may follow
the light direction better than the wall-stuck system. That is the
way the irradiance profile received by wall-stuck system is totally
changed after 12 noon; the irradiance level is lower, which may
reach only 30% from normal irradiance. But this is not typical
data by other reasons. By the other analysis, the efficiency of the
wall-stuck type in winter is better than the summer because the
angle of the sun irradiation is better. The problems may come
from the analyzed output power data, which is not sufficient com-
pared to the sun irradiation. There may be some troubles for
PCS or data logger. The remaining silicon and CIGS PV tech-
nology give excellent output due to their locations on the top
of the building and exposure to the sunlight direction along the
day. An installation place of CIGS might be in shadow during
the evening. But the CIGS PV system is strong for the partial
shadowing; therefore, their output does not change.
4. Capacity Factor for Energy Model
In terms of energy production, the accumulative energy is calcu-
lated in four locations of PV systems. The PV systems designated
with TF1 and TF2 are for thin-film with solar-arc and wall-
stuck, respectively, monocrystalline Si and CIGS PV systems are
with just Si and CIGS, respectively. The accumulative energy is
defined as the total submission of energy production in 24-hour
operations, which can be formulated as follows:
Ea =
∫ t
0
PPVdt (1)
where Ea is the accumulative energy in kWh, t is the time oper-
ation (24 hours), and PPV is the output power produced by each
PV site, which is variable from hour to hour. According to (1), the
accumulative energy results are shown in Figure 5a and Figure 6a
for 7 days measurement in winter and summer, respectively.
In these results, the thin-film PV system with wall-stuck con-
figuration did not produce any output power from 10–13 January
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Fig. 3. Typical real-time one-day data measurement during winter (7 January 2013): (a) Thin-film Si (solar arc); (b) Thin-film Si (wall-stuck);
(c) Monocrystalline Si; (d) CIGS.
2013, and this condition is similar for the CIGS PV system on
9 July 2013. This condition does not mean that the PV sys-
tem is not properly working; the high potential problem is from
the sensor circuit and data logger. However, such data with zero
accumulative energy is still considered for the energy analysis of
the system.
Another interesting point to be discussed is related to the
energy capacity factor, which might be defined as follows:
ci = Ea
Emax
× 100% (2)
where ci is the energy capacity factor in (%) for each PV sys-
tem, Ea is the accumulative energy in (kWh) that was calculated
in (1), and Emax is the maximum energy production of PV sys-
tem in one day operation. The Emax is simply obtained from the
multiplication between the rated maximum power of PV systems
and 24 hours operation. For instance, the thin film with solar arc
(TF1) has the maximum capacity of 5.76 kW; this rated power is
multiplied with 24 h in order to obtain the Emax of 138.24 kWh.
The similar procedure is applied for other PV sites—then the
Emax is obtained as 181.44, 1200, and 720 for TF2, Si, and CIGS,
respectively. Later, these Emax values become the coefficient for
energy model development, as expressed in (3).
The measurement results for capacity factor are shown in
Figure 5b and Figure 6b for one week in winter and summer
operations, respectively. The results are very interesting because
the high output power of the PV system in one location does not
indicate directly to the high capacity factor. The trend values are
different for different PV locations. For instance, the silicon PV
system is always producing much higher than other PV systems
due to the total install capacity, which is 50 kW. However, CIGS
has slight higher capacity factor during winter, and thin film with
solar-arc configuration (TF1) has better capacity factor during
summer than other types of PV systems. The minimum and max-
imum values of capacity factor as shown in Table 2 represent the
PV system participation in total energy supply system in winter
and summer seasons, respectively.
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Fig. 4. Typical real-time one-day data measurement during summer (14 July 2013): (a) Thin-film Si (solar arc); (b) Thin-film Si (wall-stuck);
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The capacity factor is changing daily according to the envi-
ronmental factors; therefore, the optimal value of capacity factor
is important to be determined. The optimal capacity factor is the
main consideration in the energy analysis model. The prediction
of optimal capacity factor is inevitable since the weather fore-
cast in Japan—such as cloudy, partially cloudy, rainy, and sunny
conditions—can be predicted one week ahead with high accu-
racy. It means that when the weather is already forecasted for the
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Table 2.Minimum and maximum values of capacity factor.
Capacity factor (min-max)
PV systems Winter (%) Summer (%)
TF1 (c1) 0.376–10.21 17.44–24.14
TF2 (c2) 0.000–1.773 2.564–3.623
Si (c3) 1.054–16.81 17.17–23.53
CIGS (c4) 1.133–17.85 0.000–14.62
next week, the total minimum and maximum energy output can
be estimated using the optimal values of capacity factor. The min-
imum and maximum energy output may correlate with the cloudy
and sunny weather conditions, respectively. The current PV sys-
tem installation is not accompanied with a battery for energy
storage systems; therefore, it seems the energy output prediction
is less important in this location. However, for further expansion
of the system or learning from the current PV system model for
new installation in other PV system locations, such prediction is
very necessary.
5. Non-Binary Genetic Algorithm Based Optimal
Energy Production
For the purpose of prediction of energy production, a single
mathematical model is developed to represent the four PV system
installations. The mathematical equation for the energy model is
expressed as follows:
138.24c∗1 + 181.44c∗2 + 1200c∗3 + 720c∗4 = total energy output
(3)
where c1∗ to C4∗ are the optimal capacity factor, which will be
lately determined by the non-binary genetic algorithm method.
For prediction purposes, we may consider the optimal capac-
ity factor for maximum total energy production in the case of
a sunny weather forecast and minimum total energy produc-
tion for cloudy weather energy production. Meanwhile, the total
energy output refers to the minimum and maximum energy out-
put for one week continuous measurement during winter are
21.33 kWh and 342.31 kWh, respectively. Meanwhile, they are
about 312.31 kWh and 425.99 kWh during summer, respectively.
The range value of capacity factor is quite varied; however, the
values in between optimal capacity factor during winter and sum-
mer can be used for energy output prediction during spring and
autumn seasons.
There are four unknown variables of capacity factor in the
objective function that need to be calculated. Conventionally, to
solve such a mathematical equation, it is necessary to have four
equations. It is possible to have four equations from four days
of measurement; however, it may not represent the whole oper-
ating time. In addition, the constants will be basically the same
in four equations that make singular matrix, which is impossible
to be solved with conventional algebraic equations. On the other
hand, solving single linear mathematical equations is not so sim-
ple, because the capacity factor may have an infinite number of
solutions. Therefore, we try to find solutions with nonconven-
tional techniques by using the non-binary genetic algorithm. The
method is well recognized as a powerful method to find the opti-
mal solution for a single linear equation with more coefficients
without solving rigorous mathematical equations.
This artice utilizes the non-binary genetic algorithm to find
the optimal capacity factor during minimum and maximum daily
accumulative energy output of PV systems during winter and
summer. For this purpose, the objective function is defined as
follows:
maximum :
∣∣F (c∗1, c∗2, c∗3, c∗4)∣∣ ≡ 138.24c∗1 + 181.44c∗2
+ 1200c∗3 + 720c∗4
(4)
Within the constraints of
∣∣F (c∗1, c∗2, c∗3, c∗4)∣∣ = total energy output (5)
The range of capacity factor in winter:
0.376 ≤ c∗1 ≤ 10.21
0 ≤ c∗2 ≤ 1.773
1.054 ≤ c∗3 ≤ 16.81
1.133 ≤ c∗4 ≤ 17.85
(6)
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Fig. 7. The actual and simulated capacity factors: (a) Winter season; (b) Summer season.
The range of capacity factor in summer:
17.44 ≤ c∗1 ≤ 24.14
2.564 ≤ c∗2 ≤ 3.623
17.17 ≤ c∗3 ≤ 23.53
0 ≤ c∗4 ≤ 14.62
(7)
We are not going deeply into the explanation of the genetic
algorithm (GA) process because this method is commonly known
as one of the powerful optimization techniques in engineering
problems. In our simulation model, the initialization of the GA
process is designated with total generation of 100, population
size of 10, and mutation rate of 0.8 with roulette-wheel selec-
tion. The initial chromosome by means of the capacity factor of
each PV system was selected by random number within the con-
straints. The best chromosome will be the solution for the optimal
capacity factors. To confirm the accuracy level in capacity factor
measurements, the performance index is designated by the abso-
lute error between the actual (ci) and simulation results (ci∗). The
equation for the performance index is shown as follows:
|e| = ∣∣ci − c∗i ∣∣, where i = 1 to 4 (8)
The comparison of capacity factor between the actual value (real-
time measurement) and the simulated value using the non-binary
genetic algorithm for both minimum and maximum accumulative
energy output during winter and summer seasons are shown
in Figure 7a and Figure 7b, respectively. The results are very
close designated by the absolute error. In the winter season,
the absolute errors for minimum and maximum accumulative
energy output are about 16.01 kWh and 3.55 kWh, respectively.
Meanwhile, they are about 3.46 kWh and 7.43 kWh, respectively,
during summer season. The simulation result may be forced to
converge very close to the actual value of accumulative energy
output by increasing the total generation to 1000 and the popu-
lation size to 100. However, the capacity factor may reach 0 or
1, meaning the PV system is totally not producing any output
power or that the PV system reaches the maximum capacity.
Such results are impractical since the current PV systems are
continuing to produce output power within specified capacity
factor.
The simulation results about the optimal or simulated capac-
ity factor imply to be used based on the meteorological forecast.
As previously mentioned, the weather forecast in Japan is highly
accurate and provides for one week ahead. Therefore, the optimal
capacity factor is possibly used to predict the daily accumulative
energy output according to the weather forecast. The optimal
capacity factor for minimum output may represent cloudy sky
conditions. Conversely, the maximum one is used for sunny sky
conditions. Because the optimal capacity factor is in the interval
value, they are possible to estimate the energy output for the par-
tially cloudy condition. Finally, the energy model developed in
this article is not limited to the number of data; therefore, more
accurate prediction can be obtained if the output power during
the spring and autumn seasons are also brought online.
6. Conclusion
The study has presented the energy model for PV systems
installation at Kumamoto University in Japan. Parameters of
accumulative energy and capacity factor are calculated from
the real-time output power of thin-film silicon (solar arc and
wall-stuck), monocrystalline silicon, and CIGS PV systems. The
minimum and maximum accumulative energy corresponds to
cloudy and clear sky conditions, respectively. Meanwhile, for
the prediction of total energy production, there will be certain
and optimal capacity factor for each PV technology to contribute
to the total output power and energy according to sky condi-
tions. Therefore, the optimal capacity factor is determined using
the non-binary genetic algorithm. The proposed method may
confirm the accuracy of optimal capacity factor to the actual mea-
surement indicated by performance index of absolute error. The
proposed method can be used to estimate seasonal energy output
for the next day or one week ahead according to the forecasted
meteorological information. To be more accurate in estimation
results, further data in the spring and autumn seasons should be
brought online as well.
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