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We study the asymptotic behavior of maximum values of birth and death processes over large 
time intervals. In most cases, the distributions of these maxima, under standard linear normaliz- 
ations, either do not converge or they converge to a degenerate distribution. However, by allowing 
the birth and death rates to vary in a certain manner as the time interval increases, we show that 
the maxima do indeed have three possible limit distributions. Two of these are classical extreme 
value distributions and the third one is a new distribution. This third distribution is the best one 
for practical applications. Our results are for transient as well as recurrent birth and death processes 
and related queues. For transient processes, the focus is on the maxima conditioned that they are 
finite. 
extreme values * birth and death processes * M/M/s  queues * limit theorems 
1. Introduction 
In this paper, we characterize the asymptotic behavior of the maxima of birth 
and death processes and related queues. The following paragraphs describe the gist 
of our results in terms of a special case. 
Consider an M/M/s  queueing process in which customers arrive to s servers 
according to a Poisson process with rate A, and the independent, exponentially 
distributed service times have mean -1 .  The number of customers in the system 
(the queue length) over time is a birth and death process with birth rate A and death 
rate/~min{k, s}, when k customers are present. Let M, denote the maximum queue 
length in the time interval [0, T,], where Tn is the nth time the system becomes 
empty. Assume that the queue is empty at time 0. Our interest is in finding norming 
constants an, bn > 0 and a non-degenerate distribution G such that 
lim P((M,-a.)/bn ~x)=G(x), (1.1) 
n- -~ OO 
for each continuity point of G. When such an, bn, G exist, we say that Mn has the 
limit distribution G. Otherwise, we say that Mn does not have a limit distribution. As 
usual, we consider only linear normalizations. 
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We can write M, = max{ Y I , . . . ,  Y,}, where Yk is the maximum of the queue in 
the interval [Tk-~, Tk]. The queueing process is Markovian, and so Y1, Y2, . . .  are 
independent identically distributed random variables. From the classical extreme 
value theory for independent identically distributed variables (see for instance 
Galambos (1978) or Leadbetter et al. (1983)), we know that the possible limit 
distributions for Mn are only exp(-x-V),  x~>0, or exp(-e-X), x~ R. One con- 
sequence is as follows; this is a special case of Theorem 2.5. 
Theorem 1.1. I f  the queueing process is null recurrent (A = s/t), then 
l im P(MJ(n(A/~)~s!)<~x)=e -x-', x>~O. 
M --~.00 
Cohen (1969) proved an analogue of this for the M/G/1 and G/M/1  queues; 
related studies on extreme values of queue lengths and waiting times are Heyde 
(1971) and Iglehart (1972). 
Another classical result for discrete random variables is that the convergence (1.1) 
can take place only if 
lim P(Y I=m) /P (Y I> m-1)=O.  
m-- .~ ot~ 
Consequently, we have the following anomaly. 
Theorem 1.2. I f  the queueing process is positive recurrent (A < Sl~ ), then Mn does not 
have a limit distribution. 
This non-convergence theorem is surprising, especially in light of Theorem 1.1, 
since positive recurrent processes generally have nicer properties than null recurrent 
ones. Cohen (1969) and Anderson (1970) give insights on typical lira inf's and 
lim sup's for the distribution of (M, -  a,) /b, .  
Our point of departure is to establish the convergence (1.1) for birth and death 
processes in spite of the non-convergence d scribed in Theorem 1.2 and Theorem 
2.3. Our approach is to allow the birth and death parameters (X, g, s for the M/M/s  
queue) to vary with n when considering the convergence of Mn. Such parameter 
variations in limit theorems are not uncommon. A classical example is that if S, is 
a binomial random variable with parameters n, p and if p = p, varies with n such 
that np,, -> A > 0 as n --> oo, then the distribution of S, converges weakly to a Poisson 
distribution with mean A. 
Here is an example of our major results. Suppose M, is the maximum, as above, 
of an M/M/s  queue, where the arrival rate A = A(n) and service rate g =/~(n) 
depend on n. Let pn = A(n)/(sl~(n)). 
Theorem 1.3. Suppose that pn <~ 1 for each n and that pn -'> 1. The possible limit 
distributions for Mn are Go(x) = exp( -x - l ) ,  x I> 0; Goo(x) = exp(-e-X), x ~ R; and 
Gc(x)=exp(-c / (eX-1)) ,  x>-O, for 0<c<~.  (1.2) 
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The Mn has the limit distribution Go, where 0 <<-c <~ o0, if and only if n(1-  pn)x 
[A(n)/~(n)]-S/s!->c. Appropriate norming constants an, bn are as in Theorem 3.1. 
Note that Go and Goo are classical extreme value distributions. The third distribu- 
tion (1.2) has not appeared in the literature before. Numerical work has shown that 
this new distribution is the best one for practical approximations. Namely, for the 
standard M/M/s  queue with traffic intensity p = A / s/z, 
P( (Mn-s+ l ) ( - logp)<~x)=exp(-c , / (eX-1)) ,  x~>0, 
where c, = n(1 -p)(A/tz) -S/s  !. This approximation is good for n i> 15 and for all 
p<l .  
The results herein also apply, with obvious changes in notation, to maxima of 
random walks with steps of size + 1. In Serfozo (1986), we give a related characteriz- 
ation of extreme values of M/G/1  and GI /M/1  queues. 
This completes our introduction. Here is what lies ahead: Section 2 consists of 
preliminaries, including classical convergence and non-convergence theorems for 
extreme values of birth and death processes; Section 3 contains our main results 
for recurrent birth and death processes; Section 4 contains analogous results for 
transient processes; and Section 5 gives applications to M/M/s  and related queues. 
2. Preliminaries 
We shall consider a continuous-time birth and death process on the nonnegative 
integers with birth rates ho, a~, A2,... and death rates tZo = 0,/z~,/z2, . . . .  This is a 
Markov process that evolves as follows: Upon entering state k, the process remains 
there for an exponentially distributed time with mean (Ak +/Zk) -~, and then it moves 
to state k+ 1 or k -  1 according to the respective probabilities hk/(hk + I~k) and 
I~k/(hk+tZk). We assume for now that the process is positive recurrent or null 
recurrent--transient processes are discussed in Section 4. We also assume, for 
convenience, that the process at time zero begins in state zero. Let Mn denote the 
maximum value of the process in the time interval [0, Tn], where Tn is the time of 
the nth visit of the process to state zero. The Mn and Tn are finite valued since the 
process is recurrent. We shall study the asymptotic behavior of the distribution of 
M~ as n-->0. 
We can write M~ = max{ Y~,. . . ,  Y~}, where Irk is the maximum of the birth and 
death process in the time interval [Tk-~, Tk], with To=0. Since the process is 
Markovian, the random variables Y~, Y2,.. .  are independent and identically dis- 
tributed. Consequently, 
P(Mn<~x)=P(Y~<-x, . . . ,  Yn<~x)=F(x) ~,
where F is the distribution of the Yk'S. TO obtain an expression for F, note that the 
successive states of the birth and death process form a simple discrete-time random 
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walk that moves from state k to state k+ 1 or k -1  according to the respective 
probabilities Ak/(Ak+l-~k) and lZk/(Ak+iZk). Then clearly F(x)  is the probability 
that, starting from state 1, the random walk reaches state 0 before it exceeds x. 
Thus, from Section 1.12 of Chung (1967), we know that 
F (x )= 1 -  rk (2.1) 
k=O 
where ro = 1 and rk = (~1" " "/Zk)/(AI" • • Ak) ,  k ~> 1. Furthermore, the birth and death 
oo r ¢x) process is recurrent when ~k=O k = OO and is transient when ~,k=Ork < o0. 
Here are some easy-to-prove asymptotic properties of the ratio Ak/tZk, depending 
on whether the birth and death process is transient or recurrent; we let 
p = lim inf Ak/ Id ,  k and 15 = lim sup Ak/].~ k. (2.2) 
k~oo k--,oo 
Lemma 2.1. I f  Y~k~-_ork < o0, then Ak/ l~k > 1 for an infinite number of k" s, and/5 >I 1. 
I f  Y,k~-_ork =~,  then p <<- 1. 
Keep in mind that, for now, we are considering only recurrent birth and death 
processes. Our interest is in the weak convergence of the distribution 
P( (M, , -a , , ) /b , ,<~x)=F(a , ,+b,x ) '=[1 - (1 -F (a , ,+b, ,x ) ) ]  ", (2.3) 
where a, and b, > 0 are constants. It is well known that, for any 3', ~ R and 
-oo~< 7<~oo, the convergence (1 + y,)"  ~e  ~ is equivalent o ny,, ~ y. This property 
applied to (2.3) translates into the following known result (cf. Corollary 1.3.1 of 
Galambos (1978) or Theorem 1.5.1 or Leadbetter et al. (1983)). Here 0~ < g(x )< oo. 
Convergence Criterion 2.2. P( (M,  - a , ) /b ,  <~ x) --> e -g(x) as n -> oo if and only if 
n(1 - F(a,, + b,x)) -> g(x) as n --> oo. Note that this criterion is also true when F varies 
with n. 
We begin by characterizing when the maximum M,  does not have a limit distribu- 
tion and when it might have one. Recall the notation (2.2). 
Theorem 2.3. The maximum M,  does not have a limit distribution if and only if 
m m 
lim inf Y, I-I Az//~j < oo. (2.4) 
rn~Oo k=0 l=k+l  
I f  p >I 1, then (2.4) does not hold, and if~5 < 1, then (2.4) holds. 
Proof. We know, from Theorem 1.7.13 of Leadbetter et al. (1983), that there exist 
x, and 0<~<oo such that n(1-F (x , ) ) - ->z  as n-->~ if and only if 
(F (m) -F (m-1) ) / (1 -F (m-1) ) - ->O as m->oo. 
The latter condition, in light of (2.1), is 
rm rk-->O as  m->oo.  (2.5) 
0 
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Then, by Criterion 2.2, the Mn does not have a limit distribution if and only if the 
last convergence does not hold, which is equivalent to (2.4). 
Now, suppose p i> 1. Then for c < 1, there is an integer N such that hk/tXk >t C 
for k I> N. Then 
m rtl m 
l im inf Y. I-[ At//z~ >I lim inf 
m~OO k=0 i=k+l  m-->oo k=N 
cm-k=l/(1--C).  
Letting c--> 1 proves that (2.4) does not hold. A similar argument shows that ~ < 1 
implies (2.4). 
The preceding theorem yields the negative conclusion that the existence of a limit 
distribution for Mn is the exception rather than the rule: There is no limit distribution 
for a typical positive recurrent process with lim SUpk-,~ Ak/tZk < 1, but one might 
exist for an atypical process with limk_,~ Ak/P.k = 1 (such as a null recurrent process). 
For those instances when there might be a limit distribution for M,, we have the 
following properties from the classical extreme value theory. 
Proposition 2.4. (a) The possible limit distributions for Mn are only exp(-x-V), x t> 0, 
or exp(-e-X), x ~ R. 
(b) The first of these distributions i  the limit if and only if 
(1 -F ( tx ) ) / (1 -F ( t ) )= ~, rk rk~X ~ asx~oo.  (2.6) 
k=0 0 
Appropriate norming constants are an = 0 and bn = min{m" Ekm=O r k>i n}. 
(c) The second distribution in (a) is the limit distribution for M, if and only if there 
is a positive function g( t) such that 
t / t+Xg( t )  
(1 -F ( t+xg( t ) ) ) / (1 -F ( t ) )= k=0 ~ rk /  k~=O ->e -x as t-->oo. (2.7) 
In this case, one can choose 
g(t)= _ ~ rk rm , 
k=0 k=t  m=0 
and a. = min{m: ~km=O rk>I n} and b. = g(a.). 
A special case of (b) is as follows. This applies, for instance, to a null recurrent 
process with/~k =/[Lk, k I> s, for some s (such as the M/M/s  queue in Theorem 1.1). 
Theorem 2.5. I f  E~=011--Ak//~k[<O0, then 
__X--I 
lira P(M, , /nb~x)=e , x~O (2.8) 
where b = I]k°~=l Ak/ IZk. 
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Proof. By a basic property of infinite products of real numbers, the hypothesis 
implies the existence of the limit b. Now rk-" b- '  ensures that n -~ Y~=o rk~ b -~. 
Then (2.8) follows by Criterion 2.2 and 
n(1 -F (nbx) )= bx(nbx) -1 ~ rk ~X -1 asn~oo.  
k=O 
3. Main results 
We saw above that the maximum M, does not have a limit distribution for a 
wide class of birth and death processes, including those in which lim supk_,o~ ) ik/ l£k ( 
1. However, Mn might have a limit distribution when limk_,oo hk/tZk = 1. These 
negative and slightly positive findings prompted us to explore the convergence of 
M, when the parameters Ak = Ank and [d~ k= ['&nk vary with n such that )ink/l,£nk is 
nearly 1 for large n and k. This is the basis of our following results. 
Consider a sequence of recurrent birth and death processes indexed by n = 
1, 2 , . . . ,  where the nth process has the respective birth and death rates )ink and [.Lnk 
when in state k--0,  1, . . . .  For the nth process, let M, denote its maximum up to 
the time of its nth return to state zero. This M, has the same meaning as the one 
in Section 2, but here, its defining parameters )ink , /'$nk vary with n as well as with 
k. That is, M. is the maximum of n independent random variables with the common 
distribution 
F,(x)  1- -~k"~o rnk 
where r,o = 1 and r.k = (/z,~" • •/Z.k)/()i,l" " " h.k), k>~ 1. 
We shall assume that, for each n, there is a positive number Pn ~< 1 and a positive 
integer s. such that, for any m. I> s,, 
Di n I'lrl n 
~. r.k/r.sn-- ~ p-~(k-sn) as n~oO. (3.1) 
k=s  n k=s  n 
(--- means that the ratio of the two expressions converges to 1). We also assume that 
Sn 
lim n-1 y~ r.k = 0. (3.2) 
n- - .oo  k=0 
The s. may be unbounded or independent of n. Note that (3.1) is satisfied automati- 
cally when )ink/~nk-----P. for k>~s,, such as for the M/M/s  queue. One can also 
show that (3.1) follows from (3.2) and 
Din 
l imsup E [r,,k/r,~,-P-~(k-~")[ <°°. 
n-..~oo k=sn+l  
Assumption (3.2) holds when s. and r.k are bounded or when r.k <~ B. for k ~ s. 
and s.B,,/ n -* O. 
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The fol lowing results say that when p,--> 1, then the possible limit distributions 
for Mr.. are as follows. Here c = lim,_,oo c. and 
Sn 
c ,=n(1-p . ) / rn~=n(1-p . )  H A.k//z,,k. (3.3) 
k=l 
Case Limit Distribution Norming Constants 
c=0 Go(x)=exp(-x-1), x~>0, a .=s . -1 ,  b,,=n/r.~. 
O<c<c~ Gc(x)=exp(-c/(eX-1)) ,  x>~O, a .=s . - l ,  b, ,=-l / logpn 
c = oo Goo(x) = exp(-e-X) ,  x s R, an = s. - 1 - log c . / log p~, 
b. = -1 / log  Pn. 
An easy check shows that the distributions Go, 0 ~< c ~< oo, are of distinct type. 
Theorem 3.1. Suppose (3.1) and (3.2) hold and p.-> 1. I f  c,-->c as n->oo, where 
0<~ c<~ oo, then 
lim P((M.-a.)/b.<~x)=Gc(x), ~R, (3.4) 
n--.~ oo 
where the Go, an, bn corresponding to the limit c are displayed above. 
Proof. By the Convergence Criterion 2.2, it suffices to show that c. -> c implies 
lim n[1 - F.(a. + b.x)] = x -1 when c = 0, 
n.--> oo 
= c~ (e x - 1) when 0 < c < oo, 
= e -x when c = oo. (3.5) 
To this end, let m.(x) denote the integer part of a, + b.x. Using (3.1) and (3.2), 
we have, for m,(x)>I s., 
mn(X ) ] 
n[1-F . (a .+b.x) ]= n-~ Y r.k 
k=O 
-1  
I Sn--I ran(X) I --I 
= n -1 k ~ rnk q- n -1 r.s. ~, Ink / r.s. 





when p,, < 1, 
when Pn = 1. 
Then to establish (3.5), it suffices to show that z.(x) converges to the values on the 
right side of (3.5). 
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First, suppose that cn ~ c and 0 < c < co. In this case 
ran(x) = sn - 1 -x / log  On + O(1). 
Then, using log pn = O(1), we have 
zn(x) = cn/(exp[(s, - mn(x)) log On] --Pn) 
=Cn/(exp[x +O(1)]--pn) 
~c/ (eX- -1)  as n~oo.  
Next, in case cn ~ c = O, one can show, by a longer but straightforward argument, hat 
Z,(X)=[x+O(1--pn)/Cn+O(1)]-'~X-' as n~.  
Finally, if cn ~ c = oo, then one can show that 
zn(x)=[eX+°(1)-pn/c,]-l~e-X as n~.  
This completes the proof. 
Theorem 3.1 says that the convergence of c, is sufficient for Mn to have a limit 
distribution when pn ~ 1. The next result says that the convergence of c, is necessary 
as well, and that M, has no limit distribution other than those above. 
Theorem 3.2. Suppose (3.1) and (3.2) hold and p, ~ 1. The possible limit distributions 
for Mn are Gc, 0 <~ c ~ ~. Furthermore, Mn has the limit distribution G~ if and only if 
Cn'-'~ C as  n--~ (x). 
Proof. Suppose M, has the limit distribution H. Since [0, ~]  is a closed set, it 
contains a convergent subsequence % --> c. Then by Theorem 3.1, we know that Mn~ 
has the limit distribution Go. Since Mnk also has the limit distribution H, it follows 
from Khintchine's theorem on convergence to types of distributions that H and G 
are of the same type. This proves the first assertion. The second assertion follows 
by a similar argument. 
Approximation of P( Mn <~ x)forpractical applications. Consider the maximum Mn 
of a birth and death process with rates hk, tZk (without he artificial dependence on 
n) such that hk/tZk is approximately p for k ~> s, where 0 < p < 1 and s 1> 1. Theorems 
3.1 and 3.2 yield the approximation 
P((Mn-s+l)(- logp)<~x)~-exp(-Cn/(eX-1)) ,  x>-O, (3.7) 
where cn = n(1 -p )  r I ;=l  hk/tXk and n is large. For the case when the process is null 
recurrent (p- -1) ,  Theorem 2.4, yields the classical approximation 
P(Mn/nb<~x)~-Go(x), where b= I] hk/IXk. 
k=l  
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There are analogous approximations for P(M,  <~ x) by Go when c, is small and 
by G~ when c, is large. However, our numerical computations show that these 
approximations are not as good as (3.7), which is superior for any c,. The main 
reason for this is that the parameter c, appears on the right side of (3.7), but the 
Go and G~ approximations do not contain any such parameters of the process. 
Furthermore, Go and G~ are only theoretical limits for the two "unobtainable" 
values of c, in [0, oo]. We were pleasantly surprised that the approximation (3.7) 
is accurate ven when p is not near one. This is apparently because p appears on 
the right as well as left side of (3.7). For the M/M/1  queue, we found from numerical 
computations that the difference between the two sides of (3.7) is below 0.018 when 
n = 15 and below 0.01 when n = 20, for any p in (0, 1). See Table 1. We also found 
that our approximations for this queue are an improvement over the looser lim inf 
and lim sup bounds in Anderson (1970) that are 
lim inf P( M.  <~ x) >t exp(-pX-%-~), 
n --~ O0 
lim sup P(Mn <~ x) <~ exp(-p x-%) 
?1 ---~ O0 
(3.8) 
where 
a,  = min{x: F(x)  > 1 - 1/n} = log n(1 - p ) / ( - log  p). 
See Table 2. The referee has pointed out that one can view the two bounds in (3.8) 
as approximations to P(M,  < x) and P(M,  <~ x), respectively. Also, the upper bound 
can be improved slightly for some values of x by using another definition of a,  
based on a continuous interpolation of F. Our approximation, however, is still better 
than these. 
Table 1 
Distance between the actual distribution of the maximum M/M/1 queue length and the 
approximating distribution 
[This is a table of the distance D = supx IP((M, <~ x) - G(x) I. The M, is the maximum 
M/M/1 queue length up to the nth time the queue is empty, where p---a//z < 1, and 
G(x) = exp[ -n (1 -p ) / (e  "/l°sp -1)] is the approximation (3.7).] 
5 10 15 20 25 30 
0.1 0.014 0.018 0.016 0.013 0.010 0.008 
0.2 0.034 0.026 0.015 0.008 0.006 0.006 
0.3 0.046 0.023 0.012 0.012 0.010 0.009 
0.4 0.051 0.020 0.017 0.013 0.009 0.007 
0.5 0.050 0.025 0.017 0.012 0.011 0.009 
0.6 0.046 0.026 0.017 0.013 0.010 0.009 
0.7 0.045 0.025 0.017 0.013 0.010 0.009 
0.8 0.049 0.026 0.018 0.013 0.011 0.009 
0.9 0.051 0.026 0.018 0.013 0.011 0.009 
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Table 2 
Comparing the approximation with bounds of Anderson. Using the notation of Table 1, 
the present table compares P(M~ <~ x) with the approximation G(x) and Anderson's lira inf 
and lim sup bounds (3.8) (P(M, ~ x) might not fall between these bounds).] 
x P(M,,<~x) G(x) exp(-p ~-'~.-1) exp(-pX-%) 
n=15 
p =0.6 
a. = 3.50758 
n = 15 
p=0.8 
an = 4.92334 
1 0.00012 0.00087 0.00248 0.02732 
2 0.03422 0.04764 0.02732 0.11533 
3 0.19146 0.20843 0.11533 0.27362 
4 0.40927 0.41988 0.27362 0.45951 
5 0.60288 0.60802 0.45951 0.62716 
6 0.74555 0.74767 0.62716 0.75583 
7 0.84131 0.84214 0.75583 0.84539 
8 0.90254 0.90288 0.84539 0.90413 
9 0.94075 0.94086 0.90413 0.94133 
10 0.96416 0.96420 0.94133 0.96437 
11 0.97839 0.97841 0.96437 0.97847 
12 0.98700 0 98700 0.97847 0.98702 
13 0.99218 0.99219 0.98702 0.99219 
1 0.00001 0.00015 0.04979 0.09072 
2 0.00483 0.01043 0.09072 0.14661 
3 0.04296 0.05743 0.14661 0.21524 
4 0.12477 0.14241 0.21524 0.29264 
5 0.23173 0.24778 0.29264 0.37417 
6 0 .3~ 0.35712 0.37417 0.45547 
7 0.45108 0.46038 0.45547 0.53305 
8 0.546,19 0.55272 0.53305 0.60452 
9 0.62809 0.63254 0.60452 0.66854 
10 0.69707 0.70005 0.66854 0.72461 
11 0.75434 0.75631 0.72461 0.77283 
12 0.80142 0.80272 0.77283 0.81370 
13 0.83986 0.84071 0.81370 0.84796 
14 0.87109 0.87164 0.84796 0.87639 
15 0.89637 0.89673 0.87639 0.89983 
16 0.91678 0.91701 0.89983 0.91902 
17 0.93322 0.93337 0.91902 0.93468 
18 0.94645 0.94655 0.93468 0.94739 
19 0.95708 0.95714 0.94739 0.95769 
20 0.96561 0.95565 0.95769 0.96600 
21 0.97246 0.97248 0.96600 0.97271 
22 0.97795 0.97796 0.97271 0.97811 
23 0.98234 0.98235 0.97811 0.98245 
24 0.98587 0.98587 0.98245 0.98593 
25 0.98869 0.98869 0.98593 0.98873 
26 0.99095 0.99095 0.98873 0.99097 
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Relationships among the limit distributions. Let Xc denote a random variable with 
distribution Gc, 0 <~ c <~ oo, and let Y denote an exponentially distributed random 
variable with unit mean. Standard change-of-variable computations show that 
d d d 
Xo=I /Y ,  Xoo=- logY ,  Xc=log(Y+c) - logY ,  0<c<oo,  
where these are equalities in distribution. Solving the equations for Y and using 
obvious substitutions, we also have 
d d 
X0 = -exp(-X~o) = c / (exp(Xc) -  1) 
d d 
Xoo = log Xo = log((exp(X~)- 1)/c) 
d d 
Xc = log(1 + cXo) = log(1 + c exp( -X~)) .  
d d 
Furthermore, c-lXc -> Xo as c-~0 and Xc - log  c-~ X~ as c-> oo. 
The mean of Xoo is the Euler constant y = 0.5772 . . . .  In comparison, for 0 < c < oo, 
we have 
EXc = E( log(c+ Y) - log  Y) 
= 3,+e~(3,~- 7), 
where 3'c = -~ e-" log u du, which can be interpreted as the Euler constant on [0, c] 
(3% = 3'). One can readily compute the moments of G by numerical integration with 
obvious bounds on the integral in neighborhoods of 0 and ~.  
We end this section with further insights into the irregular behavior of M.. Can 
M. have a limit distribution when p. does not converge to 1? Can M. have a 
discrete limit distribution? The following results show that the answers to these 
questions are yes. 
Proposition 3.3. Suppose the birth and death processes satisfy (3.1), (3.2) and p, --> p 
< 1. Let an be a sequence of integers. Then the distribution ofM,  - a. converges weakly 
to a nondegenrate limit H as n --> oo if and only if 
- -1 sn -- an n r . s .p .  -->a>0 as n->oo.  (3.9) 
In this case, 
H(x )=exp( -a - l (1 -p )p[X l ) ,  x~ R, 
where [x] denotes the integer part of x ( H is concentrated on the integers). 
Proof. With no loss in generality, we may assume that p, < 1 for each n. By (3.6) 
with ran(X) = an + [x], we have 
n(1 -  F.(a. + x))--[n-'r.s.(p~"-""-[xlT p . ) / (1 -p . ) ]  -1. 
B ~  
C~mtvum v~¢ Wi~u~ade on Infom~lic, a 
Ama~-o~m 
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Recall that n -~rn~.-->0 because of (3.2). Then clearly n(1-Fn(a,,+x))--> 
a-~(1 _ p)ptXl if and only if (3.9) holds. Hence, the assertions follow by Criterion 2.2 
Propositions 3.3 may not be too useful for applications ince (3.9), apparently, 
is rarely satisfied. Indeed, we know from Theorem 2.3 that there do not exist an 
that satisfy (3.9) when A,k, tZnk, S, and Pn are independent of n. A subtle variation 
in these quantities as n--> oo is therefore needed for the existence of an that satisfy 
(3.9). Here is such an instance. 
Example. Consider the special case in which 
I-I~=~ Ant/lZnt--> 3'>0 as n-->oo. Then (3.1) 
exp(- log n/[log n]) --> e -1. Let an = [log n]. Then 
Ank/~nk ----- n -1/tl°gna, k i> s, and 
and (3.2) hold and Pn= 
n -1 rnsp~-"" = r,,~p~, -> 3-1 e-~ as n --> oo. 
Hence Proposition 3.3 yields 
lim P(Mn - an ~ x) = exp(-/3 e-EXl), 
n-~OO 
x /L 
where/3 =3' eS(1-e- l )  • This limit distribution is a discrete version of Goo. 
.4. Extreme values of transient processes 
Consider a birth and death process, as in Section 2, with rates Ak, ]-/'k- Assume 
that the process is transient, that is, the sum B=Y.k~o rk is finite. Let Mn denote 
the maximum of the process up to the time Tn of its nth return to state 0. Because 
the process is transient, the Mn and T, may be infinite: From (2.1) we know that 
P(M1 <~ x) = 1 - r k , 
k=O 
and so 
P(M1 < ~)  = 1 - 1/B < 1. 
Of interest, therefore, is the asymptotic behavior of Mn conditioned on Mn < oo. 
Accordingly, we now consider the convergence of the conditional distribution 
P( (M, -an) /  b.<~ xlMn < oo)= H(an + bnx) n, (4.1) 
where 
)]/ H(x)=P(Ml<~x[Ml<oo)  = 1-k=ork  [ I - I /B ] .  (4.2) 
Similar to the terminology above, we say that M. conditioned on M. < oo has a 
limit distribution or does not have one according to whether or not the distribution 
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(4.1) converges weakly to a nondegenerate distribution. The following result is 
analogous to Theorem 2.3. Here we use 
k 
p = lim inf hk/ gk, ~ = lim sup Ak/ tZk, flmk = 1-I /X,,+l/hm+t 
k~oo k--?oo I=1 
and note that ( / ) (  )1 
[H(x ) -H(x -1) ] / [1 -H(x -1) ]= ~_ork k~__Ork k~=m~m k 
Theorem 4.1. The Mn conditioned on M.  < oo does not have a limit distribution if and 
only if 
oo  
lim inf Y~ flmk < 00. (4.3) 
m--~ oO k=rr  I
I f  ~ <~ 1, then (4.3) does not hold, and if p > 1, then (4.3) holds. 
This says that, for a typical transient process with lim infk-,oo Ak/IAk > 1, there does 
not exist a limit distribution for M, conditioned on M, < oo, but there might be a 
limit for a process with limk-,oo Ak/P,k = 1. When it is possible for the limit to exist, 
then the asymptotic behavior of Mn conditioned on M, < oo is analogous to Proposi- 
tion 2.4. Here we have a further simplification. 
Remark 4.2. The distribution (4.1) has the same limiting behavior as the distribution 
/4(a. + b,x)", where/4(x)  = B -1 ~=o rk. This follows since 
where 
1 - H(x )= a(x) [1  - /~(x ) ] ,  
[( ]-' a(x)= l - l /B )  r k ->1 as x->oo. 
k=0 
The preceding observations lead to the study of Mn when the ratio Ak/ldb k depends 
on n and is nearly 1 for large n. Accordingly, consider the maximum Mn for a 
sequence of birth and death processes with rates Ank, [£nk that depend on n as well 
as k~ Then 
where 
P(M~ <~xlM ~ <~)- -  H.(x)"  
H,,(X)----(1--(k~=or,,k)-')/(1--1/B~), 
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The following result says that when pn ~ 1, the possible limit distributions for M, 
conditioned on M, < ~ are Go, 0 ~ c <~ oo. 
Theorem 4.3. Suppose (3.1) and (3.2) hold with m, <~ oo in (3.1), p, > 1 for each n, 
and Pn -> 1. Then Mn conditioned on M, < oo has a limit distribution if and only if 
cn - n(1 - 1/pn)/rn~.--> c where 0 < - c<~ oo. In this case 
lim x~R,  (4.4) 
r l  -~  oo  
where a,, b, are as in Theorem 3.1 with pn there replaced by l ip , .  
Proof. We will prove that c, ~ c implies (4.4). Then the rest of the assertion will 
follow by the argument we used in the proof of Theorem 3.2. From assumptions 
(3.1) and (3.2), we have 
s n - -  1 oo 
n- lB, ,=n -1 ~, r,,k+n-lr,,~. ~, rnk/r,,~ 
k=O k=sn 
-1  
~Ct l  • 
Similarly, for m, >t sn, 
ra n s n - 1 ran 
n- '  E r.k = n -1 E rn,< + n - l r . , .  2 
k=O k=O k=s , ,  
-.. [1 -  p-~ra.+~.-1]l c," 
Then, letting mn(x) denote the integer part of an + bnx, we have 
[ ]/ n[1-H , (a ,+b,x ) ]= B, r,k --1 [n - 'Bn-n  -1] 
--cnl[pT.(x)--:°+'--l]. 
The rest of the proof is similar to the proof of (3.5). 
Remark 4.4. For the birth and death process with t~k/ [~ k = p, k >I s, the analogue of 
approximation (3.7) for p > 1 is 
P( (M, -s+l ) logp ,~x iM,<~)~exp( -c , / (eX-1) ) ,  x>-O, (4.5) 
where c, = n(1-11p) rI~:, Ak/I.Lk. 
5. Extreme values of queues 
We now apply the preceding results to the M/M/s  and related queues. The 
M/M/s  queueing process described in Section 1 is a birth and death process with 
birth rate Ak = A (the Poisson arrival rate of customers) and death rate /zk = 
/z min{k, s} (the departure rate from the s servers when k customers are present). 
R.E Serfozo / Extreme values 305 
For our first result, we suppose that M, is the maximum of this M/M/s  queue 
up to the nth time the system becomes empty. The limiting behavior of M, depends 
on the queue's traffic intensity p = A/s/z. The queueing process is positive recurrent 
when p < 1, null recurrent when p = 1, and transient when p > 1. The following is 
an immediate consequence of Theorems 2.3, 2.5 and 4.2. 
Corollary 5.1. I f  p < 1, then M,  does not have a limit distribution. I f  p = 1, then 
_X--I 
l imP(M. /nb<~x)=e , x>>-O, (5.1) 
n -..1. O0 
where b= (A//x)Ss!. I f  p> 1, then Mn conditioned on M,, <oo does not have a limit 
distribution. 
For the next result, we suppose that Mn, as in Sections 3 and 4, is the maximum 
for an M/M/s  queue with arrival rate h,k = h(n),  service rate tZ,k =/z(n)  min{k, s,}, 
and number of servers s,. The traffic intensity of the queue is p, = A(n)/ (s , tz(n)) .  
Clearly h,k/IX,k =P, ,  for k~ > s,. We will use 
Ins. 
Sn 
= I-I P . , t /A , t=s , ! ( Ix (n ) /A (n) )  ~".
I=1 
Corollary 5.2. Suppose n-1 ms. -> 0 and p, --> 1. 
(i) I f  p, <<- 1 for each n, then M,  has a limit distribution i f  and only if  n (1 - p,) r~. ~ c, 
where 0<~ c <~ oo. In this case, the limit distribution is Gc and appropriate norming 
constants are as in Theorem 3.1. 
(ii) I f  p, > 1 for each n, then M,  conditioned on M,  < oo has a limit distribution if  
and only if  n (1 - 1 / p,) r,-~l -> c, where 0 <~ c <~ oo. In this case, the limit distribution is 
Gc and appropriate norming constants are as in Theorem 4.3. 
Proof. The two assertions are special cases of Theorems 3.1, 3.2 and Theorem 4.3, 
respectively. Note that condition (3.1) is satisfied, and so is (3.2) since 
Sn 
n -1  
k=0 
Ink <2n-lr.s -->0. 
Remarks 5.3. (a) The number of customers in an M/M/oo queueing system over 
time is a birth and death process with rates Ak = A (the Poisson arrival rate of 
customers) and/Zk = k/z (where/~ is the service rate of each of the infinite servers). 
The traffic intensity is p = a//~. The first and third assertions of Corollary 5.1 also 
hold for this queue, but there are apparently no analogues of (5.1) or Corollary 5.2. 
(b) Consider a service system in which the number of customers in the system 
over time is a birth and death process with rates Ak, /Zk that represent customer 
arrival and departure rates when k customers are present. General rates are used 
for modeling such phenomena s balking and reneging of customers; non-standard 
service disciplines; dynamically changing rates under a control policy that minimizes 
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the system cost; and simultaneous customer processing, where/.L k is the total workrate 
when k customers are present and customer i receives Pi of the workrate (P l  +"  " "+ 
Pm = 1). We assume that Ak//dl, k = p for k>~ s, where s is a specific state, but we place 
no other restriction on the rates. Then Corollaries 5.1 and 5.2 and approximations 
(3.7) and (4.5) readily extend to such queues. 
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