Numerical modelling is now used routinely to make predictions about the behaviour of environmental systems. Model calibration remains a critical step in the modelling process and different approaches have been taken to develop guidelines to support engineers and scientists in this task. This article reviews currently available guidelines for a river hydraulics modeller by dividing them into three types: on the calibration process, on hydraulic parameters, and on the use of hydraulic simulation codes. The article then presents an integration of selected guidelines within a knowledge-based calibration support system. A prototype called CaRMA-1 (Calibration of River Model Assistant) has been developed for supporting the calibration of models based on a specific 1D code. Two case studies illustrate the ability of the prototype to face operational situations in river hydraulics engineering, for which both data quality and quantity are not sufficient for an optimal calibration. Using CaRMA-1 allows the modeller to achieve the calibration task in accordance with good calibration practice implemented in the knowledge base. Relevant reasoning rules can easily be added to the knowledge base to extend the prototype range of applications. This study thus provides a framework for building operational support tools from various types of existing engineering guidelines.
Introduction
Engineering studies in river hydraulics make extensive use of numerical modelling for various purposes, from environmental applications to flood applications, like flood risk assessment or flood forecasting. But after many years of computational hydraulic practice, model calibration remains a critical and time-consuming task in the commonly defined modelling process. In engineering studies, this process is composed of four main steps: model set-up, model calibration, model validation, and exploitation (Cunge, 2003) . This well-established paradigm has recently faced critics, when physically-based models like river hydraulics models or distributed hydrological models are concerned (Guinot and Gourbesville, 2003) . Critics focus particularly on the way calibration task is commonly undertaken, that is by looking for the most accurate agreement between model outputs and some measured data, often without any -or with few -physical considerations.
In order to define more precisely the position of the calibration task in the modelling process, the present study relies on a framework for terminology in modelling developed by the Society for Computer Simulation (SCS) Technical Committee on Model Credibility (Schlesinger et al., 1979) , and recently extended by Refsgaard and Henriksen (2004) for water-related domains. This framework was modified in order to include the data used during the modelling process and is shown in Figure 1 .
The modified framework is applied to 1-D river hydraulics, where the physical system is a river reach, and the corresponding conceptual model is the Saint-Venant unsteady flow equations. Figure 1 shows that model calibration is only one part of an overall model assessment ). Refsgaard and Henriksen (2004) define the calibration task as "the procedure of adjustment of parameter values of a model to reproduce the response of reality within the range of accuracy specified in the performance criteria", where the performance criteria is the "level of acceptable agreement between model and reality". The first objective of this paper is to clarify this definition in 1D river hydraulics on the basis of heuristic knowledge gained through modelling experience.
Throughout four generations, hydraulic modelling tools changed from basic calculators to powerful, efficient, and versatile tools. With the advent of the third generation, the modelling systems became "tools for building tools" (Abbott, 1991) . In other words, the user was provided with a simulation code and thus only had to perform the model set-up (or model instantiation) and the predictive simulations, together with the corresponding evaluation tasks: model calibration and model validation. But what was pointed out as a "Copernican revolution" in hydraulics by Abbott (1994) was the development and the spread of userfriendly tools with graphical interfaces (Yang et al., 2002) . With the help of the information technology and object-oriented techniques, these hydroinformatics tools allowed more and more engineers to build up their own numerical models. Unfortunately, even modelling packages promoting good modelling practice do not provide significant features to assist users during manual calibration (Dhondia, 2004) . The result is an increasing number of miscalibrated and thus non-predictive models (for illustrative examples, see Cunge et al. (1980) ; Abbott et al. (2003) ).
This situation, along with an increasing demand on an assessment of the credibility of any model, leads to an actual need for calibration support amongst the constantly growing community of hydraulic modellers. This paper presents a framework to transform existing guidelines into an operational support tool, through the development of a knowledge-based calibration support system. The following section describes the different types of guidelines available to hydraulic modellers and the way they are currently disseminated. Section 3 proposes a synthesis of these guidelines in the form of a knowledge base for calibration in 1D river hydraulics, which serves as the core of a prototype calibration support system described in Section 4. Two applications of the prototype are then presented and discussed in Section 5.
Review of existing guidelines
We distinguished three different types of calibration guidelines detailed below: (1) guidelines on the way to perform the calibration process, (2) guidelines on the way to manage hydraulic parameters, and (3) guidelines on the use of the simulation code during model calibration.
2.1. On the calibration process Anderson and Woessner (1992) first proposed a modelling protocol including a calibration step. This protocol, adapted later by Refsgaard (1996) to the terminology of Figure 1 , did not include a description of the internal structure of the model calibration task. Such a structure was first proposed by van Waveren et al. (1999) in their Good Modelling Practice Handbook, as part of a wider modelling process framework designed for water-related domains. Refsgaard et al. (2005) then detailed this framework in the context of the HarmoniQUA European project and identified 13 primary tasks for the "Calibration and Validation" modelling step within a hydrodynamics study, among them 7 concern purely model calibration as defined in Section 1. A subdivision of each of these tasks in primary activities was provided, along with suitable methods to achieve them, sensitivities to take into account, pitfalls to avoid, and technical references to consult. All these guidelines have been implemented in a Modelling Support Toolbox (MoST).
Some attempts have been made to provide modellers with general guidelines and advices on practical ways to perform a calibration, but they remain very scarce and often have to be induced from guidelines from specific domains, as groundwater (Hill, 1998) or hydrology (Klemeš, 1986) . However, it has to be noticed that relevant guidance on model calibration in river hydraulics have been provided through some early research conducted in the UK on the subject of quality assurance in river modelling (Seed et al., 1993) .
On hydraulic parameters
Flow resistance coefficients are the main parameters of 1-D river hydraulics models.
Discharge coefficients of weirs or other structures may also be considered in model calibration, but very few guidelines on the way to provide estimates of these parameters are available in the literature, with the exception of theoretical values corresponding to structures with perfectly known shapes and dimensions (see for example Chow (1959) ). It has to be emphasized that the approach undertaken in this study does not consider the river geometry as a parameter, but on the contrary as given information about the system under study. The following paragraphs thus focus on flow resistance coefficients, expressed as Manning's n (Manning, 1891 ). Manning's coefficient was chosen in this study because an extensive literature has discussed the subject of evaluating its values.
hal-00452243, version 1 -1 Feb 2010
Parameter values in general are handled by three different approaches detailed below: measurement, estimation or adjustment.
Measurements
A method for measuring Manning's n -via the measure of channel reach energy loss -has been developed by the United States Geological Survey (USGS) (Dalrymple and Benson, 1967 ) and used in many subsequent reports presenting values measured on different sites and for various hydraulic conditions (see for example Barnes (1967) , Hicks and Mason (1998) ). Jarrett and Petsch (1985) implemented this method within a dedicated computer program called NCalc.
Parameter values estimation
In order to provide an alternative to time-consuming and expensive field surveys needed by the method mentioned above, procedures have been developed to provide estimates of Manning' s n values. We distinguish the following four different kinds of methods commonly used and referenced by textbooks (Chow, 1959; French, 1994) : analysis of flow resistance components, visual comparison with reference reaches, use of tabulated values, and application of empirical formulas. Rouse (1965) classified flow resistance into four components: (1) surface friction, (2) form resistance, (3) wave resistance, and (4) effect of flow unsteadiness. Regarding Rouse own comments, the dimensionless function F expressing flow resistance and quoted by Yen (2002) can be reduced to the following formula for natural rivers:
where K relative roughness, usually expressed as R k S , where S k is the equivalent wall surface roughness and R the hydraulic radius; C cross-sectional geometric shape; and N nonuniformity of the channel in both profile and plan. For practical applications, the F function from Equation (1) has been identified through several empirical formulas. The most commonly used was proposed by Cowan (1956) :
where b n base value for a straight, uniform channel in natural materials; 1 n correction factor for irregularities; 2 n value for variations in shape and size of the channel cross-section; 3 n value for obstructions; 4 n value for vegetation and flow conditions; and m correction factor for meandering of the channel. This formula led to a comprehensive method to estimate Manning' s n values for natural channels on the basis of a description of different channel features. It was further documented and extended to floodplains by Arcement and Schneider (1984) , and appears to be well-suited for being implemented in a knowledge-based system.
More recently, within the UK project Reducing Uncertainty on River Flood Conveyance, another approach considered flow resistance combined by the square root of the sum of the squares of the unit roughness values (roughness for a 1m depth channel) corresponding to vegetation, surface material and irregularity (Fisher and Dawson, 2003 the flow resistance because they only take into account friction resistance in terms of bed roughness (Yen, 1999) , and were not adopted for this study. It has to be noted that online computational tools now allow to interactively compute resistance coefficients based on these equations and many others (Marsh et al., 2004) .
Parameter values fitting
In order to reduce model error, flow resistance coefficient estimates may then be refined by comparing outputs from the model -run with these estimates -with some measured reference data, like recorded water levels (Moore and Doherty, 2005) . Two main approaches may be considered by an end-user of a simulation code: either performing a manual calibration, often called "trial-and-error" method, or relying on an optimisation code.
The subjective trial-and-error method is based on visual comparison of computed results and observed data, followed by manual adjustment of parameter values. Most engineering studies actually rely on this particular type of fitting which obviously depends on the level of expertise of the modeller and his/her knowledge about the site under study. This kind of heuristic knowledge is thus particularly well suited for encapsulation and integration in a knowledge-based system.
The trial-and-error method not only requires a suitable level of expertise, but it is also relatively time-consuming. Therefore, numerical optimisation methods may be applied to overcome these problems. They rely on three main elements: an objective function that measures the discrepancy between observations and numerical results, an optimisation algorithm that adjusts parameters to reduce the value of the function, and a convergence criterion that tests its current value. Such a parameter values fitting method has been widely used for research purposes in river hydraulics over the last 30 years (see for example Anastasiadou-Partheniou and Samuels, 1998; Ding et al., 2004) . The major drawback of single-objective optimisation stands in the equifinality problem which predicts that the same result might be achieved by different parameter sets (Beven and Binley, 1992; Spear, 1997) .
Thus, local minima of the objective function might not be identified as such by the algorithm and lead to unrealistic parameter values, and consequently to models with poor predictive capacities. Multi-objective optimisation techniques have thus been developed (see for example Madsen, 2003) and have only recently been included in river modelling softwares (e.g., MIKE11 package with the Autocal module).
Other approaches like the GLUE (Generalized Likelihood for Uncertainty Estimation) methodology (Romanowicz and Beven, 2003) or code differentiation (Castaings et al., 2005) have yet to be implemented in widely used hydraulic modelling software.
The knowledge-based system described in section 4 proposes an alternative for the two main methods, by automating the trial-and-error approach, and thus gathering their main respective advantages, namely reliability and reproducibility.
On the use of the hydraulic simulation code
As any numerical model is based on a specific simulation code, the modeller in charge of the calibration needs to know how to run this piece of software. Indeed, the implementation of the conceptual model defined in Figure 1 , and especially the computation of conveyance, differs from one modelling software to another (Defra/EnvironmentAgency, 2003) . Model parameter management may thus depend significantly on the simulation code. Choosing the most suitable mathematical formulation and implementation for a given study is a distinct issue addressed by Chau (2003) .
Extending the Methodology for Knowledge Systems Management (MKSM) (Ermine et al., 1996) to software management, Picard et al. (1999) provided a new kind of scientific software documentation based on software designers and users interviews. These "knowledge books"
include the way to perform different tasks involving the simulation code. Unfortunately, first research attempts and case studies did not reach the level of the particular issue of model calibration. They provide nevertheless a good example of an integration of existing guidelines as attempted in our building of a knowledge-based support system.
Besides, some -but unfortunately not all -river simulation software include basic recommendations on the way to perform a model calibration within their user manual: steps to follow, data analysis, effects of different parameter adjustments, along with general advices (see for example Hec-Ras (Brunner, 2002, p. 8.33-8.46) ).
The above review shows that calibration guidelines are very diverse and are disseminated through quite different ways, which make them uneasy to follow for an inexperienced modeller. Therefore, we propose in the next section an integration of the three types of guidelines: on the calibration process, on hydraulic parameters management, and on the use of the hydraulic simulation code.
3. Proposition of an integrated set of guidelines
Presentation of the approach
We compiled the selected guidelines to provide the users with a consistent approach of model calibration. These guidelines form a knowledge base organized in three knowledge types and four knowledge levels.
On one hand, following Chau et al. (2002) and McIntosh (2003), we identified three types of knowledge: descriptive knowledge makes reference to items used or produced during the calibration task, like a simulation code or a discharge hydrograph; procedural knowledge deals with the linking of subtasks performed during the model calibration process. These subtasks include generic procedures like "running a simulation", or domain-specific ones like "initializing flow resistance coefficients"; finally, reasoning knowledge represents heuristic rules about the way to perform each subtask.
On the other hand, we distinguished four knowledge levels on the basis of their genericity. knowledge engineers and domain experts (Muzy et al., 2005) . Finally, this formalization provides a template for implementing our knowledge-based system and simplifies the knowledge reuse and modification (Papajorgji and Shatar, 2004) .
The following paragraphs present the main aspects of the knowledge base and the approach held for the specifications of a prototype knowledge-based calibration support tool. Further details of the knowledge modelling can be found elsewhere (Vidal et al., 2003) .
Definition of a calibration as a generic task
Defining a generic calibration procedure in a systemic approach requires first to identify its inputs and outputs. Firstly, the definitions by Refsgaard and Henriksen (2004) quoted in section 1 impose having some kind of performance criteria (quantitative or qualitative) as an input of the model calibration task. In river hydraulics, a commonly used performance criterion is the average difference between observed and computed water surface profiles.
Secondly, it has to be emphasized that the way to perform calibration, and the performance criterion itself, depend actually on the domain of intended application of the numerical model.
Indeed, the previous example of performance criteria is not the most appropriate for calibrating a flood forecasting model. Finally, and as shown by Figure 1 , model set-up -and thus model calibration -relies on data from the system under study. These data, hereafter referred to as event data, characterize events having occurred in the physical system. In river hydraulics these data are often measurement records of flood events, mainly instantaneous or maximum water levels and/or discharge gaugings.
The model calibration task aims at producing a calibrated model, together with a domain of applicability derived from its ability to reproduce the events considered for the calibration.
This last feature allows preventing future operational uses of the model out of its skill range.
For example, a model calibrated on within-bank flood events should not be used, at least without warnings, to model out of bank flows.
On the basis of the few guidelines available (see section 2.1), a generic structure of the calibration task organized in two levels was identified. Figure 3 shows the first level of the model calibration process which includes seven steps, described in detail elsewhere (Vidal et al., 2005) . The diagram in Figure 3 Table 1 . For a detailed description of each subtask, the reader is referred to Vidal (2005) .
Formalisation of 1D hydraulic knowledge
Once the generic structure of the calibration task has been defined, a number of interviews with modellers and users of 1D river models were conducted to specify both the subtasks and the items they use and produce in the particular domain of river hydraulics. Identification of river hydraulics descriptive knowledge aims at defining the different "hydraulic" items related to model calibration, together with their inter-relationships. For example, an Event Input Data Set defined in Figure 3 is composed in 1D river hydraulics of an upstream boundary condition (discharge hydrograph), a downstream boundary condition (stage hydrograph or rating curve), and possibly lateral boundary conditions (discharge hydrographs) and an initial condition (water surface profile), all characterizing the same flood event. River hydraulics reasoning knowledge corresponds to rules applied by expert hydraulic modellers in order to achieve each calibration subtask from Considering data assignment, heuristic rules were extracted about ways to split data measured during each flood event into an input data set as defined above and a reference data set, but also about ways to discard data irrelevant with reference to the modelling objective.
Resistance coefficients for main channel and flood plains were associated with homogeneous sub-reaches, to be defined on the basis of the knowledge about the specific stream under study. Two ways of providing estimates of Manning' s n values were formalized: application of Cowan formula (Equation (2)) and use of Chow stream typology. These methods also include corresponding physical ranges which constrain parameter adjustment, following comments by Abbott et al. (2003) . Interviews of experts led to rules about the way to select predictions corresponding to each item of the reference data set, and to detect different types of discrepancies, namely localized, systematic or alternate on water levels, and systematic in time on hydrographs. Parameter adjustment rules depend on the identified discrepancy and refer locally or globally to Manning's n resistance coefficients, or to a specific discharge coefficient. Further examples of hydraulic reasoning implemented will be presented through the case studies in Section 5.
In addition, expert rules about the use of MAGE, a simulation code developed at Cemagref, were formalized. This code solves one-dimensional Saint-Venant equations for unsteady flow in looped network and has been previously used for various hydraulic applications (Giraud et al., 1997) . Rule extraction was done on the basis of interviews with the developer and with many end-users of this particular code.
All of these rules, together with the definition of objects manipulated during model calibration and with the structure of the overall task, constitute a knowledge base for calibration of 1D river models based on MAGE. It represents a capitalization of expert knowledge on three complementary topics: domain-independent model calibration, 1D river model calibration, and use of MAGE simulation code. Knowledge-based approaches are perfectly adapted to the context of environmental modelling where expert heuristic reasoning is commonly used (Dai et al., 2004) . Capitalization of expertise thus represents the first step towards the "good calibration practice" recommended by Guinot and Gourbesville (2003) . The second step is the implementation of the knowledge base as the core of a decision support system.
4. The CaRMA-1 prototype
We have designed a prototype knowledge-based system called CaRMA-1 (Calibration of River Model Assistant, version 1) using existing artificial intelligence tools. A knowledgebased system is usually composed of three main elements: the knowledge base and the fact hal-00452243, version 1 -1 Feb 2010
base (corresponding to the fourth level of Figure 2 ) are written in a language which could be both readable by an expert and processed by an inference engine in an operational way. The YAKL knowledge description language and PEGASE+ inference engine, both developed at INRIA (Moisan, 2002) , particularly suited the aim of this study, since they were designed for the formalisation and automation of knowledge about skilled use and planning of computer programs. These tools have been previously applied to image processing programs (Thonnat et al., 1999) and were slightly adapted for simulation codes (Vidal et al., 2003) .
As YAKL supports both object-and rule-based descriptions, all knowledge types described in the previous sections were easily translated into this particular language. Considering procedural knowledge, each subtask or group of subtasks was represented with an operator with attached rules implementing corresponding reasoning knowledge. An operator corresponds to an action to be executed by the engine. Operator input/output arguments may have expert-defined types representing elements of descriptive knowledge. Table 3 presents some figures about the current extent of CaRMA-1 knowledge base. Moreover, specific knowledge about two case studies was also implemented in YAKL to form the fact base. It includes descriptions of: (1) the model to be calibrated, namely river topography, geometry of hydraulic structures, and simulation code to be used; (2) events available for calibration, and corresponding measured data; and (3) the modelling objective, namely domain of intended application and performance criteria.
CaRMA-1 architecture, sketched in Figure 4 with UML formalism, includes: the knowledge base, composed of three levels detailed in Section 3.1; the fact base, with data about the two case studies; and PEGASE+ inference engine, which manipulates objects, plans the calibration subtasks and performs them automatically or interactively by executing rules from the hal-00452243, version 1 -1 Feb 2010
knowledge base conditioned by information from the fact base. The knowledge level about the use of the MAGE simulation code includes calls to external programs, namely MAGE itself and its pre-and post-processors, to automate every subtask related to numerical simulations: creation of input files from available data, simulation runs, extraction and processing of relevant outputs. Through the user interface and series of prompted closed questions, the user may be requested to provide graphical assessments or supplementary facts during a calibration session. Moreover, each reasoning step is displayed to make the process completely transparent and to allow the user to assess the consistency of the implemented expert knowledge.
Applications
The capability of CaRMA-1 prototype to cope with real-life calibration problems has been verified through its application to two case studies differing from the point of view of the modelling objective, and of the data available to achieve model calibration. Moreover, these cases have been chosen to represent actual common situations in engineering studies where calibration data are often scarce and where the modeller nevertheless has to produce an operational model with the best possible predictive capabilities. The case studies thus illustrate situations where hydraulic expertise is needed to take the best -or the least worstdecisions in the way to perform the calibration according to currently accepted good calibration practice. The aim of these case studies is to present how CaRMA-1 can cope with such situations by bringing the user the assistance needed to achieve the calibration task.
Characteristics of the case studies, summarized in Table 4 , form the fact base of the prototype, from which relevant information is automatically extracted throughout the calibration process.
These case studies have also been chosen because of the relatively good representation of the geometry of the river reaches in terms of the number of cross-sections available.
Unfortunately, the relatively poor number of points in the Hogneau River cross-sections may lead to substantial uncertainties, especially in low water surface profiles.
River Lèze
The first case study is related to a 25 km reach of the River Lèze, South-West France, between the gauging stations at Lézat (catchment area: 237 km Data assignment is a completely transparent step: the system picks up the upstream hydrograph as upstream boundary condition and the rating curve as the downstream boundary condition, and also takes into account the availability of distributed hydrographs for lateral inflows. The remaining data, i.e. discharge downstream hydrograph is selected as a reference.
Parameters are then defined interactively: the user has to provide upstream and downstream limits of homogeneous sub-reaches, defined from the point of view of flow resistance. A field visit led to define 8 homogeneous sub-reaches, and thus 8 pairs of resistance coefficients.
After choosing between the two methods for initializing resistance parameters (see Section 3.3), the user is invited to answer a series of questions to describe all sub-reaches. The system can then initialize the parameters thanks to rules like the third one in Table 2 , and run a simulation. MAGE post-processor is then used to display recorded and computed hydrograph at Labarthe. As performance criteria is based on the reproduction of the temporal characteristics of the routed hydrograph (see Table 4 ), the system asks the user to describe qualitatively the temporal shift between the two hydrographs. An adjustment step in term of inverse values of Manning's n is then adopted by the system on the basis of answers provided, and applied to adjust all resistance coefficients. The adjustment procedure has been repeated twice for this case study before the temporal adequacy was considered visually satisfactory by the user. Finally, the system asks the user to provide an overall assessment for the calibrated model, which is prompted together with the modelling objective and data used for calibration, in order to summarize model performance derived from the calibration process.
Outputs from the calibrated model are shown in Figure 5 together with calibration data. This representation highlights the fact that no information about the flood is known within the modelled reach and that the calibration can in this case only rely on external data as defined by Bates et al. (1998) . Moreover, it is important to note that the only feature which can be assessed in this case is the temporal agreement between the discharge hydrographs, as the reference one is derived from the rating curve used as the downstream boundary condition.
The rising part of the recorded downstream hydrograph is well reproduced, which is the most important feature for flood forecasting. On the other hand, the calibrated model overestimates the maximum flood discharge and predicts a double peak hydrograph. These characteristics come from the pattern of lateral inflows simulated by the rainfall-runoff model, and no attempt to reduce these discrepancies has been done -and should be done -during the calibration of the hydraulic model.
Model validation is a complementary task for a global model evaluation (see Figure 1 ) and is out of the scope of this study. Nevertheless, preliminary tests have been conducted to assess quantitatively the performance of the calibrated model on an independent event. It has been used to simulate a flood recorded in January 2001 which reached a 79 m 3 /s peak flow. Despite discrepancies in volume due to the hydrological model, the average time shift between the two rising limbs has been found to be +45 minutes for an approximate travel time of 2 hours and 45 minutes. For comparison, the same criterion was equal to -30 minutes for the calibration event, for a travel time of 4 hours. The model performance thus seems to be roughly adequate for flood forecasting purposes, but could be clearly improved thanks to an iterative or simultaneous calibration with the associated hydrological model.
River Hogneau
The second case study refers to a 5 km reach of the River Hogneau, located near the border between France and Belgium. A detailed description of this reach can be found elsewhere (Vidal et al., 2004) . The return period of the flood selected for this calibration test was estimated to 50 years, which makes this event suitable for a flood hazard assessment study.
Moreover, data measured at several locations along the reach make possible to perform a calibration on internal data.
Parameter definition and initialisation are performed as for the River Lèze case study. The
Hogneau river reach was divided in 4 homogeneous sub-reaches, and thus led to define 4 pairs of resistance parameters. The system automatically selects measured maximum water levels as reference data, but input data assignment has to be performed interactively due to the lack of obvious boundary conditions. Thus, the system first makes use of data about the hal-00452243, version 1 -1 Feb 2010
existing weir located at the downstream end of the reach to develop an appropriate critical downstream boundary condition. The system then takes the most upstream recorded hydrograph and uses it as upstream boundary condition to perform some preliminary simulations. The computed and recorded hydrographs at the gauging station are then displayed and the user is asked to assess the temporal lag. This approach, with all its caveats, is the only solution to model this event on the basis of the available data. The system then shifts the recorded hydrograph back with the given lag to build the final upstream condition, performs a new simulation and displays once again the recorded and computed hydrograph to make the user confirm the agreement. It has been verified that the hydrograph shape is well preserved in this particular case, thanks to the absence of tributaries and to high embankments on both sides of the river (see Vidal et al., 2004) . The envelop water surface profile is then displayed together with measured water levels, and questions about possible local discrepancies within each sub-reach are prompted on the screen. Qualitative answers allow the system to adjust sequentially (in the direction imposed by the subcritical flow), and within their initial physical ranges, the values of the most appropriate parameters: weir discharge coefficient, channel and floodplain resistance coefficients. Once a satisfactory agreement is reached, the system displays the summary of the calibration process.
Outputs from the River Hogneau calibrated model are shown in Figure 6 together with calibration data. The average difference between measured and computed maximum water levels, obtained after a dozen of simulations, was 11.3 cm, which is an acceptable error for flood mapping. For comparison, an optimisation code based on the simulated annealing approach (Kirkpatrick et al., 1983) was run with the same data and found a global optimum parameter set giving an average error of about 9 cm, after several thousands of simulations.
Preliminary validation tests have been performed by comparing the results with independent data from the same event. The average difference between computed and measured water levels during flood recession was found equal to 22.8 cm and the difference between computed and measured water levels at the gauging station just after the flood peak was 12 cm. The discrepancy detected for the low water levels are considered to be resulting from the relatively poor number of points defining each cross-section, but also from changes in the longitudinal bed profile since the available topographical survey. Indeed, the discrepancies are mainly located in a very steep and mobile part of the river reach, located immediately after concrete embankments.
Discussion
Throughout the successful application to two different case studies, the prototype knowledgebased calibration support system has proved operational and results on these rather extreme cases are encouraging. Further information about the case studies and the detailed calibration sessions with CaRMA-1 can be found elsewhere (Vidal, 2005) . CaRMA-1 can deal with several calibration features commonly encountered in actual engineering studies, and provides effective support to any modeller, experienced or not, during the calibration task. It has to be emphasized that no prior specific knowledge about river model calibration or about the use of MAGE is required at all to perform a calibration with CaRMA-1. The expertise required is in fact limited to basic hydraulic knowledge to supply the system with site-specific data and to assess agreements between graphical curves.
Among the 25 generic calibration subtasks identified, 18 are performed automatically on the basis of the hydraulic expert knowledge implemented (see Table 1 ). Additionally, as hal-00452243, version 1 -1 Feb 2010 mentioned before, the initialisation of a distributed parameter and the comparison between reference and prediction require the intervention of the user respectively to describe each homogeneous sub-reach and to assess graphical discrepancies. However, both these subtasks are strictly supervised through the use of closed questions.
Knowledge specific to the hydraulic domain is yet to be implemented for 5 The knowledge base currently includes mainly generic and hydraulic knowledge for which a consensus has emerged through the last decades of numerical modelling. Any new reasoning knowledge likely to extend the range of applications of the prototype may easily be added to the knowledge base by adding new concepts (objects) or sub-tasks, or by writing new rules as the ones shown in Table 2 . The system could thus help end-users to solve calibration cases requiring different pieces of empirically-derived reasoning knowledge.
Moreover, some prospects of enhancement of CaRMA-1 have been explored to automate currently interactive parts of the calibration process, and thus free the user from intermediate graphical assessments. Preliminary experiments with a symbolic curve evaluation module have for example been conducted to mimic the way an expert visually identifies discrepancies between reference data and a single model prediction (Vidal and Moisan, 2006 ). This approach is based on fuzzy qualitative descriptions of segments, peaks, and slope breaks of a computed curve, and of deviations from a set of measured points. Such a module would thus allow the knowledge-based system to simulate multi-objective criteria used by experts during visual assessment.
Conclusions
Assessing the credibility of a simulation is a fundamental issue in modern environmental science ). Good practice is thus required at all stages in the development and evaluation of a numerical model (Jakeman et al., 2006) , and the predictive ability of a model, assessed through model validation, depends largely on the way the model calibration task is performed. This study focuses on the issue of model calibration in the particular domain of 1D river hydraulics and delineates a prototype knowledge-based system to help a modeller achieving this task in accordance with good calibration practice.
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The knowledge base constituting the core of CaRMA-1 has been built upon a review of guidelines extracted from both the literature and interviews with expert modellers. Performing a calibration with the help of this decision support system consequently assures that the process is both reliable and reproducible. It contributes for example to avoid some "bad" practices common in engineering studies: the definition of resistance parameters based on the identification of homogeneous sub-reaches tends to prevent overparametrization of the model (or parameterization dependent on the available calibration data), and the adjustment of parameter values within physical ranges prevents improper and unrealistic forcing of resistance coefficients. Such practice usually compensates for unknown information or poor geometry data on the reach studied, and often stem from the priority given by clients to model accuracy. The approach undertaken in this study clearly favours model effectiveness so that calibration increases the predictive capacity of the model, which is precisely the ultimate purpose of this task. The two case studies illustrate the ability of CaRMA-1 to mimic the way an expert would tackle particular calibration cases, and to get the most reasonable calibrated model considering the data available.
The development of CaRMA-1 opens many prospects for knowledge-based calibration support. Indeed, the architecture of the knowledge base (see Figure 2 ) has been especially designed for the reuse of its independent levels. Significant parts of the knowledge formalized may thus be reused to build new systems supporting the calibration of models based on different simulation codes, or even models from other domains, like physics-based rainfallrunoff models. Furthermore, the River Lèze case study raised the need for a combined calibration of rainfall-runoff and hydraulic models, which may be undertaken by a similar Figure 3 . Depending on the actual calibration case, the internal structure of each first-level subtask may not include some second-level subtasks and include loops over some others (e.g., Initialisation of a distributed parameter). A black filled circle denotes a fully operational implementation, whereas a white circle denotes a default implementation. 
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