ABSTRACT Digital subscriber line (DSL) technology remains the most popular broadband access technology. A variety of algorithms has been developed to improve performance in DSL networks, which are commonly referred to as dynamic spectrum management (DSM) algorithms. The main goal of these algorithms is to fight crosstalk between different lines in a cable bundle. Current DSM algorithms provide an equal level of error protection for each serviced application and each user. However, different applications may have unequal error protection (UEP) requirements. The equal level of error protection usually provided by DSM algorithms may then be excessive for some applications, which leads to a waste of valuable resources. This paper, therefore, considers DSM for DSL networks providing UEP. Four joint signal and spectrum coordination algorithms are presented, enabling a different level of error protection for different applications. These algorithms are modified versions of existing optimal spectrum balancing and distributed spectrum balancing algorithms for joint signal and spectrum coordination in upstream as well as downstream DSL. In addition, an algorithm is presented which, for each application, selects a suitable modulation and coding (MC) scheme from a set of admissible MC schemes. Through simulations, it is shown that DSM with UEP can indeed lead to moderate performance gains.
I. INTRODUCTION
From the vantage point of other layers in the OSI model, the digital subscriber line (DSL) physical layer can be modeled as a single connection per user, through which it can send data at a certain data rate and with a particular level of error protection. The DSL physical layer uses discrete multitone (DMT) modulation, and hence effectively consists of many parallel connections, corresponding to the individual tones. Usually, the same bit error rate (BER) is achieved across tones, as otherwise the BER of the entire system would be dominated by the tone with the highest error rate. However, when a collection of different applications is serviced, there will be differences in the level of error protection that is appropriate for each application. Such differences can even exist within one application, e.g. when a source encoder yields data with different levels of importance. Unequal error protection (UEP) takes advantage of these differences by dividing the one connection per user into a set of subconnections, each with its own data rate, BER, collection of tones, and channel coding. By accommodating for UEP, further performance gains can indeed be achieved.
In general, the BER is governed by two mechanisms. First, modulation based error control consists of choosing the amount of signal power allocated for different constellations. Second, forward error correction (FEC) based error control consists of selecting a certain channel coding scheme. Current DSL networks implement FEC through Reed-Solomon (RS) error correcting codes and trellis coded modulation (TCM) [1] , [2] . A particular combination of modulation based and FEC based error control will be referred to as a modulation and coding (MC) scheme. Note that different MC schemes can often achieve the same BER. However, these MC schemes do not necessarily result in equal delay or throughput performance. Therefore, care should be taken in choosing an appropriate MC scheme to achieve a specific target BER.
Analogous to error control mechanisms, UEP techniques are classified into two major categories [3] . Transceiver or modulation based UEP schemes constitute the first category, and consist of allocating an unequal amount of transmit power to the constellations of different subconnections. Most modulation based UEP schemes implement either hierarchical modulation [4] or UEP bitloading [4] - [8] , the latter of which will be considered in this paper. The second category consists of FEC based UEP schemes, where FEC codes with different rates are used for different subconnections.
Apart from UEP, a variety of algorithms has been developed to improve performance in DSL networks, commonly referred to as dynamic spectrum management (DSM) algorithms [9] . The main goal of these algorithms is to fight crosstalk between different lines in a cable bundle. DSM mainly addresses the problem of interference between different lines in a cable bundle, called crosstalk in the DSL context, which is the major source of DSL performance degradation. Increasing demand for higher data rates forces telcos to operate at higher frequencies, at which the crosstalk problem is even more severe.
Three DSM levels are distinguished [10] . Level 1 DSM manages each line individually, at most introducing some politeness in order to mitigate the effects of crosstalk. Higher DSM levels assume some cooperation between lines. In level 2 DSM, the transmit powers of different lines are managed jointly, in order to cooperatively mitigate the effects of crosstalk [11] - [16] . This technique is also referred to as spectrum coordination. Finally, level 3 DSM consists of coordinating multiple lines on the signal level [17] - [19] , and is commonly referred to as signal coordination or vectoring. Signal coordination requires the modems of different lines to be co-located, thus introducing a difference between upstream (US) and downstream (DS) transmission. In US transmission, signal coordination is possible at the receiver side only, such that the US system corresponds to a multiple access channel (MAC). Conversely, DS transmission allows signal coordination only at the transmitter, such that the DS system corresponds to a broadcast channel (BC). Combinations of different DSM levels are also possible, and exceedingly high data rates can be achieved by combining signal and spectrum coordination [20] - [24] .
Current DSM algorithms consider DSL networks with a single connection per user, and are incompatible with UEP. This paper shows how these DSM algorithms can be adapted in order to support UEP. While previous work focused on UEP adaptations of spectrum coordination algorithms [8] , this paper extends the joint signal and spectrum coordination algorithms from [20] - [23] to support UEP. Moreover, the problem of joint DSM and per subconnection MC scheme selection, commonly referred to as adaptive modulation and coding (AMC), is tackled. This paper develops a heuristic algorithm that selects an MC scheme for each subconnection from a set of candidate MC schemes. Furthermore, an upper bound is established which, in simulations, is used to demonstrate that the proposed heuristic algorithm performs very well.
The paper is organized as follows. In Section II, the system model for the MAC and BC is presented, and a description of how UEP is achieved is given. The general problem statement is provided in Section III. Four algorithms for joint signal and spectrum coordination with UEP are derived in Sections IV and V. These algorithms are adaptations of existing optimal spectrum balancing (OSB) and distributed spectrum balancing (DSB) algorithms for joint signal and spectrum coordination in US and DS DSL. AMC is considered in Section VI, where a heuristic algorithm is developed selecting an MC scheme for each subconnection. The performance of the five proposed algorithms is assessed in Section VII.
II. SYSTEM MODEL
The DSL physical layer uses DMT to split the available spectrum into a set of orthogonal carriers or tones that experience flat fading. Assuming no inter-carrier interference occurs, transmission can be modeled for each tone independently. For each tone, the channel is modeled as a multiple access channel (MAC) or a broadcast channel (BC), depending on whether US or DS transmission is considered, where signals are jointly coordinated at the receiver or transmitter side. In case coordination is possible neither at the transmitter nor at the receiver side, such as in CO/RT deployments, the channel is modeled as an interference channel for which UEP spectrum coordination algorithms have been developed in [8] .
A. MULTIPLE ACCESS CHANNEL
US transmission in an N -user DSL network can be modeled for each tone independently as
where K denotes the set of K tones. The vector
contains the data symbol of all users on tone k, with (·) denoting the transpose operator.
is the N × N channel matrix containing the transfer function between the transmitter of user m and receiver of user n, evaluated on tone k. Moreover, z k is a vector of additive Gaussian noise, and y k contains the received signal for all users on tone k. Also, define N as the set of N users.
The transmitted symbol power and received noise power of user n on tone k are respectively denoted as Similar vector notation will be used for other power variables, as well as for the SINR, bitrate and Lagrange dual variables. Also, define p n k as the line power of user n on tone k, which in the MAC is equal to s n k . The total line power of user n is given by
In a MAC, signal coordination is possible at the receiver side. Linear receiver structures are assumed, i.e. transmitted symbols are estimated from the received signal as
where
is the receive matrix on tone k, containing a receive vector r n k for each transmitted symbol x n k , and where (·) * denotes the Hermitian transpose operator. The signal-to-interference-plus-noise ratio (SINR) for user n on tone k is given as
with k the noise covariance matrix on tone k, h n k the n th column of H k , and · \ · the set subtraction operator.
The optimal linear receiver in the MAC is the MMSE receiver, which maximizes the SINR of each user. Given the symbol power vector s k , the MMSE receive matrix and resulting SINR for user n are calculated as
where S k = diag{s k }, and with
+ k the interference-plus-noise covariance matrix of user n on tone k [25] , [26] . Note that (6) provides the SINR without explicitly determining the corresponding MMSE receive matrix R k .
The linear MMSE receiver may be the optimal linear receiver, but it is not capacity achieving. The receiver structure that achieves the highest possible weighted sum rate is the non-linear MMSE-GDFE receiver [27] , which sequentially decodes the signals of the different users, using the previously decoded signals to remove crosstalk from signals that are decoded subsequently. Optimizing the performance of such a receiver in practice involves finding the optimal decoding order, which is a non-trivial problem [28] . However, assuming the decoding order is fixed, the resource allocation algorithms that are presented here can be readily extended to the MMSE-GDFE case.
B. BROADCAST CHANNEL
DS transmission in an N -user DSL network can be modeled for each tone independently as
where the N × N channel matrix [H k ] n,m = h m,n k * contains the complex conjugate of the transfer function between the transmitter of user n and receiver of user m, evaluated on tone k. The conjugate transpose in (7) is introduced in order to simplify notation later on.
Prior to transmission, data symbols are precoded by means of the transmit matrix
, containing a transmit vector t n k for each data symbol x n k . The line power of line n on tone k is thus calculated as
The SINR for user n on tone k is given as
with h n k the n-th column of H k . The problem of finding the optimal transmit matrices T k for the BC is more involved than selecting the optimal receive matrices R k for the MAC, and will be addressed in Section V.
Again, linear precoding is not optimal. Higher data rates are achievable with non-linear precoders implementing dirty paper coding (DPC) [29] . A DPC-based transmitter successively encodes the symbols of the different users, such that no additional interference is caused into previously encoded users. Finding the optimal DPC transmitter in practice involves finding the optimal encoding order, which is a non-trivial problem [28] . However, once the precoding order is fixed, the resource allocation algorithms that are presented here can be readily extended to the DPC case.
C. BITLOADING AND ERROR CONTROL
When the number of users N is large, the interference-plusnoise is well approximated by a Gaussian distribution. Under this assumption, the relation between the achieved SINR, as in (3) and (9), and the achievable information bitrate b n k of user n on tone k is given by (10) with ρ the code rate and the signal-to-noise ratio gap to capacity or SNR gap. Throughout this paper, the information bitrate is considered to be a continuous variable. In what follows, it is outlined how values for ρ and , as well for the post-decoding byte error rate P, are determined for a specific MC scheme.
The SNR gap is determined by the target average BER, coding gain, and noise margin. In the case of zero coding gain and noise margin, assuming QAM constellations with Gray bit mapping, the SNR gap is closely approximated by
with log(·) the natural logarithm. For BER ≥ 10 −3 and b ≥ 2, (11) results in an overestimation of the true SNR gap by no more than 1dB [30] . Current DSL FEC mechanisms consist of a Reed-Solomon (RS) code and a trellis coded modulation (TCM) [1] , [2] . The performance of the TCM is aptly modeled by including a coding gain c in the SNR gap, the value of which depends on the dimensionality of the TCM code in use [31] . Moreover, the SNR gap can include a noise margin n , which acts as a protection against non-stationary noise [32] . By including both the noise margin and the coding gain, the SNR gap becomes
RS codes employed in DSL networks are defined over the Galois field GF(256), implying that each RS symbol consists of one byte. A Reed-Solomon code RS(ν, κ) yields codewords of length ν, containing ν − κ parity symbols and κ information symbols. The RS code thus reduces the data rate of the system by a factor of ρ RS = κ/ν. The code rate is then given by
Assuming no retransmissions are possible and uncorrected errors are passed on unaltered, the post-decoding symbol (i.e. byte) error rate is given by
with P symb the pre-decoding symbol error rate calculated as P symb = 1 − (1 − BER) 8 [33] , and with τ = ν−κ 2 the maximum number of erroneous symbols per codeword that can be corrected.
Although the approximations in this section are fairly accurate, they are only approximations and might lead to flawed DSL performance numbers. Therefore, in the simulations section, we refrain from making comments on absolute performance, and limit the discussion to mutually comparing the performance of algorithms that are developed in this paper. Moreover, it is possible to obtain more accurate estimations of the parameters ρ and through extensive simulations and measurements, as in [31] . However, this paper focuses on the interaction between DSM and UEP, not on the estimation of system model parameters such as and ρ.
D. UNEQUAL ERROR PROTECTION
UEP is accomplished by dividing the one connection per user into a set of subconnections, and employing a specific MC scheme for each subconnection. Each user n ∈ N has a set of subconnections Q n , where each subconnection q ∈ Q n has a set of tones T q associated with it. Consequently, each user decides on a tone allocation, i.e. assigns each tone k ∈ K to a single subconnection q ∈ Q n . Notice that each user transmits data over all tones k ∈ K, i.e. K = q∈Q n T q , ∀n ∈ N .
Furthermore, define the tone allocation of user n as T n = {T q |q ∈ Q n } and the overall tone allocation as T = {T q | q ∈ n∈N Q n }. Each subconnection q ∈ Q n is offered a different level of error protection P q , achieved by using a specific SNR gap 0q and resulting BER q on each tone k ∈ T q , and by using dedicated RS and TCM codes to encode its data. Given a target P q and the employed RS and TCM codes, the q required to achieve P q is calculated by first inverting (14) to obtain the target pre-decoding symbol error rate P symb and hence BER, and then applying (11) and (12) .
It is often possible to achieve a single target P q using various SNR gap-RS/TCM code combinations, i.e. using various MC schemes. The set of MC schemes achieving P q is referred to as the MC set of subconnection q, denoted M q . Although achieving the same error performance, not all MC schemes in M q result in the same delay and throughput performance. Therefore, care should be taken in selecting an MC scheme i ∈ M q for each subconnection q in the DSL network.
The data rate associated with subconnection q ∈ Q n is finally calculated as
with f s the symbol rate.
III. RATE-ADAPTIVE DSM WITH UNEQUAL ERROR PROTECTION
The problem of maximizing the data rates in a DSL network by appropriately choosing symbol powers (and transmit matrices) is commonly referred to as rate-adaptive DSM [34] . Rate adaptive DSM is usually formulated as an optimization problem, where the objective is to maximize the weighted sum of the per user data rates subject to per line power constraints P n,tot . However, here the objective is to maximize the weighted sum of the per subconnection data rates, i.e.
where the positive real weights ω q are used to give a higher priority to some users or subconnections. In [5] and [8] , the same approach towards rate-adaptive DSM with UEP has been considered for the interference channel. The decision variables of problem (16) are the symbol power vectors of all users s, the overall tone allocation T , and, whenever DS transmission is considered, the transmit matrices
Note that, for now, the problem of optimally choosing an MC scheme i ∈ M q for each q ∈ n∈N Q n is not considered in (16) . In other words, problem (16) considers the case where each MC set M q is a singleton. The problem of optimally choosing an MC scheme for each subconnection is addressed in Section VI. First, the MAC and BC version of problem (16) are tackled in sections IV and V, respectively.
The tone allocation problem can be solved through primal decomposition. Observe that when the symbol power vector s k (and the transmit matrix T k ) is fixed, user n's decision to allocate tone k to a particular subconnection q ∈ Q n does not affect the achievable value for ωqb m k (γ m k , ρq, q ) for anȳ q ∈ Q m of user m, if m = n. In optimization terms, the tone allocation variable T is a ''local'' variable, while s k and T k are ''complicating'' variables [35] . Therefore, primal decomposition can be applied to problem (16) . The per user per tone slave problem in this primal decomposition is given bÿ
The corresponding master problem is then
Problem (18) will be easier to solve than the original problem, as in (16) . Therefore, the following sections will focus on solving (18) rather than (16) . From the definition ofb n (γ n k ), it is seen that each subconnection q ∈ Q n has a corresponding range for γ n k where allocating tone k to subconnection q results in the maximum weighted information bitrate value. For subconnection q ∈ Q n , this range is more formally defined as G q = γ ∈ R + |b n (γ ) = ω q f s b(γ , ρ q , q ) . For user n, G q is the same on each tone k and depends solely on the values of ω q , ρ q , and q of each subconnection q ∈ Q n . It is readily seen that each G q corresponds to a single closed interval. Therefore, given γ n k , evaluating (17) is efficiently implemented by looking upq for which γ n k ∈ Gq, and subsequently calculating ωqf s b(γ n k , ρq, q ). Enabling all subconnections q ∈ Q n to achieve a nonzero data rate requires G q to be a nonempty set for each subconnection. Consider the case where user n has two subconnections
. Care thus needs to be taken when choosing the weights ω q . In the previous example, given ω q 2 , a good range of values to choose
. Another possible strategy is to let each weight depend on the instantaneous queue length of the associated subconnection.
IV. UPSTREAM DSM WITH UNEQUAL ERROR PROTECTION
In this section, two algorithms that solve the US version of the rate-adaptive DSM problem are presented: MAC-OSB-UEP achieves the global optimum of problem (18) at the cost of an exponential complexity in the number of users N ; MAC-DSB-UEP exhibits lower complexity, but attains only a local optimum of problem (18) . In this section, whenever problem (18) is referred to, the US version is considered.
A. GLOBALLY OPTIMAL SOLUTION: MAC-OSB-UEP
Optimization problem (18) is non-convex. Exhaustively searching for its global optimum results in an exponential complexity in NK . However, the same globally optimal solution strategy as in [8] can be employed, which is based on the optimal spectrum balancing (OSB) dual decomposition algorithm [13] , [20] .
The idea of dual decomposition is to solve the Lagrange dual problem associated with (18) , given by
with
where λ = [λ 1 , λ 2 , . . . , λ N ] contains the Lagrange dual variables or Lagrange multipliers, and where the Lagrangian
A well known result from convex optimization states that, when some constraint qualification holds, a primal problem and its Lagrange dual problem have the same solution. Unfortunately, (18) is non-convex and the result does not apply. The primal and dual problem have different solutions, the difference being the duality gap. However, when the number of tones K is large, the time sharing property of [36] holds and the duality gap is assumed to be zero. The Lagrange dual problem consists of a master problem (19) and a slave problem (20) . Dual decomposition algorithms iteratively search for the optimal Lagrange multipliers of the master problem, solving the slave problem at every step along the way. The objective function of the master problem, i.e. the Lagrange dual function g(λ), is convex but not differentiable. Therefore, the subgradient method [36] , [37] is used to solve problem (19) , which updates λ as
where l is the iteration number, µ l is a scalar step size, and [·] + = max (·, 0). The subgradient method is guaranteed to converge to the optimal λ as long as µ l is sufficiently small [38] , and is known to exhibit a convergence rate of O(1/ √ l). In practice however, sufficient convergence speeds can be achieved using step size scaling heuristics [38] which, assuming adequate algorithm parameters are chosen, typically result in an acceptable solution accuracy after 50-200 iterations.
From the way (21) is formulated, it is clear that the Lagrangian L(λ, s) can be split into a sum of per tone
λ ← best λ so far 5:
while distance ≤ previousDistance do 7: previousDistance ← distance 8:
s ← exhaustiveSearch(λ + µ λ)
10:
end while 13: end while 14: ∀k ∈ K: calculate R k with (5) 15: function exhaustiveSearch(λ) Slave Problem 16: for k ∈ K do 17: for s k ∈ grid do 18: for n ∈ N do 19: Calculate γ n k using (6) 20:
Look upq ∈ Q n for which γ n k ∈ Gq
Evaluate ωqf s b(γ n k , ρq, q ) 22: end for 23: Calculate L k (λ, s k ), retain if best so far 24: end for 25: end for 26: end function Lagrangians L k (λ, s k ), and a term N n=1 λ n P n,tot which is independent of s. The slave problem, consisting of maximizing L(λ, s) as a function of the transmit spectra s, can thus be solved for each tone independently through an exhaustive grid search over a discrete set of symbol power vectors s k . Given the desired solution accuracy , the number of points in the search grid is O( −N ). In other words, the resulting algorithm has a complexity that is exponential in N . The exhaustive grid search algorithm is readily seen to converge, as it is guaranteed to have found the optimum after examining each point in the search grid.
The algorithm is summarized in Algorithm 1 and is referred to as MAC-OSB with UEP (MAC-OSB-UEP). As both the subgradient algorithm and the exhaustive grid search can be proven to converge to the global optimum of the problems they solve, MAC-OSB-UEP is guaranteed to converge to the global optimum of problem (18) .
The complexity difference between MAC-OSB and MAC-OSB-UEP is negligible for any reasonable value of N and |Q|. + log |Q|)). As MAC-OSB is obtained from MAC-OSB-UEP by deleting line 20, the complexity of MAC-OSB is O (I SG K −N N 3 ) . Therefore, it is concluded that Algorithm 1 adds UEP functionality to MAC-OSB without severely affecting its computational complexity.
B. LOCALLY OPTIMAL SOLUTION: MAC-DSB-UEP
Due to its exhaustive grid search with exponential complexity in N , Algorithm 1 is not practical when N > 5. Therefore, this subsection derives an alternative to Algorithm 1, achieving a locally optimal solution to problem (18) . In each iteration of the algorithm, an approximation of (18) is constructed for each user. The sequence of solutions to these approximate problems produces a monotonically increasing objective function value, and can be shown to converge to a local optimum of (18) . The algorithm derived here is a generalization of the so-called MAC-DSB algorithm for rate-adaptive spectrum management [22] , and is a type of minorize-maximization (MM) algorithm.
User n's approximation of (18) is obtained by fixing the symbol power vectors s m and tone allocation T m of all users m = n, and by approximating the bitrate of users m = n with a lower bound hyperplane. The resulting problem is not convex, yet easy to solve, and is given as max
In (23), q m k ∈ Q m denotes the subconnection to which user m has allocated tone k. The derivatives in (23) are calculated as
Problem (23) is again solved trough dual decomposition. The Lagrange dual problem of (23) is
with g n (λ) = max
where the Lagrangian is given by
The duality gap between (25) and (23) is assumed to be zero by virtue of the same argument as in the derivation of MAC-OSB-UEP. As the Lagrange dual function g(λ) is convex and depends only on a single argument λ, problem (25) can be solved with a simple bisection search algorithm. Problem (26) can again be solved for each tone independently. The per tone slave problem, defined as
is non-convex due to the non-smoothness of the objective function, but can be reformulated as an equivalent problem which is easier to solve.
h(q) = max
The maximization over s n k will thus be executed for each q ∈ Q n , prior to selecting the subconnection q that maximizes L k (s n k , λ). What remains is to solve (30) . Due to the concavity of the objective function in (30), the Karush-KuhnTucker (KKT) conditions provide a sufficient condition for optimality. From the system of KKT conditions, the solution to (30) is obtained as
Algorithm 2 MAC-DSB-UEP 1: repeat 2: for all n ∈ N do 3:
Calculate a n k and h
5:
for all k do 8: Calculate (s n k , q) as (31), ∀q ∈ Q n .
9:
Select (s n k , q) that solves (29).
10:
end for 11: if k p n k > P n,tot then 12: λ n min ← λ n 13:
λ n max ← λ n 15:
end if 16: end while 17: end for 18: until convergence 19: Calculate R k using (5), ∀k ∈ K The resulting algorithm is summarized in Algorithm 2 and is referred to as MAC-DSB with UEP (MAC-DSB-UEP). Convergence of MAC-DSB-UEP is established by demonstrating that, up to a constant factor and for each value of s n , the objective function of (23) is a lower bound on the objective function of (18) . Convergence then follows from the fact that the objective function of (18) is upper bounded. Note that this convergence result does not imply that Algorithm 2 converges to a stationary point of problem (18) .
To see the lower bound property of the objective function of (23), first observe that eachb m (γ m k ) is a nonsmooth convex function of s n k . This is due tob m (γ m k ) being the pointwise supremum over a set of convex functions {ω q f s b(γ m k , ρ q , q )} q∈Q n of s n k . Therefore, a n k is a subderivative of m∈N \{n}b m (γ m k ) as a function of s n k . Furthermore, a n k s n k + c n k is an affine lower bound on m∈N \{n}b , where c n k is chosen such that m∈N \{n}b = a n k s n k + c n k in the point of approximation. For each value of s n , the objective function of problem (23) is thus a lower bound on the objective function of problem (18) , up to a constant k∈K c n k . As each iteration of Algorithm 2 updates s n to be the solution of problem (23), it is readily seen that each iteration of MAC-DSB-UEP increases the objective function value of both problem (23) and problem (18) .
Algorithm 2 adds UEP functionality to MAC-DSB without severely affecting its computational complexity, as is demonstrated by the following asymptotic complexity analysis. Both MAC-DSB and MAC-DSB-UEP require I MM ∈ [10, . . . , 50] iterations of the outer MM algorithm to achieve acceptable precision. For each iteration of the MM algorithm, N approximating problems are constructed (line 4) and solved (lines 5 to 16). From (24) , it can be seen that line 4 requires h n k * Q n k −1 h n k to be calculated for all n. As this calculation is similar to the calculation of γ n k , ∀n in Algorithm 1, it has complexity O(KN 3 ) which dominates the complexity of line 4. Problem (23) is then solved by applying a bisection search algorithm to the corresponding Lagrange dual problem, which typically requires I BCT ∈ [2, . . . , 20] iterations to achieve acceptable precision. In each iteration of the bisection search algorithm, the Lagrange dual function is evaluated by lines 8 and 9. The complexity of both lines is O(K |Q|). Therefore, the overall asymptotic complexity of MAC-DSB-UEP is O(I MM NK (N 3 + I BCT |Q|)). As MAC-DSB can be obtained from MAC-DSB-UEP by deleting line 9 and executing line 8 only once for each user, it is seen that the complexity of MAC-DSB is O(I MM NK (N 3 + I BCT )). It is concluded that if N 3 + I BCT is large compared to I BCT |Q|, Algorithm 2 adds UEP functionality to MAC-DSB without severely affecting its complexity.
V. DOWNSTREAM DSM WITH UNEQUAL ERROR PROTECTION
In this section, two algorithms that solve the DS version of the rate-adaptive DSM problem are presented: BC-OSB-UEP achieves the global optimum of problem (18) at the cost of an exponential complexity in the number of users N ; BC-DSB-UEP exhibits lower complexity, but attains only a local optimum of problem (18) . In this section, whenever problem (18) is referred to, the DS version is considered.
Dual decomposition again allows problem (18) to be solved for each tone independently. The Lagrange dual VOLUME 5, 2017 problem of (18) is defined as
with g(λ) = max
and the Lagrangian is defined as
where = diag{λ}. The duality gap between the primal problem (18) and the corresponding Lagrange dual problem (32) is assumed to be zero by virtue of the same argument as in Section IV-A.
The master problem (32) is convex, not differentiable, and can again be solved with the subgradient method of Section IV-A. What remains is to solve the slave problem (33) . Finding the optimal transmit matrices T k for the BC is not as straightforward as finding the optimal receive matrices R k for the MAC [39] . It is however possible to transform the BC slave problem into an equivalent and simpler dual MAC slave problem using MAC-BC duality theory [21] , [40] - [43] .
A. MAC-BC DUALITY
The MAC-BC duality theory used in this paper is based on [21] , [40] , and [43] . In [21] and [40] , it is shown that the per tone slave problem in (33), i.e.
is equivalent to the per tone slave problem of a dual MAC system. The per tone Lagrangian of this dual MAC system is defined as
where δ n k is the symbol power of user n on tone k of the dual MAC system. The dual MAC system to which this Lagrangian function corresponds, is obtained from the original BC system in the following way: the channel matrix of the dual MAC system is the Hermitian transpose of the BC channel matrix, the dual MAC system uses the transmit vectors t n k from the BC system as its receive vectors, and the noise powers of the BC system k = diag{σ k } constitute the Lagrange multipliers in the dual system and vice versa.
Duality between
is established by the following two statements, which hold true for any T k : 1) For every symbol power vector δ k , a corresponding feasible symbol power vector s k exists such that, for each user, the achieved SINR in the BC system is the same as in the dual MAC system, and such that
. This symbol power vector s k can be obtained from δ k by solving the system of equations in (37). 2) Conversely, for every s k , it is possible to find a corresponding feasible δ k such that the achieved SINR is the same for each user in both systems and such that
Both statements can be shown to be true using the same reasoning as in [43] . From this duality result, it is readily concluded that the solution of
when transformed to the BC domain using (37) , solves the BC per tone slave problem (35) . So far it has been established that solving (38) for each tone k leads to a solution to (33) through applying the MAC-BC duality transformation from (37) . As the Lagrangian in (38) corresponds to a MAC system (cf. (36)), given the symbol power vector δ k , the optimal T k and corresponding SINR for user n are calculated as
+ , which is similar to (5), (6) . The SINR can thus again be calculated without explicitly evaluating T k . Hence, optimization over T k can effectively be removed from (38) , reducing the per tone slave problem to
B. GLOBALLY OPTIMAL SOLUTION: BC-OSB-UEP
To formulate a globally optimal algorithm for problem (18) , it remains to define a procedure to solve (41) . As before, an exhaustive search will be employed, for which a search grid is to be defined. This poses a specific problem. Defining boundaries for s n k in Section IV-A was easy, as s n k has a physical meaning due to its equivalence to the line power of user n on tone k. This is not the case for the virtual powers δ n k in the dual MAC. Therefore, it is not trivial to see what range of values for δ n k should be included in its search grid. On the other hand, the SINR is a variable that does have a physical meaning in both the BC and the dual MAC. Therefore, a straightforward strategy consists of defining a search grid G for γ k , and evaluating the Lagrangian (36) for each vector γ k ∈ G. Evaluating the Lagrangian for each γ k ∈ G requires finding the vector δ k which is mapped on to the considered vector γ k by equation (40), i.e. finding δ k which satisfies the following expression.
This vector δ k can be found using the following fixed point iteration
where [44] it is known that, independent of the starting point δ k (0), the fixed point iteration (43) is guaranteed to converge to the unique δ k that corresponds to the γ k . It is noted that if nonlinear precoding with a predetermined encoding order is used instead of linear precoding, δ k can be calculated analytically from γ k .
The resulting algorithm is referred to as BC-OSB with UEP (BC-OSB-UEP) and is summarized in Algorithm 3. As the subgradient algorithm, the exhaustive grid search, and the fixed point iteration of (43) can all be proven to converge to the global optimum of the problems they solve, BC-OSB-UEP is guaranteed to converge to the global optimum of problem (18) .
Algorithm 3 BC-OSB-UEP
1: Determine G q , ∀q ∈ n∈N Q n 2: while distance > tolerance do Master Problem 3:
[p, s, T ] ← exhaustiveSearch(λ + µ λ) for k ∈ K do 16: for γ k ∈ grid do 17: Iteratively calculate δ k using (43) 18:
for n ∈ N do 19: Look upq ∈ Q n for which γ n k ∈ Gq
20:
Evaluate ωqf s ρqb(γ n k , q ) 21: end for 22: Calculate L k (λ, s k ), retain if best so far 23: end for 24: Calculate transmit matrix T k using (39) 25:
Calculate BC user powers s k using (37) 26:
Calculate BC line powers p k using (8) 27:
end for 28: end function
The complexity analysis of Algorithm 3 is similar to that of Algorithm 1, the only major difference being that the fixed point iteration in line 17 requires h
+log |Q|)). As before, BC-OSB can be obtained from BC-OSB-UEP by deleting line 19, such that the complexity of BC-OSB is O (I SG K −N N 3 I FP ) . From this analysis, it is seen that the complexity difference between BC-OSB and BC-OSB-UEP is negligible.
C. LOCALLY OPTIMAL SOLUTION: BC-DSB-UEP
Due to its exhaustive grid search with exponential complexity in N , Algorithm 3 is not practical when N > 5. Therefore, this subsection derives an alternative to Algorithm 3 achieving a locally optimal solution to problem (18) , which is based on an approximate evaluation of (41) . Apart from this change, the resulting algorithm will be identical to Algorithm 3. In each iteration of the algorithm, an approximation of (41) is constructed for each user n. Making a similar argument as in Section IV-B, it can be shown that the sequence of solutions to these approximate problems produces a monotonically increasing objective function value that can be shown to converge to a local optimum of (41) . The algorithm derived here is a generalization of the so-called BC-DSB algorithm for rate-adaptive spectrum management [23] .
The approximation of (41) ) of users m = n with a hyperplane. The resulting problem is not convex, yet easy to solve: max
where the calculation of the partial derivatives is analogous to (24) . Problem (44) is akin to problem (23) in Section IV-B, and is again solved by calculating the optimal symbol power δ n k opt for every possible subconnection q ∈ Q n , and subsequently selecting the (δ n k opt , q) tuple that results in the largest value for the objective function. For fixed q, the solution to (44) can be calculated in closed form as
The resulting algorithm, referred to as BC-DSB-UEP, is identical to Algorithm 3 apart from lines 16 to 23 which are replaced by Algorithm 4. UEP functionality is added to BC-DSB by replacing the single closed form calculation of the symbol power allocation in each of the I MM iterations of its inner MM algorithm with |Q n | calculations of the symbol power allocation and a subconnection selection procedure. These calculations exhibit O (|Q|) complexity. The complexity of both the BC-DSB and the BC-DSB-UEP algorithm is Algorithm 4 Approximate Evaluation of (41) for BC-DSB-UEP 1: while δ k not converged do 2: for n ∈ N do 3: Calculate a n k 4:
Calculate (δ n k , q) using (45), ∀q ∈ Q n 5:
Select (δ n k , q) that maximizes objective of (44) 6:
end for 7: end while however dominated by the calculation of a n k (line 4) which, as was determined in Section IV-B, has complexity O(N 3 ). The complexity of BC-DSB is therefore O(I SG KI MM N 4 ), and that of BC-DSB-UEP is O(I SG KI MM N (N 3 + |Q|)). Algorithm 4 thus adds UEP functionality to BC-DSB without severely affecting its complexity.
In [36] , it is pointed out that the subgradient method, which is used to update the Lagrange multipliers, is not guaranteed to converge when g(λ) is evaluated only approximately. As the employed minorize-maximization method of Algorithm 4 cannot be guaranteed to return the global maximizer of problem (41), BC-DSB-UEP is not guaranteed to converge. However, in simulations, BC-DSB-UEP has been observed to converge in every scenario for which it has been evaluated.
VI. JOINT RESOURCE ALLOCATION AND REED-SOLOMON CODE RATE OPTIMIZATION
In Section II, it was mentioned that different modulation and coding (MC) schemes i, each characterized by a set of values (ρ i , i ), can achieve the same target P q . This set of MC schemes is referred to as the MC set of subconnection q, and is denoted as M q . As employing a large number of MC schemes in parallel adversely affects delay performance, only a single MC scheme i ∈ M q should be used per subconnection q. Different MC schemes result in different performance. Consider two schemes i 1 , i 2 ∈ M q with the same value for ν i and achieving the same P q , but for which i 1 < i 2 and κ i 1 < κ i 2 . As ρ i 1 < ρ i 2 , MC scheme i 1 incurs a larger multiplicative bitrate overhead than i 2 . However, i 2 employs a larger SNR gap, resulting in an approximately additive overhead as compared to i 1 . Therefore, it is more appealing to use i 2 when γ n k is high on all tones k ∈ T q and vice versa. It is seen that the optimal choice for i ∈ M q depends on the value for the achieved SINR on all tones k ∈ T q . The MC scheme selection should therefore be optimized conjointly with s, T , and T .
In general, jointly selecting an optimal resource allocation and MC scheme is referred to as adaptive modulation and coding (AMC). In the context of DSL networks incorporating UEP, AMC can be formulated as the following optimization problem: max s,T ,i∈M or s,T ,T ,i∈M
with M = n∈N q∈Q n M q , and where i is a vector containing an element i q for each q ∈ n∈N Q n signifying the MC scheme employed by subconnection q. The optimal choice for i q depends on the achieved SINR on all tones k ∈ T q . Consequently, problem (46) is coupled over all tones by both the total power constraints and the MC scheme selection problem. This coupling makes problem (46) hard to solve directly.
The proposed strategy is to formulate a relaxation of problem (46) , the solution of which is then used to select an MC scheme for each subconnection. In addition, the solution to the relaxed problem yields an upper bound on throughput performance. After having selected an MC scheme for each subconnection, problem (46) reduces to problem (16) , which is solved to obtain the final resource allocation.
Consider the relaxation of problem (46) obtained by abandoning the constraint that a single MC scheme is used for each subconnection. Instead, let each MC scheme i ∈ M q for each subconnection q itself constitute a distinct subconnection with which a set of tones T i is associated. In addition, defineT = {T i | i ∈ n∈N q∈Q n M q }. The obtained relaxed problem will be referred to as the multiple MC relaxation (MMCR) of problem (46), and is formulated as
where, as before, R i denotes the data rate achieved by subconnection i of user n. Moreover, a system which simultaneously employs multiple MC schemes to achieve a single target P q is referred to as a multiple MC (MMC) system, as opposed to a one MC (OMC) system employing only a single MC scheme for each target P q . From an optimization point of view, problem (47) is fully equivalent to problem (16) . Consequently, the algorithms developed in Sections IV and V can be applied to obtain a solution (s,T ) MMCR or (s, T ,T ) MMCR . This solution is then used to heuristically decide which MC scheme is to be employed for each subconnection q ∈ n∈N Q n as follows. The MC scheme for subconnection q is selected as i ∈ M q maximizing the data rate of subconnection q, i.e.
where it is assumed that q employs tones T q = i∈M q
, and where the resource allocation s MMCR or (s, T ) MMCR is used in calculating R q . The resulting algorithm is referred to as the MMCR-based rate selection (MMCR-RS) algorithm. After having selected an MC scheme for each subconnection, problem (46) reduces to problem (16) , which is solved to obtain the final resource allocation. The MMC system provides an upper bound on the performance of the corresponding OMC system. More specifically, consider the aggregate data rate of all subconnections achieving P q in an MMC system, calculated as R MMCR q = i∈M q R i . For each feasible point of problem (46) with corresponding data ratesŘ q , there exists a feasible point of problem (47) with corresponding aggregate data rateŝ R MMCR q , for whichŘ q ≤R MMCR q , ∀q ∈ Q n , ∀n ∈ N . Therefore, the set of achievable rates in the MMC system is a superset of the set of achievable rates in the corresponding OMC system. In the simulations, this upper bound property is used to assess the performance of the MMCR-RS algorithm.
VII. SIMULATION RESULTS
In this section, simulation results are shown for the algorithms presented in Sections IV, V and VI. Differences in performance between the OSB and DSB algorithms are assessed in Section VII-A. The performance of the MMCR-RS algorithm is assessed in Section VII-B.
Parameter settings for all experiments are as follows. It is assumed that the twisted pair line diameter is 0.5 mm, which corresponds to 24AWG. For G.fast, the tone spacing is f = 51.750 kHz, the symbol rate is f s = 48 kHz, the maximum line power is P tot = 4 dBm, and the number of tones is K = 2047 [2] . The values for the coding gain and noise margin are respectively set to c = 3 dB, resulting from a 2D TCM [31] , and n = 6 dB.
A. PERFORMANCE COMPARISON BETWEEN OSB AND DSB ALGORITHMS
The differences between the OSB and DSB algorithms are analyzed in a network containing 2 users. The twisted pair line lengths are chosen to be 200m and 110m for user 1 and user 2, respectively. Each user supports two subconnections q 1 and q 2 , achieving error rates BER q 1 = 10 −7 and BER q 2 = 10 −3 . RS coding is applied to neither of the subconnections. The error rates, combined n and c , result in SNR gaps q 1 = 12.6 dB and q 2 = 8.2 dB. For each user n, the weights are chosen as ω q 1 = 1 and ω q 2 = 0.8.
The information bitrate and power loading resulting from MAC-OSB-UEP and MAC-DSB-UEP, as well as from BC-OSB-UEP and BC-DSB-UEP, are shown in FIGURE 1. The data rate achieved for each individual subconnection is given in TABLE 1. Both TABLE 1 and FIGURE 1 demonstrate that the solutions found by the DSB algorithms are very similar to the solutions found by the OSB algorithms. In the US channel, MAC-OSB-UEP performs even slightly worse than MAC-DSB-UEP. This is explained by the discrete grid search of MAC-OSB-UEP, which, due to its finite granularity, can result in a slightly suboptimal solution when compared to MAC-DSB-UEP.
In the power loading curves of FIGURE 1 it is seen that, even though user 1 is not using any tones above k = 1202, its line power p 1 k is nonzero. It is noted that, due to the precoding operation using transmit matrix T k , each line power p n k depends on the symbol powers s m k of all users m. The nonzero line power of user 1 thus results from user 1 encoding its symbols with a transmit vector t 2 k containing two nonzero entries. Due to increased crosstalk at high frequencies, linear precoding increases line powers, making it highly suboptimal. As stated in [23] , this suboptimality can be alleviated using non-linear precoding techniques. FIGURE 2. Achievable rate region of 10 user US (left) and DS (right) G.fast systems using RS codewords either of length ν = 64, or of length ν = 255. For each scenario, three rate region are drawn: one for an OMC UEP system, one for the corresponding MMC UEP system, and one for an OMC EEP system servicing a single subconnection achieving P HDTV .
Some discontinuities can be observed in the curves in FIGURE 1, originating from a change in tone allocation. For example, the bitrate curve of user 2 in the DS system is discontinuous at tone k = 13, where the tone allocation changes from q 2 to q 1 , and at tone k = 1022, where the tone allocation changes back to q 2 . Differences between tones belonging to q 1 and q 2 show how UEP improves performance. Obviously, lower error protection results in an increased information bitrate. Furthermore, less power is consumed on tones with lower error protection reducing crosstalk and, in addition, providing the opportunity to use the retained power elsewhere.
B. MMCR-RS PERFORMANCE ANALYSIS
The performance of the MMCR-RS algorithm is analyzed for a larger DSL network. The network under consideration connects 10 users to a distribution point. The distance between users and distribution point ranges from 200m for user 1 down to 110m for user 10, decreasing with 10m for each consecutive user. DSB algorithms are employed to calculate the resource allocation.
Target byte error rates P q are chosen to be representative for VoIP and HDTV applications. For VoIP, it is assumed that the G.711 audio codec is used with payload size of 240 codec bytes per IP packet, resulting in an overall average IP packet size of 381 bytes [45] . Combined with an acceptable packet loss rate of 1% [46] , the allowable physical layer byte error rate is 2.62 · 10 −5 , which is rounded down to P VoIP = 10 −5 in simulations. Likewise, the IP average packet size for MPEG-2 based HDTV is 1316 byte, and the acceptable packet loss rate is 10 −6 [47] . This results in the requirement that P HDTV ≤ 7.6 · 10 −10 , simplified to P HDTV = 10 −10 in simulations. The above calculations assume that each uncorrected error results in an IP packet loss.
Fixed RS codeword lengths of either ν = 64 or ν = 255 are employed [2] . The MC sets M q of all subconnections contain an element i for each allowable number of parity symbols per RS codeword, specified in [2] as ν − κ i = 0, 2, . . . , 16, such that |M q | = 9, ∀q ∈ Q n , ∀n ∈ N . The value of each i can then be calculated from ν, κ i and P q , as explained in Section II-D.
Results for the MMCR-RS algorithm are visualized by drawing the rate region of different DSL networks, containing all achievable combinations (R VoIP ,R HDTV ) of the average data ratesR q = 1 N n∈N R q , which assumes that q ∈ Q n , ∀n ∈ N . Edge points of this rate region can be calculated by maximizing ω VoIPRVoIP + ω HDTVRHDTV for different values for the weights ω q [13] . Values for ω VoIP range from 0.4 to 0.5, and ω HDTV is set to 1 − ω VoIP . FIGURE 2 displays the edges of three rate regions for a set of four different DSL networks. The rate regions labeled 'UEP OMC' correspond to OMC systems employing the MMCR-RS algorithm to select an MC scheme for each subconnection, and subsequently using either MAC-DSB-UEP or BC-DSB-UEP to solve (16) . The rate regions labeled 'UEP MMC' correspond to MMC systems employing either MAC-DSB-UEP or BC-DSB-UEP to solve (47) , and for which R q is calculated as the aggregate data rate of all subconnections achieving P q . As the UEP MMC rate region is a superset of the UEP OMC rate region, the UEP MMC rate region is an upper bound for the UEP OMC rate region. The rate regions of the OMC systems employing MMCR-RS mostly coincide with their respective MMC upper bounds, indicating that the MMCR-RS algorithm performs very well. Moreover, this result demonstrates that using a single MC scheme per subconnection has little impact on the performance of the DSL network.
The rate regions labeled 'EEP OMC' correspond to equal error protection (EEP) DSL networks achieving P HDTV for both applications. The achievable data rates of the UEP DSL networks are clearly higher than those of the EEP DSL networks, indicating the benefit of employing UEP in DSL. It is noted that for ν = 255, the gain of UEP over EEP is rather small. However, the considered EEP systems do employ MMCR-RS to decide which MC scheme to employ for each user. In other words, the developed UEP algorithms helped attaining the optimal EEP DSL performance. Therefore, even though the UEP architecture may lack advantages in some scenarios, the proposed UEP algorithms do not.
VIII. CONCLUSION
Four new DSM algorithms have been presented for joint signal and spectrum coordination in DSL networks providing UEP. Two OSB algorithms are provided: one for upstream and one for downstream DSL networks, both exhibiting exponential complexity in the number of users. In addition, two DSB algorithms are provided that only converge to a local optimum. However, simulations have shown that the solutions found by the DSB algorithms largely coincide with solutions found by the corresponding OSB algorithms, at only a fraction of the computation time. In addition, the MMCR-RS algorithm for MC scheme selection has been developed. Simulations have shown that MMCR-RS algorithm performs very well, and that using a single MC scheme per subconnection does not have a large impact on the performance of the DSL network. Results have also shown the benefit of UEP, as compared to EEP, as it is able to achieve moderate performance gains.
