Th e re sults of new experim en tal press ure-volum e-te mpe rature meas ure me nts on oxyge n are presented. Th e data ra nge in te mp era ture from 54 to 300 K and in pressu re from 0.1 to a bout 33 MN/m ". Tile following properti es a re ta bulated for selected isobars: molar volume, (aPia p).,. , (a Pta T) p, inte rnal energy, enthalp y, e ntropy , specifi c heats at co nstant volume and at co nstant pressure, a nd th e velocity of sound. Additiona l ta bles present th e a bove properties for saturated liquid a nd vapor, th e freezing liquid P-V-T relation ship , and th e derived J oule-Thomso n inversion curve. New valu es for th e critical dens ity and tripl e point de nsity a re presented , and the second and third virial coe ffi cie nts a re tabulated.
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= boilin g point te mperature, 90.18 K (90.188 K on the IPTS 1968 scale). = d ensi ty , mol/ cm 3 =1/V. = critica-] de nsit y, 0 .01363 ± .00002 mol/ cm 3 • =liquid triple point de nsity , 0.04083 ± .00004 mol/cm 3 . = saturated liquid de nsity. = saturated vapor density. = density of the liquid alon g the liquidsolid boundary. ,= a selected density in the co m pressed liquid, 0.028687 mol/ cm 3 . = generalized coeffi cie nts in . ap proximating equation s; num erical values give n in tables.
Introduction
The importance of oxygen in the U.S. space program and the lack of comprehensive and accurate data for many of its physical properties have led to an extensive research program at the NBS Institute for Basic Standards. The results of part of that program are presented here in the form of extensive tables of P-V -T data and derived thermodynamic properties.
Prior to 1960 there were relatively few measurements of the P-V-T properties of oxygen at low temperatures. This condition was especially true for the compressed liquid. In 1960 and 1961 Timrot and Borisoglebskii [l, 2] I and Van Itterbeek and Verbeke [3, 4] published new P-V-T results for the liquid. However, these results were limited in scope and there was disagreement in the region in which they overlapped.
Th e results of the present investigation consist of approximately 1500 P-V-T points at 111 different densities varying from 0.0047 to 3 times the critical density. This constitutes approximately two-thirds of all the P -V-T data published for oxygen.
The data range from the triple point temperature to 300 K for the high densiti es and from 85 K to 300 K for the low (subcritical) density points. The data range in pressure up to about 33 MN/m 2 .
The hi ghest and lowest density data were represented by two analytic s urfaces while the intermediate densities were fitted to a large number of isotherm polynomials. Second and third virial coefficients were extracted from the low density data.
This representation of the P -V-T surface together with the specific heat of the ideal gas [5] allowed the calculation of thermodynamic properties of the gas at temperatures below critical and of all densities at temperatures above critical. Thermodynamic calculations for the compressed liquid at subcritical temperatures made use of additional data in the form of new experimental determinations of the heat capacity at cons tant volume [6] and heat capacity of the saturated liquid [7] from this laboratory.
The properties calc ulated using this smoothed surface are compared with so me of the P-V-T and thermodynamic property data from the literature.
Due to limitations of space only skeleton tables of thermodynamic properties are presented here. A more complete set of tables will be issued as NBS Tech. Note 384.
Experimental P-V-T Measurements
Apparatus
The c ryostat designed and described by Goodwin [8] was used with minor modifications. These modifications are listed below in t erms of the nomenclature used in reference [8] . Early vapor pressure measurements yielded results which were lower than published values by 4000 to 6000 N/m 2 , indicating the presence I Fi gures in brackets indicate the literature references at the end of this paper.
of a cold spot in the stainless steel transition capillary which connects the sample holder to the top of the cryostat. Jacketing the capillary with tin OD copper tubing removed this difficulty. For the high temperature (T> 150 K) portion of the measurements the shield, shown in figure 2 of reference [8] , was replaced with one that completely surro unded the sample holder thereby reducing heat losses to the cold wall. For measurements above 200 K the only refrigerant used was the liquid nitrogen in the open dewar surrounding th e cryos tat. The oil operated dead-weight gage pres· sure measuring system was modified, as shown in figure 1 here, for safety. Two null pressure detectors were used. The first separated the oil in the gage from an intermediate nitrogen gas system. The second separated the nitrogen from the oxygen sample. Thus in the event of a diaphragm failure there was no chance of high pressure oxygen coming in contact with the oil.
With practice the two-diaphragm system could be operated with as much sensitivity as the one diaphragm system in reference [8] . All external capillary lines, valves, and gages were cleaned by flushing with liquid Freon. Repairs to several of the glass flasks in the gasometer system necessitated recalibration of these volumes. The I-liter flask, which was the primary , standard of volume, was calibrated by weighing with water and agreed with the original calibration by Goodwin [8] to within 0.02 percent. The 2-and 6-liter flasks were calibrated by both water weighing and by gas expansion from the I-liter flask. These two independent determinations agreed to better than one part in ten thousand in each case. The 21-liter flask was calibrated by gas expansion only, with an estimated uncertainty of 0.04 percent. The volume of the sample holder was recalibrated by gas expansion into the 1-and 2-liter flasks. The volume obtained was 25.852 ± 0.015 cm 3 in good agreement with the earlier measurements , by weighing with water, of referen ce [8] .
The relationship used to calculate the elastic stretching of the sample holder due to pressure was modified to correspond more closely to experimental results on similar thick walled vessels [9] . Thus, eq (5.2-7) of reference [8] 
with a=2.3 X 10 -5 m2/MN. This modification changed the calculated densities by 0.04 percent at 30 MN/m 2 • A quartz bourdon gage with a sensitivity of 7 N/m 2 was used to measure the pressure in the gasometer flasks for the density determinations. The estimated relative error in the measured pressures is 0.01 percent, increasing somewhat at the lower pressures. Corrections were made for the hydrostatic pressure of the oxygen in the capillaries, which often amounted to several thousandths of a MN/m 2 • Temperature readings may deviate from the thermometer calibration by 2 millidegrees at 50 K, increasing to 28 millidegrees at 300 K, due to the speciflcations of the potentiometer used. The uncertainty of the calibration itself is probably less than 0.002 K. To Temperature Scale (1948) from the th ermodynami c te mp erature scale, perhaps as mu ch as 0.04 K. With this apparatus, however, tern peratures are reprodu cible to within 1 millidegr ee. Uncertainty in the density determinations is estimated at 0.1 percent for low press ures, increasing to 0.14 percent at the highest pressures. A precision of the order of 0.025 percent in density has been realized. The samples used came from co mm ercially available cylinders of ultra pure oxygen with a nominal purity of 99.99 pe rcent and were passed through a molec ular sieve trap at 76 K to remove water.
The Data
The measuring technique used here is the modified Reic hsanstalt method described by Goodwin [8J. , The data were taken along experimental pseudoisoc hores, hereafter referred to as runs. Due to the precisely reproducible nature of the temperature control system, data on the various runs were measured at the sam e temperatures and therefore , could be rearranged into isotherms at the concl usion of the experimental work. Data were taken at integral temperatures with 2 K spacing from 56 K to 160 K, 5 K spacing from 160 K to 200 K, and 10 K spacing from 200 K to 300 K. In the low de nsity gas phase aSK spacing was us ed between 85 K and 150 K. For con ve ni ence the data may be divid ed c hronologically into four series. Table 1 s hows th e distribution · of th e data be twee n the series. Between Series I and II certa in changes were made in the apparatus which necessitated recalibration of some of the volumes external to the cryos ta t. Between Series II and III the apparatus was moved to a new building and mos t of the e xte rnal volumes were rebuilt. Series IV differed from the others by the way in which the , de nsity and press ure were determined.
The data were checked for systematic deviations be tween Series I , II, and III in the following way. Isotherm polynomials were fitted to the data in the regions where the data of different series overlapped. error in density, were averaged. The results showed that th e internal precision within each series was good (0.015 to 0.025 percent). However, while Series I and III were in agreement , the data of S eries II differed sys te mati cally by an average of 0.066 percent in density.The origin of thi s differen ce is not clear. However, since th e s moothn ess of the P -V -T surface is of utmost importance in the calculation of thermodynamic properties , the densities of th e data of Series II were arbitrarily multiplied by 1.00066. This difference falls within the estimated overall uncertainty of the data.
Series IV consisted of data in the very low density (0.0047 :%; piPe:%; 0.14) gas phase between 85 K and 150 K. Pressures were measured with a quartz bourdon gage. Densities were too low for the use of the gaso meter and were extracted from the meas ured pressure at 160 K , using virial coe fficients obtained from the data of Series II and III.
Th e single-phase experimental P-V-T data are presented in table 2. The column labeled "IDENT" contains the ide ntification number of each point. The first two or three digits are the number of the run or experimental isochore and the last two are the number of the point. The entries in runs 132 and 133 which contain no value for the density are pressures meas· ured on the melting curve. In addition some press ures were measured along the vapor pressure curve. They are given in table 3 and were used mainly as a check on the vapor pressure curve taken from the literature. Because of the rather large vertical dim e nsion s of the apparatus no attempt was made to take data in close proximity to the critical point. Temperatu,re-press u,re-density observations on oxygen. -Continued The purpose of the present calculations is the determination of the derived properties in the best possible way. Therefore no attempt was made to fit all the data with one wide-range equation of state. Instead the data were divided into three regions and the data in each region were smoothed and interpolated by the means which seemed most appropriate. These regions are illustrated in figure 2 and are considered separately below. In all of the curve fitting the data were weighted in a manner appropriate to the expected uncertainties in the variables involved. In some cases curves were constrained to pass through a given point or to have a particular value of a derivative at a given point. For details of this technique see Hust and McCarty [12] .
Low Density Gas. -At densities of 0.006709 mol/crrfl and less (Region III in fig. 2 ) the data were represented with a virial surface,
P=RT[p + B(T) p2 + C(T)p3].
(2)
The second and third virial coefficients were expressed as a function of temperature of the form 5
B(T) = 2:,A/I'I -J)/4
(3a)
The parameters used in eqs (3a) and (3b) are given in table 4 . In addition to 296 P-V-T data points, 14 experimental C v data points [6] between 150 K and 300 K, were included as data in fitting the surface. The average deviation of the calculated heat capacities is 1.36 percent, approximately equivalent to the uncertainties in the experimental points. Between 150 K and 300 K the standard deviation of the P-V -T points is 0.048 percent in density. At temperatures below 150 K the data of Series IV show an average deviation of 0.12 percent in density which is systematic and which becomes worse with decreasing temperature. These data carried relatively low weighting, and it is expected that eqs (2, 3a, 3b) represent the best approximation to the P-V-T surface at low temperatures. One possible explanation for this discrepancy would be physical adsorption on the walls of the sample holder. It is more likely, however, that we are seeing small systematic errors in the pressure measurements. The virial coefficients, calculated by means of eqs (3a) and (3b) are tabulated in table 5. The columns labeled "ISOTHERM" contain the results obtained by fitting equation (2) to the data along individual isotherms.
High Density Liquid. -The high density compressed liquid, (Region I, fig. 2 ), bounded by the melting curve, vapor pressure curve, 33 MN/m 2 isobar, and the 128 K isotherm, was represented by a 12 parameter empirical surface given by eq (4):
The values of the parameters are given in table 4. The surface was constrained to a value of 0.02869 mol/cm 3 for the density of the saturated liquid at 128 K. The 557 experimental points in this region exhibited a standard deviation from the surface of 0.024 percent in density. TABLE Int ermediate Densities. -The data in Region II of figure 2 were approximated by 35 isotherm polynomials of the form ±0.001O K, will be used here as th e bes t value for the triple point temperature.
Parameter values for the various equations
The second row of table 6 shows the fit of eq (6), with the value of T t obtained above, to the data of Mills and Crilly [13] . These data are less precise but exten d in pressure from 36 to 350 MN/m 2 • The third row of table 6 gives the parameters obtained by fittin g eq (6) to both sets of data, using a relative weighting equal to 1/u 2 • Table 7 illu s trates this last fit.
b. Additional Data Used
Certain da ta from other sources were used as supplemental information for these calculations. Vapor pressures used here are based on the data of Hoge [10] . These were published in analytical form by Stewart [11] , whose equation is reproduced here for convenience.
In P(MN/m 2 )= A I + A2T+A3T2 +A 4 T3
+ A]4+A6T5+A 7TG+A 8T7.
(7)
Values of the coefficien ts for eq (7) are give n in table 4.
The critical te mp erature, 154.576 ± 0.01 K on the IPTS 1948 , is taken from [1 4] . De nsities of saturated liquid and vapor in th e critical regio n are difficult 
The second and third virial coefficients.
Unit s are (c m:l/ rn ol) and (c m:l/ mol)t res pec tively . The quant~tie s 58 a nd tiC are the es timated un ce rtainties. to derive from PVT data and were also taken from [14] . These densities appear in the center section of The representations of the experimental data, in the previous section, allow us to derive other useful properties.
Second virial
Isochores. -In the calculation of most of the thermo· dynamic properties the quantities (a P fa T) p and (a 2 P fa T2) p are needed. In Regions I and III of figure 2 these quantities are calculated from the analytic surfaces. In Region II the isotherm polynomials were used to calculate pressures at even increments of density. The pressure·temperature pairs (true iso· chores) thus obtained were fitted using functions of the form
J = I
A density increment of 0.0005 mol/ cm 3 was used.
The number of terms used in eq (8) varied between 6 at the lowest de n sities and 3 at the highest. Between the densities 0.0290 and 0.0330 mol/ cm 3 the isochores were constrain ed to have their second derivatives, (a 2p fa T2) p, mat c h those calculated by the liquid surface, eq (4) , at 128 K.
-Two·Phase Boundaries . -Derived "experimental" densities of the saturated liquid and saturated vapor may be found from the intersections of the experimental isochores with the vapor pressure curve eq (7). The first several points of an experimental run are fitted with a low order polynomial, P = P (T), either a quadratic or c ubic. The expected uncertainty in thi s tempera ture of intersection may be calculated from the estimate d uncertainty in the vapor pressure, the slopes of the two curves, quality of the fit of the polynomial, the temperature range over whic h the fit was made , and the length of the extrapolation to the intersec tion te mperature. This procedure was applied to the experim e ntal run s, and the calculated uncertainties varied from 1 millidegree in th e best cases to 100 millidegrees ne ar the c ritical point where the isochores and the vapor press ure c urve are almost colin ear. The densities of th e saturated liquid were found in thi s way, between 120 K and 150 K, and were smoothed and interpolated by means of a 7-term polynomial. For the saturated vapor over the same temperature range the number of experime ntal run s proved to be too small for this technique to be applied with good results. Th erefore, the vapor densities were found from the intersection of the virial surface, eq (2), with the vapor pressure c urve. The saturation de nsities thus obtained were computed at 1 K intervals and averaged to obtain the r ectilinear diameter, P/{ D =t( P sal L + P sa l c;) .
The resulting rectilinear diam e ter was fitted by means of a function of the form, with an average deviation of 2 X 10-6 mol/cm 3 • From eq (9), a value of 0.01363 mol/cm 3 was obtained for the critical density, A I. Values of the other parameters are given in table 4 .
The isochore-vapor pressure intersection temperatures were considered unreliable above about 152 K because of th e small angle of intersection. Densities calculated from th e dielectric meas urements of [14] . were used in the te mperature range 150 K to T e.
All of the saturation de nsities, P sah both liquid a nd vapor, were fitted with a fun ction of the form Then the densities of the saturated liquid and saturated vapor are given by 128 K and the critical temperature. Between the triple point and 128 K the den sities are determined by the inte rsection of the liquid s urface, eq (4), and the vapor pressure curve. Equation (lIb) is used to obtain the vapor density between 150 K and Tc , while the intersection of the virial surface and the vapor pressure c urve is used at lower temperatures. The isotherm polynomials , eq (5), were constrained to agree with th e saturation densities calculated by equations (l1a) and (lIb), where applicable. The intersection of th e liquid surface , eq (4), with the melting curve was used to obtain the density of th e liquid in equilibrium with solid. This density may be approxi mated either as a funct ion of press ure or as a fun cti on o[ te mperature by or
usin g a value of 0.04083 mol/cm 3 [or Pt , as giv e n In table 13 .
Equati on (6) may be combined with the heat of fu sion, 444.8± 1.3 j/mol, given by Ciauque and John s ton [15] , to obtain a value of 0.94±0.OI c m 3 /mol for the volume c hange upon melting at th e triple point.
Comparison With Literature
Th e prese nt res ults have been co mpared with so me of th e data pub1 shed in th e literature. Th e following s urv ey is not co mpre he nsive, but compari so ns are mad e with ma ny of the more significant contributi ons. Other co mpari sons and a criti cal s urvey of all the lite rature to 1966 may be found in refer ence [11J.
Th e virial coefficients, calculated from eqs (3 a) and (3 b) , are co mpared with th e ex perim e ntal valu es of se ve n other investigators in tabl e 9. Th e values attributed to Mic hels, Schamp, and de Craaff [21] were calculated from velocity of so und measurements and are based upon the hi gh temperature data of reference [19] . They are see n to differ cons iderably from the present results at th e lower temperatures. Th e data of Cath and Onnes [31] were derived in the course of gas thermome try me asurements and agree reasonably well with thi s research. Estimates of the uncertainty in the present res ults are given in th e columns labeled "88 " and "8 C" in table 5.
Comparisons a re made with the co mpressed liquid p -V-T data of Van Itte rbeek and Verbeke [3] in fi gure 3. It may be see n that there are some systematic differe nces with respect to both temperature and press ure, and in ge ne ral , th e agreement is not a s good as m'ight be expected. The densiti es of Timrot and Borisoglebskii [1 , 2] are syste matic ally lower than ours by a bout 0.5 pe rcent in the co mpressed liquid betwee n 83 K and 153 K. Fi gure 4 s hows a comparison with th e data of Mic hels e t a1.
[16] near room te mpera ture. Table 3 compares the vapor press ure meas ure me nts with e q (7) take n from reference [11] , which is based upon the data of Hoge [10] . Tables 6 a nd 7 co mpare th e meltin g pressure data with th e res ults of Mills a nd Crill y [13] . In both cases th e agreement is very good. In ad diti on, 15 de te rmination s of th e vapor pressure we re made a t 0.1 K inte rvals be twee n 75 K and 76.5 K with th e quartz bourdon gage. Th e res ults fell be twee n the curv e of eq (7) and th e rece nt c urve of Muijlwijk, Mous sa, an d van Dijk [22] Ref.
[31]
Ref. [20] Ref. [21) 1231. Calculations of the th ermodynamic properties of th e co mpressed liquid mak e us e of the heat capacity of th e saturated liquid , C sat from reference [6] . The expression used for C sat is with To=154.77 and the coe ffi cients given in table 4.
This expression fits the data to within about 2 K of Te.
Use was also made of new ex pe rimental measureme nts, reference [7] A high speed digital co mputer was used along with the surface representations for the three regions in figure 2 to calculate density from a given input of temperature and pressure. Once the density had been established the thermodynami c calculations proceeded as follows.
The following equations were used for de nsities less than critical at T < 160 K and for all densities at
H(T, p) =H (T) +--RT+
----dp ,
where Po = 1 atm;
The values of HO, S°, and C~ for the ideal gas at 1 atm were obtained from Woolley [5] . All integrations in Region II, figure 2 were performed numerically, using the trapezoidal rule. For densities greater than critical and temperatures between 128 K and 160 K the properties, calculated by the equations above, at 160 K and density PI (PI = 0.028687 g mole/cm 3 ) serve as the starting point. For this particular density values of the heat capacity at constant volume, given by eq (14), were used to compute changes in the properties with temperature:
H(T, PI) = U(160, PI) + r:o Cv(T, PI)dT+P(T, PI)/P!' (18)
SeT, PI) =5(160, PI) + (T [Cv( T , PI)/T]dT. (19)
J 160
Then computations were made along isotherms as follows: (20) 
H(T, p) =H(T, PI) +JP [p-T(aP/aT)p]/p 2 dp
PI + P(T, p) / p -P(T, pd /p"
5(T, p) =5(T, PI) -I: [(aPIa T)p/p2
]dp, (21) 
Cv(T, p)=Cv(T, PI) -TJP [(a 2 P/aT2
)p/p2]dp.,
For the compressed liquid at temperatures less than 128 K the properties of the saturated liquid at 128 K (p = PI) serve as the starting point. First the changes with temperature are computed along the saturation line:
and ) C ()
Next the isothermal changes are computed using eqs (20, 21, 22) and substituting PsatdT) in place of PI.
The internal energy and heat capacity at constant pressure are computed from (26) and
U(T, p) =H(T, p) -Pip,
C,,(T, p) =Cv(T, p) + (T/p 2 ) (aP/aT)~/(aP /a ph.
(27) Tables 13 and 14 present the results of all calculations on the saturation boundary and on selected isobars respectively. The terms isochore and isotherm derivative refer to (a p/aT)p and (aP/aphrespectively.
The derived louIe-Thomson inversion curve is given in table 15 , where oP is the uncertainty in the inversion pressure calculated from an assumed 1 percent error in either the isotherm or the isochore derivative. Figure 5 illustrates the variation of Cp with temperature along several isobars, and Figure 6 shows the variation of Cv with density along several isotherms.
Estimate of Uncertainties in the Derived Properties
Probably the best estimate of the uncertainties in the derived properties is obtained through comparisons with experimental values for these properties published in the literature. Unfortunately, these measurements are often either nonexistent or limited in scope.
Because of the rather roundabout process, detailed in section 3.1, used to obtain the enthalpy of the liquid , it is desirable to make a comparison with liquid enthalpies obtained by other methods. This is best done by comparing heats of vaporization from various sources, in value of 1.14 mm for th e triple point press ure. This value is s ubj ec t to a large relative uncertainty. In a more recent work Muijlwijk et al. [22] , found a value of 1.0975 mm , or a differe nce of 3.7 percent. Using thi s latter tripl e point pressure r esults in a value of 7758 J/m ol for TtlS in mu ch be tter agreement with the calc ulated tlH. Thus we mu s t conclud e that the triple poin t pressure is closer to 1.0975 mm and eq (7) should be modified a ccordin gly. Thi s same error would also be evident in th e value of th e d en sity of th e saturated vapor give n in table 13. The problem is also apparent to a lesser exte nt in the n ext three lin es of tabl e 16. This inacc uracy affects only the calculated thermodynamic properties of th e saturated vapor near the triple point. Values of tlH calc ulated by means of the Clapeyron equation suffer from the large relative uncertainty in the slope of th e vapor pressure curve at low temperatures. The last two columns of table 16 contain some experimental measurem ents of the heat of vaporization.
---------------------
The entropy of the liquid at the triple point, calculated by the path d escribed in section 3.1, is 67.001 J/mol-K. The entropy for this point, calculated by Giauque and Johnston [1 5 ] from th eir calorimetric data on solid ' oxygen , is 67.095 ± .15 J/mol-K. Thus we see that the two experiments are consistent with the Third Law.
The calculated velocity of sound in the saturated liquid is compared with the measurements of Blagoi et al. [28] , and of Van Itterbeek and Van Dael [29 , 32] in figure 7 . The change in the P-V-T surface repres e ntation from Region I to Region II at 128 K is apparent. Most of the scatter apparent near the critical point occurs in the calculated rather than the experim ental values. The agreement is reasonable if we consider that the comparison is made alon g an edge of th e surface representation. Similarly table 17 contain s a comparison with th e ex perim e ntal valu es in the com- In addition, close examination of references [28] and [29J will reveal discrepancies of 0. Comparison with the measurements of Cv by V oronel, et al. [30] , reveals good agreement at 160 K.
The disagreement becomes quite large nearer tbe critical point, and this is to be expected since no mechanism causing Cv to diverge was incorporated into the P-V-T surface used here. Comparison of the calculated Cv's with the measurements of Goodwin and Weber [6] revealed generally excellent agreement over the whole P-V-T surface. Small irregularities T .. " 17. Ca mpa",,. w"h ,xp,,'m,ma' ~ma",a" 'I , may be see n in th e 300 K isoth erm for Cv in figure 6 . 
