The dual Lie bialgebra of a certain quasitriangular Lie bialgebra structure on the Heisenberg Lie algebra determines a Poisson-Lie group G. The compatible Poisson bracket on G is non-linear, but it can still be realized as a "cocycle perturbation" of the linear Poisson bracket. We construct a C * -algebra A isomorphic to a certain twisted group C * -algebra such that A is a strict deformation quantization of this non-compact Poisson-Lie group G. Motivated by the data at the Poisson (classical) level, we can construct on A its locally compact quantum group structures: We carefully prove the existence of comultiplication, counit, antipode and Haar weight. Along the way, we find a (regular) multiplicative unitary operator, in the sense of Baaj and Skandalis, associated with A. There is also a quasitriangular "quantum universal R-matrix" type operator for A, which agrees nicely with the quasitriangularity at the Lie bialgebra level.
Introduction. Up till now, there is still no precise definition for general locally compact (C * -algebraic) quantum groups (however see [21] , [20] ), although some specific non-compact examples have been constructed and studied by several authors [24] , [36, 37] , [3] , [34] , [32] , [28, 30] , [39] , [17] .
Usual method of constructing quantum groups is the method of "generators and relations", in which one tries to deform the relations between the generators (i. e. "coordinate functions") of the commutative algebra of functions on a Lie group. This is not quite satisfactory, however: In non-compact situations, the generators tend to be unbounded, which makes it difficult to treat them in the C * -algebra framework (For example see [36] , where Woronowicz introduces the highly technical theory of "unbounded operators affiliated with C * -algebras" in his construction of the quantum E(2) group.). Also the algebra thus obtained does not explicitly show the deformation of the pointwise product on the function algebra. Because of this, constructing new quantum groups so far has been rather difficult. We believe that any new examples will benefit the development of general theory.
Recently in [14] , we defined certain (in general non-linear) Poisson brackets on dual vector spaces of Lie algebras, denoted by { , } ω , which are "cocycle perturbations" of the linear Poisson brackets. We then showed that deformation quantizations of these Poisson brackets (of which the linear Poisson brackets are special cases) are provided by twisted group C * -algebras. In the below, we will apply this result to construct some specific quantum groups. An advantage of our method is that it is a direct approach, where we deform the pointwise product directly at the function algebra level.
To construct a quantum group from a twisted group C * -algebra, the twisted group C * -algebra should be given a compatible comultiplication and other quantum group structures. Finding a compatible comultiplication for twisted group C * -algebras is usually not easy. Even for an ordinary group C * -algebra, there is no general method of finding a comultiplication other than the usual cocommutative comultiplication (But see [4] , [28] , and [17] for some special cases.). If we are to reasonably expect a twisted group C * -algebra (regarded here as a deformation quantization of our Poisson bracket { , } ω ) to be also equipped with a compatible comultiplication, we need to require that { , } ω determines a Poisson-Lie group.
Since a typical Poisson bracket we consider is defined on the dual space of a Lie algebra, this means that it is reasonable to impose a condition that the dual vector space is itself a Lie group such that it forms, together with the given Poisson bracket, a Poisson-Lie group. This suggests us to consider the following.
Suppose H is a Poisson-Lie group. Then its Lie algebra h is a Lie bialgebra such that its dual vector space g = h * is also a Lie bialgebra. The Lie group G of g is the dual Poisson-Lie group of H (See [18] , [6] , or Appendix of [15] for discussion on Poisson-Lie groups.). In other words, at the level of Poisson-Lie groups, the notion of a Poisson bracket defined on the "dual" of a Lie group naturally exists. Moreover, if the dual Poisson-Lie group G is exponential solvable (so G is diffeomorphic to g via the exponential map), then we may transfer via the exponential map the compatible Poisson bracket on G to a Poisson bracket on g.
To apply the result of [14] , let us assume that the resulting Poisson bracket on g = h * be of our special type discussed above.
Then by the main theorem (Theorem 3.4) in [14] , a deformation quantization of g is given in terms of the twisted group C * -algebra of H. Since g ∼ = G, this can also be regarded as a deformation quantization of the Poisson-Lie group G. In particular, if G is globally linearizable (i. e. the compatible Poisson bracket on G is Poisson isomorphic to the linear Poisson bracket on g), its deformation quantization is given by the ordinary group C * -algebra C * (H).
This set-up does not automatically provide a compatible comultiplication on the twisted group C * -algebra. But we can usually collect enough data at the Poisson-Lie group level so that the candidates for comultiplication and other quantum group structures could be obtained. We then have to provide a rigorous analytic proof for our choice of comultiplication, which is not necessarily simple. Sometimes it helps to find some useful tools like multiplicative unitary operators (in the sense of Baaj and Skandalis [4] ).
Many of the earlier known examples of non-compact quantum groups, including the ones in [34] , [28] , [32] , are deformations of some "globally linearizable" Poisson-Lie groups. So these quantum groups essentially look like ordinary group (C * -)algebras (See also [39, §7] , [17] , [10] .). Whereas our method allows us to deform a more general type of Poisson-Lie groups whose compatible Poisson brackets are in general non-linear. In fact, we can show that these early examples are special cases of our construction.
In this paper, we will construct explicitly some specific examples of quantum groups, following our method outlined above. We will begin the first section with the study of the 2n + 1 dimensional Heisenberg Lie group, whose Poisson-Lie group structures (or equivalently, the Lie bialgebra structures on the Heisenberg Lie algebra) are relatively well known. In [32] Szymczak and Zakrzewski classified all possible Lie bialgebra structures on the Heisenberg Lie algebra and showed that the corresponding compatible Poisson brackets are always linear. At the dual level, the corresponding dual Poisson-Lie groups are in general not globally linearizable. There are, however, some interesting cases in which we can show that the (non-linear) dual Poisson brackets are of our special type.
In particular, we will consider the Heisenberg Lie bialgebra obtained from a certain "(quasitriangular) classical r-matrix". The corresponding dual Poisson bracket is indeed of our special type and is non-linear. Following our method, we will construct (in section 2) a C * -algebra which is a deformation quantization of this dual Poisson bracket. We will also construct on it compatible quantum group structures, including comultiplication and the associated multiplicative unitary operator (in section 3), counit and antipode (in section 4), and Haar weight (in section 5). In the last section, we find a quasitriangular "quantum universal R-matrix" type operator for our C * -algebra, and relate it with the classical r-matrix we started with.
There are some other interesting topics we can study about our quantum group, including its representation theory. Since this paper is primarily concerned with the explicit construction of our specific quantum group, we will postpone the discussion of these to a future occasion. We also remark that similar techniques as above can be employed to construct more general quantum groups, although we will not do this here. For example, we may consider a more general Heisenberg type two-step nipotent Lie group whose center has dimension higher than 1, and try to deform its dual Poisson-Lie group equipped with a nonlinear Poisson bracket. See [15] for a discussion.
Most of the material in this article formed the main part of the author's Ph.D. thesis at U.C. Berkeley. Some modifications and new additions were made, including the discussion on the R-matrix. I would like to use this opportunity to express my deepest gratitude to my advisor, Professor Marc Rieffel. Without his constant encouragement and show of interest, this work would not have been made possible.
Notation and Convention. Let W be a (real) vector space. Let us fix a Lebesgue measure, dx, on W . Let W * be the dual vector space of W . We choose on W * the dual "Plancherel measure", denoted by dµ, which is also a Lebesgue measure. Then the Fourier transform from L 2 (W ) to L 2 (W * ) is given by
Here , denotes the dual pairing between W * and W , and e( ) is the function defined by e(t) = e 2πit . Soē(t) = e −2πit . By our choice of measures, the Fourier transform is a unitary operator, whose inverse is the following inverse Fourier transform:
If Z is a subspace of W and if we fix a Lebesgue measure, dz, on Z, there is a unique Plancherel Lebesgue measure, dẋ, on W/Z so that dx = dẋdz. Since Z ⊥ = (W/Z) * , we can also choose as above an appropriate Plancherel measure, dq, on Z ⊥ ⊆ W * . This enables us to define the "partial" Fourier transform from
Its inverse, φ → φ ∨ , is defined similarly as above.
Let S(W ) denote the space of Schwartz functions on W . Then by Fourier transform, S(W ) is carried onto S(W * ) and vice versa. The Fourier inversion theorem (the unitarity of the Fourier transform) implies that we have:
. Similar assertion is true for the partial Fourier transform.
The Lie bialgebras
The notion of Poisson-Lie groups is more or less equivalent to the notion of Lie bialgebras [18] , and these are the objects to be quantized to produce quantum groups. In this section, we will study these "classical" objects, to find enough data we can use to construct our specific quantum groups.
The Lie bialgebras we will exclusively study are the Heisenberg Lie algebra and the extended Heisenberg algebra (whose Lie bialgebra structures are to be given by a "classical r-matrix"), and their dual Lie bialgebras. All these Lie algebras are either nilpotent or exponential solvable ones, so that we are able to treat their deformation quantizations in the C * -algebra framework (See [14] , [29] .). Definition 1.1. (Heisenberg Lie algebra) Let h be the 2n + 1 dimensional (real) Lie algebra generated by x i , y i , i = 1, . . . , n, z with the following relations:
For convenience, we will denote a typical element in h by (x, y, z), for x, y ∈ R n and z ∈ R, where we understand that x = (x 1 , · · · , x n ) ∈ R n denotes the element x 1 x 1 + · · · + x n x n ∈ h, and similarly for the other variables. Definition 1.2. (Heisenberg Lie group) The corresponding connected and simply connected Lie group of h is the well-known Heisenberg Lie group, denoted H. The space for this Lie group is isomorphic to R 2n+1 , and the multiplication on H is defined by
for x, y, x ′ , y ′ ∈ R n and z, z ′ ∈ R. Here β( , ) is the usual inner product on R n . We use this notation for a possible future generalization. Meanwhile, let us from now on identify H with h (as vector spaces) via the evident map,
Note that this definition of the Heisenberg Lie group is different from the one given by the Baker-Campbell-Hausdorff series for h. Thus our set-up slightly differs from the situation we developed in §3 of [14] . The use of the identification map as the diffeomorphism between h and H makes the subsequent calculation simpler. Finally, let us fix a Lebesgue measure on h ∼ = H, which will be the Haar measure for H.
To obtain a Lie bialgebra structure on h (making H a Poisson-Lie group), we introduce a certain "(quasitriangular) classical r-matrix" r. To correctly describe the classical r-matrix, we first consider the following extended Heisenberg Lie algebra. Definition 1.3. (Extended Heisenberg Lie algebra) Leth be the Lie algebra spanned by x i , y i , i = 1, . . . , n, z, d with the brackets
We next look for the solutions r ∈h ⊗h of the following, so-called classical Yang-Baxter equation (CYBE):
[r 12 , r 13 ] + [r 12 , r 23 ] + [r 13 , r 23 ] = 0.
The notation r ij , understood as an element inh⊗h⊗h, is fairly obvious and is now well-accepted [8] , [6] .
The solutions r of CYBE are the classical r-matrices. If r also satisfies the condition: r 12 + r 21 is h-invariant, it is called quasitriangular . If r is skew symmetric (so r 12 + r 21 = 0), it is called triangular . This terminology is closely related with the "quantum" situation and the so-called quantum universal R-matrices.
When we have a (quasitriangular) r-matrix, a "coboundary" Lie bialgebra structure [8] , [6] onh is given by the mapδ :h →h ∧h, whereδ (X) = ad X (r). It is shown to be a 1-cocycle with respect to the adjoint representation forh, which, by the standard theory [18] , [6] , gives rise to a Lie bialgebra structure.
The following proposition gives a solution to CYBE, and we thus obtain a quasitriangular r-matrix and the corresponding Lie bialgebra structure on the extended Heisenberg Lie algebrah. The proof is a simple calculation. This classical r-matrix appeared in [1] , [2] , [5] , where the authors find a quantized universal enveloping (QUE) algebra deformation of the Heisenberg Lie algebra.
We can show that r satisfies the CYBE, and also that r 12 + r 21 is hinvariant. So we obtain a "quasitriangular" Lie bialgebra structure on h given by the following map,δ :h →h ∧h.
By restrictingδ to h, we obtain the map δ : h → h ∧ h, defined by:
This map is easily shown to be a 1-cocycle with respect to the adjoint representation for h, and thus (h, δ) defines a Lie bialgebra. In other words, (h, δ) is a sub-bialgebra of (h,δ).
Remark. In [32] , all possible Lie bialgebra structures on h (each of them making H a Poisson-Lie group) have been classified by Szymczak and Zakrzewski. They have been particularly interested in the Lie bialgebra structure given by the 1-cocycle δ tr :
We can show [15] that δ tr is obtained from a triangular classical rmatrix inh ⊗h, which explains our notation. Together with the Lie bialgebra structure δ given earlier by equation (1.1), they constitute the Poisson structures of "first type" in [32] . However, these Lie bialgebra structures cannot be obtained as coboundaries from any classical rmatrices in h ⊗ h. Thus the appearance of the extended Heisenberg Lie algebra above is essential.
Finally, the Lie bialgebra structure δ on h determines a Lie bracket on the dual vector space h * by [ , ] = δ * :
where µ, ν ∈ h * , X ∈ h, and , is the dual pairing between h * and h. Thus by straightforward calculation, we obtain the following dual Lie algebra, denoted by g. Similarly, we can also find a dual Lie algebrag of the Lie bialgebra (h,δ). The result is summarized below. Proposition 1.5. Let g = h * be spanned by p i , q i , i = 1, . . . , n, r (the dual basis of x i , y i , i = 1, . . . , n, z) with the Lie algebra relations,
This is the dual Lie algebra of the Lie bialgebra (h, δ). Similarly for the Lie bialgebra (h,δ), its dual Lie algebrag =h * is spanned by the dual basis elements p i , q i , i = 1, . . . , n, r, s satisfying the same relations as above and s being central.
The Lie group G associated with g, which is the dual Poisson-Lie group of H, turns out to be an exponential solvable Lie group. In the next section, we will show that the compatible Poisson bracket on G is non-linear (unlike the Poisson bracket on H), and is of the special type studied in [14] . We thus apply the result of [14] , to find its deformation quantization.
The dual Poisson-Lie group. Deformation quantization
Let us study more carefully the Lie algebra g of Proposition 1.5. From the Lie algebra relations determined in the proposition, we can express the Lie bracket in terms of the coordinates:
where p = p 1 p 1 + · · · + p n p n , and so on.
Observe that g is a semi-direct product Lie algebra of the two subalgebras m = span(r) and q = span(p i , q i |i = 1, . . . , n), where m acts on q by σ(r) : (p, q) → (−λrp, −λrq). Therefore, the connected and simply connected Lie group G associated with g should be a semi-direct product group, determined by the action induced from σ. Since m and q are abelian Lie algebras, they are identified as spaces with their corresponding abelian Lie groups. This suggests the following definition of G. This is not exactly the standard way of defining a semi-direct product group. But we prefer this definition of G over the usual definition, because we can take in our case a Lebesgue measure on G as its left invariant Haar measure. Since the underlying vector spaces for G and g coincide, it is convenient to identify G with g by:
As we suggested in Introduction, let us choose the Plancherel Lebesgue measure on g ∼ = G dual to the fixed Haar measure on H ∼ = h. This will be the Haar measure on G.
It is not difficult to compute explicitly the compatible Poisson bracket on G. For this, let us first compute the Lie bialgebra structure (g, θ) on g, which is the dual Lie bialgebra of (h, δ). Since θ should be a dual map of the given Lie bracket on g * = h, we obtain the following result. Proposition 2.2. Let θ : g → g ∧ g be defined by its values on the basis vectors of g as follows:
This is the dual map of the given Lie bracket on h and hence the 1cocycle giving the dual Lie bialgebra structure on g.
By using the simple connectedness of G, the Lie bialgebra structure (g, θ) determines the compatible Poisson bracket on G (See [18] , [6] .). The calculation and the result is given below. See [32] for a similar result. Observe also that our expression of the Poisson bracket does not depend on the p and q variables.
Proposition 2.3. The Poisson bracket on the dual Poisson-Lie group
G is given by the following 1-cocycle F : G → g ∧ g for the representation Ad:
The Poisson bivector field for G is obtained by the right translation of F . That is, g → R g * F (g). From this, the expression for the Poisson bracket on G follows. If φ, ψ ∈ C ∞ (G),
1)
where dφ(p, q, r) = (x, y, z) and dψ(p, q, r) = (x ′ , y ′ , z ′ ), naturally considered as elements of h.
Proof. Let Ad : G → Aut(g) be the adjoint representation of G on g.
We have to look for a map F : G → g∧g, which is a group 1-cocycle on G for Ad and whose derivative at the identity element, dF e , coincides with the map θ. Since θ depends only on the r-variable, so should F . Thus we only need to look for a map F satisfying the condition:
such that its derivative at the identity element is the map, dF e (r) = θ(r) = r n i=1 (p i ∧ q i ). Meanwhile, note that the representation Ad sends the basis vectors of g as follows:
Ad (0,0,r ′ ) (p i ) = (0, 0, r ′ )(1, 0, 0)(0, 0, −r ′ ) = (e −λr ′ , 0, 0) = e −λr ′ p i ,
So the 1-cocycle condition for F becomes:
From this equation together with the condition, dF e = θ, we obtain:
The Poisson bivector field is the right translation of this 1-cocycle F , given by R (p,q,r) * F (p, q, r). Since the right translations are R (p,q,r) * (p i ) = e λr p i and R (p,q,r) * (q i ) = e λr q i , we obtain equation (2.1) for our Poisson bracket by:
Since we will use the expression (e 2λr − 1)/2λ quite often, let us give it a special notation, η λ(r) . This function satisfies a convenient identity, which is given in the lemma. The proof is straightforward.
When λ = 0, we define η 0 (r) = r.
Lemma 2.5. For r, r ′ ∈ g/q, we have:
Let us now return to our discussion of the Poisson bracket. Since we are identifying G ∼ = g as spaces, our Poisson bracket on G may as well be regarded as a Poisson bracket on g = h * . It is of the special type studied in [14] , although it is a non-linear Poisson bracket. We summarize this observation in the next proposition. Here z denotes the center of h, spanned by z. Also q = z ⊥ , in g. As before, we regard the vectors x, y, x ′ , y ′ ∈ R n as elements of h/z = span(x i , y i |i = 1, . . . , n), and similarly r ∈ R as an element of g/q.
Then it is a Lie algebra cocycle for h/z having values in V = C ∞ (g/q), regarded as a trivial U(h/z)-module.
The Poisson bracket on g = h * given by equation (2.1) is realized as a sum of the (trivial) linear Poisson bracket on
We conclude that our Poisson bracket is the "cocycle perturbation" (in the sense of [14] ) of the linear Poisson bracket on h * .
Proof. We can see easily that ω is a skew-symmetric, bilinear map, trivially satisfying the cocycle identity since h/z is abelian. Since h/z is an abelian Lie algebra, it also follows that the linear Poisson bracket on (h/z) * is the trivial one. Thus the second assertion of the proposition is immediate from the definition of ω. The functions in V = C ∞ (g/q) can be canonically realized as functions in C ∞ (g) by the "pull-back" using the natural projection of g onto g/q. If we regard the elements of h also as (linear) functions in C ∞ (g), we have: h ∩ V = z. It follows that our Poisson bracket is an extension of the linear Poisson bracket on (h/z) * by the cocycle ω. We showed in [14] (See Theorems 2.2 and 2.3) that this formulation is equivalent to viewing the Poisson bracket as a "cocycle perturbation" of the linear Poisson bracket on h * .
Remark. As we can expect, the "perturbation" is expressed only in the cocycle term. When λ = 0, the expression, ω (x, y), (x ′ , y ′ ); r = r β(x, y ′ ) − β(x ′ , y) , is a linear function, which we may write as:
This is a cocycle for h/z having values in z. It is clear that the linear Poisson bracket on g = h * can be written in terms of the cocycle ω 0 . Indeed the group 1-cocycle F : g → g ∧ g corresponding to the Poisson bracket determined by ω = ω 0 (or equivalently, λ = 0) is:
This is exactly the 1-cocycle corresponding to the linear Poisson bracket on g = h * (See [32] .).
Deformation quantization of our Poisson bracket on g, which we will denote by { , } ω from now on, is obtained by following the steps of [14] . As a first step, we construct from the given Lie algebra cocycle ω the continuous family of T-valued group cocycles for H/Z.
Then R is a group cocycle for H/Z having values in V , regarded as an additive abelian group. Fix now an element r ∈ g/q. Define the map σ r :
Then each σ r is a T-valued, normalized group cocycle for H/Z. And r → σ r forms a continuous field of cocycles.
Then for r ∈ g/q, we have the cocycle identity:
We also have: σ r (h, 0) = 1 = σ r (0, h), where 0 = (0, 0) is the identity element of H/Z. From the definition, the continuity is also clear.
We will use this continuous family of cocycles to define a twisted convolution on a subspace of S(h/z×g/q), and transfer it to the S(g) = S(q × g/q) level, via partial Fourier transform. Let us assume that we have chosen appropriate Plancherel measures for h/z and q = z ⊥ as we mentioned in Introduction. Define the partial Fourier transform, ∧ , from S(h/z × g/q) to S(g) by
where p·x+q·y is the dual pairing between (p, q) ∈ g/q and (x, y) ∈ h/z. We will use this notation from time to time. The inverse partial Fourier transform, ∨ , from S(g) to S(h/z × g/q) is defined in a similar manner, withē( ) replaced by e( ). Our choice of the Plancherel measures assures us the Fourier inversion theorem.
Let us consider S 3c (h/z×g/q), the subspace having compact support in the r ∈ g/q variable of the Schwartz function space S(h/z × g/q). Since h/z is identified with the abelian group H/Z, we can define on S 3c (h/z × g/q) ⊆ L 1 H/Z, C ∞ (g/q) , the twisted convolution using the continuous field of cocycles σ. Define for f, g ∈ S 3c (h/z × g/q),
It is not difficult to see that S 3c (h/z × g/q) is indeed an algebra. To define the deformed multiplication at the level of functions on g, consider the subspace A = S 3c (g) ⊆ S(g), which is the image under the partial Fourier transform, ∧ , of the twisted convolution algebra S 3c (h/z × g/q). Proposition 2.8. Let A = S 3c (g) be the space of Schwartz functions on g having compact support in the r-variable. On A, define the deformed multiplication, ×, by
We obtain:
Proof. Use the Fourier inversion theorem to the expression:
Remark. Our expression for the deformed multiplication on A leads to the following interesting observation. Note that when λ = 0 (corresponding to the linear Poisson bracket on g), the deformed multiplication, × or * σ , is essentially the ordinary convolution on S(H) transferred to S(g). On the other hand, we have η 0 (r) = r in this case, and * σ is the twisted convolution on L 1 H/Z, C ∞ (g/q) with the cocycle, (x, y), (x ′ , y ′ ) →ē rβ(x, y ′ ) for H/Z. Compare this with our cocycle, σ r (x, y), (x ′ , y ′ ) =ē η λ (r)β(x, y ′ ) . This observation illustrates explicitly that a passage from the linear Poisson bracket to our "perturbed" (non-linear) Poisson bracket corresponds to a "change of cocycles" for H/Z, and hence to the deformed multiplications. However, we point out that unlike the linear Poisson bracket case [27] , the space S(g) is no longer closed under the deformed multiplication.
The algebra A is shown to be a pre-C * -algebra, whose involution and the C * -norm are again obtained using the partial Fourier transform between A and S 3c (h/z × g/q), the latter being viewed as a (dense) subalgebra of the * -algebra L 1 H/Z, C ∞ (g/q), σ . Proposition 2.9. Let A be as above.
The involution on
If we denote the involution on A by the same notation, * , then we have:
Via partial Fourier transform, we also define the canonical C *norm on A, by transferring the canonical
Proof. The involution on S 3c (h/z × g/q) is given by
It is easy to see that S 3c (h/z × g/q) is closed under the involution. We transfer this operation to the A level by φ → (φ ∨ ) * ∧ . Use the Fourier inversion theorem to obtain the expression.
On L 1 H/Z, C ∞ (g/q), σ , one has the canonical C * -norm, , such that the completion with respect to of this L 1 algebra is the enveloping C * -algebra C * H/Z, C ∞ (g/q), σ , called the twisted group C * -algebra. By φ → φ ∨ , we can define on A its C * -norm, still denoted by .
We may interprete the isomorphism between S 3c (h/z × g/q), * σ , * and A, ×, * in terms of the equivalence of certain representations. Since the space S 3c (h/z × g/q) is dense in L 2 (h/z × g/q) with respect to the L 2 -norm, the multiplication law on S 3c (h/z × g/q) corresponds to a representation of S 3c (h/z × g/q) on L 2 (h/z × g/q) such that an element of S 3c (h/z × g/q) acts as the multiplication operator. This representation is naturally extended to C * (H/Z, C ∞ (g/q), σ). More precisely, we have a representation, L, of the twisted group C * -algebra
. It is actually a (left) regular representation of the twisted group C * -algebra. It is induced from a (faithful) representation of C ∞ (g/q) on L 2 (g/q) given by multiplication.
In what follows, we will be working with the Hilbert space L 2 (h/z × g/q) most of the time. So let us from now on denote this Hilbert space by H. Via the isomorphism between S 3c (h/z × g/q) and A, the representation L may as well be regarded as a representation of A on H. Let us explicitly write down this representation of A on H, also denoted by L, in the following:
It is clear that this representation L of A on H is equivalent to the representation of A on L 2 (g) given by the multiplication law on A, with the partial Fourier transform being the intertwining unitary operator between the Hilbert spaces.
Our representation L is the regular representation induced from a faithful representation of C ∞ (g/q). So the corresponding C * -norm and the completion will give us the "reduced" twisted group C * -algebra
We use here the result of Packer and Raeburn, which says that the amenability of the group implies the amenability of the twisted group C * -algebra, which has been proved in [23] , using their "stabilization trick". Because of the amenability, we can see that for φ ∈ A, we have:
Definition 2.10. Let A be defined as above and let it be equipped with the multiplication, ×, given by Proposition 2.8 and the involution, * , given by Proposition 2.9. Let us denote by A the C * -completion of A with respect to the norm defined by φ = L φ , where L φ is regarded as an operator on H by equation (2.4) . This is the C * -algebra we will be interested in throughout the rest of this paper. It is clear that
Recall that we are identifying G with g as spaces and the Plancherel Lebesgue measure on g we have been using coincides with the Haar measure on G. We thus have, as a (dense) subspace, A ⊆ C ∞ (G). And the results we obtained so far about functions on g hold true for functions on G. The deformed function algebra (A, ×, * ), as well as its C * -completion A, provide a deformation quantization (to be made precise shortly) of C ∞ (G).
At each of the steps above, we could have kept the parameter as in [14] . This means that the deformed algebra is defined to be isomorphic to the twisted group algebra of (H/Z) = H/Z with the cocycle σ given by σ r (x, y), (x ′ , y ′ ) =ē η λ (r)β(x, y ′ ) . Note here that since h/z is abelian, (H/Z) = H/Z for any ∈ R, where (H/Z) is the Lie group of h/z obtained by replacing the Lie bracket on h/z with [ , ] h/z . So only the cocycle σ varies under the introduction of the parameter . In our case, all we have to do is to replace β( , ) by β( , ). Let us denote by (× , * , ) the corresponding operations on A obtained by the introduction of the parameter . Define A as the C *completion of A with respect to . By the main theorem (Theorem 3.4) of [14] , we thus obtain a (strict) deformation quantization of our Poisson bracket { , } ω on G.
Theorem 2.11. Let h, H, g, G be as above. Consider the dual Poisson bracket on G ∼ = g defined by equation (2.1) . This is actually the dual Poisson bracket of the Poisson bracket on H obtained from the quasitriangular r-matrix of Proposition 1.4. Let A = S 3c (G) be the subspace of S(G) defined above. For any ∈ R, define a deformed multiplication and an involution on A, and also a C * -norm on it, by replacing β( , ) with β( , ) in Definition 2.10. Then A, × , * , ∈R provides a strict deformation quantization (in the sense of [26] ) of A in the direction of (1/2π){ , } ω . In particular, we have:
Proof. The first part of the theorem is a summary of the result we obtained in Proposition 2.3. For full proof of the main part of the theorem, refer to Theorem 3.4 in [14] , of which ours is a special case. We will briefly mention here a few of the main points of proof. First, we have to show that the family of C * -algebras {A } ∈R , where each A is the C * -completion of A with respect to , forms the continuous field of C * -algebras. Since each A is essentially a twisted group C * -algebra of an abelian group H/Z, and only the cocycle is being changed, the proof is actually simpler than in [14] .
Second, to prove the deformation property, it suffices to show that on A, the expression, (φ× ψ−ψ× φ)/ −(i/2π){φ, ψ} ω has an L 1 -bound. Then by Lebesgue's dominated convergence theorem, we would have the convergence in the L 1 -norm, which in turn gives the convergence (2.5) since the L 1 -norm dominates all the C * -norms . The proof crucially uses the fact that our functions are Schwartz functions having compact support in the r ∈ g/q variable.
From now on, we will fix the parameter (e. g. = 1) and take the resulting algebra A as the candidate for our quantum group. If we want to specify the deformation process, we can always re-introduce , and follow the arguments above.
Finally, let us make a short observation about the regular representation of A before concluding this section. The meaning of equation (2.4) and Definition 2.10 is that we are actually viewing the functions in A as operators on H, by the regular representation L. So from now on, we will interprete φ and L φ as the same. Also observe that L φ can be written as
where F −1 φ is the (inverse) Fourier transform from A into S(h), and L x,y,z for (x, y, z) ∈ H is the operator on H defined by
Here (a, b, c) ∈ H. By (2.6), we may regard the L a,b,c 's as "building blocks" for the regular representation (or equivalently, "building blocks" of A). Any representation Π of A or A will be written as
This means that to look for a representation Π, we only need to check the representation property with L x,y,z 's.
Comultiplication. The multiplicative unitary operator
We have constructed our C * -algebra A as a (strict) deformation quantization of C ∞ (G). We now proceed to equip our algebra A with the quantum group structure. The first step is to define an appropriate comultiplication on it. An efficient way is to associate a suitable "multiplicative unitary operator" (in the sense of [4] ). That is, we look for a unitary, U, defined on the Hilbert space H ⊗ H, such that the "pentagon equation" holds (i. e. U 12 U 13 U 23 = U 23 U 12 ) and such that the comultiplication of A is given by
for an element φ in the dense subalgebra A of A. As before, φ ∈ A is understood as the operator L φ ∈ B(H).
To get an idea for the choice of U, let us recall the multiplicative unitary operator for the ordinary group C * -algebra C * (H). As an operator on L 2 (H × H), define V by
It is well known [4] , [9] that V describes the usual cocommutative Hopf C * -algebra structure of C * (H). Via partial Fourier transform, it may as well be viewed as an operator on H ⊗ H, still denoted V , defined by:
Since A is essentially a twisted C * (H), we expect that V needs to be changed accordingly. Since the above V represents the regular representation of C * (H) [4] , we expect that the new unitary operator should reflect the regular representation, L, of our twisted group C * -algebra. So let us first consider the following unitary operator V σ (where σ is included to emphasize the cocycle) defined on H ⊗ H:
Notice that we have changed the factorē r ′ β(x, y ′ −y) in the definition of V by replacing r ′ with η λ (r ′ ). As we remarked in the previous section, this "changing of cocycles" is enough to take care of the passage from the convolution on S(H) and the regular representation in the linear Poisson bracket (λ = 0) case to our case of deformed multiplication and the corresponding regular representation given by (2.4) .
We also have to take into account the point that A should be a quantum version of C ∞ (G). We will do this by introducing a certain unitary operator W carrying the information on G. The idea is similar to the "dual cocycle" of Landstad [17] , [10] , although W is not exactly a dual cocycle and V σ is not even multiplicative. Let us consider the following operator W on L 2 (G × G), motivated by the group multiplication law on G:
(W ζ)(p, q, r, p ′ , q ′ , r ′ ) = (e λr ′ ) n ζ(e λr ′ p, e λr ′ q, r, p ′ , q ′ , r ′ ).
Equivalently, we may view it as an operator on H ⊗ H, still denoted by W :
We then incorporate W with V σ by defining a unitary operator on H ⊗ H, by U = W V σ . Our claim is that the resulting unitary operator U is the multiplicative unitary operator for A we are looking for. But first, let us try to get some motivation at the level of functions.
Recall that for φ ∈ A, the regular representation makes φ an operator L φ on H. We could write it in terms of the "building blocks" L a,b,c ∈ B(H) (equations (2.6) and (2.7)). Since each L a,b,c , (a, b, c) ∈ H can be written as Remark. Note however that L a,b,c is not contained in A. It is not even an element of A. A more precise notion is that L a,b,c is in the multiplier algebra M(A). But the description of L a,b,c as a function gives us a nice insight in what follows.
Since our typical building block L a,b,c can be regarded as a continuous function on G, let us define ∆L a,b,c also as a continuous function by
This choice implies that we do not change the comultiplication from that of C ∞ (G). In view of the fact that the Poisson structure δ on H is linear (c. f. [32] ), it is actually a reasonable choice. We have to show that this indeed provides us a nice compatible comultiplication on A.
First, let us try to define ∆L a,b,c more rigorously as an operator on H ⊗ H. If we apply the Fourier transform purely formally, we obtain: Then we have:
where L a,b,c and ∆L a,b,c are defined as above.
Proof. The proof is straightforward. If we use the definition of U and calculate the right hand side of (3.2), we obtain exactly (3.1).
It is clear that
. Therefore, by the arguments at the end of last section, ∆ is naturally extended to a representation of A. We claim that ∆ is our comultiplication.
As before, φ and ∆φ are actually understood as the operators L φ and (L ⊗ L) ∆φ . Then ∆ can be extended to a map ∆ : A → M(A ⊗ A), and ∆ is the comultiplication on A. That is, ∆ is a nondegenerate C * -homomorphism satisfying the coassociativity law:
Proof. We have already noted that ∆ is extended to a representation of A. Since ∆L 0,0,0 = 1 ⊗ 1 ∈ B(H ⊗ H), it is clear that ∆ is also nondegenerate. We next prove that ∆ carries A into the multiplier algebra M(A ⊗ A).
For this purpose, let g ∈ S 3c (h/z × g/q). We will first show that ∆φ(1 ⊗ g) ∈ S 3c (h/z × g/q × h/z × g/q), functions having compact support in r and r ′ . Let ξ ∈ H ⊗ H and calculate. Then we have:
In these calculations, the identity (2.2) of Lemma 2.5 is very convenient. It is easy to see that F ∈ S 3c (h/z × g/q × h/z × g/q). A similar result also holds when we multiply ∆φ from the right. Since g is arbitrary in the dense subset S 3c (h/z × g/q), this actually implies the stronger condition that says ∆φ ∈ M(A, A), where M(A, A) = {x ∈ M(A⊗A) :
It is customary to require [33] , [4] that the comultiplication ∆ to take values in M (A, A) . This is done so that one is able to discuss the notion of "left invariant" Haar weight on A.
Finally, to prove the coassociativity of ∆, it is sufficient to verify that the unitary operator U is multiplicative. Because if U is multiplicative, we would have for φ ∈ A,
. But by definition of ∆, this is just:
To see that U is indeed multiplicative, use Lemma 2.5 and calculate:
= (U 12 U 13 U 23 ξ)(x 1 , y 1 , r 1 , x 2 , y 2 , r 2 , x 3 , y 3 , r 3 ).
Remark. Our choice of ∆L a,b,c (equation (3.1)) together with the above theorem means that the comultiplication remains the "same" while the algebra is being deformed. That is, our deformation is a preferred deformation [11] , [12] .
It turns out that our multiplicative unitary operator U is regular , in the sense of Baaj and Skandalis [4] . This gives our construction an axiomatically sound basis: If we start from the multiplicative unitary operator U, its associated Hopf C * -algebra is exactly (A, ∆). However, we do not intend to prove here the regularity of U. We point out instead that U coincides with Baaj and Skandalis' multiplicative unitary operator obtained by a "matched pair with cocycle" construction [4] , which is regular.
It may not be evident, but our construction is closely related with Baaj and Skandalis' construction of Hopf C * -algebras via "matched pair" (couple assorti ) and "bicrossed product" (biproduit croisé) of "Kac Systems" [4, §8] . Algebraically, Baaj and Skandalis' bicrossed products are analogues of Majid's work [19] , although their construction is done in terms of multiplicative unitaries. In our case, the abelian groups H/Z and (g/q, +) (or in terms of Hopf C * -algebras, C * (H/Z) and C ∞ (g/q)) form a matched pair in the sense of [4] . An ordinary bicrossed product will not do in our case, but Baaj and Skandalis also introduced the notion of cocycles for this occasion satisfying certain equivariance condition. Then a multiplicative unitary operator involving this cocycle can be formed such that we obtain a "twisted" bicrossed product, as the associated Hopf C * -algebra.
Although our construction of (A, ∆) and Baaj and Skandalis' method is rather different, we can show without difficulty that the multiplicative unitary operator U for A coincides with the multiplicative unitary for the matched pair C * (H/Z), C ∞ (g/q) with a certain cocycle. The following proposition is the by-product of this observation. Remark. There is also the dual Hopf C * -algebra (Â,∆) associated to the regular multiplicative unitary U. In our case,Â is essentially the group C * -algebra C * (G). AndÂ ∼ = C * (G) is a deformation quantization of H, equipped with the Poisson bracket δ of equation (1.1). This makes sense because δ is linear. In this way, we are showing that the duality between H and G as Poisson-Lie groups corresponds nicely to the Hopf C * -algebra duality betweenÂ and A, in terms of the multiplicative unitary operator U. We are not going to study in detail the dual Hopf C * -algebraÂ here (it is actually simpler since it corresponds to a linear Poisson bracket on H), but it is important to observe this duality at work. So far we have been able to construct the Hopf C * -algebra (A, ∆) as a strict deformation quantization of the Poisson-Lie group (G, θ) , which is the Poisson dual of the (nilpotent) Poisson-Lie group (H, δ) . Meanwhile, recall from section 1 that the Poisson structure δ on H actually came from the Poisson structureδ onH, whereH is the Lie group of the extended Heisenberg Lie algebrah. We have been avoiding the discussion of the extended Heisenberg group and its dual Lie group G, becauseH is not nilpotent.
Usually, there are some technical difficulties to correctly formulate the notion of "strict" deformation quantization of C ∞ (G), (or C ∞ (h * ), in the case of the linear Poisson bracket), ifH is not nilpotent. Some modifications of the "strictness condition" should be necessary. See [14] , [27] . But in our case, if we are willing to compromise a little on shrinking the space on which the deformed multiplication is defined, we are still able to find a quantum version of C ∞ (G), with the aid of multiplicative unitary operators. We are going to define below a multiplicative unitary operatorŨ , using the trick of "changing of cocycles" as before. The multiplicative unitary we obtain will again be regular.
By [4] , given a regular multiplicative unitaryŨ ∈ B(H ⊗H), there corresponds an algebra A(Ũ) ⊆ B(H) such that its norm closure gives a C * -algebraÃ. Usually, A(Ũ) is kind of an L 1 -algebra. In our case, it will be the twisted group algebra whose twisted convolution is given by the cocycle associated to the definition ofŨ . Since we prefer to have our multiplication defined at the level of continuous functions onG, we will consider a certain subspaceÃ of S(G), to express our multiplication. The following construction is indeed a deformation quantization of the Poisson dualG of (H,δ). The verification of this will be left to the reader.
Example 3.4. LetH be the extended Heisenberg Lie group with the group law defined by
This is clearly the Lie group corresponding to the extended Heisenberg Lie algebrah defined in Definition 1.3. We use the w variable here to express the vectors in span(d). Consider the dual Poisson-Lie group G ofH defined by the multiplication: It is easy to see that the aboveG is indeed the dual Poisson-Lie group associated with the Lie algebrag of Proposition 1.5. To describe its deformation quantization, it is convenient to work in the space of (x, y, r, w) variables, S(h/z ×g/q). Hereg =h * andq = z ⊥ ing.
(multiplication): Consider the subspace of S(h/z×g/q) having compact support in both the r and the w variables. LetÃ be its image in S(G) under partial Fourier transform in the (x, y, w) variables, still denoted by ∧ . OnÃ we define the deformed multiplication by
where ∨ is the (inverse) partial Fourier transform in the (p, q, s) variables. This definition of × is motivated by the fact that the Poisson bracket onG is essentially the extension of the linear Poisson bracket on (h/z) * by a cocycle. We follow the method of [14] . Our C * -algebrã A will then be defined as the enveloping C * -algebra of Ã , × .
(comultiplication): Define the following unitary operators onH ⊗H, whereH is the space of L 2 -functions on the (x, y, r, w) variables.
LetŨ =WṼ σ . Then we would have:
ThenŨ is again shown to be a multiplicative unitary operator. Thus we may define the comultiplication onÃ by∆φ =Ũ(φ ⊗ 1)Ũ * . Since it will be useful in later calculations, let us write down the explicit formula for the comultiplication of the building block L a,b,c,d , (a, b, c, d) ∈H.
For ( 
Counit and antipode
We return to the construction of the remaining quantum group structures for our Hopf C * -algebra (A, ∆). Similar results will hold for (Ã,∆) since we only need to change the groups accordingly and use the appropriate cocycles. So in this section and the next, we will exclusively study about our specific example (A, ∆). Since A is our candidate for the "quantum C ∞ (G)", we expect that its quantum group structures will come from the corresponding group structures on G. Once we construct appropriate counit and antipode for (A, ∆), as well as the Haar weight, we are then able to say that A is a locally compact quantum group.
First, the choice for the counit is rather obvious: Then ǫ is a counit for (A, ∆) . That is, ǫ is a C * -homomorphism from A into C satisfying the condition:
Proof. The first of these conditions follows from the observation that ǫ is actually the trivial representation of A. That is, for φ ∈ A
where ǫ(L x,y,z ) ≡ 1. So ǫ is a representation of A, and in particular, ǫ is continuous with respect to the C * -norm on A.
As for the second condition, let us prove this equality for our building block ∆L x,y,z . Recall that ∆L x,y,z can be regarded as a continuous function on G × G by ∆L x,y,z (p, q, r, p ′ , q ′ , r ′ ) =ē (e λr ′ p + p ′ , e λr ′ q + q ′ , r + r ′ ), (x, y, z) .
Since ∆L x,y,z ∈ M(A ⊗ A), this expression makes a perfect sense. So we have:
(id ⊗ǫ)∆L x,y,z (p, q, r) =ē (p, q, r), (x, y, z) = L x,y,z (p, q, r), and similarly for the other half of the equality. By the definition of ∆, we have proved that
It is known [35] that the antipode can be unbounded in general. This aspect corresponds to the fact in the QUE algebra case that the coinverse (antipode) is in general not involutive. But in our case, it turns out that the antipode κ is bounded. This agrees rather nicely with the QUE algebra counterpart [5] , [2] of our (A, ∆), for which the coinverse is indeed involutive. We still have to be careful when we define the antipode κ, since we will require that κ is an anti-automorphism. For this, we will follow the method which has been used by several authors, beginning probably with Kac and Paljutkin [13] .
Consider the operation † on A defined by φ † (p, q, r) = φ(−e −λr p, −e −λr q, −r).
The bar means the complex conjugation. Then define κ : A → A by
where φ * is the C * -involution defined in Proposition 2.9. Explicitly, we have:
In the commutative case (so β ≡ 0), we would have:
So in this case, κ is just taking the inverse in G.
We now try to define κ more rigorously at the operator level. First, let us define an involutive operator T on H by T ξ(x, y, r) = (e λr ) ξ(e λr x, e λr y, −r).
This operator T has been motivated by the operation † above. In fact, if we regard T as an operator on L 2 (G) via partial Fourier transform, it becomes: 
where φ, φ † ∈ A are viewed as operators. We thus have T AT = A.
Proof. We will just verify the equation T φT = φ † . The other assertions are straightforward. We have:
(T φT ξ)(x, y, r) = (e λr )(φT ξ)(e λr x, e λr y, −r) 
Proof. The proof that κ is an anti-automorphism follows immediately from the previous lemma. Since κ(φ) = (φ † ) * on the functions, to prove the last condition we only need to check the following equation:
Here ξ ∈ H ⊗ H. And σ has been used to denote the flip on H ⊗ H as well. The calculation is straightforward.
In this way, we showed that our algebra (A, ∆, ǫ, κ) is a counital, coinvolutive Hopf C * -algebra in the sense of [33] . Since we are interested in the construction of "group-like" objects, any axiomatic definition of a locally compact quantum group involves such a quadruple. Actually, some more axioms are needed to make the map κ an appropriate generalization of taking the inverse in the group case. For instance, in the purely algebraic setting of Hopf algebra theory [31] , [22] , the requirement for the antipode is given by the following equation:
Here m : A ⊗ A → A is the multiplication. However, it is rather difficult to translate this condition to the operator algebra setting, because the multiplication map m may not be continuous for the operator norms in general. Later (in section 5), we will give another approach to the antipode by introducing the notion of Haar weight, motivated by Kac algebra theory [33] , [9] . The condition for κ being the antipode will be discussed and verified then.
Before concluding this section, let us try to verify the algebraic condition (4.2) at the function level, ignoring the possible problems indicated above. At least, this will give us some small justification for our particular definition of κ. Using the definition of ∆ and the fact that ∆L a,b,c can be regarded as a continuous function on G, we have for φ ∈ A,
Here for a fixed (a, b, c) ∈ H,
Since we have:
Similarly, we can also verify: m (κ ⊗ id)∆φ = ǫ(φ)1.
Haar weight
In the commutative case, specifying a (left invariant) Haar measure dµ on a Lie group G is equivalent to specifying a "left invariant weight" h on C ∞ (G) defined by
In the quantum case, where there is no notion for the noncommutative space, we need to develop this dual notion for Haar measure. That is, we look for a weight h on our C * -algebra A, called Haar weight, satisfying a certain left invariance condition. As well as being the quantum analog of the existence of Haar measure on a locally compact group, the notion of Haar weight is also important in the duality theory of groups. For this, see a recent book by Enock and Schwartz [9] for discussion on the generalization attemps of the Pontryagin duality and the notion of Kac algebras.
The notion of (left invariant) "Haar weight" is crucial in several approaches in the operator algebraic treatment of locally compact quantum groups [20] , [21] , [38] , [16] . Ideally, the definition of locally compact quantum groups would be formulated so that the existence of Haar weights follows only from the definition. At present, the definition of Haar weight and its left invariance property are not completely agreed upon and the existence of Haar weight has to be assumed in the definition of quantum groups. In particular, the definition of the antipode is closely tied to that of Haar weight.
In our case, the classical data at the group level suggests our choice for Haar weight: Since the group law on G has been chosen such that Lebesgue measure on the underlying vector space is its Haar measure, we expect that the Lebesgue measure will also carry over to the quantum case. So let us define the linear functional h on A by h(φ) = φ(p, q, r) dpdqdr.
There are some technical details to be taken care of, if we want to rigorously define h as a weight on the C * -algebra A. See [7] , [25] . Fortunately, it is of rather simpler kind (for instance, it is shown to be a trace) so that we do not have to worry too much about the general theory. In fact, we can more or less immitate the theory of Kac algebras [9] to treat our Haar weight. Also note that the definition of h is clear at least at the level of functions. So let us from now on put aside the possible technical problems and study the property of h at the level of functions.
Proposition 5.1. Let h be defined on A as above. Then h is a faithful trace, and h satisfies the equation:
Here κ is the map defined in Proposition 4.3. This means that our κ is the antipode.
Proof. Let φ ∈ A. Then it is an easy calculation that
where φ * is the C * -involution (Definition 2.9). The fact that h is a faithful trace follows immediately. To check the equality (5.1), it is useful to recall the calculation of the expression ∆φ(1 ⊗ ψ) we made during our proof of Theorem 3.2. Similarly, we can also calculate the expression, (1 ⊗ φ)∆ψ. Through elementary but tedious calculations combining the techniques we have been using so far (change of variables and Fourier inversion theorem, as well as Lemma 2.5), we obtain:
for φ and ψ in A.
In the commutative case, equation (5.1) is none other than
and this is just the left invariance condition. Actually, equation (5.1) is the defining condition for the Haar weight in Kac algebra theory [9] . Although, as we mentioned earlier, there still remain some technical problems about how to extend the definition of h rigorously to obtain a C * -algebra weight (the fact that h is a trace is quite useful), we may conclude from the proposition that h is indeed the Haar weight.
Thus our Hopf C * -algebra (A, ∆, ǫ, κ) together with the Haar weight h on it can be regarded as a locally compact quantum group. Although we did not give the precise definition of general locally compact quantum groups, any reasonable definition should allow our specific example as a special case.
Let us make a few brief observations on the Haar weight h constructed above. First, from the proof that h is a faithful trace, it is easy to prove that the GNS representation with respect to h is just the regular representation L we have been using: Via partial Fourier transform, we can show that the GNS representation is equivalent to L. Meanwhile, suppose we chose earlier as our Poisson dual, any group G isomorphic to G such that the Haar measure for G is different from that of G (note that G is not unimodular). Then the isomorphism between the groups lets us to define a deformed multiplication on a subspace of S(G) such that the deformed multiplication is just the GNS representation with respect to the own Haar measure for G.
Secondly, since our group G is not unimodular, we expect that our Haar weight should also carry certain non-unimodularity properties. One such is given below:
Proof. Since h κ(φ) = φ(−e −λr p, −e −λr q, −r) dpdqdr, it is clear that we have h κ(φ) = h(φ), in general.
Even though our Haar weight h was rather easy to construct, it is noteworthy that we have a non-unimodular Haar weight as opposed to many other examples [28] , [32] , [34] , [17] . It will be interesting to study its consequences and properties more thoroughly, especially in relation to the duality theory. For the time being, however, we will leave this as a future project.
Quantum universal R-matrix
The "classical limit" of our quantum group A is the Poisson-Lie group (G, θ), which is the dual Poisson-Lie group of a certain quasitriangular Poisson structure δ on H, associated with the classical rmatrix r of Proposition 1.4.
Meanwhile in the setting of quantized universal enveloping (QUE) algebras, essentially the same r-matrix and the related coboundary Poisson structure (H, δ) has lead to the construction of the QUE algebras H(1) q in [5] and U (h) in [2] . Since our C * -algebra A is "quantum C ∞ (G)" while these QUE algebras are "quantum U(h)", there is a reason to believe that A and these QUE algebras are more or less the same as algebras. That is, our (C * -algebraic) quantum group A is a function algebra analogue of the QUE algebras in [5] and [2] . Although we do not plan to elaborate on this aspect any further than is said above, this statement can indeed be made a little more precise. For instance, see [15, Ch. 4 ] for a brief treatment on this matter.
Remark. There is, however, a major difference between our A and these QUE algebras. While A is obtained by directly deforming the function algebra on G in the direction of the given Poisson bracket, the QUE algebra is obtained by deforming the universal enveloping algebra U(h) of h such that the comultiplication is deformed in the direction of the Poisson co-bracket given by δ. So the deformation parameter q of H(1) q in [5] or the parameter of U (h) in [2] are related to λ in our case. Meanwhile in our case, λ is a fixed constant determining the dual Poisson bracket on G, and the deformation parameter has been given by (not to be confused with the of U (h) in [2] ) which changes the Lie bracket on h. So it makes more sense to compare A and the QUE algebras only when both λ and are not zero.
For the QUE algebra counterparts [5] , [2] , the "quantum universal R-matrices", whose classical limit is the quasitriangular classical rmatrix at the level of Lie bialgebras, have already been successfully constructed. It seems reasonable to ask whether there also exists such an object in our setting. Since we regard λ as a fixed constant, r being the classical limit of R does not exactly correspond to our deformation process. Nevertheless, once we modify the definition of the universal R-matrix to be consistent with our C * -algebra language, we can show that we can indeed find a suitable R-matrix.
Our definition of the universal R-matrix is essentially the same definition as the one used in the QUE algebra or more general Hopf algebra setting (See [8] , [6] .). In our case, we require that the R-matrix is contained in a multiplier algebra (This is consistent with the definition of the comultiplication, which is a multiplier algebra valued map.). Since any nondegenerate representation of a C * -algebra can be uniquely extended to its multiplier algebra, an element being in a multiplier algebra also means that it has an image under any representation of the C * -algebra. Definition 6.1. Let (B, ∆) be a Hopf C * -algebra, where ∆ is its comultiplication. We will say that B is almost cocommutative, if there exists an invertible element R ∈ M(B ⊗ B) such that
where σ is the flip. We will denote the opposite comultiplication by
It is clear that the element R above cannot be arbitrary, since the opposite comultiplication ∆ op should also be coassociative. The following condition, though a little stronger than is needed to assure the coassociativity of ∆ op , defines the quantum universal R-matrix. It is called triangular , if it is quasitriangular and in addition, R 21 = R −1 . If B is quasitriangular, such an element R will be called a quantum universal R-matrix .
If R satisfies equation (6.2), the QYBE for R automatically follows from the coassociativity of ∆ op [6] . The QYBE can be regarded as a quantum version of the classical Yang-Baxter equation [8] . After we find a quantum universal R-matrix for our quantum group (A, ∆), we will show that this R-matrix is indeed closely related with the classical r-matrix given earlier at the Lie bialgebra level (in Proposition 1.4).
Recall that our classical r-matrix is an element inh ⊗h, and we remarked earlier that our Poisson structure cannot be obtained from any element in h ⊗ h. This suggests that we consider the Hopf C *algebra (Ã,∆), instead of (A, ∆). So we need to look for our quantum R-matrix in M(Ã ⊗Ã). Our choice for R is the following continuous function onG ×G, which is motivated by the R-matrix constructed at the QUE algebra level [5] , [2] . We consider:
Let us try to formulate a more proper definition of R as an operator onH ⊗H, and prove that it is indeed a quasitriangular quantum universal R-matrix for the Hopf C * -algebra (Ã,∆). To do this, let us view R as a product of two functions Φ and Φ ′ given by
By using partial Fourier transform purely formally and by using the multiplication law ofÃ (See Example 3.4 in section 3.), we may regard Φ and Φ ′ as operators onH ⊗H: Proof. It is enough to show that Φ and Φ ′ are both left and right multipliers. To show this, consider an arbitrary function F in the dense subalgebraÃ ⊗Ã of M(Ã ⊗Ã), whereÃ is as defined in Example 3.4. Then by straightforward calculation, we have:
(ΦF )(p, q, r, s, p ′ , q ′ , r ′ , s ′ ) =ē λ(rs ′ + r ′ s) F e λr ′ p, e −λr ′ q, r, s, e λr p ′ , e −λr q ′ , r ′ , s ′ (F Φ)(p, q, r, s, p ′ , q ′ , r ′ , s ′ ) =ē λ(rs ′ + r ′ s) F (p, q, r, s, p ′ , q ′ , r ′ , s ′ ).
These equations are understood to mean that ΦF ∈ B(H⊗H) is exactly the operator realization of the function (ΦF ) ∈Ã ⊗Ã defined by the first equation, and similarly for F Φ. From this, it is clear that Φ is a multiplier.
The proof that Φ ′ is a left multiplier follows from the following:
which is again understood in the same way as above. To prove that Φ ′ is also a right multiplier, it is more convenient to consider the Schwartz function space in the (p, q, r, w) variables having compact support both in the r and the w variables, which is isomorphic (via partial Fourier transform) toÃ ⊗Ã. If F is in this space, we then have:
So Φ ′ is also a right multiplier. Thus R = ΦΦ ′ is both left and right multiplier. Proposition 6.5. Let R be as above. Then R is an invertible element in M(Ã ⊗Ã) and R satisfies:
Here L a,b,c,d denotes the "building block" operator defined earlier. Thus R makes (Ã,∆) an almost cocommutative Hopf C * -algebra in the sense of Definition 6.1.
Proof. It turns out that as an operator, R is unitary. And R * is: The integration is with respect to (p,q,x,ỹ) variables. By using the expression for∆L a,b,c,d given in Example 3.4, we obtain: Since the almost cocommutativity condition holds for the building blocks, it is true for any element ofÃ. Theorem 6.6. Let R be defined by Definition 6.3. Then R satisfies the QYBE and the quasitriangularity condition given in Definition 6.2. Combining this result with those of Proposition 6.4 and Proposition 6.5, we conclude that R is a "quasitriangular" quantum universal R-matrix for (Ã,∆).
Proof. The verification of the QYBE (R 12 R 13 R 23 = R 23 R 13 R 12 ) is a straightforward calculation. We also have:
using the definition ofŨ given in Example 3.4. Since (id ⊗∆)(R) = U 23 R 12Ũ * 23 and since (∆ ⊗ id)(R) =Ũ 12 R 13Ũ * 12 , the quantum R-matrix condition follows. Thus we conclude that R is indeed a quasitriangular quantum universal R-matrix for (Ã,∆).
Finally, let us try to relate our quantum R-matrix with the classical r-matrix given in Proposition 1.4. Since it involves regarding λ as a kind of a deformation parameter, while we have been viewing it as a fixed constant determining the Poisson bracket on G, the situation is somewhat tricky. So instead of trying to make things overly precise, we will be content to give only a mild justification of viewing r as a "classical limit" of R. We intend to pursue this aspect more carefully in a separate paper later.
Before going to the operator level, let us point out that we already see some relationship between r and R, by viewing them as functions. Consider the classical r-matrix, r = z⊗d+d⊗z+2 n i=1 x i ⊗y i ∈h⊗h. Then via the dual pairing betweeng andh, it can be regarded as a (continuous) linear function, which we will denote by ψ, ong ×g ∼ = G ×G. That is, ψ(p, q, r, s, p ′ , q ′ , r ′ , s ′ ) = rs ′ + r ′ s + 2p · q ′ .
Consider next the realization of R as a continuous function onG ×G defined by equation (6.3). To emphasize the dependence on λ of the expression for R, let us denote it from now on by R λ . As λ → 0, it has the first order approximation given by lim λ→0 R λ (p, q, r, s, p ′ , q ′ , r ′ , s ′ ) − 1 λ = (−2πi) rs ′ + r ′ s + 2p · q ′ = (−2πi)ψ(p, q, r, s, p ′ , q ′ , r ′ , s ′ ).
In other words, as λ → 0, the function R λ has as its "classical limit" (−2πi)ψ, the function realization of the classical r-matrix.
Let us try to develop this link between R and r a little further into the level of operators. One serious problem here is that as λ varies, the algebraÃ (orÃ ⊗Ã) also changes. So instead of viewing R λ as an operator on the C * -algebraÃ ⊗Ã, we will view it as an operator on the Banach space (ignoring the possible algebra structure) L 1 (G ×G), the L 1 -completion of the Schwartz function spaceÃ ⊗Ã, whereÃ is the dense function space we have been using. More precisely, consider the operator, Ψ λ , on L 1 (G ×G) defined by Ψ λ (F ) = R λ F R * λ , F ∈Ã ⊗Ã.
Since R λ is a multiplier, the above expression makes sense. To explicitly calculate the formula for Ψ λ , it is again more convenient to do this at the level of functions in the (p, q, r, w) variables (See the proof of Proposition 6.4). So let F be a Schwartz function having compact support in the r and the w variables. Then we have:
Ψ λ (F )(p, q, r, w, p ′ , q ′ , r ′ , w ′ ) =ē 2λ(e −λr )p · q ′ e 2λ(e w−w ′ −λr )p · q ′ F e λr ′ p, e −λr ′ q + 2λe −λr−λr ′ η λ (r)q ′ , r, w, e λr p ′ − 2λe w−w ′ η λ (r ′ )p, e −λr q ′ , r ′ , w ′ . (6.4) To compare this with the classical r-matrix, we have to find a way to make ψ, the function realization of r given above, to determine an operator on our Banach space L 1 (G ×G). For this, we emphasize the fact that it corresponds to the λ = 0 case. Taking advantage of this observation, we will construct an (unbounded) operator defined on the dense subspaceÃ ⊗Ã, that looks like an unbounded "derivation" with respect to the twisted convolution onÃ ⊗Ã corresponding to λ = 0. That is, consider the (densely defined) operator:
Since ψ is a (continuous) function onG ×G, use the multiplication law onÃ given earler purely formally, letting λ = 0, to find the expression for the right hand side. Note that × λ=0 is essentially the ordinary convolution on S(H) (or S(H ×H)). By straightforward calculation, again viewing F as a function in the (p, q, r, w) variables as before and formally using partial Fourier transform, we obtain: where the integration is taken with respect to all the tilde (˜) and double tilde (˜) variables. Then by comparing the formulas (6.4) and (6.5), it is not so difficult to prove the following result. Although we showed directly in Theorem 6.6 that our R satisfies the QYBE, this proposition indicates that this property is actually suggested by the classical data. Proposition 6.7. Let the the notation be as above. Then:
for F ∈Ã⊗Ã. Thus at least in the sense of the operators on the Banach space L 1 (G ×G), we may say that the "classical limit" as λ → 0 of our quantum R-matrix R λ is the (unbounded) operator (−2πi)ψ, or equivalently the classical r-matrix r.
Proof. From equation (6.4), we may express Ψ λ (F ) as follows, taking advantage of the Fourier inversion theorem: The integration is with respect to all the tilde and double tilde variables. Comparing this expression of Ψ λ (F ) with equation (6.5), we can easily see the pointwise convergence. The L 1 convergence is proved using the Lebesgue's dominated convergence theorem.
The quantum universal R-matrix is useful in the study of representation theory of our Hopf C * -algebras (Ã,∆) and (A, ∆). We will study representation theory of our quantum groups in a separate paper currently in preparation (See also [15] .). It turns out that the representation theory satisfies interesting quasitriangularity property, which is not present in the earlier examples of quantum groups corresponding to linear Poisson brackets.
