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Abstract—In this paper, we derive the bit error rate (BER)
and pairwise error probability (PEP) for massive multiple-
input multiple-output orthogonal frequency-division multiplex-
ing (MIMO-OFDM) systems for different M -ary modulations
based upon the approximate noise distribution after channel
equalization. The PEP is used to obtain the upper-bounds for
convolutionally coded and turbo coded massive MIMO-OFDM
systems for different code generators and receive antennas. In
addition, complexity analysis of the log-likelihood ratio (LLR)
values is performed using the approximate noise probability den-
sity function (PDF). The derived LLR computations can be time-
consuming when the number of receive antennas is very large
in massive MIMO-OFDM systems. Thus, a reduced complexity
approximation is introduced using Newton’s interpolation with
different polynomial orders and the results are compared with
the exact simulations. The Neumann large matrix approximation
is used to design the receiver for a zero-forcing equalizer (ZFE)
by reducing the number of operations required in calculating the
channel matrix inverse. Simulations are used to demonstrate that
the results obtained using the derived equations match closely the
Monte-Carlo simulations.
Index Terms—Massive MIMO-OFDM systems, performance
analysis, convolutional codes, turbo codes
I. INTRODUCTION
MASSIVE multiple-input multiple-output (MIMO) sys-tems have recently attracted immense interest in the
field of wireless communications due to their ability to in-
crease data throughput and improve link quality [1]–[4]. Or-
thogonal frequency-division multiplexing (OFDM) is a multi-
carrier technique with immunity to the channel’s frequency
selectivity, which can transmit data over large numbers of sub-
carriers rather than a single carrier transmission [5], [6]. The
combination of these two techniques in the form of a massive
MIMO-OFDM system is a key technology for next generation
wireless communication systems due to its improved perfor-
mance compared to conventional MIMO systems [1], [7].
In addition, employing forward error correction (FEC) cod-
ing can further improve the performance of massive MIMO-
OFDM systems due to the resulting frequency diversity and
increased reliability of the transmitted data signals over K
subcarriers and for N users [8]. Improvement in the bit error
rate (BER) performance can reduce the number of receive
antennas required to design coded massive MIMO-OFDM
systems compared to uncoded systems [9]–[15].
To evaluate the performance of coded massive MIMO-
OFDM systems time-consuming simulations are required.
Thus, upper-bounds are of immense interest due to their ability
to predict the performance of such a system. In [16]–[20], the
upper-bounds of convolutional codes have been studied for the
additive white Gaussian noise (AWGN) and for fading chan-
nels including different approximations. The performance of
convolutionally coded MIMO systems for the MMSE detector
has been derived in [21] using the moment generating function
(MGF). In [22], a tight bound on a bit-interleaved space-time
coded modulation (BI-STCM) scheme has been developed for
MIMO systems with rate 1/2 convolutional code. Furthermore,
the link-level capacity (LLC) and a tight bound have been
derived in [23] for a MIMO-BICM system with a zero-forcing
equalizer (ZFE) and a fast fading channel.
In [24], [25] the upper-bound of parallel concatenated
codes assuming a uniform interleaver has been determined
for turbo coded systems. The authors derived the upper-bound
for both block and convolutional concatenated codes for an
AWGN channel. In [26], an average bound has been proposed
for the performance of turbo coded systems with correlated
and uncorrelated Rayleigh fading channels. In [10], [27], the
authors have proposed an upper-bound for the performance of
the turbo coded MIMO system with correlated and uncorre-
lated Rayleigh, slow-fading channels, and the proposed bound
approached the simulation results within 0.2-0.5 dB at a BER
of 10−5.
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Fig. 1. N synchronous user transmitters for massive MIMO-OFDM systems.
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In this paper, we focus on two significant technical dif-
ferences between conventional MIMO-OFDM and massive
MIMO-OFDM systems, which can be summarized in the
following points:
• The massive number of receiving antennas at the base
station, i.e. when Nr > 10N , has justified the exploita-
tion of the diagonally dominant property of the Gram
matrix. This assumption has reduced the complexity of
evaluating the ZFE, and hence, the calculation of the
noise probability density function (PDF).
• Having massive number of antennas at the base station
has made it possible to use the central limit theorem
(CLT) to approximate the distribution of the random vari-
able by a Gaussian distribution [28], [29]. This property
is used in this paper as part of proving the independence
between the two random variables ζl,k and λνl,k that are
the denominator and the numerator of (14).
To the best of our knowledge, no significant results have
been presented in previous research works for the upper-bound
performance of coded massive MIMO-OFDM systems. Our
contributions can be summarized as follows:
• Based on the Neumann matrix inversion method, we
derive an approximate PDF for the approximate noise
after the ZFE.
• We derive the bit error rate (BER) for uncoded massive
MIMO-OFDM systems with M -QAM modulation for
frequency-selective, Rayleigh fading channels using the
ZFE.
• We derive the pairwise error probability (PEP) for mas-
sive MIMO-OFDM systems.
• This PEP is subsequently used to evaluate the upper-
bounds of the convolutionally coded and turbo coded
systems.
• We estimate the complexity required in using the LLR
equations based on the approximate noise PDF, and a re-
duced complexity based approximation is introduced for
these LLRs using the Newton polynomial interpolation.
The rest of this paper is organized as follows. The system
model is presented in Section II, and a brief introduction
to the Neumann inversion method with the approximate
noise PDF is illustrated in Section III. The BER is derived
in Section IV for different modulation schemes, whereas
the derivation of the PEP and the upper-bounds for coded
MIMO-OFDM systems are presented in Section V for both
convolutional and turbo coded systems. The complexity
analysis employing the proposed approximation for the
derived LLRs using the Newton interpolation is introduced in
Section VI. Numerical results are discussed in Section VII,
and conclusions are drawn in Section VIII.
Notation Matrices and vectors are denoted by upper-case
and lower-case boldface characters, respectively. The Hermi-
tian transpose of a matrix A and its pseudo-inverse are denoted
by AH and A†, respectively. Γ(a) and Γ(a, b) are the complete
and the incomplete gamma functions of the variables a and b.
Finally, σ2w and σ
2
H are the noise and the channel variances,
respectively. The subscripts l and n are used as indices for the
l-th uplink user and the n-th receive antennas.
II. SYSTEM MODEL
In this paper, an uplink coded multi-user (MU) massive
MIMO-OFDM system is considered with Nr × N antennas
as in Figs. 1 and 2 with Nr >> N . The terms N and
Nr are used here to denote the number of users and the
number of receive antennas, respectively. Each user has one
transmit antenna and their transmissions are assumed to be
synchronous, i.e. all users are transmitting and receiving their
data at the same time. First, the binary data stream for each
user, bl, is generated and encoded to produce the codewords,
cˆl, which are randomly interleaved, cl = Π(cˆl) and modulated
using an M -ary quadrature amplitude modulation (M-QAM),
i.e. c˜l = C(cl), where, Π and C represent the interleaving
and constellation mapping operations, respectively.
After the modulation, the OFDM waveform for each user
is individually constructed, i.e. sl = FHdl, where dl is the
modulated vector for the l-th user, F ∈ CK×K is the discrete
Fourier transform (DFT) matrix with fm,n = 1√K e
−j2pimnK ,
∀m,n = 1, 2, · · · ,K − 1, and K is the block length of the
inverse DFT (IDFT) used in the OFDM modulators. To avoid
multipath-induced, inter-block interference (IBI) and inter-
symbol interference (ISI), a cyclic prefix (CP) is inserted at
the start of each block to cover the excess delay spread of the
channel, that is
scpl =
[
sK−Kcp , . . . , sK−1, s0, . . . , sK−1
]T
, (1)
where Kcp is the length of the cyclic prefix which is selected
to be longer than the channel delay spread. The transmitted
signals propagate through time-flat, frequency-selective fading
channels and are received in the presence of complex zero-
mean additive white Gaussian noise (AWGN) of variance σ2w.
This work assumes that the channel state information (CSI)
is perfectly available at the receiver side and has been esti-
mated using the methods proposed in [30]–[34]. After OFDM
demodulation, involving CP removal and the DFT at each of
the Nr antennas, the received signal vector, rk ∈ CNr×1, for
the k-th subcarrier can be written as
rk = Hkdk +wk, (2)
where Hk ∈ CNr×N is the channel matrix in the frequency
domain and wk ∈ CNr×1 is the DFT of the time-domain
AWGN samples. To detect the transmitted information sym-
bols, a ZFE can be utilized as follows
d˜k = H
†
krk = dk +H
†
kwk, (3)
where Hk† is the ZFE vector that can be obtained using the
pseudo-inverse of Hk defined as
H†k = G
−1
k H
H
k , (4)
and Gk = HHk Hk is the symmetric Gram matrix of the chan-
nel. A closer examination of the noise term in (3) reveals that
the ZFE operation affects the distribution of the noise, and the
Gaussian assumption can not be used to describe its properties
as shown in (3) since it is a ratio distribution with Gaussian at
the numerator and Rayleigh at the denominator. Therefore, in
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Fig. 2. Receiver for Massive MIMO-OFDM systems with Forward Error Correcting Coding (FECC).
order to improve the performance of detection, a more accurate
noise model is needed. In the next section, we proceed with
the derivation of the PDF for the approximate noise. It is also
worth noting that the DFT and IDFT operations are performed
in practice using their corresponding fast Fourier transform
implementations.
III. APPROXIMATE NOISE PDF
For massive matrices, the Gram matrix becomes diagonally
dominant [2], [35]. This property can be exploited to compute
the Gram matrix using the Neumann series approximation
method to reduce the complexity in calculating the Moore-
Penrose pseudo-inverse. In (4), Gk is involved in calculating
the ZFE and can be decomposed into two matrices, i.e. Gd,
which is composed only of diagonal elements, and Ge =
Gk −Gd, containing only the off-diagonal elements of Gk.
The Neumann matrix inverse for Gk can be given as [35]
G−1k =
L∑
n=0
(−G−1d Ge)nG−1d . (5)
The complexity involved in calculating this inverse will depend
on L, which controls the number of terms in the summation
of (5). For massive MIMO systems, that is Nr > 10N , an
accurate approximation of Gk can be obtained for L = 0
[35]. In this case, the Gram matrix inverse will be reduced
to a diagonal matrix inversion, which will simplify the pro-
cedure required to find the PDF of G−1k as illustrated in the
next section. As stated previously [36], the Neumann series
approximation can be used to efficiently rewrite (4) in the
following form,
H†k = G
−1
d H
H
k . (6)
Therefore, the noise term in (3) at the output of the ZFE
detector becomes
w˜k = G
−1
d H
H
k wk. (7)
For the l-th transmit user, the PDF of Gd is a Chi-square
distribution with 2Nr degrees of freedom and can be given as
[37], [36]
p(ζl,k) =
|ζl,k|Nr−1
(2σ2H)
NrΓ(Nr)
exp (−|ζl,k|
2σ2H
), (8)
where, ζl,k =
∑Nr
n=1 |Hn,l(k)|2 for l = 1, 2, . . . , N and σ2H
is the average variance of Hn,l(k). It is worth noting that
the mean of ζl,k is µζ = 2Nrσ2H and the variance is σ
2
ζ =
4Nrσ
4
H . The mean squared error (MSE) method which can be
calculated as MSE =
∑
k(p(ζl,k)− pˆl,k)2/K, is used here
to calculate the error resulting from the difference between the
empirical and theoretical PDF, where pˆl,k is the simulation of
the PDF for ζl,k. In addition, the Kolmogorov-Smirnov (KS)
goodness-of-fit test [38] is applied at 5% significance level
with the null hypothesis that the two vectors exhibit the same
distribution. Fig. 3 a) shows the empirical and theoretical PDF,
i.e. (8), for a system with N = 10 and Nr = 200 at an SNR
of -10 dB demonstrating a very close agreement. In this case,
the computed value of the MSE is 9.9176 × 10−9 and the
KS test decision is 0 implying that we can not reject the null
hypothesis.
Furthermore, each element, λl,k of the vector λk = HHk wk
can be given as
λl,k =
Nr∑
n=1
H∗n,l(k)wn,k, (9)
therefore, its inphase (I) and quadrature (Q) components
exhibit the following forms, respectively
λIl,k =
Nr∑
n=1
HIn,l(k)w
I
n,k +H
Q
n,l(k)w
Q
n,k, (10)
and
λQl,k =
Nr∑
n=1
HQn,l(k)w
I
n,k −HIn,l(k)wQn,k. (11)
As can be seen, λIl,k, λ
Q
l,k are the result of a sum of products
for 2Nr independent Gaussian variables. It was shown in [19]
that their distribution can be given as
p(λνl,k) =
exp(
−|λνl,k|
σHσw
)
Γ(Nr) σHσw
×
Nr∑
n=1
(Nr + n− 2)!
(Nr − n)! 2Nr+n−1 Γ(n)

∣∣∣λνl,k∣∣∣
σHσw
Nr−n ,
(12)
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where ν = {I, Q}. By taking the statistical expectation of (10)
and (11), it is straightforward to show that the mean value of
λνl,k is zero, i.e. µλνl,k = 0, and its variance can be theoretically
computed as
σ2λνl,k =
∫ ∞
−∞
(λνl,k)
2 p(λνl,k)dλ
ν
l,k
=
Nr∑
n=1
Γ(Nr + n− 1)
Γ(Nr)Γ(Nr − n+ 1)Γ(n)2(Nr+n−2)
×
∫∞
0
(λνl,k)
Nr−n+2 exp(
−λνl,k
σHσw
)dλνl,k
(σHσw)Nr−n+1
=
Nr∑
n=1
Γ(Nr − n+ 3)Γ(Nr + n− 1)(σH σw)2
Γ(Nr)Γ(Nr − n+ 1)Γ(n)2(Nr+n−2) (13)
The empirical PDF of λνl,k and its theoretical PDF given in
(12) demonstrate a very close agreement as shown in Fig. 3 b).
The computed value of MSE is 8.874×10−10 and the KS test
decision is 0 implying that the null hypothesis can not be
rejected.
Next, the l-th random variable for the approximate noise
after the ZFE can be written based on (7) as
ανl,k =
λνl,k
ζl,k
. (14)
The two random variables, λνl,k and ζl,k, are assumed to be
statistically independent random variables based on the proof
that is provided in Appendix B. Therefore, the joint PDF of
ζl,k and λνl,k can be written as follows
p(λνl,k, ζl,k) = p(ζl,k)p(λ
ν
l,k), (15)
By integrating this joint PDF with respect to ζl,k and substi-
tuting λνl,k = α
ν
l,kζl,k, the noise PDF can be obtained as
p(ανl,k) =
Nr∑
n=1
(Nr + n− 2)!(2Nr − n)!( σw2σH )Nr
2Nr+n−1Γ2(Nr)(Nr − n)!Γ(n) ×∣∣∣ανl,k∣∣∣Nr−n(∣∣∣ανl,k∣∣∣+ σw2σH )2Nr−n+1 . (16)
The mean value of this PDF is zero and its variance is given
as
σ2ανl,k =
Nr∑
n=1
Γ(Nr − n+ 3)Γ(Nr + n− 1)Γ(Nr − 2)
(
σw
σH
)2
Γ2(Nr)Γ(Nr − n+ 1)Γ(n)2(Nr+n) .
(17)
The details of these derivations can be found in Appendix A.
To verify the accuracy of this PDF, a comparison between
the histogram plot of the actual noise PDF and this equation
is given in Fig. 3 c). A close inspection of the figure reveals
that the empirical PDF of ανl,k and its theoretical PDF given in
(16) are closely matched. The computed MSE is 2.076×10−5,
while the KS test decision is 0, thus, verifying the validity of
the null hypothesis.
Using the PDF in (16) describing the noise characteristics
after the ZFE, we proceed to derive the BER, the PEP, and
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Fig. 3. Histogram plot of the equalised noise versus the derived PDFs .
the upper-bounds for the performance of convolutionally coded
and turbo coded massive MIMO-OFDM systems.
IV. BIT ERROR RATE (BER)
In this section, we start with the derivation of the BER of
4-QAM scheme and then extend the derivations to include
higher QAM constellations.
1) 4-QAM scheme: Deriving the BER for the 4-QAM
scheme requires the computation of the following integration
for the real and imaginary parts [37], [39]
P νe =
∫ ∞
0
p(ανl,k + 1) dα
ν
l,k. (18)
The solution for this integration is obtained by substituting
(51) and (52), as found in Appendix A, in (16) and integrating
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P νe =
∫ ∞
0
∫ ∞
0
Nr∑
n=1
(Nr + n− 2)! |ζl,k|2Nr−n exp (− |ζl,k|2σ2H ) exp(
−|(ανl,k+1)ζl,k|
σHσw
)(
∣∣∣ανl,k + 1∣∣∣)Nr−n
(2σ2H)
Nr (σHσw)Nr−n+1(Nr − n)! 2Nr+n−1 Γ(n)Γ2(Nr) dα
ν
l,kdζl,k, (19)
(19) in two steps with respect to ανl,k and ζl,k. First, we
integrate with respect to ανl,k to obtain I1, i.e.
Iν1 =
∫ ∞
0
(
∣∣ανl,k + 1∣∣)Nr−n exp
−
∣∣∣(ανl,k + 1)ζl,k∣∣∣
σw σH
 dανl,k.
(20)
The solution for (20) is obtained using [40, Eq. (3.351.2)]
Iν1 =
(Nr − n)! exp(− |ζl,k|σwσH )
(
|ζl,k|
σwσH
)Nr−n+1
Nr−n∑
m=0
(
|ζl,k|
σwσH
)m
m!
. (21)
Similarly, integrating with respect to ζl,k results in
Iν2 =
∫ ∞
0
|ζl,k|Nr+m−1 exp (− |ζl,k| η)dζl,k, (22)
where η = (σw+2σH
2σ2Hσw
). Solving (22) using [40, Eq. (3.351.3)],
we obtain I2 as
Iν2 =
Γ(Nr +m)
ηNr+m
. (23)
Substituting Iν1 and I
ν
2 in (19), results in
P νe =
( σw2σH )
Nr
2Nr−1Γ2(Nr)
×
Nr∑
n=1
Nr−n∑
m=0
2−n(Nr + n− 2)!Γ(Nr +m)
m! Γ(n)(1 + σw2σH )
Nr+m
. (24)
Now, the probability of correct decision for one symbol of the
4-QAM can be written as
Pc = (1− P νe )2 = 1− 2P νe + (P νe )2, (25)
and the symbol error rate (SER) can be written as
P 4−QAMs = 1− Pc ≈ 2P νe . (26)
After straightforward mathematical manipulations, the BER
for the massive MIMO-OFDM systems with 4-QAM scheme
can be written as
P 4−QAMe =
( σw2σH )
Nr
2Nr−1Γ2(Nr)
×
Nr∑
n=1
Nr−n∑
m=0
2−n(Nr + n− 2)!Γ(Nr +m)
m! Γ(n)(1 + σw2σH )
Nr+m
. (27)
2) 4-Pulse Amplitude Modulation (4-PAM) and 16-QAM
modulation: The BER for higher QAM constellations can be
determined using the relationship between the PAM and QAM
schemes [37]
PM−QAMs = 1− (1− P
√
M−PAM
s )
2, (28)
PM−QAMe =
PM−QAMs
log2M
, (29)
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Fig. 4. Noise distribution in 4-PAM modulated massive MIMO-OFDM with
N = 10 and Nr = 100.
where PM−QAMs and P
√
M−PAM
s denote the symbol error
rate (SER) for the QAM and PAM modulations, respectively,
and PM−QAMe is the BER for M-QAM. The SER for the 4-
PAM can be derived by exploiting the noise distribution in
Fig. 4. For practical SNR ranges, only 6 error events need
to be considered that are distributed within 4 equiprobable
noise PDFs. Due to symmetry, the SER can be obtained
by considering a single error event. The error probability
generated by the noise PDF p(|ανl,k + 3|) can be calculated
as
Ps1 =
∫ ∞
−2
p(
∣∣ανl,k + 3∣∣)dαl,k. (30)
The result of this integration is similar to (18), hence, the
SER for the 4-PAM modulation can be written as
P 4−PAMs =
6
4
Ps1 =
3( σw2σH )
Nr
2NrΓ2(Nr)
×
Nr∑
n=1
Nr−n∑
m=0
2−n(Nr + n− 2)! Γ(Nr +m)
m! Γ(n) (1 + σw2σH )
Nr+m
. (31)
Subsequently, the SER and the BER for 16-QAM can be
determined by substituting (31) into (28) and the outcome in
(29). In the next section, the pairwise error probability (PEP),
the upper-bound of the convolutionally coded and turbo coded
massive MIMO-OFDM systems will be calculated based on
the noise distribution in (16).
V. BOUNDS FOR CODED MASSIVE MIMO-OFDM
SYSTEMS
In this section, the PEP between any two different code
words will be derived based on the noise distribution after
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the ZFE shown in (16). Then, an upper-bound for the convo-
lutionally coded massive MIMO-OFDM systems is obtained
by combining this PEP with the error weights listed in [17],
[18]. In addition, an average-bound for turbo coded massive
MIMO-OFDM systems is derived using the method introduced
in [24].
A. Pairwise Error Probability
The probability of incorrectly decoding the code word d2
instead of the code word d1 is known as the pairwise error
probability (PEP). Based on (3) and the noise distribution of
(16), the PEP can be written as [41]
Pd1→d2 = p(||d˜− d1||2 > ||d˜− d2||2) ,
= p(||d1 + w˜ − d1||2 > ||d1 + w˜ − d2||2) ,
= p(w˜ >
||d2 − d1||
2
) , (32)
where Pd1→d2 is the PEP. Next, we substitute ||d2 − d1|| =
2
√
Ecd, where d is the Hamming distance of the code, and
Ec is the coded bit energy. Thus, the PEP can be written as
[42]
Pd1→d2 =
∫ ∞
√
Ecd
p(ανl,k)dα
ν
l,k , (33)
The result of this integration can be given as
Pd1→d2 =
( σw2σH )
Nr
2Nr−1Γ2(Nr)
×
Nr∑
n=1
Nr−n∑
m=0
2−n(Nr + n− 2)!Γ(Nr +m)
m! Γ(n)(1 + σw
2σH
√
Ecd
)Nr+m(Ecd)
Nr
2
.
(34)
B. Upper-Bounds for convolutionally coded massive MIMO-
OFDM systems
According to [17], [18], the upper-bound for convolutionally
coded systems has been shown to have the form
Pb <
∞∑
d=dfree
cdPd1→d2(d), (35)
where d is the Hamming distance, dfree is the minimum
Hamming distance that is used to calculate the error correction
capability of that code, Pd1→d2(d) is the pairwise error
probability and cd is the sum of error events for each d. In this
work, the pairwise error probability for the massive MIMO-
OFDM systems is obtained in (34). Thus, the upper-bound
equation for the coded massive MIMO-OFDM systems can
be written as
Pb <
∞∑
d=dfree
cd(
σw
2σH
)Nr
2Nr−1Γ2(Nr)
×
Nr∑
n=1
Nr−n∑
m=0
2−n(Nr + n− 2)!Γ(Nr +m)
m! Γ(n)(1 + σw
2σH
√
Ecd
)Nr+m(Ecd)
Nr
2
. (36)
In Appendix C, the number of error events cd are tabulated for
two selected codes with octal generator polynomials (23, 35)8
and (247, 371)8 for code rate 1/2, [17], [18].
C. Asymptotic upper-bounds for turbo coded massive MIMO-
OFDM systems
The excellent performance of turbo codes in wireless com-
munication systems has attracted much attention. However,
deriving the bounds for these codes is more complicated
than for convolutional codes as they consist typically of two
parallel concatenated convolutional codes (PCCC) separated
by an interleaver. Serial concatenation is common too. An
average-bound has been derived using the input-redundancy
weight enumerating function (IRWEF) for the combination of
two convolutional codes involved in the construction of the
turbo code. First, the conditional weight enumerating function
(CWEF) is derived from the transfer function of each code,
then an average CWEF (ACpιj,δ%(ω,Z)) is calculated using [24]
A
Cp
ιj,δ%(ω,Z) =
AC1ιδ (ω,Z)A
C2
j% (ω,Z)(
Nι
ω
) , (37)
where AC1ιδ (ω,Z) and A
C2
j% (ω,Z) are the CWEFs of the first
and the second convolutional codes, denoted C1 and C2, re-
spectively; ω is the Hamming weight of the input information,
Nι is the interleaver length, and finally,
(
Nι
ω
)
is the binomial
distribution of the parameters Nι and ω. Hence, the IRWEF
can be obtained using the average CWEF as follows
AC(W,Z) =
∑
ιj,δ%
W ιj,δ% ACpιj,δ%(ω,Z). (38)
The average bound of the turbo coded system has the form
Pb ≈
∑
d
DdPd1→d2(d), (39)
where, Pd1→d2(d) is given in (34) and Dd factors are tabulated
in [24] for different interleaver lengths and can be calculated
using
Dd =
∑
f+ω=d
ω
Nι
Aω,f , (40)
where f is the Hamming weight of the parity bits. The symbol
Aw,f represents the number of code words with Hamming
distance d = w+f , that is the sum of the Hamming distances
for the information w and reliability f bits. The Aw,f values
are the coefficients of the IRWEF that is calculated in (38).
VI. COMPLEXITY CALCULATIONS AND LOG-LIKELIHOOD
RATIO (LLR) APPROXIMATIONS
The output of the ZFE in (3) is utilized to calculate the LLR
equations required for soft decoding, which are given as
L(d˜Il,k) = ln
(
p(αIl,k|d˜Il,k=1)
p(αIl,k|d˜Il,k=−1)
)
, (41)
L(d˜Ql,k) = ln
 p(αQl,k|d˜Ql,k=1)
p(αQl,k|d˜Ql,k=−1)
 . (42)
where the subscripts I and Q denote the in-phase and quadra-
ture parts of complex-valued signals, respectively.
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When the number of receive antennas is relatively high
in massive MIMO systems, the LLR calculations using the
PDF of (16) will exhibit higher complexity compared to
other approximated PDF approaches such as the Gaussian
distribution. However, as will be demonstrated in Section VIII,
the utilization of the proposed LLRs based on the newly
derived PDF results in a significant performance improvement.
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Exact Nr = 200
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Fig. 5. Plot of exact and approximate LLR for (N = 10, Nr = 100, 200) .
On the other hand, a reduced complexity approach can
be used to simplify the soft bit calculations evaluated based
on this PDF by approximating the LLR values, without af-
fecting the system performance significantly. We use poly-
nomial interpolation to approximate the LLR equations by
a low order polynomial [43], [44]. For 4-QAM, the real
and imaginary parts of the received symbols after ZFE are
scaled in the range -2.5 to 2.5 with 4 points distributed as
{−2.5,−1.25, 1.25, 2.5}. Subsequently, the evaluation proce-
dure starts by calculating the Newton table that will be used
to determine the polynomial coefficients. By applying the
regression procedure, the equivalent LLR equation for the
selected example can be written as
L(x) =
Nx∑
ρ=0
aρx
ρ, (43)
where values of aρ parameters are listed in Table I and Nx is
the polynomial order. This equation will reduce the complexity
TABLE I
aρ PARAMETERS FOR LLR APPROXIMATION
Nr a0 a1 a2 a3
100 3rd order 0 4.02502 0 −0.1275
100 1st order 0 3.2524 0 0
150 3rd order 0 4.1269 0 −0.1027
150 1st order 0 3.485 0 0
200 3rd order 0 4.27 0 −0.0842
200 1st order 0 3.4441 0 0
of the exact LLR as shown in Table II, where Nx is selected
to obtain 1st and 3rd order polynomials. The plot of the actual
LLR equation versus (43) is demonstrated in Fig. 5 for both
approximated LLRs.
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Fig. 6. Number of flops required to calculate the LLR using the approximate
PDF.
The gaxpy operation denotes a matrix-vector multiplication
plus a vector addition of the form y = y + Ax, where y
and x are vectors and A is a matrix [45]. It is used here
to determine the number of operations required in calculating
(16), (41), (42) and (43) as shown in Table II. The number of
operations required to calculate the approximate noise (AN)
PDF depends mainly on Nr, whereas using the Gaussian PDF
in calculating the LLRs is limited to one multiplication which
is equivalent to the proposed approximation using the Newton
interpolation.
TABLE II
OPERATIONS REQUIRED
Equation Div. Add. Sub. Mul.
Eq. (16) 2Nr + 2 2Nr 6Nr + 1 8Nr2 + 3Nr − 2
LLR AN 4Nr + 1 4Nr 12Nr 16Nr2 − 2Nr
LLR Gaussian 0 0 0 1
LLR App. 1st 0 0 0 1
LLR App. 3rd 0 0 1 4
The floating point operation (FLOP) counts of the gaxpy
approach weighs higher the most nested operations rather than
the exact complexity [45]. Based on that, Fig. 6 shows the
effect of increasing Nr on the total complexity, assuming that
the number of flops required to calculate (16) is O(8N2r ), and
for the exact LLR is O(16N2r ).
The obtained results will be thoroughly discussed in the
next section.
VII. NUMERICAL RESULTS
Numerical results are presented in this section to evaluate
the performance of the derived formulas. For simulation pur-
poses, the number of receive antennas are selected in the range,
Nr ∈ [100, 200] and the number of users are in the range, N ∈
[4, 10], respectively. The SNR = EbN2σ2wR , where R is the coding
rate, the FFT length is 1024, the CP = 128 and the Universal
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Fig. 7. BER performance for massive MIMO-OFDM system with N = 4, 10
and Nr = 100, 200 for 4-QAM.
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Fig. 8. BER performance for massive MIMO-OFDM system with N = 4, 10
and Nr = 100, 200 for 16-QAM.
Mobile Telecommunications Service (UMTS) interleaver size
is selected as 1024 to maintain good performance with reduced
simulation time. The transmitted signals propagate through
time-flat, frequency-selective Rayleigh fading channels with 6
multipath arrivals and a delay spread of maximum 85 samples
and are received in the presence of complex zero-mean AWGN
of variance σ2w.
In Section IV, we used the PDF of (16) to derive the
BER equation of the massive MIMO-OFDM system with
different modulation types. To verify the BER for 4-QAM
and 16-QAM using (27) and (29), respectively, the theoretical
performance of the massive MIMO-OFDM system is com-
pared with Monte-Carlo simulations using N = 4, 10 and
Nr = 100, 200 and the obtained performances are illustrated
in Figs. 7 and 8 both of which show close match between
theory and simulations.
In Section V-B, an upper-bound to the convolutionally coded
massive MIMO-OFDM systems has been derived by adding
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Fig. 9. Upper-bound for convolutionally coded massive MIMO-OFDM
system with (23, 35)8 and N = 4, 10, Nr = 200. C represents the index
for cd.
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Fig. 10. Upper-bound for convolutionally coded massive MIMO-OFDM
system with (247, 371)8 and N = 4, 10, Nr = 200. C represents the
index for cd.
the effect of Hamming distance to the PEP derived in Section
V-A and using the error weights derived from the transfer
function of the desired convolutional code [17], [18]. The
upper-bound in Figs. 9 and 10 is controlled by the index of
cd in Table III which is written as C. For example, when
the index of cd is higher than 10 a divergence in upper-
bound performance was noticed that tends to be a straight line
bounding the simulation. However, reducing this index will
result in a tighter bound that depends on the constraint length
of the desired convolutional code. For instance the (23, 35)8
code has an index of 4, while the (247, 371)8 code has an
index of 6. In addition, we have estimated the asymptotic
upper-bound of the turbo coded system using the CWEF
method described in [24], [25]. We have used the earlier
derived PEP along with the Dm factors derived from the
IRWEF for the (5, 7)8 PCCC. The results shown in Figs. 11
and 12 demonstrate the bound for the turbo coded systems
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with Nr = 200 and N = 4, 10, respectively. The asymptotic
upper-bound in these figures shows close match to the highest
iteration of the turbo coded massive MIMO-OFDM system
with less than 0.15 dB difference in BER performance when
N = 10 and less than 0.4 dB when N = 4. It is also observed
that the performance bounds are a function of the number of
iterations, as can be seen in the cases of 4 and 50 iterations in
both figures. As a result, this asymptotic upper-bound provides
a meaningful bound to the performance of turbo coded systems
when the BER is below 10−3, while it is less useful below
this value.
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Fig. 11. Asymptotic upper-bound turbo coded massive MIMO-OFDM system
with (5, 7)8 Generator and N = 4, Nr = 200 and for different number of
iterations.
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Fig. 12. Asymptotic upper-bound turbo coded massive MIMO-OFDM system
with (5, 7)8 Generator and N = 10, Nr = 200 and for different number of
iterations.
Furthermore, using the LLR equations based on the newly
derived PDF has improved the BER performance of the turbo
coded massive MIMO-OFDM system by 0.8 dB at 10−4
BER. To reduce the cost of using this LLR, we have used
the Newton’s interpolation method to rewrite this equation
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Fig. 13. Simulation of the turbo coded massive MIMO-OFDM system with
(561, 753)8, and N = 10 and Nr = 100, 150, 200.
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Fig. 14. Comparing the number of required received antennas in Gaussian
PDF based LLR and the exact LLR at different transmit and receive antennas.
as a linear polynomial of different orders. According to the
results shown in Fig. 13, the first order approximation has
successfully matched the BER performance of the derived
LLR and reduced the complexity to one multiplication as
shown in Table II.
Finally, Fig. 14 demonstrates the reduction in the number
of required receive antennas when using the exact LLRs
compared to LLRs derived based on the Gaussian assumption
as a function of the SNR. Closer observation of the figure
shows that to obtain a BER performance of 10−5 at an SNR
of -14.6 dB, we need Nr = 400 receive antennas for the
exact LLR computations, while the Gaussian based LLRs
require Nr = 470 antennas to achieve the same performance
at N = 10 users. Thus, using error correction with exact
LLR computations, a reduction of 70 antenna elements and
their corresponding RF chains can be achieved. Furthermore,
increasing the number of users from 5 to 10, to 20 results
in a reduction of 2.4 and 3.5 dB for the approximate PDF
approach respectively. In contrast, for the Gaussian based PDF
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the degradation is in both cases 3 dB.
VIII. CONCLUSION
In this paper, we have derived the BER for massive MIMO-
OFDM systems by deriving and using the approximate noise
PDF after the ZFE. The derived BER has been verified
using the Monte-Carlo simulations for different number of
users and receive antennas and the results have shown close
match between the theory and numerical evaluation. Then,
the PEP has been derived in Section V-A and used to obtain
an upper-bound for convolutionally encoded massive MIMO-
OFDM systems. The results have bounded the performance for
different error weight values and indices, and the upper-bound
performance became very tight for the two selected codes.
In addition, the turbo coded system is bounded within 0.15
dB of the Monte-Carlo simulations by using the derived PEP
and the Dm terms given for the (5, 7)8 PCCC using 4-QAM
scheme. Furthermore, calculating the LLR using the PDF of
(16) improved the performance compared to the Gaussian
assumption resulting in a reduction of the required number
of receive antennas by 70 at an SNR of -14.6 dB. However,
this new PDF increased the computational complexity of LLR
calculations, thus, increasing the overall receiver complexity.
To reduce this complexity and to maintain good performance,
we have suggested an equivalent LLR equation with a low
complexity design using Newton polynomial interpolation.
The performance of this approximated LLR equation showed
a close match to the exact LLR with negligible complexity.
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APPENDIX A
DERIVING THE NOISE PDF
A. Deriving the Gram matrix distribution
The Gram matrix Gk of the MIMO channel Hk can be
written as
Gk = E{HkHHk} ,
=

∑Nr
n=1 |Hn,1(k)|2 0
. . .
0
∑Nr
n=1 |Hn,N (k)|2
 . (44)
Each diagonal element has the following form
ζl,k =
Nr∑
n=1
|Hn,l(k)|2 = ζ1,l(k)+ζ2,l(k)+· · ·+ζNr,l(k), (45)
where the elements ζn,l(k) = (HIn,l(k))
2 + (HQn,l(k))
2 are
real-valued random variables with 2 degrees of freedom. The
characteristic function for these random variables can be
written in the form [37]
ψζk,i(w) =
(
1
1− j2σ2Hw
)
, (46)
The distribution for the summation in (45) can be represented
as Nr convolutions of ζn,l(k), which means Nr multiplications
in the frequency domain. The characteristic function and the
resulting PDF of (45) can be written as
ψζl,k(w) =
(
1
1− j2σ2Hw
)Nr
, (47)
p(ζl,k) =
|ζl,k|Nr−1 exp (− |ζl,k|2σ2H )
(2σ2H)
NrΓ(Nr)
. (48)
B. Deriving the Noise PDF
The real and imaginary parts of the noise term in (7) have
symmetric PDFs, and hence, we will derive a general equation
to represent both parts. First, the noise equation at the output
of the MIMO detector can be written as
1
ζ1,k
0 0
0 1ζl,k 0
... · · · ...
0 0 1ζN ,k


λν1,k
λνl,k
...
λνN,k
 =

λν1,k
ζ1,k
λνl,k
ζl,k
...
λνN,k
ζN,k

=

αν1,k
ανl,k
...
ανN,k
 . (49)
The joint probability of λνl,k and ζl,k can then be written as
[36]
p(λνl,k, ζl,k) = p(λ
ν
l,k)p(ζl,k) =
|ζl,k|Nr−1 exp (− |ζl,k|2σ2H )
(2σ2H)
NrΓ(Nr)
×
Nr∑
n=1
exp(
−|λνl,k|
σHσw
)Γ(Nr + n− 1)
∣∣∣λνl,k∣∣∣Nr−n
(Nr − n)! 2Nr+n−1Γ(n)σHσwNr−nΓ(Nr) ,
(50)
and the substitution of λνl,k = ζl,kα
ν
l,k in this equation will
result in
p(ανl,kζl,k, ζl,k) =
Nr∑
n=1
An exp (−β |ζl,k|) |ζl,k|2Nr−n−1 ,
(51)
where An and β are equal to
An =
∣∣∣ανl,k∣∣∣Nr−n (Nr + n− 2)!(σHσw)n−Nr−1
Γ2(Nr)(2σ2H)
Nr (Nr − n)! 2Nr+n−1Γ(n) ,
β =
σw + 2σH
∣∣∣ανl,k∣∣∣
2σwσH
.
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Now, to find the noise PDF, we must integrate this equation
w.r.t ζl,k as [36], [46]
p(ανl,k) =
∫ ∞
−∞
|ζl,k| p(ανl,kζl,k, ζl,k)dζl,k (52)
p(ανl,k) =
Nr∑
n=1
(Nr + n− 2)!(2Nr − n)!( σw2σH )Nr
2Nr+n−1Γ2(Nr)(Nr − n)!Γ(n) ×∣∣∣ανl,k∣∣∣Nr−n
(
∣∣∣ανl,k∣∣∣+ σw2σH )2Nr−n+1 . (53)
APPENDIX B
VERIFICATION OF INDEPENDENCE
To verify that the two random variables λνl,k and ζl,k can
be assumed to be independent, the following points will be
considered.
First, the central limit theorem (CLT) states that, suppose
X1, X2, . . . Xn are i.i.d. random variables with mean µ and
variance σ2 <∞ and defining
Sn =
1
σ
√
n
n∑
i=1
(Xi − µ) . (54)
Then, for large n, Sn can approximately be considered to be
normally distributed with mean µ and variance σ
2
n [28], [29].
To be more specific, as long as the value n > 10, as stated in
[47] the distribution of Sn approaches the normal distribution.
As such, since Nr ≥ 100, the PDF of the real and imaginary
parts of λl,k =
∑Nr
n=1H
∗
n,l(k)wn,k, can be written in the form
of a normal distribution with N(0, σ2λ) as
p(λνl,k) =
1√
2piσ2λ
exp(−λ
ν
l,k
2
2σ2λ
). (55)
Similarly, the PDF of ζl,k =
∑Nr
n=1 |Hn,l(k)|2 for large Nr,
can be written as N(µζ , σ2ζ )
p(ζl,k) =
1√
2piσ2ζ
exp(− (ζl,k − µζ)
2
2σ2ζ
), (56)
where the theoretical values of σ2λ, µζ , σ
2
ζ are calculated in
Section III. Next, based on this large Nr assumption, the
two Gaussian random variables will be independent if their
covariance is zero. Thus, we will proceed to calculate the
covariance of ζl,k and λνl,k, cζλ, to verify they are independent
random variables. cζλ is computed as
cζλ = E{(ζl,k − µζ)λl,k} ,
= E{ζl,kλl,k} − µζE{λl,k} . (57)
Since E{λl,k} = 0, the covariance of (57) can be written
as
cζλ = E{ζl,kλl,k} ,
= E
{ Nr∑
n=1
|Hn,l(k)|2
Nr∑
m=1
H∗m,l(k)wm,k
}
. (58)
By expanding the inner sum
cζλ = E{
Nr∑
n=1
|Hn,l(k)|2H1,l(k)∗w1,k +
Nr∑
n=1
|Hn,l(k)|2×
H2,l(k)
∗w2,k + . . .+
Nr∑
n=1
|Hn,l(k)|2HNr,l(k)∗wNr,k} ,
(59)
and then expanding the outer sum, we obtain
cζλ = E{|H1,l(k)|2H1,l(k)∗w1,k + |H1,l(k)|2H2,l(k)∗w2,k
+ . . .+ |H1,l(k)|2HNr,l(k)∗wNr,k + |H2,l(k)|2×
H1,l(k)
∗w1,k + |H2,l(k)|2H2,l(k)∗w2,k + . . .+
|H2,l(k)|2HNr,l(k)∗wNr,k + . . .+
|HNr,l(k)|2HNr,l(k)∗wNr,k} .
(60)
Since the channel parameters and the AWGN are indepen-
dently distributed, we can write (60) as
cζλ = E{|H1,l(k)|2H1,l(k)∗}E{w1,k}+
E{|H1,l(k)|2H2,l(k)∗}E{w2,k}+ . . .+
E{|H1,l(k)|2HNr,l(k)∗}E{wNr,k}+ . . .+
E{|HNr,l(k)|2HNr,l(k)∗}E{wNr,k} . (61)
The AWGN has zero mean which makes the term E{wm,k} =
0, and the covariance cζλ = 0. As a result, we have two
independent Gaussian distributed random variables [29], and
their joint probability can be written as shown in (15).
APPENDIX C
ERROR WEIGHTS
TABLE III
RATE 1/2 ERROR WEIGHTS FOR SELECTED CODES [17], [18]
Generators (23, 35)8 (247, 371)8
K, dfree 5,7 8,10
cdf 4 2
cdf+1 12 22
cdf+2 20 60
cdf+3 72 148
cdf+4 225 340
cdf+5 500 1008
cdf+6 1324 2642
cdf+7 3680 6748
cdf+8 8967 18312
cdf+9 22270 48478
cdf+10 57403 126364
cdf+11 142234 320062
cdf+12 348830 821350
cdf+13 867106 2102864
cdf+14 2134239 5335734
cdf+15 5205290 13549068
cdf+16 12724352 34254388
cdf+17 31022962 86441848
cdf+18 75250693 217480314
cdf+19 182320864 545858054
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