Monte Carlo algorithms are commonly used to identify a set of models for Bayesian model selection or model averaging. Because empirical frequencies of models are often zero or one in high dimensional problems, posterior probabilities calculated from the observed marginal likelihoods, re-normalized over the sampled models are often employed. Such estimates are the only recourse in several newer stochastic search algorithms. In this paper, we prove that renormalization of posterior probabilities over the set of sampled models generally leads to bias which may dominate mean squared error. Viewing the model space as a finite population, we propose a new estimator based on a ratio of Horvitz-Thompson estimators which incorporates observed marginal likelihoods, but is approximately unbiased. This is shown to lead to a reduction in mean squared error compared to the empirical or re-normalized estimators, with little increase in computational costs.
Introduction
The advent of Markov chain Monte Carlo (MCMC) algorithms greatly expanded Bayesian model selection and model averaging (BMA) in regression problems that precluded enumeration (see Hoeting et al. (1999) and Clyde & George (2004) , and references therein). For variable selection, a model M γ may be represented by a binary vector γ ∈ Γ ≡ {0, 1} p of indicators specifying the inclusion/exclusion of the p potential predictors. Posterior inference is based on constructing an aperiodic and positive recurrent Markov chain γ (0) , γ (1) , . . . on Γ such that the stationary distribution, π, is the posterior distribution
where p(M γ ) is the prior probability of model M γ and the marginal likelihood of model are available re-normalized estimates (RN) of posterior probabilities for models may be obtained by replacing Γ in (1) with S T , the set of unique sampled models. As with MC estimators, models not in S T have estimated probability zero. The RN estimates provide exact Bayes factors for comparing any two models and have been used in various contexts by Clyde et al. (1996) ; George & McCulloch (1997) ; Raftery et al. (1997) and more recently by Scott & Carvalho (2008) and Clyde et al. (2011) in search algorithms where MC estimators are not available. George (1999b,a) suggest that using the re-normalized model probabilities may lead to substantial improvements over the MC estimates. Recent simulation studies comparing RN and MC estimates, however, have lead to mixed results. Some of the latest stochastic search algorithms which exclusively use RN estimators use adaptive estimates of marginal inclusion probabilities to guide the search for models with high posterior probability, but without ensuring that samples are generated according to the posterior distribution over models (Berger & Molina, 2005; Scott & Carvalho, 2008; Clyde et al., 2011) . Heaton & Scott (2010) note that while these search algorithms typically find models with higher marginal likelihoods than standard MCMC algorithms, they paradoxically had poorer performance for estimation of inclusion probabilities than the MC estimates from MCMC. In the context of sampling without replacement using the BAS algorithm, Clyde et al. (2011) found that RN estimates from BAS had much smaller mean squared errors for estimating inclusion probabilities, than either MC or RN estimators from MCMC sampling. Garcia-Donato and Martínez-Beneito (GD-MB) in a 2011 technical report 1 demonstrated in a larger scale simulation that inclusion probabilities based on MC frequencies however were preferable to the RN estimates from either BAS or Berger & Molina.
These results motivate the current work to better understand theoretical properties of the RN estimator in conjunction with the sampling method. We provide a formal proof of why RN estimates from most stochastic search algorithms are biased. We propose an alternative estimator based on the Horvitz-Thompson estimator from finite population sampling, which incorporates marginal likelihoods of visited models as in the RN estimator, but also enjoys an approximate unbiasedness property by taking into account the unequal probability of sampling models. We demonstrate that this estimator may lead to a smaller mean squared error than both MC and RN estimates.
Estimation in BMA
Our goal is to estimate quantities under model averaging of the form
where various choices of ∆(M γ ) lead to posterior model probabilities (
If models are generated independently from p(M γ | Y ), then the MC estimatorp M C is shown by GD-BM to be equivalent to the Hansen-Hurwitz (HH) estimator in the sample survey literature (Hansen & Hurwitz, 1943) , or more generallŷ
Proposition 1. Given an aperiodic and positive recurrent Markov chain γ (0) , γ (1) , . . . on Γ, an initial distribution α and transition matrix P = (p ij ) such that the stationary distribution is π = p(· | Y ), letp MC denote the vector of Monte Carlo frequencies (f γ /T ). Then
Proof. Let M (t) denote the state of the model γ (t) at time t, then
Ergodicity implies thatp MC (M j | Y ) is asymptotically consistent (hence unbiased) as T → ∞. Furthermore, because Γ is a finite state space, the chain is uniformly ergodic and hence under existence of a second moment √ T (∆ MC − ∆) converges weakly to a normal distribution with mean zero and variance σ 2 ∆ . For finite samples under an arbitrary initial distribution the MCMC estimator is not unbiased, as π S t = p(M t | Y ). While trace plots may suggest "convergence" to the stationary distribution, bias may still be present because the chain may have a low probability of transitioning from one high probability state to another given the initial state; a problem in practice with highly correlated variables in high dimensional spaces and one coordinate at a time update schemes (Nott & Green, 2004) . Modifying the transition kernel and increasing the number of iterations of the MCMC algorithm can be used to reduce bias of MC estimates in finite samples.
In finite population sampling, the minimal sufficient statistic is the unordered set of distinct labeled observations (Thompson, 1992, Chapter 3) , in this case, the model indices and values
is not a function of the minimal sufficient statistic, however, a Rao-Blackwell estimator with smaller mean squared error may be obtained by taking conditional expectations given the minimal sufficient statistic. Unfortunately, the resulting estimator is difficult to compute (even with independent sampling), and rarely used in practice. An alternative estimator that is a function of the minimal sufficient statistic is the Horvitz-Thompson (HT) estimator (Horvitz & Thompson, 1952) . By using HT estimators for the numerator and denominator of (2), we may construct an estimator that is approximately unbiased, a function of the observed marginal likelihoods, and with smaller mean squared error. We first consider ratio estimators to unify the different methods and then discuss how to construct HT estimators in the context of MCMC sampling . 146  147  148  149  150  151  152  153  154  155  156  157  158  159  160  161  162  163  164  165  166  167  168  169  170  171  172  173  174  175  176  177  178  179  180  181  182  183  184  185  186  187  188  189  190  191  192   4 M. A. Clyde and J. Ghosh 3. Ratio Estimators Using the set of unique sampled models S T , estimators of (2) may be expressed as:
for various choices of a γ and b γ . We generalize the result of Hartley & Ross (1954) to obtain an exact expression for the bias of ratio estimators as in 4) under general sampling.
and let r denote a ratio estimator of ∆ given by equation (4) 
The bias of the ratio estimator r is
and the absolute relative bias (ARB) is
Proof. Starting with the covariance of r andb, cov(r,
and dividing by s r completes the proof.
As ratio estimators are not unbiased, efficiency of different methods is made on the basis of mean squared error. Lemma 1. A first order approximation to the mean squared error of the ratio estimator in (4) is
Proof. The first two terms of a Taylor's series expansion of f (a, b) = a/b about the point (∆ num , ∆ den ) lead to David & Sukhatme (1974) provide justification and bounds to the approximate bias and MSE of ratio estimators. This leads to our main result:
Theorem 2. Let π S (M γ ) denote the probability that model M γ is included in the set of unique models S T from a sample of size T . Set Thompson estimatorsā andb are 195  196  197  198  199  200  201  202  203  204  205  206  207  208  209  210  211  212  213  214  215  216  217  218  219  220  221  222  223  224  225  226  227  228  229  230  231  232  233  234  235  236  237  238  239  240 Finite Population Estimators in SSVS 5 unbiased estimators of ∆ num and ∆ den , respectively, and the ratio estimator r =ā/b is approximately unbiased for estimating ∆, with approximate variance (MSE)
The unbiasedness of b follows similarly. As E(ā − ∆b)/∆ den = 0, r is approximately unbiased and the approximate MSE (variance) of r is obtained from the linear approximation in Lemma 1.
From Theorem 2, it is clear that the renormalized estimator is approximately unbiased only in the case of simple random sampling (with or without replacement) where each model has an equal probability a priori of being selected in the sample, however this design is seldom used. In the next section, we propose a method for computing HT estimators in practice in order to reduce bias while incorporating marginal likelihoods from sampled models using the minimal sufficient statistics.
Ratio Horvitz Thompson Estimators for MCMC Sampling
For Monte Carlo sampling from the posterior distribution, the HT weights are the probability that model M γ is included in a sample of size T ,
Direct calculation of π S (M γ ) is possible under MCMC sampling, however, it involves calculation of the 2 p × 2 p single step transition matrix, where p is the number of covariates. The order of the computation will be magnitudes higher than enumerating the model space, making exact HT estimators impractical. We instead propose an approximation to π S (M γ ) based on thinning the chain so that the remaining T * samples are approximately independent. This results in little loss of information as the Horvitz-Thompson estimate uses the unique labels, rather than the number of repeat visits. Because p(M γ | Y ) in known up-to a proportionality constant, we use a simulation consistent estimate of the normalizing constant
where A is the set of unique models based on running a second independent Markov chain (George & McCulloch, 1997) . (7) and T by the length of the thinned chain T * provides a simulation consistent estimate π S (M γ ) of the model inclusion probabilities, which are then used in Theorem 2 to construct ratio Horvitz-Thompson estimators for quantities of interest. An estimate of the variance from (6) may be obtained by using the standard Horvitz-Thompson expressions for the variance (Thompson, 1992 , page 69) using the variable z γ = (a γ −∆b γ )/∆ den . While the Horvitz Thompson estimators for estimating ∆ num and ∆ den are unbiased and functions of the minimal sufficient statistics, minimal sufficient statistics for finite population sampling are not complete and there is no unique minimum variance (mean squared error) estimator. Simulation studies provide evidence that the HT estimator provides reductions in MSE over the MC and RN estimators. 
5.
Simulations We use a simulation design similar to the study in Nott & Kohn (2005) , but increase the dimensionality from p = 15 to p = 20 and introduce two variables with a correlation of 0.99. The first 15 columns of our 50 × 20 design matrix X are generated exactly as in Nott & Kohn (2005) . Columns 16-19 are generated using independent N(0, 1) variables and column 20 is generated to have a 0.99 correlation with column 19. The response is generated as Y ∼ N(α1 + Xβ, 2.5 2 I) where α = 4, β = (2, 0, 0, 0, −1, 0, 1.5, 0, 0, 0, 1, 0, 0.5, 0, 0, 0, 0, −1, 1, 4) , 1 is a column of ones. For illustration, we use Zellner's g-prior with g = n (Zellner, 1986) for model-specific parameters, which leads to a closed form expression for the marginal likelihood of a model and set p(M γ ) = 1/2 p . We use a Metropolis-Hastings (MH) algorithm with add/delete steps and random swap proposals as described in Clyde et al. (2011) Table 1 . Average bias, average square root of mean squared error (RMSE), and estimated standard error (ŝ) or RMSE for the simulated data. Values reported in the table for bias, RMSE, and s are multiplied by 10 2 for ∆ = γ j and by 10 4 for ∆ = I(γ).
We run the MH algorithm for 10,000 iterations, discarding the first 1,000 samples as burn-in for MC and RN. For HT we thin the chain by retaining every 10th sample to reduce dependence of draws. For computingĈ for the HT estimator, we run a second chain of 1,000 iterations to determine the set A. Bias and square root of the mean squared error (RMSE) for estimating posterior marginal inclusion probabilities and posterior model probabilities are summarized in Table 1 and are based on running the MH algorithm 100 times with different random starting points generated uniformly. To estimate the bias in estimating ∆, for a scalar quantity, e.g. the variable inclusion indicators γ j , we use the average bias over 100 replicates. For a Q dimensional vector, e.g. the 2 20 dimensional vec-289  290  291  292  293  294  295  296  297  298  299  300  301  302  303  304  305  306  307  308  309  310  311  312  313  314  315  316  317  318  319  320  321  322  323  324  325  326  327  328  329  330  331  332  333  334  335  336 Finite Population Estimators in SSVS 7
tor of model indicators, we report the aggregate bias, given by ( Q q=1 (bias(∆ q )) 2 /Q) 1/2 . The mean squared error for a scalar quantity is MSE(∆) = 100 i=1
/100 while for vectors we report the average mean squared error over the components.
The ratio HT estimator appears to be comparable to the MC estimator in terms of bias (Table 1) , where the bias in either case is negligible (roughly 1% for inclusion probabilities). In MCMC models are sampled according to their posterior probabilities, so that predictors with posterior inclusion probability greater than 0.5 will be oversampled and similarly those with posterior inclusion probability less than 0.5 will be undersampled. As the RN estimator does not take into account the sampling procedure; it systematically overestimates the larger inclusion probabilities and underestimates the smaller inclusion probabilities. As the MCMC sampler visits the same top models over most of the 100 replicates, the RN estimates of inclusion probabilities exhibit low variability and the RMSE in Table 1 is dominated by the bias term.
We also compute the bounds on the absolute relative bias provided by Theorem 1 for inclusion probabilities. For ratio estimators with unbiased estimates of the numerator and denominator, ρ = ∆ and the ARB from Theorem 1 for any ∆ is bounded by the coefficient of variation CV for the normalizing constant; for RN the CV = 0.014, while for HT the CV = 0.082 (based on a 10% thinned MCMC). For RN and the approximate ratio HT estimator, there is an extra term |ρ − ∆|/s r in the bound; the bounds range from 0.10 to 0.44 for HT and from 1.60 to 11.26 for RN for inclusion probabilities not equal to 1.0. This term is of the same order of magnitude of the CV for HT, but clearly dominates the ARB for RN. Running the MCMC ten times longer, the ARB for RN remains the same or doubles (50% of the cases) suggesting that the bias is decreasing at a slower rate than the standard deviation. For HT, the ARB generally decreases with longer runs. In both scenarios the bounds on ARB are fairly tight.
While we would like bias to be small, MSE is more important in practice. We find that the estimates of approximate variance (MSE) from Lemma 1 are in close agreement with the MSE for HT. HT typically has the smallest RMSEs for inclusion probabilities, where it is approximately 50% more efficient than MC for inclusion probabilities near 0.5. RN is slightly better in terms of MSE for inclusion probabilities near 1, where the numerator and denominator are highly correlated reducing the bias as suggested by Theorem 1. For estimating model probabilities HT clearly has a smaller MSE than either MC or RN, which will translate into more efficient estimates for BMA.
Discussion
Renormalized estimators provide exact posterior quantities under enumeration of model spaces and are consistent, but will lead to biased estimators in finite samples as the estimator does not account for unequal sampling probabilities. In larger model spaces where a significantly smaller fraction of the model space may be sampled, both bias and variability in RN estimates may be much larger than MC estimators (as seen in GD-MB). Our results suggest that the ratio of Horvitz-Thompson estimators may improve upon both MC and RN estimators. While both HT and RN use marginal likelihoods of unique sampled models (leading to a reduction in variance), the ratio Horvitz-Thompson estimator takes into account the unequal sampling probabilities of models in order to construct unbiased estimates. This is closely related to reweighting in importance sampling. Hesterberg (1995) discusses alternative methods for constructing weights in im-339  340  341  342  343  344  345  346  347  348  349  350  351  352  353  354  355  356  357  358  359  360  361  362  363  364  365  366  367  368  369  370  371  372  373  374  375  376  377  378  379  380  381  382  383  384   8 M. A. Clyde and J. Ghosh portance sampling and found that regression estimators could improve upon the simple ratio estimate usually employed in importance sampling. Adapting regression estimators (calibration estimators (Theberge, 1999) ) or model based methods from the sample survey literature may provide additional improvements for BMA.
