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Abstract
Hearing sense has an important role in our daily lives. During the recent years,
there has been many studies to transfer this capability to the computers. In this
dissertation, we design and implement deep learning based algorithms to improve the
ability of the computers in recognizing the different sound events.
In the first topic, we investigate sound event detection, which identifies the time
boundaries of the sound events in addition to the type of the events. For sound
event detection, we propose a new method, AudioMask, to benefit from the object-
detection techniques in computer vision. In this method, we convert the question of
identifying time boundaries for sound events, into the problem of identifying objects
in images by treating the spectrograms of the sound as images. AudioMask first
applies Mask R-CNN, an algorithm for detecting objects in images, to the log-scaled
mel-spectrograms of the sound files. Then we use a frame-based sound event classifier
trained independently from Mask R-CNN, to analyze each individual frame in the
candidate segments. Our experiments show that, this approach has promising results
and can successfully identify the exact time boundaries of the sound events. The code
for this study is available at https://github.com/alireza-nasiri/AudioMask.
In the second topic, we present SoundCLR, a supervised contrastive learning based
method for effective environmental sound classification with state-of-the-art perfor-
mance, which works by learning representations that disentangle the samples of each
class from those of other classes. We also exploit transfer learning and strong data
augmentation to improve the results. Our extensive benchmark experiments show
that our hybrid deep network models trained with combined contrastive and cross-
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entropy loss achieved the state-of-the-art performance on three benchmark datasets
ESC-10, ESC-50, and US8K with validation accuracies of 99.75%, 93.4%, and 86.49%
respectively. The ensemble version of our models also outperforms other top ensem-
ble methods. The code for this study is available at https://github.com/alireza-
nasiri/SoundCLR.
Finally, we analyze the acoustic emissions that are generated during the degrada-
tion process of SiC composites. The aim here is to identify the state of the degradation
in the material, by classifying its emitted acoustic signals. As our baseline, we use
random forest method on expert-defined features. Also we propose a deep neural
network of convolutional layers to identify the patterns in the raw sound signals. Our
experiments show that both of our methods are reliably capable of identifying the
degradation state of the composite, and in average, the convolutional model signifi-
cantly outperforms the random forest technique.
v
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Identifying sounds is one of the major capabilities of the humans. Identifying specific
sounds and associating them with certain actions, are stored in humans memory
and helps us in the everyday life [145]. We react to the auditory warnings from the
environment [159], like when we become fully alert when we hear a glass breaking or
dodge when the sound is more similar to a gun shot.
Acoustics have far reaching impact in the scientific community too. Figure 1.1
by [88] shows the famous "Lindsay’s Wheel" which depicts the scope of acoustics and
its relation with other disciplines such as oceanography, medicine, mechanical, and
architectural.
During the recent years, artificial neural networks have been in the heart of the
research in many data processing tasks. In these models, high volume of data and
computational power are employed in order to identify the patterns in the data.
These models, because of the large number of parameters organized in the consecutive
layers in them, are called deep learning models. Signal processing is one of the
fields that have been greatly impacted by this new surge. Due to availability of
the computational resources and large amounts of labeled data, deep learning based
methods outperform traditional signal processing methods on a large scale [126].
Sound signal analysis in the shape of speech recognition was one of the earliest
fields that used deep learning methods [65]. Shortly after, the environmental sound
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Figure 1.1 Lindsay’s Wheel of Acoustics from [88], shows the far-reaching impact
of study of acoustics in other scientific fields.
analysis followed the same path indulging the new advances [15, 64]. These studies
include a range of tasks. One is sound event detection which is identifying the type
of the event in the sound [78, 114]. Here, sound events refer to sound signals that
are easily distinguishable from the constant sound of the environment. In the sound
event detection, we deal with two different types of labels for the data. One is called
the strong labels and the other one is the weak labels. In the strong label, the time
boundary for the event is specified, where in the weak labels only presence of the
event in the sound file is identified. sound event detection with strong labels can be
challenging because there are not many datasets available which have strong labels.
The main reason is that strong annotation of the sound can be too expensive since
it usually requires a human to listen to the sound and identify the start and the end
points of the event.
Another popular task in non-speech sound signal processing is environmental
sound classification which identifies the type of the events based on the sound signals
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[24, 48, 82, 164]. Environmental sound classification has a variety of applications in
autonomous cars [32], robot navigation [81], and surveillance systems [21]. One of
the more recent applications of the environmental sound classification is identifying
chainsaw sound in the forests [111]. Identifying screaming sound in public and home
environments [176, 70] is another practical application of the sound classification.
Due to the noise-like nature of some of these sound events, correctly identifying
them, can be very challenging.
1.2 Scope of the Proposed Research
In this dissertation proposal, we focus on three topics:
1) As described before, audio event detection is one of the most important tasks
in non-speech audio analysis. With so many work already done in the field of object
detection in images, we investigate the adaptation of one of the state-of-the-art models
in object detection, Mask R-CNN [58], into audio event detection field. We propose
a method called AudioMask, which uses Mask R-CNN to identify potential events
in the audio spectrograms and we use a classifier to look into these potential events
more closely and analyze them in a finer level to decide whether to confirm those
regions as true events or reject them.
2) Environmental audio classification is one of the focus points of the audio anal-
ysis studies. We present SoundCLR, our proposed method in using the supervised
contrastive loss and the cross-entropy loss to achieve the state-of-the-art results on
three benchmark datasets in the environmental sound classification task. In this
study, we explore three different training schemes for the audio classifiers which are
training with the cross-entropy, supervised contrastive, and the hybrid loss function.
In our proposed hybrid loss function, the contrastive loss is applied on the represen-
tation space to disentangle the representations of the samples of the different classes
from each other, while the cross-entropy function calculates the loss between the out-
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put probability values and the ground-truth labels. We run our our experiments using
these loss functions and discuss our results on ESC-10, ESC-50 [122], and US8K [140]
datasets.
3) Another part of our work is acoustic emission analysis. More specifically, we
analyze very short audios generated by the SiCf - SiCm composite tubes, during
their open-end burst tests to identify the state of the material. There are a group of
expert-crafted features for the audios that are traditionally used for acoustic emission
analysis. We use random forest with these features to build our baseline model. We
also created a deep learning model using convolutional layers. Due the small length of
the audios, we use raw waves as the one-dimensional input to the model rather than
frequency-time representations. Our experiments shows that both random forest and
deep learning models can be a reliable tool in monitoring state of the degradation
in SiC composite tubes and in average our proposed convolutional neural network
(CNN), outperform the random forest models.
1.3 Structure of the Dissertation
In chapter 2, we provide a brief review of the audio analysis and common research
trends, along with some background knowledge on the machine learning methods
that we used in our studies. In chapter 3, we present a method to identify the time
boundaries of audio events and discuss our experiments and results. In chapter 4,
we discuss the environmental audio classification, previous studies and our proposed
method, SoundCLR, which is based on contrastive learning of the audio events. Fur-
thermore, we explain our experimental setup and the state-of-the-art results in the
environmental audio sounds classification task. In chapter 5, we analyze the short
audio signals generated by the SiC composites during its degradation process. We in-
troduce two methods based on the random forest and convolutional neural networks.
The conclusion and future work is presented in chapter 6.
4
The related work to each one of our studies in audio event detection and classifi-





The research on sound signal analysis can be divided into speech, and non-speech
sound analysis. In the speech analysis, the sound contains spoken words of one or more
humans and it covers multiple topics. The most popular research topics in the speech
analysis includes automatic speech recognition [74, 175], speaker identification [131,
132], emotion recognition [18, 36], identifying stage of some diseases such as Parkinson
[50, 105], and noise removal [146, 3]. In the speech recognition, the research is being
conducted in making the machines capable of understanding the spoken words. Also,
the stage of some diseases such as Parkinson and Alzheimer can be identifies by
analyzing the speech of the patients [17, 90].
In the non-speech sound analysis, sound signals contain sounds generated by
sources other than humans, such as environmental sounds, sounds generated by an-
imals, and music. The most popular topics in the non-speech sound processing are
sound event detection and classification [125, 6, 96], acoustic scene classification [7,
95, 49], sound source separation [166, 165], and automated sound captioning [34, 35].
Since these research topics are more aligned with the scope of our research, we further
explain each one of them here with more details.
2.1.1 sound Event Detection and Classification
The task of sound event detection is identifying a dominant event over the background
sounds. This task aims to detect the start and end of the sound event in addition
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to the type of the event [120]. Identifying the type of the event in an sound segment
is called sound classification. Figure 2.1 shows the general process in the sound
classification and the sound event detection.
Babycry






Figure 2.1 Outcome of the sound event classification and sound event detection.
Sound event detection and classification can be used in a variety of areas including
wild-life monitoring [91] surveillance [25], and health monitoring [115, 101]. The
general approach for detecting the time boundary of a sound event, is to break the
sound to smaller segments of about 20 - 40 nanoseconds, and analyze each one of the
segments. The conventional methods in machine learning such as Gaussian mixture
models, analyze each segment in isolation, where hidden Markov models and recurrent
neural networks can capture the temporal dependencies among the segments too.
2.1.2 Acoustic Scene Classification (ASC)
Computational auditory scene analysis was introduced first in 1994 in order to model
humans’ sound perception [163]. It deals with identifying the acoustic environment
based on its audio signal. Scene analysis has great importance in devices that need
environmental awareness [128]. The environment can be defined based on the social
context or physical location, such as park, street, meeting, and party. The acoustic
scene analysis, also has application in video scene analysis and classification [89].
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The challenge in the ASC, is that the recording from a specific environment can
include sounds from multiple sources where only a few of those sounds provide useful
information on the scene of the recording. Some of the research studies in ASC focus
on identification and separation of the few informative audio events from the rest
of the signal [9]. More recent research trends in this field is shifted towards using
deep neural networks to extract the discriminative features rather than using specific
filters to calculate the features of the audio segments [116, 118].
2.1.3 Sound Source Separation
Sound source separation refers to the process of separating sounds coming from differ-
ent sources in a mixture. This fields has a wide range of application such as identifying
the noise signal and removing it from the sound, or separating the sound of an mis-
tuned instrument in a music segment and modifying that sound [39]. The sound
source separation is a more recent field of research compared to audio event detection
and scene classification. Humans are capable of identifying the sound components
easily, but the computational modeling of this capability is proven to be limited in
their source separation power [167].
The methods to separate the sound sources can be divided to two groups of data-
adaptive, and model-based separation [19]. In the data-adaptive technique, there is
no prior information on the sources’ signals and they are calculated from the data,
where in the model-based methods aim to develop a parametric estimation of the
source signals.
2.1.4 Automated sound Captioning
The automated sound captioning can be considered as the most recent field of study
in the non-speech audio analysis. In this field, the task is to describe the audio with
free text. It can be considered as a research field between the audio analysis and
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natural language processing since the input the model is an audio segment, and the
output is a description of the events in that audio segment. The audio captioning
here is different from the audio detection, as the model does not output the type of
the events or their start and end time, rather it describes the audio segment in the
same way that a human would [34].
The small number of studies that have been conducted in this field, are all using
deep neural networks to map the audio to their captions [34, 154, 171].
2.2 Sound Representations
Due to the high dimensionality of the raw wave-form of the audio signals and their
high sensitivity to the noise, they are rarely used as the input to the algorithm [69,
73, 113]. More compact representations of audio, which reduce the dimensionality by
preserving only the most descriptive information, is a more popular choice to be used
as an input. In this section, we briefly explain the most common feature extraction
methods for the audio signals.
2.2.1 Spectrograms
Short-time Fourier Transform (STFT) is a common method to extract the frequency
domain representation of a signal from its amplitude values [144]. A sliding window
divides the signal to smaller segments. The signal inside each segment is multiplies
by a window function such as Hamming or Hanning to prevent spectral leakage.
The result of extracting the frequency values of the audio segments through the
sliding window is 2-D representation, called spectrogram, where each value specifies
the strength of a frequency band in a specific time in the audio signal. Figure 2.2




The sliding window moves along the time axis and uses STFT








Figure 2.2 Extracting Frequency-Time values from the wave signal using STFT
and sliding window.
2.2.2 Log-Scaled Mel-Spectrograms
The mel scale is developed based on the humans hearing sense [150, 160]. We are
better in identifying the differences between the lower frequency values rather than
the higher ones. Mel scale is designed to reflect this attribute of the human hearing
perception and it is comprised of the bands that are smaller for low frequency values
and wider for the higher ones. The spectrograms that use mel scale to combine the
near-by frequency bins, are called mel-spectrograms.
Furthermore, for human ear to perceive a sound twice as loud, the amplitude of
the sound should be about 10 times higher. To use this fact in making the audio
representations closer to the human’s hearing sense, we calculate the log-scale of the
mel-spectrograms. Figure 2.3 shows an example of converting a spectrogram into a
log-scaled mel-spectrograms.
2.3 Datasets
In the non-speech audio analysis and specifically in the audio event detection and
classification, one of the major issues remains to be the lack of publicly-available
large labeled datasets. The current datasets are much smaller compared to the image







Figure 2.3 Using mel-scale filter banks to create a mel-spectrogram from the
spectrogram and then calculating the log of the mel-spectrogram.
Here we introduce some of the most common datasets in the audio event detection
and classification.
2.3.1 Audioset
Audioset [47] is the largest dataset in audio event detection with more than 2 million
human-labeled sound segments with a hierarchical ontology of 632 classes. Each audio
segments is extracted from a YouTube video and is 10 seconds long. This dataset is
created by the researchers in Google, and its sound signals are not publicly available
due to the privacy issues. Instead a feature vector, which is the output of a pre-
trained Resnet model for each audio segment is published, which severely constraints
the the utilization of this dataset in the audio analysis researches.
2.3.2 ESC-50 and ESC-10
The ESC-50 dataset [122] includes 2000 audio samples from 50 classes. Each sample
is 5 seconds long. The samples are divided among 5 balanced folds. The classes can
be divided into five major categories: animals, natural soundscapes and water sounds,
non-speech human sounds, interior/domestic sounds, and exterior/urban sounds. The
ESC-10 is a subset of ESC-50 with 400 samples in 10 classes.
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2.3.3 UrbanSound8K
The UrbanSound8K or in short US8K [140], has 8732 samples from 10 different
classes with varying length of up to 4 seconds. The classes are air conditioner, car
horn, children playing, dog bark, drilling, engine idling, gun shot, jackhammer, siren,
and street music. The sound segments in US8K, have different sampling rates and
can be mono or stereo.
2.3.4 Freesound
Freesound is not a dataset but an online platform to collaboratively create open audio
datasets [42]. Sounds are uploaded and labeled by its users. It contains more than
400k audio segments.
2.3.5 FSD50K
FSD50K is a new dataset that was introduced in 2020 [43]. It contains more than 51k
audio samples from 200 classes. The samples have been labeled using the Audioset
ontology. In total, this dataset contains 100h audio.
2.3.6 Million Song Dataset
The million song dataset contains more than one million contemporary music tracks
where most of them are pop/rock songs [10]. This dataset was created for music
information retrieval. However, the audios are not publicly available, and only a set
of calculated features for each audio file is published.
2.3.7 TUT Acoustic Scenes
This dataset was released for the DCASE 2016 challenge [98]. Audio samples are
30 seconds long and they belong to one of 15 acoustic scenes: lakeside, beach, bus,
cafe/restaurant, car, city center, forest path, grocery store, home, library, metro
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station, office, urban park, residential area, train, and tramway. The dataset is
divided to 4 folds for cross-validation.
2.3.8 GTZAN
GTZAN is primarily used in music genre classification and is composed of 1,000 music
audio excerpts, each 30 seconds long, labeled in ten categories [161]. In addition to
its small size, it was also discovered that it suffers from repetition and mislabeling
[152].
2.4 Conventional Machine Learning Methods in Audio Event
Detection and Classification
The conventional machine learning methods in this field includes Gaussian mixture
models (GMMs) [6, 96, 183], hidden markov models (HMMs) [181, 115], support
vector machines (SVMs) [22, 53, 155], and random forests (RFs) [119, 177]. We briefly
review each one of these methods and their application in sound event detection and
classification here.
Gaussian Mixture Models (GMMs) are generative models which identify the prob-
ability density of the components within a mixture. Expectation Maximization [102]
is a common method in identifying the probability distribution of each one of the
components. In recognizing sound events, each sound class acts as a component and
the model is trained to identify the parameters related to the distribution of each
one of the sound classes [6]. Since in GMM, each segment of the audio signal is pro-
cessed in isolation, it does not capture the temporal dependencies in the signal. In
[61], Hidden Markov Models (HMMs) are used to capture the context information to
detect the audio events. A HMM considers previous audio segments along with the
one that is being processed, to classify the current segment [143].
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Support Vector Machines (SVMs) are discriminative models that separate data
samples using hyperplanes in the high-dimensional space [60]. SVMs are applied
in audio event classification where a sliding-window breaks the audio into smaller
segments and each segment is classified independently [155, 123]. However, SVM
scales superlinearly with the size of the dataset and is not able to handle large scale
data efficiently.
Random forest (RF) is a machine learning method that uses an ensemble of deci-
sion trees, and can be used for classification or regression [13]. Each decision tree if a
RF model is trained with a subset of the training data, independently. In inference,
each tree outputs a label for the input sample and the final prediction is calculated
by the majority voting technique. The RF models are used to classify the audio event
classification and detection [119, 177], where a group of calculated features for each
audio segment is used to train the RF model to identify the event in that segment.
In the recent years, deep neural networks have become the dominant method
in audio event detection and classification [28, 173]. We will briefly introduce the
common layers in the neural networks later in this chapter and we will review their
application in audio event detection and classification in the chapters 3, 4, and 5.
2.5 Deep Learning
Artificial Neural Networks (ANNs) are inspired by how neurons in human brain per-
form various cognitive functions [124]. In the humans, different signals activate dif-
ferent neurons. The neurons map the input signal to a cognitive representation. In
ANNs, each neuron computes a weighted sum of its input signal and passes the result
through a linear or non-linear activation function. Similar to the human brain, the
input signals passes through the layers of inter-connected neurons to be mapped to
the output signal. The first layer of neurons that receives the input signal is called the
input layer, and the last layer that generates the output signal, is called the output
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layer. All of the layers between the input and the output layers, are called the hidden
layers. Figure 2.4 depicts the architecture of a multi-layer preceptron (MLP) model


















Figure 2.4 Architecture of a MLP model. The size of input is 3 and there is only 1
output value. Each hidden layer has 4 neurons.
The origins of the ANNs can be traced back to 1943, where McCulloch and Pitts
created a linear model to recognize two different types of input [92]. In 1958, Rosen-
blatt proposed an algorithm for pattern recognition, perceptron, with two learning
layers [134]. The backpropagation algorithm formalized in [135], was applied to mod-
ify the weights of the connections in the model to minimize the difference between
the calculated output and the desired one. The next breakthrough happened when
in 2006, Geoffrey Hinton showed that multiple stacked layers of neural networks can
be trained using a method called greedy layer-wise pre-training [66]. The term “deep
learning” or “deep neural networks” started to be commonly used to refer to the
neural nets with two or more hidden layers. By adding more layers and more units
within a layer, a deep network can represent functions of increasing complexity [51].
One constraint for training deep models with millions of parameters is the need for
large datasets. In the supervised learning scheme, having a large number of labeled
data makes it possible for the model to learn the mapping function from the input
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data samples to the output values. More recently, the power of internet have made it
easier to create large labeled datasets. ImageNet with about 3.2 million labeled im-
ages first was publicly presented in 2009 [30], and by now, the number of its samples
has grown to about 14 million.
The availability of the large datasets, made it possible to train deeper and larger
neural nets. In 2012, AlexNet [77], a model with 5 convolutional layers and 3 fully-
connected ones, won the 2012 ImageNet LSVRC-2012 competition by a large margin
compared to the second one. From then, neural networks with larger number of
parameters and more stacked layers have substantially increased the performance of
the models in different tasks. For example, the ResNet model introduced in 2016 [57],
can have up to 152 layers and 60 million parameters. The ResNet-152 has improved
the top-1 classification accuracy on the ImageNet to 78.3 %. This achievement is
more impressive if we consider that only 4 years prior, AlexNet achieved the state-
of-the-art results at that time on the ImageNet with the top-1 classification accuracy
of about 57 %.
2.5.1 Hyperparameters
Hyperparameters define the structure of the model, along with the training methods
in the deep neural networks. Determining appropriate values for these hyperparam-
eters can directly affect the performance of the model [71]. Here, we describe some
of the most important hyperparameters.
• Batch-size is the number of training samples that would be used as the input
to the model, in the training stage. The loss value will be calculated based
on the difference between the desired output and the calculated one for all of
the samples, and the parameters of the model will be updated based on that
loss signal. So, if the batch size is too small, the training process will become
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unstable, and if the batch size is too large, then the loss signals of the samples
can cancel each other and the model won’t be trained to perform its best.
• Learning-rate identifies the step size that is used to update the parameters
of the model at each iteration, in order to minimize the estimated error. Too
small learning rate can result in a longer training process and too large value for
the learning rate can cause the model to diverge or converge to a sub-optimal
parameter values.
• Number of hidden layers is closely related to the complexity of the function
that the model is learning. Higher number of the layers, means that the function
can identify more complex relations between the input and the output. Also,
to train a deeper model, more data is required too.
• Number of epochs identifies the number of the iterations in the training
stage. At each iteration, model is exposed to all of the samples in the training
dataset and adjusts its parameters based on the calculated loss value. These
iterations should continue till the model has reached a stable performance and
the values of the parameters are not changing anymore. One important issue
to consider here, is that the model should not be overfitted on the training set.
Overfitting means the model has learned the patterns in the training set so
well, that it does not have a generalization power and cannot perform well on
the unseen data. Overfitting can happen either by training the model with too
many iterations, or because the training dataset is not large enough.
2.5.2 Fully-Connected Neural Networks
The neurons in a fully-connected layer are connected to all of the activation values
from the previous layer. The major advantage of these layers is that they are “struc-
ture agnostic”, which means they don’t make any assumptions about the structure
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Figure 2.5 Activation functions are used to increase the capacity of the neural
networks in identifying non-linear relations between the input and output values.
The most commonly used activation functions are sigmoid, Hyperbolic Tangent,
ReLU, and Leaky ReLU.
of the input data [129]. Assuming hl−1 is the input to the l-th layer, the output of
this layer, hl is calculated using this formula:
hl = σ(W lhl−1 + bl) (2.1)
where W l and bl are the weight and bias parameters of layer l, and σ is the activa-
tion function. The activation functions are continuous, differentiable, and non-linear
functions that increase the capacity of the neural networks in learning the non-linear
relation between the input and the target values. Figure 2.5 shows the four most
common activation functions.
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2.5.3 Convolutional Neural Networks (CNNs)
Convolutional layers were first used in the visual recognition tasks [77, 148]. These
layers use a number of kernels to convolve over their input by striding the kernels
over them. The parameters of the kernels are shared among the different parts of the
input value which substantially reduces the number of the parameters compared to
the fully-connected layers. Convolving the input with each one of the kernels, creates
a feature map which indicates the location and the strength of a specific feature in
that input. The pooling layers are usually applied to the output of the convolutional
layers in order to reduce the size of the feature maps and make the detection of the
features in the input shift-invariant [141]. Two most common pooling layers are max-
pooling and average-pooling layers which maps a number of values in the feature
map to their maximum, and average values, respectively [12, 174]. More recently,
attention pooling, which calculates weights for different parts of the input, is also
shown to improve the performance of the model [38, 84].
In designing the convoltional neural networks (CNNs), usually convolutional layers
are followed by the pooling layers. In these models, the early layers detects basic
features and by going deeper in the model, those basic features are combined to
detect more complex features. Figure 2.6 shows the structure of a CNN, where
pooling layers reduce the dimensionality of the feature maps.
2.5.4 Recurrent Neural Networks (RNNs)
The RNNs are usually used in analyzing the sequential data such as text or audio,
in order to capture the dependencies among the values in the sequence [100, 52].
In addition to the current input, recurrent layers also use the activations from the
previous time-frames. The recurrent layers can also be bi-directional, where the past
and future activations are used in addition to the current input, to calculate the

























Figure 2.7 An unfolded recurrent neural layer, where the input from the previous
layer along with the activation of the previous time-step is used to calculate the
output of the layer for the current time-step t.
In a typical RNN, assuming h(i−1)t to be the input to the ith hidden layer at
time-step t, the output h(i)t is calculated as:
h
(i)




t−1 + b) (2.2)
where W (i) is the weight matrix between layer i− 1 and i, W ∗(i) is the weight matrix
for the output of the layer i for the past time-step, b is the bias, and the σ is the
20
activation function. Figure 2.7 shows the unfolded recurrent neural layer that receives
the activation of the previous layer for the time-step t and the activation of the
previous time-step to calculate the output.
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Chapter 3
AudioMask: Robust Sound Event Detection
Using Mask R-CNN and Frame-Level Classifier 1
1Alireza Nasiri, Yuxin Cui, Zhonghao Liu, Jing Jin, Yong Zhao, and Jianjun Hu. 2019. Pro-
ceedings of IEEE International Conference on Tools with Artificial Intelligence. 485-492. Reprinted
here with permission of publisher.
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3.1 Introduction and Related Work
Sound event detection (SED), which deals with sound analysis in order to identify
everyday audio events, has received a lot of attention recently. It has many interesting
applications in environmental and wildlife surveillance systems[24, 14], smart homes
[56, 29], and video event detection [170]. SED is also used in autonomous driving
to prevent the accidents in the occasions that the visual detection of the object is
difficult. Some examples of this are detecting sirens in the road [32] and identifying
dangerous situations like car crashes and tire skidding [40]. SED is also used in
detecting scream and loud speech in subway trains [79]. Different signal processing
and machine learning techniques have been proposed for SED. The initial approaches
usually used mel frequency cepstral coefficients (MFCCs) as features with algorithms
like hidden Markov model [96], Gaussian mixture models [62], non-negative matrix
factorization [46, 99, 180], support vector machines (SVM) [156], and random forest
[119].
Deep learning (DL) models have become very popular in detecting sound events in
recent years [85, 75, 16]. These DL models either use frame-level approaches or region-
based ones. In the frame-level approach [85, 16], they analyze every small frame in
audio to determine if it belongs to an event or not. The architectures of these models
are usually based on convolutional and recurrent layers. Convolutional layers are
applied to extract high-level features before recurrent layers are applied to learn the
longer term temporal dependencies among them. One of the biggest downsides of the
frame-level methods is that they fail to consider the longer contextual dependencies
in the audio. This is addressed by the second group of DL-based SED models: the
region-based approaches [169, 75]. These algorithms treat mel-spectrograms of audio
as images and use object detection models from the computer vision field, to identify
segments of audio that belong to different types of events. Wang et. al [169] used a
region-based approach by employing a slightly modified version of R-FCN to detect
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rare sound events. R-FCN is a fully convolutional neural network for object detection
[26]. Another region-based approach is proposed by Kao et. al [75]. They used
a network called CRNN, which has a similar architecture to the object detection
algorithm Faster-RCNN [130], to get the regions of interest and classify them as the
event/not-event. Region-based models can be useful in addressing some of the main
challenges in SED according to [120], which is creating tight boundaries around the
event considering the background noise. These models detect events by finding their
patterns in log mel-spectrograms. This strategy might be problematic because some
events do not have very distinguishable shapes such that these methods might end
up with non-trivial number of false positive predictions.
In this study, we propose AudioMask, a novel algorithm for rare sound event
detection by taking advantage of both region-based and frame-based methods. To
identify candidate event-regions from the audio, we first take a region-based approach
by using Mask R-CNN model [58] as a region proposal network to identify potential
event-regions. Mask R-CNN is a state-of-the-art object detection and segmenta-
tion model that outperformed all of the winners of the Common Objects in Context
(COCO) 2016 challenge [86]. It has a special capability to create tight and highly
accurate boxes around the target objects, which allows us to identify candidate audio
events with tight, pixel-accurate bounding boxes. After potential event-region detec-
tion, we then analyze each of these regions by looking into the small frames inside
them using a frame-level classifier composed of several convolutional and recurrent
layers. This technique achieves competitive results in detecting the audio events with
highly variant and non-regular shapes in log-mel spectrograms. The contribution of
this study includes the following:
• We take advantage of Mask R-CNN, a state-of-the-art object detection model
in computer vision, to propose regions of audio as candidate event-regions that
have similar patterns to the target events.
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• We introduce a frame-level classifier, based on the combination of convolutional
and recurrent layers to analyze frames in each candidate segment and identify
the true event-regions out of the proposed ones identified by the Mask R-CNN
model.
• Experimental results indicate that our AudioMask algorithm outperforms all
of the non-ensemble methods of DCASE 2017 [97] challenge and improves the
baseline model by 13.3% in F-score.
The rest of this chapter is organized as: In section 3.2, we show an overview the
components of the AudioMask. Then we discuss the components which are feature ex-
traction, region-proposal by Mask R-CNN, frame-level classifier, and post-processing
in sections 3.3, 3.4, and 3.5. Section 3.6 goes over the experimental setup, results and
their analysis. Finally we conclude the chapter in section 3.7.
3.2 AudioMask: Overview
We introduce AudioMask, a novel method that takes advantages of both region-
based methods and frame-level analyses. Our algorithm consists of four stages: 1)
extracting log mel-scaled energies from audio, normalizing and pre-processing them,
2) training a Mask R-CNN to identify chunks of the audio that potentially belong to
the target event, 3) training a frame-level classifier that analyzes the frames inside
each candidate segment of the audio and outputs a probability value for them, and
4) post-processing based on the confidence values generated via Mask R-CNN and
probabilities from the frame-level classifier to identify the true event-regions. Fig 3.1.
shows the general framework of our proposed AudioMask algorithm.
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Step 1: Creating log-mel
spectrograms
Mask R-CNN
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Figure 3.1 Four steps in AudioMask. Each detected region by Mask R-CNN is
mapped to a segment of the audio with a fixed length on the mel spectrogram,
before being fed to the frame-level classifier
3.3 Feature Extraction
We use pre-processed and normalized log-scaled mel spectrograms as input features to
our model. Spectrograms are 2D representations of audio in time-frequency domain
with brightness or color representing strength of signals of specific frequencies in that
time frame. They preserve more information than most of hand-crafted features [172].
The log-mel feature-map exhibits locality in both time and frequency domains [1].
Mel-spectrograms have proven to be good features of audio for many deep learning
based sound event detection methods [85, 169, 75, 16]. Their difference with normal
spectrograms is that log mel-scale filter banks are used in them to imitate the non-
linear human ear perception of sound [85].
We apply a window size of 46 ms, being overlapped with half of its size to the audio
signal to extract 128 mel-filter banks for each frame of the audio signal. The window
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size and number of the mel-filter banks are the same as [10]. We then calculate the
logarithms of these filter bank values and normalize them.
3.4 Region-Proposal with Mask R-CNN
We use Mask R-CNN to detect precise bounding boxes around areas of the spectro-
gram that possibly corresponds to a target event. Mask R-CNN is a fully convolu-
tional network that has shown great performance in object detection and segmenta-
tion in computer vision. It outputs a class label and a tight bounding-box offsets for
each candidate object, along with a mask for each object. Fig 3.2. shows how Mask
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Figure 3.2 Mask R-CNN framework for object detection
Mask R-CNN framework for object detection consists of two stages: Region Pro-
posal Network (RPN) is the first stage which outputs approximate bounding boxes
for potential objects in the image. The second stage is responsible for predicting ob-
ject class labels, tightening bounding boxes and creating object segmentation masks.
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In RPN stage, a backbone of the residual blocks of ResNet-101 network is used to
extract high-level features out of the images. Later, a small network slides over this
feature map to produce a set of region proposals along with an objectness score for
each region. This small network predicts k region proposals at each sliding-window lo-
cation, by outputting 4k values as coordinates and 2k values as probability estimates
of object / not-object for each proposed rectangular region [130].
Poposed regions can be of different dimensions and need to be represented with
a fixed-length feature map before being fed to the fully connected layers. Mask R-
CNN uses a method called RoIAlign to create fixed-size feature maps for each region
while ensuring a close correspondence between the values on the feature map and the
regions on the actual image. In RoIAlign, when a RoI is not aligned exactly with
the values in the feature map, instead of using harsh quantization and mapping the
RoI to the discrete granularity of the feature map as done in Faster R-CNN[130],
bi-linear interpolation is used to compute more accurate values of the features [58] .
Fig 3.3. shows an example of how RoIAlign uses bi-linear interpolation to create a
better estimation of features for the boxes of the objects.
Mask R-CNN through the RoIAlign procedure, makes sure that the masks and
the bounding boxes have a pixel-to-pixel alignment on the real objects in the image.
This makes non-trivial improvements in object detection accuracy [58]. This feature
of Mask R-CNN is a major reason that makes it very suitable for SED, in which
detecting the exact onset of the event is crucial. Indeed, according to the evaluation
metrics of sound event detection as DCASE 2017 did [97], onset detection is the
defining factor in correctly detecting an audio event.
A major module of Mask R-CNN is a parallel branch for segmentation mask pre-
diction as shown in Fig 3.2. This feature is believed to improve the performance
of Mask R-CNN in object detection in images. We did not utilize the segmenta-
tion branch because generating segmentation masks for audio events like ‘gunshot’ is
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problematic as there is no clear borders for audio events and are also not provided in
any of the known data sets.
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Figure 3.3 (a) RoIPooling used in Faster R-CNN; (b) RoIAlign used in Mask
R-CNN. RoIPooling gets the bounding box for each RoI and divides it to smaller
sub-windows by quantization, which is mapping the borders of these sub-windows
to the closest cells on the feature map. Then it max-pools each one of these
sub-windows to get a feature representation for the RoI. The quantization process
will cause misaligned feature values for RoIs. RoIAlign avoids this problem by using
bilinear interpolation. The bottom right picture shows how this process works in
general [58]. The dashed grid is the feature map and the solid one represents an RoI
and red dots are 4 sampling points in each bin. RoIAlign computes the value for
each one of these bins, by bilinear interpolation from the overlapping grid cells.
Notice how the interpolation operation in RoIAlign changes the maximum feature
value for the top left cell from 0.8 to 0.88.
We train a Mask R-CNN model for each event using log-mel spectrograms ex-
tracted from the audio files. We utilize Mask R-CNN to generate bounding boxes
around spectrogram areas that show high resemblance to the target event. We identify
these regions of the spectrograms as the potential event-regions that might contain
the event. Since we define target objects as audio events that can occur with variant
lengths across the time axis, we modify the Mask R-CNN models to only generate
rectangular bounding boxes that cover all of the frequency bins. In other words, all of
29
the potential event-regions, have the same height as the frequency bins in the log-mel
spectrogram and they cover variant ranges on the time axis. Mask R-CNN assigns
a confidence value to each of these boxes based on their similarity to the general
pattern of the target audio event.
After training, we choose a model that has the lowest validation loss to be used
on the test stage. During the test stage, we collect all of the event-regions with a
confidence value above a specific threshold. A list of these proposed regions will be
forwarded to the frame-level classifier.
At the end of this step, we have a list of candidate event-regions on the log-mel
spectrograms for each target event. Now we need to filter out true events out of them,
which is done by the frame-level classifier.
3.5 Frame-Level Classifier and Post-Processing
While Mask R-CNN generates a large number of potential event-regions with tight
boundaries, it may also report many false positives. This is partially due to the non-
regular shapes of the events in the time-frequency context that can lead to detecting
parts of the background noise as the target event. This problem is more severe for
short events like gunshots which have highly variant patterns in terms of their mel-
spectrogram representations.
To filter the real events out of the proposed event-regions, we train a classifier
that receives segments of the audio represented as log-mel values and determines if
that region belongs to a specific event or not. These segments are consisted of log-mel
frequency vectors of a number of consecutive time-steps. We call each one of these
vectors, a frame. Each frame gets a label of 0 or 1, based on whether it belongs to
the event or to the background noise, respectively. The output of the frame-level
classifier is a one-dimensional vector that consists of probability of belonging to the
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Figure 3.4 Frame-level classifier
This classifier consists of two convolution layers, two LSTM layers and a fully
connected layer. The convolution layers have 64/256 one-dimensional filters of size
10/7 that stride over the mel-spectrograms across the frequency axis. Each convo-
lution layer is followed by a batch normalization(BN), rectified linear unit (ReLU)
activation function, and a max-pooling layer. The size of filters in the first and second
max-pooling layers are 10 and 7, respectively. A dropout layer with a rate of 0.1 is
applied to the outputs of the max-pooling layers.
The LSTM layers are used to capture the temporal context across the segment
using the high-level features extracted by the convolution layers. The last layer of
the segment classifier is a fully connected layer (FC) with Sigmoid activation func-
tion that produces a probability value for each frame in the segment. Our segment
classifier model is inspired from the model in [85] , although we observed that using
2 convolution layers with smaller filter sizes has better performance. Fig 3.4. shows
the architecture of our frame-level classifier.
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In the post-processing step, we utilize both block-level analysis by Mask R-CNN
and frame-level analyses by the classifier to detect the true event boundaries. Frame-
level classifier outputs a probability value for each frame in the segment. In the
post-processing step, we calculate the average of the probability values of the frames
to obtain a single probability value for the whole segment. We refer to this value as
α. Also, we represent the confidence value calculated by the Mask R-CNN for each
event-region as β. We use formula (1) to utilize both probability values from the
frame-level classifier(α) and confidence values from Mask R-CNN(β) to calculate a
score value ( 0 ≤ D ≤ 1) for each segment.
D = λ ∗ α + (1− λ) ∗ β (1)
In the DCASE 2017 benchmark dataset, each audio file can have at most one event
in it. So we compare the D values of all of the proposed regions for one audio and
choose the event-region with the highest score as the true boundaries for the target
event. We also reject the regions with a D value below a certain threshold, which can
be determined using the training set.
3.6 Experiments and Discussion
3.6.1 Data
We use the data set from task 2 of the DCASE 2017 challenge to demonstrate the
performance of our method. This dataset consists of isolated recordings for three tar-
get events including ‘babycry’, ‘glassbreak’ and ‘gunshot’. It also contains recordings
of 15 different audio scenes to be used as background sounds. We used the synthe-
sizer provided by the task 2 of DCASE 2017 challenge to create 5000 monophonic
audio files for each event with 44.1 KHz sampling rate and event-to-background ratio
(EBR) of -6, 0 and 6 dB.
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To ease the problem of data imbalance, we set the probability of event being
present in each audio to one as the DCASE challenge lets this modification for the
training set. We also use a validation set of 1000 audio files for each event. We
evaluate our method on the development and evaluation set provided by task 2 of the
DCASE 2017 challenge.
3.6.2 Evaluation Metrics
We use event-based error rate(ER) and F-score to evaluate our method [94]. These cri-
teria can be calculated based on counting the true positives(TP), false positives(FP)
and false negatives(FN). In the event-based metrics, there is not any meaningful true
negatives(TN) [94]. Based on the description of the task 2 of DCASE 2017 challenge
[97], the challenge considers a detected event to be a TP, if its detected onset time
would be within 500 ms collar of the actual onset time.
Error-rate and F-score are defined as:
ER = FN + FP
N
and F = 2TP2TP + FP + FN
We have used the sed-eval toolbox provided by the challenge organizer to calculate
these metrics [94].
Table 3.1 AudiMask’s performance with different λ values on DCASE 2017
development set
babycry glassbreak gunshot Average
F-score(%) ER F-score(%) ER F-score(%) ER F-score(%) ER
λ = 0 90.8 0.18 76.6 0.51 62.8 0.86 76.7 0.52
λ = 0.25 91.2 0.17 87.2 0.26 70.2 0.66 82.9 0.36
λ = 0.5 92.5 0.14 87.2 0.26 72.0 0.55 83.9 0.32
λ = 0.75 92.4 0.15 88.2 0.24 73.5 0.50 84.7 0.30
λ = 1 91.6 0.16 83.8 0.32 72.3 0.51 82.6 0.33
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Table 3.2 Performance comparison of our models versus best non-ensemble
methods on DCASE 2017 Evaluation set
babycry glassbreak gunshot Average
F-score(%) ER F-score(%) ER F-score(%) ER F-score(%) ER
AudioMask
(Our method) 90.2 0.19 91.2 0.18 76.4 0.46 85.9 0.28
DNN/CNN [117] 85.7 0.28 88.8 0.22 81.6 0.33 85.3 0.28
SLR-NMF[180] 91.4 0.17 89.1 0.22 72.0 0.55 84.2 0.31
R-FCN [169] 87.3 0.26 91.5 0.16 67.2 0.53 82.0 0.32
Baseline [97] 70.7 0.57 81.0 0.36 66.0 0.57 72.6 0.50
3.6.3 Results and Discussion
The synthesizer for DCASE 2017 task 2 puts events inside 30 seconds long audio
files with specific start and finish times for the event. We use these start and finish
times to create rectangular bounding boxes for the purpose of training a Mask R-
CNN model for them. The height of the bounding boxes is fixed and is equal to the
number of mel-bands we used to create mel-spectrograms and their width is equal to
the length of the event.
For each event type, we train a Mask R-CNN model with ResNet-101 backbone
for 50 epochs and save the model at each epoch. We have modified the RPN module
in the Mask R-CNN to only generate rectangular regions with the fixed height of
128 to cover all of the frequency bins and variant width of t. We choose the model
with the least error on the validation set and run it on the test set to generate a
list of regions that potentially contain the target event with a confidence value of
0.6 or higher. We have chosen 0.6 as the detection threshold because we found that
almost all of the events in the development set, are detectable by Mask R-CNN at
this threshold level.
Gunshot is the only event type that Mask R-CNN is unable to detect all the
true instances for it. We observed that lowering the confidence threshold on the
development set did not lead into proposing more true regions by the Mask R-CNN
and it rather increased the number of falsely detected regions.
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We also train a frame-level classifier for each event type. To prepare the inputs
for training these classifiers, we only consider frames of the event and frames in their
vicinity. In training step, we select a segment of audio with 200 frames where the
specific event happens at some point inside it. We randomly choose the start of these
segments so the event might happen at the start, middle or end of it. In the test
step, we convert the proposed event-regions by Mask R-CNN to segments with the
fixed length of 200 frames, so if the proposed region is larger than 200 frames, it will
lose some of its frames before being analyzed by the frame-level classifier and if the
proposed region is smaller than 200 frames, we would add some neighbor frames to it.
We choose 200 frames as the segment size, because it covers 4.6 seconds of each audio
and based on our calculations, this is enough to cover almost all of the events and
gives us a balanced data set of audio segments with almost equal numbers of overall
positive and negative frames. To label each frame in the segment, binary values are
used based on whether that frame belongs to the event or not. As a result, for a
training set of 5000 audios that is generated using the DCASE synthesizer with event
being present in all of them, we create a new data set of 1000 audio segments of 200
frames where each segment has a label vector of 200 binary values.
The frame-level classifier analyzes each frame in the segment and assigns a prob-
ability value of belonging to the specific event to each frame. So the output of the
classifier is a vector of 200 probability values.
We have conducted a grid search to determine the best filter size, number of
filters, batch size, learning rate and dropout rate for the frame-level classifier using
the development set. Our model is trained using ADAM optimizer with a batch size
of 150 and learning rate of 0.001 for 100 epochs. The rest of the hyperparameters are
shown in Fig 3.4. We use early stopping with minimum improvement of 0.0001 on
validation accuracy and patience of 10 epochs to prevent over-fitting the model on
the training set.
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In the test stage, log-mel values for the audio are fed to Mask R-CNN to detect
the regions potentially containing an event. We extract a segment of 200 frames
from each of these proposed regions ,using the method that was explained above, and
feed them to the frame-level classifiers. In the post-processing step, we calculate the
average of probability values generated by the frame-level classifiers and use formula
1 to detect the true event out of the proposed ones. We conducted experiments with
different values for λ to study the effect of the frame-level analysis on the final results
as shown in Table 1. When λ = 0, only the confidence values from the Mask R-CNN
is used and when lambda = 1, we are only using the probability values from the
classifier to detect the true events out of the proposed regions by the Mask R-CNN.
It is obvious from the table that different values of λ does not affect our model’s
performance on ‘babycry’. This is due to more distinctive shape of this event in the
mel-spectrograms that allows Mask R-CNN to successfully detect them with high
confidence. Fig 3.5.a, shows a ’babycry’ event-region detected by Mask R-CNN, that
is clearly distinctive from its background noise.
Frame-level analysis plays more important role on the detection of true ‘glassbreak’
and ‘gunshot’ events. Because of the shorter and less identifiable shapes of these
events, Mask R-CNN proposes more regions as the potential event. Parts b and
c of Fig 3.5, shows examples of the generated bounding boxes by Mask R-CNN
for these events along with their confidence values. Our results show that event-
detection in audio by only employing object-detection models from the computer
vision can not yield the best results for the shorter, less distinctive events and a
finer analysis is required. As shown in the table, by increasing the weight of the
frame-level classifier from 0 to 0.75, the F-score on the ‘glassbreak’ event increases
significantly from 76.6% to 88.2%. This increase in λ value has a non-trivial impact
on our model’s performance over the ‘gunshot’ event too, where its F-score increases
about 11.7%. We choose 0.75 as the λ value since it leads to the best performance
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on the development set with average F-score of 84.7% and ER of 0.30 over all three
events. Overall, Our model shows outstanding results in detecting ‘babycry’ and
‘glassbreak’ events, which is due to the detectable patterns of these events in the mel-
spectrograms. The ‘gunshot’ events can be very short and there are some background
sounds in the audio that look very similar to the patterns of the ‘gunshot’ event in the
mel-spectrograms. Our model has its lowest performance on this event compared to
the other two events. It achieves an F-score of 73.5% on the development set for the
‘gunshot’ event. This comparatively lower performance is mostly due the fact that
Mask R-CNN is an object detection model developed to detect objects with clear
shapes or patterns in the images, and its performance drops in detecting boundaries
for the ‘gunshot’ events with non-regular shapes in their log-mel spectrograms. Our
method shows much better performance with events like ‘babycry’ and ‘glassbreak’
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Figure 3.5 Regions detected by Mask R-CNN for a.babycry, b.glassbreak and
c.gunshot events. The red regions are the actual events. The value assigned to each
region, is the confidence output for that region by Mask R-CNN model.
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In Table 2, we compare the average F-scores and ERs achieved by our model with
four non-ensemble sound event detection methods that had the highest performance
at DCASE 2017 challenge. The evaluation is done over the DCASE 2017 evaluation
data set. DNN/CNN model as reported in [117] has the best performance among all
non-ensemble methods in DCASE 2017 and was ranked at third place in the challenge
(The top two methods [85, 16], use sophisticated ensemble methods). The DNN/CNN
model uses frame-level analysis to detect the onset of events. In Table 2, we cited the
F-scores and ERs calculated by the challenge’s official website for this method, which
is slightly less than what authors reported in their paper. Our method achieves a
slightly higher average F-score of 85.9% compared to 85.3% of DNN/CNN. Also we
improved the F-score by 4.5% and ER by 0.09 for ‘babycry’ events. The improvement
for ‘glassbreak’ events is 1.4% in F-score and 0.04 in ER. The only event that our
method shows worse performance compared to DNN/CNN is ‘gunshot’ for which they
use a network based on fully connected layers to detect this event.
We also compare our model against SLR-NMF method which was ranked 4th in
the challenge and uses non-negative matrix factorization to filter out the noise and
detect the event [180]. Although, this method has better performance on ‘babycry’
with F-score of 91.4%, its overall average F-score across all three events is 84.2% which
is 1.7% less that AudioMask’s overall average F-score. Our model also outperforms
R-FCN [169], a region-based method that is inspired by an object detection model.
Our AudioMask algorithm improved their average F-score by 3.9% and the average
ER by 0.04 over the evaluation set. Our algorithm shows relatively similar results
over ‘glassbreak’ events but increased the F-scores by 2.9% and 9.2% on ‘babycry’ and
‘gunshot’ events respectively. Furthermore, our model in average has 13.3% higher
F-score than the baseline model and performs significantly better in detecting all
of the three events. Overall, AudioMask performs better than all of the challenge’s
non-ensemble methods on the evaluation set of DCASE 2017.
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Table 3.3 AudioMask’s performance on two extra test sets generated using
DCASE 2017 Synthesizer
babycry glassbreak gunshot Average
F-score(%) ER F-score(%) ER F-score(%) ER F-score(%) ER
test-set-1 95.6 0.09 93.7 0.13 88.7 0.22 92.7 0.15
test-set-2 93.5 0.13 96.4 0.07 87.1 0.26 92.3 0.15
To ensure the strength of our model, we used DCASE 2017’s data synthesizer to
create two more data sets using random seeds. This synthesizer can generate different
data sets by changing the seed values. The values of 32 and 57 were randomly chosen
as the seed values to create test-set-1 and test-set-2. We follow the same settings as
the evaluation set of the DCASE 2017 challenge with the probability of event presence
of 0.5 and 500 generated audios for each event. Table 3 shows the performance of
AudioMask on these data sets. We achieve an average F-score of 92.7% and 92.3%
on these sets using the exact same models as we used on the evaluation set. On these
sets, AudioMask shows a better performance on ‘babycry’ and ‘glassbreak’ compared
to ‘gunshot’ which confirms our assumption that our model has better performance
on detecting events that have more distinguishable shape on the mel-spectrogram.
3.7 Chapter Summary
We proposed AudioMask, a novel sound event detection algorithm based on the Mask
R-CNN framework and frame-level audio analysis. Our algorithm exploits the power
of Mask R-CNN to create bounding boxes around candidate events, which are then
fed as input to a frame-level classifier for finer analysis to determine if the candidate
regions can be categorized as the target event or not. By comparing to the top non-
ensemble algorithms of the DCASE 2017 task 2, we show that our method achieves
higher performance. We believe our AudioMask algorithm can be generalized to
detect other audio events of interest in the environment, especially those that are
relatively longer and have a specific shape in the mel-spectrogram representation.
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Chapter 4
SoundCLR: Contrastive Learning of
Representations For Improved Environmental
Sound Classification 1
1Alireza Nasiri, and Jianjun Hu. Submitted to IEEE/ACM Transactions on Audio Speech and
Language Processing, 03/04/2021.
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4.1 Introduction and Related Work
Sound classification has a wide variety of applications in robot navigation [81], surveil-
lance systems [127], alert systems [72], damage monitoring of materials [108], wildlife
monitoring [24], [14], and designing autonomous cars [32], [41]. Environmental sounds
have much higher variety than speech and this diversity and their noise-like character-
istics makes ESC much more challenging than speech recognition. However, in recent
years, sound recognition has seen great progress, which is partially due to the avail-
ability of large-scaled labeled datasets such as Environmental Sound Classification
(ESC-50, ESC-10) [122], and Urbansound8k(US8K) [140]. The other reason is due to
the shift from the traditional machine learning methods to deep learning models in
the sound analysis tasks [64], [107]. Signal processing and machine learning methods
such as matrix factorization [99], [11], dictionary learning [139], Support Vector Ma-
chines (SVM) [24], [162], Gaussian Mixture Model (GMM) [31], [98], and K-Nearest
Neighbor (KNN) [122], [147], are widely adopted in ESC. However, currently deep
learning models mostly consisting of convolutional layers, are achieving the highest
accuracies in ESC benchmark studies [54], [158], [2].
More recently, there has been studies that utilize transfer learning to improve
ESC with significant improvements [54], [112]. These studies employ the deep fully
convolutional models, which are, surprisingly, pre-trained on ImageNet, and fine-tune
them using the spectrogram representation of the audio samples. Since spectrograms
of the audio events show some kind of local correlation similar to the images, models
pre-trained on the large image datasets, perform well in the audio classification too.
In most supervised learning approaches for audio classification, the training is
guided by the cross-entropy loss [54], [112], [121], [179]. The cross-entropy loss mea-
sures the difference between the output probability distribution and 1-hot encoded
label and the model tries to reduce this loss by mapping the samples of the same
class to their respective label vector.
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Since a cross-entropy loss does not explicitly push away the samples of different
classes from each other, it can suffer from poor margins between the representations
of the samples from different classes [37]. This problem can negatively affect the
generalization power of the model. We argue that we can strengthen the training
signal by explicitly disentangling the samples of different classes from each other in
the representation space. This can be done by introducing another term into the loss
function which tries to pull the samples of the same class together while pushing them
away from the samples of other classes in the representation space. The supervised
contrastive loss [76] can be a suitable candidate for this.
The contrastive loss function which recently made significant progress in self-
supervised learning [110], [59], [67], is based on defining positive and negative pairs by
which it aims to pull together the samples in the positive pair (different augmented
views of the same sample), while pushing away the samples in the negative pair
(augmented views of different samples in the dataset). In self-supervised learning, the
goal is to create a strong representation for the samples without using the ground-
truth labels. By forcing the model to distinguish the different views of the same
sample from the views of other samples, the model learns to focus on the most
discriminative features of the samples.
Khosla et al. [76] has introduced a modified version of the contrastive loss for
image classification, where the actual labels are employed to generate the positive
and negative pairs. In the so-called supervised contrastive loss function, the samples
of the same class are being pulled together in the representation space, while being
pushed away from the representations of the samples from the other classes. In [76],
they propose to train a model using supervised contrastive loss as a feature extractor
in the first stage, and then freeze the weights of the model in the second stage and train
a shallow classifier on top of it using cross-entropy loss. This model achieves higher
accuracy than the same neural network model trained using the cross-entropy loss for
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image classification. Inspired by this study, here we aim to examine the effect of the
supervised contrastive loss for ESC. In this study, We propose a new framework for
ESC by introducing the supervised contrastive loss as the complementary to the cross-
entropy loss for ESC. By calculating the training signals using both loss functions
simultaneously, we allow the network parameters of the feature extraction model to
be adjusted by a stronger signal with a single-stage training process.
In this chapter, we propose SoundCLR, a new framework for ESC which is based
on strong data augmentation, supervised contrastive loss on the representation space
along with the cross-entropy loss on the final output of the model. We show that by
adding the cross-entropy loss as a factor to the supervised contrastive loss, we can
further separate audio event classes from each other and reach higher accuracy than
the exact same models trained by either cross-entropy or supervised contrastive loss
alone.
Due to the small sizes of environmental sound datasets [122], [140], applying data
augmentation techniques is crucial in achieving high accuracy in ESC. Here in ad-
dition to applying the common strong data augmentation methods, we introduce a
simple but effective masking based data augmentation technique for ESC. Extensive
experiments over three common environmental sound benchmark datasets show that
our new framework achieves the state-of-the-art performance when compared to ex-
isting independent and ensemble models. Also, we show that increasing the number
of channels by just triplicating the input mel-spectrograms can improve the accuracy
of the classifiers trained on ImageNet.
Our major contributions in this research are as follows:
1. We propose a new framework for environmental sound classification based on
a hybrid loss function consisting of a supervised contrastive loss and a cross-
entropy loss. The supervised contrastive loss is applied on the representation
space to disentangle the samples of the classes from each other, and the cross-
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entropy loss is applied on the output of the classifier to map the representation
vectors of the samples to their respective ground-truth labels.
2. We build a strong data augmentation pipeline, modifying the input data in both
the wave signals and the mel-spectrograms. We show that triplicating input
mel-spectrograms when using models pre-trained on ImageNet and random-
masking of the mel-spectrograms can significantly improve the results.
3. We show that the deep neural network models trained with our proposed hybrid
loss outperform the models with the same architecture, but trained by using
only either the cross-entropy loss or the supervised contrastive loss. Also, we
show that our model achieves state-of-the-art results on ESC-50, ESC-10 and
US8K datasets.
4.1.1 Previous Studies in ESC
Environmental sound classification (ESC) deals with identifying some of the everyday
audio events with varying lengths in a given audio signal. Even though a wide range
of machine learning methods are proposed for sound classification [122], [31], [98], the
deep learning methods have proven to achieve the best results in this field in recent
years.
One of the earliest deep learning models for ESC was introduced by Piczak [121].
He used a 2-D structure, derived from the log-mel features of the audio signal as
input to a model with two convolutional layers and two fully connected layers. This
small model achieved 64.5% accuracy on ESC-50, and 81.0% on ESC-10, which is
an increase of 20.6% for ESC-50 and 7.8% for ESC-10 compared to other traditional
machine learning approaches such as random forest[122]. In the following studies,
the researchers developed deeper convolutional models which achieve even higher
accuracies in ESC [182], [157]. In [157], a model made of a combination of 1-D
convolutional layers and fully connected layers extracts the features from the raw
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waveforms and achieves 71.0% accuracy on ESC-50. Zhu et. al [182] proposed a
model with six convolutional layers to extract features from both the raw waves and
the spectrograms. They gain accuracy values of 93.75% and 79.1% on ESC-10 and
ESC-50, respectively.
Training deep neural networks with millions of parameters needs large amount
of data. Current ESC benchmark datasets are considered to be comparatively small
in the deep learning paradigm. Applying data augmentation techniques partially
addresses this challenge [138], [178], [158]. Salamon et. al extensively studied the ef-
fects of data augmentation techniques like time-stretching, pitch-shifting and adding
background noise on improving the performance of their proposed CNN model [138].
Zhang et. al proposed using mixup on audio signals to train a model of stacked convo-
lutional and pooling layers [178]. Similar to mixup, between-class learning proposed
in [158], mixes signals of the samples from different classes according to a random
ratio, and a deep model of convolutional layers is trained to output the mixing ratio.
By outputting the mixing ratio, the model learns the most important features in the
sound signal. They achieve accuracy of 84.9%, 91.4%, and 78.3% over three datasets
ESC-50, ESC-10, and US8K, respectively.
It is clear that deeper convolutional models and data augmentation can both im-
prove the ESC classification performance. However the sizes of the common environ-
mental datasets put a constraint on training models with around fifteen convolutional
layers. To train deeper models that can potentially achieve better results, transfer
learning with models pre-trained on ImageNet has proven to be successful for ESC[54],
[112], [112]. Since spectrograms, which are commonly used to train audio classifiers,
show image-like characteristics such as close correspondence between the local points,
using the pre-trained models on ImageNet contributes to a better feature-extraction
and in turn to a higher classification accuracy. More recently, ESResNet-Attention
[54] uses a ResNet-50 model pre-trained on ImageNet with parallel attention blocks
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for both frequency and time domains. It achieves accuracies of 97%, 91.5%, and 85.4%
on ESC-10, ESC-50 and US8K. Also, Palanisamy et. al [112], studied the performance
of different well-known pre-trained models on ImageNet in audio classification. They
report the validation accuracies of 90.65% and 84.76% on ESC-50 and US8K data
sets when they use a single ResNet model. However, their best results comes from an
ensemble of 5 DenseNet models where they achieve 92.89% and 87.42% accuracies on
ESC-50 and US8K. They set a new state-of-the-art performance on these datasets.
The rest of this chapter is organized as: In section 4.2, we discuss contrastive
learning in more details. Then we present the different modules of our method in
details. We start by specifying our data augmentation techniques in 4.3. Then we
discuss the characteristics of the three methods that we use to train the classifiers for
environmental sounds in sections 4.4 and 4.5. Experimental setup and their results
are shown in section 4.6. Finally we conclude the chapter in section 4.7.
4.2 Loss Functions in ESC
All of the classifiers in the previous studies in ESC, use the cross-entropy loss to train
their deep neural network models [54], [158], [112], [178]. Cross-entropy loss was
introduced to train neural networks with probability outputs [135], [8], and now is
one of the most commonly used loss functions in classification tasks. This loss function
measures the entropy between the actual probability distribution of the samples and
the output probability distribution of the model. It can be calculated as:




where p is the true probability distribution and q is the calculated one. By training
the model to minimize the cross-entropy loss, the samples in the same class are
mapped to the near-by points in the embedding space and the intra-class distances
are minimized.
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One of the downsides of the cross-entropy loss is the poor margins between the
samples of different classes [37], which reduces the generality of the model trained by
this loss function. The poor margins, or low inter-class distances, are related to the
fact that there is no term in current loss function to push samples of different classes
away from each other in the representation space.
There are a few loss functions proposed to improve the discrimination power of
classifiers. Soft nearest neighbor loss [137], [45], and triplet loss [68] leverage the euk-
lidean distances among the representation vectors of the samples to separate different
classes from each other in the representation space. In both of them, minimizing the
loss will force the model to output values which would minimize the intra-class to
inter-class distance ratios. The main difference is that in the soft nearest neighbor
loss, these distances are calculated among all of the samples present in the batch,
where the triplet loss only considers 3 samples at a time: anchor, positive, and neg-
ative, where anchor and positive have the same label and the negative sample has a
different label.
Another related work is contrastive learning [55], which has recently seen a lot of
progress in the self-supervised learning field [110], [59], [67], [83]. Their main idea is
the contrastive loss, which is based on building groups of samples as positives and
negatives. It aims to decrease the distances among the representations of the samples
in the positive group while increasing the distance among the representations of the
samples in the negative group. It trains the model by pulling the representations of
the samples from the positive pair together and pushing the representations of the
samples in negative pairs, away from each other. In self-supervised learning [59],[83],
[23], this loss is applied to pull together embeddings of two augmented views of a
single data sample at a time, while pushing them away from the augmented views of
the other samples. In the supervised version of the contrastive loss proposed by [76],
instead of augmented views of the same sample, the positive pairs are built using
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Positive samples have the 







Negative samples have different 
labels from the anchor
anchor Negative samples are any sample in the 
batch, queue, … other than the anchor
Positive samples are created by applying 
data augmentation techniques on the 
anchor
Figure 4.1 In the self-supervised contrastive learning, data augmentation methods
are used to create the positive and negative samples, where in the the supervised
contrastive learning, we use the labels of the samples to create the positive and
negative samples.
samples with the same labels. This is very similar to what the triplet loss calculates.
The major distinction is that the triplet loss only uses one negative and one positive
pair while in supervised contrastive learning, we can have more than two samples in
the positive or the negative group, which improves the training gradients by building a
stronger contrast among the multiple samples and then may achieve higher accuracy.
Figure 4.1 shows the difference between the self-supervised and supervised contrastive
learning.
The proposed supervised contrastive learning [76] consists of two stages. In the
first stage, the supervised contrastive loss is applied to disentangle the samples of the
different classes from each other and in the second stage, the model’s parameters are
frozen and a classifier is trained on top of the model using the cross-entropy loss. Here,
the supervised contrastive loss is introduced as an alternative to the cross-entropy
48
loss. However, it seems that these two loss functions can be applied together as they
are complementary to each other, where the representation space is simultaneously
divided between the samples of the different classes using the contrastive loss, and the
representation vectors are mapped to the ground-truth labels using the cross-entropy
loss. In this study, we investigate whether the contrastive loss can train better models
for environmental audio classification and propose a simple framework, in which both
contrastive and cross-entropy loss functions are applied together to train a classifier,
which achieves higher accuracy than the models trained with either one of these loss
functions.
4.3 Data Augmentation
In the small datasets like ESC-50 and ESC-10, data augmentation plays a big role in
improving the performance of deep neural network models. Data augmentation is a
collection of deformations applied to the signal that creates a slightly different signal
while preserving its ground-truth label. This technique exposes the model to a wider
variety of samples of a class and as a result, improves the generalization power of the
model.
Removing the silent part 
from start and end of the 
wave








segments of frequency and 
temporal values
Triplicating the input 
spectrograms to create 
three channels
Figure 4.2 Data augmentation pipeline: The first three steps of removing the silent
parts from the start and end of the signals, random scaling, and random
padding/cropping is applied on the wave signals. Then we extract the log-scaled
mel-spectrograms and randomly mask segments of the spectrograms across both
time and frequency axes. At the end, we triplicate the masked spectrogram before
inputting to the pre-trained model on the ImageNet. The number of the masked
segments and their width is determined through our experiments.
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We design several augmentation techniques to be applied on the audio signals
consecutively on both the wave and the spectrogram forms of the audio signals.
Because of the randomness of these techniques, the same signal can be augmented
differently at each training iteration. Figure 4.2 shows the order in which the data
augmentation processes are applied on the samples. The techniques that we use on
the wave form of the audio signals are:
1. Removing Silent Beginning and End: We remove the silent parts from the start
and the end of the signals. Some of the environmental sounds have a silent
part in at least one end, which does not carry useful information. Removing
the silent part allows more variety in the augmented signal, since the non-silent
signal can be moved across the time axis more freely.
2. Random Scaling: This is the same technique used in [158], [54]. A random
scaling factor is sampled uniformly from [1.25−1, 1.25], and is used for linear
interpolation of the wave. This is equivalent to the combined pitch-shifting
and time-stretching. We use this method because it only uses the waves and
therefore is computationally much cheaper and faster than the time-stretching
or pitch-shifting, where two short-time Fourier transforms are needed for each
one of them.
3. Random Padding / Random Crop: Removing the silent part and scaling the
signal, changes its length. To have signals with uniform lengths, we use the
random padding or cropping depending on the length of the modified signal.
After applying these augmentations on the wave form of the audio, we extract the
log-scaled mel-spectrograms from the waves. The log-scaled mel-spectrograms are
two dimensional features which imitate the human hearing perception and are widely
used in audio analysis. We apply another set of augmentations on these spectrograms
including:
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1. Frequency Masking: We randomly select f segments of the spectrograms in the
frequency axis where width of each segment comes uniformly from [0, F ]. The
frequency values in these segments are set to 0.
2. Time Masking: We randomly select t segments of the spectrograms in the time
axis where width of each segment is drawn uniformly from [0, T ]. The frequency
values in these segments are set to 0.
By masking segments of the spectrograms along the time and frequency axes, we
are forcing the model to focus more on the temporal-frequency patterns in order to
classify them, rather than a specific frequency or temporal value. This is similar to
how dropout acts in making the model to not rely on any specific neuron [149].
4.4 Environmental Sound Classification with Cross-Entropy
(Baseline)
We use the network model f(.) to create the representations for the augmented audio
samples. We choose ResNet-50 [57] as the representation model in all of our exper-
iments. The output of the final average-pooling layer with 2048 dimensions in the
ResNet model is normalized and we refer to it as the representation vectors for the
audio samples. The classifier model is composed of a fully connected layer with c
hidden units, where c specifies the number of the classes in the dataset. This clas-
sifier model uses the representation vectors as input, and outputs the probability of
the samples belonging to each one of the c classes. One-hot encoded vectors and
cross-entropy loss are used to train the representation model and the classifier in an







, where y1−hoti is the 1-hot encoded ground-truth label for the sample i and y
logits
i is
the output of the model for that sample.
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4.5 Environmental Sound Classification with Contrastive and
Hybrid Loss
Contrastive loss is based on differentiation between positive and negative sample
pairs. We want to maximize the similarity between the samples in the positive pairs
and minimize the similarity between the samples in the negative pairs. We build the
positive and negative pairs based on the labels of the samples, where samples with
the same label in the mini-batch create the positives. Since all of the samples with
the same label are grouped together, all of the samples in the mini-batch which are
not in the same group with a given sample, are considered to be negatives in regard to
that sample. Figure 4.3 shows an overview of our three implemented models, where
the first model is trained using the cross-entropy loss, the second model is trained
using the supervised contrastive loss and the cross-entropy loss in two stages, and
finally our proposed hybrid models are trained with both cross-entropy and supervised
contrastive loss simultaneously within one stage.
Our supervised contrastive learning model consists of two networks: the represen-
tation network, and the projection network. The representation network f(.) maps
the sample xi to the representation vector hi, where hi = f(xi) ∈ RDf . Applying the
contrastive loss on the representation vectors hi, because of the high dimensionality
of the representation space, does not separate the samples of the different classes
from each other. Reducing the dimension of the representation space causes loss of
information by shrinking the size of the representation vectors. To prevent shrinking
the representation vectors and also to separate the samples of different classes from
each other, we use an additional network, which we call the projection network. The
projection network g(.) performs dimension-reduction by linearly mapping the repre-
sentation vectors to the projection space with lower dimension, z(hi) = g(hi) ∈ RDg ,
where Dg << Df . Our experiments show that applying the contrastive loss on the
projection space, improves the performance of the classifier significantly.
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b. Training with supervised contrastive loss
classifier maps the representation 


























c. Training with Hybrid Loss 
(SoundCLR)
supervised-contrastive loss pulls samples 
of the same class together and pushes 






























By training the model based on supervised contrastive and cross-entropy 
loss functions, training can be done faster in one stage, and the cross-
entropy loss is used in training the feature extraction model too
Figure 4.3 Overview of our three training schemes: a. model is trained with
cross-entropy loss which measures the difference between the output probabilities
and the 1-hot encoded ground-truth labels, b. training a classifier with supervised
contrastive loss within two stages. In the first stage, the supervised contrastive loss
disentangles the samples of different classes from each other in the representation
space, and in the second stage, the feature-extraction model is frozen and a classifier
layer is trained on top of the representation vectors. Here, the projection layer is
only used for dimension reduction in stage 1, since applying the contrastive loss
directly on the high-dimensional representation space is not as effective in separating
the samples, c. training scheme using our proposed hybrid loss (SoundCLR), which
utilizes both cross-entropy and supervised contrastive loss functions to disentangle
the samples and map them to their corresponding labels, simultaneously.
We run our experiments by using ResNet-50 as the representation network. Our
projection model, which is a linear fully connected layer, uses the normalized repre-
sentation vectors to output the projection vectors. The supervised contrastive loss
[76], is applied on the normalized projection vectors of the audio signals. Given la-
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where Nyi is the number of samples in the mini-batch with the same label as yi,
1[yi=yj ] ∈ {0, 1} evaluates to 1 iff yi = yj, and u.v measures the cosine similarity
between the vectors u and v which is calculated as u.v = uTv/||u||||v||. The N refers
to the batch size and τ is the temperature, which controls the effect of the hard
negatives in the training process [168].
After training the representation and the projection networks with the contrastive
loss, we freeze f and train a classifier on the representation vectors, using the cross-
entropy loss. In this way, the contrastive and the cross-entropy loss functions are being
used to train the model in two separate stages, where the loss signal from the cross-
entropy loss does not modify the parameters in the representation model. We believe
these two losses can be applied as complementary to each other in one single training
stage. In our hybrid approach, we propose to use the supervised contrastive loss to
disentangle the representations of the samples of a class from the representations of
the samples of the other classes, and to use the cross-entropy loss in mapping the
logits of the samples of each class to the one-hot encoded vector. We believe that by
combining these two loss signals, we can provide a stronger training signal from the
representation model, which can lead to a better classification accuracy. Assuming
that the cross-entropy loss identifies the similarities between the samples with the
same label by mapping them to the same 1-hot encoded vector, and the contrastive
loss tries to minimize the intra-class to inter-class distance ratio, combining these
two loss signals provides the model with a much more informative signal for the
classification task. In this hybrid method, we calculate the loss as:




where α is a hyper-parameter. We show that using this combined loss, results in a
faster and better convergence. To run the experiments using this loss function, we
add two parallel branches to the output of the embedding network. As shown in
Figure 4.3c, the logits from the last layer of the ResNet-50 are normalized to create
the representation vectors. We apply two models in parallel to these vectors. One
is the classifier which is a linear fully connected layer which has as many hidden
units as the number of the classes and is used to calculate the cross-entropy loss.
The other is a projection model with the same architecture as the classifier. The
projection layer downsamples the representation vector and normalizes the output
in order to calculate the supervised contrastive loss in a more efficient way within a
lower dimension space.
4.6 Experiments and Discussion
In this section, we describe the settings for our experiments, evaluate our proposed
methods, and compare the results with the other methods in ESC.
4.6.1 Datasets
We train and evaluate our models using three publicly available datasets, which are
commonly used in environmental sound classification studies. These datasets are
ESC-50, ESC-10 [122], and UrbanSound8K [140].
The ESC-50 dataset includes 2000 audio samples (each is 5 seconds long), which
are divided equally into 50 classes in 5 folds. Each fold is balanced regarding the num-
ber of the samples from different classes. This means that there are 8 samples for each
class inside every fold. The classes can be divided into five major categories: animals,
natural soundscapes and water sounds, non-speech human sounds, interior/domestic
sounds, and exterior/urban sounds. The sampling rate of each audio signal is 44.1
kHz.
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The ESC-10 is a subset of ESC-50 with 400 samples in 10 classes. Like ESC-50,
the ESC-10 is also divided into five folds. The classes in ESC-10 are dog bark, rain,
sea waves, baby cry, clock tick, person sneeze, helicopter, chainsaw, rooster, and fire
crackling. The length of each one of the sound samples is 5 seconds.
The UrbanSound8K or in short US8K, has 8732 samples from 10 different classes.
The length of the audio clips are different and the maximum length is 4 seconds. The
classes are air conditioner, car horn, children playing, dog bark, drilling, engine idling,
gun shot, jackhammer, siren, and street music. The sound segments in US8K, have
different sampling rates and can be mono or stereo. For the stereo audio segments,
we calculate an average of the channels before augmenting the samples.
We use the official split of these three datasets in our experiments.
4.6.2 Preprocessing and Data Augmentation
We normalize all of the wave signals into values in the range of [-1, 1]. Then in
training, we make the signals go through the data augmentation pipeline described
in section 4.3. For ESC-10 and ESC-50, we perform the random padding and random
crop with the output size of 22500 to include 5 seconds of data. For US8K, this
output size is 176400 to have signals with length of 4 seconds which is the maximum
length for the audio clips in this dataset.
To calculate the mel spectrograms, we use hamming window with a size of 1024
with 50% overlap and 128 mel-bands. We get the logarithm of the mel-spectrograms
to make our features more compatible with the humans hearing sense.
We are augmenting the data in two stages: wave, and spectrogram. We explained
the techniques used in each stage in 4.3. To show the contribution of the different
modules in our augmentations pipeline, we run experiments on ESC-50 using our
baseline model and show the results in Figure 4.4. Our first experiment is run by
randomly initializing ResNet-50, without using any of the data augmentation tech-
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niques, and feeding the mel-spectrograms in one channel to the model which achieves
an average validation accuracy of 74.6 % across all 5 folds of ESC-50. Triplicating
number of channels at this point (not using transfer learning) does not improve the
results. By not using the transfer learning, increasing the number of channels just
increases the size of the input without providing any extra information to the model
and the randomly initialized model cannot utilize this extra redundant information.
Initializing the weights of the model with the parameters learnt by training on the
ImageNet, increases the average accuracy from 74.6% to 84.6%. This significant rise
in the accuracy is due to the correlation among the nearby spectrotemporal values
in the spectrograms which is similar to the correlation among the nearby pixels in
an image. Since the parameters of the ResNet-50 model that we use as our feature
extractor, is trained on images with three channels, to utilize all of the parameters of
the model, we present our input in three channels. By simply copying the log-scaled
mel-spectrogram values to increase the number of the channels to three. As shown in
Figure 4.4, this simple technique increases the average accuracy value by more than
4%. Each set of the augmentations on the wave signals and mel-spectrograms, as
outlined in section 4.3 and shown in Figure 4.4, further improve the average accuracy
by 1.6% and 1.45%, respectively.
Table 4.1 Accuracy of the baseline model on ESC-50 based on the different
maximum widths and number of the masked segments
F = 16, T = 32 F = 32, T = 32 F = 32, T = 64
t = 0 t = 1 t = 2 t = 3 t = 0 t = 1 t = 2 t = 3 t = 0 t = 1 t = 2 t = 3
f = 0 90.2 90.35 90.4 90.45 90.2 90.35 90.4 90.45 90.2 90.75 90.6 90.35
f = 1 91.2 91.6 91.35 91.1 91.45 91.7 91.5 91.05 91.6 91.85 91.5 91.25
f = 2 91.05 91.35 91.55 91.4 91.6 92.1 91.8 91.4 91.85 91.65 91.3 91.6
f = 3 90.8 91.2 91.3 91.55 91.65 91.7 91.45 90.95 91.5 91.4 91.8 91.05
To identify the best parameters for the number of the masked segments (f and
t) and their maximum-width (F and T ), we run experiments using values of {16, 32}


































Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
Figure 4.4 Results on application of transfer learning, data augmentation and
number of input channels, by using the baseline model on ESC-50. Transfer learning
has significant effect on improving the results. Increasing the number of the input
channels from 1 to 3, improves the accuracies only when transfer learning is used.
and temporal masked segments. To find the best number for the masked segments
across the frequency and time axes, we perform a grid-search for f, t ∈ {0, 1, 2, 3},
where f is number of the masked segments in frequency values and t is the number
of masked temporal segments. Table 4.1 shows the accuracy values from running the
baseline model on ESC-50. It turns out that the best accuracy for the baseline model
happens when F = 32, T = 32 and f = 2, t = 1. Using these settings for masking,
improves the accuracy of the baseline model on ESC-50 from 90.2% to 92.1%. We
believe that this improvement is caused by forcing the model not to be dependent
on any specific spectrotemporal values. Our results show that the frequency masking
is comparatively more effective than the temporal masking. This might be in part
due to the higher importance of the information in the frequency bands compared
to most of the short temporal segments, which forces the model to identify more
global patterns in classifying the audio events. Increasing the number of the masked
segments beyond two frequency and one temporal segments, eliminates some of the
essential information and reduces the overall accuracy of the model.
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4.6.3 Training Settings
We use ResNet-50 as the representation model in our experiments. The outputs of the
final pooling layer with 2048 dimension is normalized to generate the representation
vector for each sample. In the baseline model we add a linear fully connected layer
with hc hidden units where hc is the number of the classes in the dataset. The hc = 10
for ESC-10 and US8K and it is 50 for ESC-50. We train the baseline model using the
cross-entropy loss.
In training with supervised contrastive loss, we use a linear projection model
with one fully connected layer with linear activation. Based on our experiments
using a linear layer with 64 hidden-units, achieves the best accuracy as it makes the
representation space small-enough to be able to efficiently separate the samples from
each other, and yet large enough to preserve the most important features. For the
supervised contrastive loss, we use the implementation from [76]. We use the samples
in the mini-batches to draw the positives and negatives for each sample in the batch.
It has been shown both in self-supervised and supervised contrastive loss [23], [76],
that having larger number of negatives can help the training process. For this reason,
we use batches of 128 samples to be able to include more samples in the positive and
negative groups and create a more informative contrast. In the case of ESC-50, for
each sample, we have more than 2 samples from the same class (positive samples),
and more than 125 samples from other classes (negative samples) in average.
We used our baseline model to perform a grid-search to identify the optimal hyper-
parameters for the training stage. We use Adam optimizer with a base learning rate
of 5e−4 for ESC-50 and ESC-10, and 1e−4 for US8K. We also applied an exponential
learning rate decay with a factor of 0.98 and 10 warm-up epochs. To ensure a fair
comparison among our models, we use the same hyperparameters in training the
baseline, models with supervised contrastive loss, and the hybrid loss.
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4.6.4 Results of Our Three Models
We run experiments to identify the optimal value for α in Formula 4.4, from the
possible values of {0.01, 0.25, 0.5, 0.75, 0.99}. When α = 0.01, most of the hybrid
loss value comes from the cross-entropy loss, and when α = 0.99, the supervised
contrastive loss is the dominant factor. As shown in Table 4.2, the highest accuracy
is achieved when α = 0.5 for all three datasets. This shows that by equal contribution
from the cross-entropy and contrastive loss functions, we can achieve higher accuracy
and the model can achieve higher accuracy when these two loss functions act as
complementary to each other.
Table 4.2 Results of different alpha values on the hybrid loss. The best results are
achieved when the cross-entropy and contrastive loss contribute equally to







α = 0.01 91.85 99.25 85.03
α = 0.25 92.25 99.5 85.46
α = 0.5 93.2 99.75 85.96
α = 0.75 92.8 99.25 84.94
α = 0.99 92.7 99.25 84.72
We also compare the average of five runs and the best results of our three models
trained with cross-entropy, supervised contrastive, and hybrid loss with each other
in Table 4.3. On average, ResNet-50 model trained with our proposed hybrid loss
achieves validation accuracies of 92.86%, 99.6%, and 85.78% on ESC-50, ESC-10,
and US8K. This shows that not only by combining the two stages of training in the
supervised contrastive learning we can make the training faster, but also the hybrid
loss actually increases the performance of the model by providing a stronger loss
signal. In Figure 4.5, we show the average performance of our models on each fold in
the experimented datasets. This figure shows that the model trained with the hybrid
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loss either outperforms or have the same accuracy across all of the folds in ESC-50





























































Figure 4.5 The validation accuracies over different folds of the datasets averaged
over 5 times training. In most of the folds, the models trained with the hybrid loss
reach higher accuracies that the ones trained with the cross-entropy and contrastive
loss functions.
In Table 4.4, we compare our hybrid approach, which is based on training a single
ResNet-50 model with the hybrid loss, with other methods in ESC. Since in [112], an
ensemble of ResNet and DenseNet models are used in ESC, to have a fair comparison,
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Table 4.3 Results of Our Three Methods. The average values shows the average
validation accuracies of our models over 5 times training.
ESC-50 (%) ESC-10 (%) US8K (%)
ResNet-50, Cross-Entropy Loss Average 91.85 ± 0.64 99.0 ± 0.47 85.28 ± 0.69Best 92.65 99.5 86.16
ResNet-50, Supervised Contrastive Loss Average 91.98 ± 0.68 99.25 ± 0.59 84.69 ± 0.98Best 92.85 99.75 86.09
ResNet-50, Hybrid Loss Average 92.86 ± 0.46 99.6 ± 0.14 85.78 ± 0.51Best 93.4 99.75 86.49
we calculate the performance of an ensemble of five independently trained ResNet-50
models based on our proposed hybrid loss. Here, we use the average of the softmax
output of these five models to get the accuracy value for the ensemble model.
As shown in Table 4.4, a single ResNet-50 trained with the hybrid loss, increases
the accuracies on ESC-50, ESC-10, and US8K by 1.88%, 2.75% and 1.18% respec-
tively compared to the previous state-of-the-art results from DenseNet in [112]. The
improvement is more significant, if we compare our results with the ResNet-50 model
trained in [112]. We believe that our data augmentation techniques and use of the
contrastive loss has a large role in achieving these state-of-the-art results. Ensembling
our five ResNet-50 models increases the accuracy over ESC-50 and US8K datasets to
93.6% and 88.01%.
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Table 4.4 Comparing the results of our proposed training method with the hybrid loss and other state-of-the-art methods. In
order to have a fair comparison, we have separated the results achieved by the single models from the ensemble ones.
Model Architecture Features ESC-50 (%) ESC-10 (%) US8K (%)
Human [122] - - 81.3 95.7 -
Piczak-CNN [121] 2 conv + 2 FC layers Mel-Spectrogram 64.5 90.2 73.7
EnvNet-v2 [158] 10 conv + 3 FC + 5 max-pooling Raw Wave 84.7 91.3 78.3
ESResNet [54] ResNet-50 Log Spectorgram 90.8 96.75 84.9
ESResNet-Attention [54] ResNet-50 + Attention Log Spectrogram 91.5 97.0 85.42
ResNet [112] ResNet-50 Log Mel-Spectrogram 90.93 - 85.03
DenseNet [112] DenseNet-201 Log Mel-Spectrogram 91.52 - 85.31
SoundCLR ResNet-50 Log Mel-Spectrogram 93.4 99.75 86.49
ResNet-Ensemble [112] Ensemble of 5 ResNet-50 Log Mel-Spectrogram 92.64 - 87.35
DenseNet-Ensemble [112] Ensemble of 5 DenseNet-201 Log Mel-Spectrogram 92.89 - 87.42
SoundCLR-Ensemble Ensemble of 5 ResNet-50 Log Mel-Spectrogram 93.6 99.75 88.01
63
4.6.5 Robustness to Noise
The environmental sound classifiers need to be robust to the noise, since environ-
mental sound recordings usually include several types of background noise. We use
white noise signal with normal distribution to study the effect of the noise in our
classifiers. These noise signals are created randomly with mean of 0 and different
standard deviation values of 1e− 4, 5e− 4, and 1e− 3. We add the noise signals to
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Figure 4.6 Effect of white noise on the accuracy values of the classifiers trained
with cross-entropy, supervised contrastive, and hybrid loss on ESC-50. The models
trained with the supervised contrastive loss show more resilience towards the noise
and the accuracies of the models trained with this loss decreases slower than the
models trained with the other two losses.
Figure 4.6, shows the effect of the noise on the performance of our classifiers
trained on ESC-50 dataset. This figure shows that the models trained with the
supervised contrastive loss are more resistant against the noise and the accuracies of
these model decreases slower than the other two models. We think this is due the
higher distance between the samples in the representation space of the models trained
with the contrastive loss. The contrastive loss is based on increasing the distance
among the samples of the different classes and this increased margin contributes to
the better performance on the noisy signals.
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4.7 Chapter Summary
In this chapter, we introduced SoundCLR, a novel framework based on strong data
augmentation and contrastive learning to classify environmental audio events. We
introduced the supervised contrastive learning concept into ESC, and showed that
our model can achieve state-of-the-art results in ESC by using the contrastive loss to
disentangle the samples of the different classes from each other in the representation
space, combined with the cross-entropy loss used to map the representation vectors
to the output labels. In our proposed method, we demonstrated how the contrastive
and cross-entropy loss functions can be used as complementary to each other in audio
classification to provide a stronger error signal in training the audio classifiers. Fur-
thermore, we showed how simple data augmentation techniques such as masking and
increasing the number of the channels in the input mel-spectrograms can significantly
increase the classification accuracy of the model.
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Chapter 5
Online Damage Monitoring of SiCf-SiCm
Composite Materials using Acoustic Emission
and Deep Learning 1
1Alireza Nasiri, Jingjing Bao, Donald Mccleeary, Steph-Yves M Louis, Xinyu Huang, Jianjun
Hu. 2019. IEEE Access. 7: 140534-140541. Reprinted here with permission of publisher.
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5.1 Introduction and Related Work
SiCf - SiCm composite tubes have been proposed to replace Zircaloy cladding for
nuclear fuel [63] with the purpose of improving the accident tolerance. These tubes
have demonstrated excellent high temperature stability, good fracture toughness, bet-
ter oxidation resistance, lower hydrogen production rate and very low thermal and
irradiation creep [151]. Degradation detection is essential to allow intervention before
failure. One of the widely-used non-destructive degradation monitoring methods for
SiCf-SiCm composite is acoustic emission (AE) [133, 4] . In this technique, acoustic
signals produced during the material degradation process are recorded by a piezo-
electric sensor and analyzed.
Numerous studies have been conducted to analyze the correlation between AE
parameters and the progress of damage in materials. Forio et. al [44] studied the
state of the damage in the SiC composites by analyzing their microstructures. In
their research, AE was used as a complementary tool to confirm the correlation of
the progression of damage and the cumulative number of the acoustic events. Nozawa
et. al [109] studied the failure behavior of SiC composites by analyzing the cumulative
AE energy. Morscher et. al [104] showed the relation between AE and stress vs. strain
curve of a SiC fiber reinforced SiC matrix composite at elevated temperatures. More
recently, Alva [5] used normalized cumulative AE energy and time intervals between
the acoustic events to calculate the damage variable and re-built the stress vs. strain
figure for the SiC composites. All of these studies have two things in common. First,
they only use a small number of hand-picked features from AE events to investigate
the damage behavior of the material. Second, they analyze AE to identify the location
or type of damage in SiC composites as a post-mortem analysis technique, not quite
an online tool to monitor the degradation process.
Of interest to this research is monitoring the current stage of the material as





























Figure 5.1 A stress vs. strain curve divided into three different stages using PLS
and UTS points
strain figure of the composite called Proportional Limit Stress (PLS) and the Ultimate
Tensile Stress (UTS). We use these points to define three stages in the SiC composites
as it undergoes internal pressurization. The stage before PLS is called elastic region
which is dominated with very few small, low-energy cracking events. Around PLS,
a large number of AE events with high energy occur. After PLS, the stress vs.
strain curve bends due to significant amount of damage in the material. Immediately
following the PLS is a matrix-driven damage regime in which the AE events are
believed to be derived mostly from matrix cracking. As matrix cracks saturate, load
is being transferred to the fibers. At some point between PLS and UTS, the material
degradation is believed to shift towards a mainly fiber break dominated regime called
the fiber-driven region. Figure 5.1 shows these three regions on a representative
stress vs. strain curve. By using these regions, we define the online monitoring of
the SiC composites degradation using the AE analysis as a classification problem in
which each AE event belongs to one of the three regions. So given an AE event, if
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we can map it to one of these three stages, we can identify that stage as the current
degradation state of the material. Deep learning algorithms have been widely applied
to degradation detection problems like predicting the corrosion rate of steel [136],
monitoring cracks in civil structures [20, 87, 153], and identifying defects in carbon
fiber reinforced polymers [93]. These algorithms are capable of building models based
on complex relations of numerous parameters and performing prediction in real time.
Deep learning methods are end-to-end learning paradigms, which means that unlike
traditional machine learning algorithms feature extraction and classification is done
consecutively in them. Sadowski et. al [136] trained a multilayer perceptron model to
predict the corrosion current rate of steel in concrete using corrosion current density.
Lin et. al [87] used a Convolutional Neural Network (CNN), which is a type of deep
neural networks first proposed by LeCun et. al [80], to extract high-level features
from the sensor signals of large-scale structures and identify the damage locations.
Another CNN model including two convolutional layers was proposed by Meng et.
al [93] to identify the defects in carbon fiber reinforced polymer by classifying the
ultrasonic signals. In all of these works, deep learning methods have shown higher
accuracy compared to models that only rely on hand-picked features.
In this study, we propose two supervised learning methods of Random Forest
(RF) and CNN, to analyze the AE of SiC composites and classify them into one of
the stages in the material’s degradation process. RF models have already been used
to study corrosion by analyzing AE [103], but it has never been used to analyze AE
of composites to detect the state of their degradation. We train RF models using all
of the relevant hand-picked features of the AE data to exploit the capacity of these
features. We also built a deep CNN model to extract high-level features from the AE
and classify them. We use raw sound signals as input to the CNN model. This allows
the model to extract the most descriptive features from the AE through the training
process.
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We also examined combining the features for a number of AE samples together
and training our models with them. This was done because not all of the events that
are happening at the different stages of the degradation are uniquely inclusive to that
stage and there are events of the same type that happen across all three stages of
the degradation process. Taking this into account, analyzing a single event at a time
would likely provide poor results. To ensure the reliability of these models, we train
the RF and DL models using the AE data from eight out of the nine experiments.
The model’s performance is measured on withheld data of the ninth experiment. By
completely separating the training and testing sets, we ensure that our results are
reliable and unbiased.
The contribution of this study includes the following:
1. We exploit expert-defined features of the AE data by training RF models to
learn the patterns of AE from SiC composite tubes and use those patterns to
monitor the state of the degradation in the SiC composite.
2. We train end-to-end deep CNN models to extract high-level features from the
raw audio signals of AE from SiC composite tubes and utilize these models to
monitor the degradation process in SiC composite tubes.
3. We test our models on the AE from an experiment not represented in the
training set to ensure the reliability of our results.
The rest of this chapter is organized as: In section 5.2, we go over the data
acquisition process and the experimental setup used to gather the data. In sections
5.3, we describe the random forest method, which we use as our baseline. Section 5.4
describes our proposed convolutional neural network method to classify the acoustic
signals. We present our results and analysis in section 5.5, and finally we conclude
the chapter in section 5.6.
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Figure 5.2 (a) Speckle pattern and (b) Assembly.
5.2 Data Acquisition
The AE equipment used in this work is a Micro-II Digital AE System (Physical
Acoustics Corporation) equipped with a NANO-30 AE sensor (125 – 750 kHz range)
and 20 dB preamplifier. Figure 5.2 shows how the AE sensor, tube and strain gauges
were set up for the experimentation.
SiGATM composite samples were manufactured and provided by General Atomics
in the form of SiCf - SiCm composite tubes made of nuclear grade fiber, pyrolytic
carbon interface coating and CVI SiC matrix. Nine samples from three different
batches were tested. The setup is the same as [3], where a bladder-based burst rig
was used for an open-end burst test that uses hydraulic oil to exert a uniform pressure
to the inner surface of the sample via a soft polymer tubing.
Before testing, the samples are prepared by painting a speckle pattern on the outer
surface and attaching a rosette strain gauge. The rosette strain gauge measures the
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strains in in both the axial and hoop directions. The speckle pattern is used with the
digital image correlation (DIC) technique to measure the strain distribution on the
outer surface of the sample. We define three different regions of elastic, matrix-driven
and fiber-driven behavior, and label each AE sample based on the region in which
it occurs. We can identify different stages of the material degradation by classifying
the AE events into one of the three different classes. In this classification problem,
we want to output the current stage of the material, given the acoustic features of xi
for a generated audio sample i. A model is trained to map AE signals to the stage in
which they belong. We calculated a set of features such as amplitude, duration, rise-
time, absolute energy, peak counts and signal strength for each audio signal recorded
by the sensor. Here xi for each audio sample is defined to be these set of features
expressed as,
xi = [rise− timei, rise− countsi, energyi, durationi, amplitudei, RMSi, ASLi,
average− frequencyi, peak − countsi, r − freqi, l − freqi, signal − strengthi,
absolute− energyi, frequency − ci, p− frequencyi]
(5.1)
We examine the capacity of these hand-picked features by using them to train
a RF model. The input of the RF model is the xi features for each sample. Since
the cracks that happen at different stages are not inclusive to that stage and for
instance we might have some matrix cracks in all three stages, only depending on
one generated audio for identifying the stage of the material’s degradation is not a
reliable method. For this reason, we have also combined a number of consecutive
cracks and calculate the average, max and min of their feature vectors to train a RF
model.
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5.3 Random Forest (RF): The Baseline Algorithm
RF is an ensemble machine learning method that can be used for classification or
regression [13]. RF classifier employs a number of decision trees to fit the data
set and uses majority voting to combine the results from its decision trees. The
algorithm begins by creating subsets of the training data where many of the samples
are generated using bootstrap technique. Each tree will be fitted to one subset by
applying binary partitioning at each node of the tree. One major constraint for
partitioning tree is that the predictor variable can be selected from n random variables
at each node. The trees are fully grown and each tree produces a label for each
sample. The final predicted class of a sample is calculated by the majority vote of
the predictions from all of the trees for that sample. Figure 5.3 shows how each one
of the decision trees in the RF model outputs a label and the majority voting method










Figure 5.3 The random forests (RFs) are composed of a number of decision trees,
where the output of the RF can be determined using the voting mechanism.
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5.4 Deep Convolutional Neural Networks (CNN) in AE
Classification
CNN models were first introduced to detect patterns in computer vision [80]. They
have achieved numerous state-of-the-art results in the computer vision tasks during
recent years [33, 27]. CNN has also been successfully applied to the sound tasks [121,
64]. A CNN model usually consists of a number of components that are stacked one
after another in layers. These components are convolutional, pooling and classifier
layers.



















Figure 5.4 One dimensional convolution.
In the convolution layer, a kernel convolves over the input to produce the feature
map. Equation 5.2 shows the formula for the one-dimensional convolution operation.
(hk)i = (Wk ∗ x)i + bk (5.2)
Here ∗ represents convolution operation in which, h is the output of neuron i in
the kth feature map of the convolutional layer. W and b are trainable parameters
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which represent weights and bias of the one-dimensional kernel. Figure 5.4 shows
how a one-dimensional kernel slides over the input vector to produce its feature map.
The Pooling layer is a nonlinear down-sampling layer that calculates either
maximum or average values from each sub-region of the input data. The Activation
function is usually applied to the output of the convolution layers as a non-linear
function. A rectified linear function (ReLU) of relu(x) = max(0,x) is the most com-
monly used activation function. The Softmax activation function is usually used at
the top of all the layers as a classifier. This layer outputs a vector of values in range
of (0,1), where each value represents the probability of the input sample belonging to






where di and dk are the input values and z is the output vector of the softmax.
The Loss function is used to calculate the true difference between the actual
class labels and the probability values that the CNN model has calculated. This
difference is back-propagated through the network to adjust the trainable parameters
in the model. One epoch is when the entire training set is fed into the model and
its error has been back-propagated. The overall forward calculations through the
layers and back-propagation of the error are called the training process which can
include multiple epochs. We continue training the model for multiple epochs, until
it can map the input data to the correct categories with an acceptable accuracy. To
ensure that the model learns the most general patterns from the data and it does not
overfit the training data set, dropout is applied on the output of each convolution
layer [149]. By using dropout, we randomly select some of the values in the feature
map. Also, we use a validation set, which does not overlap with the training set and
measures the progress of the learning in the model. Once the model’s accuracy stops
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improving over the validation set for a number of epochs, we terminate the training
process. This technique is called early-stopping.
We design a CNN model to classify AE event samples from the SiC composites
into three categories. In our model, a combination of convolutional and pooling
layers are used to extract high-level features from the audio signals and a softmax
layer is employed to classify each audio to one of the three stages in the composite’s
degradation process. In each convolutional layer a number of kernels convolve over
the input of that layer to produce feature maps. These feature maps themselves are
the input to the next layer. We apply Rectified Linear Unit (relu) to the output
of convolutional layers [106]. Average-pooling and max-pooling layers are used to
down-sample the data.
For the DL model, we have done experiments using samples with one or multiple
AE events as input. Figure 5.5 shows the structure of our model with the audio





















































and dropout = 0.3 
Figure 5.5 Architecture of our deep CNN model.
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The first convolutional layers use 32 kernels of size 1x9, where the second one has
64 kernels of size 1x7 and the last convolutional layer used 256 kernels of size 1x5.
Batch normalization, relu activation function and dropout with rate of 0.3 is applied
to the output of each convolutional layer. The dropout layer helps to regularize the
network and avoid overfitting [149]. The last layer uses Softmax activation function
to output probabilities for each class.
We applied a binary cross-entropy function to calculate the loss of the calculated
values during the training. This function is shown in Equation 5.4:






i) + (1− yi).log(1− y
′
i) (5.4)
where y is the actual label and y′ is the calculated label by the model.
We train the CNN models for at most 50 epochs and at the end of each epoch,
the model is evaluated on a validation set. We apply early-stopping with min-delta
of 0.1 and patience of 10 epochs.
5.5 Result and Discussion
Our dataset consists of the AE data from 9 individual tests that have been conducted
over 9 different test samples from 3 batches of SiCf - SiCm composite tubes. Table5.1
shows the number of the AE events created in each one of these tests during each of
the three stages of behavior.
Table 5.1 Number of generated audios in different stages of the material
degradation
Stages Test 1 Test 2 Test 3 Test 4 Test5 Test 6 Test 7 Test 8 Test 9
Elastic Region 1589 2133 2663 2073 1651 823 1074 2200 2566
Matrix-driven
Region 1217 507 85 614 881 940 1353 147 256
Fiber-driven
Region 409 1863 1062 1819 352 845 1111 1095 4948
Total 3215 4503 3810 4506 2884 2608 3538 3442 7770
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On average, most of the events of each test are generated in the first stage of the
degradation, before the PLS point. In test 9, an abnormally large number of events
are recorded during the fiber-driven region. Also because of the quick transition from
the matrix-driven region to the fiber-driven region in test 3, test 8 and test 9, the
number of the events on the matrix-driven region for these tests are relatively low.
Each test, based on the characteristics of the composite and the place of the crack,
has a different number of AE events in its three stages. To make sure that our models
are learning the most general patterns from the AE data and our methods are reliable
in monitoring SiC composites’ degradation process, we train each one of our models
on the data from the eight tests and evaluate them on the remaining ninth set. For
example, this means that to evaluate our model on test 5, we have trained it using
the data from all of the experiments other than test 5.
Table 5.2 shows the results from our models’ evaluation on each one of the test
sets. RF_1 denotes the RF model trained and tested with a vector of hand-picked
features for each individual audio sample. RF_20 and RF_40 stands for the RF
model trained with the average, max and min values for the hand-picked features of
20 and 40 consecutive audio samples, respectively. As a result, the size of the input
vector for R_20 and RF_40 is triple the size of the input vector for RF_1. CNN_1,
CNN_20 and CNN_40 refer to the deep CNN model that is trained and tested using
1, 20 and 40 raw audio signals as input. We have randomly shuffled the training and
testing data sets five times to train and evaluate our RF models on each data set.
Also each CNN model is trained and tested five times for each data set, where both
training and testing sets were randomly shuffled each time. The percentage values
on Table 5.2 are the average of the accuracy for each model.
As shown in Table 5.2, CNN models in general outperform the RF models. On
average CNN_40 has the highest performance with 86.6% accuracy although the
CNN_40 model takes longer to train compared to the other CNN models due to its
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Table 5.2 Accuracy (%) of our models evaluated on different tests (accuracy for
the RF models is the average of 5 runs and the accuracy of the CNN models is the
average of 5 runs)
Models Test 1 Test 2 Test3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9 Average
RF_1 71.6 74.3 70.5 80.3 81.2 64.8 72.8 83.9 66.9 74.0
RF_20 84.2 76.0 83.1 87.9 86.6 80.2 81.4 92.3 70.5 82.5
RF_40 85.3 74.4 82.9 87.9 87.7 79.3 82.2 93.7 71.7 82.8
CNN_1 85.2 84.7 91.1 89.7 84.5 77.6 81.2 95.0 73.5 84.4
CNN_20 93.3 82.2 92.4 91.5 94.9 76.2 80.4 97.7 69.3 86.4
CNN_40 91.6 81.8 91.2 91.5 95.2 82.4 86.2 97.4 62.2 86.6
input size. On the other hand, CNN_1 models train very quickly (less than a minute
on average) and they reach an average accuracy of 84.4%. CNN_20 only takes 6-8
minutes to train on average and reaches a high accuracy of 86.4% which is just 0.2%
less than CNN_40. Our results show that combining the features for a number of
samples together and training our models with them improves the prediction accuracy.
This improvement is more obvious in test 1 and test 5, where CNN_20 shows 11.1%
and 10.4% improvement over CNN_1. This can be related to the possibility of having
the instances of the same type of the cracks across all of the three stages which makes
it difficult for the model to be able to judge the current state of the material based
solely on one sound sample. However, combining larger numbers of samples might
not lead to a better result, since it can smooth out the features and make them less
differentiable for the model. It seems that this is the case for test 2 and test 9, where
combining samples has lowered the accuracy of the RF and CNN models. Overall,
it seems that CNN_20 is the most reliable choice for prediction, considering its high
average accuracy, fast training process and smaller variance in its results.
In these models, the performance over different test data sets are similar with a
few exceptions. Our models have their highest prediction accuracy over the AE of
test 8 with the best value of 97.7% for the CNN_20 model. This model also has high
accuracy of 93.3% and 94.9% for test 1 and test 5, respectively. The accuracy of our
model for test 9 is comparatively lower than other test sets. The highest accuracy on
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this data set belongs to CNN_1 model with accuracy of 73.5%, which is significantly
lower than the accuracy of the other data sets. Based on the investigation of our
models, this is likely due to the abnormally large number of the events on the fiber-
driven stage of test 9. Table 5.1 shows that the number of the events in fiber-driven
stage varies from 352 to 1863 for tests 1-8, where test 9 has 4948 samples at this
stage. Our models misclassify at least 2100 samples out of the 4948 samples in the
fiber-driven region of test 9. This can be related to the fact that some of the events
recorded in this stage are not damage related. The previous studies of the AE from
SiC composite tubes [3] state that there are non-damage events recorded at the fiber-













Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9
Figure 5.6 Average and Standard Deviation of accuracy of our proposed models
over all of the tests
Figure 5.6 shows the average accuracy and the standard deviations of our models
on tests 1-9. It is clear based on this Figure and Table 5.2, that the CNN models
achieve higher accuracy than the RF models. This shows that using convolutional
layers in extracting the high-level features from the AE is a better tool than using
hand-picked features in AE classification of the SiC composites.
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5.6 Chapter Summary
In this study, we analyzed the AE signals from nine different open-end burst tests of
SiCf - SiCm composite tubes. We used RF and CNN to classify the AE signals of
each test into one of three stages in its degradation process. These stages are defined
based on the PLS and UTS points in the stress vs. strain curve of the composite and
are called elastic region, matrix-driven region and fiber-driven region.
We conducted multiple experiments by training RF and CNN models using the
features from one and multiple AE signals. We show that combining the features of
a number of samples together can result in a higher accuracy in detecting the current
stage of the material. To ensure the reliability of our results, we completely separated
the training and testing sets by training on the AE data of eight experiments and
testing on the ninth one. Furthermore, we run each model several times and average
the results. Our results indicate that AE analysis using state-of-the-art machine
learning methods is a reliable and efficient way to monitor the degradation process in
the SiCf - SiCm composite tubes. Across our data sets, CNN models show a higher
accuracy compared to the RF models. This proves that using deep convolutional
layers to extract high-level features from the AE test data of the SiC composites is a
more robust tool in representing the audio samples and can yield better classification
results.
Based on our experiment results, it can be expected that RF and CNN approaches
as proposed here can also be used to monitor the degradation process of other mate-





In this dissertation proposal, we introduced our work on audio event detection, acous-
tic emission analysis, and environmental sound classification based on the contrastive
learning. For the first work, we We proposed AudioMask, a novel sound event detec-
tion algorithm based on the Mask R-CNN framework and frame-level audio analysis.
Our algorithm exploits the power of Mask R-CNN to create bounding boxes around
candidate events, which are then fed as input to a frame-level classifier for finer anal-
ysis to determine if the candidate regions can be categorized as the target event or
not. By comparing to the top non-ensemble algorithms of the DCASE 2017 task 2,
we show that our method achieves higher performance. We believe our AudioMask
algorithm can be generalized to detect other audio events of interest in the envi-
ronment, especially those that are relatively longer and have a specific shape in the
mel-spectrogram representation.
In the second work, we introduced SoundCLR, a novel framework based on strong
data augmentation and contrastive learning to classify environmental audio events.
We introduced the supervised contrastive learning concept into ESC, and showed that
our model can achieve state-of-the-art results in ESC by using the contrastive loss to
disentangle the samples of the different classes from each other in the representation
space, combined with the cross-entropy loss used to map the representation vectors
to the output labels. In our proposed method, we demonstrated how the contrastive
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and cross-entropy loss functions can be used as complementary to each other in audio
classification to provide a stronger error signal in training the audio classifiers. Fur-
thermore, we showed how simple data augmentation techniques such as masking and
increasing the number of the channels in the input mel-spectrograms can significantly
increase the classification accuracy of the model.
Finally, we analyzed the AE signals from nine different open-end burst tests of
SiCf - SiCm composite tubes. We used RF and CNN to classify the AE signals of
each test into one of three stages in its degradation process. These stages are defined
based on the PLS and UTS points in the stress vs. strain curve of the composite
and are called elastic region, matrix-driven region and fiber-driven region. We con-
ducted multiple experiments by training RF and CNN models using the features from
one and multiple AE signals. We show that combining the features of a number of
samples together can result in a higher accuracy in detecting the current stage of
the material. To ensure the reliability of our results, we completely separated the
training and testing sets by training on the AE data of eight experiments and testing
on the ninth one. Furthermore, we run each model several times and average the
results. Our results indicate that AE analysis using state-of-the-art machine learning
methods is a reliable and efficient way to monitor the degradation process in the SiCf
- SiCm composite tubes. Across our data sets, CNN models show a higher accuracy
compared to the RF models. This proves that using deep convolutional layers to
extract high-level features from the AE test data of the SiC composites is a more ro-
bust tool in representing the audio samples and can yield better classification results.
Based on our experiment results, it can be expected that RF and CNN approaches as
proposed here can also be used to monitor the degradation process of other materials
by analyzing their AE signals.
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6.2 Future Work
6.2.1 Extending AudioMask to Identify Overlapping Audio Events
Overlapping audio events significantly modifies the audio signals. This change can
make it very difficult for the AudioMask or other vision-based methods to identify the
type of the overlapping events. For these samples, a stronger version of the frame-
level analysis might be required to identify the audio events. As the next step, we
plan to develop a method based on AudioMask, where the finer-level analysis is the
major part of the method and can identify the portions of the audio that belong to
different events.
6.2.2 Self-Supervised Contrastive Learning to Pre-Train Audio Classifiers
Pre-training the audio classifiers using self-supervised contrastive learning can sig-
nificantly improve their performance specially on the small datasets. As larger non-
speech audio datasets become available, a major focus of the research should be on
utilizing these samples to pre-train the audio classifiers. Contrastive learning is a
suitable candidate for this purpose.
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