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Abstract
In this paper, a goal-oriented error estimation technique for static response sensitivity analysis is proposed
based on the constitutive relation error (CRE) estimation for finite element analysis (FEA). Strict upper
and lower bounds of various quantities of interest (QoI) that are associated with the response sensitivity
derivative fields are acquired. Numerical results are presented to assess the strict bounding properties of the
proposed technique.
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derivative; Perturbation method
1. Introduction
In the design of engineering structures, the finite element method (FEM) has been widely used to
make critical decisions. In order to control the quality of numerical simulations and develop confidence
in decisions, a research topic, referred to as model verification, has been intensively studied for more than
four decades. Among different error sources of numerical simulations for a chosen model, the discretization
error is predominant and controllable. For the purpose of evaluating discretization error in finite element
analysis (FEA), several families of a posteriori error estimators [1–4] have been presented for the estimation
of errors measured in global norms, such as explicit error estimators [5], implicit error estimators [6, 7],
recovery-based error estimators [8], hierarchical estimators [9], constitutive relation error (CRE) estimators
[10], etc.
The goal of many finite element computations in structural analysis is the determination of some specific
quantities of interest, such as local stress values, displacements etc., which is necessary for a particular
design decision. Thus, it is frequently the case that a posteriori finite element error analysis is focused on
goal-oriented error estimation. Towards this end, adjoint/dual-based techniques are used to estimate the
errors in solution outputs, which have been systematically reviewed in [11–14]. Research on goal-oriented
error estimation was initiated in the 1990’s [15–22]. Since then, several methods have been developed and
applied to solutions of various problems, such as Poisson’s equation, linear and non-linear static problems
in solid mechanics, eigenvalue problems, time-dependent problems, non-trivial problems of CFD, etc (see
[23, 24] for example). A variety of specific error estimation techniques have been proposed to evaluate the
discretization error in quantities of interest, for instance, the adjoint-weighted residual method [11, 14, 23],
the energy norm based estimates [25], the Green’s function decomposition method [26], the strict-bounding
approach based on Lagrangian formulation [27], the CRE-based error estimation [20]. Among the available
techniques, the CRE-based error estimation provides guaranteed strict bounds of quantities. The strict
bounding property, together with its advantage of wide applicability [28–38], makes the CRE stand out for
goal-oriented error estimation.
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Sensitivity analysis plays an important role in uncertainty analysis, structural optimization and many
other areas of structural analysis. When using some numerical methods in the first-order perturbed for-
mulation to compute the static response sensitivity of a structural system, discretization error exists in
the analysis. For instance, the stochastic perturbation method [39] is usually chosen to obtain statistically
characteristic values of some structural outputs, in which the response sensitivity derivatives with respect
to input parameters appear in the expressions of coefficients. Hence controlling the discretization error in
response sensitivity helps enhance the accuracy of evaluating the statistically characteristic outputs. In the
context of structural optimization or other parameterized problems that require repeatedly solving the struc-
tural responses under different inputs, gradient-based algorithms desire the response sensitivity derivatives
at each iteration step in the parameter space. If some reduced order methods, such as the reduced basis
method [40] and the proper generalized decomposition [41], are used to solve the structural responses and
response derivatives at a number of sampling points with a decreased computational cost, the verification
of numerical simulations will also play a crucial part throughout the procedure, see [40, 42, 43] for exam-
ples. Therefore, a posteriori estimators are required to estimate the discretization error in the solution for
sensitivity derivatives of the structural response, especially in some specific quantities about the response
sensitivity. As far as the authors know, the relevant error estimation techniques have not been adequately
studied, and only limited information has been available. For example, an explicit (residual-based) error esti-
mator has been used in a posteriori error estimation in sensitivity analysis [44], and a Neumann-subproblem
a posteriori finite element procedure has been proposed to provide upper and lower bounds for functionals
of the response sensitivity derivative fields [45].
On the basis of the principle of minimum complementary energy, the CRE-based goal-oriented error
estimation will be extended to the cases of non-symmetric bilinear forms, especially to the static response
sensitivity analysis of linear structural systems by the FEM in this paper. Consequently, strict upper
and lower bounds can be obtained for quantities of interest, which are linear functionals associated with
the sensitivity derivative fields of displacements, including the sensitivity derivatives of some scalar-valued
static response quantities.
Following the introduction, the basics of the CRE estimation and the CRE-based goal-oriented error
estimation are reviewed in Section 2. In Section 3, the CRE-based error estimator is extended to the cases
with non-symmetric bilinear forms, and in Section 4, the estimator is used for goal-oriented error estimation
of static response sensitivity. Numerical results for some model problems are presented to assess bounding
property of the proposed estimation technique in Section 5. In Section 6, conclusions are drawn.
2. Basics of the constitutive relation error estimation
2.1. An abstract primal problem
To start with, a typical problem in structural analysis is introduced [46]. A Banach space V, referred
to as the ’space of kinematically admissible solutions’, consists of all the possible displacements that satisfy
the Dirichlet boundary conditions 1. As its dual space, the ’loading space’ V∗ is given with the duality pair
V∗〈·, ·〉V . Usually, a load f ∈ V∗ includes a body force in the domain that the structure occupies and a
traction on its Neumann boundary. A Banach space of strains, E , and its dual space – the space of stresses,
E∗, are introduced, and their duality pair is written as E∗〈·, ·〉E .
The relation between a displacement element v ∈ V and its corresponding strain ε ∈ E is represented
by a linear differential operator A : V → E , v 7→ ε, i.e. ε = Av. The adjoint operator of A, denoted by
A∗ : E∗ → V∗, is then defined as
E∗〈τ,Av〉E = V∗〈A∗τ, v〉V ∀(τ, v) ∈ E∗ × V . (1)
1In this paper, only the problems with homogeneous Dirichlet boundary conditions are discussed, since those with nonho-
mogeneous Dirichlet boundary conditions can be equivalently transformed to homogeneous cases.
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In structural analysis, the operator A is usually gradient-like and A∗ is divergence-like, which is a nat-
ural derivation from Green’s formula. Besides, the relation between stresses and strains, or termed the
constitutive relation, is represented by a material operator K : E → E∗.
Then the governing equations for the primal structural problem are given as follows:
u ∈ V , ε ∈ E , σ ∈ E∗ ,
ε = Au , σ = Kε , A∗σ = f ,
(2)
or written with a single unknown u as
u ∈ V , A∗(K(Au)) = f . (3)
With the aid of Eq. (1), the weak form of Eq. (3) is stated as: find u ∈ V such that
E∗〈K(Au), Av〉E = V∗〈f, v〉V ∀v ∈ V , (4)
which is also referred to as the virtual work principle.
In this paper, linear elastic problems are taken into consideration. Then V, V∗ and E = E∗ are ascribed to
Hilbert spaces, E∗〈·, ·〉E is symmetric and positive definite, and the operator K is linear, reversible, symmetric
and positive definite. In this case, A∗KA, the differential operator in Eq. (3) is of elliptic type. For example,
A = A∗ = ∂xx and K = EI(x) for a beam problem, where EI is the flexible stiffness; A = (∇ + ∇T )/2,
A∗ = −div and K is the Hooke’s stiffness tensor for a 2D or 3D problem in linear elasticity.
For notation, a symmetric semi-positive definite bilinear form au(·, ·) : V ×V → R and the corresponding
semi-norm, a symmetric positive definite bilinear form aσ(·, ·) : E∗ × E∗ → R and the corresponding norm
are introduced, respectively, as
au(u, v) =E∗ 〈K(Au), Av〉E , ‖u‖u =
√
au(u, u) , (u, v) ∈ V × V;
aσ(σ, τ) =E∗ 〈σ,K−1τ〉E , ‖σ‖σ =
√
aσ(σ, σ) , (σ, τ) ∈ E∗ × E∗ .
(5)
The duality pair V∗〈·, ·〉V is then written as 〈·, ·〉 for simplification. It can be proven that au is a continuous
and coercive bilinear form for linear elastic problems. This ensures the existence and uniqueness of the
solution to Eq. (4), which is restated as: find u ∈ V such that
au(u, v) = 〈f, v〉 ∀v ∈ V . (6)
The primal problem (4) can be formulated as follows: find a displacement field u and a stress field σ
satisfying
• The compatibility condition:
u ∈ V ; (7)
• The equilibrium condition:
σ ∈ E∗, aσ(σ,K(A(v))) = 〈f, v〉 ∀v ∈ V ; (8)
• The constitutive relation: (Hooke’s law)
σ = K(A(u)) . (9)
When Eqs. (7), (8) and (9) hold true, the pair (u, σ) is the exact solution to the primal problem. To seek
numerical solutions, the problem can be discretized using the displacement-based Galerkin finite element
method, i.e. find uh ∈ Vh such that
au(uh, v) = 〈f, v〉 ∀v ∈ Vh , (10)
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where Vh = V∩Ph, and Ph denotes the finite element space under the mesh characterized by size h. Together
with the solution of stress field
σh = K(A(uh)) , (11)
in the sense of distribution, the pair (uh, σh) forms the finite element approximations of the primal problem,
resulting in a discretization error.
2.2. Concept of constitutive relation error
The concept of constitutive relation error (CRE) relies on the concept of admissible solution pair (uˆ, σˆ),
i.e. the combination of the kinematically admissible field uˆ verifying (7) and the statically admissible field
σˆ verifying (8). The solution quality is quantified by the error of constitutive relations.
Hence an error measured in terms of the constitutive relation is defined as
eCRE(uˆ, σˆ) := ‖σˆ −K(A(uˆ))‖σ, (12)
which is the constitutive relation error (CRE).
An important property of the constitutive relation error is the Prager-Synge theorem [47]:
e2CRE(uˆ, σˆ) = ‖σˆ − σ‖2σ + ‖uˆ− u‖2u . (13)
Then a corollary that eCRE(uˆ, σˆ) = 0⇔ (uˆ, σˆ) = (u, σ) a.e. follows immediately.
2.3. Global discretization error estimation based on the CRE
The finite element solution for displacements satisfies uh ∈ Vh ⊂ V, meaning that uh can be taken as
the kinematically admissible field, i.e. uˆ = uh. However, the finite element solution for stresses σh does not
satisfy the equilibrium equations, i.e. σˆ 6= σh. There already exist plenty of techniques proposed to recover
the equilibrated stress field σˆ = σˆh from the finite element stress solution σh via an energy relation called
prolongation condition, see [1, 48] for reviews.
According to Eq. (13), the constitutive relation error eCRE(uh, σˆh), which can be considered as a global
discretization error estimator, provides an upper bound of the global energy norm error of the finite element
solution, i.e.
‖u− uh‖u = ‖σ − σh‖σ ≤ eCRE(uh, σˆh). (14)
As a matter of fact, this bounding property (14) is guaranteed by the well-known principle of minimum
complementary energy. Notice that e := u− uh is the solution of such a ’residual’ problem: find e ∈ V such
that
au(e, v) = 〈R, v〉 ∀v ∈ V , (15)
where R ∈ V∗ is defined as 〈R, v〉 = 〈f, v〉 − au(uh, v), v ∈ V. Then minimizing the complementary energy
of this problem, also referred to as the dual variational formulation, immediately gives the inequality (14).
2.4. Goal-oriented error estimation based on the CRE
Assume that the quantity of interest is a linear bounded functional with respect to the displacement field
u defined in the global form Q(u) = 〈Q, u〉, where Q ∈ V∗. Then, an adjoint problem associated with the
output Q(u) can be defined as: find u˜ ∈ V such that
au(v, u˜) = Q(v) ∀v ∈ V , (16)
or formulated as: find a displacement field u˜ and a stress field σ˜ that satisfy
• The compatibility condition:
u˜ ∈ V ; (17)
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• The equilibrium condition:
σ˜ ∈ E∗, aσ(K(A(v)), σ˜) = Q(v) ∀v ∈ V ; (18)
• The constitutive relation:
σ˜ = KT (A(u˜)) = K(A(u˜)) . (19)
Similar to the primal problem, the displacement field for the adjoint problem can be approximately
obtained using the Galerkin finite element method: find u˜h ∈ Vh such that
au(v, u˜h) = Q(v) ∀v ∈ V , (20)
and the stress field solution is accordingly given as σ˜h = K(A(u˜h)) in the sense of distribution. Furthermore,
an admissible pair (u˜h, ˆ˜σh) for the adjoint problem can be derived using the same technique as that for the
primal problem.
The approximation of quantity Q(u) is usually computed as Q(uh). With the fact that u− uh ∈ V and
au(u− uh, u˜h) = 0, the error in quantity Q(u) is given as
Q(u)−Q(uh) = Q(u− uh) = au(u− uh, u˜− u˜h)
=
1
4
∥∥∥∥κ(u− uh) + 1κ (u˜− u˜h)
∥∥∥∥2
u
− 1
4
∥∥∥∥κ(u− uh)− 1κ (u˜− u˜h)
∥∥∥∥2
u
,
(21)
where κ ∈ R+ is an arbitrary parameter, and the parallelogram identity [21, 22] is used. Thus strict upper
and lower bounds of Q(u)−Q(uh) can be represented in a computable form by introducing the admissible
fields:
± (Q(u)−Q(uh)) ≤ 1
4
∥∥∥∥κ(u− uh)± 1κ (u˜− u˜h)
∥∥∥∥2
u
≤ 1
4
∥∥∥∥κ(σˆh −K(A(uh)))± 1κ (ˆ˜σh −K(A(u˜h)))
∥∥∥∥2
σ
. (22)
Taking κ =
√
eCRE(u˜h,ˆ˜σh)
eCRE(uh,σˆh)
, a pair of computable strict error bounds with the sharpest gap is given as follows:∣∣∣∣Q(u)−Q(uh)− 12aσ(σˆh −K(A(uh)), ˆ˜σh −K(A(u˜h)))
∣∣∣∣ ≤ 12eCRE(uh, σˆh) · eCRE(u˜h, ˆ˜σh) . (23)
3. Extension to cases of non-symmetric bilinear forms
On the basis of the idea of splitting the operator into symmetric and antisymmetric parts, some output-
based a posteriori error bounds were proposed to deal with the problems with non-symmetric bilinear
forms, such as the advection-diffusion-reaction problem [49, 50]. In this section, the symmetric part of a
bilinear form is used to define the extended CRE-based goal-oriented error estimator of the problems with
non-symmetric bilinear forms, which makes it possible to estimate the errors in quantities in static response
sensitivity analysis.
The variational problem is usually stated as: find u ∈ X such that
bu(u, v) = l(v) ∀v ∈ X, (24)
where X is a Hilbert space, bu is continuous and coercive (not necessarily symmetric) bilinear form defined
on X × X, and l a linear bounded functional on X i.e. l ∈ X∗. In a finite element space Xh ⊂ X, an
approximate solution uh can be found as
bu(uh, v) = l(v), ∀v ∈ Xh. (25)
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For a quantity of interest Q(u) with Q ∈ X∗, the corresponding adjoint problem is defined as: find u˜ ∈ X
such that
bu(v, u˜) = Q(v), v ∈ X, (26)
and the corresponding finite element solution is denoted as u˜h ∈ Xh.
Let us denote the symmetric part of bu as b
S
u , i.e. b
S
u(u, v) =
1
2 (bu(u, v) + bu(v, u)), (u, v) ∈ X × X,
and define Rp ∈ X∗ as Rp(v) = l(v) − bu(uh, v) and Rd ∈ X∗ as Rd(v) = Q(v) − bu(v, u˜h), v ∈ X. Since
bu(u−uh, u−uh) = Rp(u−uh) and bu(u−uh, u˜h) = 0, the error in the quantity Q(u), i.e. Q(u)−Q(uh) =
Q(u− uh) can be represented as
± (Q(u)−Q(uh)) = ±Rd(u− uh) = Π±κ (κ(u− uh)), (27)
where κ ∈ R+, and the quadratic functional Π±κ on X is defined as
Π±κ (v) := ±
1
κ
Rd(v) + bu(v, v)− κRp(v), v ∈ X. (28)
Consider the following minimizing problem:
y±κ = arg min
v∈X
Π±κ (v), (29)
and it can be recognized that
y±κ =
1
2
(
κp ∓ 1
κ
d
)
, (30)
where p, d ∈ X are the solutions of the following ’residual’ problems:
bSu(p, v) = Rp(v), b
S
u(d, v) = Rd(v), ∀v ∈ V. (31)
Then it follows that
± (Q(u)−Q(uh)) = Π±κ (κ(u− uh)) ≥ Π±κ (y±κ ) = −
1
4
bSu
(
κp ∓ 1
κ
d, κp ∓ 1
κ
d
)
, (32)
which is in a similar form with the front part of Eq. (22).
If the equilibrium fields for the primal and adjoint ’residual’ problems in Eq. (31) are σˆresp and σˆ
res
d that
can be induced by a lower-order ’stress’ bilinear form bSσ(·, ·), the bounding property of CRE gives
bSu
(
κp ∓ 1
κ
d, κp ∓ 1
κ
d
)
≤ bSσ
(
κσˆresp ∓
1
κ
σˆresd , κσˆ
res
p ∓
1
κ
σˆresd
)
, (33)
which is a natural result of the principle of minimum complementary energy (or called dual variational
principle). Then similar bounds with those in Eq. (23) can be derived as∣∣∣∣Q(u)−Q(uh)− 12bSσ(σˆresp , σˆresd )
∣∣∣∣ ≤ 12√bSσ(σˆresp , σˆresp ) · bSσ(σˆresd , σˆresd ), (34)
with κ being taken as 4
√
bSσ(σˆ
res
d , σˆ
res
d )/b
S
σ(σˆ
res
p , σˆ
res
p ).
Note that in the symmetric case in Section 2, one has
au = a
S
u , aσ = a
S
σ ,
σˆresp = σˆ −K(A(uh)) , σˆresd = ˆ˜σ −K(A(u˜h)) ,
eCRE(uh, σˆ) = ‖σˆresp ‖σ , eCRE(u˜h, ˆ˜σ) = ‖σˆresd ‖σ .
(35)
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As discussed in Subsection 2.3, the bounding property of CRE was also identified as a consequence of
minimizing complementary energy for the ’residual’ problem. Therefore, in the sense of the principle of
minimum complementary energy, the present bounding technique of goal-oriented error estimation for cases
of non-symmetric bilinear forms can be considered as an extension of the CRE defined in symmetric cases.
4. Goal-oriented error estimation for static response sensitivity analysis
For the static response sensitivity analysis [51] of linear structural systems, the first-order perturbation
method is usually used to evaluate variations of response variables around their mean values resulting from
the varying inputs. In the perturbed formulation of various variables, derivatives with respect to the input
parameters are required, and those for the static responses are derived based on the finite element analysis at
the central values through the perturbation method. Thus, the finite element descritization error propagates
through the numerical results of the sensitivity derivatives of response variables with respect to the inputs,
which will be evaluated by the constitutive relation error in this section.
4.1. Primal problem for the first-order perturbation
Suppose the description of the structural system is governed by several basic input parameters, one of
which2 is denoted by β with mean value β¯. In this paper, only the input parameters describing the material
properties and load variables are under consideration, i.e.
K = K(β) , f = f(β) , (36)
and the corresponding sensitivity to these input parameters is analyzed. The cases with basic geometrical
parameters can be transformed into a similar form to those with material or load parameters, as stated in
Remark 1.
Throughout the remainder of this paper, the following symbols are employed to represent the quantities
for the first-order perturbation:
(•) := (•)(β¯), (•)′ := [∂β(•)]|β=β¯ . (37)
Moreover, the bilinear forms au(·, ·), aσ(·, ·), the (semi-) norms ‖ · ‖u, ‖ · ‖σ and the expression of eCRE
represent the corresponding functionals when K = K(β¯). Besides, a bilinear form a′u(·, ·) : V × V 7→ R
associated with the derivatives with respect to the basic parameter β is defined by
a′u(u, v) =E∗ 〈K ′(Au), Av〉E , (u, v) ∈ V × V . (38)
For notation, more spaces
X = V × V , Z = E∗ × E∗ , Xh = Vh × Vh , (39)
are introduced. Then, two bilinear forms Au(·, ·) : X × X → R and Aσ(·, ·) : Z × Z → R are given as
Au({u, U}, {v, V }) = au(u, v) + au(U, V ) + ξa′u(u, V ) , ({u, U}, {v, V }) ∈ X × X ,
Aσ({σ,Σ}, {τ,Γ}) = aσ(σ, τ) + aσ(Σ,Γ) + ξaσ(K ′(K−1σ),Γ) , ({σ,Σ}, {τ,Γ}) ∈ Z × Z ,
(40)
where ξ ∈ R+ is a parameter to ensure that Au is coercive and the quadratic functional Bσ(·) : Z →
R, {τ,Γ} 7→ Aσ({τ,Γ}, {τ,Γ}) is positive definite (see Remark 2). It is obvious that Au and Aσ are
non-symmetric. The symmetric parts of Au and Aσ are denoted by ASu and ASσ , respectively.
2Practically, a complex parameterized variational problem is involved due to the variation of a set of inputs. However,
the sensitivity derivative with respect to each parameter can usually be considered independently. Thus only the first-order
perturbation with respect to a single parameter is discussed in this section.
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The weak form of the primary problem at mean value of input parameter β is given as: find u ∈ V such
that
au(u, v) = 〈f, v〉 ∀v ∈ V . (41)
Differentiation of Eq. (41) with respect to β gives the first-order perturbed equation as: find u′ ∈ V such
that
au(u
′, V ) = 〈f ′, V 〉 − a′u(u, V ) ∀V ∈ V . (42)
Eqs. (41) and (42) can be rewritten in a compact form as: find {u, U} ∈ X , where U := ξu′, such that
Au({u, U}, {v, V }) = 〈f, v〉+ ξ〈f ′, V 〉 ∀{v, V } ∈ X . (43)
Adopting the finite element space Ph, the finite element solution to this problem can be stated as: find
{uh, Uh} ∈ Xh such that
Au({uh, Uh}, {v, V }) = 〈f, v〉+ ξ〈f ′, V 〉 ∀{v, V } ∈ Xh , (44)
with Uh = ξu
′
h. {σh,Σh}, the finite element approximation of {σ,Σ}, with Σ := ξ(σ′ −K ′(A(u))), is then
obtained via the constitutive relation
{σh,Σh} = {K(A(uh)),K(A(Uh))} (45)
in the sense of distribution.
Remark 1: In this remark, a 3D problem in linear elasticity is taken as an example to show how to
transform geometrical parameters to material-like parameters. Without loss of generality, the domain Ω
that the structure occupies can be divided into several non-overlapped subdomains ω1, · · · , ωk, · · · , i.e.⋃
k ωk = Ω, and a transformation Yk can be defined for each subdomain ωk to map it onto the standard
domain V = (−1, 1)3, i.e. Yk : ωk → V,x 7→ η. Then the bilinear form au can be represented by
au(u,v) =
∫
Ω
∇xu : H : v∇x
=
∑
ωk
∫
V
(∇xη · ∇ηu) : H : (u∇η · η∇x) |det∇ηx|
=
∑
ωk
∫
V
∇ηu : Hˇ : u∇η ,
(46)
where H is Hooke’s stiffness tensor, and Hˇ := η∇x ·H |det∇ηx| ·∇xη. It can be seen that the geometrical
parameters for the structural system are all included in the ’equivalent’ stiffness tensor Hˇ, so the cases
with geometrical parameters can be treated as ones with material parameters. A similar treatment can be
adopted for the loading functional 〈f, ·〉.
Remark 2: The determination of ξ for 3D problems in linear elasticity is introduced in this remark.
According to Hooke’s Law for isotropic elastic material, the tensor H is represented in the index form as
Hijkl = λδijδkl + µ(δikδjl + δilδjk), i, j, k, l = 1, 2, 3, (47)
where λ and µ are Lame´ constants, satisfying µ > 0 and 3λ + 2µ > 0, and δij is the Kronecker-delta (or
unit) tensor. Moreover, one can obtain that∫
Ω
ε : H : ε = λ‖trε‖2L2 + 2µ‖ε‖2L2 ≥ α‖ε‖2L2 ≥ 0, (48)
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where α := min(2µ, 2µ+ 3λ) > 0 and(
3∑
i=1
εii
)2
≤
(
3∑
i=1
|εii|
)2
≤ 3
3∑
i=1
ε2ii ≤ 3ε : ε (49)
is taken into consideration. In addition, one has∫
Ω
ε : H ′ :  ≥ −1
2
∫
Ω
3∑
i,j,k,l=1
H ′ijkl
(
ε2ij + 
2
kl
) ≥ −1
2
ψ
(‖ε‖2L2 + ‖‖2L2) , (50)
where ψ := maxi,j,k,l=1,2,3 |H ′ijkl|. Therefore, when 0 < ξ < 2α/ψ,∫
Ω
ε : H : ε+
∫
Ω
 : H : +
∫
Ω
ε : H ′ :  ≥
(
α− 1
2
ξψ
)(‖ε‖2L2 + ‖‖2L2) ≥ 0 . (51)
Then one can conclude from Korn’s inequality (see [52]) that
Au({v,V }, {v,V }) =
∫
Ω
ε(v) : H : ε(v) +
∫
Ω
ε(V ) : H : ε(V ) +
∫
Ω
ε(v) : H ′ : ε(V )
≥
(
α− 1
2
ξψ
)(‖ε(v)‖2L2 + ‖ε(V )‖2L2)
≥ C1
(
α− 1
2
ξψ
)(‖v‖2V + ‖V ‖2V) ∀{v,V } ∈ X ,
(52)
where ε(•) = (∇ • + • ∇)/2, C1 is a positive constant, V = {v ∈ [H1(Ω)]3 : v|∂ΩD = 0}, Ω ∈ R3 is the
problem domain with Lipschitz boundary ∂Ω, ∂ΩD ⊂ ∂Ω is the Dirichlet boundary, and ∂ΩD 6= ∅. Thus
Au is coercive. It follows that
Aσ({τ ,Γ}, {τ ,Γ})
=
∫
Ω
(H−1 : τ ) : H : (H−1 : τ ) +
∫
Ω
(H−1 : Γ) : H : (H−1 : Γ) +
∫
Ω
(H−1 : Γ) : H ′ : (H−1 : Γ)
≥
(
α− 1
2
ξψ
)(‖H−1 : τ‖2L2 + ‖H−1 : Γ‖2L2) > 0 ∀{τ ,Γ} ∈ Z \ {0,0} ,
(53)
i.e. Bσ(·) : Z → R, {τ ,Γ} 7→ Aσ({τ ,Γ}, {τ ,Γ}) is positive definite.
4.2. Error estimator extended from CRE
In this case, bilinear forms Au and Aσ are non-symmetric, which can be treated using the technique
proposed in Section 3. As preciously introduced, a residual linear functional Rp ∈ X ∗ is defined as
Rp({v, V }) = 〈f, v〉+ ξ〈f ′, V 〉 − Au({uh, Uh}, {v, V }) , {v, V } ∈ X . (54)
A statically admissible field pair for the residual problem, {σˆres, Σˆres} ∈ Z that satisfies
ASσ({σˆres, Σˆres}, {K(A(v)),K(A(V ))}) = Rp({v, V }) ∀{v, V } ∈ X , (55)
can be further obtained. Then an error estimator is defined by the admissible field pair as
E(σˆres, Σˆres) :=
√
ASσ({σˆres, Σˆres}, {σˆres, Σˆres}) , (56)
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which can be considered as an extension of CRE, as stated in Section 3. This estimator has the bounding
property given in Eq. (33).
4.3. Goal-oriented error estimation associated with the sensitivity derivative fields of displacements
Defined via a linear bounded functional J ∈ V∗ associated with the derivative solution field u′, the
quantity of interest is denoted by J(u′) = 1ξJ(U) and the computed value of the quantity is represented as
J(u′h) =
1
ξJ(Uh). Then an adjoint problem can be defined for the output J(u
′), and its corresponding weak
form is given as: find {w,W} ∈ X such that
Au({v, V }, {w,W}) = 1
ξ
J(V ) ∀{v, V } ∈ X , (57)
and it can be discretized by finite elements as: find {wh,Wh} ∈ Xh such that
Au({v, V }, {wh,Wh}) = 1
ξ
J(V ) ∀{v, V } ∈ Xh . (58)
Analogous to Subsection 2.4, the computed error in quantity J can be represented as
J(u′)− J(u′h) = Au({u− uh, U − Uh}, {w − wh,W −Wh}). (59)
After defining the residual linear functional Rd ∈ X ∗ for the adjoint problem as
Rd({v, V }) = 1
ξ
J(V )−Au({v, V }, {wh,Wh}) , {v, V } ∈ X , (60)
the statically admissible field pair {τˆ res, Γˆres} ∈ Z for the residual problem of adjoint problem satisfying
ASσ({τˆ res, Γˆres}, {K(A(v)),K(A(V ))}) = Rd({v, V }) ∀{v, V } ∈ X , (61)
is then obtained.
As presented in Section 3, strict upper and lower bounds are given by the estimator extended from CRE
as ∣∣∣∣J(u′)− J(u′h)− 12ASσ({σˆres, Σˆres}, {τˆ res, Γˆres})
∣∣∣∣ ≤ 12E(σˆres, Σˆres) · E(τˆ res, Γˆres) . (62)
Then the corresponding strict upper and lower bounds for quantity J(u′) are, respectively,
Jupper = J(u′h) +
1
2
ASσ({σˆres, Σˆres}, {τˆ res, Γˆres}) +
1
2
E(σˆres, Σˆres) · E(τˆ res, Γˆres) ,
J lower = J(u′h) +
1
2
ASσ({σˆres, Σˆres}, {τˆ res, Γˆres})−
1
2
E(σˆres, Σˆres) · E(τˆ res, Γˆres) .
(63)
4.4. Quantities of response sensitivity derivatives
Let g : V → R denote a linear or non-linear functional with respect to the displacement field solution
u = u(β) with the basic parameter β, representing a scalar-valued quantity in the static response of a
structural system. This response quantity G = g(u) can also be considered as a function with respect to β
G = g(u(β)). (64)
Usually, the quantity of interest is the sensitivity derivative of G, which can be expressed in the following
form on the basis of the chain rule of derivatives:
G′ = Dg[u](u′) , (65)
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where Dg[u](·) ∈ V∗ is the Gaˆteaux derivative of the functional g, i.e.
Dg[u](v) := lim
t→0
g(u+ tv)− g(u)
t
, v ∈ V . (66)
Since the Gaˆteaux derivative is a linear bounded functional in V, the quantity of interest G′ manifests
itself in the global functional form associated with the derivative field u′, i.e.
J(•) := Dg[u](•) , (67)
so the descritization error in G′ = J(u′) can be estimated by the techniques introduced in this section.
Remark 3: The finite element approximation (44) of first-order perturbation can be written in the matrix
form as
Ku = f , KU = ξf ′ − ξK′u , (68)
where U = ξu′, K, f and u are the commonly defined global matrix of stiffness, global vectors of load and
displacement, respectively, and K′, f ′ and u′ are their derivatives with respect to the parameter β. The
computed value of the quantity of interest J(u′) can also be represented as
J(u′h) =
1
ξ
gTU , (69)
where g is referred to as an extracting vector, with its ith component gi = J(Ni), Ni being the shape
function associated with the ith degree of freedom. This technique is also termed the direct differentiation
method for sensitivity.
Alternatively, the adjoint state method, or referred to as the adjoint variable method [51], is based on
an adjoint problem
KTλ = g , (70)
which is actually included in Eq. (58), and the output is computed as
J(u′h) = λ
T (f ′ −K′u) . (71)
It can be noted that
λT (f ′ −K′u) = gTK−1(f ′ −K′u) = gTu′ , (72)
meaning that the same computed value for the output of interest can be obtained via either the direct
differentiation method or the adjoint state method. Therefore, the proposed error estimation technique is
also applicable to the latter for sensitivity analysis.
5. Numerical examples for model problems
5.1. Beam model problem
The proposed technique is exemplified by the Bernoulli-Euler beam model in this subsection. The
transverse deflection u of a beam is taken as the displacement field, curvature φ as the strain field, bending
moment M as the stress field. Distributed transverse load q is applied on the beam. In the example,
the operators A = A∗ = ∂xx and K = EI(x) ≥ mins∈Y EI(s) > 0, where x ∈ Y and Y is the one-
dimensional interval that the beam occupies. The space of admissible displacements V is a subspace of
H2(Y ) whose elements satisfy the homogeneous Dirichlet boundary conditions, and the space of strain or
stress is E∗ = E = L2(Y ). The three types of equations governing the problem are listed as follows:
• The compatibility conditions: u ∈ V, including the conditions u = 0 and/or ∂xu = 0 at the Dirichlet
boundaries;
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• The equilibrium conditions: M ∈ E∗, ∫
X
M∂xxv =
∫
X
qv, including the conditions M = 0 and/or
∂xM = 0 at the Neumann boundaries;
• The constitutive relation: M = EI∂xxu .
As stated in Section 4, if there exists a dimensionless parameter β with its mean value β¯, an approximate
solution {uh, Uh} can be obtained for the field pair {u, ξu′} by finite element analysis (44) under mesh size
h. Similarly, finite element solution {wh,Wh} for the adjoint problem in (58) can be obtained. Analogous
to Remark 2, the parameter ξ should satisfy 0 < ξ < 2/maxx∈Y (EI ′(x)/EI(x)).
For the primal problem (43), the ’equilibrated residual’ field pair {Mˆresh , µˆresh } satisfying Eq. (55) should
be constructed, which can be explicitly rewritten as∫
Y
(
Mˆresh +
ξEI ′
2EI
µˆresh
)
∂xxv =
∫
Y
qv −
∫
Y
EI ∂xxuh ∂xxv ∀v ∈ V ,∫
Y
(
µˆresh +
ξEI ′
2EI
Mˆresh
)
∂xxV = ξ
∫
Y
q′V −
∫
Y
EI ∂xxUh ∂xxV
−ξ
∫
Y
EI ′ ∂xxuh ∂xxV ∀V ∈ V .
(73)
Let
Mˆh = Mˆ
res
h +
ξEI ′
2EI
µˆresh + EI ∂xxuh ,
µˆh = µˆ
res
h +
ξEI ′
2EI
Mˆresh + EI ∂xxUh + ξEI
′ ∂xxuh .
(74)
Then one can recognize that {Mˆh, µˆh} are statically admissible solutions to the following problems:∫
Y
Mˆh ∂xxv =
∫
Y
qv ∀v ∈ V ,∫
Y
µˆh ∂xxV = ξ
∫
Y
q′V ∀V ∈ V ,
(75)
and they can be constructed based on {uh, Uh} using the recovery technique proposed in [37]. Employing
the inverse transformation of (74), {Mˆresh , µˆresh } are obtained as
Mˆresh =
1
1− λ2
[(
Mˆh − EI ∂xxuh
)
− λ (µˆh − EI ∂xxUh − ξEI ′ ∂xxuh)
]
,
µˆresh =
1
1− λ2
[
(µˆh − EI ∂xxUh − ξEI ′ ∂xxuh)− λ
(
Mˆh − EI ∂xxuh
)]
,
(76)
where λ(x) := (ξEI ′(x))/(2EI(x)). For the adjoint problem (57) with respect to quantity J , analogously,
the ’equilibrated residual’ field pair {Tˆ resh , ψˆresh } can be constructed from {wh,Wh}.
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Finally, the terms in (62) are explicitly written as
E2(Mˆresh , µˆ
res
h ) =
∫
Y
(Mˆresh )
2
EI
+
∫
Y
(µˆresh )
2
EI
+ ξ
∫
Y
EI ′
EI
Mˆresh µˆ
res
h
EI
,
E2(Tˆ resh , ψˆ
res
h ) =
∫
Y
(Tˆ resh )
2
EI
+
∫
Y
(ψˆresh )
2
EI
+ ξ
∫
Y
EI ′
EI
Tˆ resh ψˆ
res
h
EI
,
ASσ({Mˆresh , µˆresh }, {Tˆ resh , ψˆresh }) =
∫
Y
Mˆresh Tˆ
res
h
EI
+
∫
Y
µˆresh ψˆ
res
h
EI
+
ξ
2
∫
Y
EI ′
EI
Mˆresh ψˆ
res
h + Tˆ
res
h µˆ
res
h
EI
.
(77)
Remark 4: In the beam model problem, which is a typical C1 problem, the representation of quantity
error J(u′)− J(u′h) in Eq. (59) gives
|J(u′)− J(u′h)| ≤ C2h2(p+1−2) = C2h2p−2 , (78)
where C2 is a positive constant independent of h, and p is the interpolation order of the finite elements used.
The asymptotic behavior of the CRE, as shown in [1], indicates that there exists a constant C3 ≥ 1
independent of h such that
eCRE(uh, σˆh) ≤ C3 ‖u− uh‖u , (79)
where σˆh is constructed from uh by the element equilibrium technique (EET, see [1]), a recovery technique.
It is concluded that the quantity error Q(u)−Q(uh) and the bounding gap Qupper−Qlower = eCRE(uh, σˆh) ·
eCRE(u˜h, ˆ˜σh) are of the same convergence rate as h → 0. As an extension, the same convergence property
can be achieved for the proposed error bounds of quantities with respect to sensitivity derivative fields.
5.2. Numerical example 1: a portal frame
As shown in Figure 1, a portal frame is under consideration. The flexible stiffness of each column, AB
or DC, varies along the axis as EI(s) = EI0(1 + s/l)
2, where l is the length of the column, and the flexion
stiffness of the beam BC, β1EI0, is a constant. A uniformly distributed transverse load β
2
2q0 is applied
on the beam and a horizontal concentrated load P0 = q0l is prescribed at point C. β1 and β2 are two
non-dimensional parameters, and β¯1 = β¯2 = 1. The same uniform mesh made of third-order Hermitian
beam elements (p = 3) is used in finite element analysis, and the size of a mesh is denoted by h, the
length of an element. In the numerical examples, relative error (RE) of the finite element solution Jh
of a quantity J is calculated as RE(Jh) = |J − Jh|/|J |, and that of the bounding gap is calculated as
RE(Jupper, J lower) = (Jupper − J lower)/|J |.
Case 1: J1 = [∂β1∆C](β¯1,β¯2)
∆C is the non-dimensionalized horizontal displacement at point C, i.e. ∆C =
∆CEI0
q0l4
. Under a refined
mesh h/l = 1/50, one has ∆C(β¯1, β¯2) = 0.0430866, and the reference value of J1 is found to be −0.0176547.
In this case, the range of ξ is 0 < ξ < 2. Taking ξ = 1.0, it is seen in Figure 2 that strict bounding
property of J1 is achieved for various mesh densities. The relative errors of FE solutions and bounding gaps
of the quantity are shown in Figure 3. The relative error of bounding gap will be less than 0.1% when the
mesh size h/l is smaller than 0.25, and both the finite element solution and the bounding gap have the same
convergence rate of h4, showing super-convergent asymptotic property of the proposed error bounds.
When taking different values of ξ, the relative errors of bounding gaps versus decreased mesh size with
ξ = 0.1, 1.0, 1.9 are plotted in Figure 4. It is observed that the convergence rate of bounding gap keeps
unchanged when the value of ξ varies in the admissible range.
Case 2: J2 = [∂β2θB](β¯1,β¯2)
θB is the non-dimensionalized slope at point B, i.e. θB =
θBEI0
q0l3
. Under a refined mesh h/l = 1/50, one
has θB(β¯1, β¯2) = 0.0444687, and the reference value of J2 is found to be 0.0122243.
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Figure 1: A portal frame with variable cross-sections of
columns
Figure 2: FE solutions, upper and lower bounds of J1 (ξ =
1.0) for the portal frame
Figure 3: Relative errors of FE solutions and bounding gaps
of J1 (ξ = 1.0) for the portal frame
Figure 4: Relative errors of bounding gaps of J1 for the portal
frame with ξ = 0.1, 1.0, 1.9
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Figure 5: FE solutions, upper and lower bounds of J2 for the
portal frame
Figure 6: Relative errors of FE solutions and bounding gaps
of J2 for the portal frame
Since the load is exclusively parameterized, ξ is irrelevant in this case. The numerical results for quantity
J2 are illustrated in Figure 5, assessing the strict bounding property of the proposed goal-oriented error
estimation for sensitivity derivative again. Figure 6 shows the relative errors of FE solutions and bounding
gaps of the quantity J2, both having the convergence rate of h
4. Super-convergence has been achieved by
the proposed bounding gap.
5.3. Numerical example 2: a membrane on an elastic foundation
Figure 7: A membrane on an elastic foundation Figure 8: Finite element approximation of u under a refined
mesh h = 1/128 in the membrane problem
A membrane on an elastic foundation is considered in this subsection, which can be classified into the
abstract formulation in Subsection 2.1 as well. As shown in Figure 7, a square membrane, defined in the
domain Ω = (0, 1)2 ⊂ R2 with the free boundary ∂Ω, is settled on an elastic foundation with linear reaction
with respect to the deflection. The governing equation of this problem is given in the weak form as: find
u ∈ V = H1(Ω) such that ∫
Ω
a∇u · ∇v +
∫
Ω
kuv =
∫
Ω
fv ∀v ∈ V , (80)
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where a(x) = β1 and k(x) = 1, x ∈ Ω, denote the stiffness of the membrane and the foundation, respectively,
and the distributed load f is given as
f(x) =
{
1, x ∈ Ωf = (0.5− β2, 0.5 + β2)2 ,
0, otherwise ,
x ∈ Ω .
The mean values of the two input parameters β1 and β2 are set to be β¯1 = 1 and β¯2 = 1/8, respectively.
Uniform meshes with bilinear quadrilateral elements are adopted in the finite element analysis of this
problem, and the characterized mesh size, i.e. the length of a side of an element, is denoted by h. The finite
element approximation of u at the mean values (β¯1, β¯2) under a refined mesh h = 1/128 is shown in Figure
8.
In this example, the derivatives of average displacement in the domain ΩQoI = (0.5, 0.625)
2 with respect
to the two parameters are considered as the quantities of interest, i.e. Ji = ∂βi
[(∫
ΩQoI
u
)
/ |ΩQoI |
]
3, i = 1, 2,
|ΩQoI | = 1/64 being the area of ΩQoI .
Case 1: J1 = ∂β1
[(∫
ΩQoI
u
)
/ |ΩQoI |
]
= 64
∫
ΩQoI
∂β1u
Under a refined mesh h = 1/128, one has the solution of ∂β1u as shown in Figure 9, and the reference
value of J1 is found to be −8.762× 10−3.
Figure 9: Finite element approximation of ∂β1u under a refined mesh h = 1/128 in the membrane problem
In this case, the range of ξ is 0 < ξ < (2/β¯1) = 2.0. Taking ξ = 1.0, it is seen in Figure 10 that strict
bounding property of J1 is achieved under meshes with various sizes. The relative errors of FE solutions
and bounding gaps of the quantity are shown in Figure 11, in which both the finite element solution and the
bounding gap have the same convergence rate of h2, implying the super-convergent asymptotic property of
the proposed error bounds.
Case 2: J2 = ∂β2
[(∫
ΩQoI
u
)
/ |ΩQoI |
]
= 64
∫
ΩQoI
∂β2u
3For simplification, the fact that quantities Ji, i = 1, 2, are computed at the mean values of the parameters is not written
explicitly in this example.
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Figure 10: FE solutions, upper and lower bounds of J1 (ξ =
1.0) for the membrane
Figure 11: Relative errors of FE solutions and bounding gaps
of J1 (ξ = 1.0) for the membrane
Under a refined mesh h = 1/128, one has the solution of ∂β2u as shown in Figure 12, and the reference
value of J2 is found to be 1.1060.
Figure 12: Finite element approximation of ∂β2u under a refined mesh h = 1/128 in the membrane problem
Since the load is exclusively parameterized in this case, ξ is irrelevant. The derivative term 〈∂β2f, ·〉 can
be explicitly written as
〈∂β2f, v〉 =
∫
∂ΩQoI
1 · v , v ∈ V .
Numerical results for quantity J2, including the FE solutions, upper and lower bounds under different mesh
densities are illustrated in Figure 13, and the strict bounding property of the proposed estimation technique
for sensitivity derivative is displayed again. Figure 14 shows the relative errors of FE solutions and bounding
gaps of this quantity.
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Figure 13: FE solutions, upper and lower bounds of J2 for
the membrane
Figure 14: Relative errors of FE solutions and bounding gaps
of J2 for the membrane
6. Conclusions
In the sense of dual variational principles, the CRE-based goal-oriented error estimation has been ex-
tended to the cases with non-symmetric bilinear forms, and applied to static response sensitivity analysis
of linear structural problems. Strict upper and lower bounds of quantities with respect to the sensitivity
derivative fields, including the sensitivity derivatives of some structural response quantities, have been ac-
quired by the proposed technique. The present goal-oriented error estimation is employed in sensitivity
analysis of a Bernoulli-Euler beam problem and a membrane problem, and numerical results have validated
the strict bounding property and the same convergence rate of the proposed bounds as the quantity error.
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