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1. Introduction
Throughout this paper, we work over C, the field of complex numbers.
1.1. Degeneration formula using expanded degenerations. Gromov-Witten theory
has been established and intensively studied in the past decades for compact symplectic
manifolds under the symplectic setting, and for smooth projective complex varieties under
the algebraic setting. We refer to [CK99] for an extensive bibliography. This theory was
later extended to the case of smooth Deligne-Mumford stacks, see [CR02, AGV08].
An important remaining problem is how to calculate Gromov-Witten invariants in general.
The method we are interested in here is by means of degenerations. Consider π :W → B, a
flat, projective family of schemes over a smooth, connected, and possibly non-proper curve B.
Let 0 ∈ B be a closed point such that π is smooth away from W0 = W ×B 0, and the central
fiberW0 is reducible with two smooth components X1 andX2 intersecting transversally along
a smooth divisor D ⊂W0. We view D as a smooth divisor in Xi, and write Di ⊂ Xi. Then
we have two smooth pairs (X1, D1) and (X2, D2). It is well-known that the smooth fibers all
have the same Gromov-Witten invariants. It is natural to ask the following questions:
Problem 1.1.1. Can we define Gromov-Witten theories for the singular fiber W0 and the
pairs (Xi, Di) such that
(1) The Gromov-Witten invariants of W0 are the same as those of the smooth fibers;
(2) There exists a degeneration formula that relates the Gromov-Witten invariants of
W0, and hence of the smooth fibers, to the relative Gromov-Witten invariants of
(Xi, Di)?
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In the situation described above, these problems were answered under symplectic setting
by A.M. Li and Y. Ruan [LR01], and about the same time by E.N. Ionel and T. Parker
[IP03, IP04]. On the algebraic side, these were worked out by Jun Li [Li01, Li02]. Their
approach uses the method of expanded degenerations — a surgery on the target which forces
the stable maps to be non-degenerate, namely no components of the curves mapping into
the singular locus of W0 or the divisor Di.
The objects studied in Jun Li’s setting are called the predeformable maps. One difficulty
of this theory is that the predeformability is in general not an open condition. The usual
deformation theory of stable maps, hence the usual construction of perfect obstruction the-
ory, does not work for predeformable maps. Jun Li’s study of the deformation theory of
predeformable maps was inspired by log structures. However he did not use log structures
explicitly, as at the time he developed the theory of predeformable maps, the theory of
logarithmic cotangent complex [Ols05] has not been developed yet.
Another approach that combines the method of expanded degenerations and the orbifold
techniques was recently introduced by Dan Abramovich and Barbara Fantechi [AF]. By tak-
ing the suitable root stacks along singular locus, they constructed transversal maps over each
predeformable map. Since the transversality is open, the construction of perfect obstruction
theory for transversal maps is more transparent. A degeneration formula was proved in [AF]
by systematically using the orbifold techniques.
Based on Jun Li’s construction, B. Kim introduced his notion of logarithmic stable maps
[Kim09] by putting certain log structures along the nodes of the source curves, and the
singular locus of the targets. This can be viewed as a generalization of the idea of admissible
covers revisited by Mochizuki [Moc95] using log structures. Then using logarithmic cotangent
complex in the sense of [Ols05], B. Kim construct a perfect obstruction theory for the stack
of the log stable maps. However, he did not give a degeneration formula under this setting.
1.2. The goal and outline of this paper. This paper is aimed at obtaining the degenera-
tion formula in Theorem 7.1.3 by applying the method developed in [AF] to Kim’s log stable
maps. However for the purpose of the degeneration formula, the log structures for log stable
maps in this paper are slightly different from the one in [Kim09]: besides Kim’s log structure
along singular locus, the log maps in this paper were also equipped with the standard log
structures coming from both marked points of the source curves and the smooth divisors of
the targets. The stack parameterizing the log stable maps in this paper will be constructed
by following the same proof in [Kim09]. We refer to Section 2 for the log structures we used
on curves, and Section 3 for the definition of log stable maps, and the construction of the
stacks.
The idea of constructing virtual fundamental class with log cotangent complex in the sense
of [Ols05] was first introduced in [Kim09]. In this paper, we will adopt this idea. However,
the formation of our virtual fundamental class will be similar to the one in [AF]. Section 4
is devoted to construct the virtual fundamental class, and study its behavior under the base
change, which will be important in the proof of the degeneration formula.
In Section 5, we will introduce the targets and their moduli spaces that are related to
Problem 1.1.1. It will be proved that those stacks are similar or even identical to the ones in
[AF]. Then we collect some splitting results in [AF] for those stacks. The Gromov-Witten
invariants for the targets introduced in Section 5 will be defined in Section 6.
Section 7 is devoted to prove the degeneration formula using the method in [AF]. The
main difficulty here is to study the gluing of the log maps. Unlike the situation in [AF],
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the gluing of log maps can not be expressed as a push-out diagram. However, the possible
log structures on the glued underlying maps can be expressed as tuples of isomorphisms of
certain line bundles. This still gives a way for us to compare the virtual fundamental classes
of the stacks of relative log stable maps and the stack of log stable maps with fixed splittings.
Finally we give an appendix, which collect some results of log geometry that we will use
in this paper.
We would like to point out that the degeneration formula constructed in this paper has
the same formation as in [AF]. Indeed, we further expect the theory of transversal maps
in [AF] is equivalent to the theory of log stable maps in the sense of this paper, and are
planning to explore this in the subsequent paper.
1.3. Other approaches. As early as in 2001, another approach using logarithmic structures
without expansions was first proposed by Bernd Siebert [Sie01]. The goal here is also to
obtain the degeneration formula, but in a much more general situation, such as normal
crossing divisors. However, the program has been on hold for a while, since Mark Gross and
Bernd Siebert were working on other projects in mirror symmetry. Only recently they have
taken up the unfinished project of Siebert jointly. In particular, they succeeded to find a
definition of basic log maps, a crucial ingredient for a good moduli theory of stable log maps
with a fixed target [GS]. Their definition builds on insights from tropical geometry, obtained
by probing the stack of log maps using the standard log point. This theory is expected
to cover the case of targets with arbitrary fine and saturated log structures, or even with
relatively coherent log structures. In particular, this includes the class of deformations Gross
and Siebert need in their mirror symmetry program [GS09, 2.2].
Along this approach, another theory of minimal log stable maps was established recently
by Dan Abramovich and the author [Che10, AC], which gives a compactifications of moduli
spaces of stable maps relative to certain toric divisors. This covers many cases of interesting,
such as a variety with a simple normal crossings divisor, or a simple normal crossings degen-
eration of a variety with simple normal crossings singularities. Using the theory of minimal
log stable maps, a further program for the degeneration formulas in more general situations
is on its way.
A different approach using exploded manifolds to studying holomorphic curves was recently
introduced by Brett Parker in [Par09a], [Par09b], and [Par09c]. It also aimed at defining
and computing relative and degenerated Gromov-Witten theories in general situation. It
was pointed out by Mark Gross that this approach is parallel, and possibly equivalent to the
logarithmic approach.
1.4. Acknowledgements. I would like to thank my advisor Dan Abramovich for suggesting
the problem of this paper, giving me many enlightening suggestions and encouragement. I
would also like to thank Mark Gross, and Bernd Siebert for their helpful conversations.
2. Minimal Log Prestable curves
2.1. Log prestable curves. Let (C → S, {Σi}ni=1) be a usual genus g, n-marked prestable
curve over S, where Σi is the i-th marking for i = 0, · · · , n.
First consider the family of curves C → S without markings. By [Kat00] and [Ols03b],
there is a pair of canonical log structureMC/SC andM
C/S
S on the fiber and base respectively,
and a log smooth, integral morphism π : (C,MC/SC ) → (S,M
C/S
S ) whose underlying map
coincides with C → S. This canonical log structure has the following universal property
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that for any other log smooth, integral morphism π : (C,MC)→ (S,MS), there is a unique
(up to a unique isomorphism) pair of morphisms of fine log structures MC/SS → MS and
MC/SC →MC on S and C respectively, which give the following catesian diagram:
(2.1.1) (C,MC) //

(C,MC/SC )

(S,MS) // (C,M
C/S
S ).
Remark 2.1.1. Let Sing{C/S} be the set of connected singular locus of C over S, and
assume that S is a geometric point. For each p ∈ Sing{C/S}, there is a rank 1, locally free
log structure Np on S, which smooths the singular locus p. We have the decomposition:
MC/SS
∼=
∑
p∈Sing{C/S}
Np,
where the sum is taken over O∗S.
In order to do the degeneration formula, we would like to also put log structure on mark-
ings. Note that the n markings {Σi} corresponds to n disjoint smooth divisors in C over
S. By [Kat89, 1.5(1)], there is a canonical log structure associated to the smooth divisors
described as follows. E´tale locally we choose a generator σi for the ideal sheaf Ji that defin-
ing the divisor corresponding to Σi. There is canonical log structure Ni which is the log
structure associated to the pre-log structure N→ OC sending 1 to σi. Now we have another
canonical log structure taking into account the markings:
(2.1.2) M♯C =M
C/S
C ⊕OC N1 ⊕OC N2 ⊕OC · · · ⊕OC Nn.
We also have a log smooth map π♯ : (C,M♯C) → (S,M
C/S
S ), induced by the canonical log
structure without markings. Consider any log morphism π : (C,MC)→ (S,MS) such that
(1) The underlying map C → S is family of prestable curves with n markings {Σi};
(2) There is another log structure M′C on C, such that
MC =M
′
C ⊕
∑
i
Ni;
(3) The log morphism π is induced by a log smooth, integral map (C,M′C)→ (S,MS).
The universal property as in (2.1.1) implies that there are a unique pair of morphisms of log
structures M♯C →MC and M
C/S
S →MS fitting in to the following catesian diagram:
(2.1.3) (C,MC) //

(C,M♯C)

(S,MS) // (C,M
C/S
S ).
Definition 2.1.2. A triple (C → S, {Σi}ni=1,M
C/S
S → MS) is called a genus g, n-pointed
log prestable curves over S, if
(1) (C → S, {Σi}ni=1) is a usual genus g, n-pointed prestable curve over S;
(2) MC/SS →MS is a morphism of fine log structures, where M
C/S
S is the canonical log
structure as in (2.1.3).
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Denote by MC the log structure on C given by (2.1.3). In the rest of the paper, we will use
(C/S,MS) to denote the log prestable curve over S, when there is no confusion about the
markings and the canonical log structure on the base.
An arrow (C1 → S1,MS1) → (C2 → S2,MS2) between two log prestable curves is a
cartesian diagram of log schemes:
(C1,MC1) //

(C2,MC2)

(S1,MS1) // (S2,MS2).
where the bottom arrow is strict as in Section A.1.2.
2.2. Minimality condition. We introduce the minimality condition on log pre-stable curves
as in [Kim09, 3.7].
Definition 2.2.1. A log prestable curve (C → S,MC/SS →MS) over S is called minimal if
it satisfies the following two conditions:
(1) the log structure MS is free, and there is no proper free sub-log structure of MS
containing the image of MC/SS ;
(2) for any s ∈ S and irreducible elements b ∈ MS,s, there is an irreducible elements
a ∈ M
C/S
S,s such that a 7→ l · b for some positive integer l.
Remark 2.2.2. It was proved in [Kim09, 5.3.2] that the minimality condition is an open
condition.
2.3. Extended log structure on curves. For the purpose of degeneration formula, we
need to introduce the extended log structure on minimal log prestable curves.
Definition 2.3.1. A log prestable curves (C → S, {Σi}ni=1,M
C/S
S → MS) over S is called
extended minimal log prestable, if there is a sub-log structure M′S →MS, such that
(1) the arrow MC/SS →MS factors through M
C/S
S →M
′
S;
(2) the log prestable curve (C → S,M′S) is minimal;
(3) locally we have a chart for MC/SS →M
′
S →M
S as follows:
MC/SS
//M′S //MS
N
m //
OO
N
n
OO
(id,0)
//
Nn ⊕ Nn
′
OO
Proposition 2.3.2. The stack Mextg,n parameterizing genus g, n-pointed extended minimal
log prestable curves is an algebraic stack.
Proof. Consider the log stack LogMg,n as in Section A.2. By the discussion in Section A.2, the
stack LogMg,n parameterizing all log smooth curves. By Remark 2.2.2, the extended minimal
log prestable curves forms an open substack of LogMg,n. This proves the statement. 
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2.4. Curves with disjoint components. Let V be a finite set with two weight functions
g : V → N and n : V → N.
Definition 2.4.1. Consider a family of curves C → S, such that C is the disjoint union of
Cv for all v ∈ V , where Cv → S is a usual family of prestable curves of genus g(v) and n(v)
marked points. We call such C → S the prestable curves with disjoint components of data
V .
Note that there is a canonical log structure on S given by
MC/SS =
∑
v∈V
MCv/SS .
This induces a log structure on Cv by (2.1.3), hence a canonical log structure M
♯
C on C.
Similarly, we have the following definition:
Definition 2.4.2. Let C → S be a family of prestable curves with disjoint components of
data V . A tuple (C → S,MC/SS →M
S) over S is called a minimal log prestable curve with
disjoint components over S, if the morphism of log structuresMC/SS →MS satisfies the two
conditions in Definition 2.2.1. It is called extended minimal log prestable curves with disjoint
components, if MC/SS →MS satisfies the three conditions in Definition 2.3.1.
Note that the stack parameterizing prestable curve of disjoint components of data V is
given by
MV =
∏
v∈V
Mg(v),n(v)
whereMg(v),n(v) is the algebraic stack of genus g(v) prestable curves with n(v)-marked points.
Note that MV has a canonical log structure, which comes from the canonical log structure
of each Mg(v),n(v). Thus, we can view MV as a log stack.
Proposition 2.4.3. The stack MextV parameterizing extended minimal log prestable curves
with disjoint components of data V is an open substack of LogMV , hence is an algebraic
stack.
Proof. The proof is identical to the one for Proposition 2.3.2. 
3. Log stable maps
In this section we introduce our log structures on Jun Li’s predeformable maps [Li01].
This is mainly Kim’s log structure as in [Kim09], but we add the standard log structures on
markings and the fixed divisor on the target as in Section A.3.1. Such difference is mainly
for the purpose of the degeneration formula as in Theorem 7.1.3.
3.1. Kim’s log structure on the target. Here we gathering some of the definitions and
results in [Kim09, section 4].
Definition 3.1.1. An algebraic space W over S is called a Fulton-Macpherson (FM) type
space if
(1) W → S is a proper, flat map;
(2) for every closed point s ∈ S, e´tale locally there is an e´tale map
Ws¯ → Speck(s¯)[x, y, z1, · · · , zr−1]/(xy)
where x, y and zi are independent variables with the only relation xy = 0.
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Consider a FM type space W → S, if it admits a log smooth morphism
(3.1.1) π : (W,MW/SW )→ (S,M
W/S
S ),
then we call W → S the log FM type space.
Remark 3.1.2. Recall that in [Ols03b], the log smooth morphism π in (3.1.1) is called
special if:
(1) MW/SW and M
W/S
S are free;
(2) For any w ∈ W , the induced map π♭ : π∗M
W/S
w¯,S →M
W/S
w¯,W is an isomorphism if w is
a smooth point of W → S, or part of the cocatesian diagram
N
∆:e 7→e1+e2
//
h

N
2

M
W/S
π(w¯),S
//M
W/S
w¯,W .
when w is in the singular locus, where h(e) is an irreducible element.
(3) There is a bijection induced by the above diagram
IrrW sings¯ → IrrM
W/S
s¯,S ,
where IrrW sings¯ is the set of irreducible components of the singular locus of Ws¯ and
IrrM
W/S
s¯,S is the set of irreducible elements of M
W/S
s¯,S .
Such log structure on W and S is called the canonical log structure associated to the log FM
type space W → S.
Definition 3.1.3. A pair (W → S,MW/SS →MS) is called an extended log twisted FM type
space over S, ifW → S is a log FM type space, and the morphism of log structuresMW/SS →
MS on S is simple. Namely, e´tale locally at any point s ∈ S, there is a commutative diagram
of charts:
MW/SS
//MS
Nm
(r1,··· ,rm)
//
θW/S
OO
Nm
(id,0)
// Nm ⊕ Nn
θ
OO
where the first bottom map is the diagonal map, and the maps θW/S and θ induce an
isomorphism from Nm to M
W/S
S,s¯ , and N
m ⊕ Nn to MS,s¯ respectively.
The integer ri is called the log twisting index. If n = 0, then the pair (W → S,M
W/S
S →
MS) is called a unextended log twisted FM type space or just log twisted FM type space. As
in the case of curves, the log structure on W is given by
MW = π
∗(MS)⊕π∗(MW/SS )
MW/SW .
Note that we have a log smooth, integral map (W,MW )→ (S,MS).
Definition 3.1.4. We call (W → S,D) a smooth pair over S, if D →֒ W → S is a smooth
divisor of W over S.
Similarly we have the following:
8 QILE CHEN
Definition 3.1.5. A triple (W → S,D,MW/SS →MS) is called a (un)extended log twisted
smooth pair over S, if (W → S,MW/SS →MS) is a (un)extended log twisted FM type space,
and (W → S,D) is a smooth pair. We denote MD to be the log structure associated to the
divisor D, thus the log structure on W is defined to be
MW = π
∗(MS)⊕π∗(MW/SS )
MW/SW ⊕OW M
D.
Note that we have a log smooth morphism (W,MW )→ (S,MS).
Notation. For simplicity, we will use (W → S,MS) to denote the extended log twisted FM
type space or smooth pair when there is no confusion about the mapMW/SS →MS and the
divisor D.
Definition 3.1.6. Consider two extended log twisted FM type spaces or smooth pairs (Wi →
Si,MSi) for i = 1, 2. An arrow (W1 → S1,MS1)→ (W2 → S2,MS2) is a cartesian diagram
of log schemes as follows:
W1 //

W2

S1 // S2
where the bottom arrow is strict.
Consider a stack B, which parametrizes one of the following objects:
(1) a pair (W → S,W → X × S) such that W → S is log FM type space, and X is a
fixed scheme;
(2) a tuple (W → S,D,W → X ×S) same as above but with a smooth divisor D in W .
We assume that B is an algebraic stack, and U → B is its universal family. Thus B has a
log structure given by MU/BB the canonical log structure given by this family. We view B as
a log stack with this canonical log structure.
Lemma 3.1.7. With the above assumptions, the stack Btw (respectively Betw), which parametrizes
(respectively extended) log twisted FM type space (or smooth pair) is an algebraic stack.
Proof. By Definition 3.1.3 and 3.1.5 and [Ols03a], the stack Btw (respectively Betw) is an
open substack of LogB, hence an algebraic stack. 
Remark 3.1.8. We have a natural map τ : Betw → Btw by removing the extended log
structures. In this way, we view Betw as a log stack over Btw. By [Ols03a, 3.19], there is an
open immersion Btw → Betw.
Remark 3.1.9. In Section 5, we will introduce the stacks of expanded pairs and expanded
degeneration. Those stacks will satisfy the conditions for B as above.
3.2. Log Stable Maps. Next we introduce Kim’s definition for log stable maps [Kim09,
section 5], with the only difference that we have the standard log structure given by markings
on the source curve and the smooth divisors on the target.
Definition 3.2.1. A log morphism
ξ : (f : (C,MC)→ (W,MW ))/(S,MS)
is called a (g, n) log prestable map over S if:
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(1) (C → S,MS) is a genus g, n-pointed, extended minimal log prestable curve.
(2) (W → S,MS) is an extended log twisted FM type space.
(3) (Corank condition) For every point s ∈ S, the rank of Coker(MW/SS,s → MS,s)
coincides with the number of non-distinguished nodes on Cs¯.
(4) f : (C,MC)→ (W,MW ) is a log morphism.
(5) (Log admissibility) the morphism of log structures f ♭ : f ∗MW →MC is simple at
every distinguished node.
In case the source has disjoint components, the definitions are the same, except we put the
conditions for genus and marked points on each connected components separately. Here a
node is called distinguished if it maps to the singular locus of W , otherwise is called non-
distinguished.
Definition 3.2.2. An arrow ξ → ξ′ between two log prestable maps is a log commutative
diagram:
(C,MC)

//
&&N
NNN
NNN
NNN
N
(W,MW )

wwooo
ooo
ooo
oo
(S,MS)

(C ′,MC′) //
&&N
NNN
NNN
NNN
N
(W ′,MW ′)
wwooo
ooo
ooo
oo
(S ′,MS′)
where the top and bottom triangles correspond to ξ and ξ′ respectively, the three side squares
are all cartesian of log schemes, and the vertical arrow (S,MS)→ (S ′,MS′) is strict.
Remark 3.2.3. (1) The corank condition implies that the log structure on the base is
coming from the singular loci of W and the non-distinguished nodes. It was proved
in [Kim09, 5.3.2] that corank condition is an open condition.
(2) It was shown in [Kim09, 5.1.2] that with conditions (1) - (4), the log admissibility
forces the underlying maps to be predeformable in the sense of [Li01].
Remark 3.2.4. For later use, we would like to give a short description of log prestable
maps at the distinguished nodes as in [Kim09, 5.2.3]. Assume that S = Spec k is a geometric
point. Let D′ ∈ W be a connected singular locus, and p1, · · · , pk be the distinguished nodes
that map to D′ via f , and c1, · · · , ck is the corresponding contact order at each pi. Denote
by
r = l.c.m(c1, · · · , ck) and li = r/ci.
Let m and m′ be the number of disjoint singular loci and non-distinguished nodes. Then
locally at pi and f(pi) we have charts given by
(N2 ⊕N N)⊕ N
m+m′−1 →MC
and
(N2 ⊕N N)⊕ N
m+m′−1 →MW ,
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where the first amalgamated sum are given by the push-out of:
N
e 7→l·e′
//
e 7→a+b

N
N2
and the second amalgamated sum are given by the push-out of:
N
e 7→r·e′
//
e 7→x+y

N
N2
On the level of charts, the morphism of log structures f ∗MW →MC is given by identity
on Nm+m
′−1 and the following diagram:
N2 ⊕N N
(x,y)7→(ci·a,ci·b)
// N2 ⊕N N
N
e′ 7→(0,e′)
hhPPPPPPPPPPPPPP
e′ 7→(0,e′)
66nnnnnnnnnnnnnn
We remark that such description also holds when the source curve has disjoint components.
Remark 3.2.5. As pointed out in [Kim09, 5.3.1], if the targetW → S is a family of smooth
projective variety over S, then any stable map to such target is an underlying usual stable
map equipped with the canonical log structure from its underlying curve. In this case, all
nodes are non-distinguished.
Let (W → S,D) be a smooth pair. Denote by N the index set of all marked points with
|N | = n, and M ⊂ N a subset. Let c = (cj)j∈M be the tuple of positive integers, which will
be the assigned tangency multiplicity at the marked points indexed by M .
Definition 3.2.6. A log map
(f : (C,MC)→ (W,D,MW ))/(S,MS)
is called a (g, n) relative log prestable map over S with tangency condition c if:
(1) By removing the log structure associated to D, the map f is a (g, n) log prestable
map over S.
(2) The underlying map of f is non-degenerate, namely no component of C maps into
D via the map f .
(3) The marked points indexed by M has assigned tangency multiplicity c such that
f∗[C].D =
∑
j∈M cj .
Similarly when the source curves has disjoint components, we put the conditions for genus,
marked points and the intersection multiplicity on each connected components separately.
Remark 3.2.7. For any j ∈M , with log structure put on marked points Σj and the smooth
divisor D, the underlying map induces the mapMΣ → f ∗(MD), which e´tale locally has the
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following chart:
f ∗(MD) //MΣ
N
OO
log x 7→cj ·log δ
// N
OO
where x and δ is the local coordinates whose vanishing correspond to Σ and D respectively.
Since the underlying map is non-degenerate by Definition 3.2.6(2), the morphism of log
structures f ♭ along the marked points with tangency condition is uniquely determined by the
underlying map. Note that the tangency condition with log structures is an open condition,
for example see [Che10, Precise location].
Definition 3.2.8. [Kim09, 5.2.4] Let W → S be equipped with a map πX : W → X from
W to a scheme. A (relative) log prestable map defined as above is called log stable if for any
point s ∈ S, the group of automorphisms (σ, τ) is finite where
(1) σ is an automorphism of (C → S,MS)s¯ preserving the marked points.
(2) τ is an automorphism of (W → S,MS)s¯ preserving Ws¯ → X .
(3) τ ◦ fs¯ = fs¯ ◦ σ.
The automorphism of the underlying maps can be defined similarly without considering the
log structures.
Remark 3.2.9. It was shown in [Kim09, 6.2.4] that f is log stable if and only if the under-
lying map f is stable.
Definition 3.2.10. A (relative) log stable map f is said to have curve class β ∈ H2(X,Z),
if (πX ◦ f)∗[Cs¯] = β for every point s ∈ S.
Next we consider the case when the source curves has disjoint components. We fix a
smooth pair (W → S,D) and a map πX :W → X×S. Follow [Li01] and [AF], we introduce
the following refined data for disconnected relative log stable maps.
Definition 3.2.11. An admissible weighted graph Ξ is a collection of vertices V (Ξ), legs
L(Ξ) and roots R(Ξ) but with no edges, coupled with the following data:
(1) each vertex v ∈ V (Ξ) is assigned a non-negative integers g(v), and and a curve class
β(v) ∈ H2(X ;Z);
(2) each root j ∈ R(Ξ) is assigned a positive integer cj;
Furthermore, we require the graph Ξ to be relatively connected, i.e. either V (Ξ) contains a
single element or each vertex in V (Ξ) has at least one root attached to it.
For each vertex v ∈ V (Ξ), we denote Rv and Lv to be the sets of roots and legs that
attached to v.
Definition 3.2.12. A log morphism
(f : (C,MC)→ (W,D,MW ))/(S,MS)
is called a Ξ-relative log stable maps over S if
(1) C is a disjoint union of {Cv}v∈V (Ξ) such that each (C → S,MS) is an extended
minimal log prestable curves with disjoint components over S with genus and marked
points on each connected component given by g(v) and Rv ∪ Lv respectively.
(2) The curve class for each f |Cv is β(v).
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(3) The map f is a relative log prestable map with assigned tangency multiplicity cj
along the marked points indexed by j ∈ Rv such that β(v).D =
∑
j∈Rv
cj .
(4) The map f satisfies the stability condition in Definition 3.2.8.
3.3. Stack of log stable maps. We fix the stack B as in Lemma 3.1.7. Denote by U →
B the universal family over B. Define Klogg,n(U/B, β) (resp. K
log
Ξ (U/B)) to be the stack
parameterizing (resp. relative) log stable maps of genus g, n marked points with curve
class β (resp. with data Ξ). Similarly, we define Kg,n(U/B, β) and KΞ(U/B) to be the
stack parameterizing the underlying structure of the log stable maps. For simplicity, we use
the short hand notation KlogB for K
log
g,n(U/B, β) or K
log
Ξ (U/B), and KB for Kg,n(U/B, β) or
KΞ(U/B).
Remark 3.3.1. The maps parametrized by KB is called stable predeformable maps as in
[Li01]. Consider a fixed stable predeformable map. It was shown in [Kim09, 6.3.1(2)] that
there exists (not necessarily unique) log stable maps whose underlying structures is identical
to the given predeformable map.
Note that we have a map
KlogB →M
log ×LOG B
etw
by sending a map to its source log curve and target. Here Mlog is the stack parametrizing the
source log curves, which can be either Mextg,n as in Proposition 2.3.2 orMV as in Proposition
2.4.3, and the product is in the category of log stacks. Similarly, we have the map
KB →M× B
where M is the stack parameterizing corresponding curves without log structures. The
following result is proved in [Kim09].
Theorem 3.3.2. If the stack KB is a proper DM-stack, then so is K
log
B .
Proof. When the target is log FM type spaces, it was shown in [Kim09, 5.3.2] that KlogB is a
locally closed substack of KB ×M×B Mlog ×LOG Betw, therefore an algebraic stack. When the
target is smooth pairs, the map of log structures on the markings are uniquely determined
by the underlying structure as in Remark 3.2.7. Thus the same proof as in [Kim09] still
holds. The properness is proved in [Kim09, 6.3.2]. Finally, since we are working over an
algebraic field of characteristic zero, the finiteness of automorphisms implies the diagonal of
KlogB is unramified. 
Remark 3.3.3. Let us consider the case where the target is a smooth projective variety X .
By Remark 3.2.5, the stack Klogg,n(X, β) is the usual stack parameterizing stable maps to X
from genus g, n-marked curves with curve class β. The log structure on Klogg,n(X, β) is the
canonical one corresponding to the smoothing of its universal curves.
Remark 3.3.4. Note that the structure arrow KlogB → B factor through K
log
B → B
etw → Btw.
In fact, it is convenient to view KlogB as a log stack over B
tw. On the one hand, relative to Btw
still gives the information of the log structure along each singular locus of the target. On
the other hand, we get rid of the information of log structures from the non-distinguished
nodes. Later we will construct a perfect obstruction theory relative to Btw
Remark 3.3.5. Consider any T → B. Denote by UT = U ×B T the universal family over T ,
and p : UT → U to be the projection. Let β ′ be the curve class in the fiber of UT induced
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by β. Denote by Ξ′ the data obtained by replacing β with β ′ in Ξ. Let KT to be either
Kg,n(UT /T, β) or KΞ(UT/T ). Then we say that KB is well-behaved under base change, if we
have the following catesian diagram:
KT //

KB

T // B.
Here the top arrow is given by sending a log map f to p ◦ f . With this assumption, it is not
hard to see that the log stack KlogB is also well-behaved under base change, namely we have
the following catesian diagram:
KlogT
//

KlogB

T tw //

Btw

T // B.
4. The Obstruction theory and virtual fundamental classes
In this section, we use the method developed in [AF, Appendix C] to define the perfect
obstruction theory for the log stable maps. Denote by Llog and LG the Olsson’s and Gabber’s
log cotangent complex respectively in the sense of [Ols05]. We use L for the usual cotangent
complex. We refer to [Ols05] for properties of these log cotangent complexes.
4.1. Perfect obstruction theory for (relative) log stable maps. We adopt the nota-
tions in Section 3.3. Denote by C the universal curve over KlogB . Let U
tw and Uetw be the
universal families of targets over Btw and Betw respectively. By Remark 3.3.4, we have the
following commutative diagram of log stacks:
(4.1.1) C
f ′
((
f
!!B
BB
BB
BB
B
q

UetwK //
ψ

Uetw

// U tw

KlogB
// Betw // Btw,
where the squares are all cartesian squares of log stacks, and f is the universal (relative) log
stable map. By the functoriality of Gabber’s log cotangent complex [Ols05, 8.24], we have
triangles
(4.1.2) f ∗LGUetw
K
/Utw → L
G
C/Utw → L
G
f
and
(4.1.3) f ∗LG
Uetw
K
/Klog
B
→ LG
C/Klog
B
→ LGf .
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By [Ols05, 8.29] and the definition of the log stable maps, we have
LGUetw
K
/Uetw
∼= LlogUetw
K
/Uetw
, LG
Uetw
K
/Klog
B
= Llog
Utw
K
/Klog
B
,
and
LG
C/Klog
B
= Llog
C/Klog
B
.
Thus, by (4.1.3) we have the following triangle
(4.1.4) f ∗Llog
Uetw
K
/Klog
B
→ Llog
C/Klog
B
→ Llogf .
This gives a canonical isomorphism Llogf
∼= LGf . Denote by L the log cotangent complex
Llogf .
Lemma 4.1.1. Llog
Uetw
K
/Utw
∼= ψ∗L
log
Klog
B
/Btw
Proof. By [Ols05, 3.2], the log cotangent complex Llog
Klog
B
/Btw
is the usual cotangent complex
of the map of algebraic stacks:
h : KlogB → LogBtw
where the above map is induced by the map of log stacks KlogB → B
tw. By our construction
of log stable maps, the image of h lies in the open sub-stack Betw ⊂ LogBtw . Thus, we have
Llog
Klog
B
/Btw
∼= LKlog
B
/Betw .
Similarly, we have
Llog
Uetw
K
/Utw
∼= LUetw
K
/Uetw .
Note that the squares in (4.1.1) are cartesian squares of log stacks. Now the statement
follows from the base change of usual cotangent complex. 
By Lemma 4.1.1 and (4.1.2), we have an arrow L[−1] → q∗L
log
Klog
B
/Btw
. Let ωq be the
dualizing complex of q, then it is a line bundle sitting in degree −1. By tensoring with ωq,
we have
L ⊗ ωq[−1]→ q
∗Llog
Klog
B
/Btw
⊗ ωq.
Since q!(Llog
Klog
B
/Btw
) = q∗Llog
Klog
B
/Btw
⊗ ωq, and q! is left adjoint to q∗, we have an arrow
(4.1.5) q∗(L ⊗ ωq[−1])→ L
log
Klog
B
/Btw
.
Denote by EKlog
B
/Btw = q∗(L ⊗ ωq[−1]). A standard argument yields:
(4.1.6) EKlog
B
/Btw
∼= (q∗(L)
∨)∨[−1].
Proposition 4.1.2. The arrow EKlog
B
/Btw → L
log
Klog
B
/Btw
in derived category gives a perfect
obstruction theory relative to Betw.
Proof. Note that L = L
G
f . The obstruction theory argument follows from the deformation
theory of Gabber’s log cotangent complex [Ols05, 8.31]. Since the families are log smooth,
by [Ols05, 1.1(iii)] we have
f ∗LG
Uetw
K
/Klog
B
∼= f ∗Llog
Uetw
K
/Klog
B
∼= (f ′)∗ΩlogUtw/Btw
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and
LG
C/Klog
B
∼= Llog
C/Klog
B
∼= Ωlog
C/Klog
B
.
By (4.1.3), L is the cone of the following locally free sheaves:
(4.1.7) (f ′)∗ΩlogUtw/Btw → Ω
log
C/Klog
B
.
Since q is proper and flat of relative dimension 1, we have EKlog
B
/Btw = Rq∗(L ⊗ ωq[−1]) is
perfect in [−1, 0]. 
By [BF97] and [Kre99], the perfect obstruction theory EKlog
B
/Btw gives a virtual fundamental
class of KlogB relative to B
etw. Denote by [KlogB ] the resulting virtual cycle.
Remark 4.1.3. Consider the morphism τ : Betw → Btw given in Remark 3.1.8. The map τ
is smooth in the usual sense. Consider the following map of complexes in derived category:
EKlog/Btw [−1]→ Lτ .
Denote by FKlog/Btw the cone of the above morphism. By [BL00, A1], we have a map
FKlog/Btw → LKlog
B
/Btw ,
which gives a perfect obstruction theory for KlogB relative to B
tw. Furthermore, the virtual
fundamental class induced by FKlog/Btw coincides with the one given by EKlog/Btw .
4.2. Comparison of the virtual fundamental class when target is smooth. When
the target is a smooth projective variety X over S = SpecC, we assume that X and S are
log schemes with trivial log structure. We have already seen in Remark 3.3.3 that the stack
K = Klogg,n(X, β) is the stack Mg,n(X, β) of usual stable maps with the canonical log structure
given by its universal curves. We have the following universal diagram:
CK
f
//
q

X
K,
where CK is the universal family of curves, and f : CK → X is the universal map over K. In
this case, the log cotangent complex L is giving by the cone of the following:
f ∗ΩX → Ω
log
CK/K
.
Then EK/S = q∗(L ⊗ ωq[−1]) gives a perfect obstruction theory for K relatively over S
ext,
where Sext parametrizes log schemes with free log structures over S.
On the one hand, let Mg,n be the stack of usual genus g, n-pointed prestable curves.
Denote by Cg,n the universal curves of Mg,n, andMMg,n the canonical log structure of Mg,n
as in Section 2.1, which is locally free. Since Mg,n can be viewed as a smooth (hence log
smooth) stack with free log structures over S, we have a natural smooth map Mg,n → S
ext.
On the other hand, we have a natural map K →Mg,n. Note that the log structure on K
is given by the pull-back ofMMg,n via this map. Therefore, we have a commutative diagram
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of log stacks:
(4.2.1) K
g

h2
##G
GG
GG
GG
GG
Mg,n
h1
// Sext
Since h1 is strict, by [Ols05, 3.2] we have Lh1
∼= LlogMg,n.
Consider the following
Cg,n →Mg,n → S.
This induces a triangle
q∗Llog
Mg,n
→ LlogCg,n → Ω
log
Cg,n/Mg,n
,
hence a map ΩlogCg,n/Mg,n [−1] → q
∗Llog
Mg,n
. Repeat the argument in Section 4.1, we obtain an
obstruction theory:
q∗(Ω
log
Cg,n/Mg,n
⊗ ωq)[−1]→ L
log
Mg,n
.
Since h1 is smooth in the usual sense, by [Ols05, 5.6] and [LMB00, 17.9.1] the above map is
an isomorphism, namely
(4.2.2) Lh1
∼= q∗(Ω
log
Cg,n/Mg,n
⊗ ωq)[−1].
By [BF97], we have a perfect obstruction theory
q∗(f
∗ΩX ⊗ ωq)→ LK/Mg,n
for K relative to Mg,n. This induces the Behrend-Fantechi virtual fundamental class for K.
By (4.2.1), we have the following composition of maps
(4.2.3) q∗(f
∗ΩX ⊗ ωq)[−1]→ LK/Mg,n [−1]→ g
∗Lh1 .
Let F be the cone of (4.2.3). Then F induces a perfect obstruction theory of K relative
to Sext. By [BL00, A1], the virtual fundamental class associated to F coincide with the
Behrend-Fantechi class.
By (4.2.2), F is the cone of
q∗(f
∗ΩX ⊗ ωq)[−1]→ q∗(Ω
log
Cg,n/Mg,n
⊗ ωq)[−1].
Comparing with (4.1.5), we have F ∼= EK/S , where EK/S is the perfect obstruction theory
constructed in Section 4.1. This gives the following result:
Proposition 4.2.1. If the target is a smooth projective variety over C, the virtual funda-
mental class [K] induced by EK/S coincides with the Behrend-Fantechi class.
4.3. The perfect obstruction theory under base change. Assume that the stack KB
behaves well under base change as in Remark 3.3.5. Then the stack KlogB is also well-behaved
under base change. Consider a morphism ψ : T → B. We have the following base change
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diagram from Remark 3.3.5:
KlogT
φ
//

KlogB

T tw //

Btw

T
ψ
// B.
Proposition 4.3.1.
EKlogT /T
tw
∼= Lφ∗EKlog
B
/Btw .
Proof. Note that we have the following catesian diagram of log stacks:
CT
φ′
//
q′

C
q

KlogT
φ
// KlogB ,
where C is the universal curve over KlogB . Denote by L
′

the corresponding complex over CT
as in Section 4.1. Since L is the cone of (4.1.7), and the family of targets are both log
smooth and integral over the base, we can pull-back the complex via ψ. Then we have a
canonical isomorphism
L′

∼= L(φ′)∗L.
Furthermore, we have the canonical isomorphism of dualizing complexes
ωq′ ∼= L(φ
′)∗ωq.
Thus, we have the following:
EKlogT /T tw
∼= Rq′∗(L(φ
′)∗(L′

⊗ ωq′[−1])) ∼= Lφ
∗(Rq∗(L ⊗ ωq[−1])) ∼= Lφ
∗EKlog
B
/Btw .
Note that the middle isomorphism follows from the usual base change theorem and the proof
of [BO95, 1.3], where the proof still works when the fiber is a family of prestable curves.
This finishes the proof of the statement. 
Denote by [KlogT ] the virtual fundamental class of K
log
T relative to T
etw given by EKlogT /T tw
.
Then the above proposition implies that:
Corollary 4.3.2. [KlogT ] = φ
∗([KlogB ]).
5. Expanded pairs and degenerations
Following [Li01] and [AF], we will introduce expanded pairs, degenerations, and their
stacks. Since they are log FM type spaces as in Definition 3.1.1, we will consider the corre-
sponding log stacks as in Lemma 3.1.7.
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5.1. Log twisted half accordions and log twisted expanded pairs. Consider a smooth
pair (X,D), where X is a smooth projective scheme, and D ⊂ X is a connected smooth
divisor. Denote by ND/X the normal bundle of D in X , and P = PD(OD ⊕ ND/X) the pro-
jective completion of the normal bundle ND/X . Note that we have a canonical isomorphism
PD(OD ⊕ ND/X) ∼= PD(OD ⊕ N
∨
D/X). Let D
+ and D− be the divisors in P with normal
bundles ND/X and N
∨
D/X respectively. Then we have canonical isomorphisms of divisors
D ∼= D− ∼= D+.
Consider Pi for i = 0, · · · , n−1, which are n copies of P. Using the canonical isomorphisms
of divisors, we can glue X and P1 along D and D
−, write the resulting normal crossing
singularity to be D1; and glue Pi and Pi+1 along D
+ ⊂ Pi and D− ⊂ Pi+1, write the
resulting normal crossing singularity to be Di+1. In such a way, we obtain a scheme
(5.1.1) X [n] = X
∐
D1
P1
∐
D2
· · ·
∐
Dn−1
Pn−1.
Note that there is a natural projection P → D, which induces a projection X [n] → X by
contracting Pi for all i. Denote by Dn the divisor D
+ in Pn−1. Now we have a sequence of
morphisms D ∼= Dn →֒ X [n]→ X , we call it the n-th half accordion over (X,D).
Denote by T u the stack of expanded pairs over (X,D), which associate to every reduced
scheme S a sequence of morphisms D × S →֒ X → X × S over S, such that
(1) D × S →֒ X is a closed embedding;
(2) the family X → S is flat;
(3) for every point s ∈ S, the fiber D → Xs → X is a half accordion over (X,D).
Remark 5.1.1. The stack T u is studied in [ACFW] and [AF], which has the following
properties.
(1) The stack T u is a connected, smooth algebraic stack of dimension 0.
(2) The stack do not depend on the choice of the pair (X,D).
Remark 5.1.2. By the above gluing construction, any expanded pair D×S → X → X×S
over a reduced scheme S is d’semistable along its singularity as in [Ols03b]. Thus the family
X → S has a canonical log structures as described in Remark 3.1.2. Therefore, the family
X → S is a log FM type space with the divisor D × S →֒ X .
Now we introduce the log twisting for expanded pairs.
Definition 5.1.3. A (un)extended log twisted expanded pair over S is a (un)extended log
twisted smooth pair (D × S → X → X × S,MX/SS → MS) as in Definition 3.1.5, where
D× S → X → X × S is a family of expanded pairs over S. In the rest of the paper, we use
(X → S,MS) for the log twisted half accordion over S, when no confusion could arise.
Same as in Section 3.1, we have smooth algebraic stacks T tw and T etw parameterizing
unextended and extended log twisted expanded pairs respectively. Denote by X u, X tw,
and X etw the universal family of T u, T tw, and T etw respectively. We have the canonical
log structures MXu , MX tw , MX etw , and MT u , MT tw , MT etw on the families and bases
respectively.
Remark 5.1.4. We would like to describe the structure of T u given in [ACFW] and [AF].
Denote by Uk = [A
k/Gkm]
∼= Ak, where each Gm acts on the corresponding copy of A by
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multiplication, and k is a positive integer. This Uk carries a universal family Xk of expanded
degenerations with splitting divisors labeled by elements of {1, · · · , k}. The locus ∆i where
the l-th splitting divisor persists corresponds to xi = 0 in A
k. Thus we see that the canonical
log structureMXk/UkUk corresponds to the smooth divisors ∆i for i = 1, · · · , k. For each strictly
increasing map {1, · · · , k} → {1, · · · , k′}, there is a natural open embedding
(5.1.2) Uk ∼= Uk × [A
∗/Gm]
k′−k → Uk′.
The set of all such Uk forms an e´tale open cover of T u.
The stack T u is given by taking the limit of Uk in the categorical sense with the arrow
described in (5.1.2).
Proposition 5.1.5. The stack T tw is identical to the stack T tw1 in [AF] which parameterizing
twisted expanded pairs with no twists along the smooth divisor.
Proof. Denote r = (r1, · · · , rk) to be a tuple of k positive integers. Now consider Uk,r, which
is given by taking the ri-th root stack along ∆i in Uk as above, see Section A.3 for taking
root stacks. Then by [Ols03a] and Definition 5.1.3, such Uk,r has a universal family Xk,r of
log twisted half accordions with the log twisting index ri along the splitting divisor in Wk
that corresponding to ∆i. Similarly, we have a map Uk,r → Uk′,r′ induced by the increasing
map φ : {1, · · · , k} → {1, · · · , k′} with the condition r′φ(i) = ri. Clearly T
tw is the categorical
limit of such Uk,r with respect to the maps above. This proves what we want. 
5.2. Log twisted expanded degeneration. Consider π : W → B, a flat, projective family
of schemes over a smooth curve B. Let 0 ∈ B be a closed point such that π is smooth away
from W0 = W ×B 0, and the central fiber W0 is reducible with two smooth components X1
and X2 intersect transversally along the smooth divisor D ⊂ W0. We view D as a smooth
divisor in Xi, and write Di ⊂ Xi. So we have two smooth pairs (X1, D1) and (X2, D2).
Denote by Ni the normal bundle of Di in Xi for i = 1, 2. Since W0 is smoothable, we have
N1 ∼= N∨2 .
Same as in the case of half accordions, we can glue X1[n] and X2 along Dn and D2. Recall
that Dn is the divisor corresponding to the normal bundle N1 in Pn−1 ∼= PD(OD ⊕N1). We
still use Dn to denote the image of D2 in the resulting gluing W0[n]. We call W0[n] the n-th
accordion over W0. Note that we have a projection W0[n]→W0 by contracting all P to the
divisor D. We have the following definition from [ACFW] and [AF]:
Definition 5.2.1. A family of projective morphismW → S×BW over a reduced B-scheme
S is called an expanded degeneration of π over S if:
(1) the morphism W → S is flat and proper;
(2) for every point s ∈ S the fiber Ws → Wp(s) is an isomorphism if p(s) 6= 0, and is an
accordion over W0 if p(s) = 0, where p : S → B is the structure morphism.
Sometimes we use W → S to denote the expanded degeneration when there no confusion
about the contraction.
Remark 5.2.2. Same as in Remark 5.1.2, any family of expanded degenerations W → S
give a family of log FM type spaces.
Following Section 3.1, we have:
Definition 5.2.3. A (un)extended log twisted expanded degeneration over S is a (un)extended
log twisted FM type space (W → S,MW/SS →MS) as in Definition 3.1.3, where W → S is
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a family of expanded degeneration of π over S. Denote by r = (r1, · · · , rm) the log twisting
index along the corresponding singular locus of W.
Remark 5.2.4. Let Tu be the stack parameterizing expanded degenerations of π. By
[ACFW] and [AF], it is a smooth algebraic stack which has the following description.
For any positive integers k, consider the product morphism Ak → A, and the morphism
B → A given by the divisor 0 ∈ B. Denote by U˜k = Ak ×A B. It has a universal family of
expanded degenerations of π, with the splitting singular divisors labelled by the set {1, · · · , k}
such that the locus ∆l where the l-th singular locus persists corresponds to xl = 0 in A
k.
Same as in Remark 5.1.4, the stack T is the limit of such U˜k given by the map U˜k → U˜k′
for any strictly increasing map {1, · · · , k} → {1, · · · , k′}. The canonical log structure on the
stack is given by the divisors ∆l for all l.
Denote by Ttw and Tetw the stack parameterizing log twisted and extended log twisted
expanded degenerations of π. We have the following:
Proposition 5.2.5. (1) The stack Ttw is identical to the stack in [AF] which parame-
terizing twisted expanded degeneration.
(2) The stacks Tu and Ttw only depend on the base (B, 0).
(3) The stacks Tu and Ttw are smooth, connected algebraic stacks of dimension 1.
(4) There is a natural open embedding Tu → Ttw and a natural right inverse Ttw → T.
Proof. The proof of the first statement is identical to Proposition 5.1.5 by taking the root
stack along divisors ∆l. The rest follows from [ACFW]. 
For later use, denote by Wetw, W tw, and Wu the universal family over Tetw, Ttw, and Tu
respectively.
5.3. Splitting expanded degeneration. We have seen in Proposition 5.1.5 and 5.2.5 that
the stacks parameterizing log twisted expanded pairs and degenerations coincide with the
stacks with the stack twisting in [ACFW] and [AF]. Next, we would like to gathering several
results from [ACFW] and [AF] about the splitting of those stacks. However, we will state the
results for our log twisted stacks. These results will be used later for the proof of degeneration
formula.
Denote by Tu0 = T
u×B0 and Ttw0 = T
tw×B0. It is clear that Tu0 is a reduced normal crossing
divisor in Tu, its inverse image in Ttw is the non-reduced stack Ttw0 =
∑
r rT
r
0, where T
r
0 is
the divisor corresponding to expansions having a splitting divisor with log twisting index r.
Then we have the following:
Proposition 5.3.1. [AF, 2.3.1]
(1) The stacks Tu0 and T
tw
0 parametrize untwisted and log twisted expansions of the sin-
gular fiber W0 respectively.
(2) These two stacks are independent of W0.
Denote by Tr,spl0 the stack of log twisted accordions with a choice of a splitting divisor Di
with log twisting index r. We can similarly define Tu,spl0 in the untwisted case. We have a
natural map Tr,spl0 → T
tw
0 and T
u,spl → Tu0 .
Consider the stack Q = Tu,spl0 ×Tu0 T
tw
0 . As shown in [AF], it has a decomposition of disjoint
union
(5.3.1) Q =
∐
r
Qr,
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where over the reduction of Qr, the splitting divisor in the universal family has log twisting
index r.
Lemma 5.3.2. [AF, 2.4.1] The morphism Tr,spl0 → Qr is of degree 1/r.
Consider the universal familyWr,spl over Tr,spl0 . If we normalize along the splitting divisor,
we have two family of log twisted expanded pairs. Conversely, we have:
Lemma 5.3.3. [AF, 2.4.2] The natural morphism Tr,spl0 → T
tw × T tw corresponding to the
two components of the partial normalization of the universal family is a gerbe banded by µr;
in particular it has degree 1/r.
Proof. We give a proof in our log case. If we glue the resulting two components, locally
along the splitting divisor D, it has a canonical log structure given by N2 → MW , where
we denote a and b to be the two standard generators of N2. In order to put log twisting,
we take the r-th root e of a+ b. Then the new log structure is generated by e, a and b with
the only relation re = a + b. Clearly, there is a µr action on the new log structure by the
multiplication on e but without changing a and b. 
Remark 5.3.4. By the above lemma, we have the canonical isomorphism Tu,spl0
∼= T tw×T tw.
In fact the universal family Wu,spl over Tu,spl0 can be obtained by gluing the two universal
families over each copy of T u, and then put the standard log structure along the splitting
divisor.
Now we compare Tr,spl0 and T
u,spl
0 . As explained in [AF] that T
u,spl
0 is a smooth divisor in
Ttw. We use the notations in Remark 5.2.4. Consider D = (∆1, · · · ,∆l), and r = (r1, · · · , rl).
By Proposition 5.2.5(1) and Section A.3.3, we may assume that locally we have a chart (U˜k)D,r
for Ttw. Then Tu,spl0 has a chart given by the image of ∆l+1 in (U˜k)D,r. Here, we assume that
the splitting divisor is indexed by l + 1.
Still use ∆l+1 to denote this divisor in U := (U˜k)D,r. Consider the root stack U∆l+1,r,
and the special divisor D which is the r-th root of ∆l+1 as in subsection A.3. Then by the
definition of Tr,spl0 , we have a chart U∆l+1,r for T
tw, in which the stack Tr,spl0 is given by the
divisor D. Locally the map Tr,spl0 → T
u,spl
0 is induced by U∆l+1,r → U .
6. Relative and Degenerate Gromov-Witten invariants
In this section, we introduce the Gromov-Witten invariants with the target given by the
extended log twisted expanded pairs or degenerations.
6.1. Gromov-Witten invariants for expanded degenerations. We use the notations
as in Section 5.2. Let β be a curve class in the fiber of π : W → B. Denote by g ≥ 0
the genus, and n the number of marked points. Consider the singular fiber W0, and the
stack Tetw0 parameterizing the expanded degenerations of W0 with extended log twisting.
Denote by Klogg,n(W0, β) the stack parameterizing log stable maps to the extended log twisted
expansions of W0. Let Kg,n(W0, β) be the stack parameterizing the corresponding stable
predeformable maps as in Remark 3.3.1. It was shown in [Li01] and [AF] that Kg,n(W0, β)
is a proper DM-stack. By Theorem 3.3.2, the stack Klogg,n(W0, β) is also a proper DM-stack.
Denote by C the universal curve over Klogg,n(W0, β), and {Σi}
n
i=1 the n universal sections.
Note that we have a projectionWetw0 → W from the universal family of expansions. Consider
22 QILE CHEN
the following universal diagram:
C
f
//

Wetw0 // W0
Klogg,n(W0, β).
The composition of the top arrows gives a pre-stable map. We take its stabilization:
(6.1.1) C
f
//

W0
Klogg,n(W0, β).
The section Σi induces an evaluation morphism of usual stacks:
evi : K
log
g,n(W0, β)→ W0.
Consider the i-th descendant class of the stabilized curve:
ψi = c1(Σ
∗
iωC/Klogg,n(W0,β)).
Definition 6.1.1. Given positive integer mi and cohomology class γi ∈ H∗(W0) for each
i = 1, · · · , n, we define the Gromov-Witten invariant with gravitational descendants by:〈
n∏
i=1
τmi(γi)
〉W0
g,n,β
:= deg
(
n∏
i=1
(ψmii ) · evi(γi) ∩ [K
log
g,n(W0, β)]
)
,
where the virtual fundamental class [Klogg,n(W0, β)] is constructed in Section 4.1.
Remark 6.1.2. Note that the stack Klogg,n(W0, β) and the Gromov-Witten invariant does not
depent on a global smoothing W → B of W0. We only need that W0 to be a log FM type
space over a point.
Similarly, we have a stack Kg,n(W/B, β) parameterizing stable predeformable maps to the
expanded degeneration of W → B. Denote by Klogg,n(W/B, β) the stack parameterizing log
stable maps to the extended log twisted expanded degeneration of W → B. It was shown in
[Li01] and [AF] that Kg,n(W/B, β) is a proper DM-stack. Furthermore it behaves well under
base change. Therefore, by Remark 3.3.5 the stack Klogg,n(W/B, β) is also well-behaved under
base change. It is not hard to see that
Klogg,n(W0, β) = K
log
g,n(W/B, β)×B 0.
Proposition 6.1.3. The Gromov-Witten invariants of Wb =W ×B b is independent of b.
Proof. Since the perfect obstruction theory for Klogg,n(W/B, β) relative to T
tw restrict to that
of Klogg,n(W0, β), the statement follows from [BF97, 7.2(2)]. 
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6.2. Relative Gromov-Witten invariants. We fix the smooth pair (X,D) as in the be-
ginning of Section 5.1, and the data Ξ as in Definition 3.2.11. Denote by KlogΞ (X,D) the stack
parameterizing Ξ-relative log stable maps to the extended log twisted expanded pairs. Let
KΞ(X,D) be the stack parameterizing the corresponding underlying stable predeformable
maps. Again by [Li01] and [AF], this is a proper DM-stacks. Hence Klogξ (X,D) is also a
proper DM-stack. Similarly, we can define evaluation maps evi : K
log
Ξ (X,D) → X of the
underlying stacks, and the descendant classes ψi for i ∈ N as in Section 6.1.
Definition 6.2.1. Given nonnegative integers mi for i ∈ L(Ξ), cohomology classes γi ∈
H∗(X) for i ∈ l(Ξ), and γj ∈ H∗(D) for j ∈ R(Ξ), we define relative Gromov-Witten
invariants with gravitational descendants by:〈 ∏
i∈L(Ξ)
τmi(γi)|
∏
j∈R(Ξ)
γj
〉(X,D)
Ξ
:= deg



 ∏
i∈L(Ξ)
ψmii · ev
∗
i γi

 ·

 ∏
j∈R(Ξ)
ev∗jγj

 ∩ [KlogΞ (X,D)]

 .
Remark 6.2.2. Note that the evaluation map evi defined in this section is just usual
morphism without log structures.
7. Degeneration formula
7.1. Statement of the degeneration formula. Following the method in [AF], we prove
the degeneration formula in the logarithmic setting. We first fix the following notations.
Consider the log FM type space W0 = X1
∐
DX2 and two smooth pairs (X1, D1) and
(X2, D2) as in Section 5.2. Denote by H , H1 and H2 the monoids of curve classes in W0, X1,
and X2 respectively. Fix the data Γ = (g,N, β), where g ≥ 0 is the genus, N = {1, · · · , n}
is the index set for marked points, and β ∈ H is the curve class. We would like to view Γ
as a weighted graph having one vertex with genus g, curve class β, and legs labelled by N .
For simplicity, we use K to denote the stack Klogg,n(W0, β).
For smooth pairs we introduce the following data:
Definition 7.1.1. A splitting η of Γ is an ordered pair η = (Ξ1,Ξ2) where
(1) Ξ1 and Ξ2 are admissible weighted graphs as in Definition 3.2.11.
(2) The labeling of legs L(Ξ1) ∪ L(Ξ2) = N gives a partition of N .
(3) The labeling of roots R(Ξ1)←→M ←→ R(Ξ2) is ordered by the set M disjoint from
N .
(4) For elements r ∈ R(Ξ1) and r′ ∈ R(Ξ2) that correspond to the same element j ∈M ,
we associate the same tangency multiplicity cj for both r and r
′.
(5) For each vertex v ∈ V (Ξi), we assign the genus g(v) and a curve class β(v) ∈ Hi.
The above data must satisfy the following conditions:
(1) By Gluing Ξ1 and Ξ2 along the roots labeled by M , we obtain a graph Γ of genus g,
and total weight β.
(2) For each vertex v ∈ VΞi, we have∑
j∈Rv
(cj) = (β(v) ·Di)Xi, for i = 1, 2.
The last condition in the above definition implies that (β(Ξ1) · D1)X1 = (β(Ξ2) · D2)X2 ,
where β(Ξi) is the total weight of Ξi. For each η, there is a special number
r(η) = l.c.m(cj)j∈M ,
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which will be the log twisting index along the splitting divisor as in Remark 3.2.4. We call
it the log twisting index of η.
Denote by Ω(Γ) the set of all splitting classes of Γ. Note that we have the symmetric
group S(M) acting on Ω by its action on the index set M of the roots.
Definition 7.1.2. Two splittings are said to be equivalent if they belong to the same S(M)-
orbit. Denote by Ω¯ the set of equivalence classes, and η¯ the equivalence class of η ∈ Ω.
Denote by F a homogeneous basis of H∗(D). For each δ ∈ F , denote δ∨ to be the dual
element in the dual basis with respect to the pairing
∫
D
δ · δ∨ = 1.
Theorem 7.1.3. For any non-negative integers mi, and cohomology classes γi ∈ H∗(W0),
where i ∈ N1 ∪N2, the following degeneration formula holds:〈
n∏
i=1
τmi(γi)
〉W0
g,n,β
=
∑
η∈Ω
∏
j∈M cj
|M |!
∑
δj∈F
(−1)ǫ
〈∏
i∈N1
τmi(γi)|
∏
j∈M
δj
〉X1,D
Ξ1
·
〈∏
i∈N2
τmi(γi)|
∏
j∈M
δ∨j
〉X2,D
Ξ2
where the sign (−1)ǫ satisfies the following:∏
i∈N
γi ·
∏
j∈M
δjδ
∨
j = (−1)
ǫ
∏
i∈N1
γi
∏
i∈M
δi
∏
i∈N2
δi
∏
i∈M
δ∨i .
Remark 7.1.4. The formation of the above degeneration formula in the log setting is iden-
tical to the one in [Li02] and [AF].
7.2. Splitting the coarse target. Consider the following cartesian diagram of log stacks:
KQ
s

// Qext

// Q

// T
u,spl
0

K // Tetw0 // Ttw // T
u
0 .
Here the sup-script ext means the stack parameterizing extended log structure, which is the
same as in the case of curves and targets with extended log structure. Note that since the
arrows are all integral log morphisms, the underlying of the above log cartesian diagram
coincides with the usual cartesian diagram by removing all log structures. Identical to the
case in [AF], we have the normalization map Tu,spl0 → T
u
0 of pure degree 1 in the sense of
[Cos06, Section 5]. Then the map Qext → Tetw0 is also of pure degree 1.
Lemma 7.2.1.
s∗[KQ] = [K].
Proof. This follows from [Cos06, Theorem 5.0.1], and our construction of virtual fundamental
classes which is well-behaved under base change. 
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7.3. Splitting the stack target. As in (5.3.1), we have the following decomposition:
Q =
∐
r≥1
Qr
which implies the decomposition
KQ =
∐
r≥1
KQr .
The stack Qr is non-reduced, and the reduced one is T
r,spl
0 , which is the stack parameter-
izing log twisted accordions with splitting divisor of index r. By Lemma 5.3.2, we have a
degree 1/r map Tr,spl0 → Qr. The same proof as above gives:
Lemma 7.3.1. Consider the (log) cartesian diagram
Ksplr
//
tr

(Tr,spl0 )
ext

// T
r,spl
0

KQr // (Qr)
ext // Qr.
Then
[KQr ] = r · (tr)∗[K
spl
r ].
7.4. Decomposing the moduli space with split target. Given the log twisting index
r, denote by Ω¯r the set of isomorphism classes of type η with r(η) = r. We have the refined
decomposition
Ksplr =
∐
η¯∈Ω¯r
Kη¯.
Denote by tη¯ : Kη¯ → KQr the restriction of tr. Then we have
[KQr ] = r · (tη¯)∗
∑
η¯∈Ω¯r
[Kη¯].
Note that Kη → Kη¯ is an S(M)-bundle. Therefore Kη has an associated perfect obstruction
theory and virtual fundamental class. Denote by tη the following composition
Kη → Kη¯ → KQr .
Putting Lemmas 7.2.1 and 7.3.1 together, we have:
Proposition 7.4.1.
[K] =
∑
η∈Ω
r(η)
|M |!
· (s ◦ tη)∗[Kη].
7.5. Gluing the target. By Lemma 5.3.3 the morphism Tr,spl0 → T
tw
r × T
tw
r gives a gerbe
banded by µr. Denote by KΞi = KΞi(Xi, Di) the stack of relative log stable maps with data
Ξi for i = 1, 2. Next we try to decompose [Kη] in terms of KΞ1 and KΞ2. Consider the
following catesian diagram of log stacks:
(7.5.1) K1,2 //
uη

∗ //

(Tr,spl0 )
ext //

T
r,spl
0

KΞ1 ×KΞ2 // T etw × T etw // (T
tw × T tw)ext // T tw × T tw
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Note that for T etw × T etw we have two extended log structures from each T etw. The arrow
T etw×T etw → (T tw×T tw)ext at the bottom is given by forgetting the order of extended log
structure.
Lemma 7.5.1. The map T etw × T etw → (T tw × T tw)ext is e´tale of DM-type.
Proof. The statement is local on the target. Consider charts U1 and U2 for T tw, then we
form a chart U = U1 × U2 ×An for (T tw × T tw)ext. Clearly, the targets are covered by such
charts. The preimage of this chart in T etw×T etw is given by assign copies of A to each T etw,
i.e.
(T etw × T etw)×(T tw×T tw)ext U =
∐
n1+n2=n
(U1 ×A
n1)× (U1 ×A
n2).
The statement follows from this. 
Remark 7.5.2. The stack K1,2 parametrizes a glued log twisted target, along with a pair
of relative log stable maps to the two parts of the partial normalization of the glued target
with data Ξ1 and Ξ2.
In Section 4.1, we construct the perfect obstruction theory EKΞi/T tw for KΞi relative to
T etw. Thus, we have a perfect obstruction theory EKΞ1/T tw⊕EKΞ2/T tw for KΞ1×KΞ2 relative
to T etw × T etw. By Lemma 5.3.3 and 7.5.1, the vertical maps in (7.5.1) are e´tale and of
DM-type. The perfect obstruction theory EKΞ1/T tw ⊕ EKΞ2/T tw pulls back, and defines a
perfect obstruction theory for K1,2/∗. Thus, it defines a perfect obstruction theory for K1,2
relative to (Tr,spl0 )
ext. Denote by [K1,2] and [KΞ1×KΞ2 ] = [KΞ1 ]× [KΞ2 ] the associated virtual
fundamental classes. Therefore, we have the following result:
Lemma 7.5.3.
[KΞ1 ×KΞ2 ] = r · (uη)∗[K1,2].
7.6. Gluing the underlying maps. Denote by fi : Ci → Xi for i = 1, 2 the universal
relative log stable maps over K1,2 with data Ξ1 and Ξ2 respectively, and W the universal
glued log target over K1,2. Let D = D × K1,2 be the universal splitting divisor of W over
K1,2, and D1 and D2 the universal divisors in X1 and X2 respectively. Then we have natural
isomorphisms D ∼= D1 ∼= D2. For convenience, we use D to denote both D1 and D2 if there
is no confusion. Denote by π : D → D the canonical projection.
For each i ∈ M , we have sections ΣΞ1,i : K1,2 → C1 and ΣΞ2,i : K1,2 → C2 given by the
universal pre-stable curves C1 and C2 respectively. Consider the following compositions:
evΞ1,i := π ◦ f1 ◦ ΣΞ1,i : K1,2 → D and evΞ2,i := π ◦ f2 ◦ ΣΞ2,i : K1,2 → D.
Combine those maps, we have
ev1,2 =
∏
i∈M
evΞ1,i × evΞ2,i : K1,2 → (D ×D)
|M |.
Now consider the following cartesian diagram:
(7.6.1) K′1,2
v′
//
ev
′
η

K1,2
ev1,2

D|M |
∆
// (D ×D)|M |,
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where the bottom map ∆ is the diagonal morphism.
By pulling back the universal family over K1,2, there are two universal relative log stable
maps f ′i : C
′
i → X
′
i of type Ξi for i = 1, 2, and the glued log target W
′ over K′1,2. Con-
sidering only the underlying structure, the above cartesian diagram induces the following
commutative diagram (without log structures):
(7.6.2) G //
~~
~~
~~
~~








C′1
v1
~~}}
}}
}}
}}
}
f ′1

C′2
v2
//
f ′2

C

D′ //________
~
~
~
~
X ′1
~~}}
}}
}}
}}
X ′2 //W ′ .
Here G is the union of the sections numbered by M , and the top and bottom squares are
push-out diagrams. Thus, we obtain a glued underlying curve C, and a usual stable morphism
f : C → W ′ of underline schemes over K′1,2. Furthermore, it is not hard to see that f is a
family of predeformable maps. Therefore, the stack K′1,2 parametrizes all possible underlying
maps of log stable maps with their splittings to two relative log stable maps of data Ξ1 and
Ξ2, and the glued log targets.
7.7. Log structures on K′1,2.
7.7.1. The log structure from the splitting divisor. Note that on K′1,2 there is a canonical log
structure M1,spl given by the smoothing of the splitting divisor in W ′. Let MW
′/K′1,2 be the
log structure on K′1,2 with respect to the glued unextended log target W
′. Note that such
log structure is obtained by pulling back the log structure from the universal family over
T
r,spl
0 . By Remark 5.3.4 and Lemma 5.3.3, there is a rank 1 locally free sub-log structure
Mr,spl ⊂ MW
′/K′1,2 , and a morphism of log structures M1,spl → Mr,spl, which locally have
chart:
N

×r
// N

M1,spl //Mr,spl.
Given a positive integer c|r, denote by l = r
c
. We define a new log structureMr,spll on K
′
1,2
as follows. Let e be the local generator of Mr,spl. Then locally we define Mr,spll to be the
sub-log structure ofMr,spl generated by l · e. It is not hard to check that suchMr,spll is well-
defined, and is a rank 1 locally free log structure. Since l|r, the morphism M1,spl →Mr,spl
induces a morphism M1,spl →Mr,spll , which locally have chart:
N

×c
// N

M1,spl //M
r,spl
l .
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By our discussion in Section A.3, this gives a map K′1,2 → T
c,spl
0 .
7.7.2. The log structures from the splitting nodes. Denote by pi ∈ C the universal splitting
node, which splits to the two marked points numbered by i ∈M . Note that there is a rank
1, locally free log structure Ni on K′1,2, corresponding to smooth of the node pi. Let ci be
the contact order at pi.
Lemma 7.7.1. There is a natural map M1,spl → Ni, locally given by the following chart:
N

×c
// N

M1,spl // Ni.
Therefore, we have a morphism K′1,2 → T
ci,spl
0 .
Proof. Consider a geometric point s¯ ∈ K′1,2. Then there is a geometric point t¯ ∈ pi over s¯, and
t¯′ := f(t¯) ∈ W ′. Locally around t¯, we can choose coordinates x and y which correspond to
the coordinates of the two components intersecting at the node pi, such that e = log x+log y
gives the local generator of Ni on the base. Similarly for t¯′, we can choose local coordinates
u and v that correspond to the coordinates of the two components intersecting along the
splitting divisor, such that e′ = log u+log v gives the local generator ofM1,spl on K′1,2. Since
f is predeformable along pi, we may assume that f
∗(u) = xci and f ∗(v) = yci. We can locally
define a morphism M1,spl → Ni by e′ 7→ ci · e. Note that such morphism is independent of
the choice of the chart, and only relies on the underlying map f . Thus, we can glue the local
construction and obtain a morphism M1,spl → Ni as in the statement. 
7.8. Comparison of stacks K′1,2 and Kη. First, we want to put log structures on the
universal map f : C → W ′ over K′1,2. This should be compatible with the two relative log
stable maps. By the decomposition in Remark 2.1.1, we have the canonical log structureMnd
on K′1,2, which smoothes all the non-distinguished nodes of C only. Consider the following
log structure on K′1,2:
MK′1,2
∼=Mnd ⊕O∗
K′
1,2
MW
′/K′1,2 .
Since the map of underlying structure is given, by Remark 3.2.4 we only need to define
maps of log structures M
C/K′1,2
K′1,2
→ MK′1,2, where M
C/K′1,2
K′1,2
is the canonical log structure as
in Section 2.1. Denote by Sing{C/K′1,2} the set of connected nodes of C over K
′
1,2, and Np
the canonical log structure smoothing p ∈ Sing{C/K′1,2}. By Remark 2.1.1, e´tale locally we
have the following decomposition
MC/K
′
1,2 ∼=
∑
p∈Sing{C/K′1,2}
Np.
This implies that to define M
C/K′1,2
K′1,2
→MK′1,2, it is enough to locally give Np →MK′1,2 .
Consider any p ∈ Sing{C/K′1,2} which is not a splitting node. It corresponds to a node in
one of the relative log stable maps obtained by splitting from f . Since the two relative log
stable maps have well-defined log structures, locally we have a well-define map Np →MK′1,2
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obtained from the relative log stable map where p sits. Also notice that the splitting node
pi for any i ∈M only maps to the splitting divisor. Therefore, we only need to define tuples
(7.8.1) (Ni →M
r,spl)i∈M .
Moreover, we need this map fitting in the following commutative diagram:
(7.8.2) M1,spl

//Mr,spl
Ni
99tttttttttt
where the map M1,spl → Ni is given in Lemma 7.7.1. This is because that the map Ni →
Mr,spl should compatible with the underlying structure of f .
Conversely, we can construct an arrow of fibered categories h : Kη → K
′
1,2 as follows:
Definition 7.8.1. Given an object ξη ∈ Kη(T ) over a scheme T , we define an object ξ1,2 ∈
K′1,2(T ) consisting of the following data:
(1) a predeformable map fT , which is the underlying map of ξη
(2) log relative stable maps fi with discrete data Ξi for i = 1, 2, which is obtained by
splitting ξη along the splitting divisor on target, and the splitting nodes on source
curve CT of ξη;
(3) a glued log target W ′T , which is the log target of ξη, but removing the log structures
from the non-distinguished nodes.
Lemma 7.8.2. The morphism h is representable.
Proof. For any scheme T , and any objects ξ1,2 ∈ K′1,2(T ) and ξη ∈ Kη(T ) such that h(ξη) =
ξ1,2, it is enough to show that a non-trivial automorphism of ξη induces a non-trivial au-
tomorphism of ξ1,2. Note that ξη gives tuples (Ni,T → M
r,spl
T )i∈M as in (7.8.1) satisfying
(7.8.2). Since outside the splitting nodes, the two objects ξ1,2 and ξη determine each other
uniquely, it is enough to consider the isomorphisms of ξη given by isomorphisms of the tuples
(Ni,T → M
r,spl
T )i∈M . By the commutativity of (7.8.2), any such isomorphism is an isomor-
phism ofMr,splT , which fix the arrowM
1,spl →Mr,spl. But any such non-trivial isomorphisms
of Mr,splT induce non-trivial automorphisms of the glued log target, hence non-trivial auto-
morphisms of ξ1,2. This proves the lemma. 
Let ξ1,2 ∈ K′1,2(T ) be an object over a scheme T . Denote byKη(ξ1,2) the groupoid consisting
of objects ξη ∈ Kη(T ) over ξ1,2. Then we have the following result:
Corollary 7.8.3. The groupoid Kη(ξ1,2) is a set of all tuples (Ni,T →M
r,spl
T )i∈M satisfying
(7.8.2).
Proof. This follows from Lemma 7.8.2, and the argument in Section 7.8. 
7.9. Define log structures on the glued underlying map. Let li =
r
ci
, for any i ∈ M .
Note that both Mr,spl and Ni are rank 1, locally free. Since they fit in (7.8.2), for any
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Ni →Mr,spl, locally we have chart given by the following form:
N
×li
//

N

Ni //Mr,spl.
Note that the map Ni →Mr,spl factors throughM
r,spl
li
→֒ Mr,spl. Thus, to give Ni →Mr,spl
satisfying (7.8.2), it is equivalent to have an isomorphism Ni → M
r,spl
li
, which fits in the
following commutative diagram:
M1,spl

//Mr,splli
Ni
::uuuuuuuuu
where the top arrow is induced by M1,spl →Mr,spl.
For each i ∈M , consider the following catesian diagram:
Ii //
qi

T
ci,spl
0

K′1,2 // T
ci,spl
0 ×T1,spl0
T
ci,spl
0 ,
where the right column is the diagonal morphism, and the bottom is given by the pair of log
structures Ni and M
r,spl
li
. By Section A.3.3, the stack Ii is a sheaf over K′1,2 parameterizing
isomorphisms between Ni and M
r,spl
li
.
Lemma 7.9.1. The morphism qi : Ii → K′1,2 defined above is e´tale of degree ci. It has a
section q′i : K
′
1,2 → Ii, such that K
′
1,2 forms a trivial Bµci gerbe over Ii. Therefore, q
′
i is e´tale
of degree 1
ci
.
Proof. The first statement follows from Tci,spl0 ×T1,spl0
T
ci,spl
0
∼= Bµci × T
ci,spl
0 . By pulling back
the projection Bµci ×T
ci,spl
0 → T
ci,spl
0 , we obtain the natural section q
′
i of qi, which is e´tale of
degree c−1i . This proves the second statement. 
Consider K′′1,2 :=
∏
i∈M Ii, where the product is taking over K
′
1,2. We have the following
morphism:
(7.9.1) q :=
∏
i∈M
qi : K
′′
1,2 → K
′
1,2.
By Lemma 7.9.1, the map q is e´tale of degree
∏
i∈M ci, with a section
(7.9.2) q′ :=
∏
i∈M
q′i : K
′
1,2 → K
′′
1,2,
which is e´tale of degree (
∏
i∈M ci)
−1.
Remark 7.9.2. Let us give the moduli interpretation of K′′1,2 relative to K
′
1,2. Given a
morphism T → K′1,2 from a scheme, the stack K
′′
1,2 associates to T → K
′
1,2 a set of tuples
(Ni,T →M
r,spl
T )i∈M such that:
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(1) For each i ∈M , the map Ni,T →M
r,spl
T fits into (7.8.2).
(2) For each i ∈M , the map Ni,T →M
r,spl
T is locally given by the following chart
N
×li
//

N

Ni,T //Mr,splT .
Therefore, by the argument in Section 7.8, we have a universal family of log stable maps
fK′′1,2 over K
′′
1,2. This family induces a map λ : K
′′
1,2 → Kη.
Combining Remark 7.9.2 and Corollary 7.8.3, we obtain:
Proposition 7.9.3. The map λ is an isomorphism.
We thus identify K′′1,2 with Kη. Note that the map q
′ in (7.9.2) is e´tale. Consider
EK′1,2/T
r,spl
0
= (q′)∗EKη/Tr,spl0
. Then EK′1,2/T
r,spl
0
gives a perfect obstruction theory of K′1,2 rela-
tive to (Tr,spl0 )
ext. Denote by [K′1,2] the virtual fundamental class of K
′
1,2 defined by EK′1,2/T
r,spl
0
.
Then we have:
Corollary 7.9.4.
q∗[Kη] =
(∏
i∈M
ci
)
[K′1,2].
Proof. This follows from (7.9.1) and Lemma 7.9.1. 
7.10. Comparison of virtual fundamental classes of K′1,2 and K1,2. Note that the
section q′ : K′1,2 → Kη gives a family of log stable maps fK′1,2 over K
′
1,2, and the perfect
obstruction theory EK′1,2/T
r,spl
0
can be obtained by applying the construction in Section 4.1 to
the log stable map fK′1,2. The underlying map of fK′1,2 coincide with the glued predeformable
map f as in (7.6.2). Denote by L the complex constructed in Section 4.1 with respect to
the log stable map fK′1,2 on K
′
1,2. Let Li be the corresponding complex with respect to the
relative log stable map f ′i on K1,2 with data Ξi, for i = 1, 2.
Proposition 7.10.1. Consider the diagram (7.6.1). Then we have ∆!([K1,2]) = [K′1,2].
Proof. This proof of this proposition is very similar to [AF, 5.8.1]. By [BF97, 5.10], it suffices
to produce a diagram of distinguished triangles
(7.10.1) v
∗EK1,2/Ttw,spl0

// EKη/Ttw,spl0

// ev∗ηL∆

[1]
//
v∗Llog
K1,2/T
tw,spl
0
// Llog
Kη/T
tw,spl
0
// LKη/K1,2
[1]
//
Since the map ∆ in (7.6.1) is a regular embedding, we have L∆ ∼= N
∨
∆[1].
Consider (7.6.2). Denote by v : C′1
∐
C′2 → C the normalization map, and ι : G → C the
embedding. We have the following standard normalization triangle
(7.10.2) L∨

→ υ∗Lυ
∗L∨

→ ι∗Lι
∗L∨

[1]
→
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and a natural decomposition
υ∗Lυ
∗L∨

= υ1∗Lυ
∗
1L
∨

⊕ υ2∗Lυ
∗
2L
∨

.

Lemma 7.10.2.
Lυ∗1L
∨

= L∨
1
, Lυ∗2L
∨

= L∨
2
and
Lι∗L∨

= (f ◦ ι)∗TD[−1].
Proof of the lemma. Note that the underlying map f is obtained by gluing the two
underlying maps f ′
1
and f ′
2
along the marked point as in (7.6.2). Away from the splitting
nodes, the log structure on fK′1,2 is obtained by pulling-back that from f
′
i , locally we have a
canonical isomorphism Lυ∗iL
∨

∼= L∨i.
Near the splitting nodes, we can directly check that the log differentials of the log maps
fK′1,2 and f
′
i are identical to the sheaf of differentials of transversal maps as in [AF, A.2].
Therefore, the same argument as in [AF, 5.8.2] shows that locally near the splitting nodes,
there are canonical isomorphisms Lυ∗iL
∨

∼= L∨i. We check that those local isomorphisms
can be glued together to give a global one Lυ∗iL
∨

= L∨
i
.
For the same reason, we have Lι∗L∨

= (f ◦ ι)∗TD[−1]. This finishes the proof of the
lemma.
By (7.10.2) and the above lemma, we have:
(7.10.3) L∨

→ υ1∗L
∨
1
⊕ υ1∗L
∨
2
→ ι∗(f ◦ ι)
∗TD
[1]
→
Denote by p : C → K′1,2 and pi : C
′
i → K
′
1,2 the canonical projections. Note that we have
p∗ι∗(f ◦ ι)
∗TD = (ev
′
η)
∗N∆.
By applying Rp∗, dualizing and rotate (7.10.3) we have
(Rp1∗L
∨
1
)∨[−1]⊕ (Rp2∗L
∨
2
)∨[−1]→ (Rp∗L
∨

)∨[−1]→ ev∗
′
η N∆[1]
[1]
→ .
This triangle fits into (7.10.1) as required.
Combining Corollary 7.9.4 and 7.10.1, we have the following:
Corollary 7.10.3.
q′∗[Kη] =
( ∏
i∈M
ci
)
∆!([K1,2]).
Denote by [∆] the class ∆∗(D
|M |). By [Ful98, 6.3.4], we have
q′∗[Kη] = (
∏
i∈M
ci) · ev
∗
1,2[∆] ∩ [K1,2].
Since
[∆] =
∏
i∈M
(
∑
δi∈F
δi × δ
∨
i ),
we obtain
q′∗[Kη] =
∏
i∈M
(
ci
∑
δi∈F
ev∗Ξ1,iδi × ev
∗
Ξ2,iδ
∨
i
)
∩ [K1,2].
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By Lemma 7.5.3 we have
Corollary 7.10.4.
(uη ◦ q
′)∗[Kη] = r(η)
−1 ·
∏
i∈M
(
ci
∑
δi∈F
ev
∗
Ξ1,i
δi × ev
∗
Ξ2,i
δ∨i
)
∩ [KΞ1 ×KΞ2 ].
7.11. Proof of Theorem 7.1.3. Same as the situation in [AF, 5.10], the stack Kη carries
two universal families of contracted curves:
(1) the disconnected family C′ → Kη with sections s′i, and evaluations ev
′
i, which are the
pull-back of the contracted family of C1
∐
C2 → KΞ1 ×KΞ2;
(2) the connected family Cη → Kη as in (6.1.1) with sections si, and evaluations evi.
Note that the pull-back of the class ψi of the sheaf s
∗
i (ωCη/Kη) coincides with the class
(s′i)
∗(ωC1
∐
C2/KΞ1×KΞ2
), and the same for the pull-back of γi via the evaluation maps. Now
we have:
〈
n∏
i=1
τmi(γi)
〉W0
g,n,β
=
∑
η∈Ω
r(η)
|M |!
deg
(
(s ◦ tη)
∗(
∏
i∈N
ψmii · ev
∗
iγi) ∩ [Kη]
)
(by the projection formula and Proposition 7.4.1)
=
∑
η∈Ω
r(η)
|M |!
deg
(
(uη ◦ h)
∗(
∏
i∈N
ψ
′mi
i · ev
′∗
i γi) ∩ [Kη]
)
(by the above discussion)
=
∑
η∈Ω
r(η)
|M |!
∏
j∈M cj
r(η)
deg
(
(
∏
i∈N
ψ
′mi
i · ev
′∗
i γi)
·
∏
j∈M
(∑
δj∈F
ev∗Ξ1,j δj × ev
∗
Ξ2,j
δ∨j
)
∪ [KΞ1 ]× [KΞ2 ]
)
(by the projection formula and Corollary 7.10.4)
=
∑
η∈Ω
∏
j∈M cj
|M |!
∑
δj∈F
(−1)ǫ
〈∏
i∈N1
τmi(γi)|
∏
j∈M
δj
〉X1,D
Ξ1
·
〈∏
i∈N2
τmi(γi)|
∏
j∈M
δ∨j
〉X2,D
Ξ2
This finishes the proof of the theorem. 
Appendix A. Prerequisites On Logarithmic Geometry
A.1. Basic definitions and properties. Following [Kat89] and [Ogu01], we first recall
some basic terminologies on logarithmic geometry.
A.1.1. Monoids. A monoid is a commutative semi-group with a unit. We usually use “ + ”
and “0” to denote the binary operation and the unit of a monoid respectively. A morphism
between two monoids is required to preserve the unit.
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Let P be a monoid. We can associate a group
P gp := {(a, b)|(a, b) ∼ (c, d) if ∃s ∈ P such that s+ a+ d = s+ b+ c}.
The monoid P is called integral if the natural map P → P gp is injective. It is called saturated
if it is integral, and satisfies that for any p ∈ P gp if n · p ∈ P for some positive integer n then
p ∈ P . A monoid P is called fine if it is integral and finitely generated.
A morphism h : Q → P between integral monoids is called integral if for any a1, a2 ∈ Q,
and b1, b2 ∈ P which satisfy h(a1)b1 = h(a2)b2, there exist a2, a4 ∈ Q and b ∈ P such that
b1 = h(a3)b and a1a3 = a2a4. This is equivalent to say that the morphism of monoid algebras
Z[Q]→ Z[P ] is flat.
A monoid P is called sharp if there are no other unit except 0. A nonzero element p in a
sharp monoid P is called irreducible if p = a + b implies either a = 0 or b = 0. Denote by
Irr(P ) the set of irreducible elements in a sharp monoid P . A fine monoid P is called free
if P ∼= Nn for some positive integer n.
A.1.2. Logarithmic structures. Let X be a scheme. A pre-log structure on X is a pair
(M, exp), which consists of a sheaf of monoidsM on the e´tale site Xe´t of X , and a morphism
of sheaves of monoids exp : M→ OX , called the structure morphism of M. Here we view
OX as a monoid under multiplication.
A pre-log structure M on X is called a log structure if exp−1(O∗X)
∼= O∗X via exp. We
sometimes omit the morphism exp, and use M to denote the log structure if no confusion
could arise. We call the pair (X,M) a log scheme.
Given two log structures M and N on X , a morphism of the log structures h : M→ N
is a morphism of sheaves of monoids which are compatible with the structure morphisms of
M and N .
Given a pre-log strucutre M on X , we obtain a log structure Ma given by
Ma :=M⊕exp−1(O∗X) O
∗
X .
Such Ma is called the associated log structure of M. Consider a morphism of schemes
f : X → Y , and a log structure MY on Y . We can define the pull-back log structure
f ∗(MY ) to be the log structure associated to the pre-log structure
f−1(MY )→ f
−1(OY )→ OX .
Consider two log schemes (X,MX) and (Y,MY ). A morphism of log schemes (X,MX)→
(Y,MY ) is a pair (f, f ♭), where f : X → Y is a morphism of the underlying schemes, and
f ♭ : f ∗(MY ) →MX is a morphism of log structures on X . The morphism (f, f ♭) is called
strict if f ♭ is an isomorphism of log structures. It is called vertical if the quitient sheaf of
monoids MX/f ∗(MY ) is a sheaf of groups under the induced monoidal operation.
A.1.3. Charts of log structures. Let (X,M) be a log scheme, and P a fine monoid. Denote
by PX the constant sheaf of monoid P on X. A chart ofM is a morphism PX →M such that
the associated log structure of the composition PX → M → OX is M. The log structure
M is called a fine log structure on X if a chart exists e´tale locally everywhere on X . If the
charts are all given by fine and saturated monoids then M is called an fs log structure. In
this paper, we only consider fs log structures.
Let M =M/O∗X be the quotient sheaf. We call it the characteristic of the log structure
M. It is useful to notice that f ∗(M) = f−1(M) for any morphism of schemes f : Y → X .
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For any closed point x ∈ X , denote by x¯ the separable closure of x. A fine log structure M
is called locally free if for any x ∈ X , we have Mx¯ ∼= Nn for some positive integer r.
Consider a morphism of log structures h : M → N over X . The morphism h is called
simple at p ∈ X , if Mp¯ → N p¯ is injective, and for any e ∈ Irr(Mp¯) there exists an element
e′ ∈ Irr(N p¯), such that h¯(e) = l ·e′ for some positive integer l. Here h¯ is the map of monoids
induced by h.
Let M
gp,tor
x¯ be the torsion part of M
gp
x¯ . The following result is very useful for creating
charts.
Proposition A.1.1. [Ols03a, 2.1] Using the notation as above, there exist an fppf neigh-
borhood f : X ′ → X of x, and a chart β : P → f ∗(M) such that for some geometric point
x¯′ → X ′ lying over x, the natural map P → f−1Mx¯′ is bijective. If M
gp,tor
x¯ ⊗ k(x) = 0, then
such a chart exists in an e´tale neighborhood of x.
Remark A.1.2. In this paper, we only work with fs log structures over field of characteristic
0. The above proposition implies that in such situation, there exists a section ofMx¯ →Mx¯,
which gives a chart e´tale locally near x.
Consider a morphism f : (X,MX)→ (Y,MY ) of fine log schemes. A chart of f is a triple
(PX →MX , QY →MY , Q→ P ), where PX →MX and QY →MY are charts of MX and
MY respectively, and Q → P is a morphism of monoids such that the following diagram
commutes:
QX //

PX

f ∗(MY ) //MX .
Charts of morphisms of fine log schemes exist e´tale locally by the following result:
Proposition A.1.3. [Ols03a, 2.2] Notations as above, suppose that QY →MY is a chart.
Then e´tale locally on X, there exist a chart PX →MX and an injective morphism of monoids
Q→ P , such that the triple (PX →MX , QY →MY , Q→ P ) gives a chart for f e´tale locally
on X. If f is a morphism of fs log schemes and if Q is saturated and torsion free, then we
can choose P to be also saturated and torsion free in the chart of f .
Remark A.1.4. Consider a morphism of log schemes f : (X,MX) → (Y,MY ). With the
help of charts, we can describe the log smoothness properties of f that we will use later. The
log map f is called log smooth if e´tale locally, there is a chart (PX →MX , QY →MY , Q→
P ) of f such that:
(1) KerQgp → P gp and the torsion part of Coker(Qgp → P gp) are finite groups;
(2) the induced map X → Y ×Spec(Z[Q]) SpecZ[p] is smooth in the usual sense.
The map f is called integral if for every p ∈ X , the induced map Mf(p¯) → Mp¯ is
integral. In general, the underlying structure map of a log smooth morphism need not be
flat. However, it was shown in [Kat89, 4.5] that the underlying map of a log smooth and
integral morphism is flat.
A.2. Olsson’s Log Stacks. We follow [Ols03a] to introduce the algebraic stack parameter-
izing log structures. Consider a base scheme S, and an algebraic stack X over S in the sense
of [Art74]. This means that the diagonal X → X ×S X is representable and of finite type,
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and there exists a surjective smooth morphism X → X from a scheme. Now we can define
a fine log structure MX on X by repeating the definitions in A.1.2 and A.1.3 but using the
lisse-e´tale site instead of the e´tale site. See [Ols03a, Section 5] for details.
For any S-scheme T , and an arrow g : T → X , we obtain a fine log structure g∗(MX ) on
the lisse-e´tale site Tlis-et of T . It is shown in [Ols03a, 5.3] that such g
∗(MX ) is isomorphic
to a unique fine log structure on the e´tale site Te´t of T . Thus, we can still use g
∗(MX ) to
denote this new log structure on T . By pull-back the log structure MX , we define a functor
from schemes over X to the category of fine log schemes over S. The stack X associated with
this functor is called a log stacks in [Kat00]. A fine log scheme (X,MX) can be naturally
viewed as a log algebraic stack.
Consider the log algebraic stack (X ,MX). We define a fibered category Log(X ,MX ) over
X . Its objects are pairs (g : X → X , g∗(MX ) → MX), where g is a map from scheme X
to X , and g∗(MX ) →MX is a morphism of fine log structures on X . An arrow (g : X →
X , g∗(MX ) → MX) → (h : Y → X , h∗(MX ) → MY ) is a strict morphism of log schemes
(X,MX)→ (Y,MY ), such that the underlying map X → Y is a morphism over X , and we
have the following cartesian diagram:
(X,MX) //

(Y,MY )

(X, g∗(MX )) // (Y, h∗(MX )).
Theorem A.2.1. [Ols03a, 5.9] The fibered category Log(X ,MX ) is an algebraic stack locally
of finite presentation over X .
A.3. Root of log structures from smooth divisors. Here, we collect some results of
locally free log structures and their roots as we will used in our construction. We refer to
[BV10] for more details of the root construction.
A.3.1. Log structures associated to normal crossing divisors. This is an important example
given in [Kat89, 1.5]. Let X be a smooth scheme, and D is reduced divisor in X with normal
crossings. We define a fine log structure on X :
MD := {g ∈ OX |g is invertible outside D} ⊂ OX .
For each point p ∈ D, let {gi}ni=1 be the set of local coordinates near p, such that D is given
by the vanishing of g1 · · · gn. Then the log structure MDp is generated by {log gi}
n
i=1, where
log gi is the pre-image of gi in the log structure. Thus e´tale locally near p we have a chart
N
n →MD ei 7→ gi,
where ei is the standard generators of N
n. The above chart gives an isomorphism Nn ∼=M
D
p .
Thus, the log structure MD is locally free, and its rank at a point p equals the number of
components of D at p.
Consider the case when D is a finite union of reduced divisors in X with normal crossings.
Denote by D =
∐
j Dj. The same definition as above gives a log structure M
D on X .
Similarly, for each Dj we associate a log structure MDj on X as above. We have the
following decomposition:
MD ∼=
∑
j
MDj ,
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where the sum is taking over O∗X .
We can assume that X is an algebraic stack, and D is a finite union of reduced divisors
in X with normal crossings. Then we can still define the locally free log structure MD on
X using smooth topology. The decomposition of MD into amalgamated sum of MDj still
holds in this case.
A.3.2. Root stacks of divisors. For later use, we introduce the theory of root stacks developed
in [Cad07] and [AGV08, Appendix B].
Let X be an algebraic stack, and D an effective divisor on X . Such data corresponds to
the line bundle OX(D) with its canonical section 1D, therefore induces a map X → A =
[A1/Gm]. Consider the degree r map νr : A → A, given by t 7→ tr where t is the coordinates
of A1. We form a stack XD,r = X ×D,A,νr A. Given a X-scheme S, the objects in XD,r(S)
are tuples (f,M, φ, s) where
(1) f : S → X is a morphism;
(2) M is a line bundle on S;
(3) φ : M r → f ∗OX(D) is an isomorphism;
(4) s ∈ H0(M) such that φ(sr) = f ∗(1D).
We call XD,r the r-th root stack of D. It is of Deligne-Mumford type over X .
Consider the case whereX is smooth, and the effective divisorD is smooth inX . We would
like to consider the local structure ofXD,r. Thus, we can assume thatX = Spec k[x1, · · · , xl],
and D is given by the vanishing of x1. Then in this case, the stack XD,r is given by the
following stack quotient:
[Spec(k[y, x2, · · · , xl]/(y
r = x1))/µr]
where µr is a finite cyclic group of order r invertible in k, and for any u ∈ µr, the action is
given by u : y 7→ u · y, and fix all other coordinates.
The above local description shows that when both X and D are smooth, the stack XD,r
is also smooth. Denote by D ⊂ XD,r the smooth divisor given by the vanishing of the local
coordinate y. The inverse image of D in XD,r is r · D. In fact, the morphism D → D makes
D an µr-gerbe over D. We call the D is the r-th root of D in XD,r.
Consider D = (D1, · · · , Dn) an n-tuple of effective divisors Di ⊂ X , and consider r =
(r1, · · · , rn) an n-tuple of positive integers. We use the following notation:
XD,r = XD1,r1 ×X · · · ×X XDn,rn.
A.3.3. Root of log structures. Let X be a smooth algebraic stack, and D =
∐
j Dj be a
normal crossings divisor given by union of smooth divisors Dj on X . We assume that
Dj 6= Di if j 6= i. Let r = (r1, · · · , rn) be an n-tuple of positive integers. By the argument
in A.3.1, we have locally free log structures MD and MDj on X for all j such that
MD ∼=MD1 ⊕O∗X · · · ⊕O∗X M
Dn.
Let N →MDj be a local chart for MDj , then the above decomposition gives a local chart
N
n →MD.
Now we define a fibered category X over X . Given a morphism f : Y → X from a scheme
Y , the fiber X (Y ) is the groupoid of simple morphisms of log structures f ∗(MD) → M,
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such that for each geometric point p¯ ∈ Y , we locally have a chart near p¯
Nn
⊕j×rj
//

Nn

f ∗(MD) //M,
where each integer rj corresponds to the factor of N in N
n given by the divisor Dj . A
morphism between two objects
(f ∗(MD)→M1)→ (f
∗(MD)→M2)
is an isomorphism of log structuresM1 →M2 fitting in the following commutative diagram:
f ∗(MX)
%%J
JJ
JJ
JJ
JJ
zzuu
uu
uu
uu
u
M1 //M2.
Denote by D = (D1, · · · , Dn). It was shown in [Cad07, 3.6] and [MO05, Section 4] that X
is the stack XD,r defined above.
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