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Abstract—Ordinal regression is a type of regression techniques
used for predicting an ordinal variable. Recent methods formu-
late an ordinal regression problem as a series of binary classifi-
cation problems. Such methods cannot ensure the global ordinal
relationship is preserved since the relationships among different
binary classifiers are neglected. We propose a novel ordinal
regression approach called Deep Ordinal Regression Forests
(DORFs), which is constructed with the differentiable decision
trees for obtaining precise and stable global ordinal relationships.
The advantages of the proposed DORFs are twofold. First,
instead of learning a series of binary classifiers independently,
the proposed method learns an ordinal distribution for ordinal
regression. Second, the differentiable decision trees can be
trained together with the ordinal distribution in an end-to-end
manner. The effectiveness of the proposed DORFs is verified
on two ordinal regression tasks, i.e., facial age estimation and
image aesthetic assessment, showing significant improvements
and better stability over the state-of-the-art ordinal regression
methods.
Index Terms—Ordinal regression, differentiable decision trees,
random forest, ordinal distribution learning.
I. INTRODUCTION
Ordinal regression has broad applications in real-world
problems such as medical research [1]–[5], credit rating [6]–
[9], age estimation [10], [11], image aesthetic assessment [12],
[13], text classification [14] and more. As an intermedi-
ate problem between classification and regression, ordinal
regression is used for predicting an ordinal variable [15],
[16]. Imagining a situation where a doctor is asked to make
an assessment of the severity of a patient’s illness. The
assessment scale can be {very healthy, healthy, slightly sick,
sick, serious illness}. This is not a simple classification task,
because his answer is not a clear right or wrong answer. But
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it is also not a continuous regression task, because we only
care about the discrete sorting between different diseases.
To solve the ordinal regression problem, traditional methods
formulate it as a classification problem, which can be solved
by many well-studied classification algorithms [17]–[22].
However, the ordinal information that can improve predictive
performance is not used. Recent methods formulate it as a
series of binary classifiers to model ordinal relationship [10],
[11], [23]–[25] — each binary classifier recognizes a sample
into two classes by judging whether its label is less than
a specified class attribute. With more attention given to the
ordinal information, these binary classification methods lead
to better predictive performance. However, these methods
learn a series of binary classifiers independently, thus the
underlying global relationship among these binary classifiers
is neglected. An example of such a deficiency is shown in
Fig. 1 (b), where the output probability should be a decreasing
trend, rather than increasing sometimes.
To overcome this deficiency of lack of global ordinal
relationships, we present a Deep Ordinal Regression Forests
(DORFs) approach. Our method utilizes the differentiable
decision trees [26] to preserve the ordinal relationship by
learning an ordinal distribution rather than learning a series of
binary classifiers independently. There are three advantages of
using the differentiable decision tree to handle the ordinal re-
gression tasks. One is that the decision tree has the expressive
power to model any ordinal distribution through a mixture of
leaf node predictions. The second is the parameters of the
split nodes in the differentiable decision tree can be learned
in a back-propagation manner, which realizes the end-to-end
combination of tree learning and presentation learning. The
third is that the ensemble property of decision forests can
alleviate the over-fitting issue. We regard the output of a
decision tree as an ordinal distribution, followed by optimizing
the DORFs by using the cross-entropy loss between the
predicted and ground-truth ordinal distribution. We optimize
the tree by iteratively updating split nodes and leaf nodes.
Following [27], we optimize the leaf node predictions by
Variational Boundary [28], [29] after fixing the split node,
in which the loss function is replaced by its upper bound
and then optimized by a discrete iterative function. To learn
a forest, we use the averaged losses of all individual trees to
optimize the forest, allowing the split nodes of different trees
to be connected to the same output units of the feature learning
function. Thus, the split node parameters of all individual trees
can be learned jointly.
The contributions described in this paper are:
1) We present a deep ordinal regression forests (DORFs)
approach to solve the ordinal regression problem, in
which the ordinal relationship can be well preserved.
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Fig. 1. Ordinal regression on the facial age estimation. Each k-th classifier computes the probability of the persons age is > rk , where rk = r1 + k − 1
and r1 = 16. The cross point of probability > 0.5 determines the persons age. (a) Current methods fail to preserve the global ordering of the ordinal
distribution. (b) The DORFs produces ordinal distribution with well preserved global relationships.
This is the first work to obtain ordering results for
ordinal regression with the differentiable decision tree.
2) We provide a theoretical derivation for the update rule
of the leaf node.
3) Experimental results demonstrate the effectiveness and
the stability of our DORFs in modeling the ordinal
distribution based on facial age estimation and image
aesthetic assessment.
The rest of this paper is organized as follows. We first
briefly recall the development of the random forests methods
and the ordinal regression methods in Sec. II. And we then
describe the detail of the proposed method in Sec. III. Finally,
we analyze our experimental results in Sec. IV and give our
conclusion in Sec. V.
II. RELATED WORK
Since the DORFs extends the differentiable decision trees
to ordinal regression problems, we will briefly survey the
development of random forests and ordinal regression in this
section.
Random Forests are an ensemble of decision trees [30]–
[33], each of which consists of several split nodes and leaf
nodes. Meanwhile, the tree growing usually employs greedy
algorithms to achieve a hard partition decision for each split
node [30], which is intractable to integrate decision trees
and representation learning in an end-to-end manner. Some
hierarchical mixture of expert approaches [34], [35] can also
be considered as tree-structured models, however, lacking
both, representation learning and ensemble aspects. To address
this issue, deep neural decision forests (dNDFs) [26] define
a soft differentiable decision function at each split node to
ensure that the parameters of the split nodes can be learned by
back-propagation and utilize a global loss function on the tree
to ensure the prediction of the leaf nodes can be updated by a
discrete iterative function. Further, Shen et al. [27], [36] also
extended this differentiable decision tree to solve the problems
of label distribution learning. Similarly, the neural regression
forest (NRF) [37] is proposed to use a tree of CNNs to jointly
learn the feature representation and decision functions for each
node in the tree.
Ordinal Regression aims to learn a rule to predict ordinal
labels. Traditional ordinal regression algorithms are modified
from well-known classification methods [16]–[20], [38]–[41].
For instances, Herbrich et al. [16] utilized support vector
machine (SVM) for ordinal regression, and then Shashua et
al. [17] refined SVM to handle multiple thresholds. Cram-
mer et al. [18] proposed the perceptron ranking algorithm
to generalize the online perceptron algorithm with multiple
thresholds for ordinal regression. Lin et al. [20] proposed a
thresholded ensemble model for ordinal regression problems,
which consists of a weighted ensemble of confidence func-
tions and an ordered vector of thresholds. However, these
methods formulate the ordinal regression as a classifica-
tion task, ignoring the potential of ordinal information in
improving predictive performance. Recently, some methods
formulate the ordinal regression as a series of binary classi-
fications [10], [11], [23]–[25], [42]. For examples, Frank et
al. [23] utilized decision trees as binary classifiers for ordinal
regression. Li et al. [42] proposed a framework to reduce an
ordinal regression problem as a set of classification problems,
and employed an SVM to solve the classification problems.
Niu et al. [10] introduced a CNN network with multiple binary
outputs to solve the ordinal regression for age estimation.
Chen et al. [11] proposed to learn multiple binary CNNs, and
then aggregated the final outputs. With more attention given
to the ordinal information, these binary classification methods
lead to better predictive performance. However, these methods
learn each binary classifier separately and independently,
ignoring the global ordinal relationship among these binary
classifiers. To better preserve the ordinal relationship among
these binary classifiers, in this paper, we propose a novel
ordinal regression method by extending the differentiable
decision trees to deal with the ordinal regression problems.
III. DEEP ORDINAL REGRESSION FORESTS
In this section, we first introduce the formulation of DORFs
and then describe how to learn a single decision tree with or-
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dinal regression. Finally, we formulate the learning procedure
of the decision forests, which are an ensemble of decision
trees.
A. Ordinal Regression
Let X be the input space and Y = {r1, r2, · · · , rK} be
the label space with ordered ranks r1  r2  · · ·  rK ,
where K is the number of possible label ranks and the
symbol  denotes the order among different ranks. The
ordinal regression is to learn a mapping function h : X → Y .
Following recent studies [10], [11], [23], [25], we decompose
the original ordinal regression with K ranks into K−1 binary
classification tasks. For each rank rk, a binary classifier gk is
built to classify a sample x ∈ X into two classes and the
ground-truth label of the sample x depends on whether label
y ∈ Y is greater than rk. The label of x in classifier gk is 1 if
y > rk and 0 otherwise. Note that the output of gk is a value
between 0 and 1. Thus, the final rank of a sample x can be
predicted as
h(x) = r1 + η
K−1∑
k=1
1
[
gk(x) > 0.5
]
, (1)
where η is the partitioning interval, 1[·] denotes a truth-test
indicator function, which is 1 if the inner condition holds,
and 0 otherwise. Let D ∈ R(K−1)×1 denote an ordinal
distribution label space, we can transform the label y as an
ordinal distribution label d = (d1, d2, · · · , dK−1)T ∈ D,
where dk = 1 if y > rk; otherwise dk = 0. Therefore, the
goal of an ordinal regression problem is instead to learn a
mapping function g : X → D, where the binary classifier gk
is the k-th element in g.
B. Decision Tree with Ordinal Distribution
According to the definition of the ordinal regression, our
goal becomes to learn a mapping function g through a
decision tree based structure T . Each decision tree consists of
a set of split nodes N and a set of leaf nodes L. Specifically,
we define a decision function sn(·; Θ) : X → {0, 1} on
each split node, parameterized by Θ to determine which
node (left or right) a sample can be assigned to. And we
assume that each leaf node l ∈ L holds an ordinal distribution
pil = (pi
1
l , pi
2
l , · · · , piK−1l )T over D. Following [26], [36], we
also use the decision function sn(x; Θ) = σ(fϕ(n)(x; Θ))
to build a differentiable decision tree. Each decision function
σ(·) is set as a sigmoid function and the ϕ(·) is an index
function that maps the ϕ(n)-th output of function f(x; Θ) on
the corresponding split node n. Let d denote the dimension of
the feature function output, then f : x→ Rd is a real-valued
feature learning function, depending on the sample x and the
parameter Θ. In principle, the function f can be any function.
In this paper, we use a deep neural networks as the feature
function f , which is learned in an end-to-end manner. The
indexed function ϕ(·) between the split nodes and the output
units of function f is initialized randomly before the tree
learning. An example shown in Fig. 2 demonstrates how to
construct a decision forest based on ϕ(·). Then, the probability
of a sample x falling into leaf node l is given by
p(l|x; Θ) =
∏
n∈N
sn(x; Θ)
1[l∈Lln](1−sn(x; Θ))1[l∈Lrn], (2)
where 1[·] is an indicator function, and Lln and Lrn denote the
sets of leaf nodes held by the left and right subtrees of node
n, T ln and T rn , respectively. Therefore, given a sample x, the
mapping function g, based on the decision tree T , is defined
by
g(x; Θ, T ) =
∑
l∈L
p(l|x; Θ)pil. (3)
C. Tree Optimization
Given a training set S = {(xi,di)}Ni=1, our goal is to learn
a decision tree T described in III-A, which can output an
ordinal distribution g(xi; Θ, T ) in reference to di for each
sample xi. A straightforward way is to minimize the cross
entropy loss between each g(xi; Θ, T ) and di,
R(pi,Θ;S) = − 1
N
N∑
i=1
K−1∑
k=1
(
dki log
(
gk(xi; Θ, T )
)
+
(1− dki ) log
(
1− gk(xi; Θ, T )
))
= − 1
N
N∑
i=1
K−1∑
k=1
(
dki log
(∑
l∈L
p(l|xi; Θ)pikl
)
+
(1− dki ) log
(
1−
∑
l∈L
p(l|xi; Θ)pikl
))
,
= − 1
N
N∑
i=1
K−1∑
k=1
(
dki log
(∑
l∈L
p(l|xi; Θ)pikl
)
+
(1− dki ) log
(∑
l∈L
p(l|xi; Θ)(1− pikl )
))
, (4)
where pi denotes the ordinal distributions held by all the
leaf nodes L and gk(xi; Θ, T ) is the k-th output unit of
g(xi; Θ, T ). For the simplicity of the math expression, we
use d(k,c=1)i and d
(k,c=2)
i to denote d
k
i and (1− dki ), respec-
tively. Correspondingly, pi(k,c=1)l and pi
(k,c=2)
l denote pi
k
l and
(1−pikl ). Thus the objective function Eq. (4) is simplified as:
R(pi,Θ;S)
= − 1
N
N∑
i=1
K−1∑
k=1
2∑
c=1
(
d
(k,c)
i log(
∑
l∈L
p(l|xi; Θ)pi(k,c)l )
)
s.t. ∀ l, k,
2∑
c=1
pi
(k,c)
l = 1, (5)
where we have
∑2
c=1 d
(k,c)
i = 1 for ∀ k. Note that learning
a tree T requires to estimate the parameters Θ of the split
nodes and the ordinal distributions pi of the leaf nodes. The
optimal parameters (Θ?,pi?) are determined by
(Θ?,pi?) = arg min
Θ,pi
R(pi,Θ;S). (6)
We solve Eq. (6) through an alternative optimization strategy,
that is, optimizing pi and Θ alternatively.
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Fig. 2. The tree structure of our DORFs. The red circles at the top represent the output units of the function f parameterized by Θ, which can be a feature
vector or a fully-connected (FC) layer of a deep neural network. The blue and green circles are split nodes and leaf nodes, respectively. Two index functions
ϕ1 and ϕ2 are assigned to these two trees respectively. The black dashed arrows indicate the correspondence between the split nodes of the two trees and
the output units of the FC layer. Each tree has independent leaf node ordinal distribution, and the final output of a forest is the average output of all the
individual trees.
D. Learning Split Nodes
Next, we describe how to update the parameters Θ for split
nodes, when the ordinal distribution held by the leaf nodes pi
is fixed. The gradient of the loss R(pi,Θ;S) with respect to
Θ can be computed by the following chain rule:
∂R(pi,Θ;S)
∂Θ
=
N∑
i=1
∑
n∈N
∂R(pi,Θ;S)
∂fϕ(n)(xi; Θ)
∂fϕ(n)(xi; Θ)
∂Θ
,
(7)
where only the first term depends on the tree and the second
term depends on the specific type of the function fϕ(n).
Given the definitions for our decision functions sn(x; Θ)
and the log-loss R(pi,Θ;S), we can derive the first gradient
term in Eq. (7) as follows:
∂R(pi,Θ;S)
∂fϕ(n)(xi; Θ)
=
∑
l∈L
∂R(pi,Θ;S)
∂p(l|xi; Θ)
∂p(l|xi; Θ)
∂fϕ(n)(xi; Θ)
= − 1
N
K−1∑
k=1
2∑
c=1
∑
l∈L
d
(k,c)
i pi
(k,c)
l∑
l∈L(p(l|xi; Θ)pi(k,c)l )
∂p(l|xi; Θ)
∂fϕ(n)(xi; Θ)
= − 1
N
K−1∑
k=1
2∑
c=1
∑
l∈L
d
(k,c)
i pil(k,c)p(l|xi; Θ)∑
l∈L(p(l|xi; Θ)pil(k,c))
∂ log p(l|xi; Θ)
∂fϕ(n)(xi; Θ)
.
(8)
Here p(l|x; Θ) = ∏n∈N sn(x; Θ)1[l∈Lln](1 −
sn(x; Θ))
1[l∈Lrn], and sn(x; Θ) = σ(fϕ(n)(x; Θ)). Thus, we
have
∂ log p(l|xi; Θ)
∂fϕ(n)(xi; Θ)
=
∂ log sn(xi; Θ)
1[l∈Lln]
∂fϕ(n)(xi; Θ)
+
∂ log(1− sn(xi; Θ)1[l∈Lrn])
∂fϕ(n)(xi; Θ)
= (1− sn(xi; Θ)1[l∈Lln])− sn(xi; Θ)1[l∈Lrn]. (9)
By substituting Eq. (9) to Eq. (8), we get
∂R(pi,Θ;S)
∂fϕ(n)(xi; Θ)
=
1
N
K−1∑
k=1
2∑
c=1
d
(k,c)
i
(∑
l∈L p(l|xi; Θ)pi(k,c)l sn(xi; Θ)1[l∈L
r
n]∑
l∈L(p(l|xi; Θ)pi(k,c)l )
−
∑
l∈L p(l|xi; Θ)pi(k,c)l (1− sn(xi; Θ)1[l∈L
l
n])∑
l∈L(p(l|xi; Θ)pi(k,c)l )
)
=
1
N
K−1∑
k=1
2∑
c=1
d
(k,c)
i
(
sn(x; Θ)
∑
l∈Lr p(l|xi; Θ)pi(k,c)l∑
l∈L(p(l|xi; Θ)pi(k,c)l )
−
(1− sn(x; Θ))
∑
l∈Ll p(l|xi; Θ)pi(k,c)l∑
l∈L(p(l|xi; Θ)pi(k,c)l )
)
=
1
N
K−1∑
k=1
2∑
c=1
d
(k,c)
i
(
sn(x; Θ)
g(k,c)(xi; Θ, T r)
g(k,c)(xi; Θ, T ) −
(1− sn(x; Θ))
g(k,c)(xi; Θ, T l)
g(k,c)(xi; Θ, T )
)
, (10)
where g(k,c)(xi; Θ, T l) =
∑
l∈Ll p(l|xi; Θ)pi(k,c)l and
g(k,c)(xi; Θ, T ) =
∑
l∈L p(l|xi; Θ)pi(k,c)l . Note that, we
have g(k,c)(xi; Θ, T ) = g(k,c)(xi; Θ, T l)+g(k,c)(xi; Θ, T r),
which indicates that the gradient computation in Eq. (10) can
be started at the leaf nodes and carried out in a bottom-up
manner. Thus, the parameters of split node can be learned by
standard back-propagation.
E. Learning Leaf Nodes
Given the updating rules for the decision function pa-
rameters Θ from the previous subsection, we now consider
the constrained convex optimization problem of minimizing
Eq. (5) with respect to pi when Θ is fixed, i.e.
min
pi
R(pi,Θ;S), s.t. ∀ l, k,
2∑
c=1
pi
(k,c)
l = 1. (11)
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One possible way to address this constrained optimization
problem is to use variational bounding [28], [29], which
leads to a step-size free and fast-converged update rule for
pi. Similar to [36], an upper bound for the loss function
R(pi,Θ;S) can be obtained by Jensen’s inequality:
R(pi,Θ;S)
= − 1
N
N∑
i=1
K−1∑
k=1
2∑
c=1
d
(k,c)
i log
(∑
l∈L
p(l|xi; Θ)pi(k,c)l
)
≤ − 1
N
N∑
i=1
K−1∑
k=1
2∑
c=1
d
(k,c)
i
∑
l∈L
ξl(p¯i
(k,c)
l ,xi) log
(p(l|xi; Θ)pi(k,c)l
ξl(p¯i
(k,c)
l ,xi)
)
,
(12)
where ξl(pi
(k,c)
l ,xi) =
p(l|xi;Θ)pi(k,c)l∑
l∈L p(l|xi;Θ)pi(k,c)l
. We define
φ(pi, p¯i)
= − 1
N
N∑
i=1
K−1∑
k=1
2∑
c=1
d
(k,c)
i
∑
l∈L
ξl(p¯i
(k,c)
l ,xi) log
(p(l|xi; Θ)pi(k,c)l
ξl(p¯i
(k,c)
l ,xi)
)
.
(13)
From Eq. (12) and Eq. (13), we know that φ(pi, p¯i) is an
upper bound for R(pi,Θ;S), which means that for any pi
and p¯i, we have φ(pi, p¯i) ≥ R(pi,Θ;S), and φ(pi,pi) =
R(pi,Θ;S). Assume pi(t) is a point at the t-th iteration, then
φ(pi,pi(t)) is an upper bound for R(pi,Θ;S). In the next
iteration, there has at least one point pi(t+1) that satisfies
the inequality φ(pi(t+1),pi) ≤ R(pi(t),Θ;S), which implies
R(pi(t+1),Θ;S) ≤ R(pi(t),Θ;S), because φ(pi(t+1),pi) =
R(pi(t+1),Θ;S). Thus, we can minimize φ(pi, p¯i) instead of
R(pi,Θ;S) after ensuring that R(pi(t),Θ;S) = φ(pi(t), p¯i),
i.e., p¯i = pi(t). Then we have
pi(t+1) = arg min
pi
φ(pi,pi(t)), s.t., ∀ l, k,
2∑
c=1
pi
(k,c)
l = 1,
(14)
which leads to minimizing the Lagrangian defined by
ϕ(pi,pi(t)) = φ(pi,pi(t)) +
K−1∑
k=1
∑
l∈L
λkl (
2∑
c=1
pi
(k,c)
l − 1), (15)
where λkl is the Lagrange multiplier. By setting
∂ϕ(pi,pi(t))
∂pi
(k,c)
l
=
0, we have
λkl =
1
N
N∑
i=1
2∑
c=1
d
(k,c)
i ξl(pi
(k,c)(t)
l ,xi),
pi
(k,c)(t+1)
l =
∑N
i=1 d
(k,c)
i ξl(pi
(k,c)(t)
l ,xi)∑2
c=1
∑N
i=1 d
(k,c)
i ξl(pi
(k,c)(t)
l ,xi)
. (16)
Then the pik (t+1)l can be updated by:
pi
k (t+1)
l = pi
(k,c=1)(t+1)
l
=
∑N
i=1 d
(k,c=1)
i ξl(pi
(k,c=1)(t)
l ,xi)∑N
i=1 d
(k,c=1)
i ξl(pi
(k,c=1)(t)
l ,xi) +
∑N
i=1 d
(k,c=2)
i ξl(pi
(k,c=2)(t)
l ,xi)
=
∑N
i=1 d
k
i ξl(pi
k (t)
l ,xi)∑N
i=1 d
k
i ξl(pi
k (t)
l ,xi) +
∑N
i=1(1− dki )ξl((1− pik (t)l ),xi)
. (17)
Eq. (17) is the update scheme for the ordinal distributions
held by the leaf nodes. The starting point pi(0)l can be arbitrary
as long as every element is positive, and belongs to [0, 1].
In this paper, we initialize pik (0)l as
1
2 , for ∀ l ∈ L, k ∈{1, 2, · · · ,K − 1}.
Algorithm 1 The training procedure of a DORFs.
1: Input: S: training set; nB : the number of mini-batches to update
pi; nI : iteration to update pi.
2: Initialization: Initialize Θ randomly, let pik(0)l =
1
2
for ∀ l ∈
L, k ∈ {1, 2, · · · ,K − 1}, and set B = {∅}.
3: while Not converge do
4: while |B| < nB do
5: Select a mini-batch B from S randomly
6: Update Θ by computing gradient (Eq. (18)) on B
7: B = B ∪B
8: end while
9: Update pi by iterating Eq. (17) on B, and repeat nI times
10: B = {∅}
11: end while
F. Learning an Ordinal Regression Forest
As an ensemble of decision trees, we denote a forest as
F = {T1, T2, · · · , TM}, where Ti represents the i-th decision
tree. In the training phase, all trees in the forest F use the
same parameters Θ of the feature function f(·; Θ), but the
index function ϕ of each tree is different and the leaf node
ordinal distribution pi of each tree is independent. Since a
forest is an integration of all trees, the loss function for a
forest is given by the averaged loss functions of all trees, i.e.,
RF = 1M
∑M
m=1RTm , where RTm is the loss function for
tree Tm defined in Eq. (4). Obviously, learning a forest also
requires to estimate the parameters Θ of the split node and the
leaf node ordinal distributions pi of each tree. According to
the alternative optimization strategy, we learn Θ by fixing the
leaf node ordinal distribution pi of all the trees in the forest
F . Based on the derivation in Sec. III-C, we have
∂RF
∂Θ
=
1
M
N∑
i=1
M∑
m=1
∑
n∈Nm
∂RTm
∂fϕm(n)(xi; Θ)
∂fϕm(n)(xi; Θ)
∂Θ
,
(18)
where ϕm(·) and Nm are the index function and the split node
set of the m-th tree Tm, respectively. We know that the index
function ϕm(·) of each tree is initialized randomly before
tree learning, so that the split nodes correspond to a subset of
output units of f . This strategy increases the randomness in
training to reduce the risk of overfitting.
Since each tree in the forest F has its own leaf node ordinal
distribution pi, we can update them independently by Eq. (17)
when Θ is fixed. For implementation convenience, the leaf
node ordinal distributions pi are updated on a set of mini-
batches B rather than on the whole dataset S. The training
procedure of a DORFs is shown in Algorithm 1.
In the process of testing, the output of a forest is the average
output of all the individual trees, as follows:
g(x; Θ,F) = 1
M
M∑
m=1
g(x; Θ, Tm) (19)
IV. EXPERIMENTS
To demonstrate the effectiveness of DORFs, we verify it on
two typical ordinal regression tasks, i.e., facial age estimation
and image aesthetic assessment.
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Fig. 3. Some facial image samples from three age estimation databases, including (a) FGNET, (b) MORPH, (c) CACD.
A. Data Preparation
In our experiments, we train and evaluate our method
on three facial age estimation datasets: FGNET [43],
MORPH [44], and the Cross-Age Celebrity Dataset
(CACD) [45]; and two image aesthetic assessment datasets:
Aesthetics Visual Analysis dataset (AVA) [46] and Aesthetics
and Attributes database (AADB) [13].
FGNET is a database used for age estimation, which
consists of only 1,002 color or gray facial images of 82
subjects with large variations in pose, expression, and lighting.
For each subject, there are more than ten images ranging from
age 0 to age 69. MORPH is one of the most popular facial
age estimation dataset, which contains 55,134 facial images
of 13,617 subjects ranging from 16 to 77 years old. CACD is
another largest facial age estimation database, which contains
around 160,000 facial images of 2,000 celebrities. All facial
images are aligned by the five facial landmarks detected by
MTCNN [47]. Following [48], we use the leave-one-person-
out (LOPO) protocol in the FGNET dataset and employ the
five-fold random split (RS) protocol and the five-fold subject-
exclusive (SE) protocol in MORPH dataset. According to [27],
CACD is divided into three subsets: the training set composed
of 1,800 celebrities, the testing set that has 120 celebrities and
the validation set containing 80 celebrities. The partitioning
interval η is set as 1 in three facial age estimation databases.
AVA is the largest image aesthetics assessment dataset and
contains more than 250,000 pictures that are downloaded from
well-known photographer community sites named dpchal-
lenge. The aesthetic quality of each image is rated by a
score vector which ranges from 1 to 10. In our task, we
average the score vector and convert the average score into
an ordinal distribution with a partitioning interval of 0.1.
Followed by [46], we adopt the same setting to split the
dataset. AADB is another common image aesthetics assess-
ment dataset. Different from the AVA dataset, AADB contains
10,000 pictures labeled by scalars representing their average
aesthetic score collected from flickr with the score ranges from
0 to 1 and all pictures are the natural images without artificial
modification. In this work, the 9,000 of 10,000 pictures are
used for training and the rest are for testing. The partitioning
interval is set as 0.05 in the AADB dataset.
Before fed into the networks, all the input images are
randomly cropped into 256 × 256 × 3 and then resized into
224×224×3. In order to better understand these dataset, we
show some facial age estimation samples and some aesthetic
assessment samples in Fig. 3 and Fig. 4, respectively.
B. Implementation Details
Since the DORFs is modular and its feature function can
be implemented as a standard neural network layer, we can
integrate it with any deep networks. Following the recent
CNN-based methods [27], [48], [49], we use the VGG-16
that is pre-trained with ImageNet [50] as the backbone of
our method. The default settings for the parameters of our
method are: number of trees (5), tree depth (6), number of
output units in the feature learning function (128), number
of iterations to update leaf node predictions (20), number of
mini-batches used to update leaf node predictions (10). The
network training based hyper-parameters are: initial learning
rate (0.001), mini-batch size (64), maximal epochs (40), and
the probability of dropout is 0.5. We decrease the learning rate
(×0.2) every 15 epochs. To further validate the effectiveness
of the DORFs, we implement a deep ordinal regression (DOR)
method as a baseline. DOR utilizes VGG-16 as its backbone
and the output layer is the same as the OR-CNN [10].
C. Evaluation on Facial Age Estimation
We evaluate the DORFs on three public facial age estima-
tion datasets, i.e., FGNET, MORPH, and CACD, and compare
it with several ordinal regression methods (e.g., OHRank [51],
OR-CNN [10], and Ranking-CNN [11]) and the state-of-the-
art methods of age estimation (e.g., Mean-Variance [48] and
DRFs [27]). Further, we evaluate the performance of age
estimation by two measurements, i.e., Mean Absolute Error
(MAE) and the Cumulative Score (CS).
The results of DORFs and the competitors are summarized
in Table I. It can be seen that DORFs outperforms three state-
of-the-art ordinal regression methods (OHRank, OR-CNN,
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Fig. 4. Some aesthetic assessment samples from the AVA and the AADB datasets.
TABLE I
PERFORMANCE COMPARISONS BETWEEN THE DORFS AND THE STATE-OF-THE-ARTS ON THE FGNET, MORPH, AND CACD DATASETS. (THE BOLD
VALUES DENOTE THE BEST PERFORMANCE, AND THE UNDERLINED VALUES INDICATE THE SECOND BEST PERFORMANCE.)
Dataset Evaluation OHRank [51] OR-CNN [10] Ranking-CNN [11] Mean-Variance [48] DRFs [27] DORFs (Ours)
FGNET MAE 4.48 N/A N/A 4.10 3.85 2.68CS(L = 5) 74.4% N/A N/A 78.2% 80.6% 86.80%
MORPH MAE 3.82 3.27 2.96 2.41 2.17 2.19CS(L = 5) N/A 73.0% 85.0% 90.0% 91.3% 93.0%
CACD MAE(train) N/A 4.89 N/A 4.64 4.64 4.67MAE(val) N/A 6.87 N/A 6.29 5.77 6.10
and Ranking-CNN) and achieves a comparable performance
with two state-of-the-art age estimation methods (Mean-
Variance and DRFs) on the facial age estimation datasets.
This result can verify the effectiveness and superiority of
the proposed method over the existing ordinal regression
methods to a certain extent. It is worth noting that our DORFs
achieve significant performance refinement compared with
other methods on the FGNET dataset, which is the smallest
age estimation dataset among three benchmark datasets. It
indicates that our method is more stable and has a better
generalization performance in the small dataset.
To further verify the effectiveness of DORFs, we compare
it with DOR on FGNET and MORPH datasets. In order
to eliminate the impact of network parameters and network
size on performance, both DOR and DORFs utilize VGG-
16 as their backbone. From Table II, we learn that DORFs
performs better than DOR in all situations. It demonstrates
that learning a global ordinal distribution can obtain better
predictive performance than learning a series of binary clas-
sifiers independently.
Moreover, we can see that DOR is more prone to overfitting
than DORFs on cross-entropy loss (see Fig. 5 (a)), which
means DORFs is more stable. Note that the over-fitting issue
of DOR is less obvious in MAE loss (see Fig. 5 (b)), because
the calculation manner of MAE (see Eq. (1)) may have some
fault tolerance. In conclusion, DORFs is more effective and
stable than DOR, because learning an ordinal distribution can
better preserve the global ordinal relationship among these
binary classifiers and combining with an ensemble method,
i.e., decision tree, make our model more stable.
(a) Epoch (b) Epoch
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Fig. 5. The train and validation losses on MORPH (SE), i.e., (a) cross-entropy
loss and (b) MAE loss.
D. Evaluation on Image Aesthetic Assessment
We validate our DORFs on two image aesthetics assessment
datasets, i.e., AVA and AADB, by comparing with the state-
of-the-art aesthetics assessment methods and several ordinal
regression methods. Further, Pearson Linear Correlation Co-
efficient (PLCC) and Spearmans Rank Correlation Coefficient
(SRCC) are computed between the predicted and ground truth
aesthetics mean scores for measuring the correlation-based
performance of image aesthetics assessment. We know that the
PLCC is a statistic that measures linear correlation between
two variables and it has a value between 1 and −1, where 1 is
total positive linear correlation, 0 is no linear correlation, and
−1 is total negative linear correlation. Similar to the PLCC,
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TABLE II
COMPARISONS BETWEEN DOR AND DORFS IN TERMS OF MAE AND CS.
Method
FGNET MORPH
LOPO RS SE
MAE CS (L = 5) MAE CS (L = 5) MAE CS (L = 5)
DOR 3.49 80.87% 2.30 91.60% 2.77 87.50%
DORFs (Ours) 2.68 86.80% 2.19 93.00% 2.69 89.00%
the SRCC can be defined as the Pearson correlation coefficient
between two rank variables.
From the results of Table III, it can be seen that DORFs
outperforms the current image aesthetics assessment methods
and other ordinal regression methods on AADB dataset.
Besides, our method achieves a comparable performance on
AVA dataset. The GPF-CNN outperforms our method, but it
is more complicated both in data processing and backbone
network. To sum up, the proposed method is effective on
image aesthetic assessment.
E. Discussion
Parameters: Number of Tree and Tree Depth As an
ensemble model, the proposed DORFs has two important
hyper-parameters: number of tree and tree depth. Now we
change each of them and fix the other one to the default
value (number of tree (5) and tree depth (6)) to see how the
performance changes on MORPH (SE). As shown in Fig. 6
(a), the more trees we have, the better performance the DORFs
will have. Besides, with the tree depth increase, as shown in
Fig. 6 (b), the MAE first starts to decrease and then becomes
stable.
(a) Number of tree (b) Tree Depth
M
AE
M
AE
Fig. 6. The performance changes by varying (a) number of tree and (b) tree
depth on MORPH (SE).
Visualization of the Leaf Nodes To better understand the
DORFs, we visualize the output of leaf nodes learned on
MORPH. We can see that different leaf node learns different
ordinal distribution, e.g., leaf node from Fig. 7 (a) to (d)
learns an age distribution of juvenile, youth, middle-aged, and
old age, respectively. The distribution diversity of leaf nodes
is necessary to model any desired ordinal distribution by a
mixture of leaf nodes. According to the update rule of the leaf
node (seen in Eq. (17)), the update of leaf node distribution is
a weighted combination of the training sample labels. Since
the labels of the training sample are all in descending order,
e.g., the label 5 years old can be transformed into an ordinal
distribution label [1, 1, 1, 1, 0, ..., 0]T with descending order.
Thus the distribution of the leaf node can also preserve the
descending order after the weighted combination.
k-th binary classifier
k-th binary classifierk-th binary classifier
k-th binary classifier
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(d) leaf node(c) leaf node
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Fig. 7. The visualization of leaf nodes. These nodes from (a) to (d)
represent the age distributions of juvenile, youth, middle-aged, and old age,
respectively.
Time Complexity The complexity of our model can be
analyzed in two separate parts: feature function and the
random forests. When using VGG-16 as the backbone, the
computational complexity of the feature function is about
15.3G FLOPs. Let H and C denote the tree depth and the
dimension of leaf node, respectively. Then each tree contains
D = 2(H−1)−1 split nodes and 2(H−1) leaf nodes. The com-
plexity of testing a tree is O(D×C). On the MORPH dataset
(43,965 training images, 11,100 testing images), our DORFs
model only takes 6,680s for training (27000 iterations) and
17s for testing all 11100 images, which highlights that our
method only takes 1.5ms to process one image. Therefore, our
approach can be used in many real-time prediction scenarios.
F. The Examples Predicted by our DORFs
Fig. 8 and Fig. 9 show some examples of good and poor
results by our approach (DORFs) on facial age estimation task
(MORPH [44]) and image aesthetic assessment (AADB [13])
task, respectively. We can see that the proposed approach
performs well by estimated the ordinal distribution on age
estimation and aesthetic assessment (see the top green boxes
of Fig. 8 and Fig. 9). However, the age estimation accuracy
may decrease for the old people because the distribution of the
MOPRH II dataset is pretty imbalanced and the sample of the
old man is pretty small (see the bottom red box of Fig. 8).
Besides, the aesthetic assessment accuracy may decrease if
the images are blurring (see the bottom red box of Fig. 9).
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TABLE III
PERFORMANCE COMPARISONS BETWEEN THE PROPOSED DORFS AND THE STATE-OF-THE-ART METHODS ON THE AADB AND THE AVA DATASETS.
(THE BOLD VALUES DENOTE THE BEST PERFORMANCE, AND THE UNDERLINED VALUES INDICATE THE SECOND BEST PERFORMANCE.)
Dataset Evaluation Reg+Rank [13] EMD [52] NIMA-V1 [53] GPF-CNN [54] OR-CNN [10] DOR DORFs (Ours)
AADB PLCC N/A N/A N/A N/A 0.4388 0.6555 0.6829SRCC 0.6308 0.6647 N/A N/A 0.437 0.6416 0.6770
AVA PLCC N/A N/A 0.610 0.6868 0.5076 0.6218 0.6649SRCC 0.5126 N/A 0.592 0.6762 0.4986 0.6115 0.6714
Fig. 8. The age label range of MORPH is [16, 77] and each age label
is transformed into a 61 dimensionality ordinal distribution label with a
partitioning interval 1.
V. CONCLUSION
In this paper, we proposed a deep ordinal regression forests
(DORFs) to solve the ordinal regression problem by extending
the differentiable decision tree to learn an ordinal distribution,
which can better preserve the global ordinal relationship and
makes our model both more stable and accurate. Note that
it is the first work to obtain ordering results for ordinal
regression with the differentiable decision tree. The proposed
method overcomes many stability issues of methods solving a
series of binary classifiers independently. As a bonus, feature
representation can be learned jointly with decision forests
in an end-to-end manner. Besides, we provide a theoretical
derivation for the update rule of the leaf node. Finally,
the experimental results on facial age estimation and image
aesthetic assessment tasks demonstrate the effectiveness and
Ground Truth = 0.60, Predicted Value=0.60 Ground Truth = 0.50, Predicted Value=0.50 Ground Truth = 0.35, Predicted Value=0.35
Ground Truth = 0.50, Predicted Value=0.50 Ground Truth = 0.30, Predicted Value=0.30 Ground Truth = 0.40, Predicted Value=0.40
Ground Truth = 0.25, Predicted Value=0.4 Ground Truth = 0.05, Predicted Value=0.35Ground Truth = 0.60, Predicted Value=0.35
Fig. 9. The label range of AADB is [0, 1] and each label is transformed
into a 20 dimensionality ordinal distribution label with a partitioning interval
0.05.
stability of the DORFs model.
In the future, we will consider extending our ordinal
regression framework into other non-image ordinal regression
problems, such as credit rating, medical research, and text
classification.
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