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CUT-OFF PHENOMENON FOR THE MAXIMUM OF A SAMPLING
OF ORNSTEIN-UHLENBECK PROCESSES
G. BARRERA
Abstract. In this article we study the so-called cut-off phenomenon in the total varia-
tion distance when n→∞ for the family of continuous-time stochastic processes indexed
by n ∈ N, (
Z(n)t = max
j∈{1,...,n}
X
(j)
t : t ≥ 0
)
,
where X(1), . . . , X(n) is a sampling of n ergodic Ornstein-Uhlenbeck processes driven by
stable processes of index α. It is not hard to see that for each n ∈ N, Z(n)t converges
in the total variation distance to a limiting distribution Z(n)∞ as t goes by. Using the
asymptotic theory of extremes; in the Gaussian case we prove that the total variation
distance between the distribution of Z(n)t and its limiting distribution Z(n)∞ converges to
a universal function in a constant time window around the cut-off time, a fact known as
profile cut-off in the context of stochastic processes. On the other hand, in the heavy-
tailed case we prove that there is not cut-off.
Introduction
The Ornstein-Uhlenbeck process is a mathematical model that provides accurate rep-
resentations of many real dynamic processes in systems in a stationary state. When it
is applied to the description of random motion of particles such as Brownian particles or
Le´vy flights, it provides exact predictions coinciding with those of the Langevin equation
but not restricted to systems in thermal equilibrium but only conditioned to be stationary,
for further details see [7].
The aim of this article is the study of the convergence to its limiting distribution for the
maximum of a sampling of n ergodic Ornstein-Uhlenbeck processes (O.U.P. for shorthand)
driven by α-stable processes. O.U.P. are one of the simplest examples of stochastic pro-
cesses where almost all computations can be done explicitly. O.U.P driven by Brownian
motion appear as the solution of the so-called Langevin equation, a stochastic differential
equation that models the movement of a Brownian particle in a viscous fluid. Similarly
to the Gaussian case, O.U.P. driven by α-stable processes have been extensively studied
since they appear in many areas of applied mathematics. They appear as a continuous
time generalization of random recurrence equations, as shown by de Haan and Karandikar
[14] and have applications in mathematical finance (see for instance Klu¨ppelberg et al.
[17]), risk theory (see for instance Gjessing and Paulsen [12]) and mathematical physics
(see for instance Garbaczewski and Olkiewicz [11]). For further details about applications
of O.U.P. we refer to [1], [3] and the references therein.
The analysis of the distribution of the extremum consists in the study of the random
variable (r.v. for shorthand) defined as the maximum (or minimum) of a set of random
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variables. The interest in the distribution of extremes goes back as far as applications
of laws of chance to actuarial and insurance problems. The early theoretical work was
done by R. Fisher and L. Tippett (1928) in [8]. B. Gnedenko (1943) in [13] developed the
theory to a high level by establishing practically all results. Nowadays, it is a well-studied
feature in Probability and Statistics. For a survey of the literature we recommend Section
2.11 in [10].
The cut-off phenomenon was studied in the eighties to describe the phenomenon of
abrupt convergence that appears in the Markov chain models of cards’ shuffling, Ehren-
fests’ urn and random transpositions. It describes the property of steep convergence to
an asymptotic distribution of certain stochastic processes. Very generally, a family of
stochastic processes is said to have cut-off if its distance between the distribution at time
t and its limiting distribution comes abruptly from near its maximum to near zero. For a
precise definition see Definition 1.1 below. For more details about the stochastic models
in which cut-off phenomenon occurs we refer to [3], [6] and the references therein.
In [21] the author studied parallel Markov chains and proved cut-off phenomenon when
the size of the sampling increases. Following the spirit of [4] and [18] in which a cut-off
phenomenon is shown to occur in a sample of n O.U.P. and its average, we deal with the
maximum of n independent and identically distributed O.U.P. which a typical interesting
quantity in Mathematical Finance and Extreme Theory. Therefore, the proofs depend on
applications of standard ideas in the theory of extremes.
We are interested on the long-time behavior of the maximum of n independent and
identically distributed (i.i.d. for shorthand) O.U.P.. To be precise, let X := (Xt : t ≥ 0)
be the unique strong solution of the following stochastic differential equation
(OU)
{
dXt = −λXtdt + dLt for any t ≥ 0,
X0 = x0,
where λ is a positive constant, x0 is a deterministic initial datum on R and L = (Lt : t ≥ 0)
denotes a one-dimensional Le´vy process. Let (Ω,F ,P) be the probability space in which
L is defined and denote by E the expectation with respect to P.
We assume that the characteristic function of the r.v. L1 is given by
E
[
eizL1
]
= exp(−c|z|α) for any z ∈ R,
where c is a positive constant and α ∈ (0, 2].
For simplicity, for any n ∈ N denote by [n] the set {1, 2, . . . , n}. Let
X(j) :=
(
X
(j)
t : t ≥ 0
)
, j ∈ [n]
be i.i.d. O.U.P. according to (OU).
Our goal is the study of the so-called cut-off phenomenon in the total variation distance
(t.v.d. for shorthand) when n→∞ for the family of continuous-time stochastic processes
indexed by n ∈ N, (
Z(n)t := max
j∈[n]
X
(j)
t : t ≥ 0
)
.
Using the asymptotic theory of extremes, when α = 2 we prove that the t.v.d. between
Z(n)t and its limiting distribution Z(n)∞ converges to a universal function in a constant
time window around the cut-off time, a fact known as profile cut-off in the context of
stochastic processes. On the other hand, when α ∈ (0, 2) we prove that the convergence
is not abrupt.
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The article is organized as follows. Section 1 provides the definitions and the main
results. Section 2 is devoted to the proofs of the main results.
1. Main results
In this section we review the necessary background, and establish the main results and
their consequences. We start by introducing the basic definitions.
Given two probability measures ν1 and ν2 on a measurable space (Ω,F), the t.v.d.
between ν1 and ν2, dTV(ν1, ν2), is given by
dTV(ν1, ν2) = sup
F∈F(R)
|ν1(F )− ν2(F )|.
When X and Y are r.v.s defined on the same probability space (Ω,F ,P) and taking values
on R for shorthand we write dTV(X, Y ) instead of dTV(L(X),L(Y )), where L(X) and
L(Y ) denote the distribution of X and Y under P, respectively.
Two remarkable properties of the t.v.d. that we use along this article are translation
and scaling invariance, i.e.,
dTV(X + a, Y + a) = dTV(X, Y ) for any a ∈ R
and
dTV(bX, bY ) = dTV(X, Y ) for any b 6= 0.
For details see Lemma A.1 in [3].
Later on, we see that Z(n)t converges in the t.v.d. to Z(n)∞ as t goes by. For any n ∈ N
and t > 0 let
(1.1) d(n)(t) := dTV
(
Z(n)t ,Z(n)∞
)
.
Notice that the above distance depends on the initial datum x0 ∈ R and α ∈ (0, 2]. To
avoid cumbersome notation, we avoid its dependence from our notation. For each n ∈ N,
let
Z(n) := (Z(n)t : t ≥ 0).
According to [2] and the references therein, the cut-off phenomenon can be expressed in
three increasingly sharp levels as follows.
Definition 1.1. The family
(Z(n) : n ∈ N) has
i) cut-off at (t(n) : n ∈ N) with cut-off time t(n) if t(n) →∞ as n→∞ and
lim
n→∞
d(n)(δt(n)) =
{
1 if δ ∈ (0, 1),
0 if δ ∈ (1,∞).
ii) window cut-off at ((t(n), w(n)) : n ∈ N) with cut-off time t(n) and time window w(n)
if t(n) →∞ as n→∞, lim
n→∞
w(n)
t(n)
= 0,
lim
b→−∞
lim inf
n→∞
d(n)(t(n) + bw(n)) = 1
and
lim
b→∞
lim sup
n→∞
d(n)(t(n) + bw(n)) = 0.
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iii) profile cut-off at ((t(n), w(n)) : n ∈ N) with cut-off time t(n), time window w(n) and
profile function G : R→ [0, 1] if t(n) →∞ as n→∞, lim
n→∞
w(n)
t(n)
= 0,
lim
n→∞
d(n)(t(n) + bw(n)) =: G(b) exists for any b ∈ R
together with lim
b→−∞
G(b) = 1 and lim
b→∞
G(b) = 0.
Bearing all this in mind we provide a complete characterization of when cut-off occurs
which is exactly the statements of the following theorems. The most interesting result
is concerned when α = 2 (Gaussian case). In that case, we prove profile cut-off with
explicit cut-off time, window time and profile function. As the following theorem states,
the profile function is given in terms of the Gumbel distribution. Recall that a r.v. ξ
has Gumbel distribution if its distribution function Fξ is given by Fξ(x) = e
−e−x for any
x ∈ R.
Theorem 1.2 (Gaussian case). Assume that α = 2. For any x0 ∈ R the family of
processes (Z(n) : n ∈ N) possesses profile cut-off in the t.v.d. as n→∞. The cut-off time
is given by
t(n) :=
1
2λ
ln(ln(n))
and the time window
w(n) := κ+ on(1),
where κ is any positive constant and lim
n→∞
on(1) = 0. Moreover, for any b ∈ R the limit
lim
n→∞
d(n)(t(n) + bw(n)) = dTV
(
2
√
λe−λκbx0 − e−2λκb + ξ, ξ
)
=: G(b) exists,
where the r.v. ξ has Gumbel distribution. In addition,
G(−∞) = 1 and G(∞) = 0.
On the other hand, in the heavy-tailed case there is not cut-off as the following theorem
states.
Theorem 1.3 (Strictly stable case). Assume that α ∈ (0, 2). For any x0 ∈ R and for
any sequence (t(n) : n ∈ N) such that t(n) →∞ as n→∞ we have
lim
n→∞
d(n)(t(n)) = 0.
In particular, the family of processes (Z(n) : n ∈ N) does not exhibit cut-off in the t.v.d.
as n→∞.
The minimum of a set of i.i.d. random variables can be recovered from its maximum
as follows
−max
j∈[n]
(
−X(j)t
)
= min
j∈[n]
X
(j)
t for any t ≥ 0 and n ∈ N.
As consequences we have the following corollaries.
Corollary 1.4. Assume that α = 2. For any x0 ∈ R the family of processes(
Ξ(n) :=
(
min
j∈[n]
X
(j)
t : t ≥ 0
)
: n ∈ N
)
possesses profile cut-off in the t.v.d. as n→∞. The cut-off time is given by
t(n) :=
1
2λ
ln(ln(n))
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and the time window
w(n) := κ+ on(1),
where κ is any positive constant and lim
n→∞
on(1) = 0. Moreover, for any b ∈ R the limit
lim
n→∞
dTV
(
min
j∈[n]
X
(j)
t(n)+bw(n)
,min
j∈[n]
X(j)
∞
)
= dTV
(
2
√
λe−λκbx0 + e
−2λκb + ξ, ξ
)
exists and it is called G(b), where the r.v. ξ has Gumbel distribution. In addition,
G(−∞) = 1 and G(∞) = 0.
Corollary 1.5. Assume that α ∈ (0, 2). For any x0 ∈ R the family of processes(
Ξ(n) :=
(
min
j∈[n]
X
(j)
t : t ≥ 0
)
: n ∈ N
)
does not exhibit cut-off in the t.v.d. as n→∞.
2. Proofs of the main theorems
Along this section, equality in distribution is denoted by
D
=. Let α ∈ (0, 2] and t ≥ 0.
Denote by (Xt : t ≥ 0) the solution of (OU). The characteristic function of the r.v. Xt
can be computed explicitly as follows
E
[
eizXt
]
= exp
(
ie−λtx0z − c(1− e
−λαt)
λα
|z|α
)
for any z ∈ R,
see for instance Lemma 17.1 in [20]. Then
(2.1) Xt
D
= e−λtx0 +
(
1− e−λαt
λα
)1/α
L1 for any t ≥ 0.
Therefore, the r.v. Xt converges in distribution to a r.v. X∞ as t→∞, where
(2.2) X∞
D
=
(
1
λα
)1/α
L1.
Observe that the r.v. L1 has an infinitely differentiable density with respect to the
Lebesgue measure on R (see for instance Proposition 28.1 in [20]). The latter together
with the celebrated Scheffe´ Lemma imply that Xt converges in the t.v.d. to X∞ as t goes
by.
Let Z(n)∞ be a r.v. such that
Z(n)∞ D= max
j∈[n]
X(j)∞ .
Since the t.v.d. decreases under mappings, Theorem 5.2 in [5] implies
dTV
(
Z(n)t ,Z(n)∞
)
≤ dTV
((
X
(1)
t , . . . , X
(n)
t
)
,
(
X(1)
∞
, . . . , X(n)
∞
))
for any t ≥ 0. Recall that X(1), X(2), . . . , X(n) are i.i.d. processes then
dTV
((
X
(1)
t , . . . , X
(n)
t
)
,
(
X(1)
∞
, . . . , X(n)
∞
)) ≤ ndTV (X(1)t , X(1)∞ )
for any t ≥ 0 (see for instance (4.4)-(4.5) in [16] for further details). Consequently, for
each n ∈ N, Z(n)t converges in the t.v.d. to Z(n)∞ as t→∞.
Recall that
d(n)(t) = dTV
(
Z(n)t ,Z(n)∞
)
for any t ≥ 0.
Cut-off phenomenon for the maximum of a sampling of O.U.P. 6
From relation (2.1) and relation (2.2) we deduce
Z(n)t D= e−λtx0 +
(
1− e−λαt
λα
)1/α
max
j∈[n]
L
(j)
1 for any t ≥ 0,
Z(n)
∞
D
=
(
1
λα
)1/α
max
j∈[n]
L
(j)
1 .
Hence, for any t ≥ 0
(2.3) d(n)(t) = dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n),
(
1
λα
)1/α
ζ (n)
)
,
where ζ (n) := max
j∈[n]
L
(j)
1 .
The next lemma is our main tool for proving cut-off or no cut-off. It provides the local
central limit theorem for the sequence of r.v.s (ζ (n) : n ∈ N) as n increases.
Lemma 2.1. There exist a sequence (an : n ∈ N) of real numbers, a sequence of positive
numbers (bn : n ∈ N) and a r.v. ξ with absolutely continuous distribution such that
lim
n→∞
dTV
(
ζ (n) − an
bn
, ξ
)
= 0.
In addition,
i) If α = 2, the sequences (an : n ∈ N) and (bn : n ∈ N) can be taken as
an =
√
2c
(
(2 ln(n))
1/2 − ln(ln(n)) + ln(4pi)
2(2 ln(n))1/2
)
, bn =
√
2c(2 ln(n))−
1/2
for n ≥ 2, and the r.v. ξ has Gumbel distribution function Fξ(x) = e−e−x for any
x ∈ R.
ii) If α ∈ (0, 2), the sequences (an : n ∈ N) and (bn : n ∈ N) can be taken as
an = 0, bn = (cCαn)
1/α for n ≥ 2,
where Cα = sin(
piα
2
)Γ(α)/pi, and the r.v. ξ has Pareto distribution function
Fξ(x) =
{
e−x
−α
if x > 0,
0 if x ≤ 0.
Remark 2.2. The choice of normalizing sequences is not unique. For instance, in item i)
of Lemma 2.1 the most natural way to define normalizing sequences (an : n ∈ N) and
(bn : n ∈ N) is to let bn be the solution of the equation
2pia2n exp
(
a2n
2c
)
= 2cn2
and set bn = 2ca
−1
n , see [15] for further details. On the other hand, in item ii) of Lemma
2.1 one can also take as normalizing sequences (an : n ∈ N) and (bn : n ∈ N)
an = 0 and bn = inf
{
x ∈ R : 1− FL1(x) ≤
1
n
}
for n ≥ 2, where FL1 denotes the distribution function of the r.v. L1, see Theorem 2.1.1 in
[10]. Since the tails of a stable distribution (not Gaussian) are asymptotically equivalent to
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a Pareto distribution, using relation (2) in [9] one can verify that the sequence (bn : n ∈ N)
can be also taken as
bn = (cCαn)
1/α with Cα = sin(
piα
2
)Γ(α)/pi,
where Γ denotes the Gamma function.
In most of the references about asymptotic theory of extremes, the convergence takes
place in the distribution sense and not in the t.v.d.. Since we are not given any information
about the rate of convergence, in our setting the convergence also holds in the t.v.d.. To
prove that the convergence is actually in the t.v.d., we recall that the distribution function
of the r.v. ζ (n), Fζ(n) , is given by
Fζ(n)(x) = (FL1(bnx+ an))
n for any x ∈ R,
where FL1 is the distribution function of the r.v. L1. Consequently, the density of the r.v.
ζ (n), fζ(n) , is given by
fζ(n)(x) = n(FL1(bnx+ an))
n−1fL1(bnx+ an)bn for any x ∈ R,
where fL1 is the density of the r.v. L1.
Recall that in the case of two r.v.s X and Y with densities fX and fY respectively, one
can deduce that
dTV(X, Y ) =
1
2
∫
R
|fX(z)− fY (z)|dz,
for details see Lemma 3.3.1 in [19]. Therefore, by the Scheffe´ Lemma we get that almost
everywhere convergence of the densities of a sequence of r.v.s implies convergence in the
total variation distance. Now, we prove Lemma 2.1.
Proof. First we prove item i). We know that the r.v. b−1n (ζ
(n)− an) converges in distribu-
tion to the r.v. ξ as n→∞, see Section 2.3.2 in [10]. Since lim
n→∞
an =∞ and lim
n→∞
bn = 0
then lim
n→∞
FL1(bnx+ an) = 1. Observe that FL1(y) ∈ (0, 1) for any y ∈ R. Then
lim
n→∞
(FL1(bnx+ an))
n−1 = lim
n→∞
(FL1(bnx+ an))
n
FL1(bnx+ an)
= Fξ(x) for any x ∈ R.
Since the r.v. L1 has Gaussian distribution with zero mean and variance 2c, a straight-
forward computation also shows that
lim
n→∞
fL1(bnx+ an)nbn = e
−x for any x ∈ R.
By a direct application of the Scheffe´ Lemma we conclude the statement.
Now, we prove item ii). Observe that lim
n→∞
bn = ∞ and that FL1(y) ∈ (0, 1) for any
y ∈ R. We claim that lim
n→∞
fL1(bnx)nbn =
α
x1+α
for any x 6= 0. Indeed, it is well-known
that
lim
n→∞
fL1(bnx)
cαCα
b1+αn x1+α
= 1 for any x 6= 0,
where Cα = sin(
piα
2
)Γ(α)/pi, see for instance Section 2 in [9]. Since bn = (cCαn)
1/α then
lim
n→∞
fL1(bnx)nbn =
α
x1+α
for any x 6= 0.
Cut-off phenomenon for the maximum of a sampling of O.U.P. 8
On the other hand, by applying Theorem 2.1.1 in [10] we have that the r.v. b−1n ζ
(n)
converges in distribution to the r.v. ξ as n→∞. Then
lim
n→∞
(FL1(bnx))
n−1 =
{
0 if x ≤ 0,
Fξ(x) if x > 0.
Therefore
lim
n→∞
fζ(n)(x) =
{
0 if x ≤ 0,
Fξ(x)α
x1+α
if x > 0.
By the Scheffe´ Lemma we conclude the statement. 
For the convenience of computations we turn to study another distance as the following
lemma states.
Lemma 2.3. Let (an : n ∈ N) and (bn : n ∈ N) be the sequences, and ξ be the r.v.
obtained in Lemma 2.1. Then for any n ∈ N and t > 0 we have
(2.4)
∣∣d(n)(t)− D(n)(t)∣∣ ≤ 2dTV
(
ζ (n) − an
bn
, ξ
)
,
where
D(n)(t) = dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
(bnξ + an),
(
1
λα
)1/α
(bnξ + an)
)
.
Proof. Let n ∈ N and t > 0. From relation (2.3) we know that
d(n)(t) = dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n),
(
1
λα
)1/α
ζ (n)
)
.
From the triangle inequality we deduce
d(n)(t) ≤
dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n), e−λtx0 +
(
1− e−λαt
λα
)1/α
(bnξ + an)
)
+ dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
(bnξ + an),
(
1
λα
)1/α
(bnξ + an)
)
+ dTV
((
1
λα
)1/α
(bnξ + an),
(
1
λα
)1/α
ζ (n)
)
.
Then
d(n)(t) ≤
dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n), e−λtx0 +
(
1− e−λαt
λα
)1/α
(bnξ + an)
)
+D(n)(t) + dTV
((
1
λα
)1/α
(bnξ + an),
(
1
λα
)1/α
ζ (n)
)
.
(2.5)
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On the other hand, again from the triangle inequality we obtain
D(n)(t) ≤
dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
(bnξ + an), e
−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n)
)
+ dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n),
(
1
λα
)1/α
ζ (n)
)
+ dTV
((
1
λα
)1/α
ζ (n),
(
1
λα
)1/α
(bnξ + an)
)
.
Then
D(n)(t) ≤
dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
(bnξ + an), e
−λtx0 +
(
1− e−λαt
λα
)1/α
ζ (n)
)
+ d(n)(t) + dTV
((
1
λα
)1/α
ζ (n),
(
1
λα
)1/α
(bnξ + an)
)
.
(2.6)
Combining inequality (2.5) and inequality (2.6) and using the fact that the t.v.d. is
invariant by translation and by scaling we deduce∣∣∣d(n)(t)− D(n)(t)∣∣∣ ≤ 2dTV
(
ζ (n) − an
bn
, ξ
)
.

The following lemma implies that the distances d(n) and D(n) are asymptotically equiv-
alent.
Lemma 2.4. Let (t(n) : n ∈ N) be a sequence such that lim
n→∞
t(n) =∞. Then
lim inf
n→∞
d(n)(t(n)) = lim inf
n→∞
D(n)(t(n))
and
lim sup
n→∞
d(n)(t(n)) = lim sup
n→∞
D(n)(t(n)).
Proof. The proofs follow from Lemma 2.1 and Lemma 2.3. 
Since the right-hand side of inequality (2.4) does not depend on t, therefore cut-
off/windows cut-off/profile cut-off for the distance d(n) is equivalent for the distance D(n),
respectively.
Now, we stress the fact that Theorem 1.2 and Theorem 1.3 are just consequences of
what we have proved up to here.
2.1. Proof of Theorem 1.2. According to item ii) of Lemma 2.1 the sequences (an :
n ∈ N) and (bn : n ∈ N) can be taken as
(2.7) an =
√
2c
(
(2 ln(n))
1/2 − ln(ln(n)) + ln(4pi)
2(2 ln(n))1/2
)
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and
(2.8) bn =
√
2c(2 ln(n))−
1/2
for n ≥ 2. Let t > 0 and recall that
D(n)(t) = dTV
(
e−λtx0 +
(
1− e−2λt
2λ
)1/2
(bnξ + an),
(
1
2λ
)1/2
(bnξ + an)
)
.
Since the t.v.d. is invariant by translation and by scaling, we deduce
D(n)(t) = dTV
(
θ
(n)
t +
(
1− e−2λt)1/2 ξ, ξ) ,
where
θ
(n)
t :=
(2λ)1/2e−λtx0
bn
− an
bn
(
1− (1− e−2λt)1/2) for any t > 0.
Let ϕt := 1−
(
1− e−2λt)1/2, t > 0. A straightforward computation shows that
lim
t→∞
e2λtϕt = 1/2.
From relation (2.7) and relation (2.8) we obtain
θ
(n)
t = (2λ/c)
1/2(ln(n))
1/2e−λtx0 − e−2λt
(
ln(n)− ln(ln(n)) + ln(4pi)
4
)
2e2λtϕt
for any t > 0 and n ≥ 2. Set
t(n) =
1
2λ
ln(ln(n)) and w(n) = κ+ on(1),
where κ is any positive constant and lim
n→∞
on(1) = 0. Then
lim
n→∞
θ
(n)
t(n)+bw(n)
= (2λ/c)
1/2e−λκbx0 − e−2λκb for any b ∈ R.
Since the r.v. ξ has continuous density the Scheffe´ Lemma allows us to deduce
lim
n→∞
D(n)(t(n) + bw(n)) = dTV
(
(2λ/c)
1/2e−λκbx0 − e−2λκb + ξ, ξ
)
=: G(b)
for any b ∈ R. The latter together with Lemma 2.4 imply
lim
n→∞
d(n)(t(n) + bw(n)) = G(b) for any b ∈ R.
Moreover, again using the Scheffe´ Lemma we obtain lim
b→∞
G(b) = 0. By Lemma A.3 in [3]
we also deduce lim
b→−∞
G(b) = 1 which completes the proof. 
2.2. Proof of Theorem 1.3. From item ii) of Lemma 2.1 we know that lim
n→∞
bn = ∞
and an = 0 for each n ≥ 2. Then for any t ≥ 0
D(n)(t) = dTV
(
e−λtx0 +
(
1− e−λαt
λα
)1/α
bnξ,
(
1
λα
)1/α
bnξ
)
.
Using the scale invariant property for the t.v.d. we obtain
D(n)(t) = dTV
(
(λα)1/αe−λtx0
bn
+
(
1− e−λαt)1/α ξ, ξ) for any t ≥ 0.
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Let (t(n) : n ∈ N) be any sequence such that lim
n→∞
t(n) =∞. Observe that
lim
n→∞
e−λt
(n)
bn
= 0 and lim
n→∞
(
1− e−λαt(n)
)1/α
= 1.
Since the r.v. ξ has continuous density the Scheffe´ Lemma implies that
lim
n→∞
D(n)(t(n)) = 0.
Lemma 2.4 allows us to deduce lim
n→∞
d(n)(t(n)) = 0 which implies the statement. 
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