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ABSTRACT
Our aim is to devise a detection method for exoplanet signatures
(multiple sinusoids) that is both powerful and robust to partially unk-
nown statistics under the null hypothesis. In the considered applica-
tion, the noise is mostly created by the stellar atmosphere, with sta-
tistics depending on the complicated interplay of several parameters.
Recent progresses in hydrodynamic (HD) simulations show however
that realistic stellar noise realizations can be numerically produced
off-line by astrophysicists. We propose a detection method that is
calibrated by HD simulations and analyze its performances. A com-
parison of the theoretical results with simulations on synthetic and
real data shows that the proposed method is powerful and robust.
Index Terms— Detection, periodogram, colored noise, standar-
dization, statistics.
1. INTRODUCTION
This study is motivated by the long-standing challenge of de-
tecting rocky low mass exoplanets. In this aim, future instruments
with extremely low detector noise are being developed, giving ac-
cess to massive time series of observations (high sampling rates of
typically five samples per minute, for several months to years, see
e.g. [1, 2, 3]). We focus on the so-called radial velocity data, where
the planet signature (if present) appears as one or a few sinusoidal
components of weak amplitudes w.r.t. the noise level [4]. For the
considered new observing facilities, the main noise source will not
come from the instrument but from the stochastic activity of the star
itself (convection, magnetic dynamo, stellar spots and oscillations).
Sinusoid detection is another long-standing problem. In various
fields, including indeed Statistics and Astronomy, a particularly rich
amount of methods exists, a central piece of which is the (Schuster’s)
periodogram [5] :
P (ν) :=
1
N
∣∣∣ N∑
j=1
X(tj)e
−i2πνtj
∣∣∣2. (1)
In Eq.(1), X(t) will be an evenly sampled time series obtained at N
epochs tj , with sampling rate ∆t = tj+1−tj , ∀j ∈ {1, . . . , N−1}.
The type I errors (or false alarms, FA) of any test based on the ordi-
nates of P depend on the statistics of these ordinates under the null
hypothesis. In practice, the statistics of the noise are often not (or
only partially) known, and so are those of the P ordinates. In this
case, it is difficult to assess how reliable is any claimed detection.
In Statistical signal processing, some classical tests (e.g. [6, 7,
8]) partially cope with this issue by guaranteeing the control of the
FA rate whatever the unknown noise variance, provided that the
noise is Gaussian, independent and identically distributed (i.i.d.).
When the noise is not white but colored in some unknown manner,
a classical approach consists in calibrating P (ν) by some estimate
P̂ (ν), leading to a frequency-wise standardized periodogram of
the form P (ν)
P̂ (ν)
. Usually, the noise Power Spectral Density (PSD)
has to be estimated from the data. This can be done through non-
parametric methods (e.g. local SNR [9], modified periodogram
smoothers [10, 11], robust M-estimators [12, 13]) or parametric
methods (e.g. iterative Yule-Walker [14], ratio of autoregressive
(AR) spectral estimates [15], balanced model truncation [16]). Even
if some of these estimators are asymptotically unbiased, the una-
voidable injection of estimation noise in the denominator of the
standardized periodogram makes the statistical characterization of
the test statistics difficult. One can resort to Monte Carlo or boots-
trap simulations [17] to evaluate the thresholds empirically (see
[18], Chap.7 for examples of gaps between theoretical and empirical
thresholds), but this procedure may not be tractable for massive time
series (large N ).
In Astronomy, preprocessing stages aimed at “whitening” the noise
(e.g. with local trend filtering or line removal with the CLEAN me-
thod [19]) or based on various ARMA (AR-Moving Average) noise
models [20] are most often applied to the data before conducting the
detection test. Such procedures pose the same question of robustness
about the actual FA rate at which the test is conducted. In presence
of unknown colored noise, the reliability of a claimed detection of
a low mass telluric planet is thus difficult to assess (see for instance
the recent and controversial case of α Centauri B [21, 22]).
In the present work, we do not attempt to build dedicated para-
metric noise models. We choose instead to exploit recent progresses
in HD simulations [23]. These results demonstrate that reliable time
series of the stellar noise can be simulated by numerical codes,
which account for the complex interplay of various astrophysical
processes in the star’s interior. We assume that a training data set
(in the form of time series) is available and use this information to
standardize the periodogram. The data set is considered unbiased,
but possibly limited in size, because HD simulations are heavy. In
fact, simulating 100 days at high sampling rate requires around 3
calculation months over 120 CPU. Consequently, realistic numbers
of simulated light curves available in practice will not be more than,
say, a hundred. This raises the question of the impact of estimation
noise in the proposed standardization approach.
Addressing this question first requires, for the two hypotheses of
our model (Sec.2), the investigation of the statistics of the classical,
averaged and standardized periodograms. This is the purpose of
Sec.3, where the use of asymptotic results is motivated by the large
duration and high sampling rate (large N ) considered here. The
second step is to select several tests (Sec.4) for which the benefits
gained from the proposed standardization can be highlighted and
quantified. We opt for a sample of classical tests covering the dif-
ferent cases of single and multiple sinusoids detection. At this stage
we are in position to derive the tests statistics and the corresponding
FA (Sec.5) and detection (Sec.6) rates. The last step is a numerical
evaluation of the theoretical results, the method performances and
its actual robustness (Sec.7).
2. STATISTICAL MODEL
We consider two hypotheses :

H0 : X(tj ) = ǫ(tj)
H1 : X(tj ) =
Ns∑
i=1
αi sin(2πfitj + φi) + ǫ(tj)
(2)
where X(tj = j∆t) is the evenly sampled data time series and
ǫ(tj) a zero-mean second-order stationary Gaussian noise with PSD
Sǫ(ν) and autocorrelation function rǫ, for which inf(Sǫ(ν)) > 0
and
∑
k |rǫ(k)| < ∞. The Ns amplitudes αi, frequencies fi and
phases φi represent the planet signatures and are unknown.
3. PERIODOGRAMS’ STATISTICS : ASYMPTOTICS
3.1. Classical (Schuster’s) periodogram
Without loss of generality and to simplify the presentation, N
is even and the considered frequencies in Eq.(1) belong to the sub-
set of N
2
− 1 Fourier frequencies νk = { kT } where k ∈ Ω :=
{1, . . . , N
2
− 1}. Asymptotically, the periodogram P is an unbiased
but inconsistent estimate of the PSD [24]. However, under the above
assumptions on ǫ, the periodogram ordinates at different frequencies
νk and νk′ are asymptotically independent [18].
UnderH0, the asymptotic distribution of P is ([24], theorem 5.2.6) :
P (νk|H0) ∼
Sǫ(νk)
2
χ22, ∀k ∈ Ω. (3)
The χ22 is a χ21 at k = 0, N2 . We restrict to Ω for simplicity.
Under H1, the distribution of P (νk) can be found in the complex
case in [18], Corollary 6.2. Using this corollary and Euler’s formula
for the sines in model (2), we obtain that, for large N , P (νk) is
approximately distributed as :
P (νk|H1) ∼
Sǫ(νk)
2
χ22,λk , ∀k ∈ Ω, (4)
with λk = λ(νk) a non-centrality parameter expressing the spectral
leakage of all signal frequencies at location νk. Generally, this lea-
kage is caused by the fact that the {fi} do not belong to the natural
Fourier grid defined by Ω. Denoting by KN (ν) =
(
sin(Nπν)
N sin(πν)
)2
the
Feje´r kernel (or spectral window), the asymptotic expression of the
parameters λk, k ∈ Ω for model (2) writes :
λ(νk) =
N
2Sǫ(νk)
Ns∑
i=1
α2i
[
KN (fi − νk) +KN (fi + νk)
+ 2
sin(Nπ(fi − νk))
N sin(π(fi − νk))
sin(Nπ(fi + νk))
N sin(π(fi + νk))
cos(2π(N + 1)fi + 2φi)
]
.
(5)
3.2. Averaged periodogram
We assume that a training data set T of independent realizations
of the stellar noise is available. This set is obtained by HD simula-
tions and composed withL times seriesXℓ sampled on the same grid
as the observations : T = {Xℓ(tj), j = 1, . . . , N}, ℓ = 1, . . . , L.
A straightforward, consistent and unbiased estimate of the noise PSD
can be obtained by the averaged periodogram [25] :
P (ν|H0) :=
1
L
L∑
ℓ=1
1
N
∣∣∣ N∑
j=1
Xℓ(tj)e
−i2πνtj
∣∣∣2,
whose asymptotic distribution can be easily obtained using (3) as :
P (νk|H0) ∼
Sǫ(νk)
2L
χ22L, ∀k ∈ Ω. (6)
Note that in this setting, any source of bias (caused for instance by
imperfect HD simulations) is left out of scope of this study. The
focus is on the stochastic estimation noise caused by the finiteness
of T , which is encapsulated in L and impacts the distribution of P .
3.3. Standardized periodogram
The standardized periodogram considered here is defined as :
P˜ (νk) :=
P (νk)
P (νk)
. (7)
As the numerator and denominator are independent variables with
known asymptotic distributions, assessing the distribution of their ra-
tio is straightforward. The ratio of two independent random variables
(r.v.) V1 ∼ χ2d1 and V2 ∼ χ2d2 follows a Fisher-Snedecor law noted
F (d1, d2) with (d1, d2) degrees of freedom : V1/d1V2/d2∼F (d1, d2) [26].
Consequently, from (3) and (6), the asymptotic distribution of P˜ un-
der H0 is :
P˜ (νk|H0)∼
Sǫ(νk)χ
2
2/2
Sǫ(νk)χ22L/2L
∼ F (2, 2L), ∀k ∈ Ω. (8)
Similarly, under H1, we deduce the asymptotic distribution of P˜
with (4) and (6) :
P˜ (νk|H1) ∼
χ22,λk/2
χ22L/2L
∼ Fλk(2, 2L), ∀k ∈ Ω, (9)
with λk given by (5). These results call for two remarks. First, an
F distribution similar to that of (8) was obtained in [27] when using
ratios of the form P (νk)/P (νl), k 6= l (for symmetry testing pur-
poses). Second, (8) shows that the distribution of the standardized
periodogram is independent of the (partially unknown) noise PSD,
which is indeed a necessary condition for a robust detection test.
4. STATISTICAL TESTS
The first three tests below are considered for comparison pur-
poses. The three other tests are the counterpart of classical tests ap-
plied to P˜ instead of P (many more such tests could be devised).
In the following, the order statistics of the periodograms will be no-
ted with parentheses. For instance, the order statistics of P are :
min
k
P (νk) = P(1) < P(2) < . . . < P(N
2
−1) = max
k
P (νk).
4.1. Classical tests
Perhaps the most classical reference test (including in Astro-
nomy) is the Fisher test :
TFi
H1
≷
H0
γ, with TFi :=
P(N
2
−1)∑
k ∈ Ω
P(k)
, (10)
where γ ∈ R+ is a threshold that determines the FA rate. This test
is robust to an unknown noise variance [28], but the noise must
be white Gaussian. When this is the case, the denominator of (10)
is an asymptotically unbiased estimate of the PSD (to a constant)
[11]. Under H1, for a model involving a single sinusoid f1 on the
Fourier grid, the Generalized Likelihood Ratio (GLR) test corres-
ponds to P(N/2−1)≷H1H0 γ [29]. So, under H0, the Fisher test can
be seen as a standardization of the GLR by the estimated variance
σˆ2 :∝
∑
k ∈ Ω P (νk).
In the case of multiple sinusoids (Ns > 1), the performances of
the Fisher test are known to decrease, owing to the perturbations of
sinusoids in the noise variance estimation. Many alternatives exist,
e.g. [30, 11]. These tests attempt to better estimate the noise level by
excluding a number Nc of ordinates presumably contaminated by the
sinusoids (see [11, 18, 24]). Two such tests, offering the same robust-
ness against unknown variance, are the robust Fisher test [18] and the
Chiu test [7] defined by TFi,rob≷H1H0 γ and TCh≷
H1
H0
γ, where :
TFi,rob := br(
N
2
− 1) r
P(N
2
−1)
N
2
−1−Nc∑
k=1
P(k)
, TCh :=
P(N
2
−Nc)
N
2
−1−Nc∑
k=1
P(k)
,
(11)
with r =
N
2
−1−Nc
N
2
−1
and br = 1 + r−1(1 − r) log(1 − r) . Note
that the last two approaches pose the question of the choice of Nc.
Not fixing Nc in advance but estimating this parameter from the data
may lead to a more powerful test, but at the cost of a weaker control
of the FA rate (as Nc is random). To avoid this complication, the
tests will be compared in the numerical study for Nc set to Ns.
4.2. Tests based on the standardized periodogram
Under H0 and in the asymptotic regime, P˜ in (7) is i.i.d. since
the ratio cancels out the frequency dependence on the PSD.
If Ns = 1, the following simple test is thus likely to be powerful :
T˜
H1
≷
H0
γ, with T˜ := P˜(N
2
−1). (12)
Similarly, the discussion above suggests to consider Fisher’s ap-
proach and to apply test (10) to (7) :
T˜Fi
H1
≷
H0
γ, with T˜Fi :=
P˜(N
2
−1)∑
k∈Ω
P˜(k)
. (13)
Finally, in the case of several sinusoids, the good results of Chiu’s
test suggest to look for deviations in the region of the N thc largest P˜
ordinate, P˜(N
2
−Nc)
, instead of the largest one, P˜(N
2
−1) :
T˜Nc
H1
≷
H0
γ, with T˜Nc := P˜(N
2
−Nc)
. (14)
5. STATISTICS UNDER H0 AND FALSE ALARM RATE
The accurate control of the false alarm probability (PFA) in case
of partially unknown colored noise is a critical point. We now show
that while this control is (not surprisingly) problematic with classical
tests like (10, 11), the proposed tests (12, 14) allow such a control.
We investigate first the tests TFi, T˜Fi and T˜ (designed for single si-
nusoid detection). Under H0, their test statistics involve the largest
value of a set of N
2
− 1 r.v., TFi(n), T˜Fi(n) and T˜ (n), whose defi-
nitions and distributions are given by, using (4) and (8) :
TFi(n) :=
P (νn)∑
k ∈ Ω
P(νk)
as,ni.ni.d.
∼
χ22Sǫ(n)/2∑
k ∈ Ω
χ22Sǫ(k)/2
,
T˜Fi(n) :=
P˜ (νn)∑
k ∈ Ω
P˜ (νk)
as,ni.i.d.
∼
F (2, 2L)∑
k ∈ Ω
F (2, 2L)
,
T˜ (n) := P˜ (n)
as,i.i.d.
∼ F (2, 2L),
(15)
where “as,ni.ni.d.” means asymptotically non independent and non
identically distributed. In the first case, each r.v. TFi(n) clearly de-
pends on the unknown PSD. In the second case, each r.v. T˜Fi(n)
is a ratio of a F variable over a sum of F variables. To our know-
ledge, there is no analytic characterization of the resulting distribu-
tion. Hence, in both cases, assessing the distribution of the maxi-
mum of these variables is problematic. In the third case, the T˜ (n)
r.v. are independent and follow a F distribution with known density
ϕF [26]. Using the incomplete Beta function B(d1, d2) and noting
that B(1, L) =
∫ 1
0
(1− t)L−1dt = 1
L
we obtain :
ϕF (γ, 2, 2L) =
1
B(1, L)
·
1
L
·
(
1 +
γ
L
)−L−1
=
(
1 +
γ
L
)−L−1
.
It can be checked that the norm of ϕF (γ, 2, 2L) is 1. Turning to
the CDF ΦF (γ, 2, 2L) of T˜ (n), we obtain by using F (γ, d1, d2)=
I d1γ
d1γ+d2
( d1
2
, d2
2
) [26] or by direct integration of ϕF (γ, 2, 2L) :
ΦF (γ, 2, 2L) = 1−
( L
γ + L
)L
. (16)
The PFA can be computed thanks to the asymptotic independence of
the {T˜ (n)} :
PFA(T˜, γ) := Pr (max
n
T˜ (n)>γ|H0) = 1−
∏
n
Pr (T˜ (n) ≤ γ|H0)
= 1−
(
ΦF (γ, 2, 2L)
)N
2
−1
= 1−
(
1−
( L
γ + L
)L)N
2
−1
,
(17)
which is a remarkably simple expression.
We turn now to the tests TFi,rob, TCh and T˜Nc (designed for mul-
tiple sinusoids detection). The asymptotic distributions of the first
two tests are known under the WGN assumption [7]. Using the same
reasoning as above for TFi, it is easy to see that the noise PSD af-
fects the distribution of the order statistics involved in these tests,
with uncontrollable impact on the PFA. Turning to T˜Nc , remark that
the number K of ordinates P˜ larger than γ follows a binomial distri-
bution : K ∼ B(N
2
− 1, 1− ΦF (γ, 2, 2L)), from which, with (16),
we obtain :
PFA(T˜Nc , γ) :=Pr (˜TNc>γ|H0)= 1−
Nc−1∑
i=0
Pr (K = i)
= 1−
Nc−1∑
i=0
(
N/2− 1
i
)( L
γ + L
)Li(
1− (
L
γ + L
)L
)N
2
−1−i
.
(18)
6. STATISTICS UNDER H1 AND DETECTION RATE
Under H1, the same approach shows that one can not control
the distribution of the r.v. TFi(n) and T˜Fi(n) and consequently the
associated detection probabilities (PDET). In contrast, from (9) and
using the same reasoning as for the PFA, the PDET of T˜ is :
PDET(T˜, γ) := Pr(max
n
P˜(n) > γ|H1) = 1−
∏
k∈Ω
ΦFλk (γ, 2, 2L).
(19)
With (17) the relationship γ(PFA) for T˜ can be derived as :
γ(T˜ ,PFA) = L
[(
1− (1− PFA)
1
η
)− 1
L
− 1
]
, (20)
where η = N
2
− 1. With (19) and (20), we deduce :
PDET(T˜,PFA) = 1−
∏
k∈Ω
ΦFλk
(L[(1− (1−PFA)
1
η )−
1
L − 1], 2, 2L),
(21)
which can be used to compute the ROC curves.
The function γ 7→ PDET(γ) of the test T˜Nc can be deduced simi-
larly to (18), with the difference that K is no longer binomial owing
to the λk. Denote by Ω(i) one particular combination of i indices
taken in Ω and Ω(i) := Ω\Ω(i) the set of remaining indices. Let
{Ω
(i)
1 , . . . ,Ω
(i)
i } (resp. {Ω
(i)
1 , . . . ,Ω
(i)
N
2
−1−i
}) denote the indices in
two such combinations, and let Ωi (resp. Ωi) be the set of all the
{Ω(i)} (resp. of all {Ω(i)}). With these notations we obtain :
PDET(T˜Nc ,γ)=1−
Nc−1∑
i=0
∑
Ω(i)
i∏
k=1
(
1−ΦFλ
Ω
(i)
k
(γ,2,2L)
)N2 −1−i∏
k′=1
ΦFλ
Ω
(i)
k′
(γ,2,2L) ,
(22)
which is typographically heavy but can be used to compute ROC
curves (in Eq.(22) the non-centrality parameters are given by (5)).
7. NUMERICAL SIMULATIONS
For the purpose of making empirical ROC curves, we first consi-
der a noise corresponding to an autoregressive process : AR(6). The
shape of its PSD is representative of a stellar PSD, with local va-
riations (stellar oscillations) and higher energy at low frequencies
(convection, magnetic activity). Under H1, we consider the most
general case NS > 1. First of all, we evaluate the reliability of the
PFA(γ), PDET(γ) and PDET(PFA) expressions for the T˜ and T˜Nc
tests (Fig.1). We compare here our theoretical results (5), (17), (18),
(19), (21) and (22) with 104 Monte Carlo (MC) simulations. The
theoretical expressions are in agreement with the MC simulations
and the test performances logically increase with L (as the estima-
tion noise decreases).
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Fig. 1. Validation of the theoretical results for T˜ and T˜Nc by MC
simulations. Parameters : N = 1024, ∆t = 60 s, Ns = Nc = 3,
L = [5, 100], αi = 0.1 m/s for all sines, fi = [5, 5.75, 6.50] mHz.
In a second experiment, we place the different signal frequencies
in a “valley” of the noise PSD (Fig.2.a). We calculate the empirical
ROC curves (Fig.2.b) for the tests under study (see (10) to (14)).
The figure shows that the performances of tests using P˜ are better
than those based on P in this configuration (violet, green and cyan
curves on the diagonal). To gain more insight on the relative tests
performances, we compare the frequency distribution under H0 of
TFi and T˜ (Fig.2.c, d). For TFi, the FA repartition is not uniform
and increases in the PSD regions of larger energy (ν < 1 mHz).
When signals frequencies happen to fall into these zones, tests based
on P are favored, but when they fall outside such regions their power
vanish. In contrast, the T˜ test allows a good detectability over all
the frequency range, with performances close to the asymptotic one
(L→∞, no estimation noise) for L ≈ 102. In brief, the tests T˜ and
T˜Nc allow to control precisely the PFA, they have good power and
their performances increase with L.
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Fig. 2. (a) PSD of AR noise (blue) and sines (red). (b) ROC curves
in case of signal frequencies falling into the PSD “valley” region :
Nc = Ns = 5, αi = 0.08 m/s for all sines (the apparent amplitude
difference is caused by the different leakage affecting these sines),
fi = [5, 5.5, 5.75, 6, 6.5] mHz, with 104 simulations, N = 1024,
∆t = 60 s, L = [5, 100]. (c, d) Histograms of the frequency distri-
bution under H0 of TFi = max
n
TFi(n) and T˜ = max
n
T˜ (n).
Finally, we apply the tests (12) and (14) to real solar data [31]
(Fig.3). These data have been collected for 18 years with an even
sampling rate. As this data set is the largest one currently avai-
lable we use it to compute ROC curves on shorter time series of
N = 1000 samples extracted from the data set. In order to be as
close as possible to the considered setting (perfect HD simulations
of the stellar noise), we use part of the data to standardize the perio-
dogram in (1). The left panel of Fig.3 superimposes the solar PSD
(blue) with the introduced signals (red). The right panel displays
the ROCs curves. The proposed standardized tests T˜ , T˜Fi and T˜Nc
(black, yellow and red) are more powerfull than the others.
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Fig. 3. Test on GOLF data. Parameters : N = 103, 4452 simulations
for L = 5 and 1272 simulations for L = 20, ∆t = 20 s, Ns =
Nc = 10, αi = 0.17 m/s, {fi} equally spaced in [10; 20] mHz.
8. CONCLUSION
We have investigated a detection method based on periodogram
standardization through HD-simulation to counteract the impact of
colored noise. We have analyzed its statistical performances and
highlighted the shortcomings of tests ignoring the frequency depen-
dence of the noise PSD. In contrast, the proposed standardization
leads to a robust detection method in the sense that the PFA is re-
liable and independent of the noise PSD. All theoretical results have
been obtained in the asymptotic regime, but they appears to be a
good approximation for relatively low values of N .
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