Abstract-Aim at the path planning problem of a mobile vehicle in an unknown environment, a new hybrid learning method is proposed, which is based on the fuzzy inference system and assisted by the combination of supervised learning and bionic automata, the bionic learning endows the robot the capabilities of self-learning and self-organization, the supervised learning is used to tune the input membership function of the fuzzy inference system, that avoid the expert knowledge's disadvantage of inaccurate estimation to the actual model. The simulation results show that the robot has learned the ability of obstacle avoidance and goal seeking and performs a better robustness in overcoming the local minima.
INTRODUCTION
Mobile robot is a new integrated discipline in recent years, among which, path planning problem is one hot spot of the subject. Path planning aims to enable the robot to find an appropriate path from the starting point to the end point in an environment with obstacles [1] . At present, according to the different in information of the working environment, path planning is divided into global path planning of which the environment's information is totally known, local path planning of which the environment is unknown or partially unknown and the combination of both the methods [2, 3] . Since most of the actual training environment is unknown, so the research on the local path or dynamic path planning algorithm has an important and far-reaching significance.
In recent years, as mobile robot is more and more applied to different environment, local path planning becomes more and more complex, some hybrid learning strategies emerged. Based on fuzzy inference system, S. Kermiche combined artificial potential field theory with supervised learning to adjust the fuzzy controller, successfully realize the robot's obstacle avoidance and target navigation, the curve is closer to the optimal path [4] , Tan and Lee applied genetic algorithm to regular fuzzy controller, also achieved good results [5, 6] , meanwhile, there are many scholars combined reinforcement learning with fuzzy inference system to accomplish different navigation tasks [7] [8] [9] [10] [11] , Meng improved reinforcement by proposing a dynamic fuzzy Q-learning, greatly improved the speed of operation and control accuracy [12, 13] , in 2012, Gao based on the fuzzy inference, introduced bionics control mechanism, through continuous interaction with the external environment enable the robot features of self-learning and adaptability [14] , however, the fuzzy rule base established by expert knowledge increases the uncertainty and imprecision of the model.
Summarize the advantages of previous work, aim at solving the problems of obstacle avoidance and navigation, based on fuzzy inference system, this paper presents a new hybrid learning approach. First, build a fuzzy inference system with 8 rules based on expert knowledge, Second, introduce supervised learning and learning automata to optimize the input membership functions and the output conclusions of the fuzzy inference system respectively, the supervised learning is used to adjust the input fuzzy membership functions, after that, the functions remain unchanged, use learning automata to optimize the conclusions further more. We experiment on the designed algorithm, results show that this method not only makes the robot acquire the skills of obstacle avoidance and target searching faster, but also shows better robustness and ability to overcome the local minima.
II. THE HYBRID LEARNING MODEL
The hybrid learning model designed in this paper includes three parts, as shown in Fig.1 , the fuzzy controller contains 8 fuzzy rules established by expert knowledge and is used to control the output; the supervised learning adjusts the fuzzy inference system roughly; the learning automata optimizes the fuzzy rule conclusions further more and realizes the fine-tuning of the fuzzy inference system. In simulation, we use a simple circular symmetry robot [10] , as depicted in Fig. 2 
B. Rule Base layer
For the tasks to be completed, the fuzzy rule base that established by expert knowledge will greatly reduce the search space, the expert knowledge in this paper is as follows:
(1) If the robot is close to the obstacles in all three directions, then steers to the goal and walks along the nearest obstacle;
(2) If the robot is far from the obstacles in only one direction, then moves to this direction; (3) If the robot is far from the obstacles in two directions, moves to the direction both no obstacles and near the goal; (4) If the robot is far from the obstacles in all three directions, then moves to the goal with its maximum speed.
p is introduced to enable the robot navigate automatically: 
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V is the maximum speed of the robot, conclusions of the fuzzy rules can be obtained by the learning automata.This paper mainly learns the conclusions of the motion angle.
C. Standardization layer
We assume j μ is the truth value of rule j R : 
D. Defuzzifier layer
Sugeno method is used to get the output of the system:
IV. SUPERVISED LEARNING
In this paper, supervised learning is used to adjust the input fuzzy function of the fuzzy system, the actual output is y and the desired output is d y , then the learning process is to minimize the objective function:
According to principles of the gradient descent method, the learning process is designed as follows: Since the gradient algorithm "rock" downing too fast will cause the algorithm oscillations decreases and too slowly will reduce the speed of convergence, in order to make the "rock" move with a relatively stable speed, a momentum is introduced to keep the direction of "rock" in a certain extent, so we get the learning process based on improved BP algorithm as follows: 
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VI. RULES LEARNING AND RESULTS ANALYSIS

A. Supervised learning phase
B. The twice learning by learning automata
After the supervised learning phase, we put the robot in actual environment and use the learning automata to train the rules' conclusions further more. In primary learning stage, we use a simple channel environment as Fig.6 to train the model [11] , as regular as channel environment is, the robot's track keeps unchanged in the learning process, so we can set a stopping learning standards for it.
There are two stages in this process: first, let the robot learning in counter-clockwise (clockwise) from any point of the channel, it will be end until the robot can keep continuous collision-free movement, then comes the second stage, let the robot learning in clockwise(counter-clockwise) from any point of the channel until the robot can keep continuous collision-free movement then this process end. to the right and takes a try at B but gets collision, then it starts to move line to the right, and takes the second try at C , also gets collision, then it dose not try again and keeps move line to the right until hits the wall at D then moves up. In the process moving up, the robot only tries one time at E , after collision it keeps moving up until get collision at F , in the later process to left and down, the robot dose not try any more, only two collisions happen, one is at the corner G , the other is at H because of little shocks. 17 collisions happen in the process and during it the effectiveness of learning can be reflected, let it go on, while the robot can move without collision, stop learning, the conclusions that get from the process can be used in the second learning stage. Fig. 6(b) is the result of the first clockwise circle based on the conclusions from the previous stage, we can see that the robot moves up from the starting point ( / 2,100,150) π with no wrong try, the collisions happen only at the corner at the beginning, the curve is smooth with no collision even at the corner, there are 4 collisions this time, significantly reduces, this proves the effectiveness of the learning again. While the robot can move without collision in both clockwise and count-clockwise, the primary stage end, the best operation of each state is the operation which with maximum probability, the conclusions without supervised learning (consuming 234 s) and the conclusions with supervised learning (consuming 192 s, the performance improved by 22% ) is shown in Table Ⅳand . Results and analysis Experiment 1: Target navigation: After the primary stage, we put the robot in a complex environment with many obstacles, let the robot move to the goal from different starting point. The result is shown in Fig.  7 , in the two pictures, the red line is the track with supervised learning, the blue line is the track without supervised learning, the turning point means the robot chooses a new operation. In Fig. 7(a) , the robot moves up and to the right respectively from (100，150), in the process moving up, the blue line chooses twice and consumes 124 ms to get to the goal, the red line chooses only once and consumes 108 ms, the performance is improved by 15%, in the process moving to the right, the blue line chooses seven times and consumes 120 ms, the red line chooses five times and consumes 96 ms, the performance is improved by 25%. In Fig. 7(b) , the robot moves up and to the right respectively from (550, 400), while moving up, the blue line get to the goal 59 ms later, and the red line 44 ms later, the performance is improved by 34%, while moving to the right, the blue line get to the goal 220 ms later, and the red line 190 ms later, the performance is improved by 16%. The results show that the robot can get to the goal from any point, what's more, with supervised learning, the operation that the robot takes reduces, so it takes less time to fulfill a task and get better performance.
Experiment 2: Analysis of the local minima:
We put the robot in a local minima environment as Fig. 8 , Fig. 8(a) is the result of traditional artificial potential field method, it shows that the robot is trapped into a local minima, in Fig. 8(b) , the red line is the result with supervised learning and the blue line is the result without supervised learning, we can found that both of them can resistance local minima, but the curve with supervised learning is more smooth, and the operation is less, the time is 30.5 ms and 33.9 ms respectively, the performance is improved by 10%, the result we get proves the effectiveness of the algorithm again. The path planning problem of mobile robot in unknown environment is a focus of robotics, this paper presents a new hybrid learning method to solve this problem, based on fuzzy inference, this paper combines the traditional supervised learning and learning automata with bionic biological characteristics, finally realized the effective control of the robot. Firstly, adjust the input fuzzy function of the fuzzy system and both the conclusion roughly. Secondly, fixed the input fuzzy function, learning automata is used to tune the conclusions future more. Simulation results show that the learning automata makes the robot have the ability of autonomous learning and adaptability to the new environment, the introduce of supervised learning not only reduced the time that the learning automata used, but also get the automata better conclusions, the combination of this two methods improved the robot's robustness and its ability to overcome the local minima, in the task, it takes less time and performs better. At present, there are many methods of path planning, each has its own advantages, the combination of classical path planning methods and cognitive science methods will provide us a new research direction.
