Abstract-Based on the renowned additive operator splitting (AOS) schemes that ensure equal treatment of all coordinate axis, accelerated AOS schemes for solving regularized Perona-Malik (P-M) equation are presented. These ameliorated AOS schemes are stable unconditionally, consistent with nonlinear parabolic equations under certain circumstance and demonstrate a remarkably economical CPU time. The paper is intended to discuss the properties of the modified AOS schemes in several aspects. Finally, experiments show that as well as the edges and detailed information of images are preserved, the proposed AOS schemes are at least twice more efficient than the conventional AOS schemes.
I. INTRODUCTION
In medical research and astronomical study, images which contain exclusive information usually disturbed by Gaussian white noise. The noisy image will interrupt people for their information reading. Many PDE-based methods were developed aimed to solve the problems. Linear diffusion such as heat equation has inner drawbacks that blurs images and spoils the corners while they filter noises. Impressive results are found when using nonlinear diffusion filtering: the edges remain perfectlocalized and details are kept.
Historically, nonlinear diffusion methods were studied respectively by Perona-Malik and Rudin-Osher-Fatemi. The former proposed a straightforward nonlinear PDE scheme [3] .The PDE, called P-M equation, can be easily implemented in spatial discretization. It controls the diffusion with a diffusivity g . By altering the parameter in the function g the diffusion slows down and almost stops in local edges. The latter presented a variational algorithm [4] . The variation contains a total variation (TV) norm and a lagrange operator multiplying the margin of the initial value 0 u and the iterative value u . It is a constrained minimization problem indeed, which can be derived to an Euler-Lagarange equation for implementation convenience. In this paper, we focus on the former straight-forward PDE scheme.
Basically, the P-M equation is of mathematical illposedness and fails to apply in image processing sometimes, since the numerical solutions occasionally lend out of the interval [0, 1] . Before long, the P-M equation is proposed in a regularization form, devoted to the work of Catté, Lion, Morel and Coll [1] .We also call it CLCM equation for short.
In two-dimensional case, the CLMC equation is traditionally settled down in spatial iterations. So the poor efficiency is unavoidable. The conventional AOS schemes introduced by Weickert [5] seem to be tricks for efficiency improvement. The CLMC equation is divided into two one-dimensional iterative schemes, and the discretization is done in each axis. Instead of using classical multiplicative splitting schemes from mathematical rationality, Weickert pointed out that AOS schemes prefers an additive operator splitting (AOS) method in one iterative step. Although it may be regarded as an incorrect reformulation of the CLMC equation, we shall make sure that the AOS schemes are consistent and converge to the original equation.
The goal of the paper is to make readers come across in a systematic manner to an improvement of the conventional AOS schemes from numerical analysis point of view. Some necessary principles of finite difference method for PDE are employed.
To achieve this goal, the paper has organized into six main sections, two of which have sub-sections. The second section considers one-dimensional case. An ameliorated simple semi-explicit scheme is presented. The semi-implicit scheme reduces to an explicit scheme through some mathematical trick. In the third section, a higher-dimensional scheme is taken into our consideration so that an additive operator is adopted. The generalized AOS scheme is intended to treat every coordinate axis in the same manner. The fourth section gives a detailed discussion of which merits the accelerated AOS schemes have. The AOS scheme is stable with arbitrary time and space step, conditionally converges to a nonlinear diffusion equation, at least twice faster in computation and inherits the virtue of the original scheme. In the fifth section some typical applications are listed, which demonstrate that under proper situation, the accelerated AOS scheme is a superior choice to the AOS schemes in noise removal and edge detection. The paper ends with the The project supported by National Natural Science Foundation of China (No.10771065) and Natural Science Foundation of Hebei Province (No.A2007001027) sixth section that offers a conclusion of the acceleration schemes that imply promising applications.
II. ONE DIMENSIONAL NUMERICAL SCHEME FOR CLMC EQUATION
One-dimensional CLMC equation is given by
with the initial image
and Neumann boundary condition
where n denotes the out-normal to the image boundary ∂Ω .
The diffusivity ( , ) g x t plays a role for controlling the diffusion of u .
Let us consider the CLMC equation (1) .In order to evaluate the equation. We do not differentiate the function ( , ) g x t as the following formulation:
The differentiation (4) is of difficulty to be constructed due to the nonlinear term ( , )
Rather than discretize (4), we are inclined to approximate (1) from its original form. Approximate ( , ) x g x t u ∂ first usually achieve better effectiveness which does not bother us from numerical analysis point of view [6] . To evaluate in numerical manner, we introduce the lattice of coordinates ( , ) ih n t ∆ , where
and denote n i u the approximation of ( , ) u ih n t ∆ ,and n i g the approximation of ( , ) g ih n t ∆ .Thus, the approximation
is given in a central difference form and similarly
where , , n n n α β γ denote the n th − time layer of the approximation g . They are satisfied with the equality
The explicit scheme of (1) is given by
The scheme is stable with the condition ) O t h ∆ + order. In order to get higher stability rather than accuracy, semi-implicit scheme is given as follow:
Although we need not solve the full implicit scheme:
The semi-implicit scheme still requires higher complexity than explicit scheme. The most efficient way to solve (10) is the so-called Thomas Algorithm. The algorithm is fit for any system matrix which is tridiagonal and diagonally dominant. It has been proven to be superior to GS (Gauss-Seidel) and SOR (successive over-relaxation) algorithm. However, we still have to solve a system matrix. Let us consider an algorithm that does not yield the Thomas function in programming. Considering both accuracy and computational complexity, the suggestive option we assume is a stable and consistent scheme as follow:
In the case 1 n i + + is even:
In the case 1 n i + + is odd:
with the Neumann boundary condition: 0
In one iteration, the time n is fixed for 1, 2,...
The cases divide the mesh grid ( , ) ih n t ∆ into 2-D lattice of coordinate. In the even case, we can easily compute
In the odd case, we rewrite (12) as
In the case 1 n i + + is odd :
Interestingly, (12) is actually an explicit expression since the value + + is an odd number in equality (13) .In conclusion, we employ two explicit schemes thought one of them may be seen as an implicit scheme. Unlike the usual explicit schemes, solving the couple of (11) and (13) will get the order of
III. HIGHER-DIMENSIONAL ACCELERATED AOS SCHEME
Let us consider the k-dimensional CLMC equation [2] 1 0 ( )
where X ∈ , ( 1,..., ,..., )
The generalized CLMC equation is split to a couple of difference: 
, 1 (15) 
Every coordinate axis is splitting and computed in the same manner, it is called the additive operator splitting (AOS) scheme. We will figure out that the algorithm is an accelerated scheme for the original AOS scheme in section 4.
IV. ANALYSIS OF THE ACCELERATED AOS SCHEMES
A. The discussion of the diffusivity g g must be chosen to be a decreasing function with
, and ( , ) g x t is smooth. For instance, we can use a decreasing function like
where u σ ∇ is a gradient of a smoothing version of u convolving with a Gaussian standard deviation 0 σ > . In this paper, Weickert's diffusivity is taken
Here, K plays a role as a contrast parameter. In the case of that u σ ∇ is far larger than
is close to 0. In the other case that u σ ∇ is far smaller than
is close to 1. 0 σ > is a regularization parameter ensuring that the equation is well-posed. As the discussion above, the approximation , , α β γ mentioned in section 2 can be computed by 
The decretization also remains valid on the boundary if we extend u by reflecting it at the boundary.
B. Stability in one-dimensional case
In one-dimensional case the explicit scheme (11) is equivalent to:
In the case that 1 n i + + is even:
We do not update , 
Using (23) and (12) we can obtain a reduction of (11) and (12): 
Remembering lemma 4.2, we find that maximum principle is satisfied and thesis 4.1 is proved.
C. Consistence of the schemes
The explicit scheme and semi-implicit AOS scheme have the 
Proof. Substituting the exact solution ( , )
i( , ) ( , ) ( ) ( , ) ( ( , )) ( ) k k n l t i n l x x i n l l l k k n t i n x l x i n l l l u x t u
x t O t h u x t u x t O t h

D. Complexity of accelerated AOS schemes
In one-dimensional case, the conventional AOS schemes calls for a Thomas algorithm, which is linear in the mesh grid number N , specifically, 5N multiplications/division and 3N subtractions. Now let us take a look at the accelerated AOS algorithm. It is only different from when Thomas algorithm is yielded.
Step1: Initialize 0 u and extend it by reflecting it in the boundary.
Step2: A convenient parameter In the case that 1 n i + + is even , we compute:
In the other case, we compute :
it required the same computational complexity of (a).
Step 4:
Thus, we have only 3N additions/subtractions and 3N multiplications/divisions in total for every layer of time. One should understand that there is no difference in the other steps while computing. To make the paper selfcontained we offer an algorithm structure in the appendix, which we can see how the accelerated schemes work. Applicably, the accelerated AOS schemes are twice faster than the conventional AOS scheme because the explicit algorithm does not call a function.
E. Do the accelerated AOS schemes achieve effectiveness in image processing?
In this paper we say yes. The accelerated AOS schemes preserve all the merits of the original AOS schemes except that they are consistent conditionally. In image processing we usually set : 1 h = . So the condition 1 t β∆ is a constraint for satisfying the behavior of diffusion. In implementation, the conditions is not too severe because the coefficient β is sufficient small in usual. The condition 1 t ∆ ≤ can perfectly meet the need of the speed of diffusion. After all, the accelerated AOS schemes inherit the following virtue for image processing. 
V. APPLICATIONS OF THE ACCELERATED AOS SCHEME
A. Example 1:1-D signal noise reduction
All experiments are done in a notebook with the processor Intel Core Duo, T5870, 2.00GHZ and 2GB internal storage.
In 1-D case, we have observed noises are removed by median filter and PDE technique. See figure 1(a) , the test image created by 1-D signal includes piecewise parabolic, piecewise constant and piecewise linear images. It was corrupted by artificial random noise (mainly Gaussian white noise) in figure1 (b). What we see in figure 1 (c) is the restoration using classical median filtering. In figure  1(d) , the output using the traditional 1-D AOS scheme (with 10 iterations, 0.8 λ =
) is shown. We show in figure1 (e) that the accelerated scheme is given in this paper (with 20 iterations, 0.4
λ =
). Finally, a comparison is made by pushing-down the original image and the results of our scheme. Figure 1 . The outputs of the restoration used median-filtering, the AOS scheme and our scheme respectively.
Next, the restoration effect is displayed by comparing the zoom-in image of the original version with the restored version in figure 2 . We are convinced that the accelerated scheme can effectively remove the noisy data.
B. Example2: noise removal of gray value image
In 2-D case, the Gaussian white noise with the variance 0.01 is removed by the conventional AOS scheme and the accelerated AOS scheme in figure 3 . No obvious staircase effect appears in the processing of both methods. What we should notice is the time step t ∆ . The conventional schemes allow arbitrary large time step in one iterative. In implementation, for 20 t ∆ = the filtering effect becomes very weak. 2 t ∆ ≈ is the preference considering the efficiency. The CPU time to get figure 3(c) is about 1s. On the other hand, the accelerated schemes do not allow extremely large time step in iterating. If we choose 2 t ∆ = the acceleration scheme performs as some hyperbolic equation and the filtering fails to work. 1 t ∆ ≤ is always perfectly meet the need of filtering. In this experiment we choose the parameter 0.4 t ∆ =
. Since the distance of the neighborhood pixels is 1, we let 1 h = so that 0.4
The CPU time consumed for 15 iterations is also about 1s, the same as the conventional scheme. Although large time step is allowed in conventional AOS scheme to obtain high efficiency, it shows far lesser effectiveness than the accelerated scheme. See figure 4(a) , it renders the best visual effect of the AOS scheme, but it is also more blurred than the image of figure 4(b). We can come to our conclusion that the AOS schemes achieve fair efficiency at the price of its effectiveness. Figure 4 . Details of the image restored by AOS scheme and our scheme Next, we can figure out in figure 5 and table 1 the accelerated scheme remains revealing higher efficiency than the original scheme and becomes our preference selection. figure 5 is the CPU time results of example 1,which shows that two schemes is linear in time t . 
Here u denotes our reference solution and 0 u our original input value.
The other criteria is the so-called peak signal to noise ratios (PSNR).we have the following (typically, the frame-size of our image is 256 256 × ). One still comes across that the proposed schemes in the paper maintain the superior efficiency in arbitrary kind of images. 
C. Example 3: edge decoding
Example 2 is inclined to show off the effectiveness of the accelerated AOS schemes in edge detection. The detection technique we adopted here is so-called Canny detection. It is a proven standard Matlab built-in function. Figure 3 is the result output of the two schemes. It is not hard to tell (d) from (c) that more code of edges is remaining in (d), partly because of using smaller time step. And of course the blurring effect is reduced. %the estimation of u ue=u/k; % the yielded function function v=accAOS(a,b,c,N1) for xl=1:NL if (mod(n+l+1,2)==1) %get the iterative value of u which satisfied n+i+1 is odd v=u(xl,x2,…xl,…,xk)+detltat*(b*u(x1,x2,…,xl+1,…, xk)-2*a*u(x1,x2,...xl,…,xk)+c*(u(x1,x2,…xl-1,…, xk)); else v=u; end end for xl=1:NL if (mod(n+i+1,2)==0) %get the iterative value of u which satisfied n+i+1 is even v=(u(xl,x2,…xl,…, xk)+detltat*(b*(x1,x2,…,xl+1,…, xk)+c* u(x1,x2,…xl-1,…, xk))/(1+2*a); end end
