Abstract. We find a resonance free region polynomially close to the critical line on Conformally compact manifolds with polyhomogeneous metric.
The method we use is more or less standard, the main point is to carry out the parametrix taking into account the parameter α(y) that appears in the Laplace-Beltrami operator and which corresponds to the sectional curvatures at the boundary. The parametrix consists of an approximation near and away from the boundary. Near the boundary we use a CC metric with polyhomogeneus metric together with the uniform estimates on the resolvent up to the critical line ℜξ = n/2 given in Proposition 2.1, and then take a suitable polyhomogeneous metric. Away from the boundary we use the hyperbolic model, for which we prove the necessary energy estimates in Proposition 1.1.
Scattering theory on CC manifolds was first studied in this generality by Borthwick [Borth] . In [Mar09] the author proves inverse theorems on CC manifolds. In this setting we have from [Mar11] combined with Theorem 1.1 of [Borth] Let X be a compact C ∞ manifold with boundary ∂X which is equipped with a Riemannian metric g such that for any defining function "x" of ∂X x 2 g is a C ∞ non-degenerate Riemannian metric up to ∂X. It can be shown (c.f. [Grah1, Mar09] ) that there exists a diffeomorphism Ψ : V −→ [0, ǫ) × R n such than g satisfies
α 2 (y)x 2 + h(x, y, dy) x 2 , (1.1) for V a collar neighborhood of the boundary ∂X. Here h(x), x ∈ [0, ǫ), is a family of metrics on ∂X, and α ∈ C ∞ (∂X). To simplify notation we drop the pull-back coordinate function Ψ and call the compact manifold (X, g) with boundary ∂X and metric g a CC manifold. We let α 0 = min ∂X α and α 1 = max ∂X α. Without loss of generality we could assume that α 0 = 1, however we keep α 0 for clarity purposes. We assume that h(x), x ∈ [0, ǫ), is a family of metrics on ∂X which has a polyhomogeneous expansion near the boundary ∂X of the form
where U i ∈ N 0 and h ij are symmetric 2-tensors at ∂X.
We say that the metric g is non-trapping if every geodesic approaches the boundary ∂X. Under this assumption using Propositions 1.1 and 2.1 we prove in Section 4 our main theorem Theorem 1.2. Let (X, g) be a CC manifold with metric g as in (1.1), and x a boundary defining function. If g is non-trapping, there exists C 1 , C 2 > 0 such that the weighted resolvent x 1/2 R(ξ)x 1/2 extends analytically across {ξ ∈ C :
as a bounded operator in L 2 (X). 
and them take H 0 = α 2 h 0 . We are interested in the behavior of the resolvent near x = 0, thus we consider functions supported in (0, 1) x × M that could be written in local coordinates as
with a i,k (x, y) polyhomogneous in x.
Modulo the inclusions necessary to be in the right manifold, we construct a parametrix which satisfies
and by taking H 0 = α 2 h 0 we obtain
After obtaining such a parametrix the method of [Guil1] is applied using the stronger estimates of the following proposition we prove in section 3: Proposition 1.1. Let (X 0 , g 0 ) be as before, and x a boundary defining function. Then there exists C > 0 such that the weighted resolvent
and the extension satisfies
for p = 0, 1, 2, q = 0, 1, and ξ = n/2.
Throughout this note C is an arbitrary constant that can change every time it is written.
In the final section we include an application to the wave equation. To state the corollary let
Here D t = −α 0 ∂t i . Our result will only hold for high energies so we need to take v = χ(t)u and 0 < ǫ << 1 so that χ(t) is a smooth function so that
We prove the following corollary Corollary 1.1. Let u be a solution to (1.6) and let v be as above. Then
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Uniform estimates up to the critical line
In [CardVod] Cardoso-Vodev obtained uniform estimates for the resolvent of the Lapacian for a metric of the form (2.1)
where σ(r) is a one-parameter family of Riemannian metrics. The transformation x = e −r puts the AH metric (1.1) into the form of the metric studied in [CardVod] with σ(r) = e 2r h(e −r ). In that same spirit we consider the metric
where the metric σ no longer has a polyhomogeneous expansion, it is actually in the class studied in [CardVod] . Combining [Mar09] and [Mar11] we can prove that the resolvent R(ξ) is analytic for ℜξ > n/2. We denote by |σ| the determinant of σ. The corresponding Laplace-Beltrami operator is (2.3)
We follow the notation of [CardVod] and denote |σ| 1/2 by p, we also write α instead of α(y) keeping in mind that α is a function on the boundary. If we conjugate ∆ g by p 1/2 , we obtain
The method of [CardVod] under the following assumptions
gives the following:
Proposition 2.1. Let (X,g) be a conformally compact manifold with metric g as in (1.1), and x a boundary defining function. Then there exists c > 0 such that the weighted resolvent
2 (X) and the extension satisfies
for p = 0, 1, |ℑξ| ≥ 1, and 0 ≤ ℜξ − n/2 ≤ 1; where the Sobolev norm is with respect to the metric g. Moreover if g is non-trapping we have
for p = 0, 1, |ℑξ| ≥ 1, and 0 ≤ ℜξ − n/2 ≤ 1.
Proof. The technique is essentially found in [CardVod] however our case is a bit simpler in the sense that we are only concerned with what happens near the boundary ∂X of the CC manifold X which corresponds to the elliptic ends of the manifolds considered in [CardVod] , the manifolds they considered include also manifolds with cusp ends. Away from the boundary the operator ∆ g is elliptic and the result follows from the existing results for asymptotically hyperbolic manifolds (e.g. [CardVod, Guil1] ). We prove the theorem using the coordinates (r, y) with corresponding Laplace-Beltrami operator (2.10)
We denote by (2.11)
with Λ and q as before. We rename
The theorem follows from the following
Then for all γ such that 0 < γ << 1 there exist constants C 1 , C 2 , λ 0 > 0 independent of λ and ǫ, such that for λ ≥ λ 0 we have
Proof. Integration by part gives
Thus by Cauchy-Schwarz we have
) .
for all positive γ. Again taking imaginary parts since ǫ is small and α bounded we have
The previous two equations give (2.16)
for all γ > 0. Let
where ||u(r, ·)|| means the L 2 norm in the rest of the variables that do not include r. Taking the derivative with respect to r we have
Writing P u(r, ·),
, and using our assumptions (2.6), (2.7) and Cauchy-Schwarz we have
Integrating and using that L r ≥ 0 we get
) , and using (2.16) we obtain (2.20)
∞ a r −2s E(r)dr, thus integrating (2.21) from a to ∞ we get
. Since 1/2 < s ≤ 1/2 + δ 0 and α 0 ≤ α ≤ α 1 the terms with negative sign in left hand side of the previous equation can be absorbed by the terms in the right hand side to get
The proposition now follows from the previous inequality, (2.20) and (2.13).
The theorem follows from the previous proposition by noticing that
The theorem, with r 1+δ 2
instead of x, follows from the last inequality by factoring out λ −2 from P. Lastly, noticing that x 1/2 < | ln x| 1+δ 2 for x > 0 sufficiently small we obtain the theorem.
Model
Writing the Laplace-Beltrami operator ∆ g in local coordinates z = (x, y), logaritmic terms appear. It is a differential operator of order two in (x∂ x , x∂ y ) with polyhomogeneous coefficients. Hence we denote by pol Diff k 0 (X) the space of polyhomogeneous differential operators of order k that could be written in local coordinates as
The variable sectional curvature gives a resolvent which lives on spaces of polyhomogeneous operators A(X), however the definition of such spaces is well known and we do not discuss these spaces in more detail here since we are just going to look at the resolvent as a linear map. We refer the interested reader to [Borth, Mar09, Mar11] .
The argument of [FrHis] can be extended to show pol Diff
The part of the parametrix near the boundary will be given by (X 0 , g 0 ) we define next: let (M, H 0 ) be a compact Riemannian manifold then (X 0 , g 0 ) is the manifold (3.1)
Note that
The elements of pol Diff k 0 (X 0 ) with support in [0, 1] × M could be written in local coordinates as
with a i,k (x, y) polyhomogneous in x. Via the change of variables r = ln x, ∆ g0 is unitarily equivalent to
We now prove Proposition 1.1
Proof. We prove the proposition for p = 0, the other cases follow from pol Diff
. By the spectral theorem we can decompose
with {µ j } j∈N0 the eigenvalues of ∆ H0 associated to an orthonormal basis {ψ j } j∈N0 of L 2 (M ) eigenvectors and counted with multiplicities.
We have the decomposition
. We set k = ξ − n/2 to simplify notation.
It is well known that we can decompose the Green kernel
where H is the Heaviside function, and K −k , I k are given by
If |ℜ(k)| ≤ 1/4 and |ℑ(k)| ≥ 1, we have, for t > 0, that the proof of the first inequality of (3.6) is included in the appendix. For t ≤ 0 we have
and (3.8)
We suppose, without loss of generality, that ρ(e r ) = e r/2 χ(r) with χ a smooth function so that χ(r) = 1 for r ≤ −1 and χ(r) = 0 for r ≥ 1. Thus the last inequalities give (3.9)
|K −k (e r )ρ(e r−ln µj )| Thus we obtain
When µ j = 0, for ξ / ∈ C\0, the euclidean resolvent
Thus for ℜξ > n 2 − 1 4 , |ℑξ| ≥ 1, and p = 0 :
For (p, q) = (0, 0) the Lemma follows from (3.11) and (3.12), and the cases (p, q) = (1, 0) and (p, q) = (2, 0) follow from pol Diff
). The case q = 1 follows from the Cauchy formula.
Absence of resonances near critical line
In this section we prove Theorem 1.2.
Proof. We define the resolvent R 0 (ξ) := (P 0 − α 2 0 ξ(n − ξ)) −1 and let R(ξ) be the resolvent as defined before, which extends to the physical sheet {ℜ(ξ) > n/2}. We work in V be a collar neigborhood of ∂X in the conformally compact manifold (X, g) isometric to U := (0, δ) x × ∂X equipped with the metric (αx) −2 dx 2 + x −2 h(x), via the isometry i : V → U. We assume δ = 1 without loss of generality.
) be the bounded operators given by
where ι U is the inclusion U ֒→ X 0 , and 1 U is the characteristic function of U. Since the function α = α(y) satisfies 0 < α 0 < α < α 1 , i * g 0 and g are quasi-isometric. The pullback and push-forward of i map
) respectively as bounded operators. We also have I * := I V i * R U , and
We let for j = 1, ..., 4; ψ j (x) be defined by
We have I * I * ψ j = ψ j and I * I * i * ψ j = i * ψ j .
For the first step of the parametrix we note the there exist operators D R and D L in pol Diff 2 0 (X) such that
Notice that (4.1)
We assume we can write h(x, y, dy) ∼ h 0 (y, dy) + i∈N0
where D R and D L are not necessarily the same as before.
By (4.4) we can now apply the same parametrix as the one used in [Guil1] to prove the absence of resonances exponentially close to the critical line. For ℜ(ξ) > n/2 we have
We let χ 1 := 1 − i * ψ 1 , and χ 0 a smooth function with compact support on X which is equal to 1 on the support of χ 1 . We denote by D p (resp. D Let Ξ := ξ(n − ξ), and Ξ 0 := α 2 0 ξ 0 (n − ξ 0 ), for ξ 0 fixed such that ℜ(ξ 0 ) > n/2, we have (4.5)
Thus we obtain
From equations (4.5) and (4.8) we get
Substituting the first equation in (4.11) into the resolvent identity R(ξ) − R(z) = (Ξ − Z)R(ξ)R(z), we get x 1/2 R(ξ)x 1/2 (1 + K(ξ, z)) = K 1 (ξ, z), where
From (4.9) and (4.10) we have
Putting the last equation together with
we get (4.13)
The first line in (4.13) extends to {ℜ(ξ) > n/2 − 1/4} ∩ {|ℑ(ξ)| ≥ 1} and {ℜ(z) ≥ n/2} ∩ {|ℑ(z)| ≥ 1} as an operator with L 2 norm bounded by
The second line can be extended to {ℜ(ξ) > n/2 − 1/4} ∩ {|ℑ(ξ)| ≥ 1} and {ℜ(z) ≥ n/2} ∩ {|ℑ(z)| ≥ 1} as an operator with L 2 norm bounded by
Finally we analyze the third line, by Proposition 2.1 D 2 x 1/2 R(z)x 1/2 can be extended to {ℜ(z) ≥ n/2} ∩ {|ℑ(z)| ≥ 1} as an operator with L 2 norm bounded by C|z|. Using the trick of [Guil1] i.e. writing (4.14)
and using Proposition 1.1 for q = 1 we see that we can extend (4.14) to {ℜ(ξ) > n/2 − 1/4} ∩ {|ℑ(ξ)| ≥ 1} and {ℜ(z) ≥ n/2} ∩ {|ℑ(z)| ≥ 1} as an operator with L 2 norm bounded by C 1 |ξ| 2 . Combining the last two estimates we get that the third line of (4.13) can be extended to {ℜ(ξ) > n/2 − 1/4} ∩ {|ℑ(ξ)| ≥ 1} and {ℜ(z) ≥ n/2} ∩ {|ℑ(z)| ≥ 1} as an operator with L 2 norm bounded by C |z| |ξ| 2 .
These three bounds together give that K(ξ, z) is holomorphic in ξ for {ℜ(ξ) > n/2 − C(ℑ(ξ)) −1 } ∩ {|ℑ(ξ)| ≥ 1} and we can invert 1 + K(ξ, z) holomorphically. The term K 1 (ξ, z) can be handled using the estimates above.
Asymptotics of the wave equation
In this section we give a second application of the resolvent estimate given in Theorem (2.1) to the wave equation on a CC manifold. We prove Corollary 1.1.
Let (X, g) be a CC manifold and f 1 , f 2 ∈ C Here D t = −α 0 ∂t i . Our result will only hold for high energies so we need to take v = χ(t)u and 0 < ǫ << 1 so that χ(t) is a smooth function so that χ(t) = 0, t < ǫ, 1, t > 1. Now we can use Theorem (2.1), since (F v)(λ, z) = R(λ)(F F )(λ, z). Thus taking the inverse Fourier transform we have v(t, z) = e itλ R(λ, z, z ′ )F (λ, z ′ )dz ′ dλ.
The corollary now follows since we obtained polynomial bounds on the resolvent R(λ) and F is Schwartz. 
