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1 Introduction
In a number of studies the researchers estimate a model that is linear both in
parameters and in variables in order to capture the systematic dependencies.
The results can then be summarized by the parameter estimates each of them
having a nice interpretation of being an average effect. A drawback of this
linear regression model is that it can only detect linear dependencies. In some
special cases the dependence between the variables may truly be a linear one,
but in most of the cases it is unlikely to be and the linearity is then considered
as an approximation for the true dependence. This approximation typically
performs well with two points close to each other, but becomes worse as the
distance grows. This study introduces a method for finding the functional
form for the model to be estimated. It thus provides you a way to proceed in
the cases where the linear regression model does a bad job in approximating
the true dependence.
The method is composed of two steps. As the first step we follow the
footsteps of Hausman and Newey (1995), Schmalensee and Stoker (1999)
and Yatchew and No (2001) and estimate a partially parametric model. The
second step is concerned about transforming the dependence estimated in the
first step. As an application we study the relations between the consumption
expenditures and the age, that is the age profiles for consumption. There are
two specific research questions we are after. First we want to know the way
the consumption expenditures are distributed over the life-cycle. This can be
answered by using the results from the first step estimation. Second, we want
to know the ways the age profiles for consumption differ between different
generations. The answer for this is got from the second step estimation.
For the illustrative purposes we plot the (averages of the) logarithm of
consumption expenditures as a function of age for the big generation in
figure 1. Here we do not have observations for this generation as old. How-
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ever, with the method introduced we are able to estimate the regression curve
relating the age and the consumption expenditures for the whole life-cycle
of the generation. The capability for giving the prediction to the last part of
the regression curve arises from the information of the previous generation.
Figure 1: The averages of the observations of the big generation.
In many cases a researcher might have been estimating the parallel model
with respect to the generations. In these cases the regression curves for differ-
ent generations would just be vertical shifts from each others. One way to get
rid of this restriction would be by including the interaction terms between
ages and generations. In this study, we provide another way to get rid of
the restriction. This is applicable even when there are no interaction terms
available.
Section 2 illustrates the method by applying it for the Finnish Household
Survey data to study the age profiles for consumption. In section 3 we then
derive the method in the general. Section 4 provides discussion and section
5 concludes.
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2 Aging and Consumption in Finland
2.1 The Data
The data set includes five independent cross-sections of Finnish Household
Surveys1 in 1985, 1990, 1994-1996, 1998 and 2001. The numbers of observa-
tions for the survey years are 8200, 8258, 6743, 4359 and 5495 respectively
making the total number of observations 33055. The data resembles the Fam-
ily Expenditure Surveys, which are widely used in studies concerned with the
consumption.2 The studies typically employ these data from about 15 to 20
year time period as is the case also here. The Finnish Household Surveys
differ from the Family Expenditure Surveys in the sense that these do not
have data from every consecutive year.
The study uses the information on four variables in the data. Three of
these, the total consumption expenditures, age and year of birth (cohort),
are household specific variables and the fourth one we are using is the survey
year. The total consumption expenditures are given in terms of 2001 euro.3
The age of the household is taken to be the age of the household head and
the year of birth of the household is taken to be the one of the household
head. The combined data from 1994 to 1996 will be referred from now on as
the data from 1995.
1The more detailed information about the data can be found in Statistics Finland 2001
and 2004 (Tilastokeskus 2001 and 2004).
2For example Lewbel (1991), Ha¨rdle and Mammen (1993), Blundell et al. (1994), Kneip
(1994), Attanasio and Browning (1995), Banks et al. (1997), Banks et al. (1998), Deaton
(1998), Blundell and Duncan (1998), Blundell et al. (1998), Pendakur (1999), Blundell et
al. (2003), Stengos et al. (2006) and Blundell et al. (2007) have used these data in their
studies.
3The data in 1985, 1990, 1995 and 1998 the consumption expenditures are originally
in the former currency of Finland, mark. These are first turned into euro and then the
nominal values are transformed into real ones in 2001 by the Consumer Price Index.
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Figure 2: The averages for the logarithms of the consumption expenditures.
In figure 2, we plot the averages of the whole data for the Finnish House-
hold Surveys being used. Here we see that until age about 40 or 45 the con-
sumption expenditures of a household increase and after that they decrease.
The age profile for consumption has thus a hump or the inverted U shape.
This is also observed in Family Expenditure Surveys. According to Blundell
et al. (1994) the consumption initially rises and then falls after mid-forties,
which is similar to the case in the data of Finnish Household Surveys used
here. Attanasio and Browning (1995) find that the observed shape of the
age profile can be explained by the family composition and income over the
life-cycle.4 In figure 3 we plot the averages of the data for each of the survey
years. According to this, the age profiles seem to have the hump shape also
in every survey year. This shape of the profile seems to be changing slowly
in time and the changes might even be close to parallel shifts. In addition to
4In this paper we are not trying to find the reasoning behind, but stick in providing
good approximations for the age profiles for consumption.
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Figure 3: The averages for the logarithms of consumption expenditures for
the survey years.
the shape, we also observe the smoothness of the profiles. The small jumps
appear just because we have a sample.
We have two research questions to be studied in this paper. The first
one is about how the consumption expenditures are distributed over the life-
cycle. The second of these is concerned about how do the age profiles for
consumption differ between the consecutive generations. Especially we want
to know how do the consumption expenditures of the big generation differ
from the previous generation as old.5 For this purpose we define the three
5Some studies concerned with the different cohorts use the cohort averages. Here we
are not taking that route. Also many of the papers use the adult equivalent scales (see for
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Figure 4: The averages for boys, fathers and grandfathers.
example Lewbel (1989) and Banks (1994) for the underlying reasoning). We are neither
following those tracks.
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generations that we will call boys, fathers and grandfathers. The households
with year of birth from 1965 on are defined to belong to boys, the ones with
year of birth from 1945 to 1965 belong to fathers and the ones with year
of birth before 1945 belong to grandfathers. The numbers of observations
for boys, fathers and grandfathers in the data are 3375, 15646 and 14036
respectively. The averages for the generations are depicted in figure 4. Here
we see that we do not have observations for the whole life-cycle for any of
the generations, but we can observe only some part of the whole age profile
for consumption. Despite of that we still want to compare the whole age
profiles between the generations - the comparison is just being done with
this imperfect information.
2.2 Testing for the Linearity
In many cases when there is no a priori information about the functional form
for the model to be estimated, a researcher estimates a linear regression model
and hopes that it provides a good approximation for the true underlying
dependence. Let us first check how likely is it that the data would appear
from the process that is linear. The tests for the linearity of the regression
curve can be done with the specification test6 with the test statistics
V =
√
n(s2res − s2diff )
s2diff
, (1)
where7
s2res =
1
n
n∑
i=1
(ln ci − αˆ− βˆagei)2 and
6There exists a vast literature on specification testing. Ellison and Ellison (2000) pro-
vides a nice summarization and a large number of references on the issue until that time.
7Here the observations are ordered by variable age in a way that age1 ≤ age2 ≤ . . . ≤
agen.
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s2diff =
1
2n
n∑
i=2
(ln ci − ln ci−1)2. (2)
By the test statistics we compare the residual variance from the linear re-
gression model to the one from the smooth underlying function for the de-
pendence.8 In addition to the smoothness of the dependence we only need
ages to be dense in the domain to be able to perform the test. Under the
null hypothesis of the linear model being the correct one the test statistics
has asymptotically standard normal distribution, i.e. V
as∼ N(0, 1). Under the
alternative hypothesis s2res will overestimate the residual variance and thus
the large positive values of the test statistics are the ones that reject the null
hypothesis, i.e. we have a one-sided test.
First we test the null hypothesis of linearity for the relation depicted in
figure 2, that is for the whole data. The test statistics gets a value 56.7573 and
thus we reject the null hypothesis of the functional form being linear. Testing
the null hypothesis of linearity for each of the survey years, the dependencies
depicted in figure 3, gives us V-statistics 27.5386, 25.1543, 23.9473, 15.8628
and 25.2315 respectively. Thus, the null hypothesis about the linearity at
every point in time is rejected. Third we test the linearity of the dependence
for our three generations depicted in figure 4 and here we get the V-statistics
3.9970, 6.4562, 7.8823 respectively. So the null hypothesis about the linearity
is rejected for each of the generations even now when we do not have obser-
vations over the whole life-cycle, but only from some part of that for each
generation. Because the linearity does not seem to be the case in some part
of the life-cycle, it is unlikely that this would hold for the whole life-cycle. As
the linearity is highly rejected it is not wise to estimate the linear regression
model. How to proceed then?
8By the smoothness we mean here that the first derivative is bounded.
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2.3 Step I: The Estimation of the Partially Parametric
Model
As the linearity of the age profile is rejected we follow the ideas similar to
Hausman and Newey (1995), Schmalensee and Stoker (1999) and Yatchew
and No (2001) and estimate the partially parametric model. The specification
we are using is
ln ci = f(agei) + γyeari + ²i, (3)
where ln ci refers to the logarithm of the total consumption expenditures,
agei to the age, yeari to the survey year and ²i to the error term of the
household i and f is some smooth function. The data {(ln ci, agei, yeari)}
are first reordered in an increasing order, that is age1 ≤ age2, . . . , age33055.
Then we take the difference to get9
ln ci − ln ci−1 ≈ γ1985(δyeari,1985 − δyeari−1,1985) +
+ γ1990(δyeari,1990 − δyeari−1,1990) +
+ γ1995(δyeari,1995 − δyeari−1,1995) +
+ γ1998(δyeari,1998 − δyeari−1,1998) +
+ γ2001(δyeari,2001 − δyeari−1,2001) + ²i − ²i−1. (4)
The estimation of this gives us parameter estimates γˆ1985 = −0.28556, γˆ1990 =
−0.13869, γˆ1995 = −0.00816, γˆ1998 = −0.00246 and γˆ2001 = −0.00001.
From now on we treat the γyear’s as if they were known
10 and turn to the
estimation of a pure nonparametric model
ln ci − γˆyeari = f(agei) + ²i. (5)
9Here we use the approximation f(agei) − f(agei+1) ≈ 0. In the cases when agei =
agei+1 this approximation becomes exact, that is f(agei)− f(agei+1) = 0. This happens
in all but 81(/33055) cases.
10To be the ones we estimated them to be.
2 AGING AND CONSUMPTION IN FINLAND 10
Our task is to find a good approximation for the smooth function f . The esti-
mation of f is performed with multiple nonparametric regression techniques
combined with multiple choices of the weight functions. This is to guarantee
the robustness of our results. The estimations include spline, kernel and loess
estimations.11 The weights employed obey normal, triangular, quadratic and
tri-cube distributions. The most crucial choice regarding the performance of
the regression curve is the choice of smoothing parameter that tells about
how much the dependence is smoothed. If the dependence is smoothed too
much the important features of the dependence are eliminated whereas with
too little smoothing the data are followed too closely and the predictions for
the new data are not that good. A common feature for all the techniques
being employed is that the value for the smoothing parameter is chosen by
the cross-validation.
16 different estimations for f are performed.12 The results are depicted
one by one in figures 6 and 7 and all of these are pooled in figure 5. From this
pooled figure we see that all the regression curves give us very similar results
from age about 25 to age about 80 and the differences arise only at the ends
of the regression curves, where we do not have as much observations as in the
middle. The results from the spline estimation are depicted in the graph in
the upper left corner of figure 6. Here we see that it performs like most of the
regression curves. The results from the kernel estimations are depicted in the
three bottom graphs on the left hand side of the figure 6. From the graphs we
see that these regression curves start to wiggle at the right end. This kind of
11We also performed the estimation of f by using the local polynomial fitting with 12
different specifications. The results from these are given in appendix A. These give the
same qualitative results than the spline, kernel and loess estimations. The same holds also
for the 8 parametric specifications employed. These results are given for a request. The
reasoning behind the performed nonparametric regressions are given in appendix B.
12One estimation of the regression curve is performed by the spline estimator, three with
the kernel estimators and 12 with the loess estimators.
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Figure 5: The result from the spline, kernel and loess estimations for f in
equation 5.
behavior is not typical for our profiles and arises due to the estimator, not due
to the true profile being like that. There exists adjusting kernel estimators
that can get rid of this wiggling. We are not going to use them here, but take
the behavior of the estimator to be a confirmation about the already known
property appearing from time to time in the kernel estimation. The results
from the loess estimations using zeroth order local polynomial are depicted
on the right hand side in figure 6. The first of these deviates from all the
other estimates by having much higher tails and the three other by giving
us bumpy estimates for f . In figure 7 we plot the regression curves from the
rest of the loess estimations. The graphs on the left hand side use the first
order polynomial and the ones on the right hand side use the second order
polynomials. Except the graph in the upper right corner all the regression
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Figure 6: Estimates for f in equation 5. The graph in the upper left corner
results from the spline estimation. The last three graphs on the left hand
side are from the kernel estimations with normal, triangular and quadratic
weights being employed. The right hand side graphs use the loess estimation.
Here the means are used and the weights employed are normal, triangular,
quadratic and tri-cube respectively.
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Figure 7: Estimates for f in equation 5. The left hand side graphs use loess
estimation with linear dependencies and the ones on the right hand side use
the quadratic dependencies. The weights follow normal, triangular, quadratic
and tri-cube distributions respectively.
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curves here share the typical features with the other regression curves. The
deviating one has the right tail lower than that of the other regression curves.
There are (at least) seven regression curves that share almost identical
behavior. These arise from the spline estimation and the loess estimations
using the first and the second order polynomials with weights being trian-
gular, quadratic and tri-cube. These are depicted in figure 8. Each of these
provides a close approximation for the true underlying age profile for con-
sumption, but we will from now on concentrate on the one arising from the
loess estimation using first order polynomials with the quadratic weights.
Figure 8: The result from the spline and 6 loess estimations for f in equation
5.
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2.4 Step II: The Estimation of the Age Profiles for
Consumption for Different Generations
So far we have performed some familiar semiparametric estimations. Now in
the second step we deviate from these by giving the regression curve a freedom
to be transformed. How the transformation is done is described below.
The regression curves above seem to perform reasonably well in their
task of describing the age profiles for consumption. Despite of that there is
still an obvious restriction in these. They give the same predictions for every
generation. In order to get the individual profiles for each of the generations
we allow the general profile appearing from the first step, to transform. As
this can be performed in (infinitely) many ways the next question arising
is about how do we allow this to happen. What we argued already in the
beginning of the study was that the age profiles seem to share the similar
looks at every observed time period. Especially, the maximum of the profile
stays at the same place at about age 40 or 45.13 The linear transformation
that only scales14 and vertically shifts the general profile has the property of
keeping the maximum at the same age.15 For this reason we perform in the
second step the estimation of the regression model
yi = fgeni(xi) + νi = ψgeni + φgeni fˆ(agei) + βyeari + νi (6)
where fˆ(agei) are the predicted values from the first step and ψgen’s, φgen’s
and βyear’s are the parameters to be estimated. The parameter estimates are
given in table 1. Here we see that both φˆfath < φˆboys and φˆfath < φˆgrand and
13The maximum is achieved in the first step at the age of 42.
14By scaling we just mean multiplying by some number.
15There already are models that use the idea of preserving some similarity like in Ha¨rdle
and Marron (1990), Pinkse and Robinson (1995), Pendakur (1999) and Lewbel (2008).
There the differences are allowed to be composed of two shifts only - a vertical and a
horizontal one (see figure 1 in page 6 in Pendakur for illustration).
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ψˆboys ψˆfath ψˆgrand φˆboys φˆfath φˆgrand
−0.1656 0.5831 0 1.0168 0.9441 1.0004
βˆ1985 βˆ1990 βˆ1995 βˆ1998 βˆ2001
−0.0377 0.0080 −0.0385 −0.0054 0.0727
Table 1: The results from the second step estimation.
thus the fathers have the most gentle age profile for consumption of the three
generations. Combining the general profile and the parameter estimates from
the second stage regression allows us to construct the age profiles for each of
the generations for each of the survey years. In figure 9 we plot the ones for
the survey year 2001. Here the profiles for boys and grandfathers are close
to indistinguishable from each others whereas the one for fathers has higher
tails. Visually you can observe the difference between the age profiles for the
Figure 9: The 2001 age profiles for boys, fathers and grandfathers.
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fathers and the grandfathers from the figure. The next question is whether
this observed difference is statistically significant. The answer is yes. We test
the similarity between φfath and φgrand and reject the null.
16 Obviously for
each of the generations there are ages that cannot be realized in 2001. Thus
the age profiles for consumption for those ages for different generations can
answer to counterfactual question about how would these consume if they
had that age. This property allows us to compare the different generations.
In order to get the idea of how does the difference between fathers and
grandfathers show up in euro17 we plot the difference in figure 10.
Figure 10: The difference between the age profiles for fathers and grandfa-
thers.
16The standard errors for φˆfath and φˆgrand are 0.0322 and 0.01278 respectively. The
t-statistics for testing the H0 : φfath = φgrand gives us 2.253 and thus the null hypothesis
about the similarity is rejected at the 5% risk level.
17These are given in 2001 euro.
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3 The Method
Above we illustrated the method for finding the functional form for the model
to be estimated by applying it to the data of Finnish Household Surveys. In
this section we introduce this method in general. Suppose we are interested
in how an independent variable x and a dependent variable y are related. We
allow this dependence to differ between G groups, g = 1, . . . , G. In this case
the population regression equation reads as
yi = fg(xi) + ²i i = 1, . . . , n, g = 1, . . . , G (7)
and our interest is in estimating the functions f1, . . . , fG.
3.1 General Profile
There are (too) many ways that the relations, denoted by fg, may differ
across groups (to say something in general). For this reason we concentrate
on a particular types of differences. Suppose we can find a variable m18 that
divides the population into M different groups with the property that the
relation between x and y may be written as a partially parametric model
yi = f(xi) + γmi + ²i. (8)
Here f is a function which does not depend on m, γm’s are the parameters to
be estimated and ²i is the error term. The variablem classifies the population
into M categories and the dependence between x and y differs across two
groups only by a vertical shift. If f is a smooth function and xi’s are dense
in the domain then we can use an approximation to get the estimates for
γ1, . . . , γM . Let us first rearrange the data {yi, xi,mi} in a way that x1 ≤
x2 ≤ . . . ≤ xn. Then writing
yi − yi−1 = f(xi)− f(xi−1) + γ1(δmi,1 − δmi−1,1) +
18This gives another partition than the variable g.
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+ . . .+ γM(δmi,M − δmi−1,M) + ²i − ²i−1 ≈
≈ γ1(δmi,1 − δmi−1,1) + . . .+ γM(δmi,M − δmi−1,M) +
+ ²i − ²i−1, (9)
where δ’s are dummy variables (δj,k = 1 when j = k and 0 otherwise).
Estimating this gives us parameter estimates γˆ1, . . . , γˆM . Let us then proceed
as if the population parameters γ1, . . . , γM were known (to be γˆ1, . . . , γˆM).
By subtraction we get from 8 that
y˜i = yi − γˆm = f(xi) + ²i, (10)
which is a pure nonparametric model and our task is to find an approximation
for the function f . The estimation of f can be performed with standard
nonparametric techniques including spline, kernel, loess and local polynomial
estimation and we will call the estimate for f , fˆ , the general profile. The
estimation of this general profile ends the estimation of the first step.
3.2 Profiles for Different Subgroups
Our focus is on finding good approximations for the functions fg, g =
1, . . . , G in equation 7. To do that we use the information from the first
step estimation. We allow the functions fg to be transformations from the
estimated general profile fˆ , that is
yi = fg(xi) + νi = hg(fˆ(xi)) + βmi + νi. (11)
Again there are (infinite) number of possible functional forms for hg and here
we focus on the linear ones. This means that we have
yi = fg(xi) + νi = ψgi + φgi fˆ(xi) + βmi + νi (12)
and our task here in the second step is just to get the parameter estimates for
ψ1, . . . , ψG, φ1, . . . , φG and β1, . . . , βM . The nice property of these particular
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types of transformations is that both the maxima and the minima for the
fˆg are reached at the same xi’s, where fˆ reaches its maxima and minima.
This is because the general profile is in addition to shifts by ψˆg and βˆm just
multiplied by a scalar φˆg.
4 Discussion
This section gives short discussions about the method, the information used
and the robustness of the results.
4.1 Discussion about the Method
The method is implemented in two steps, where the first one covers the esti-
mation of a partially parametric model. Here we first estimate the parametric
part in order to reduce the estimation into the estimation of the pure non-
parametric model. For the nonparametric estimation we can then use the
standard techniques like spline, kernel, loess or local polynomial estimation.
The parametric part of the partially parametric model includes only dummy
variables for different groups m. Thus, the performance of this model is sub-
jected to finding a variable that divides the population into (M) groups such
that the dependencies between xi and yi in these are (as) close (as possible)
to vertical shifts. From the first step estimation we get the general profile fˆ
and by using this we can give estimate for yi, given xi and γˆmi
yˆi = fˆ(xi) + γˆmi . (13)
The restriction that we have in this model is that fˆ is common for everyone.
This means that if the predicted value for yi is larger for the group 1 than
for 2 for some x′, then this is also the case for every other x′′.19
19I.e. the order of the predictions between different subgroups stays the same indepen-
dently of the value of x.
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The second step is concerned with transforming the dependence resulting
from the first step estimation. The transformation is done by estimating the
linear regression model, where the dependent variable yi is regressed on the
predicted values form the first step estimation, fˆ(xi).
20 The functional form
for the second step estimation is thus carried by the general profile. As long
as the group specific profiles fg are close to being just scaled and shifted
general profiles f , the second step gives us good approximations for each of
the groups we are interested in. The profiles fˆg do not have the restriction
appearing in the first step estimation.21 Now, if the predicted value for yi is
larger for group 1 than for group 2 with some x′, this does not guarantee, that
it would be the case with every other x′′, i.e. we do not have a parallel model
anymore. Despite of the differences in the degree of restrictions between the
general profile and the group specific profiles, these both share a nice property
of being able to give reasonable approximations for the places we do not have
observations on.
4.2 Discussion about Using Only Four Variables
In this study we use the information of four variables only. These are the
survey year, the total consumption expenditures of a household in a year,
the age and the year of birth of the household head. Someone might even ask
whether we can perform a reliable study with so few variables. The answer
for this potential question is obviously yes. The reasoning is given below.
The researchers have an obvious reason for being afraid of omitting the
variables from their regression models - the omitted variable bias. If the
problem is met the reliability of the parameter estimates is straightforwardly
20The chosen type of transformation retains all the extreme values of fˆg to be at the
same xi that the ones of fˆ .
21If the parallel model truly is the case then also fg’s share this property, but it is not
enforced to hold in general.
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subjected to this. The estimator is then not consistent in general and thus
fails in its only task of giving good estimates for the true parameter value.
The occurrence of the omitted variables takes us away from the safe and
easy road of leaning on the laws and theorems based on the asymptotical
properties - now even the large sample size is not going to help us, but the
problem remains.
Luckily, the omitted variable bias is a problem only when we are interested
in the parameter values. Here we are not interested in these, but in providing
an approximation for the relation between the age and the consumption
expenditures. In the first step we want to find an approximation for the
general profile. This is done by the nonparametric estimation techniques like
spline, kernel and loess estimation. These give under certain conditions the
consistent estimators for this general profile f even if we have some variables
omitted. The second question is about whether there are differences in the
age profiles for consumption between the generations. The performance of the
estimator arising from the second step estimation is again independent of the
omitted variables and is just related to whether the generation specific profiles
are close to being just scaled and shifted general profiles. Thus neither of the
steps suffers from the possibly omitted variables. Including more variables
into the model might even do harm when answering to the relation between
the age and the consumption.
4.3 Discussion about the Robustness of the Results
How would a researcher report the results from a study if one was able to
choose any way? The optimal way would probably be such that the results
hold independently of the method and model used. This is obviously some-
thing we cannot achieve, because there are already infinite number of slightly
different functional forms and all of these cannot be used even in a single
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study. Despite of this incapability we can still try to get closer to the optimal
way. This study takes steps towards that direction by performing a battery of
estimations that all give the same qualitative results thus making the results
extremely robust. First, multiple estimation techniques - spline, kernel, loess
and local polynomial estimation - have been employed.22 Second, these are
combined with multiple choices of weight functions. Third, multiple different
definitions for the generations have been performed. In table 1 we give the re-
sults from the second step estimation. Here the generations are defined such
that boys are born after 1965, fathers from 1945 to 1965 and grandfathers
before 1945. The estimations have also been performed with the correspond-
ing pairs of years of birth (1940, 1960), (1941, 1961) . . . , (1950, 1970) and the
results for the scaling parameters are given in table 2 in appendix C. Each
of these estimations suggests that the fathers have more gentle age profile
for consumption than grandfathers. As this study has taken a lot care of the
robustness of the results we believe that it is highly unlikely that the results
would appear again and again if they were driven by the choice of the model,
by the choice of the weights or by the definition of the generation.
5 Conclusions
The paper gives an empirical study employing the Finnish Household Sur-
vey data. Two research questions have been studied. First we model the
relation between the age and the consumption expenditures to describe the
way the consumption is distributed over the life-cycle. Second, we focus on
the question of how the age profiles differ between the different generations.
Answering this question gives us also an answer to the most interesting ques-
22In addition to these nonparametric estimations also multiple parametric estimations
have been performed and again these all give the same qualitative results. These results
are available when requested.
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tion about how the big generation is going to consume when they are old in
comparison with the previous generation when they were old.
On technical point of view there are some special things that have to be
taken care of when choosing the method being employed. If we approached
our main question purely by the dummy-variables for ages, years of birth
and survey years, we would restrict ourselves into a parallel model. The null
hypothesis about the parallel model with respect to generations is rejected
and thus the estimation of this parallel model would not be the right thing to
do. With cross-terms for ages and years of births we would be able to get rid
of this restriction. Now we do not have all the combinations of ages and years
of births and thus this approach is frustrated. Another thing we have to be
able to handle is that a person born at a particular year can be observed at
a certain age only at a particular year. Thus we have to cope with the effect
of the ’state of the world’ for every year. We follow the footsteps of Ehrlich
and Becker (1972) as they emphasize that the state of the world should be
separated clearly from the tastes. This is handled here by letting the survey
year to carry the information about the state of the world and the year of
birth carries the information about the tastes (for the consumption).
The paper provides a method that is implemented in two steps. In first
of these we estimate the partially parametric model. The results of this esti-
mation tell that the consumption increases as a function of age until about
40 or 45 and decreases after that. The second step is concerned about trans-
forming the dependence got from the first step. After this transformation we
have the own age profiles for consumption for each of the generations. The
results from the second step estimation indicate that the big generation will
probably consume more as old than the previous generation at the same age
even if there was no economic growth.
The contributions of this paper to the economic literature are two-folded.
First, we provide a technique23 whereby we can give reasonable approxima-
tions for the population that we do not observe completely - like the one
depicted in figure 1. Second, we provide our piece of information about the
big generation.
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Appendix A
In figure 11 we give the results from the regression curves arising from the
local polynomial fitting with the zeroth order polynomials. These share the
wiggling with the regression curves from the kernel estimation. The similar
feature is also observed with the first order polynomials on the left hand
side of the figure 12, but here the effect is milder. On the right hand side of
this figure we have the results from the estimations with the second degree
polynomials. Here all but the third one share the typical features of the other
regression curves.
Figure 11: Estimates form local polynomial regressions with the zeroth degree
polynomials for f in equation 5. The upper left graph uses normal, the upper
right triangular, the lower left quadratic and the lower right tri-cube weight
function.
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Figure 12: Estimates from local polynomial regressions for f in equation 5.
The left hand graphs use the first order polynomials and the ones on the
right hand side use the second order polynomials. The weights employed are
normal, triangular, quadratic and tri-cube respectively.
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Appendix B
Here we provide a short review on the reasoning behind the spline, kernel
and loess estimations performed in the first step.
Nonparametric estimation techniques have been in economic researchers
toolbox for a long time - the kernel and the spline estimation techniques are
introduced already in the 1960s24 and the loess estimation technique in the
1970s25. These techniques have been employed mostly in the estimation of
the Engel curves,26 but otherwise these are, for some reason, not being used
that much.27 The demand for the techniques arose in the context of Engel
curves as the parametric models were observed to be insufficient to describe
the curves despite the multiplicity of the different specifications.
In the spline estimation we want to find f minimizing
1
n
n∑
i=1
(yi − f(xi))2 + η(f ′′)2. (14)
Here the the first term tells us about the accuracy the regression curve de-
scribes the data and the second term is about the curvature of the function
f . The trade-off between them is defined by the parameter η. Finding the
solution for the above is equivalent to finding f to minimize
1
n
n∑
i=1
(yi − f(xi))2 s.t. (f ′′)2 ≤ L. (15)
24Nadaraya (1964), Watson (1964), Schoenberg (1964), Reinsch (1967).
25Proposed in Cleveland (1979) and extended in Cleveland and Devlin (1988).
26The estimation of the Engel curves was first proposed by Engel (1857) and (1895).
After that Working (1943), Leser (1963), Deaton and Muellbauer (1980), Jorgenson et al.
(1982), Bierens and Pott-Buter (1990), Lewbel (1991), Ha¨rdle and Mammen (1993), Kneip
(1994), Hausman et al. (1995), Pinkse and Robinson (1995), Banks et al. (1997), Blundell
and Duncan (1998), Blundell et al. (1998), Pendakur (1999), Blundell et al. (2003), Stengos
(2006), Wilke (2006) and Blundell et al. (2007) have studied these curves that describe
the fractions being consumed to a subcategory.
27This is the reason for providing this review.
32
Now the trade-off is described by L that is chosen by the cross-validation28.
Here L is chosen to be the one that minimizes the cross-validation function
CV (L) =
1
n
n∑
i=1
(yi − fˆ−i(xi))2, (16)
where fˆ−i arises as a solution from minimization of
1
n
n∑
j 6=i
(yj − f(xj))2 s.t. (f ′′)2 ≤ L. (17)
Here as L gets bigger the function f is allowed to have more curvature but
as a trade-off it has to give better predictions. The results from the spline
estimation are depicted in the graph in the upper left corner of figure 6.
Like the spline estimation also the kernel estimation is concerned in find-
ing an approximation for the function f describing the systematic dependence
between some variables. The value for this at x0 is defined to be a weighted
sum of the original values neighboring the point x0 that is
fˆ(x0) =
n∑
i=1
wi(x0)yi, (18)
where the weights wi(x0) take the form
wi(x0) =
1
λn
K(xi−x0
λ
)
1
λn
∑n
i=1K(
xi−x0
λ
)
(19)
The shape of the weight function is driven by the choice of the density func-
tion that is here referred as the kernel, K. The kernels being employed are
normal, triangular and quadratic ones. The weights for the observation at x,
that belong to the neighborhood of x0 (N(x0)), are thus
29
1√
2pi
exp(−1
2
(x− x0)2), x ∈ N(x0) and 0 elsewhere,
a(1− |x− x0|), x ∈ N(x0) and 0 elsewhere and
a(1− (x− x0)2), x ∈ N(x0) and 0 elsewhere
28This was first proposed for the spline estimation by Wahba and Wold (1975).
29a is to make sure that we have a density function, i.e. the integral over the domain
gives the unity. The value for this is dependent on the choice of the bandwidth.
33
respectively. In addition to the kernel one has to choose the bandwidth λ
that tells about the size of neighborhood being encountered at each point.
This choice is made by the cross-validation30, where we choose λ to minimize
the cross-validation function
CV (λ) =
1
n
n∑
i=1
(yi − fˆ−i(xi;λ))2. (20)
This way we want λ to be chosen such that we get the best possible predic-
tions at x0 when these are given according to the information of the neighbor-
hood only. The results from the kernel estimations are depicted in the three
bottom graphs on the left hand side of the figure 6. From top to bottom the
weights employed obey normal, triangular and quadratic distributions.
The third nonparametric technique31 being employed is the loess esti-
mation. In the estimation we use three different types of local polynomials,
zeroth, first and second order. The three estimates for the value of the func-
tion f at x0 are
fˆ(x0) = aˆ(x0),
fˆ(x0) = aˆ(x0) + bˆ(x0)x0 and
fˆ(x0) = aˆ(x0) + bˆ(x0)x0 + cˆ(x0)x
2
0 (21)
respectively. The estimates for a, b and c for the third case come as a solution
for
mina,b,c
∑
xi∈N(x0)
(yi − a(x0)− b(x0)xi − c(x0)x2i )2wi(x0), (22)
where N(x0) denotes the neighborhood of point x0 and wi stands for the
weights. The size of the neighborhood is chosen by the cross-validation that
30This was first proposed for the kernel estimation by Clark (1975).
31The nonparametric estimation has also been performed with the fourth technique, the
local polynomial estimation. The reasoning of the method can be found in Fan and Gijbels
(1992) and the results from the estimations are given in appendix A.
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minimizes the out-of-sample prediction error. Four weight functions are em-
ployed: normal, triangular, quadratic and tri-cube.32 The estimations using
zeroth order local polynomial are depicted on the right hand side in figure
6 and in figure 7 we plot the regression curves from the rest of the loess
estimations. The graphs on the left hand side use the first order polynomial
and the ones on the right hand side use the second order polynomials.
Appendix C
Here we provide the values for the scaling parameters in the second step
estimation with different definitions for the generations. In the first row in
table 2 we have defined the generations such that the boys are the ones
that are born after 1960 and fathers are born between 1940 and 1960 and
grandfathers are born before 1940. The other definitions for the generations
are denoted analogously with this one. What is observed in the table is that
with all the used definitions for the generation, the fathers have more gentle
age profile for consumption than the one for grandfathers - that is the result
we had already with our original definition. The other thing we observe is
that the value for the scaling parameter starts to change for boys as we have
fewer and fewer boys. For that reason the estimation results for the boys
become a bit less robust. This is also seen in the standard errors for the
coefficients for boys as these more than doubled from the definition using
1960 compared to the one with 1970. The accuracy of the estimates work
other way around for fathers and grandfathers even if the standard errors
are not reduced into half between the extremes. This makes the results for
fathers and grandfathers to stay very robust even if we change a definition
for the generation a bit.
32The density function for tri-cube distribution is a(1− |x− x0|3)3 in the neighborhood
of x0 and zero elsewhere. Here the choice of a depends on the choice of the smoothing
parameter and the purpose of this is to guarantee that we have a density function.
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φˆboys φˆfath φˆgrand φˆboys φˆfath φˆgrand
(1940, 1960) 1.019 0.937 0.994 (1946, 1966) 1.024 0.937 0.998
φˆboys φˆfath φˆgrand φˆboys φˆfath φˆgrand
(1941, 1961) 1.016 0.937 0.992 (1947, 1967) 1.021 0.955 0.994
φˆboys φˆfath φˆgrand φˆboys φˆfath φˆgrand
(1942, 1962) 1.008 0.916 0.996 (1948, 1968) 0.993 0.964 0.994
φˆboys φˆfath φˆgrand φˆboys φˆfath φˆgrand
(1943, 1963) 1.018 0.930 0.997 (1949, 1969) 0.950 0.981 0.996
φˆboys φˆfath φˆgrand φˆboys φˆfath φˆgrand
(1944, 1964) 1.021 0.944 1.000 (1950, 1970) 0.934 0.982 0.999
φˆboys φˆfath φˆgrand
(1945, 1965) 1.017 0.944 1.000
Table 2: The results from the second step estimation with different definitions
for the generations.
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