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THE ASYMPTOTIC k-SAT THRESHOLD
AMIN COJA-OGHLAN AND KONSTANTINOS PANAGIOTOU
ABSTRACT. Since the early 2000s physicists have developed an ingenious but non-rigorous formalism called the cavity
method to put forward precise conjectures on phase transitions in random problems [M. Me´zard, G. Parisi, R. Zecchina:
Analytic and algorithmic solution of random satisfiability problems. Science 297 (2002) 812–815]. The cavity method
predicts that the satisfiability threshold in the random k-SAT problem is rk−SAT = 2
k ln 2 − 1
2
(1 + ln 2) + εk , with
limk→∞ εk = 0 [S. Mertens, M. Me´zard, R. Zecchina: Threshold values of random K-SAT from the cavity method.
Random Struct. Alg. 28 (2006) 340–373]. This paper contains a proof of the conjecture. MSC: 60C05, 05C80.
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1. INTRODUCTION
For integers k ≥ 3, N,M > 0 choose a Boolean formulaΦ = Φk(N,M) = Φ1 ∧ · · · ∧ΦM in conjunctive normal
form with clauses Φi = Φi1 ∨ · · · ∨ Φik, Φij ∈ {x1,¬x1, . . . , xN ,¬xN} uniformly at random out of all (2N)kM
possible such formulas. Since the early 1990s experimental work has supported the hypothesis that for any k ≥ 3
there is a sharp threshold for satisfiability [8, 31]. That is, there exists a number rk−SAT > 0 such that as the formula
density M/N passes rk−SAT, the probability of that the random formula Φ is satisfiable drops from asymptotically
1 to asymptotically 0 as N → ∞. An impressive bulk of theoretical work has since been devoted to establishing the
existence and location of this threshold rk−SAT as well as the existence of similar “satisfiability thresholds” in other
random constraint satisfaction problems (see, e.g., [3] and the references therein). In fact, pinning the satisfiability
threshold rk−SAT has become one of the best-known benchmark problems in probabilistic combinatorics.
From its early days the random k-SAT problem has drawn the attention of statistical physicists. Through the
physics lens, random k-SAT is an example of a “disordered system”. Over the past decades, physicists have developed
a systematic albeit non-rigorous approach to this type of problem called the cavity method [37]. More specifically, the
so-called 1-step replica symmetry breaking (“1RSB”) instalment of the cavity method, which is centered around the
Survey Propagationmessage passing procedure [38], predicts that [36]
rk−SAT = 2
k ln 2− 1 + ln 2
2
+ ok(1). (1.1)
From the viewpoint of the cavity method as well as from a rigorous perspective, random k-SAT is by far the
most challenging problem among the standard examples of random CSPs. The reason is that there is a fundamental
asymmetry between the role that the Boolean values ‘true’ and ‘false’ play. More specifically, consider the thought
experiment of first generating a random formula Φ and then sampling a random satisfying assignment σ of Φ. Then
the local “shape” of Φ provides significant clues as to the probability that a given variable x takes the value ‘true’
under the random assignment σ. For instance, if x appears many more times positively than negatively in Φ, then
we should expect that the probability that x takes the value ‘true’ under σ is greater than 1/2. This is in contrast
to, e.g., the graph coloring problem, where all the colors have the same “meaning”. In fact, the probability that a
given vertex takes a particular color in a random coloring is just uniform, simply because we can permute the color
classes. Similarly, the k-NAESAT (“Not-All-Equal-Satisfiability”) problem, which asks for a satisfying assignment
whose inverse assignment is also satisfying, is perfectly symmetric by its very definition.1
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The inherent asymmetry is the reason why the gap between best previous upper and lower bounds on the k-SAT
threshold is significantly larger than in other well-studied random problems. To elaborate, let us say that the random
formulaΦ enjoys a property E with high probability (w.h.p.) if limN→∞ P [Φ ∈ E ] = 1. Friedgut [25] established the
existence of sharp threshold sequence rk−SAT(N) for any k ≥ 3. That is, for any fixed ε > 0, Φ = Φk(N,M) is
satisfiable w.h.p. ifM/N < (1− ε)rk−SAT(N) and unsatisfiable w.h.p. ifM/N > (1 + ε)rk−SAT(N). With respect
to the location of rk−SAT(N), a “first moment” argument [32] shows that
lim sup
N→∞
rk−SAT(N) ≤ 2k ln 2− 1 + ln 2
2
+ ok(1). (1.2)
This upper bound coincides with the prediction (1.1). Furthermore, Achlioptas and Peres [4] used the “second moment
method” to prove that
lim inf
N→∞
rk−SAT(N) ≥ 2k ln 2− k ln 2
2
−
(
1 +
ln 2
2
)
− ok(1). (1.3)
Thus, the upper bound (1.2) and the lower bound (1.3) differ by k ln 22 +
1
2 + ok(1), a gap that diverges as a function
of k. By comparison, in the (symmetric) random graph k-coloring problem, the gap between the best lower and upper
bounds is about 2 ln 2−1 ≈ 0.39, i.e., a small absolute constant [17]. Moreover, in random k-NAESAT the best upper
and lower bounds differ by a mere εk = 2
−(1+ok(1))k, a term that decays exponentially in terms of k [15]. In the
present paper we prove a corresponding result for the (asymmetric) random k-SAT problem.
Theorem 1.1. There exists εk = ok(1) such that
2k ln 2− 1 + ln 2
2
− εk ≤ lim inf
N→∞
rk(N) ≤ lim sup
N→∞
rk(N) ≤ 2k ln 2− 1 + ln 2
2
+ εk. (1.4)
In fact, the proof of Theorem 1.1 shows that (1.4) holds with εk = 2
−k/2+o(k).
Theorem 1.1 establishes (1.1) rigorously. The proof is based on a novel type of second moment argument that
directly incorporates several insights from the cavity method as well as parts of the Survey Propagation calculations.
For instance, while in prior work [2, 4] the secondmomentmethod was applied to the number of satisfying assignments
(with certain additional “symmetry properties”), a crucial feature of the present approach is that it is based on a
“relaxed” concept of satisfying assignments called covers. This notion plays a key role in the 1RSB cavity method.
We expect that this idea generalizes to a host of other problems.
In comparison to the extended abstract versions [13, 16], this full version of the paper contains a more streamlined
proof. For instance, the definition of the random variable and the formulas that emerge in the first/second moment
calculations are simpler. Additionally, the proof is based primarily on analytic arguments, rather than a blend of ana-
lytic and combinatorial considerations; this enhanced argument yields the aforementioned explicit and exponentially
small value for εk. Finally, this paper corrects an error in the definition of the relevant random variables in [13], which
mistakenly forced the first moment to be prohibitively small.
After this paper was submitted, in a remarkable work Ding, Sly and Sun [23] proved the satisfiability conjecture
for all k ≥ k0 for some (unspecified) constant k0 ≥ 3. In fact, they established the location of the threshold rk−SAT
for k ≥ k0, thereby verifying the 1RSB prediction. Ding, Sly and Sun build on two key ideas from this paper (and
introduce many new ones). First, [23] harnesses the idea of representing covers by means of a “color code” on the
edges of the bipartite factor graph of the k-SAT formula (whose vertices correspond to the variables and clauses).
Second, [23] uses the notion of judicious configurations, a vital trick to keep the second moment under control in the
asymmetric case (cf. Section 4). In a nutshell, while in the present work we construct a random variable that incorpo-
rates one iteration of the Survey Propagation equations (corresponding to conditioning on the direct neighborhood of
variables/clauses in the factor graph), Ding, Sly and Sun manage to deal with any bounded number of iterations.
After a discussion of related work, in Section 3 we give an outline of the main ideas behind the proof of Theorem1.1.
There we also elaborate on the physics intuition upon which the proof is based.
2. RELATED WORK
2.1. The physics perspective. Originally motivated by the study of “disordered systems” such as glasses or spin
glasses, physicists have turned the cavity method into an analytic but non-rigorousmachinery for the study of problems
in which the interactions between variables are induced by a sparse random graph or hypergraph. The random k-SAT
problem is a prime example. Additionally, the cavity method has been applied to a wealth of problems, ranging from
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classical physics models to low-density parity check codes to compressive sensing. Hence the importance of providing
a solid mathematical foundation for this approach. For an excellent introduction to the physics work we refer to [37].
The cavity method comes in two installments. In addition to the aforementioned 1RSB variant, there is a simpler
version called the replica symmetric ansatz. Its key ingredient is the Belief Propagation message passing technique.
Applied to the random k-SAT problem, the replica symmetric ansatz predicts upper and lower bounds, namely [40]
rk−cond = 2
k ln 2− 3
2
ln 2− ok(1) ≤ rk−SAT ≤ 2k ln 2− ln 2/2. (2.1)
However, the replica symmetric ansatz is insufficient to obtain the precise k-SAT threshold. The reason for this is a
phenomenon called condensation [33], which we will also encounter in the proof of Theorem 1.1, and which has a
dramatic impact on the probabilistic nature of the problem.
The 1RSB cavity method can be used to put forward a prediction as to the precise value of limN→∞ rk−SAT(N)
of the sharp threshold sequence (which is not rigorously known to converge) for any k ≥ 3. This prediction comes in
terms of the solution to an intricate fixed point problem on the (infinite-dimensional) space of probability measures on
the 3-simplex [36, 38]. A proof of this exact formula for any k ≥ 3 remains an open problem.
2.2. Other rigorous work. This is one of the first papers to vindicate the 1RSB cavity method rigorously, and the
first to do so in an asymmetric problem. In [15] we obtained a result similar to Theorem 1.1 for the (symmetric)
random k-NAESAT problem. Of course, in symmetric problems many of the maneuvers that we are going to have
to go through (e.g., clause/variable types, see Section 4) are unnecessary. Independently of the present work, Ding,
Sly and Sun [21, 22] verified the 1RSB prediction in the random regular k-NAESAT problem (where each variable
appears exactly d times), and in the independent set problem in random regular graphs. Both of these problems are
symmetric. The proofs in [21, 22] are based on the second moment method applied to a notion of “cover” appropriate
for NAESAT/independent sets, while [15] relies on an ad-hoc concept called “heavy solutions”. Furthermore, in [14]
we applied the methods from [17] to obtain a precise result on the k-colorability “threshold” in random regular graphs
for infinitely many values of k.
In all other random constraint satisfaction problems where the threshold for the existence of solutions is known it
matches the prediction of the replica symmetric version of the cavity method. An example of this is the random k-
XORSAT problem (random linear equations mod 2) [24, 41]. Furthermore, the exact satisfiability threshold is known
in random 2-SAT [9, 29]. This is, of course, a special case, as 2-SAT admits a simple criterion for (un)satisfiability,
on which the proofs hinge. In several other examples the replica symmetric predictions have been validated rigorously
(see, e.g., [37, Chapter 15–17]).
As mentioned earlier, the best prior bounds on the k-SAT threshold were obtained by far simpler second moment
arguments. The use of the second moment method was pioneered in this context by Frieze and Wormald [27] and
Achlioptas and Moore [2], who got within (about) a factor of two of the k-SAT threshold. Subsequently, this result
was improved by Achlioptas and Peres [4], who established the aforementioned lower bound (1.3). In both of these
papers the inherent asymmetry of the k-SAT problem is sidestepped by applying the second moment method to a
random variable that counts satisfying assignments with additional symmetry properties. Indeed, [2] applies the second
moment method to satisfying assignments σ whose inverse assignment σ¯ is also satisfying. Moreover, in [4] symmetry
is enforced by counting “balanced” satisfying assignments under which exactly half the literal occurrences in the
formula are set to true. However, as pointed out in [4], it impossible to remove the k ln 22 gap in (1.3) by considering
such a symmetrized random variable. The best current algorithms for random k-SAT find satisfying assignments w.h.p.
for densities up to≈ 1.817 ·2k/k (better for small k) resp. 2k ln k/k (better for large k) [10, 26], a factor ofΘ(k/ lnk)
below the satisfiability threshold.
The notion of covers, which plays a key role in the 1RSB cavity method, has so far received only limited attention
in rigorous work. In an important conceptual contribution, Maneva, Mossel and Wainwright [34] introduced a similar
concept (“core assignments”) to show that (generalized) Survey Propagation can be viewed as Belief Propagation on
a modified Markov random field. Furthermore, Maneva and Sinclair [35] used covers to prove a (conditional) upper
bound on the 3-SAT threshold in uniformly random formulas. A similar method was applied in [11] to the random
graph coloring problem.
3. OUTLINE
3.1. The second moment method. As pointed out in the seminal paper by Achlioptas and Moore [2], the second
moment method can be used to prove lower bounds on the k-SAT threshold. The general strategy is as follows.
3
Suppose that Y = Y (Φ) ≥ 0 is a random variable such that Y (Φ) > 0 only if Φ = Φk(N,M) is satisfiable.
Assume, moreover, that there is a number C = C(k) > 0 that may depend on k but not on n such that
0 < E[Y 2] ≤ C · E[Y ]2. (3.1)
Then the Paley-Zygmund inequality P [Y > 0] ≥ E[Y ]2/E[Y 2] implies that
lim inf
n→∞
P [Φ is satisfiable] ≥ lim inf
n→∞
P [Y > 0] ≥ 1/C > 0. (3.2)
The following consequence of Friedgut’s sharp threshold theorem turns (3.2) into a lower bound on rk−SAT. From
here on out, we always letM = ⌈rN⌉ for some number r > 0, the density, that remains fixed as N →∞.
Lemma 3.1 ([25]). If r > 0 is such that lim infN→∞ P [Φ is satisfiable] > 0, then lim infN→∞ rk−SAT(N) ≥ r.
Thus, we “just” need to come up with a random variable Y that satisfies (3.1).
3.2. The majority vote. The obvious candidate for such a random variable seems to be the total number Z of sat-
isfying assignments of Φ. Then the second moment E[Z2] is nothing but the expected number of pairs of satisfying
assignments. In effect, a necessary condition for the success of the second moment method turn out to be that in a
random pair (σ, τ) of satisfying assignments ofΦ, σ, τ “look uncorrelated”. In particular, as shown in [2, 4], (3.1) can
only hold if the average Hamming distance of σ, τ is (1 + o(1))n2 . However, in random k-SAT this is not the case [2].
In effect, (3.1) does not hold for Y = Z for any density r > 0.
As observed in [2, 4], the source of these correlations is the asymmetry of the k-SAT problem. More precisely,
let Dxi denote the degree of the variable xi, i.e., number of times that xi occurs positively in the formula Φ, and let
D¬xi be the degree of ¬xi, i.e., number of times that xi occurs negatively in Φ. Furthermore, consider the majority
vote assignment σmaj, where we let σmaj(xi) = 1 if Dxi > D¬xi , σmaj(xi) = 0 if Dxi < D¬xi , and, say, choose
σmaj(xi) ∈ {0, 1} randomly if Dxi = D¬xi . Here and throughout, we represent ‘true’ by 1 and ‘false’ by 0. Clearly,
if the only information that we are given about Φ is the literal degrees Dx1 , D¬x1 , . . . , Dxn , D¬xn , then σmaj is the
assignment with the greatest probability of being satisfying. This is because σmaj maximizes the total number of true
literal occurrences throughout the formula. To be precise, out of the kM literals a
wmaj =
1
kM
N∑
i=1
max {Dxi , D¬xi}
fraction set to true under σmaj. Moreover, if we draw an assignment σ at random, then the closer σ is to σmaj in
Hamming distance the larger the expected number of true literal occurrences. As a consequence, we expect that most
satisfying assignments “lean towards” the majority assignment σmaj. This induces a subtle correlation amongst pairs
of satisfying assignments, which dooms the second moment method.
This issue was sidestepped in [2, 4] by considering an artificially symmetrized random variable. For instance,
Achlioptas and Moore [2] apply the second moment method to the number ZNAE of satisfying assignments σ :
{x1, . . . , xN} → {0, 1} whose inverse assignment σ¯ : x 7→ 1 − σ(x) is satisfying as well. Satisfying assignments
of this type are called Not-All-Equal-assignments, because under σ every clause must contain both a literal that is
true under σ and one that is false. Intuitively, the Not-All-Equal requirement prevents the assignments from pandering
towards σmaj, because moving σ towards σmaj makes it less likely that σ¯ is satisfying. As a consequence, it turns
out that ZNAE satisfies (3.1) for densities r ≤ 2k−1 ln 2 − 1+ln 22 + ok(1), about a factor of two below the k-SAT
threshold. Moreover, (3.1) cannot hold for much larger densities, because for r > 2k−1 ln 2 − ln 22 + ok(1), the first
moment E[ZNAE], and in effect P [ZNAE > 0], tends to 0 as N →∞.
A more subtle approach was suggested by Achlioptas and Peres [4]. They apply the second moment method to
the number Zbal of balanced satisfying assignments, i.e., satisfying assignments σ such that the fraction of true literal
occurrences is about 1/2; formally,
1
KM
N∑
i=1
σ(xi)Dxi + (1− σ(xi))D¬xi =
1
2
+O(N−1/2). (3.3)
Technically, Achlioptas and Peres use an elegant weighting scheme to enforce (3.3). The dominant contribution to
Zbal comes from satisfying assignments at Hamming distance about N/2 from σmaj. Thus, considering balanced
assignments stems the drift towards the majority vote assignment. The condition (3.1) holds for r ≤ 2k ln 2− k ln 22 −
(1 + ln 22 ) − ok(1). Conversely, it is pointed out in [4] that E[Zbal] tends to 0 as N → ∞ for r > 2k ln 2 − k ln 22 −
4
ln 2
2 +ok(1). Thus, to bridge the gap of about
k ln 2
2 between this lower bound and the upper bound (1.2), it is inevitable
to deal with satisfying assignments that lean towards σmaj.
3.3. Condensation. But according to the cavity method, near the k-SAT threshold satisfying assignments are sub-
ject to far more severe correlations than just via the subtle drift towards σmaj. To explain this, we sketch the physics
predictions [33] as to the geometry of the set S(Φ) of satisfying assignments ofΦ. According to the cavity method, al-
ready for densities r > (1+ok(1))2
k ln k/k, way below the k-SAT threshold, w.h.p. the set S(Φ) has a decomposition
S(Φ) = ⋃Σi=1 Ci into an exponential numberΣ = exp(Ω(N)) of “clusters” Ci. These clusters are well-separated. That
is, any two assignments in different clusters have Hamming distance Ω(N). More specifically, if σ1, . . . , σl ∈ S(Φ)
is a sequence of satisfying assignments such that σ1 and σl belong to different clusters, then there is a step 1 ≤ i < l
such that σi and σi+1 have Hamming distance Ω(n). Furthermore, within each cluster Ci most variables (say, at least
0.99N ) are frozen, i.e., they take the same truth value under all the assignments in Ci. Finally, each cluster is expected
to be internally “well-connected”. That is, one can walk within the cluster Ci from any σ ∈ Ci to any other τ ∈ Ci
by only altering, say, lnN variables at each step. The existence of clusters and frozen variables has by now been
established rigorously [1, 5, 39].
As the density r increases, both the individual cluster sizes and the total number of satisfying assignments decrease.
But the cavity method predicts that the total number of satisfying assignments drops at a faster rate [33]. More
specifically, the prediction is that there exists a critical density rk−cond = 2
k ln 2 − 32 ln 2 + ok(1) such that for
r < rk−cond, each cluster Ci contains only an exp(−Ω(N)) fraction of the entire set S(Φ). In effect, if r < rk−cond
and we draw two satisfying assignments σ, τ of Φ independently at random, then most likely they belong to different
clusters. Thus, we expect σ, τ to have a large Hamming distance. In particular, it is conceivable that they “look
uncorrelated”, apart, of course, from the inevitable drift towards σmaj.
By contrast, for rk−cond < r < rk−SAT the largest cluster is expected to contain a constant, i.e., Ω(1) fraction
of the set S(Φ) w.h.p. This phenomenon is called condensation in physics jargon. Consequently, if we draw two
satisfying assignments σ, τ independently at random, then there is a good chance that σ, τ belong to the same cluster.
In that case, they will be heavily correlated, because they coincide on all variables that are frozen in that cluster.
Though there is currently no rigorous proof that condensation occurs in random k-SAT, the phenomenon has been
established rigorously in other, symmetric problems [17, 18].
The correlations that condensation induces not only derail the second moment method, but also the physicists’
“replica symmetric ansatz”. The 1RSB cavity method surmounts this obstacle by switching to a different random
variable, namely the number Σ of clusters. Provably, Σ must remain exponentially large w.h.p. right up to the k-SAT
threshold [5]. Hence, as clusters are well-separated, there might be a chance that two random clusters decorrelate,
even as two randomly chosen satisfying assignments do not. We are going to turn this intuition into a rigorous proof.
To this end, we represent each cluster Ci by a map ζi : {x1, . . . , xN} → {0, 1, ∗} in which each variable either
takes a Boolean value 0, 1 or the “joker value” ∗. The idea is that ζi(xj) = 1 means that xj is frozen to the value 1 in
the cluster Ci. Similarly, ζi(xj) = 0 indicates that xj is frozen to 0. By contrast, ζi(xj) = ∗ means that xj is unfrozen
in Ci. In other words, xj takes the value 1 in some of the assignments in Ci and the value 0 in others. Fortunately,
there is a neat description of the resulting “relaxed assignments” that does not depend on a precise technical definition
of “clusters”, “frozen variables” etc.
Definition 3.2 ([7, 35]). A map ζ : {x1, . . . , xN} → {0, 1, ∗} is a cover of Φ = Φ1 ∧ · · · ∧ Φm if the following
two conditions are satisfied. Extend ζ to a map from the set of literals to {0, 1, ∗} by letting ζ(¬xj) = ¬ζ(xj), with
¬0 = 1,¬1 = 0,¬∗ = ∗. Then
CV1: each clause either contains a literal that takes the value 1 under ζ, or two literals that take the value ∗,
CV2: any literal l such that ζ(l) = 1 occurs in a clause whose other literals are all set to 0.
In terms of the cluster intuition, CV1 provides that each clause either contains one literal that is frozen to ‘true’,
or at least two literals that are unfrozen (for no unfrozen literal l may occur in a clause whose other k − 1 literals
are frozen to 0, as that clause would freeze l to 1). In addition, CV2 ensures that each variable mapped to 0 or 1 is
frozen to this value, meaning that there is a clause Φi whose other k− 1 literals are frozen to values that do not satisfy
Φi. Hence, we expect that the clusters and covers of Φ are (essentially) in one-to-one correspondence, and our proof
vindicates this notion.
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The proof strategy in this work is to perform a second moment argument for the number of covers.2 Yet matters
are far from straightforward as the asymmetry of the k-SAT problem implies, much like for satisfying assignments,
that covers lean towards σmaj and thus are subtly correlated. In effect, as we previously saw in the case of satisfying
assignments, a “vanilla” second moment argument cannot succeed.
To accommodate the drift towards σmaj we will employ the physicists’ Survey Propagation technique. Survey
Propagation is a message passing procedure for (heuristically) calculating the marginal probability that a fixed variable
xj takes each value 0, 1, ∗ in a random cover ζ ofΦ [6, 37]. The details of Survey Propagation are intricate (e.g., they
involve a seriously complicated fixed point problem on the space of probability measures on the 3-simplex), and the
result is not explicit. However, asymptotically the dominant terms result from the literal degrees Dxj , D¬xj . Indeed,
for densities rk−cond < r < rk−SAT Survey Propagation predicts that
P
[
ζ(xj) = z |Dxj , D¬xj
]
= ϑz(Dxj −D¬xj) + ok(2−k), where (3.4)
ϑz(δ) =


1
2 +
δ
2k+1
− 2−k−2 if z = 1,
1
2 − δ2k+1 − 2−k−2 if z = 0,
2−k−1 if z = ∗.
(3.5)
The probability term on the l.h.s. of (3.4) refers to choosing a random formula Φ and then a random cover ζ of Φ,
given the degrees of xj ,¬xj . The approximation (3.4) is expected to be valid so long as |Dxj −D¬xj | = ok(2k), a
condition that holds w.h.p. for the vast majority of the variables. Observe that the formula (3.5) is very much in line
with our intuition that covers lean towards σmaj. In Section 4 we are going to craft a random variable around (3.5) that
allows us to incorporate this drift, and thus to perform a second moment argument for the number of covers.
3.4. Preliminaries and notation. We conclude this section by introducing some notation and a few basic facts
that will be used repeatedly throughout the paper. For a natural number Q we denote by [Q] the set {1, . . . , Q}.
Moreover, we continue to denote by Φi the ith clause of the random formula Φ and by Φij the jth literal of
Φi (i ∈ [M ], j ∈ [k]). Furthermore, we let V = V (N) = {x1, . . . , xN} be the set of variables of Φ and
L = L(N) = {x1,¬x1, . . . , xN ,¬xN} the set of literals. For each literal l ∈ L we let |l| signify the underlying
variable; that is |xi| = |¬xi| = xi for i ∈ [N ].
Unless otherwise specified, we always assume that k,N are sufficiently large for our various estimates to hold.
We use asymptotic notation with respect to both N and k. More precisely, the plain notation f = O(g) denotes
asymptotics in N , while asymptotics is k is denoted by f = Ok(g). In addition to the standard symbols, o,O,Ω,Θ,
we write f = O˜k(g) to denote the fact that there exist k1, C > 0 such that for all k > k1 we have |f(k)| ≤ kC |g(k)|.
Similarly, f = Ω˜k(g) signifies that there exist k1, C > 0 such that for all k > k1 we have f(k) ≥ k−C |g(k)|. In
particular, f = Ω˜k(1) means that there exist k1, C > 0 such that for all k > k1 we have f(k) ≥ k−C . Finally, we
write f ∼ g for f = (1 + o(1))g.
Additionally, to avoid rounding issues it will be convenient to use the following notation. Fixing a large enough
constant Ck > 0, we write f(N)
.
= g(N) if exp(−Ck/N)f(N) ≤ g(N) ≤ exp(Ck/N)f(N).
For a finite set X we let P(X ) denote the set of probability distributions on X . We identify P(X ) with the set of
all vectors (px)x∈X with entries p
x ∈ [0, 1] such that∑x∈X px = 1. For p ∈ P(X ) we let
H(p) = −
∑
x∈X
px ln px
signify the entropy of p; here and throughout, we use the convention that 0 ln 0 = 0. Further, if p, q ∈ P(X ), then
DKL (q‖p) =
∑
x∈X
qx ln
qx
px
denotes the Kullback-Leibler divergence of q, p (with the usual convention that 0 ln 00 = 0 and that DKL (q‖p) = ∞
if there is x ∈ X such that qx > 0 = px).
If we fix an element x0 ∈ X , then a probability distribution p ∈ P(X ) is actually determined by the vector p0 =
(px)x∈X\{x0} (because the entries p
x, x ∈ X , must sum to 1). Therefore, for notational convenience, we sometimes
2Dimitris Achlioptas suggested the general strategy of applying the second moment method to “covers” as early as 2007/8. But at the time it
was not clear (to us) how to carry out such a second moment argument.
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just write p0 instead of p. In particular, we use the shorthands H(p0) = H(p) and DKL (q0‖p0) = DKL (q‖p) if
q ∈ P(X ) is another probability distribution. Thus, for p, q ∈ [0, 1] we let
H(p) = H(p, 1− p) = −p ln p− (1 − p) ln(1− p),
DKL (q‖p) = DKL ((q, 1 − q)‖(p, 1− p)) = q ln q
p
+ (1 − q) ln 1− q
1− p .
We recall that the Kullback-Leibler divergence is non-negative and convex. The derivatives of its generic summand
are
∂
∂q
q ln
q
p
= 1 + ln
q
p
,
∂
∂p
q ln
q
p
= − q
p
, (3.6)
∂2
∂q2
q ln
q
p
=
1
q
,
∂2
∂p2
q ln
q
p
=
q
p2
,
∂2
∂p∂q
q ln
q
p
= −1
p
. (3.7)
If X = X1 ×X2 and p = (p(x1,x2))x1∈X1,x2∈X2 ∈ P(X ), then for A1 ⊂ X1, A2 ⊂ X2 we let
pA1 · =
∑
x1∈A1
∑
x2∈X2
p(x1,x2), p ·A2 =
∑
x1∈X1
∑
x2∈A2
p(x1,x2).
If A1 = {a1}, then we just write pa1 · instead of p{a1} · , and similarly for A2. We also write px1x2 instead of p(x1,x2).
We will frequently use the following facts. The entropy function is well-known to yield the exponential part of the
multinomial coefficient.
Fact 3.3. Let X be a finite set and suppose that (pn)n is a sequence of probability distributions on X such that np(x)
is an integer for every x ∈ X and all n. Then(
n
(npxn)x∈X
)
= exp(nH(pn) +O(lnn)) as n→∞. (3.8)
If, furthermore, there is a fixed ε > 0 such that for all n we haveminx∈X p
x
n > ε, then(
n
(npxn)x∈X
)
= exp
(
nH(pn)− ((|X | − 1) lnn)/2 +O(1)
)
as n→∞. (3.9)
Proof. Stirling’s formula yields n! ∼ √2πnnn exp(−n). Moreover, for all x ∈ X such that px > 0 we have [44]√
2πpxn(npx)np
x
exp(−npx) ≤ (npx)! ≤
√
2πpxn(npx)np
x
exp(1/(12npx)− npx). (3.10)
Since X is finite, multiplying (3.10) up over x ∈ X and cancelling yields (3.8). Now, assume that minx∈X pxn > ε.
Then npx ≥ εn for all n and thus√2πpxn = Θ(√n). Hence, (3.9) follows from (3.10). 
The Kullback-Leibler divergence enters our analysis as the rate function of the multinomial distribution (cf. [20,
Section 2.1]). Both assertions made below follow immediately from Fact 3.3.
Fact 3.4. Let X be a finite set, let q ∈ P(X ) be a probability distribution such that qx > 0 for all x ∈ X and let
(pn)n be a sequence of probability distributions on X such that npxn is an integer for all x ∈ X , n ≥ 1. Then(
n
(npxn)x∈X
) ∏
x∈X
(qx)np
x
n = exp(−nDKL (pn‖q) +O(lnn)) as n→∞.
Moreover, if for a fixed ε > 0 we haveminx∈X p
x
n > ε for all n, then(
n
(npxn)x∈X
) ∏
x∈X
(qx)np
x
n = exp(−nDKL (pn‖q)− ((|X | − 1) lnn)/2 +O(1)) as n→∞.
The following is a special case of the local limit theorem for sums of independent random vectors from [19,
Theorem 3] tailored for our needs.
Theorem 3.5. Let X ⊂ Zd be a finite set and let (Xn)n≥1 be a sequence of i.i.d. random variables with values in X .
With 1j ∈ Zd denoting the vector whose jth component is 1 and whose other components are 0, assume that there is
a number α > 0 such that
∀n ≥ 1, j ∈ [d] : max
x∈X
min{P [Xn = x] ,P [Xn = x+ 1j ]} ≥ α.
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Then for the sequence (Sn)n≥1 with Sn = X1 + · · ·+Xn the following statement is true. Let µn = E[Sn] and let Σ
be the d × d-covariance matrix of X1. Let ψ denote the density function of the normal distribution with mean 0 and
covariance matrix Σ. Then
lim
n→∞
sup
s∈Zd
∣∣∣∣nd/2 P [Sn = s]− ψ
(
s− µn√
n
)∣∣∣∣ = 0.
We also need the following well-known Chernoff bound (e.g., [28]).
Lemma 3.6. Let ϕ(x) = (1+ x) ln(1+ x)− x. LetX be a binomial or a Poisson random variable with mean µ > 0.
Then for any t > 0 we have
P [X > E [X ] + t] ≤ exp(−µ · ϕ(t/µ)), P [X < E [X ]− t] ≤ exp(−µ · ϕ(−t/µ)).
In particular, for any t > 1 we have P [X > tµ] ≤ exp [−tµ ln(t/e)] .
If A,B are n×nmatrices, then A  B means that B−A is positive semidefinite. Finally, in Appendix D we present
a listing of the most important pieces of notation that is used throughout the paper.
4. COLORS, TYPES AND SHADES
The aim in this section is to design the random variable upon which the proof of Theorem 1.1 is based. We also
summarise the result of the first and the second moment analysis. LetM = ⌈rN⌉ for r = 2k ln 2 − 1+ln 22 − εk with
εk = O˜k(2
−k/2).
4.1. The pruning step. The approximate Survey Propagation formula (3.4) only applies to literals l such that both
Dl, D¬l are close to their expected value kr/2. However, w.h.p. the random formula Φ features a few literals whose
degrees deviate from kr/2 significantly. In fact, it is well-known that the random formulaΦ can be viewed as the result
of the following experiment, known as the “Poisson cloning model” [30]. First, we choose the vector D = (Dl)l∈L
of literal degrees. Its distribution is described easily: letD′ = (D′l)l∈L be a family of independent Poisson variables,
each with mean kr/2. Then the distribution ofD is identical to that ofD′ given
∑
lD
′
l = kM . Further, givenD, we
obtain Φ as follows. Let L(D) = ⋃l {l} × [Dl] be a set that contains Dl “clones” of each literal l ∈ L. Moreover,
let I(M,k) = [M ]× [k] be a set representing the kM “slots” in the formula where the literals are placed (k slots for
each clause). Now, choose a bijection Φ(D) : I(M,k) → L(D), (i, j) 7→ Φij(D) uniformly at random. Then we
obtainΦ by letting Φij be the literal l such thatΦij(D) ∈ {l} × [Dl]. Intuitively, one could think of L(D) as a deck
of cards that containsDl copies of each literal l. The random formulaΦ is obtained by shuffling the cards and reading
the literals out in the resulting order.
Since D is closely related to the vector D′ of independent Poisson variables, the random formula Φ is likely to
contain a small but linear (inN ) number of literals whose degrees deviate substantially from kr/2. To get rid of these
literals, we subjectΦ to a pruning operation. More precisely, we perform the following three steps.
PR1: Initially, let U be the set of all variables x such that
max {|Dx − kr/2|, |D¬x − kr/2|} > k32k/2. (4.1)
PR2: While there is a clause that features at least three variables from U ,
• remove all such clauses from the formula, and
• add to U each variable x such that (in the reduced formula) either the degree of x or the degree of ¬x
differs by more than k32k/2 from kr/2.
PR3: Remove the variables in U from all the remaining clauses.
LetΦ′ denote the formula obtained via PR1–PR3 and let V ′ = V \U be its variable set. LetL′ = {x,¬x : x ∈ V ′}
be the set of literals of Φ′. Moreover, for x ∈ V ′ let dx, d¬x denote the degrees of the literals x,¬x in Φ′. By
construction,
|dx − 12kr|, |d¬x − 12kr| ≤ k32k/2 for all x ∈ V ′. (4.2)
The following proposition summarizes the effect of the pruning operation.
Proposition 4.1. W.h.p. the random formulaΦ has the following properties.
(1) Any satisfying assignment σ′ of Φ′ extends to a satisfying assignment ofΦ.
(2) We have |V ′| ≥ (1− exp(−k2))N and∑x 6∈V ′ Dx +D¬x ≤ exp(−k2)N .
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(3) If d+, d− are integers such that |d+ − kr/2|, |d− − kr/2| ≤ k32k/2, then
Ω(1) ≤ |{l ∈ L
′ : dl = d
+, d¬l = d
−}|
2N
= P
[
Po(kr/2) = d+
]
P
[
Po(kr/2) = d−
]
+Ok(exp(−k2)).
The proof of Proposition 4.1, which is very much based on standard arguments, can be found in Appendix B.
Let n = |V ′|. We assume without loss of generality that the variable set of Φ′ is V ′ = {x1, . . . , xn}. Further, let
us denote the clauses that the pruned formulaΦ′ consists of byΦ′1, . . . ,Φ
′
m. In particular, in the rest of the paperm is
going to signify the number clauses ofΦ′. For each i ∈ [m] we let ki ∈ {k− 2, k− 1, k} denote the length ofΦ′i, i.e.,
the number of literals that the clause contains. Let D be the σ-algebra generated by the random variables n,m, dl, ki
(l ∈ L′, i ∈ [m]). Proposition 4.1 implies that lim infn→∞ P[Φ is satisfiable] ≥ lim infn→∞ E[P[Φ′ is satisfiable|D]].
Therefore, we are left to prove that
lim inf
n→∞
E [P[Φ′ is satisfiable|D]] > 0. (4.3)
By the principle of deferred decisions, the distribution ofΦ′ givenD can characterized be as follows.
Fact 4.2. Given D, Φ′ is a uniformly random formula with variables x1, . . . , xn, literal degrees dxi , d¬xi , and m
clauses of lengths k1, . . . , km.
In light of Fact 4.2, we can describe the distribution of Φ′ by means of an experiment that resembles the Poisson
cloning model (or the “configuration model” of random graphs, e.g., [28]). Let L′ = ⋃l∈L′ {l} × [dl] be a set that
contains dl clones (l, j), j ∈ [dl], of each literal l. Moreover, let I ′ =
⋃
i∈[m] {i}× [ki] be the set of all literal slots of
Φ′. Given D, let
Φˆ : I ′ → L′, (i, j) 7→ Φˆij . (4.4)
be a uniformly random bijection. Then we obtain
Φ′ =
∧
i∈[m′]
∨
j∈[ki]
Φ′ij
by lettingΦ′ij be the literal l such that Φˆij ∈ {l} × [dl].
The rest of the paper is devoted to the proof of (4.3). Throughout, we always use the characterization of Φ′ by
way of Φˆ. It may be helpful to think of Φˆ in graph-theoretic terms: Φˆ is nothing but a (uniformly random) perfect
matching between the set I ′ of clause slots and the set L′ of literal clones.
4.2. The color code. To prove (4.3) we are going to perform a second moment argument over the number of covers
ofΦ′. By comparison to satisfying assignments, covers involve one significant twist. While condition CV1 is similar
in spirit to the notion of a “satisfying assignment”, CV2 imposes the additional requirement that each literal set to 1
be “frozen”. In effect, critical clauses, i.e., clauses that contain one literal set to 1 while all other literals are set to 0,
play a special role: each literal that is set to 1 must occur in one of them.
To accommodate the significance of critical clauses we introduce a “color code”. If ζ is a cover ofΦ′, then we use
the perfect matching Φˆ upon which Φ′ is based to extend ζ to a map ξ from the set L′ of literal clones to the colors
red, blue, green, yellow (r, b, g, y, for short). The semantics is as follows. All clones (l, j) ∈ L′ such that ζ(l) = ∗
are colored green and all (l, j) ∈ L′ such that ζ(l) = 0 are colored yellow. Moreover, clones (l, j) such that ζ(l) = 1
are colored either red or blue: if (l, j) occurs in a critical clause then it is colored red, otherwise blue. The colorings
that emerge in this way admit the following neat characterization.
Definition 4.3. A map ξ : L′ → {r, b, g, y} is a shade if the following conditions are satisfied.
SD1: For any literal l ∈ L′ exactly one of the following is true:
• all clones of both l and ¬l are colored green under ξ.
• all clones of l are colored either red or blue, and all clones of ¬l are colored yellow under ξ.
• all clones of l are colored yellow, and all clones of ¬l are colored red or blue under ξ.
SD2: There is no literal l ∈ L′ all of whose clones are colored blue under ξ.
Condition SD2 is to ensure that a literal set to 1 is “frozen” by a critical clause, represented by a red clone.
It will be convenient to introduce two additional colors: a clone is cyan (‘c’) if it is blue or green and purple (‘p’)
if it is red, blue or green. Thus, c = {b, g}, p = {r, b, g}. We will frequently work with vectors q = (qz)z∈{r,b,g,y}
(for example representing probability distributions) indexed by the above colors. For such vectors let
q1 = qb + qr, q0 = qy, q∗ = qg, qc = q{b,g} = qb + qg, qp = q{r,b,g} = qr + qb + qg.
9
In view of this notation we may think of 1 = {r, b} as being an auxiliary color as well. In terms of the coloring we
can express easily when a shade ξ corresponds to a cover.
Definition 4.4. A shade ξ is valid in Φˆ if the following two conditions are satisfied.
V1: If a clause contains a red clone, then all its other clones are yellow.
V2: Any clause without a red clone contains at least two cyan clones.
In particular, under a valid cover each clause contains at least one purple clone. Definition 4.4 ensures that a valid
shade ξ : L′ → {r, b, g, y} gives rise to a cover ξˆ : L′ → {0, 1, ∗} by setting ξˆ(l) = 1 if ξ(l, 1) ∈ {r, b}, ξˆ(l) = 0 if
ξ(l, 1) = y and ξˆ(l) = ∗ if ξ(l, 1) = g. Thus, there is a one-to-one correspondence between the valid shades of Φˆ and
the covers ofΦ′. Hence, we are going to perform a second moment argument for the number of valid shades of Φˆ.
4.3. Types. As explained in Section 3, a key issue with this idea is the drift towards the majority vote assignment. To
deal with this, we are going to define an appropriate “slice” within the set of all shades such that two randomly chosen
valid shades “look uncorrelated” within this slice. In order to define the slice, we are going to assign to each literal
a “type” that provides for each clone of that literal a probability distribution over {r, b, g, y}. Additionally, we will
assign each clause a type that comprises the types of the literals that the clause contains. Ultimately, the construction
will involve the Survey Propagation “guess” (3.5) as to the marginal probability that a given literal is set to each of
the values 0, 1, ∗ under a randomly chosen cover. For the sake of clarity, we shall describe the construction in relative
generality and we will fix the parameters later. The starting point is the following definition.
Definition 4.5. A type assignment of Φˆ is a map θ : L′ → P({r, b, g, y}), (l, j) 7→ θl,j = (θzl,j)z∈{r,b,g,y} that
satisfies the following conditions:
TY1: for any l ∈ L′ and any j, j′ ∈ [dl] we have θzl,j = θzl,j′ for all z ∈ {0, 1, ∗}.
TY2: for any l ∈ L′, any j ∈ [dl] and any j′ ∈ [d¬l] we have θ∗l,j = θ∗¬l,j′ and θ1l,j = θ0¬l,j′ .
Thus, a type assignment maps each literal clone to a probability distribution over {r, b, g, y}. The conditions
TY1–TY2 provide a degree of consistency between the distributions assigned to the clones of a literal l ∈ L′ and
of the clones of ¬l. Namely, TY1 provides that for any two j, j′ ∈ [dl] we have θyl,j = θyl,j′ , θgl,j = θgl,j′ and
θrl,j + θ
b
l,j = θ
r
l,j′ + θ
b
l,j′ . Thus, only the partition of the probability mass between the colors r, b may vary between
the different clones of the same literal. Additionally, TY2 ensures that the distributions assigned to the clones are in
line with the notion that the Boolean value assigned to ¬l must be the opposite of that assigned to l.
Example 4.6. The ideal example of a type assignment of Φˆ is the following. For each clone (l, j) ∈ L′ and every
color z ∈ {r, b, g, y}, let θzl,j be the number of valid shades ξ of Φˆ such that ξ(l, j) = z divided by the total number
of valid shades (provided that it is positive). In other words, θzl,j is the marginal probability that (l, j) takes color z in
a randomly chosen valid shade of Φˆ. Clearly, this map satisfies TY1–TY2. However, it is very difficult to get a handle
on this ideal type assignment. Therefore, we will ultimately use the Survey Propagation prediction (3.5) to design an
approximation.
Let θ be a type assignment of Φˆ. The θ-type of a literal l ∈ L′ is the tuple θl = (dl, d¬l, (θl,j)j∈[dl], (θ¬l,j)j∈[d¬l]).
Thus, the θ-type comprises the degree of l, the degree of its negation¬l, and the distributions on {r, b, g, y} associated
with each clone of l and ¬l. Let Tθ = {θl : l ∈ L′} be the set of all θ-types. For each t ∈ Tθ we introduce the notation
dt = dl, tj = θl,j for j ∈ [dl], and ¬t = θ¬l, where l is any literal such that t = θl. Thus, tj ∈ P({r, b, g, y}) for all
j ∈ [dt]. Furthermore, condition TY1 vindicates the notation
t1 = t11, t
0 = t01, t
∗ = t∗1.
Thus, (t1, t0, t∗) ∈ P({0, 1, ∗}). Moreover, for t ∈ Tθ and j ∈ [dt] we let
L′t = {l ∈ L′ : θl = t} , L′t,j = {(l, j) ∈ L′ : l ∈ L′t} , nt = |L′t| , πt =
nt
2n
.
As a next step, we define clause types. Let i ∈ [m] and let (li,j , hi,j) = Φˆij for j = 1, . . . , ki. Then we call
ℓ(i) = ((θli,1 , hi,1), . . . , (θli,ki , hi,ki))
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the θ-type of the clause Φ′i. Thus, ℓ(i) contains the θ-types of all the literals that appear in Φ
′
i, and also indicates
which clone of a literal of that type appears in the clause. Let T ∗θ = {ℓ(i) : i ∈ [m]}. Further, for ℓ ∈ T ∗θ let
Mℓ = {i ∈ [m] : ℓ(i) = ℓ} , mℓ = |Mℓ| , πℓ = mℓ
m
.
Thus, each clause type ℓ ∈ T ∗θ is a tuple ((t(1), h(1)), . . . , (t(kℓ), h(kℓ))) with t(1), . . . , t(kℓ) ∈ Tθ and h(j) ∈ [dt(j)]
for j ∈ [kℓ]. We always write kℓ for the length of this tuple. Since kℓ is nothing but the length of any corresponding
clause in Φ′, the pruning step ensures that kℓ ∈ {k − 2, k − 1, k} for all ℓ ∈ T ∗θ . Further, for j ∈ [kℓ] we write
∂(ℓ, j) = (t(j), h(j)) for the jth component of ℓ. Additionally, recalling that th(j)(j) is a probability distribution on
{r, b, g, y} for each j ∈ [kℓ], we let ℓj = t(j)h(j). Hence, ℓj ∈ P({r, b, g, y}).
In summary, given a type assignment θ, we have assigned each literal and each clause a θ-type. The definition of
the literal/clause types is such that the matching Φˆ “respects the types”. More precisely, let ℓ ∈ T ∗θ be a clause type.
Then for each i ∈Mℓ, j ∈ [kℓ] we have
Φˆij ∈ L′∂(ℓ,j). (4.5)
Conversely, for a literal type t ∈ Tθ and h ∈ [dt] we define ∂(t, h) = {(ℓ, j) : ℓ ∈ T ∗θ , j ∈ [kℓ], (t, h) = ∂(ℓ, j)} . In
words, ∂(t, h) is the set pairs (ℓ, j) such that the hth clone of a literal of type t may appear in the jth position of a
clause of type ℓ. Thus, we obtain a bipartite “type graph” whose vertices are the pairs (t, h) with t ∈ Tθ and h ∈ [dt]
and (ℓ, j) with ℓ ∈ T ∗θ and j ∈ [kℓ]. Every vertex (ℓ, j) has a unique neighbor, namely ∂(ℓ, j). But for each vertex
(t, h) the neighborhood ∂(t, h) may contain several vertices.
As a next step, we will explain how the literal/clause types identify a “slice” within the set of all valid shades. The
following definition basically provides that the empirical distribution of the colors is as prescribed by the types.
Definition 4.7. Let θ be a type assignment of Φˆ. A shade ξ is called a θ-shade of Φˆ if the following conditions are
satisfied.
(1) For any t ∈ Tθ, h ∈ [dt], z ∈ {r, b, g, y} we have |{l ∈ L′t : ξ(l, h) = z}| .= nttzh.
(2) For any ℓ ∈ T ∗θ , j ∈ [kℓ], z ∈ {r, y} we have |{i ∈Mℓ : ξ(Φˆij) = z}| .= mℓℓzj .
In words, in a θ-shade for each type t ∈ Tθ, every h ∈ [dt] and all colors z ∈ {r, b, g, y}, the fraction of literals l of
type t whose hth clone is colored z is (about) tzh. Additionally, for each clause type ℓ and each j ∈ [kℓ] the fraction
of clauses of type ℓ whose jth clone has color z ∈ {r, y} is (approximately) equal to ℓzj . This second requirement
corresponds to the “judicious” condition from [16]. The purpose is to restrict the impact of asymmetry to direct
neighborhoods.
4.4. An educated guess. We are going to apply the second moment method to the number of valid θ-shades for a type
assignment θ that provides a good enough approximation to the “ideal” type assignment from Example 4.6. In this
section we construct this type assignment. The starting point is the map ϑ : Z → P({0, 1, ∗}) from (3.5). Following
the Survey Propagation intuition, for each literal l we let ϑl = ϑ(dl − d¬l) ∈ P({0, 1, ∗}). We call ϑl the signature
of l. Crucially, the signature of l is determined by dl, d¬l only.
While ϑl is a distribution over {0, 1, ∗} for each literal l, our aim is to construct a type assignment that provides a
distribution over {r, b, g, y} for each clone (l, h). This distribution will depend on the signatures of the other literals
that get matched to the same clause as (l, h). More precisely, for i ∈ [m] we call the vector
ϑi = (ϑΦ′
i,1
, . . . , ϑΦ′
i,ki
) ∈ P({0, 1, ∗})ki
the signature of Φ′i. In words, ϑi consists of the signatures of the ki literals that appear in clause Φ
′
i. In order to turn
the signature ϑi into probability distributions on {r, b, g, y}, we define a map
Λ :
k⋃
κ=k−2
{ϑl : l ∈ L′}κ →
k⋃
κ=k−2
P({r, b, g, y})κ, (t1, . . . , tκ) 7→
(
Λ1(t1, . . . , tκ), . . . ,Λκ(t1, . . . , tκ)
)
by letting for j ∈ [κ]
Λrj(t1, . . . , tκ) = (t
1
j + t
∗
j )
∏
j′ 6=j
t0j′ , Λ
b
j(t1, . . . , tκ) = t
1
j − (t1j + t∗j )
∏
j′ 6=j
t0j′ , (4.6)
Λ
y
j(t1, . . . , tκ) = t
y
j , Λ
g
j(t1, . . . , tκ) = t
g
j . (4.7)
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The definition is motivated by the fact that the jth clone of a clause must be colored red if all other clones are set
to 0. Because t1j , t
0
j =
1
2 + O˜k(2
−k/2) and t∗j = Ok(2
−k) for all j, Λj(t1, . . . , tκ) is a probability distribution for
sufficiently large k. Moreover,Λzj (t1, . . . , tκ) = t
z
j for z ∈ {0, 1, ∗}. Finally, for i ∈ [m] and j ∈ [ki] we define
θ
Φˆij
= Λj(ϑi) ∈ P({r, b, g, y}). (4.8)
Thus, at this point we have constructed a type assignment θ = θ(Φˆ) : L′ → P({r, b, g, y}).
In the rest of the paper, we are exclusively going to work with the type assignment from (4.8). Therefore, we
are consistently going to drop the index θ from symbols such as Tθ, T
∗
θ and just write T, T
∗ etc. instead. Having
constructed the type assignment, we obtain the θ-types of the literals/clauses via the framework described in the
previous section. Let T ⊃ D denote the coarsest σ-algebra with respect to which all types θl, ℓi (l ∈ L′, i ∈ [m]) are
measurable. The conditional distribution of the random formula Φˆ given T admits the following neat description as a
“type-preserving random matching” (cf. (4.5) and the subsequent discussion).
Fact 4.8. Given T , Φˆ : I ′ → L′ is a uniformly random bijection subject to the condition that Φˆij ∈ L′∂(ℓ,j) for all
ℓ ∈ T ∗, i ∈Mℓ, j ∈ [kℓ].
4.5. The random variable. In this section we define the precise random variable to which we apply the second
moment method and summarise the result of the first/second moment calculations. At this point, the obvious choice
seems to be the number Z ′ of valid θ-shades of Φˆ. However, there are two more technical issues that we need to
tackle.
First, we saw that any valid shade ξ of Φˆ gives rise to a cover ξˆ ofΦ′. But of course our overall goal is to exhibit a
satisfying assignment ofΦ′, not merely a cover. Hence, we call ξ extendible if Φ′ has a satisfying assignment σ such
that σ(l) = ξˆ(l) for all literals l such that ξˆ(l) ∈ {0, 1}. Thus, we can think of σ as being obtained by substituting
actual truth values for l such that ξˆ(l) = ∗.
Additionally, we introduce a condition to facilitate the second moment computation. According to the physics
picture, we expect that covers are “well-separated”. To hard-wire this geometry into our random variable, we call a
valid shade ξ of Φˆ separable if there are no more than E[Z ′|T ] valid θ-shades ζ of Φˆ such that
1
2n
∣∣∣{l ∈ L′ : ξˆ(l) 6= ζˆ(l)}∣∣∣ 6∈ [1
2
− 2−0.49k, 1
2
+ 2−0.49k
]
.
Definition 4.9. A θ-shade ξ is good in Φˆ if it is valid, extendible and separable.
Let Z denote the number of good θ-shades of Φˆ. In Section 5 we will calculate the first moment of Z to prove
Proposition 4.10. There is εk = Θk(2
−k/2) such that for r = 2k ln 2 − 1+ln 22 − εk we have E[Z|T ] = exp(Ω(n))
w.h.p.
Furthermore, in Section 6 we estimate the second moment to establish the following.
Proposition 4.11. If εk = O˜k(2
−k/2) is such that for r = 2k ln 2− 1+ln 22 − εk we have E[Z|T ] = exp(Ω(n)) w.h.p.,
then E[Z2|T ] ≤ O(E[Z|T ]2) w.h.p.
Proof of Theorem 1.1 (assuming Proposition 4.10–4.11). With εk and r from Proposition 4.10 we obtain from Propo-
sitions 4.10 and 4.11 that E[Z|T ] ≥ exp(Ω(n)) and E[Z2|T ] ≤ O(E[Z|T ]2) w.h.p. Hence, the Paley-Zygmund
inequality yields
lim inf
N→∞
E[P [Z > 0|T ]] > 0. (4.9)
Since Z counts good, and thus extendible shades, Φˆ is satisfiable if Z > 0. Hence, (4.9) implies that
lim inf
N→∞
E[P[Φˆ is satisfiable|T ]] > 0. (4.10)
As T ⊃ D, (4.10) yields lim infN→∞ E [P[Φ′ is satisfiable|D]] > 0, i.e., (4.3) is established. Finally, Theorem 1.1
follows from Proposition 4.1. 
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4.6. A few observations. We conclude this section with a few basic observations that will be important in due course.
Lemma 4.12. For any ℓ ∈ T ∗, j ∈ [kℓ] we have ℓrj = ℓpj
∏
j′ 6=j ℓ
y
j = 2
−kℓ + O˜k(2
−3k/2).
Proof. The first equality sign is immediate from (4.6)–(4.7) and the fact that ℓpj = ℓ
1
j + ℓ
∗
j . The second one follows
from (3.5), since the pruning step (4.2) guarantees that ℓ
p
j′ , ℓ
y
j′ = 1/2 + O˜k(2
−k/2) for all j′ ∈ [kℓ] and kℓ ∈
{k − 2, k − 1, k}. 
Lemma 4.13. W.h.p. we have πt, πℓ = Ω(1) for all t ∈ T, ℓ ∈ T ∗.
Proof. LetA be the set of all pairs (d+, d−) of integers such that |d+−kr/2|, |d−−kr/2| ≤ k32k/2. Proposition 4.1
shows that for any (d+, d−) ∈ A the set L′(d+, d−) of literals l such that dl = d+, d¬l = d− has size Ω(n) w.h.p.
Furthermore, the construction in (4.8) ensures that the type of a literal l is determined by dl, d¬l and the degrees of
the literals that appear in the clauses that contain l. Because Φ′ is uniformly random given D and A is bounded, any
possible constellation appears Ω(n) times w.h.p. Hence, πt = Ω(1) for all t ∈ T w.h.p. Similarly, the type of a clause
Φ′i is governed by the degrees of the literals that the clause contains and the degrees of the literals that appear in a
clause that contains a literal l such that either l or ¬l appears inΦ′i. Once more becauseΦ′ is uniformly random given
D, any possible constellation appears Ω(m) times w.h.p. Hence, πℓ = Ω(1) for all ℓ ∈ T ∗. 
For a set T0 ⊂ T define Vol(T0) =
∑
t∈T0
πt. Similarly, for M ⊂ T ∗ let Vol(M) =
∑
ℓ∈M πℓ. The formula Φ
′
inherits certain discrepancy properties from the plain random formulaΦ.
Lemma 4.14. W.h.p.Φ′ enjoys the following properties. For ℓ ∈ T ∗ we write ∂ℓ = {∂(ℓ, j) : j ∈ [kℓ]}.
DISC1: Assume that A ⊂ T is such that Vol(A) ≥ 0.01. LetM be the set of all ℓ ∈ T ∗ such that |∂ℓ ∩ A| ≥
0.001k. Then Vol(M) ≥ 1− exp(−Ωk(k)).
DISC2: Assume that A,B ⊂ T are disjoint sets of types such that Vol(A),Vol(B) ≥ 0.47. LetM be the set of
all ℓ ∈ T ∗ such that |∂ℓ ∩ A| ≥ 0.4k and |∂ℓ ∩B| ≥ 0.4k. Then Vol(M) ≥ 1− k−9.
DISC3: Assume that A ⊂ T has satisfies Vol(A) ≤ k−9. LetM be the set of all ℓ ∈ T ∗ such that |∂ℓ ∩ A| ≥
0.9k. Then Vol(M) ≤ O˜k(2−k)Vol(A).
The proof of Lemma 4.14, which is very much based on standard arguments, can be found in Appendix C. Finally, we
define [T ] = {{t,¬t} : t ∈ T}.
In the rest of the paper we tacitly assume that πt = Ω(1) and πℓ = Ω(1) for all t ∈ T , ℓ ∈ T ∗, that statements
(2) and (3) of Proposition 4.1 hold, and thatΦ′ satisfies DISC1–DISC3 from Lemma 4.14. In addition, we assume
that r = M/N = 2k ln 2 − (1 + ln 2)/2 − εk with εk = O˜k(2−k/2), and that k is sufficiently large for various
estimates to hold.
5. THE FIRST MOMENT
5.1. An explicit formula. The aim in this section is to prove Proposition 4.10, i.e., to compute a lower bound for the
expected number of good θ-shades. To this end, we are first going to provide an exact, explicit formula for the first
moment. Let Z ′ denote the number of valid θ-shades of Φ′. We sometimes use the notation PT [ · ] = P [ · |T ] (Φ),
ET [ · ] = E [ · |T ] (Φ).
Proposition 5.1. There exist unique numbers qrt,h, q
p
ℓ,j ∈ (0, 1) such that with qyℓ,j = 1 − qpℓ,j the numbers ert,h, epℓ,j
defined in Figure 1 satisfy
ert,h = t
r
h for all t ∈ T, h ∈ [dt], epℓ,j = ℓpj for all ℓ ∈ T ∗, j ∈ [kℓ].
Furthermore, with the expressions from Figure 1,
1
n
lnET [Z ′] = −C lnn
n
+
∑
t∈T
πt
[
H(t0, t1, t∗) + 2ϕocc,t
]
+
m
n
∑
ℓ∈T∗
πℓϕval,ℓ +O(1/n),
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where
C = |{{t,¬t} : t ∈ T }|+
∑
ℓ∈T∗
kℓ
2
+
∑
t∈T
∑
h∈[dt]
|∂(t, h)| − 1
2
, (5.1)
ϕocc,t = t
1 ln st + t
∗ ln(1− st) +
∑
h∈[dt]
DKL
(
trh/t
p
h‖qrt,h
)
,
ϕval,ℓ = −DKL
(
ℓr1, . . . , ℓ
r
kℓ , 1− ℓr1 − · · · − ℓrkℓ‖grℓ,1, . . . , grℓ,kℓ , gcℓ
)
+
∑
j∈[kℓ]
DKL
(
ℓ
p
j‖qpℓ,j
)
.
To prove Proposition 5.1, we express the property of being a valid θ-shade as a combination of events that are easy
to describe in terms of independent random variables. The basic idea is to separate the property of being valid, which
concerns how the colors are distributed amongst the clauses, from the property of being a θ-shade, which deals with
how the clones of the individual literals are colored. Due to conditionV2 fromDefinition 4.4, this last point introduces
a smidgen of an occupancy problem into our analysis. More specifically, we prove Proposition 5.1 in the following
three subsections, dealing first with the entropy, then with the validity probability (corresponding essentially to the
ϕval,ℓ terms) and finally with the occupancy aspect (corresponding to the ϕocc,t terms).
5.1.1. The entropy. We saw that any valid θ-shade ξ of Φˆ induces a cover ξˆ of Φ′. In fact, Definition 4.7 pins down
the fraction of literals of each type that are set to 0, 1, ∗ under ξˆ. Particularly, |{l ∈ L′t : ξˆ(l) = z}| .= nttz for all
z ∈ {0, 1, ∗}. Furthermore, the map ξˆ clearly has the property that ξˆ(¬l) = ¬ξˆ(l) for all l ∈ L′. We begin by counting
maps with these two properties.
Lemma 5.2. W.h.p. the total number of maps ζ : L′ → {0, 1, ∗} such that
|{l ∈ L′t : ζ(l) = z}| .= nttz for all z ∈ {0, 1, ∗}, t ∈ T (5.2)
and such that ζ(¬l) = ¬ζ(l) for all l ∈ L′ isΘ (n−|[T ]|) exp [n∑t∈T πtH(t0, t1, t∗)], where [T ] = {{t,¬t} : t ∈ T}.
Proof. We introduce an equivalence relation on T by letting t ≡ t′ if t = ¬t′. Then [T ] is the set of equivalence classes.
Let t1, . . . , tν ∈ T be a sequence that contains precisely one representative from each equivalence class. Due to the
condition ζ(¬l) = ¬ζ(l), we just need to count maps ζi : L′ti → {0, 1, ∗} such that |{l ∈ L′ti : ζ(l) = z}|
.
= ntit
z
i for
all z ∈ {0, 1, ∗}. There are two cases.
Case 1: ti 6= ¬ti: by Fact 3.3, the total number of ways of setting ntitzi + O(1) literals l ∈ L′ti to z for each
z ∈ {0, 1, ∗} is
O(1) ·
(
nti
ntit
0
i , ntit
1
i , ntit
∗
i
)
= Θ(n−1ti ) exp
[
ntiH(t
0
i , t
1
i , t
∗
i )
]
= Θ(n−1) exp
[
2nπtiH(t
0
i , t
1
i , t
∗
i )
]
. (5.3)
Case 2: ti = ¬ti: we merely get to pick the values ζ(l) for variables xi ∈ L′ti (as ζ(¬xi) is implied). Therefore,
the number of possible maps comes to
O(1) ·
(
nti/2
ntit
0
i /2, ntit
1
i /2, ntit
∗
i /2
)
= Θ(n−1) exp
[
nπtiH(t
0
i , t
1
i , t
∗
i )
]
. (5.4)
Multiplying (5.3) and (5.4) up for i = 1, . . . , ν completes the proof. 
st = 1−
∏
h∈[dt]
(1− qrt,h), g
c
ℓ = 1−
∏
j∈[kℓ]
q
y
ℓ,j −
∑
j∈[kℓ]
q
p
ℓ,j
∏
j′∈[kℓ]\{j}
q
y
ℓ,j′
, g
r
ℓ,j = q
p
ℓ,j
∏
j′∈[kℓ]\{j}
q
y
ℓ,j′
,
e
r
t,h =
t1qrt,h
st
, e
p
ℓ,j = ℓ
r
j +
q
p
ℓ,j
gcℓ

1−
∑
j′∈[kℓ]
ℓ
r
j′



1−
∏
j′∈[kℓ]\{j}
q
y
ℓ,j′

 .
FIGURE 1. The formulas for Proposition 5.1.
5.1.2. The validity probability. Fix a map ζ : L′ → {0, 1, ∗} that satisfies (5.2) such that ζ(¬l) = ¬ζ(l) for all l ∈ L′.
If Φˆ has a valid θ-shade ξ such that ζ = ξˆ, then the following two events occur for every clause type ℓ ∈ T ∗. First, to
satisfy condition (2) in Definition 4.7, for each ℓ ∈ T ∗ the event
Bℓ(ζ) =
{∀j ∈ [kℓ] : ∣∣{i ∈Mℓ : ζ(Φ′ij) = 0}∣∣ .= ℓyjmℓ}
must occur. Let B(ζ) = ⋂ℓ∈T∗ Bℓ(ζ). To define the second event, let
Γrℓ,j(ζ) =
∣∣{i ∈Mℓ : ζ(Φ′ij) ∈ {∗, 1} and ζ(Φ′ij′ ) = 0 for all j′ ∈ [kℓ] \ {j}}∣∣ , j ∈ [kℓ], (5.5)
Γcℓ(ζ) =
∣∣{i ∈Mℓ : ∃1 ≤ j1 < j2 ≤ kℓ : ζ(Φ′ij1 ), ζ(Φ′ij2 ) ∈ {∗, 1}}∣∣ .
In words, Γrℓ,j is the number of clauses of type ℓ such that the jth literal takes value either 1 or ∗, while all other literals
are set to false. Moreover, Γcℓ is the number of clauses of type ℓ that contain at least two literals assigned 1 or ∗. Set
Sℓ(ζ) =
{
∀j ∈ [kℓ] : Γrℓ,j(ζ) .= ℓrjmℓ and Γcℓ(ζ) = mℓ −
∑
j∈[kℓ]
Γrℓ,j(ζ)
}
and S(ζ) = ⋂ℓ∈T∗ Sℓ(ζ). If ζ = ξˆ for a valid θ-shade ξ, then B(ζ) ∩ S(ζ) occurs (however, the converse is not true).
Lemma 5.3. Let ℓ ∈ T ∗. For each j ∈ [kℓ] there exist qpℓ,j , qyℓ,j ∈ (0, 1) such that qpℓ,j + qyℓ,j = 1 and such that with
e
p
ℓ,j from Figure 1 we have e
p
ℓ,j = ℓ
p
j . With these q
p
ℓ,j, q
y
ℓ,j we have, again with the notation from Figure 1,
1
mℓ
lnPT [Sℓ(ζ)|B(ζ)] = −DKL
(
ℓr1, . . . , ℓ
r
kℓ
, 1− ℓr1 − · · · − ℓrkℓ‖grℓ,1, . . . , grℓ,kℓ , gcℓ
)
+
kℓ∑
j=1
DKL
(
ℓ
p
j‖qpℓ,j
)
− kℓ lnn
2mℓ
+O(1/n),
1
n
lnPT [B(ζ)] = O(1/n)−
∑
t∈T
∑
h∈[dt]
(|∂(t, h)| − 1) lnn
2n
.
In the rest of this section we prove Lemma 5.3. We begin with calculating the probability of the event B(ζ).
Claim 5.4. We have 1mℓ
lnPT [B(ζ)] = O(1/n)−
∑
t∈T
∑
h∈[dt]
(|∂(t,h)|−1) lnn
2mℓ
.
Proof. Due to the requirement that ζ satisfies (5.2), we can write down an explicit formula for PT [
⋂
ℓ Bℓ(ζ)]. Namely,
PT [B(ζ)] = Θ (1)
∏
t∈T
∏
h∈[dt]
∏
(ℓ,j)∈∂(t,h)
(
mℓ
ℓy
j
mℓ
)
(
nt
ntt0
) . (5.6)
Note that the construction of the clause types ensures that ℓyj = t
0 if (ℓ, j) ∈ ∂(t, h) for some h ∈ [dt]. Fact 3.3 and
the fact nt =
∑
(ℓ,j)∈∂(t,h)mℓ show that for any t, h,(
nt
ntt0
)−1 ∏
(ℓ,j)∈∂(t,h)
(
mℓ
ℓ
y
jmℓ
)
= Θ(n(1−|∂(t,h)|)/2).
The assertion follows then form (5.6). 
To derive the desired formula for PT [Sℓ(ζ)|B(ζ)], we fix a clause type ℓ ∈ T ∗. We need to establish the existence
of the parameters qpℓ,j , q
y
ℓ,j .
Claim 5.5. There is a unique vector qℓ = (q
p
ℓ,j , q
y
ℓ,j)j∈[kℓ] such that q
p
ℓ,j+ q
y
ℓ,j = 1, q
p
ℓ,j = ℓ
p
j− 2−kℓ−1+ O˜k(2−3k/2)
and e
p
ℓ,j = ℓ
p
j for all j ∈ [kℓ].
Proof. Consider the map (see also Figure 1)
epℓ : (0, 1)
kℓ → (0, 1)kℓ , (qpℓ,j)j∈[kℓ] 7→ (epℓ,j)j∈[kℓ] =

ℓrj + q
p
ℓ,j
gcℓ
(
1−
∑
j′∈[kℓ]
ℓrj′
)(
1−
∏
j′∈[kℓ]\{j}
qyℓ,j′
)
j∈[kℓ]
.
15
If |qpℓ,j − 1/2| ≤ O˜k(2−k/2) for all j ∈ [kℓ], then we verify that epℓ,j = 1/2 + O˜k(2−k/2) and
∂epℓ,j
∂qpℓ,j
= 1 + O˜k(2
−k/2),
∂epℓ,j
∂qpℓ,j′
= O˜k(2
−k/2) for all j, j′ ∈ [kℓ] \ {j}.
Thus, the Jacobian is (strictly) diagonally dominant and invertible, and the assertion follows readily from the inverse
function theorem. 
To calculate P [Sℓ(ζ)|B(ζ)] we introduce a new probability space in which the colors of the individual literal clones
correspond to independent random variables. Let χℓ = (χℓ,j(i))i∈[mℓ],j∈[kℓ] be a random vector whose entries are
independent random variables with values in {p, y} such that P [χℓ,j(i) = p] = qpℓ,j for each i ∈ [mℓ], j ∈ [kℓ]. We
further introduce the random variables
bzℓ,j = |{i ∈ [mℓ] : χℓ,j = z}| , z ∈ {p, y},
Grℓ,j =
{
i ∈ [mℓ] : χℓ,j = p and χℓ,j′ = y for all j′ ∈ [kℓ] \ {j}
}
,
Gcℓ = {i ∈ [mℓ] : ∃1 ≤ j < j′ ≤ kℓ : χℓ,j = χℓ,j′ = p} ,
G
y
ℓ = {i ∈ [mℓ] : ∀j ∈ [kℓ] : χℓ,j = y} .
Define the events
Bℓ = {∀j ∈ [kℓ] : byℓ,j .= ℓyjmℓ}, Sℓ =
{
∀j ∈ [kℓ] : |Grℓ,j | .= ℓrjmℓ and |Gcℓ | = mℓ −
kℓ∑
j=1
|Grℓ,j |
}
.
This construction ensures that
1
mℓ
lnPT [Sℓ(ζ)|B(ζ)] = 1
mℓ
lnP [Sℓ|Bℓ] +O(1/n). (5.7)
Crucially, since the entries of χℓ are independent, P [Sℓ], P [Bℓ] are easy to calculate.
Claim 5.6. With gcℓ , g
r
ℓ,j as in Figure 1
1
mℓ
lnP [Sℓ] = −DKL
(
ℓr1, . . . , ℓ
r
kℓ , 1− ℓr1 − · · · − ℓrkℓ‖grℓ,1, . . . , grℓ,kℓ , gcℓ
)− kℓ lnn
2mℓ
+O(1/n).
Proof. Because the entries χℓ,j(i) are mutually independent, the random vector (|Grℓ,1|, . . . , |Grℓ,kℓ |, |Gcℓ |, |G
y
ℓ |) is
multinomially distributed with
E[|Grℓ,j |] = mℓgrℓ,j, E[|Gcℓ |] = mℓgcℓ , E[|Gyℓ |] = mℓ
∏
j∈[kℓ]
q
y
ℓ,j = mℓ
(
1− gcℓ −
∑
j∈[kℓ]
grℓ,j
)
.
Hence, the assertion follows from Fact 3.4. 
Claim 5.7. We have 1mℓ
lnP[Bℓ] = −kℓ lnn2mℓ +
∑
j∈[kℓ]
DKL
(
ℓpj‖qpℓ,j
)
+O(1/n).
Proof. Once more due to the independence of the χℓ,j(i), the vector (b
y
ℓ,j)j∈[kℓ] consists of independent binomial
variables with means E[bℓ,j] = q
y
ℓ,jmℓ. Since ℓ
p
j + ℓ
y
j = q
p
ℓ,j + q
y
ℓ,j = 1, the claim follows from Fact 3.4. 
To calculate the conditional probability P [Sℓ|Bℓ], we use Bayes’ formula, according to which
P [Sℓ|Bℓ] = P [Bℓ|Sℓ]
P [Bℓ]
· P [Sℓ] . (5.8)
We first compute P [Bℓ|Sℓ].
Claim 5.8. We have 1mℓ
lnP [Bℓ|Sℓ] = −kℓ lnn2mℓ +O(1/n).
Proof. Let Grℓ = G
r
ℓ,1 ∪ · · · ∪ Grℓ,kℓ . Given that Sℓ occurs and given the set Grℓ , the vectors χℓ(i) = (χℓ,j(i))j∈[kℓ]
with i ∈ [mℓ] \ Grℓ are mutually independent. Thus, b′ℓ,j =
∑
i∈[mℓ]\Grℓ
1χℓ,j(i)=p is a sum of independent random
variables for each j ∈ [kℓ]. Hence, the vector (b′ℓ,j)j∈[kℓ] satisfies the assumptions of Theorem 3.5. Furthermore, since
epℓ,j = ℓ
p
j by the choice of the parameters q
p
ℓ,j, q
y
ℓ,j , we have
E[b′ℓ,j|Sℓ] .=
qpℓ,j
gcℓ

1− ∏
j′∈[kℓ]\{j}
q
y
ℓ,j′



1− ∑
j′∈[kℓ]
ℓrj′

mℓ = (eℓ,j − ℓrj)mℓ. (5.9)
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Since given Sℓ we have b
p
ℓ,j
.
= b′ℓ,j+ℓ
r
jmℓ and because b
y
ℓ,j = mℓ−bpℓ,j , (5.9) and Theorem 3.5 imply that P [Bℓ|Sℓ] =
Θ(n−kℓ/2), as desired. 
Finally, Lemma 5.3 follows from (5.7), (5.8) and Claims 5.6–5.8. We conclude this section with the following
statement that will prove useful later.
Corollary 5.9. For ℓ ∈ T ∗ and j ∈ [kℓ] let µℓ,h be the number of clauses of type ℓ that contain precisely kℓ− j yellow
clones. Let I = [
(
k
j
)
2−1−k,
(
k
j
)
21−k]. Then PT [µℓ,h/mℓ 6∈ I|S(ζ),B(ζ)] ≤ exp(−Ω(n)).
Proof. Let νℓ,j be the number of indices i ∈ [mℓ] such that |{h ∈ [kℓ] : χℓ,h(i) = y}| = j. Then (5.7) implies that
PT [µℓ,h/mℓ 6∈ I|S(ζ),B(ζ)] ≤ O(P [νℓ,h/mℓ 6∈ I|Sℓ, Bℓ]). (5.10)
Furthermore, Claim 5.8 entails that
P [νℓ,h/mℓ 6∈ I|Sℓ, Bℓ] = exp(o(n))P [νℓ,h/mℓ 6∈ I|Sℓ] . (5.11)
In addition, since ℓ
y
h =
1
2 + O˜k(2
−k/2) and thus q
y
ℓ,h =
1
2 + O˜k(2
−k/2) for all h ∈ [kℓ] by Claim 5.5, we see that
E[νℓ,j |Sℓ] = (1 + ok(1))mℓ
(
k
h
)
2−k. (5.12)
Further, given Sℓ, νℓ,h is a sum ofmℓ independent random variables. Therefore, the Chernoff bound and (5.12) imply
that P [νℓ,h/mℓ 6∈ I|Sℓ] ≤ exp(−Ω(n)). Hence, the assertion follows from (5.10) and (5.11). 
5.1.3. The occupancy probability. Assume that ζ : L′ → {0, 1, ∗} is a map such that ζ(¬l) = ¬ζ(l) for all l ∈ L′
and such that (5.2) holds and such that the events B(ζ), S(ζ) occur. We saw that these are necessary conditions for
the existence of a valid θ-shade ξ such that ζ = ξˆ. But there is a further important necessary condition. Namely, with
Γrℓ,j(ζ) the sets from (5.5), we define
Γrt,h(ζ) =
⋃
(ℓ,j)∈∂(t,h)
{
Φ′ij : i ∈ Γrℓ,j(ζ)
}
for each t ∈ T , h ∈ [dt].
In words, Γrt,h(ζ) is the set of all literals of type t that are assigned either ∗ or 1 and whose hth clone appears in a clause
where all other literals are set to 0. Then SD1–SD2 from Definition 4.3 require that the following two conditions hold
for any t ∈ T :
RED1: If l ∈ L′t is such that ζ(l) = 1, then there is h ∈ [dt] such that l ∈ Γrt,h(ζ).
RED2: If l ∈ L′t is such that ζ(l) = ∗, then for all h ∈ [dt] we have l 6∈ Γrt,h(ζ).
Let Rt(ζ) be the event that RED1–RED2 hold for t ∈ T and let R(ζ) =
⋂
t∈T Rt(ζ). We will prove the following
statement in this subsection.
Lemma 5.10. For t ∈ T there exists a unique vector qrt = (qrt,h)h∈[dt] with entries qrt,h = trh/t1+ O˜k(4−k) such that
with the notation of Figure 1 we have ert,h = t
r
h for all h ∈ [dt]. In terms of these vectors qrt we have
1
n
lnPT [R(ζ)|S(ζ),B(ζ)] =
∑
t∈T
2πt

t1 ln st + t∗ ln(1− st) + (t1 + t∗) ∑
h∈[dt]
DKL
(
trh‖qrt,h
)+O(1/n).
As in the previous section, we are going to introduce a new probability space in which the individual clones of the
literals of any particular type correspond to independent events. Let t ∈ T and set nzt = |{l ∈ L′t : ζ(l) = z} for
z ∈ {0, 1, ∗}. Then nzt .= tznt due to (5.2). Let npt = n1t + n∗t .
Claim 5.11. There is a unique vector qrt = (q
r
t,h)h∈[dt] with entries q
r
t,h = t
r
h/t
1 + O˜k(4
−k) such that ert,h = t
r
h for
all h ∈ [dt].
Proof. We consider the map (see also Figure 1)
ert : (0, 1)
dt → (0, 1)dt , (qrt,h)h∈[dt] 7→ (ert,h)h∈[dt] = (t1qrt,h/st)h∈[dt],
where st = 1−
∏
h∈[dt]
(1 − qrt,h). If |qrt,h − trh/t1| ∈ ok(1) for all h ∈ [dt], then ert,h = trh + ok(2−k) and
∂ert,h
∂qrt,h
= t1 + O˜k(2
−k),
∂ert,h
∂qrt,h′
= O˜k(4
−k) for all h, h′ ∈ [dt], h 6= h′.
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As in the proof of Claim 5.5, the assertion follows from the inverse function theorem. 
Equipped with the vector qrt = (q
r
t,h)h∈[dt] from Claim 5.11, we let ρ = (ρt,h(i))h∈[dt],i∈[npt] be a vector whose
entries are independent random variables with values in {r, c} such thatP [ρt,h(i) = r] = qrt,h for all i ∈ [npt ], h ∈ [dt].
We are going to consider the random variables
brt,h = |{i ∈ [npt ] : ρt,h(i) = r}| , h ∈ [dt].
Let Bt,h be the event that b
r
t,h
.
= trhnt and let Bt =
⋂
h∈[dt]
Bt,h. Moreover, let R
1
t be the event that for each i ∈ [n1t ]
there exists h ∈ [dt] such that ρt,h(i) = r. Further, let R∗t be the event that for any i ∈ [npt ] \ [n1t ] and any h ∈ [dt] we
have ρt,h(i) = c, and let Rt = R
1
t ∩R∗t . This construction ensures that
1
n
lnP [R(ζ)|B(ζ),S(ζ)] = O(1) + 1
n
∑
t∈T
lnP [Rt|Bt] . (5.13)
To calculate the r.h.s. we are going to compute P [Rt], P [Bt] and P [Bt|Rt].
Claim 5.12. We have lnP [Rt] = n
p
t (t
1 ln st + t
∗ ln(1 − st)) +O(1).
Proof. Due to the independence of the entries ρt,h(i), st is simply the probability that for a given i ∈ [npt ] there is
h ∈ [dt] such that ρt,h(i) = r. Thus, the assertion follows from the fact that n1t .= t1nt and n∗t .= t∗nt. 
Claim 5.13. We have lnP [Bt] =
dt lnn
2 − npt
∑
h∈[dt]
DKL
(
trh‖qrt,h
)
+O(1).
Proof. Because the entries ρt,h(i) are independent, the random variables b
r
t,h are independent and binomially dis-
tributed with mean nptq
r
t,h +O(1). Hence, the assertion follows from Fact 3.4. 
Claim 5.14. We have lnP [Bt|Rt] = dt lnn2 +O(1).
Proof. Given that Rt occurs, each b
r
t,h is a sum of independent random variables, namely b
r
t,h =
∑
i∈[n1t ]
1ρt,h(i)=r.
Furthermore, as ert,h = t
r
h we see that E[b
r
t,h|Rt] .= nttrh. Hence, the assertion follows from Theorem 3.5. 
Finally, Lemma 5.10 follows from (5.13) and Claims 5.12–5.14.
Proof of Proposition 5.1. Let ζ : L′ → {0, 1, ∗} be a map as in Lemma 5.2. Then Φˆ has a valid θ-shade ξ such
that ξˆ = ζ iff the events B(ζ), S(ζ) and R(ζ) occur. Therefore, Proposition 5.1 follows from Lemmas 5.2, 5.3
and 5.10. 
5.2. The asymptotic expansion. To prove Proposition 4.10 we derive the following asymptotic expansion of the
formula from Proposition 5.1.
Corollary 5.15. W.h.p. we have 1n lnE[Z ′|T ] = εk2−k + O˜k(2−3k/2).
To prove Corollary 5.15 we derive asymptotic formulas for the entropy, the validity probability and the occupancy
probability separately.
Claim 5.16. W.h.p. we have
∑
t∈T πtH(t
0, t1, t∗) = ln 2 + 2−k−1 + O˜k(2
−3k/2).
Proof. Let δt = dt − d¬t for any t ∈ T . Since t∗ = 2−k−1 and t1 = 1/2 + δt2−k−1 − 2−k−2 we infer with
Proposition 4.1 that w.h.p.∑
t∈T
πtH(t) = −
∑
t∈T
πt(t
0 ln t0 + t1 ln t1 + t∗ ln t∗) =
(k + 1) ln 2
2k+1
−
∑
t∈T
πt(t
0 ln t0 + t1 ln t1) + O˜k(2
−3k/2)
=
(k + 1) ln 2
2k+1
−
∑
t∈T
πt
[
t0 ln
(
1
2
− δt
2k+1
− 1
2k+2
)
+ t1 ln
(
1
2
+
δt
2k+1
− 1
2k+2
)]
+ O˜k(2
−3k/2)
=
(
1 +
k
2k+1
)
ln 2−
∑
t∈T
πt
[
t0 ln
(
1− 1 + 2δt
2k+1
)
+ t1 ln
(
1− 1− 2δt
2k+1
)]
+ O˜k(2
−3k/2).
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Let xt = 2
−k−1(1 + 2δt) and yt = 2
−k−1(1− 2δt). Using the expansion ln(1 + x) = x− x2/2 +O(x3) as x→ 0,
we obtain
−t0 ln
(
1− 1 + 2δt
2k+1
)
− t1 ln
(
1− 1− 2δt
2k+1
)
= −1
2
[(1− xt) ln(1− xt) + (1− yt) ln(1− yt)]
=
xt + yt
2
− x
2
t + y
2
t
4
+ O˜k(2
−3k/2) = 2−k−1 − δ
2
t
22k+1
+ O˜k(2
−3k/2).
Since part (3) of Proposition 4.1 implies that
∑
t πtδ
2
t = k2
k ln 2 + O˜(2k/2), the assertion follows. 
Claim 5.17. W.h.p. we have
∑
ℓ πℓϕval,ℓ = −2−k − 2−2k−1 + k2−2k + O˜k(2−5k/2).
Proof. Recall that for ℓ ∈ T ∗
ϕval,ℓ = −DKL
(
ℓr1, . . . , ℓ
r
kℓ
, 1− ℓr1 − · · · − ℓrkℓ‖grℓ,1, . . . , grℓ,kℓ , gcℓ
)
+
∑
j∈[kℓ]
DKL
(
ℓpj‖qpℓ,j
)
,
cf. (5.1). Claim 5.5 asserts that q
p
ℓ,j = ℓ
p
j − 2−kℓ−1+ O˜k(2−3k/2). Using thatDKL (x‖x+ δ) = δ
2
2x(1−x) +O(δ
3) for
1/4 ≤ x ≤ 3/4 and δ → 0 and recalling that ℓpj = 1/2 + O˜k(2−k/2) yields
DKL
(
ℓ
p
j‖qpℓ,j
)
= 2−2kℓ−1 + O˜k(2
−5k/2). (5.14)
Further, note that since qpℓ,j = ℓ
p
j − 2−kℓ−1 + O˜k(2−3k/2) and qyℓ,j = ℓyj + 2−kℓ−1 + O˜k(2−3k/2)
grℓ,j = ℓ
r
j + εj ,where εj = O˜k(2
−2k) and gcℓ = 1−
∑
j∈[kℓ]
ℓrj + εkℓ+1,where εkℓ+1 = −
∏
j∈[kℓ]
q
y
ℓ,j + O˜k(2
−2k).
Using that x log
(
x+δ
x
)
= x− δ22x +O(δ3/x2) for any x > 0 and δ > −xwe obtain that the first term in the expression
for ϕval,ℓ equals ∑
j∈[kℓ+1]
εj −
∑
j∈[kℓ]
ε2j
2ℓrj
− ε
2
kℓ+1
2(1−∑j∈[kℓ] ℓrj) + O˜k(2
−3k).
Note that
∑
j∈[kℓ+1]
εj = −
∏
j∈[kℓ]
q
y
ℓ,j . Using that εj = O˜k(2
−2k) and ℓrj = O(2
−k) for j ∈ [kℓ] we obtain that
−DKL
(
ℓr1, . . . , ℓ
r
kℓ , 1− ℓr1 − · · · − ℓrkℓ‖grℓ,1, . . . , grℓ,kℓ , gcℓ
)
= −
∏
j∈[kℓ]
q
y
ℓ,j −
1
2
( ∏
j∈[kℓ]
q
y
ℓ,j
)2
+ O˜k(2
−3k)
= −
∏
j∈[kℓ]
qyℓ,j − 2−2kℓ−1 + O˜k(2−5k/2).
(5.15)
Since q
y
ℓ,j = 1− qpℓ,j = 1− ℓpj + 2−kℓ−1 + O˜k(2−3k/2)∏
j∈[kℓ]
qyℓ,j =
∏
j∈[kℓ]
(1− ℓpj) + kℓ2−2kℓ + O˜k(2−5k/2).
By plugging this into (5.15) and using (5.14) we arrive with Proposition 4.1 at the expression∑
ℓ∈T∗
πℓϕval,ℓ = −(k + 1)2−2k−1 −
∑
ℓ∈T∗
πℓ
∏
j∈[kℓ]
(1 − ℓpj) + O˜k(2−5k/2). (5.16)
For each clause type ℓ and every j, the value ℓ
p
j is determined merely by the signature of the jth literal. Thus, for
integers d+, d− let ρ(d+, d−) = |{(l, j) ∈ L′ : dl = d+, d¬l = d−}| /(2n). Then Proposition 4.1 implies that w.h.p.
for all d+, d− we have
ρ(d+, d−) =
d+
kr/2
P
[
Po(kr/2) = d+
]
P
[
Po(kr/2) = d−
]
+Ok(exp(−k2)).
Furthermore, for a sequence (d+1 , d
−
1 , . . . , d
+
k , d
−
k ) let m(d
+
1 , d
−
1 , . . . , d
+
k , d
−
k ) be the the number of indices i ∈ [m]
such that dΦ′
ij
= d+j , d¬Φ′ij = d
−
j for all j ∈ [k]. Then by Proposition 4.1 w.h.p.
m(d+1 , d
−
1 , . . . , d
+
k , d
−
k )/m = Ok(exp(−k2)) +
∏
j∈[k]
ρ(d+j , d
−
j ).
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Letting s =
∑
d+,d−≥0
2d+ϑ0(d+−d−)
kr · (kr/2)
d++d−
(d+)!(d−)! exp(kr) , we obtain from (5.16)∑
ℓ∈T∗
πℓϕval,ℓ = −(k + 1)2−2k−1 − sk + O˜k(2−5k/2).
By plugging in the definition of ϑ0(d+ − d−) we obtain s = 12 (1 − 3 · 2−k−1) and the claim follows. 
Claim 5.18. W.h.p. we have 2
∑
t∈T πtϕocc,t = −2−k − k2−k ln 2 + O˜k(2−3k/2).
Proof. Note that DKL (x‖x+ δ) = δ22x(1−x) + O(x−1δ3) for x ∈ (0, 1/2). Using Lemma 4.12 and Claim 5.11, we
obtain ∑
h∈[dt]
DKL
(
trh/t
p
h‖qrt,h
)
= dtO˜k(8
−k) = O˜k(2
−3k/2) for any t ∈ T . (5.17)
Further, note that Claim 5.11 guarantees that
qrt,h = 2
−kt+1 + O˜k(2
−3k/2)
for any t ∈ T and some kt ∈ {k−2, k−1, k}. Invoking Lemma 4.12 and (4.2), we find st = 1−
∏
h∈[dt]
(1− qrt,h) =
1− 2−kt + O˜k(2−3k/2) for any t ∈ T . The expansion ln(1− x) = −x+O(x2) as x→ 0 then yields
t1 ln(st) = −2−kt−1 + O˜k(2−3k/2) for any t ∈ T . (5.18)
In a similar fashion we obtain by applying again (4.2)
t∗ ln(1− st) = 2−k−1
∑
h∈[dt]
ln(1− qrt,h) = −k2−kt−1 ln 2 + O˜k(2−3k/2) for any t ∈ T . (5.19)
Note that the number of types t ∈ T such that kt 6= k is in exp(−Ok(k2))n, by Proposition 4.1. Combining (5.17)–
(5.19) and summing over all t ∈ T completes the proof. 
Finally, Corollary 5.15 follows from Claims 5.16, 5.17 and 5.18.
5.3. Extendibility. The aim in this section is to establish
Lemma 5.19. Let Z ′′ be the number of valid θ-shades that fail to be extendible. Then ET [Z ′′] = o(ET [Z ′]) w.h.p.
To prove Proposition 5.19, we are going to argue that given that ξ is a valid θ-shade, the probability that ξ is
extendible is 1 − o(1). Thus, let ξ be a θ-shade, and let V be the event that ξ is valid. To extend ξ to a satisfying
assignment, we need to assign actual truth values to literals l such that ξˆ(l) = ∗ in such a way that all clauses are
satisfied. In the course of this we just need to watch out for clauses that contain yellow and green clones only, because
all other clauses already contain a literal set to 1 under ξˆ. Thus, let Yℓ be the number of clauses of type ℓ containing
green and yellow clones only. We begin by showing a rough estimate regarding yellow clones only.
Claim 5.20. For ℓ ∈ T ∗ and j ∈ [kℓ] let µℓ,j be the number of clauses of type ℓ that contain precisely kℓ − j yellow
clones. Then PT [
(
k
j
)
2−1−k ≤ µℓ,h/mℓ ≤
(
k
j
)
21−k | V ] = 1− o(1) w.h.p.
Proof. Let Z˜ be the number of valid θ-shades such that the number of clauses of type ℓ that contain precisely kℓ − j
yellow clones does not lie in the interval I = [
(
k
j
)
2−1−kmℓ,
(
k
j
)
21−kmℓ]. Recall the events B(ξ),S(ξ) that are defined
in Section 5.1.2 and the eventR(ξ) from Section 5.1.3. Then V = B(ξ) ∩ S(ξ) ∩ R(ξ). Moreover, by Corollary 5.9
the probability of the event I(ξ) that the number of clauses of type ℓ with precisely kℓ − j yellow clones does not
belong to I satisfies PT [I(ξ)|B(ξ),S(ξ)] ≤ exp(−Ω(n)). We thus obtain
PT [µℓ,h/mℓ 6∈ I | V ] = PT [I(ξ),B(ξ),S(ξ),R(ξ)]
PT [V ] =
PT [I(ξ),R(ξ) | B(ξ),S(ξ)]
PT [V ]
Note that the events I(ξ),R(ξ) are independent upon conditioning on B(ξ),S(ξ); the claimed bound follows. 
We continue with a rough bound on the number Yℓ of clauses of type ℓ containing only green and yellow clones.
Claim 5.21. Let ℓ ∈ T ∗. Then PT [Yℓ ≤ k32−3kmℓ | V ] = 1− o(1) w.h.p.
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Proof. Let µℓ,j be the number of clauses of type ℓ that contain precisely kℓ − j yellow clones. By Claim 5.20 w.h.p.(
k
j
)
2−1−k ≤ µℓ,j
mℓ
≤
(
k
j
)
21−k for all 2 ≤ j ≤ kℓ. (5.20)
If a clause contains kℓ − j yellow clones for some 2 ≤ j ≤ kℓ, then the other j clones are colored either green or blue
(and there is no red clone). Let Yℓ,j be the number of clauses of type ℓ with precisely j green clones and kℓ− j yellow
clones. Since for each type t ∈ T we have tb = 12 + ok(1) and tg = 2−k−1, we see that
ET [Yℓ,j |V ] ≤ (1 + ok(1))2−kjµℓ,j . (5.21)
Furthermore, since nt = Ω(n) for all t ∈ T , the events that for two given clauses of type ℓ with kℓ − j yellow clones
the other j clones are green are asymptotically independent. Hence,
ET [Y
2
ℓ,j |V ] = (1 + o(1))ET [Yℓ,j |V ]2.
Combining this with (5.21), we conclude that
PT [Yℓ,j ≤ (1 + ok(1))2−kjµℓ,j |V ] = 1− o(1). (5.22)
Since Yℓ =
∑kℓ
j=2 Yℓ,j , combining (5.22) and (5.20) yields Yℓ ≤ k32−3kmℓ w.h.p., as desired. 
Equipped with Claim 5.21, we are going to reduce the problem of extending ξ to a satisfying assignment of Φˆ to a
2-SAT problem. More precisely, let Φ˜ be the 2-SAT formula obtained from Φˆ as follows:
• remove all clauses that contain a blue or a red clone.
• turn all the remaining clauses (that consist of yellow clones and at least two green clones each) into clauses of
length two by only keeping the first two green clones.
To satisfy Φ˜, we borrow an argument from prior work on random 2-SAT [9, 29]. Namely, for h ≥ 1 we call a literal
sequence l0, . . . , lh+1 ∈ ξˆ−1(∗) an h-bicyle if the following conditions are satisfied.
BC1: For any i = 0, . . . , h the 2-clause ¬li ∨ li+1 occurs in Φ˜.
BC2: The variables |l1|, . . . , |lh| are distinct.
BC3: We have |l0|, |lh+1| ∈ {|l1|, . . . , |lh|}.
It is well-known that a 2-SAT formula is satisfiable unless it contains an h-bicycle for some h ≥ 1. Thus, let Ch be
the number of h-bicycles in Φ˜. To get a handle on Ch, we use the following lemma.
Lemma 5.22. There is an eventA with PT [A] = 1− o(1) such that the following is true. Let 1 ≤ h ≤ ln2 n be an in-
teger and let C′h be the number of sequences l = (¬l1, j1), (l2, j′2), (¬l2, j2), . . . , (lh−1, j′h−1), (¬lh−1, jh−1), (lh, j′h)
of distinct literal clones in ξ−1(g) such that Φ˜ contains clauses consisting of the clones (¬li, ji), (li+1, j′i+1) for all
1 ≤ i < h. Then ET [C′h|A,V ] ≤ nO˜k(2−k)h w.h.p.
Proof. Let A be the event that Yℓ ≤ k38−kmℓ for all ℓ ∈ T ∗. Then PT [A|V ] = 1 − o(1) by Lemma 5.21. We
can estimate ET [C
′
h|A,V ] as follows. Let l1 be a literal and let j = (j1, j′2, j2, . . . , j′h−1, jh−1, jh) ∈ [k2k], i =
(i1, i2, . . . , ih) ∈ [k] be sequences of indices. Given l1, j, i, we attempt to construct a sequence l2, . . . , lh of literals
as follows. If j1 ≤ d¬l1 , then l2 is the i1th literal of the clause of Φˆ that (¬l1, j1) occurs in, provided that i1 does
not exceed the length of that clause. Similarly, assuming that la has been defined already for some 1 < a < h and
that ja ≤ d¬la , let la+1 be the iath literal of the clause of Φˆ that the clone (¬la, ja) occurs in. For b ∈ [h] let
Eb(l1, i, j) be the event that the above construction yields a literal sequence (l1, . . . , lh), that for each a ∈ [b] the clause
that (¬la, ja) appears in contains green and yellow clones only, and that ξ(la, ja) = g for all a ∈ [b]. Further, let
E(l1, i, j) =
⋂
b∈[h] Eb(l1, i, j). We claim that
PT [Eb+1(l1, i, j)|A,V , Eb(l1, i, j)] ≤ O˜k(4−k) for all b < h. (5.23)
Indeed, let ℓb+1 be the type of the clause that (¬lb, jb) appears in. Given that ξ(lb, jb) = g, the probability that the
clause contains green and yellow clones only is O˜k(4
−k) (due to our conditioning on A). Multiplying (5.23) up for
b < h, we obtain
PT [E(l1, i, j)|A,V ] = O˜k(4−k)h−1. (5.24)
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To complete the proof, we use the union bound. The total number of ways of choosing i, j is bounded by O˜k(2
k)h
(note that we do not have to choose the indices j′a+1; they are implied by¬la, ja, ia). Further, the total number of ways
of choosing a literal l1 with ξˆ(l1) = ∗ is O˜k(2−k)n. Combining these bounds with (5.24) yields the assertion. 
Proof of Proposition 5.19. Assume that Φ˜ contains an h-bicycle for some h > lnn. Then there is a sequence l =
(¬l1, j1), (l2, j′2), (¬l2, j2), . . . , (lh∗ , j′h∗) of length h∗ = ⌊lnn⌋ of distinct clones in ξ−1(g) such that Φ˜ contains
clauses consisting of (¬li, ji), (li+1, j′i+1) for all 1 ≤ i < h∗. But by Lemma 5.22 the probability of this event is o(1).
Thus, w.h.p. there is no h-bicyle with h > lnn.
We are left to show that w.h.p. Ch = 0 for all 1 ≤ h < lnn. Note that the number of choices for l0 and lh+1
is bounded by O(ln2 n). Moreover, the number of the respective clones, and the positions where they appear in the
corresponding clauses is bounded by O˜k(2
k). Once more by Lemma 5.22, for any such h we have E[Ch|V ,A] ≤
O(ln2 n/n). Taking the union bound over all 1 ≤ h < lnn completes the proof. 
5.4. Separability. The aim of this section is to prove the following statement.
Lemma 5.23. Let Z ′′′ be the number of valid θ-shades that are not separable. Then E[Z ′′′|T ] = o(E[Z ′|T ]) w.h.p.
In the proof we consider the set Y(Φ) of all maps ξ : L→ {0, 1, ∗} that enjoy the following properties.
(i) ξ(¬l) = ¬ξ(l) for all literals l ∈ L.
(ii) |ξ−1(∗)| .= 2−kN .
(iii) Call a clause critical under ξ if it contains one literal that is set to 1 under ξ, while all others are set to 0 then the
number clauses ofΦ that are critical under ξ is (k2−k + O˜k(2
−3k/2))M .
(iv) The restriction ξ|L′ is a cover ofΦ′.
Further, for two maps ξ1, ξ2 : L→ {0, 1, ∗} and z1, z2 ∈ {0, 1, ∗} define
Oz1z2(ξ1, ξ2) =
∣∣ξ−11 (z1) ∩ ξ−12 (z2)∣∣
2N
and O(ξ1, ξ2) = (Oz1z2(ξ1, ξ2))z1,z2∈{0,1,∗}.
Let Π =
{O(ξ1, ξ2) : ξ1, ξ2 : L→ {0, 1, ∗}, |ξ−11 (∗)|, |ξ−12 (∗)| .= 2−kN}. There are certain affine relations amongst
the entries of O ∈ Π that are implied by properties (i) and (ii):
O10 = O01, O1∗ = O0∗ = O∗1 = O∗0, (5.25)
O11 +O10 +O1∗ .= 1
2
− 2−k−1, O00 +O01 +O0∗ .= 1
2
− 2−k−1, O∗∗ .= 2−k − 2O1∗. (5.26)
Here A
.
= B shall be understood as |A−B| = O(N−1). Note that due to these affine relations we can express all the
entries of O in terms of O10,O1∗.
For O ∈ Π let Y (O) be the set of pairs ξ1, ξ2 ∈ Y(Φ) with O(ξ1, ξ2) = O. Moreover, for z ∈ {0, 1, ∗} we set
Oz · =∑y∈{0,1,∗}Ozy , O · z =∑y∈{0,1,∗}Oyz . Further, we let g = g(O) = (gyy, grg, ggr, gry, gyr) with
gyy = k(k − 1)O10O01(O00)k−2, grg = ggr = kO1∗((O0 · )k − (O00)k),
gry = gyr = kO10((O0 · )k−1 − (O00)k−1 − (k − 1)(O01 +O0∗)(O00)k−2),
gcc = 1− (O0 · )k − (O · 0)k + (O00)k − k(O∗ · +O1 · )(O0 · )k−1 − k(O · ∗ +O1 · )(O · 0)k−1
+ k(k − 1)(O∗0 +O10)(O0∗ +O01)(O00)k−2 + k(O∗∗ +O∗1 +O1∗ +O11)(O00)k−1.
Additionally, let Γ(O) be the set of all vectors γ = (γyy, γrg, γry, γgr, γyr, γcc) with non-negative entries such that
γyy + γrg + γry + γgr + γyr + γcc = 1 and
γyy + γry ≥ 2N
M
O10 − 8−k, γyy + γyr ≥ 2N
M
O01 − 8−k, γrg ≥ 2N
M
O1∗ − 8−k, γgr ≥ 2N
M
O∗1 − 8−k.
Set ψ(O, γ) = H(O)− MN DKL (γ‖g)− 2−k.
Claim 5.24. W.h.p. we have 1N lnET |Y (O)| ≤ maxγ∈Γ(O) ψ(O, γ) + O˜k(2−3k/2).
Proof. Let ξ1, ξ2 : L→ {0, 1, ∗}. Under (ξ1, ξ2), a clause Φ′i of length ki = k is a
• (y, y)-clause if there exist j1, j2 ∈ [k], j1 6= j2, such that ξ1(Φ′ij1 ) = 1, ξ2(Φ′ij1 ) = 0, ξ1(Φ′ij2 ) = 0,
ξ2(Φ
′
ij1
) = 1, and ξ1(Φ
′
ij) = ξ2(Φ
′
ij) = 0 for all j ∈ [k] \ {j1, j2}.
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• (r, g)-clause if there exist j1 6= j2 such that ξ1(Φ′ij1) = 1, ξ2(Φ′ij1 ) = ∗, ξ2(Φ′ij2 ) 6= 0 and ξ1(Φij) = 0 for
all j 6= j1.
• (g, r)-clause if there exist j1 6= j2 such that ξ2(Φ′ij1) = 1, ξ1(Φ′ij1 ) = ∗, ξ1(Φ′ij2 ) 6= 0 and ξ2(Φij) = 0 for
all j 6= j1.
• (r, y)-clause if there exist distinct indices j1, j2, j3 such that ξ1(Φ′ij1 ) = 1, ξ2(Φ′ij1 ) = 0, ξ2(Φ′ij2 ), ξ2(Φ′ij3 ) 6=
0 and if ξ1(Φij) = 0 for all j 6= j1.
• (y, r)-clause if there exist distinct indices j1, j2, j3 such that ξ2(Φ′ij1 ) = 1, ξ1(Φ′ij1 ) = 0, ξ1(Φ′ij2 ), ξ1(Φ′ij3 ) 6=
0 and if ξ2(Φij) = 0 for all j 6= j1.
• (c, c)-clause if there exist j1, j2, j′1, j′2 such that j1 6= j2, j′1 6= j′2 such that ξ1(Φ′ij1 ), ξ1(Φ′ij2 ) 6= 0 and
ξ2(Φ
′
ij′
1
), ξ2(Φ
′
ij′
2
) 6= 0.
For a setM⊂ [M ] of size |M| ≥ (1− exp(−k2))M let E(γ,M, ξ1, ξ2) be the event that
• for any (z1, z2) ∈ {(y, y), (r, g), (g, r), (r, y), (y, r), (c, c)} there are γz1z2 |M| indices i ∈ M such that Φi
is a (z1, z2)-clause under (ξ1, ξ2), and
• there are (2−k +Ok(2−3k/2)M indices i ∈ M such that Φi is critical under ξ1.
By the independence of the clauses we have
lnP [Φ ∈ E(γ,M, ξ1, ξ2)] ≤ −|M|DKL (γ‖g) + o(1). (5.27)
Further, let N (O) be the set of all pairs (ξ1, ξ2) such that ξ1, ξ2 : L → {0, 1, ∗} satisfy (i) and O(ξ1, ξ2) = O. Then
by Fact 3.3,
|N (O)| = exp(NH(O) + o(N)). (5.28)
In addition, for a setW of literals such that ξ1(l) = 1 for all l ∈ W and |W | ≥ (1− Ok(2−k))N let B(W, ξ1) be the
event that each w ∈ W occurs in a clause ofΦ that is critical under ξ1. Then
lnP [Φ ∈ B(W, ξ1)|E(γ,M, ξ1, ξ2)] ≤ N(−2−k + O˜k(2−3k/2)). (5.29)
Indeed, given E(γ,M, ξ1, ξ2) there are (2−k + Ok(2−3k/2))M = (k ln 2 + Ok(2−k/2))N clauses that are critical
under ξ1. If we think of these clauses as “red balls” that are tossed into bins corresponding to the literals W , then a
short calculation shows that the probability that no bin remains empty is exp(−|W |(2−k +Ok(2−3k/2))).
By Proposition 4.1 we may assume that |V ′| ≥ N(1 − exp(−k2)) and ∑x 6∈V ′ Dx + D¬x ≤ exp(−k2)N . If
so, then there existM, W , γ ∈ Γ(O) such that B(W, ξ1) ∩ E(γ,M, ξ1, ξ2) occurs for all (ξ1, ξ2) ∈ Y (O). To see
this, let M be the set of all i ∈ [M ] such that ki = k. If ξ1, ξ2 are covers of Φ′, then every Φi with i ∈ M must
be a (z1, z2)-clause for some (z1, z2) ∈ {(y, y), (r, g), (g, r), (r, y), (y, r), (c, c)}. In addition, let L′′ be the set of
all literals l ∈ L′ that do not occur in clauses Φi with i 6∈ M. Then each l ∈ L′′ with ξ1(l) = 1, ξ2(l) = ∗ must
occur in a (r, g)-clause. Hence, there are at least (2O1∗ − Ok(exp(−k2)))N (r, g)-clauses. Arguing similarly for
(y, y), (r, y), (y, r), (g, r)-clauses, we conclude that there is γ ∈ Γ(O) such that E(γ,M, ξ1, ξ2) occurs. Further, for
W = {l ∈ L′′ : ξ1(l) = 1} the event B(W, ξ1) occurs. Finally, the assertion follows from (5.28)–(5.29) and the union
bound. 
For O ∈ Π we set ∆(O) = 1−∑z∈{0,1,∗}Ozz .
Claim 5.25. Assume that∆(O) ∈ [2−0.99k, 12 − 2−0.49k]∪ [ 12 +2−0.49k, 1]. Then supγ∈Γ(O) ψ(O, γ) < −Ωk(2−k).
Proof. We claim that
1
N
lnET |Y (O)| ≤ H(O) + M
N
ln
[
1− (O0 · )k − (O · 0)k + (O00)k]+ o(1). (5.30)
Indeed, it is straightforward to check that gz1z2 ≤ 1 − (O0 · )k − (O · 0)k + (O00)k for all (z1, z2). Hence, (5.30)
follows from Claim 5.24. Further, because O0 · = 12 +Ok(2−k), we find
ln
[
1− (O0 · )k − (O · 0)k + (O00)k] ≤ ln [1− 21−k + (O00)k]+ O˜k(2−k). (5.31)
In addition, because |ξ−11 (∗)|, |ξ−12 (∗)| .= 2−kN , we have H(O) ≤ O˜k(2−k) +H(∆(O)). Combining this estimate
with (5.30) and (5.31), we obtain
1
N
lnE[Y (O)] ≤ H(∆(O)) + M
N
ln
[
1− 21−k + ((1 −∆(O))/2)k]+ O˜k(2−k). (5.32)
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Finally, it is elementary to verify that for all y ∈ [2−0.99k, 12 − 2−0.49k] ∪ [ 12 + 2−0.49k, 1],
H(y) +
M
N
ln
[
1− 21−k + ((1− y)/2)k] < −2−(1−Ωk(1))k. (5.33)
The assertion follows from (5.32) and (5.33). 
Let Γ′(O) be the set of all γ ∈ Γ(O) such that
γyy + γry =
2N
M
O10, γyy + γyr = 2N
M
O01, γrg = 2N
M
O1∗, γgr = 2N
M
O∗1.
Claim 5.26. If O ∈ Π is such that∆(O) ≤ 2−0.99k, then supγ∈Γ(O)ψ(O, γ) ≤ supγ∈Γ′(O) ψ(O, γ) + O˜k(2−3k/2).
Proof. If∆(O) ≤ 2−0.99k, then O00 = 1/2 +Ok(2−2k/3) follows from the relations (5.25)– (5.26). We find that
gyy = (O10)2O˜k(2−k), (O1∗)2Ω˜k(2−k) ≤ grg, ggr ≤ O1∗2−k−Ωk(k), (5.34)
gcc = 1− O˜k(2−k), (O10)22−k−Ωk(k) ≤ gry, gry = O102−k−Ωk(k). (5.35)
Now, let γ ∈ Γ(O) and obtain γˆ ∈ Γ(O) from γ by increasing the (y, y), (r, g), (g, r) entries such that
γˆyy + γˆry = max{ 2NM O10, γyy + γry} γˆyy + γˆyr = max{ 2NM O10, γyy + γyr},
γˆrg = max{ 2NM O1∗, γrg} γˆgr = max{ 2NM O∗1, γgr}
and by setting γcc = 1 − γˆyy − γˆry − γˆyr − γˆrg − γˆgr. The bounds (5.34)–(5.35) imply that for any α ∈ [0, 1] at the
point γ˜ = αγˆ + (1− α)γ we have
∂DKL (g‖γ˜)
∂γ˜yy
= ln γyy − 2 lnO10 + O˜k(1),
∂DKL (g‖γ˜)
∂γ˜rg
= ln γrg − 2 lnO1∗ + O˜k(1), ∂DKL (g‖γ˜)
∂γ˜gr
= ln γgr − 2 lnO1∗ + O˜k(1).
Integrating the above up for α ∈ [0, 1] reveals that
DKL (γˆ‖g) = DKL (γ‖g) + O˜k(4−k). (5.36)
Finally, obtain γ˙ ∈ Γ′(O) from γˆ by decreasing the (y, y), (r, y), (y, r), (r, g), (g, r) entries. Then (5.34)–(5.35)
imply thatDKL (γ˙‖g) ≤ DKL (γˆ‖g). Thus, the assertion follows from (5.36). 
Recall that we can express all the entries of O in terms of O10,O1∗. With this substitution we obtain the following
bound on the differential of ψ.
Claim 5.27. If γ ∈ Γ′(O) and α ∈ [0, 1] is such that γyy = α 2NM O10, then(
∂ψ
∂O10 ,
∂ψ
∂O1∗
)
=
(
−Ωk(k)− (1− α) ln O
10
O10 +O1∗ ,−Ωk(k)− ln
O1∗
O10 +O1∗
)
.
Proof. Because γ ∈ Γ′(O), the choice of α ensures that
γry = (1− α)2N
M
O10, γyr = (1− α)2N
M
O10,
For (y1, y2) 6= (c, c) we obtain
∂H(O)
∂O10 = 2 lnO
11 − 2 lnO10, ∂H(O)
∂O1∗ = 2 lnO
11 + 2 lnO∗∗ − 4 lnO1∗,
−M
N
∂
∂gy1y2
DKL (γ‖g) ∂g
y1y2
∂O10 = Ok(1), −
M
N
∂
∂gy1y2
DKL (γ‖g) ∂g
y1y2
∂O1∗ = Ok(1).
Further,
−M
N
∂
∂gcc
DKL (γ‖g) ∂g
cc
∂O10 = −Ωk(k), −
M
N
∂
∂gcc
DKL (γ‖g) ∂g
cc
∂O1∗ = −Ωk(k).
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In addition,
−M
N
∂
∂γyy
DKL (γ‖g) ∂γ
yy
∂O10 = 2α
[
lnO10 + lnα+Ok(ln k)
]
,
−M
N
∂
∂γry
DKL (γ‖g) ∂γ
ry
∂O10 = 2(1− α)
[
2 ln(O10 +O1∗) + ln(1− α) +Ok(ln k)
]
,
−M
N
∂
∂γrg
DKL (γ‖g) ∂γ
rg
∂O1∗ = 2 ln(O
10 +O1∗) +Ok(ln k),
−M
N
∂
∂γcc
DKL (γ‖g) ∂γ
cc
∂O10 = Ok(1), −
M
N
∂
∂γcc
DKL (γ‖g) ∂γ
cc
∂O1∗ = Ok(1).
Combining these estimates yields the assertion. 
Claim 5.28. If O ∈ Π is such that∆(O) ≤ 2−0.99k, then supγ∈Γ(O)ψ(O, γ) ≤ εk2−k + O˜k(2−3k/2).
Proof. By Claim 5.26 it suffices to show that supγ∈Γ′(O) ψ(O, γ) ≤ εk2−k + O˜k(2−3k/2). To bound ψ(O, γ) for
γ ∈ Γ′(O), let O0 be such that ∆(O0) = 0 and γ0 such that γcc0 = 1. Integrating the bound on the differential of ψ
from Claim 5.27 along the straight line from (O, γ) to (O0, γ0), we obtain
sup
γ∈Γ′(O)
ψ(O, γ) ≤ ψ(O0, γ0) + O˜k(2−3k/2).
Finally, an elementary calculation yields ψ(O0, γ0) = εk2−k + O˜k(4−k). 
Proof of Lemma 5.23. LetX be the number of pairs (ξ1, ξ2) ∈ Y(Φ)2 such that∆(O(ξ1, ξ2)) 6∈ I = [ 12−2−0.49k, 12+
2−0.49k]. Claims 5.24, 5.25 and 5.28 imply that
P
[
1
N
lnE[X |T ] ≤ εk2−k + O˜k(2−3k/2)
]
= 1− o(1). (5.37)
If ξ is a valid θ-shade that fails to be separable, then there areE[Z ′|T ] θ-shades ζ such that∆(O(ξˆ, ζˆ)) 6∈ I. Therefore,
if E[Z ′′′|T ] ≥ E[Z ′|T ]/N with a non-vanishing probability, thenX ≥ E[Z ′|T ]2/N with a non-vanishing probability.
But this contradicts (5.37), as Corollary 5.15 shows that 1N lnE[Z ′|T ] = εk2−k + O˜k(2−3k/2) w.h.p. 
Proof of Proposition 4.10. The proposition is immediate from Corollary 5.15, Lemma 5.19 and Lemma 5.23. 
6. THE SECOND MOMENT
6.1. The overlap. The aim is to calculate the second moment ET [Z2] of the number Z of good θ-shades of Φˆ. Let
Ξ denote the set of all θ-shades. Of course, the second moment is nothing but the expected number of pairs (ξ1, ξ2) of
good θ-shades. As outlined in Section 3, what we need to show is that w.h.p. the dominant contribution to the second
moment comes from pairs ξ1, ξ2 that “look uncorrelated”.
Thus, we need a measure of how “similar” two θ-shades ξ1, ξ2 ∈ Ξ are. For any literal type t ∈ T and z1, z2 ∈
{0, 1, ∗} we let ωz1z2t (ξ1, ξ2) be the fraction of literals l of type t such that ξˆ1(l) = z1 and ξˆ2(l) = z2. That is,
ωz1z2t (ξ1, ξ2) =
1
nt
∣∣∣{l ∈ L′t : ξˆ1(l) = z1, ξˆ2(l) = z2}∣∣∣.
In addition, for t ∈ T , h ∈ [dt] and (z1, z2) ∈ {(r, r), (r, c), (c, r), (r, y), (y, r)} we let
ωz1z2t,h (ξ1, ξ2) =
1
nt
|{l ∈ L′t : ξ1(l, h) = z1, ξ2(l, h) = z2}|.
Further, for a clause type ℓ ∈ T ∗, j ∈ [kℓ] and z1, z2 ∈ {p, y} we let
ωz1z2ℓ,j (ξ1, ξ2) =
1
mℓ
∣∣∣{i ∈Mℓ : ξ1(Φˆij) = z1, ξ2(Φˆij) = z2}∣∣∣ .
The literal overlap of ξ1, ξ2 is the vector ω(ξ1, ξ2) comprising all of the above. Let Ω = {ω(ξ1, ξ2) : ξ1, ξ2 ∈ Ξ} .
Given two θ-shades ξ1, ξ2, we can think of each literal clone (l, h) ∈ L as a “domino” adorned with two colors
(ξ1(l, j), ξ2(l, j)). Of course, if (ξ1, ξ2) are good, then the placement of the dominos in the clauses has to satisfy
certain constraints. More precisely, every clause must satisfy one of the following seven conditions.
Definition 6.1. Let ℓ ∈ T ∗ be a clause type and let i ∈Mℓ. Let j, j′ ∈ [kℓ], j 6= j′. We call Φˆi a
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(i) (r, r, j)-clause if the domino in the j position is colored (r, r) and all other dominos are colored (y, y). (For-
mally, ξ1(Φˆij) = ξ2(Φˆij) = r and ξ1(Φˆij′ ) = ξ2(Φˆij′ ) = y for all j
′ 6= j.)
(ii) (y, y, j, j′)-clause if the domino in position j is colored (r, y), the domino in position j′ is colored (y, r), and
all others are colored (y, y).
(iii) (r, c, j)-clause if the domino in position j is colored (r, c), all other dominos are colored either (y, y) or (y, c),
and there occurs at least one domino colored (y, c).
(iv) (r, y, j)-clause if the domino in position j is colored (r, y), all others are colored either (y, y) or (y, c), and
there occur at least two dominos colored (y, c).
(v) (c, r, j) if the domino in position j is colored (c, r), all other dominos are colored either (y, y) or (c, y), and
there occurs at least one domino colored (c, y).
(vi) (y, r, j)-clause if the domino in position j is colored (y, r), all others are colored either (y, y) or (c, y), and
there occur at least two dominos colored (c, y).
(vii) (c, c)-clause if all dominos are colored either (c, c), (c, y), (y, c) or (y, y) and if there exist j1j2, j
′
1, j
′
2 ∈ [kℓ],
j1 6= j2, j′1 6= j′2, such that the dominos in positions j1, j2 are colored either (c, c) or (c, y), and the dominos in
positions j′1, j
′
2 are colored either (c, c) or (y, c).
For ℓ ∈ T ∗ and j ∈ [kℓ] let γrrℓ,j(ξ1, ξ2) denote the fraction of (r, r, j)-clauses among the clauses of type ℓ, i.e.,
γrrℓ,j(ξ1, ξ2) =
1
mℓ
∣∣∣{i ∈Mℓ : Φˆi is a (r, r, j)-clause}∣∣∣.
We define γz1z2ℓ,j (ξ1, ξ2) for (z1, z2) ∈ {(r, c), (r, y), (c, r), (y, r)} analogously. For j1, j2 ∈ [kℓ], j1 6= j2 we let
γyyℓ,j1,j2(ξ1, ξ2) signify the fraction of (y, y, j1, j2)-clauses among the clauses of type ℓ. In addition, let γ
cc
ℓ (ξ1, ξ2) be
the fraction of (c, c)-clauses. Set
γℓ(ξ1, ξ2) = (γ
rr
ℓ,j(ξ1, ξ2), γ
rc
ℓ,j(ξ1, ξ2), γ
ry
ℓ,j(ξ1, ξ2), γ
cr
ℓ,j(ξ1, ξ2), γ
yr
ℓ,j(ξ1, ξ2), γ
yy
ℓ,j1,j2
(ξ1, ξ2), γ
cc
ℓ (ξ1, ξ2))j,j1 6=j2
and let γ(ξ1, ξ2) = (γℓ(ξ1, ξ2))ℓ∈T∗ . We call γ(ξ1, ξ2) the clause overlap of ξ1, ξ2. For ω ∈ Ω let
Γ(ω) = {γ(ξ1, ξ2) : ξ1, ξ2 are good θ-shades with ω(ξ1, ξ2) = ω} .
There are some immediate affine relations between the entries of the literal and the clause overlap. More specifically,
we have
Fact 6.2. If ω ∈ Ω and γ ∈ Γ(ω), then for each t ∈ T and h ∈ [dt] we have
ωrrt,h =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
γrrℓ,j , ω
rc
t,h =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
γrcℓ,j, ω
cr
t,h =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
γcrℓ,j,
ωryt,h =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt

γryℓ,j + ∑
j′ 6=j
γyyℓ,j,j′

 , ωyrt,h = ∑
(ℓ,j)∈∂(t,h)
mℓ
nt

γyrℓ,j +∑
j′ 6=j
γyyℓ,j′,j

 ,
Furthermore,
ω11t + ω
1∗
t + ω
∗1
t + ω
∗∗
t =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
ωppℓ,j, ω
10
t + ω
∗0
t =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
ωpyℓ,j,
ω01t + ω
0∗
t =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
ωypℓ,j, ω
00
t =
∑
(ℓ,j)∈∂(t,h)
mℓ
nt
ωyyℓ,j.
In addition, for each y ∈ {0, 1, ∗} we have
ty
.
=
∑
z∈{0,1,∗}
ωyzt
.
=
∑
z∈{0,1,∗}
ωzyt .
Finally, for all ℓ ∈ T ∗ and j ∈ [kℓ],
ℓ
p
j
.
= ω
pp
ℓ,j + ω
py
ℓ,j, ℓ
p
j
.
= ω
pp
ℓ,j + ω
yp
ℓ,j, ℓ
y
j
.
= ω
yy
ℓ,j + ω
yp
ℓ,j, ℓ
y
j
.
= ω
yy
ℓ,j + ω
py
ℓ,j,
ℓrj =
∑
z∈{r,c,y}
γrℓ,j +
∑
j′ 6=j
γ
yy
ℓ,j,j′ =
∑
z∈{r,c,y}
γrℓ,j +
∑
j′∈[kℓ]\{j}
γ
yy
ℓ,j,j′ .
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The ultimate goal is show that the the second momentET [Z2] is dominated by pairs (ξ1, ξ2) whose overlap is close
to the “uncorrelated” value ω¯, γ¯ defined by
ω¯z1z2t = t
z1tz2 , (t ∈ T, z1, z2 ∈ {0, 1, ∗}),
ω¯z1z2t,h = t
z1
h t
z2
h , (t ∈ T, h ∈ [dt], z1, z2 ∈ {(r, r), (r, c), (r, y), (c, r), (y, r)}),
ω¯z1z2ℓ,j = ℓ
z1
j ℓ
z2
j , (ℓ ∈ T ∗, j ∈ [kℓ], z1, z2 ∈ {p, y}),
γ¯z1z2ℓ,j = ℓ
z1
j ℓ
z2
j , (ℓ ∈ T ∗, j ∈ [kℓ], (z1, z2) ∈ {(r, r), (r, c), (c, r)}),
γ¯yyℓ,j,j′ = ℓ
r
jℓ
r
j′ , (ℓ ∈ T ∗, j, j′ ∈ [kℓ], j 6= j′),
γ¯
ry
ℓ,j = γ¯
yr
ℓ,j = ℓ
r
j(1 − ℓpj)− ℓrj
∑
j′∈[kℓ]\{j}
ℓrj′ , (ℓ ∈ T ∗, j ∈ [kℓ]).
To accomplish this task, we are going to deal due to technical reasons with two cases separately.
Definition 6.3. We call (ω, γ) tame if for all ℓ and all j ∈ [kℓ] the following conditions are satisfied.
TM1: ωyyℓ,j =
1
4 +Ok(k
−9).
TM2: γrcℓ,j , γ
cr
ℓ,j = (1 +Ok(k
−9))γ¯rcℓ,j .
TM3: γyyℓ,j,j′ = (1 +Ok(k
−9))γ¯yyℓ,j,j′ .
TM4: γrrℓ,j = (1 +Ok(k
−9))γ¯rrℓ,j .
Otherwise, we call (ω, γ) wild.
As a next step, we estimate the expected number of pairs (ξ1, ξ2) of good θ-shades with a given overlap. This task
is of a similar nature as the derivation of the formula for the first moment in Section 5.
6.2. The expected number of pairs with a given overlap. Let Z(ω, γ) be the number of pairs (ξ1, ξ2) of θ-shades
with ω(ξ1, ξ2) = ω and γ(ξ1, ξ2) = γ. Assuming that ω, γ are such that ET [Z(ω, γ)] > 0, we aim to derive an
asymptotic formula for 1n lnET [Z(ω, γ)]. More specifically, the aim in the following is to identify an explicit function
F (ω, γ) such that ET [Z(ω, γ)] = O(exp(nF (ω, γ))). To this end, we follow the program that we used in Section 5
to derive such a formula for the first moment, although the details are more involved.
6.2.1. The entropy. Let Ξˆ(ω) be the set of all pairs (ζ1, ζ2) such that ζ1, ζ2 : L
′ → {0, 1, ∗} are maps that satisfy
ζ1(¬l) = ¬ζ1(l), ζ2(¬l) = ¬ζ2(l) for all l ∈ L′ and such that |ζ−11 (z1) ∩ ζ−12 (z2) ∩ L′t| = ωz1z2t nt for all t ∈ T ,
z1, z2 ∈ {0, 1, ∗}. Let
Fent(ω) =
1
n
ln
∣∣∣Ξˆ(ω)∣∣∣ .
We have the following basic estimate ofFent(ω). Recall thatH( · ) denotes the entropy and that [T ] = {{t,¬t} : t ∈ T}.
Lemma 6.4. For ω ∈ Ω let
fent(ω) =
∑
t∈T
πtH(ω
z1z2
t )z1,z2∈{0,1,∗}.
Then Fent(ω) = fent(ω) + o(1). In fact, if (ω, γ) is tame, then Fent(ω) = fent(ω)− 4 |[T ]| lnn/n+O(1/n).
Proof. Since (ωz1z2t )z1,z2∈{0,1,∗} is a probability distribution, the assertion follows from Fact 3.4 (cf. the proof of
Lemma 5.2). 
6.2.2. The discrepancy. To proceed, fix (ζ1, ζ2) ∈ Ξˆ(ω). Let
ω
pp
t =
∑
z1,z2∈{1,∗}
ωz1z2t , ω
py
t =
∑
z∈{1,∗}
ωz0t , ω
yp
t =
∑
z∈{1,∗}
ω0zt , ω
yy
t = ω
00
t .
Further, let
Fdisc(ω) =
1
n
lnPT
[
∀ℓ ∈ T ∗, j ∈ [kℓ], z1, z2 ∈ {p, y} :
∣∣∣{i ∈Mℓ : ζ1(Φˆij) = z1, ζ2(Φˆij) = z2}∣∣∣ = ωz1z2ℓ,j mℓ] ,
i.e., the probability that for all clause types ℓ and all j ∈ [kℓ] the distribution of the (p, p), (p, y), (y, p), (y, y)-dominos
over the clauses of type ℓ is as prescribed by (ωz1z2ℓ,j )z1,z2∈{p,y}.
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eppℓ,j = γ
rr
ℓ,j + γ
rc
ℓ,j + γ
cr
ℓ,j +
γccℓ q
pp
ℓ,j
gccℓ

1− ∏
j′ 6=j
q · yℓ,j′ −
∏
j′ 6=j
qy ·ℓ,j′ +
∏
j′ 6=j
qyyℓ,j′

 ,
e
py
ℓ,j = γ
ry
ℓ,j +
γccℓ q
py
ℓ,j
gccℓ
[
1−
∏
j′ 6=j
q
· y
ℓ,j′ −
∏
j′ 6=j
q
y ·
ℓ,j′ −
∑
j′ 6=j
q
· p
ℓ,j′
∏
j′′ 6=j,j′
q
· y
ℓ,j′′ +
∏
j′ 6=j
q
yy
ℓ,j′ +
∑
j′ 6=j
q
yp
ℓ,j′
∏
j′′ 6=j,j′
q
yy
ℓ,j′′
]
+
∑
j′ 6=j
[
γcrℓ,j′q
py
ℓ,j
gcrℓ,j′
∏
j′′ 6=j,j′
q · yℓ,j′′ +
γ
yr
ℓ,j′q
py
ℓ,j
g
yr
ℓ,j′

 ∏
j′′ 6=j′
q · yℓ,j′′ −
∏
j′′ 6=j′
qyyℓ,j′′

+ γyyℓ,j,j′
]
,
e
yp
ℓ,j = γ
yr
ℓ,j +
γccℓ q
yp
ℓ,j
gccℓ
[
1−
∏
j′ 6=j
q
y ·
ℓ,j′ −
∏
j′ 6=j
q
· y
ℓ,j′ −
∑
j′ 6=j
q
p ·
ℓ,j′
∏
j′′ 6=j,j′
q
y ·
ℓ,j′′ +
∏
j′ 6=j
q
yy
ℓ,j′ +
∑
j′ 6=j
q
py
ℓ,j′
∏
j′′ 6=j,j′
q
yy
ℓ,j′′
]
+
∑
j′ 6=j
[
γrcℓ,j′q
yp
ℓ,j
grcℓ,j′
∏
j′′ 6=j,j′
qy ·ℓ,j′′ +
γ
ry
ℓ,j′q
yp
ℓ,j
g
ry
ℓ,j′

 ∏
j′′ 6=j′
qy ·ℓ,j′′ −
∏
j′′ 6=j′
qyyℓ,j′′

+γyyℓ,j′,j
]
.
FIGURE 2. The the vector eℓ.
Lemma 6.5. For ω ∈ Ω let
fdisc(ω) = −
∑
t∈T
∑
h∈[dt]
∑
(ℓ,j)∈∂(t,h)
mℓ
n
DKL
(
ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j‖ωppt , ωpyt , ωypt , ωyyt
)
.
Then Fdisc(ω) = fdisc(ω) + o(1). In fact, if (ω, γ) is tame, then
Fdisc(ω) = fdisc(ω)−
∑
t∈T
∑
h∈[dt]
3(|∂(t, h)| − 1) lnn
2n
+O(1/n).
Proof. Once more, this is immediate from Fact 3.4. 
6.2.3. The validity probability. Fix a clause type ℓ ∈ T ∗. Let Xℓ(ωℓ) be the set of all vectors (Xℓ,j(i, ωℓ))j∈[kℓ ],i∈[mℓ]
with entries in {p, y} such that
|{i ∈ [mℓ] : Xℓ,j(i, ωℓ) = (z1, z2)}| .= ωz1z2ℓ,j mℓ for all j ∈ [kℓ], z1, z2 ∈ {p, y} .
Further, letXℓ(ωℓ) be a uniformly random element of Xℓ(ωℓ). For a given vectorXℓ(ωℓ) ∈ Xℓ(ωℓ) let Grrℓ,j(Xℓ(ωℓ))
be set of indices i ∈ [mℓ] such that the “domino sequence” (Xℓ,1(i, ωℓ), . . . , Xℓ,kℓ(i, ωℓ)) satisfies the condition for
being a (r, r, j)-clause. Define Grcℓ,j etc. analogously. Further, letG
rr
ℓ,j(ωℓ) = |Grrℓ,j(Xℓ(ωℓ))|/mℓ etc. and set
Fval,ℓ(ωℓ, γℓ) =
1
n
lnP [Gℓ = γℓ] for ℓ ∈ T ∗, Fval(ω, γ) =
∑
ℓ∈T∗
mℓ
n
Fval,ℓ(ωℓ, γℓ).
Lemma 6.6. Let ℓ ∈ T ∗ and let qℓ = (qz1z2ℓ,j )j∈[kℓ],z1,z2∈{p,y} be a vector with entries in [0, 1] such that∑
z1,z2∈{p,y}
qz1z2ℓ,j = 1 for all j ∈ [kℓ].
Assume that with the expressions from Figure 2 we have
e
pp
ℓ,j = ω
pp
ℓ,j, e
py
ℓ,j = ω
py
ℓ,j, e
yp
ℓ,j = ω
yp
ℓ,j for all j ∈ [kℓ]. (6.1)
With gℓ = gℓ(qℓ) from Figure 3, let
fval,ℓ(ωℓ, γℓ, qℓ) = −DKL (γℓ‖gℓ) +
∑
j∈[kℓ]
DKL
(
ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j‖qppℓ,j, qpyℓ,j, qypℓ,j , qyyℓ,j
)
.
Then Fval,ℓ(ωℓ, γℓ) = fval,ℓ(ωℓ, γℓ, qℓ) + o(1). Indeed, if (ω, γ) is tame, then
Fval,ℓ(ωℓ, γℓ) = fval,ℓ(ωℓ, γℓ, qℓ)−
(
(
kℓ
2
)
+ 5kℓ) lnn
2n
+O(1/n).
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grrℓ,j(qℓ) = q
pp
ℓ,j
∏
j′ 6=j
qyyℓ,j′ , g
yy
ℓ,j,j′(qℓ) = q
py
ℓ,jq
yp
ℓ,j′
∏
j′′ 6=j,j′
qyyℓ,j′ ,
grcℓ,j(qℓ) = q
pp
ℓ,j

∏
j′ 6=j
qy ·ℓ,j′ −
∏
j′ 6=j
qyyℓ,j′

 , gcrℓ,j(qℓ) = qppℓ,j

∏
j′ 6=j
q · yℓ,j′ −
∏
j′ 6=j
qyyℓ,j′


gryℓ,j(qℓ) = q
py
ℓ,j

∏
j′ 6=j
qy ·ℓ,j′ −
∏
j′ 6=j
qyyℓ,j′ −
∑
j′ 6=j
qypℓ,j′
∏
j′′ 6=j,j′
qyyℓ,j′′

 ,
g
yr
ℓ,j(qℓ) = q
yp
ℓ,j

∏
j′ 6=j
q
· y
ℓ,j′ −
∏
j′ 6=j
q
yy
ℓ,j′ −
∑
j′ 6=j
q
py
ℓ,j′
∏
j′′ 6=j,j′
q
yy
ℓ,j′′

 ,
gccℓ (qℓ) = 1−
∏
j∈[kℓ]
q
y ·
ℓ,j −
∑
j∈[kℓ]
q
p ·
ℓ,j
∏
j′ 6=j
q
y ·
ℓ,j′ −
∏
j∈[kℓ]
q
· y
ℓ,j −
∑
j∈[kℓ]
q
· p
ℓ,j
∏
j′ 6=j
q
· y
ℓ,j′
+
∏
j∈[kℓ]
q
yy
ℓ,j +
∑
j∈[kℓ]
(1− qyyℓ,j)
∏
j′ 6=j
q
yy
ℓ,j′ +
∑
j1 6=j2
q
py
ℓ,j1
q
yp
ℓ,j2
∏
j 6=j1,j2
q
yy
ℓ,j .
FIGURE 3. The vector gℓ(qℓ).
To prove Lemma 6.6, we consider a random vectorχℓ = (χℓ,j(i))j∈[kℓ],i∈[mℓ] whose entriesχℓ,j(i) are independent
random variables with values in {(p, p), (p, y), (y, p), (y, y)} such that
P[χℓ,j(i) = (z1, z2)] = q
z1z2
ℓ,j (j ∈ [kℓ], i ∈ [mℓ], z1, z2 ∈ {p, y}).
Let Sℓ be the event that Gℓ(χℓ) = γℓ. Furthermore, for j ∈ [kℓ] and z1, z2 ∈ {p, y} let
bz1z2ℓ,j = |{i ∈ [mℓ] : χℓ,j(i) = (z1, z2)}| . (6.2)
Moreover, let Bℓ be the event that b
z1z2
ℓ,j = ω
z1z2
ℓ,j mℓ for all j ∈ [kℓ] and all z1, z2 ∈ {p, y}. Given that Bℓ occurs, χℓ
has the same distribution as the random vectorXℓ. Therefore,
PT [Gℓ = γℓ] = P [Sℓ|Bℓ] . (6.3)
As in the previous instances where we used a similar approach, it turns out that P [Sℓ] and P [Bℓ] are easy to compute
due to the independence of the entries of χℓ.
Claim 6.7. We have 1mℓ lnP [Sℓ] = −DKL (γℓ‖gℓ) +O(lnn/n).Moreover, if (ω, γ) is tame, then
1
mℓ
lnP [Sℓ] = −DKL (γℓ‖gℓ)−
(
(
kℓ
2
)
+ 5kℓ) lnn
2mℓ
+O(1/n).
Proof. Because the entries of χℓ are independent, the entries of gℓ are the probabilities that the sequence (χℓ,j(i))j∈[kℓ]
satisfies the various conditions from Definition 6.1. Thus, the assertion follows from Fact 3.4. 
Claim 6.8. We have
1
mℓ
lnP [Bℓ] = −
∑
j∈[kℓ]
DKL
(
ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j‖qppℓ,j, qpyℓ,j , qypℓ,j, qyyℓ,j
)
+O(lnn/n).
Moreover, if (ω, γ) is tame, then
1
mℓ
lnP [Bℓ] = −3kℓ lnn
2mℓ
−
∑
j∈[kℓ]
DKL
(
ωppℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j‖qppℓ,j, qpyℓ,j , qypℓ,j, qyyℓ,j
)
+O(1/n).
Proof. This follows from Fact 3.4 and the independence of the entries of χℓ. 
Claim 6.9. For any j ∈ [kℓ] we have E[bppℓ,j|Sℓ] = eppℓ,jmℓ, E[bpyℓ,j|Sℓ] = epyℓ,jmℓ, E[bypℓ,j|Sℓ] = eypℓ,jmℓ.
Proof. Once more, this is immediate from the independence of the entries of χℓ. 
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Claim 6.10. We have P[Bℓ|Sℓ] = exp(o(n)). Moreover, if (ω, γ) is tame, then
1
n
lnP[Bℓ|Sℓ] = −3kℓ lnn
2n
+O(1/n).
Proof. Given that Sℓ occurs, the random variables b
z1z2
ℓ,j are sums of Θ(mℓ) independent contributions. Furthermore,
by Claim 6.9 the expectation of each bz1z2ℓ,j is precisely the value ω
z1z2
ℓ,j mℓ required by the eventBℓ. Thus, the assertion
follows from Theorem 3.5. 
Proof of Lemma 6.6. Lemma 6.6 is now immediate from Claims 6.7–6.10 and Bayes’ formula. 
Lemma 6.11. Let ℓ ∈ T ∗ and assume that |ωz1z2ℓ,j − 1/4| ≤ k−4 for all z1, z2 ∈ {p, y}, j ∈ [kℓ]. Then there exists a
unique qℓ = qℓ(ωℓ, γℓ) such that (6.1) holds and |qz1z2ℓ,j − ωz1z2ℓ,j | = Ok(2−k) for all j ∈ [kℓ], z1, z2 ∈ {p, y}. Further,
∂qz1z2ℓ,j
∂ωz1z2ℓ,j
= 1 + O˜k(2
−k),
∂qz1z2ℓ,j
∂ω
z′
1
z′
2
ℓ,j′
= O˜k(2
−k) if (j, z1, z2) 6= (j′, z′1, z′2) (6.4)
and for all j′, j′′ ∈ [kℓ], (z1, z2) ∈ {(r, r), (r, c), (r, y), (c, r), (y, r)} we have
∂qz1z2ℓ,j
∂γy1y2ℓ,j′
,
∂qz1z2ℓ,j
∂γ
yy
ℓ,j′,j′′
= O˜k(1). (6.5)
In addition, ∂2qz1z2ℓ,j /∂x∂y = O˜k(1) for all x, y and
∂2qz1z2ℓ,j
∂ω
z′
1
z′
2
ℓ,j′ ∂ω
z′′
1
z′′
2
ℓ,j′′
= O˜k(2
−k) for all j, j′, j′′ ∈ [kℓ] and all z1, z′1, z′′1 , z2, z′2, z′′2 ∈ {p, y}. (6.6)
Proof. Let
eℓ = (e
pp
ℓ,j − ωppℓ,j, epyℓ,j − ωpyℓ,j, eypℓ,j − ωypℓ,j, eyyℓ,j − ωyyℓ,j, γrrℓ,j , γrcℓ,j, γryℓ,j , γcrℓ,j, γyrℓ,j, γyyℓ,j,j′ , ωppℓ,j, ωpyℓ,j, ωypℓ,j, ωyyℓ,j)j 6=j′ .
Then a solution qℓ to the equation
(qℓ, γ
rr
ℓ,j, γ
rc
ℓ,j, γ
ry
ℓ,j , γ
cr
ℓ,j, γ
yr
ℓ,j, γ
yy
ℓ,j,j′ , ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j)
= e−1ℓ (0, . . . , 0, γ
rr
ℓ,j, γ
rc
ℓ,j, γ
ry
ℓ,j , γ
cr
ℓ,j, γ
yr
ℓ,j, γ
yy
ℓ,j,j′ , ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j).
satisfies (6.1). If we order the variables as q
pp
ℓ,j , q
py
ℓ,j, q
yp
ℓ,j , γ
rr
ℓ,j, γ
rc
ℓ,j, γ
cr
ℓ,j , γ
yy
ℓ,j,j′ , ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j , we find
Deℓ =
[
D1 D2
0 id,
]
,
whereD1 = id−D3 withD3 a matrix with all entries O˜k(2−k). All entries ofD2 are O˜k(1). Hence,
(Deℓ)
−1 =
[
D−11 −D−11 D2
0 id
]
, and D−11 = id +
∞∑
ν=1
Dν3= 2id−D1 +
∑
ν≥2
Dν3 . (6.7)
Therefore, (6.4) and (6.5) follow from the inverse function theorem. Further, a straightforward calculation yields
∂2ez1z2ℓ,j
∂q
z′
1
z′
2
ℓ,j′ ∂q
z′′
1
z′′
2
ℓ,j′′
= Ok(2
−k) for all j, j′, j′′ ∈ [kℓ], z1, z2, z′1, z′2, z′′1 , z′′2 ∈ {p, y}, (z1, z2) 6= (y, y). (6.8)
Finally, combining (6.7), (6.8) and applying the chain rule, we find
∂2qz1z2ℓ,j
∂ω
z′
1
z′
2
ℓ,j′ ∂ω
z′′
1
z′′
2
ℓ,j′′
=
∂
∂ω
z′
1
z′
2
ℓ,j′
(D−11 )(j,z1,z2),(j′,z′1,z′2) = −
∂
∂ω
z′
1
z′
2
ℓ,j′
∂ez1z2ℓ,j
∂q
z′′
1
,z′′
2
ℓ,j′′
+
∑
ν≥2
∂
∂ω
z′
1
z′
2
ℓ,j′
(Dν3 )(j,z1,z2),(j′′,z′′1 ,z′′2 )
= −
∑
j′′′,z′′′
1
,z′′′
2
∂q
z′′′1 ,z
′′′
2
ℓ,j′′′
∂ω
z′
1
z′
2
ℓ,j′
∂2ez1z2ℓ,j
∂q
z′′
1
,z′′
2
ℓ,j′′ ∂q
z′′′
1
,z′′′
2
ℓ,j′′′
+ O˜k(2
−k) = O˜k(2
−k),
whence (6.6) follows. 
To deal with wild overlaps, it will be convenient to have a rough upper bound on Fval,ℓ(ωℓ, γℓ) without having to
solve for qℓ. The following lemma provides such an upper bound.
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s11t = 1−
∏
h∈[dt]
(
1− qrrt,h − qrct,h
)− ∏
h∈[dt]
(
1− qrrt,h − qcrt,h
)
+
∏
h∈[dt]
(1 − qrrt,h − qrct,h − qcrt,h),
s1∗t =
∏
h∈[dt]
(1 − qrrt,h − qcrt,h)−
∏
h∈[dt]
(1− qrrt,h − qrct,h − qcrt,h),
s∗1t =
∏
h∈[dt]
(
1− qrrt,h − qrct,h
)− ∏
h∈[dt]
(1 − qrrt,h − qrct,h − qcrt,h), s∗∗t =
∏
h∈[dt]
(1− qrrt,h − qrct,h − qcrt,h),
s10t = 1−
∏
h∈[dt]
(1 − qryt,h), s∗0t =
∏
h∈[dt]
(1− qryt,h), s01t = 1−
∏
h∈[dt]
(1− qyrt,h), s0∗t =
∏
h∈[dt]
(1− qyrt,h).
FIGURE 4. The expression for Lemma 6.13.
Lemma 6.12. For any ℓ ∈ T ∗ and any (ω, γ) we have Fval,ℓ(ωℓ, γℓ) ≤ −DKL (γℓ‖gℓ(ωℓ)) + o(1).
Proof. Consider a random vector ηℓ = (ηℓ,j(i))j∈[kℓ],i∈[mℓ] whose entries are independent with distribution
P[ηℓ,j(i) = (z1, z2)] = ω
z1z2
ℓ,j (j ∈ [kℓ], i ∈ [mℓ], z1, z2 ∈ {p, y}). (6.9)
Let Sℓ, Bℓ be as above. Then
PT [Gℓ = γℓ] = Pηℓ [Sℓ|Bℓ] ≤ Pηℓ [Sℓ] /Pηℓ [Bℓ] . (6.10)
Furthermore,
1
mℓ
lnP [ηℓ ∈ Sℓ] = −DKL (γℓ‖gℓ(ωℓ)) + o(1). (6.11)
In addition, (6.9) ensures that
E |{i ∈ [mℓ] : ηℓ,j(i) = (z1, z2)}| = ωz1z2ℓ,j mℓ for any j ∈ [kℓ], z1, z2 ∈ {p, y}. (6.12)
Because the entries ηℓ,j(i) are independent, (6.12) and Theorem 3.5 imply that P [Bℓ] = exp(o(n)). Thus, the
assertion follows from (6.10) and (6.11). 
6.2.4. The occupancy problem. Fix two maps (ζ1, ζ2) ∈ Ξˆ(ω). For a type t ∈ T let Xt(ω) be the set of all vectors
Xt = (Xt,h(l))l∈Lt,h∈[dt] with entriesXt,h(l) ∈ {r, c, y} × {r, c, y} that satisfy the following conditions.
OCC1: For each h ∈ [dt] and any z1, z2 ∈ {r, c, y} we have |{l ∈ L′t : Xt,h(l) = (z1, z2)}| = ωz1z2t,h nt.
OCC2: Let l ∈ Lt. If ζ1(l) = 0, then Xt,h(l) ∈ {y} × {r, c, y} for all h ∈ [dt]. Similarly, if ζ2(l) = 0, then
Xt,h(l) ∈ {r, c, y} × {y} for all h ∈ [dt].
OCC3: Let l ∈ Lt. If ζ1(l) 6= 0, thenXt,h(l) ∈ {r, c} × {r, c, y} for all h ∈ [dt]. Moreover, if ζ2(l) 6= 0, then
Xt,h(l) ∈ {r, c, y} × {r, c} for all h ∈ [dt].
LetXt be a uniformly random element of Xt(ω). We are interested in the event that, in addition to OCC1–OCC3,Xt
also satisfies the following.
OCC4: If l ∈ Lt is such that ζ1(l) = ∗, then Xt,h(l) ∈ {c} × {r, c, y} for all h ∈ [dt]. Moreover, if l ∈ Lt is
such that ζ1(l) = ∗, thenXt,h(l) ∈ {r, c, y} × {c} for all h ∈ [dt].
OCC5: If l ∈ Lt is such that ζ1(l) = 1, then there exists h ∈ [dt] such that Xt,h(l) ∈ {r} × {r, c, y}.
Analogously, if l ∈ Lt is such that ζ2(l) = 1, then there exists h ∈ [dt] such thatXt,h(l) ∈ {r, c, y} × {r}.
Let
Focc,t(ωt) =
1
nt
lnP [Xt satisfies OCC4–OCC5] and Focc(ω) =
∑
t∈T
πtFocc,t(ωt).
Wer will show the following.
Lemma 6.13. Let t ∈ T . Assume that for any h ∈ [dt] there exist qrrt,h, qrct,h, qryt,h, qcrt,h, qyrt,h, qcct,h ∈ [0, 1] such that
qcct,h = 1− qrrt,h − qrct,h − qcrt,h and such that with the expressions from Figure 5 we have
ez1z2t,h = ω
z1z2
t,h for all (z1, z2) ∈ {(r, r), (r, c), (r, y), (c, r), (y, r)} . (6.13)
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errt,h =
ω11t q
rr
t,h
s11t
, erct,h =
ω11t q
rc
t,h
s11t

1− ∏
h′ 6=h
(
1− qrrt,h′ − qcrt,h′
)+ ω1∗t qrct,h
s1∗t
∏
h′ 6=h
(1− qrrt,h′ − qcrt,h′),
ecrt,h =
ω11t q
cr
t,h
s11t

1− ∏
h′ 6=h
(
1− qrrt,h′ − qrct,h′
)+ ω∗1t qcrt,h
s∗1t
∏
h′ 6=h
(1− qrrt,h′ − qrct,h′), eryt,h =
ω10t q
ry
t,h
s10t
, eyrt,h =
ω10t q
yr
t,h
s10t
.
FIGURE 5. The expressions for Lemma 6.13.
With the expressions from Figure 4, let
focc,t(ωt, qt) =
∑
(z1,z2)∈{0,1,∗}
2\{(0,0)}
ωz1z2t ln s
z1z2
t +
∑
h∈[dt]
ωpyt,hDKL
(
ω
ry
t,h
ω
py
t,h
‖qryt,h
)
+ ωypt,hDKL
(
ω
yr
t,h
ω
yp
t,h
‖qyrt,h
)
+ ωppt,hDKL
(
ωrrt,h
ωppt,h
,
ωrct,h
ωppt,h
,
ωcrt,h
ωppt,h
‖qrrt,h, qrct,h, qcrt,h
)
.
Then Focc,t(ωt) = focc,t(ωt, qt) + o(1). In fact, if (ω, γ) is tame, then Focc,t(ωt) = focc,t(ωt, qt) +O(1/n).
To prove Lemma 6.13 we introduce an auxiliary probability space. Namely, let χt = (χt,h(l))l∈Lt,h∈[dt] be a
random vector with mutually independent entries χt,h(l) ∈ {r, c, y} × {r, c, y} that are distributed as follows.
• If ζ1(l), ζ2(l) ∈ {1, ∗}, then P [χt,h(l) = (z1, z2)] = qz1z2t,h for all h ∈ [dt] and z1, z2 ∈ {r, c}.
• If ζ1(l) ∈ {1, ∗}, ζ2(l) = 0, then P [χt,h(l) = (z, y)] = qzyt,h for all h ∈ [dt] and z ∈ {r, c}.
• If ζ1(l) = 0, ζ2(l) ∈ {1, ∗}, then P [χt,h(l) = (y, z)] = qyzt,h for all h ∈ [dt] and z ∈ {r, c}.
• If ζ1(l) = ζ2(l) = 0, ζ2(l) =∈ {1, ∗}, then χt,h(l) = (y, y) with certainty.
Let St be the event that the following four conditions hold.
(i) If ζ1(l) = 1, then there exists h ∈ [dt] such that χt,h(l) ∈ {r} × {r, c, y}.
(ii) If ζ2(l) = 1, then there exists h ∈ [dt] such that χt,h(l) ∈ {r, c, y} × {r}.
(iii) If ζ1(l) = ∗, then χt,h(l) ∈ {c} × {r, c, y} for all h ∈ [dt].
(iv) If ζ2(l) = ∗, then χt,h(l) ∈ {r, c, y} × {c} for all h ∈ [dt].
Further, for z1, z2 ∈ {r, c, y} and h ∈ [dt] define bz1z2t,h = |{l ∈ L′t : χt,h(l) = (z1, z2)}|. Let Bt be the event that
for all z ∈ {c, y} we have brrt,h = ωrrt,h, brzt,h = ωrzt,h, bzrt,h = ωrzt,h. Then
P [Xt satisfies OCC4–OCC5] = P [St|Bt] . (6.14)
Claim 6.14. We have 1nt lnP [St] =
∑
(z1,z2)∈{0,1,∗}
2\{(0,0)} ω
z1z2
t ln s
z1z2
t .
Proof. This is immediate from the independence of the entries ofXt. 
Claim 6.15. We have − lnP[Bt]nt = ∆+O(lnn/n), where
∆ =
∑
h∈[dt]
ω
py
t,hDKL
(
ωryt,h
ωpyt,h
‖qryt,h
)
+ ω
yp
t,hDKL
(
ωyrt,h
ωypt,h
‖qyrt,h
)
+ ω
pp
t,hDKL
(
ωrrt,h
ωppt,h
,
ωrct,h
ωppt,h
,
ωcrt,h
ωppt,h
‖qrrt,h, qrct,h, qcrt,h
)
.
In fact, if (ω, γ) is tame, then − ln P[Bt]nt = ∆− 5dt2n lnn+O(1/n).
Proof. Once more, this is immediate from the independence of the entries ofXt and Fact 3.4. 
Claim 6.16. We have P [Bt|St] = exp(o(n)). In fact, if (ω, γ) is tame, then 1nt lnP [Bt|St] = − 5dt2n lnn+O(1/n).
Proof. For any h ∈ [dt], (z1, z2) ∈ {(r, r), (r, c), (r, y), (c, r), (y, r)} we have E[bz1z2t,h |St] = ez1z2t,h nt. Moreover,
being sums of independent contributions, the vectors (bz1z2t,h )z1,z2 satisfy the assumtions of Theorem 3.5, whence the
assertion follows. 
Proof of Lemma 6.13. The assertion is immediate from (6.14) and Claims 6.14–6.16. 
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We conclude this section by showing that under certain conditions the equation (6.13) has a solution.
Lemma 6.17. Let ω ∈ Ω, t ∈ T and assume that there are no more than dt/k4 indices h ∈ [dt] such that
max{|ωrct,h − ω¯rct,h|, |ωcrt,h − ω¯crt,h|, |ωryt,h − ω¯ryt,h|, |ωyrt,h − ω¯yrt,h|} > k−52−k.
Further, assume that |ωz1z2t − 14 | ≤ 1/k for all z1, z2 ∈ {0, 1}. Then there exists a unique vector qt = qt(ωt) such
that (6.13) is satisfied and
qrrt,i = (1 + O˜k(2
−k))
ωrrt,i
ω11t
, qrct,i = (1 + O˜k(2
−k))
ωrct,i
ω11t
, qcrt,i = (1 + O˜k(2
−k))
ωcrt,i
ω11t
, (6.15)
qryt,i = (1 + O˜k(2
−k))
ωryt,i
ω10t
, qyrt,i = (1 + O˜k(2
−k))
ωyrt,i
ω01t
. (6.16)
Moreover,
∂qrrt,i
∂ωrrt,i
,
∂qrct,i
∂ωrct,i
,
∂qcrt,i
∂ωcrt,i
=
1
ω11t
+ O˜k(2
−k),
∂qryt,i
∂ωryt,i
=
1
ω10t
+ O˜k(2
−k),
∂qyrt,i
∂ωyrt,i
=
1
ω01t
+ O˜k(2
−k),
∂qz1z2t,i
∂ω
z′
1
z′
2
t,i′
= O˜k(4
−k) if (i, z1, z2) 6= (i′, z′1, z′2),
∂qz1z2t,i
∂ωy1y2t
= O˜k(2
−k) for all y1, y2 ∈ {0, 1, ∗}.
In addition, if (ω, γ) is tame, then
∂2qz1z2t,h
∂ω
z′
1
z′
2
t,h′ ∂ω
z′′
1
z′′
2
t,h′′
=
{
O˜k(2
−k) if (h, z1, z2) ∈ {(h′, z′1, z′2), (h′′, z′′1 , z′′2 )},
O˜k(4
−k) otherwise,
∂2qrzt,h
∂ωz1z2t ∂ω
z′
1
z′
2
t
,
∂2qzrt,h
∂ωz1z2t ∂ω
z′
1
z′
2
t
= O˜k(2
−k) for z1, z
′
1, z2, z
′
2 ∈ {0, 1, ∗}, z ∈ {r, c, y},
∂2qz1z2t,h
∂ω
z′
1
z′
2
t,h′ ∂ω
z′′
1
z′′
2
t
=
{
O˜k(1) if h = h
′,
O˜k(2
−k) otherwise.
Proof. Consider qt = (q
rr
t,h, q
rc
t,h, q
cr
t,h, q
ry
t,h, q
yr
t,h)h∈[dt] such that 0 ≤ qz1z2t,h ≤ Ok(2−k) for all h, z1, z2 and such that
for no more than dt/k
4 indices h ∈ [dt] we havemax{|qrct,h−2−k|, |qcrt,h−2−k|, |qryt,h−2−k|, |qyrt,h−2−k|} > k−52−k.
A straightforward and tedious calculation reveals that
∂errt,i
∂qrrt,i
,
∂erct,i
∂qrct,i
,
∂ecrt,i
∂qcrt,i
=
1
ω11t
+ O˜k(2
−k),
∂e
ry
t,i
∂qryt,i
=
1
ω10t
+ O˜k(2
−k),
∂e
yr
t,i
∂qyrt,i
=
1
ω01t
+ O˜k(2
−k),
∂ez1z2t,i
∂q
z′
1
z′
2
t,i′
= O˜k(4
−k) if (i, z1, z2) 6= (i′, z′1, z′2),
∂ez1z2t,i
∂ωy1y2t
= O˜k(2
−k) for all y1, y2 ∈ {0, 1, ∗}.
Hence, the inverse function theorem yields the existence of a unique qt that satisfies (6.13) and (6.15)–(6.16) alongwith
the bounds on the first partial derivatives of qz1z2t,i . Finally, the bounds on the second derivatives follow by calculating
the second differentials of ez1z2t,i and using the chain rule. 
6.2.5. Putting things together. Letting
F (ω, γ) = Fent(ω) + Fdisc(ω) + Fval(ω, γ) + Focc(ω),
we finally arrive at the following statement.
Fact 6.18. For any (ω, γ) we have ET [Z(ω, γ)] ≤ exp(nF (ω, γ) + o(n)). Moreover, if (ω, γ) is tame, then
E[Z(ω, γ)|T ] ≤ O(exp(nF (ω, γ))).
In the following two sections we are going to estimate F (ω, γ). In Section 6.3 we deal with the case that (ω, γ) is
tame. Then, in Section 6.4 we will deal with wild (ω, γ) and complete the proof of Proposition 4.11.
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6.3. Tame overlaps. In this section we estimate the contribution of tame (ω, γ) to the second moment.
Lemma 6.19. Let Ω′ be the set of all tame (ω, γ). Then
∑
(ω,γ)∈Ω′ exp(nF (ω, γ)) ≤ O(ET [Z]2).
To prove Lemma 6.19 we approximate F (ω, γ) by means of the functions fent, fdisc, fval, focc from Section 6.2.
Indeed, assume that (ω, γ) is tame. Then Lemmas 6.11 and 6.17 provide canonical vectors qt, qℓ for t ∈ T , ℓ ∈ T ∗.
For the sake of brevity, we write fval,ℓ(ωℓ, γℓ) = fval,ℓ(ω, γ, qℓ), focc,t(ωt) = focc,t(ωt, qt) and
fval(ω, γ) =
∑
ℓ∈T∗
mℓ
n
fval,ℓ(ω, γ, qℓ), focc(ω) =
∑
t∈T
πtfocc,t(ωt, qt).
Let
f(ω, γ) = fent(ω) + fdisc(ω) + fval(ω, γ) + focc(ω).
The lemmas from the previous section show that F (ω, γ) = f(ω, γ) + o(1). Thus, we need to study f . We are going
to show that on the set of tame overlaps, f is strictly concave with its maximum attained at (ω¯, γ¯). Throughout, it is
understood that we take differentials within the polytope defined by the affine relations from Fact 6.2.
6.3.1. The first derivative. Here we calculate the first derivative of the function f to prove
Lemma 6.20. We haveDf(ω¯, γ¯) = 0.
Indeed, we are going to show that Dfent(ω¯), Dfdisc(ω¯), Dfval(ω¯, γ¯), Dfocc(ω¯, γ¯) = 0.
Claim 6.21. We haveDfent(ω¯) = Dfdisc(ω¯) = 0.
Proof. Each component of ω¯ is a product measure. Indeed, for any t ∈ T , z1, z2 ∈ {0, 1, ∗} we have ω¯z1z2t = tz1tz2 .
Therefore, subject to the relations from Fact 6.2, (ω¯z1z2t )z1,z2∈{0,1,∗} is the maximizer of the entropy term fent. Hence,
Dfent(ω¯) = 0. In addition, since for any ℓ ∈ T ∗, j ∈ [kℓ], z1, z2 ∈ {p, y} we have ωz1z2ℓ,j = ℓz1j ℓz2j , we see that
fdisc(ω¯) = 0. Since 0 is the global maximum of fdisc, we conclude thatDfdisc(ω¯) = 0. 
Claim 6.22. We haveDfval(ω¯, γ¯) = 0.
Proof. We are going to show thatDfval,ℓ(ω¯ℓ, γ¯ℓ) = 0 for all ℓ ∈ T ∗. While we could directly calculateDfval,ℓ(ω¯ℓ, γ¯ℓ),
it is more elegant to argue by way of the combinatorial interpretation of fval,ℓ. Thus, let Xℓ(ωℓ) be as in Sec-
tion 6.2.3. Furthermore, again with the notation from Section 6.2.3, let Sℓ(ωℓ, γℓ) be the set of all Xℓ ∈ Xℓ(ω)
such that Gℓ(Xℓ) = γℓ. Then by Lemma 6.6 for tame (ω, γ) we have
fval,ℓ(ωℓ, γℓ) = Fval,ℓ(ωℓ, γℓ) + o(1) =
1
mℓ
ln
|Sℓ(ωℓ, γℓ)|
|Xℓ(ωℓ)| + o(1) =
ln |Sℓ(ωℓ, γℓ)| − ln |Xℓ(ωℓ)|
mℓ
+ o(1). (6.17)
By Fact 3.3,
1
mℓ
ln |Xℓ(ωℓ)| =
∑
j∈[kℓ]
H(ωℓ,j) + o(1). (6.18)
Let X˜ℓ be the set of all maps χℓ : [mℓ] × [kℓ] → {p, y}, (i, j) 7→ χℓ,j(i) such that for any j ∈ [kℓ] we have
|{i ∈ [mℓ] : χℓ,j(i) = y}| .= ℓyjmℓ. Then Xℓ(ωℓ) ⊂ X˜ℓ × X˜ℓ for all ωℓ. In effect,
1
mℓ
ln |Xℓ(ωℓ)| ≤ 2
mℓ
ln |X˜ℓ| =
∑
j∈[kℓ]
H(ω¯yℓ,j) + o(1). (6.19)
Analogously, let S˜ℓ be the set of χℓ ∈ X˜ℓ such that for any i ∈ [mℓ] there is j ∈ [kℓ] such that χℓ,j(i) = p and such
that for any j ∈ [kℓ] we have |{i ∈ [mℓ] : χℓ,j(i) = p ∧ ∀j′ 6= j : χℓ,j′(i) = y}| .= ℓrjmℓ. Then Sℓ(ωℓ, γℓ) ⊂ S˜ℓ × S˜ℓ
for any (ωℓ, γℓ). Hence, Proposition 5.1 and Lemma 5.3 show that
1
mℓ
ln
|Sℓ(ωℓ, γℓ)|
|X˜ℓ × X˜ℓ|
≤ 2
mℓ
ln
|S˜ℓ|
|X˜ℓ|
= 2ϕℓ + o(1) = fval,ℓ(ω¯ℓ, γ¯ℓ) + o(1);
to obtain the last equation, we verify that at the point ω¯ℓ, γ¯ℓ, the implicit parameters in Lemma 5.3 and Lemma 6.6
satisfy the relation qz1z2ℓ,j = q
z1
ℓ,jq
z2
ℓ,j for all j ∈ [kℓ], z1, z2 ∈ {p, y}. Hence,
1
mℓ
ln |Sℓ(ωℓ, γℓ)| ≤ fval,ℓ(ω¯ℓ, γ¯ℓ) +
∑
j∈[kℓ]
H(ω¯
y
ℓ,j) + o(1).
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Combining (6.18) and (6.19), we see that ωℓ 7→ 1mℓ ln |Xℓ(ωℓ)| =
∑
j∈[kℓ]
H(ωyℓ,j)+ o(1) attains its global maximum
at a point ωˆℓ such that ‖ωˆℓ − ω¯ℓ‖∞ = o(1). Analogously, there is (ω˜ℓ, γ˜ℓ) such that ‖ω˜ℓ − ω¯ℓ‖∞ , ‖γ˜ℓ − γ¯ℓ‖∞ = o(1)
where (ωℓ, γℓ) 7→ 1mℓ ln |Sℓ(ωℓ, γℓ)| = fval,ℓ(ω¯ℓ, γ¯ℓ) +
∑
j∈[kℓ]
H(ω¯yℓ,j) + o(1) attains its maximum. Because their
difference fval,ℓ has continuous derivatives, (6.17) impliesDfval,ℓ(ω¯ℓ, γ¯ℓ) = 0. 
Claim 6.23. We haveDfocc(ω¯) = 0.
Proof. We are going to show that Dfocc,t(ω¯ℓ) = 0 for all t ∈ T . Once more we use a combinatorial argument. We
use the notion from Section 6.2.4. Let St(ωt) be the set of all Xt ∈ Xt(ω) that satisfy OCC4–OCC5. Then for tame
(ω, γ) we have
focc,t(ωt) = Focc,t(ωt) + o(1) =
1
nt
ln
|St(ωt)|
|Xt(ωt)| + o(1) =
ln |St(ωt)| − ln |Xt(ωt)|
nt
+ o(1). (6.20)
As in the proof of Claim 6.22, by considering the entropy we see that the maximizer ωˆt of |Xt( · )| satisfies ωˆt .= ω¯t.
Similarly, if ω˜t is such that |St( · )| is maximum, then ω˜t .= ω¯t. Hence, (6.20) implies thatDfocc,t(ω¯t) = 0. 
Finally, Lemma 6.20 is immediate from Claims 6.21–6.23.
6.3.2. The second derivative. In this section we establish the following statement about the second derivative of f .
Lemma 6.24. There is a number β = Ω(1) such that for all tame (ω, γ) we haveD2f(ω, γ)  −βid.
In the rest of this section we tacitly assume that (ω, γ) is tame. As a first step we estimate the second derivative of
fent, which is a function of (ω
z1z2
t )t∈T,z1,z2∈{0,1,∗}.
Lemma 6.25. We haveD2fent  −J , where J is a diagonal matrix with entries
Jωz1z2t ωz1z2t =
{
Ωk(1) if z1, z2 ∈ {0, 1} ,
Ωk(2
k) if z1 = ∗ or z2 = ∗.
Proof. The second derivative of the generic summand of the entropy function is ∂
2
∂p2 p ln p = 1/p. Furthermore,
together with the affine relations from Fact 6.2, the assumption that (ω, γ) is tame implies that ωz1z2t =
1
4 + ok(1) if
z1, z2 ∈ {0, 1} and ωz1z2t ≤ Ok(2−k) if z1 = ∗ or z2 = ∗. 
Lemma 6.26. We haveD2fdisc(ω, γ)  0
Proof. This is immediate from the fact that the Kullback-Leibler divergence is convex. 
As a next step we estimate the second derivative of fval,ℓ for any ℓ ∈ T ∗. We can view fval,ℓ as a function of
γrrℓ,j, γ
rc
ℓ,j , γ
cr
ℓ,j, γ
yy
ℓ,j,j′ , ω
pp
ℓ,j with j, j
′ ∈ [kℓ], j 6= j′. Indeed, let Vℓ be the set containing these variables. Then the
variables Vℓ determine the remaining components of ωℓ, γℓ via the affine relations from Fact 6.2.
Lemma 6.27. Let ℓ ∈ T ∗. There is a matrix J = (Jxy)x,y∈Vℓ with diagonal entries
Jγrr
ℓ,j
γrr
ℓ,j
= Ω˜k(4
k),Jγyy
ℓ,j,j′
γyy
ℓ,j,j′
= Ω˜k(4
k),Jγrc
ℓ,j
γrc
ℓ,j
,Jγcr
ℓ,j
γcr
ℓ,j
= Ω˜k(2
k),Jωpp
ℓ,j
ωpp
ℓ,j
= Ok(k
−992−k) (6.21)
and with all off-diagonal entries equal to 0 such that for all tame (ω, γ) we haveD2fval,ℓ(ωℓ, γℓ)  −J .
To prove Lemma 6.27 we determineD2DKL (γℓ‖gℓ) andD2DKL (ωℓ‖qℓ) separately.
Claim 6.28. There is a diagonal matrixJ = (Jxy)x,y∈Vℓ with entries as in (6.21) such that−D2DKL (γℓ‖gℓ)  −J .
Proof. Let G be the set of variables gccℓ , grrℓ,j, grcℓ,j, gryℓ,j, gcrℓ,j, gyrℓ,j, gyyℓ,j,j′ , γccℓ , γrrℓ,j, γrcℓ,j , gryℓ,j, γcrℓ,j, γyrℓ,j, γyyℓ,j,j′ . To com-
pute the second derivative with respect to x, y ∈ Vℓ, we use the chain rule:
−∂
2DKL (γℓ‖gℓ)
∂x∂y
= −
∑
G∈G
∂DKL (γℓ‖gℓ)
∂G
∂2G
∂x∂y
−
∑
G,G′∈G
∂2DKL (γ‖g)
∂G∂G′
∂G
∂x
∂G′
∂y
. (6.22)
LettingM = (Mxy) signify the matrix with entriesMxy = −
∑
G∈G
∂DKL(γ‖g)
∂G
∂2G
∂x∂y , we obtain from (3.6)
Mxy =
γccℓ
gccℓ
∂2gccℓ
∂x∂y
+
kℓ∑
j=1
γrrℓ,j
grrℓ,j
∂2grrℓ,j
∂x∂y
+
γrcℓ,j
grcℓ,j
∂2grcℓ,j
∂x∂y
+
γryℓ,j
g
ry
ℓ,j
∂2gryℓ,j
∂x∂y
+
γcrℓ,j
gcrℓ,j
∂2gcrℓ,j
∂x∂y
+
γyrℓ,j
g
yr
ℓ,j
∂2gyrℓ,j
∂x∂y
+
∑
j′ 6=j
γyyℓ,j,j′
g
yy
ℓ,j,j′
∂2gyyℓ,j,j′
∂x∂y
.
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Since (ω, γ) is tame, we verify that
γrrℓ,j
grrℓ,j
,
γyyℓ,j,j′
gyyℓ,j,j′
,
γrcℓ,j
grcℓ,j
,
γcrℓ,j
gcrℓ,j
,
γryℓ,j
gryℓ,j
,
γyrℓ,j
gyrℓ,j
,
γccℓ
gccℓ
= 1 + ok(1). (6.23)
Furthermore, a direct calculation reveals that
∂2grrℓ,j
∂ω
pp
ℓ,j1
∂ω
pp
ℓ,j2
, . . . ,
∂2gccℓ
∂ω
pp
ℓ,j1
∂ω
pp
ℓ,j2
= O˜k(4
−k),
∂2grrℓ,j
∂x∂y
,
∂2grcℓ,j
∂x∂y
, . . . ,
∂2gccℓ
∂x∂y
= O˜k(2
−k) for all x, y.
Thus, we obtain
Mxy = O˜k(2
−k) for all x, y, and in fact Mωpp
ℓ,j
ωpp
ℓ,j′
= O˜k(4
−k) for all j, j′ ∈ [kℓ]. (6.24)
Further, letM = −
[∑
g,g′∈G
∂g
∂x
∂g′
∂y
∂2DKL(γ‖g)
∂g∂g′
]
x,y
denote the second summand in (6.22). We find that
∂g
∂x
= O˜k(2
−k) for all x, g ∈ {gccℓ , grrℓ,j, grcℓ,j, gryℓ,j, gcrℓ,j, gyrℓ,j, gyyℓ,j,j′ : j 6= j′},
∂g
∂ω
pp
ℓ,j
= O˜k(4
−k) for g ∈ G.
(6.25)
Moreover, due to our assumption that (ω, γ) is tame and (3.7),
∂2DKL (γ‖g)
∂γrr 2ℓ,j
=
1
γrrℓ,j
= Θk(4
k),
∂2DKL (γ‖g)
∂γ
yy 2
ℓ,j,j′
=
1
γyyℓ,j,j′
= Θk(4
k),
∂2DKL (γ‖g)
∂γrc 2ℓ,j
=
1
γrcℓ,j
= Θk(2
k),
∂2DKL (γ‖g)
∂γcr 2ℓ,j
=
1
γcrℓ,j
= Θk(2
k),
∂2DKL (γ‖g)
∂grr 2ℓ,j
,
∂2DKL (γ‖g)
∂γrrℓ,j∂g
rr
ℓ,j
= Ok(4
k),
∂2DKL (γ‖g)
∂gyy 2ℓ,j,j′
,
∂2DKL (γ‖g)
∂γ
yy
ℓ,j,j′∂g
yy
ℓ,j,j′
= Ok(4
k),
∂2DKL (γ‖g)
∂grc 2ℓ,j
,
∂2DKL (γ‖g)
∂γrcℓ,j∂g
rc
ℓ,j
= Ok(2
k),
∂2DKL (γ‖g)
∂gcr 2ℓ,j
,
∂2DKL (γ‖g)
∂γcrℓ,j∂g
cr
ℓ,j
= Θk(2
k).
Combining these bounds with (6.25), we see that there is a diagonal matrix J with entries
Jγrr
ℓ,j
γrr
ℓ,j
, Jγyy
ℓ,j,j′
γyy
ℓ,j,j′
= Ω˜k(4
k), Jγrc
ℓ,j
γrc
ℓ,j
, Jγcr
ℓ,j
γcr
ℓ,j
= Ω˜k(2
k), Jωpp
ℓ,j
ωpp
ℓ,j
= O˜k(4
−k)
such thatM −J . Together with (6.24), this bound implies the assertion. 
Claim 6.29. If (ω, γ) is tame, then
D2DKL
(
ω
pp
ℓ,j, ω
py
ℓ,j, ω
yp
ℓ,j , ω
yy
ℓ,j‖qppℓ,j, qpyℓ,j, qypℓ,j , qyyℓ,j
)
 J,
where J is a diagonal matrix with entries Jωpp
ℓ,j
ωpp
ℓ,j
= O˜k(2.1
−k) and Jxx = O˜k(1.9
k) for all other x ∈ Vℓ.
Proof. Let Q = DKL
(
ω
pp
ℓ,j , ω
py
ℓ,j, ω
yp
ℓ,j, ω
yy
ℓ,j‖qppℓ,j, qpyℓ,j, qypℓ,j , qyyℓ,j
)
for brevity. By the chain rule,
D2Q = T1 + T2, where T1 =
(∑
y
∂Q
∂y
∂2y
∂x∂x′
)
x,x′
, T2 =

∑
y,y′
∂2Q
∂y∂y′
∂y
∂x
∂y′
∂x′


x,x′
. (6.26)
Because Lemma 6.11 ensures that |ωz1z2ℓ,j −qz1z2ℓ,j | ≤ O˜k(2−k) for all z1, z2 ∈ {p, y} and as qyyℓ,j = 1−qppℓ,j−qpyℓ,j−qypℓ,j,
we see that |∂Q∂y | = O˜k(2−k) for all y. Hence, (6.6) implies that T1  J ′ for a diagonal matrix J ′ such that
J ′ωpp
ℓ,j
ωpp
ℓ,j
= O˜k(2.1
−k), J ′xx = O˜k(1.9
k) for all other x ∈ Vℓ.
With respect to T2, we obtain from (3.7) and (6.4)–(6.5) that
∑
y,y′
∂2Q
∂y∂y′
∂y
∂x
∂y′
∂x′
=


O˜k(4
−k) if x, x′ ∈
{
ωppℓ,j : j ∈ [kℓ]
}
,
O˜k(2
−k) if x′ ∈
{
ω
pp
ℓ,j : j ∈ [kℓ]
}
,
O˜k(1) otherwise.
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Hence, there is a diagonal matrix J ′′ with
J ′′ωpp
ℓ,j
ωpp
ℓ,j
= O˜k(2.1
−k), J ′′xx = O˜k(1.9
k) for all other x ∈ Vℓ
such that T2  J2. Setting J = J ′ + J ′′ completes the proof. 
Finally, Lemma 6.27 follows from Claims 6.28–6.29.
Next, we estimate the second derivative of focc. For any t ∈ T , focc,t is a function of ωz1z2t with z1, z2 ∈ {0, 1, ∗}
and of ωz1z2t,h with h ∈ [dt] and (z1, z2) ∈ {(r, r), (r, c), (r, y), (c, r), (y, r)}. Let Vt be the set containing these
variables.
Lemma 6.30. Let t ∈ T and h ∈ [dt]. ThenD2focc,t(ω)  J , where J is a diagonal matrix with entries
Jωz1z2t ωz1z2t = O˜k(2
−k/64) for z1, z2 ∈ {0, 1, ∗}, (6.27)
Jωrr
t,h
ωrr
t,h
= O˜k(4
15k/16) and Jωz1z2
t,h
ω
z1z2
t,h
= O˜k(2
15k/16) for (z1, z2) ∈ {(r, c), (c, r), (r, y), (y, r)} , h ∈ [dt].
(6.28)
The proof of Lemma 6.30 consists of several steps.
Claim 6.31. There is a diagonal matrix J with entries as in (6.27)–(6.28) such that
D2
∑
z1,z2
ωz1z2t ln s
z1z2
t  J .
Proof. Let Y =∑z1,z2 ωz1z2t ln sz1z2t . Because the function (a, b) ∈ R≥0 7→ a ln b is concave, we have
D2Y M =

 ∑
z1,z2∈{0,1,∗}:(z1,z2) 6=(0,0)
∂Y
∂sz1z2t
∂2sz1z2t
∂x∂y


x,y∈Vt
. (6.29)
Further, an elementary calculation based on Lemma 6.17 and our assumption that (ω, γ) is tame yields
∂Y
∂sz1z2t
∂2sz1z2t
∂x∂y
≤ O˜k(2−k) for all z1, z2, x, y. (6.30)
The bound (6.30) implies bounds on the Frobenius norms of the four blocks ofM. Namely, the Frobenius norm of the
diagonal block corresponding to the variables ωz1z2t , z1, z2 ∈ {0, 1, ∗}, is O˜k(2−k). Moreover, the Frobenius norm of
the diagonal block ωz1z2t,h with h ∈ [dt] and z1, z2 ∈ {r, c, y} is O˜k(1). Finally, the Frobenius norm of the off-diagonal
blocks comes to O˜k(2
−k/2). Because the Frobenius norm is an upper bound on the spectral norm, these estimates
and (6.29) yield the assertion. 
Claim 6.32. There exists a diagonal matrix J such that (6.27) and (6.28) are satisfied and such that
D2
∑
h∈[dt]
ω
py
t DKL
(
ωryt,h
ωpyt
‖qryt,h
)
+ ω
yp
t DKL
(
ωyrt,h
ωypt
‖qyrt,h
)
+ ω
pp
t DKL
(
ωrrt,h
ωppt
,
ωrct,h
ωppt
,
ωcrt,h
ωppt
‖qrrt,h, qrct,h, qcrt,h
)
 J .
Proof. Let X = {(r, r), (r, c), (c, r)}. For (z1, z2) ∈ X let pz1z2t,h = ωz1z2t,h /ωppt . Further, let
Qt,h = DKL
(
(pz1z2t,h )(z1,z2)∈X ‖(qz1z2t,h )(z1,z2)∈X
)
and Qt =
∑
h∈[dt]
Qt,h.
Let At,h be the set of variables pz1z2t,h , qz1z2t,h with (z1, z2) ∈ X . Then by the chain rule,D2Qt =M+N , where
M =

 ∑
h∈[dt]
∑
a∈At,h
∂Qt,h
∂a
∂2a
∂x∂y


x,y∈Vt
, N =

 ∑
h∈[dt]
∑
a,b∈At,h
∂2Qt,h
∂a∂b
∂a
∂x
∂b
∂y


x,y∈Vt
.
To bound M we consider three cases. For starters, we note that because (ω, γ) is tame, Lemma 6.17, the affine
relations
ωrrt,h
ωppt
+
ωrct,h
ωppt
+
ωcrt,h
ωppt
+
ωcct,h
ωppt
= 1, qrrt,h + q
rc
t,h + q
cr
t,h + q
cc
t,h = 1
and (3.6) yield ∂Qt,h/∂a = O˜k(2−k) for any a ∈ At,h.
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Case 1: x, y ∈ {ωz1z2t,h : h ∈ [dt] , (z1, z2) ∈ X}: suppose x = ωz11z12t,h1 , y = ωz21z22t,h2 . For summands h 6∈
{h1, h2} Lemma 6.17 yields ∂2a/∂x∂y = O˜k(4−k), whilst ∂2a/∂x∂y = O˜k(2−k) if h ∈ {h1, h2}. Hence,
Mxy = O˜k(4−k).
Case 2: x ∈ {ωz1z2t : z1, z2 ∈ {0, 1, ∗}}, y ∈ {ωz1z2t,h : h ∈ [dt] , (z1, z2) ∈ X}: suppose that x = ωz11z12t , y =
ωz21z22t,h2 . For a ∈ {pz1z2t,h : z1, z2 ∈ X} and h = h2 we have ∂2a/∂x∂y = O˜k(1), while ∂2a/∂x∂y = 0 if
h 6= h2. Further, if a ∈ {qz1z2t,h : z1, z2 ∈ X}, then Lemma 6.17 yields ∂2a/∂x∂y = O˜k(1) if h = h2 and
∂2a/∂x∂y = O˜k(2
−k) otherwise. Hence,Mxy = O˜k(2−k).
Case 3: x, y ∈ {ωz1z2t : z1, z2 ∈ {0, 1, ∗}}: Lemma 6.17 yields ∂2a/∂x∂y = O˜k(2−k) for all a. Therefore, the
bound ∂Qt,h/∂a = O˜k(2−k) entails thatMxy = O˜k(2−k).
Combining these three estimate, we see that M  J for a diagonal matrix J with entries as detailed in (6.27)
and (6.28).
With respect to N Lemma 6.17 and (3.7) yield
∂2Qt,h
∂qz1z2 2t,h
+
∂2Qt,h
∂pz1z2 2t,h
+ 2
∂2Qt,h
∂pz1z2t,h ∂q
z1z2
t,h
= O˜k(1). (6.31)
To estimate the entriesNxy we treat three cases separately.
Case 1: x, y ∈ {ωz1z2t,h : h ∈ [dt] , (z1, z2) ∈ X}: let x = ωz11z12t,h1 , y = ωz21z22t,h2 . Lemma 6.17 shows that for the
summand h = h1 = h2 we have ∂a/∂x, ∂b/∂y = O˜k(1), whilst (∂a/∂x)(∂b/∂y) = O˜k(4
−k) if either
h 6= h1 or h 6= h2. Therefore, (6.31) yieldsNxy = O˜k(1)1{h1 = h2}+ O˜k(2−k).
Case 2: x ∈ {ωz1z2t : z1, z2 ∈ {0, 1, ∗}}, y ∈ {ωz1z2t,h : h ∈ [dt] , (z1, z2) ∈ X}: suppose that x = ωz11z12t , y =
ωz21z22t,h2 . Then by Lemma 6.17 the summand h = h2 is O˜k(2
−k), while all other summands are O˜k(4
−k).
Hence,Nxy = O˜k(2−k).
Case 3: x, y ∈ {ωz1z2t : z1, z2 ∈ {0, 1, ∗}}: then Lemma 6.17 yieldsNxy = O˜k(2−k).
Hence,N  J for a diagonal matrix J that satisfies (6.27) and (6.28).
A similar argument applies to the other two termsDKL
(
ω
ry
t,h/ω
py
t ‖qryt,h
)
, DKL
(
ω
yr
t,h/ω
yp
t ‖qyrt,h
)
. 
Lemma 6.30 is immediate from Claims 6.31–6.32.
Proof of Lemma 6.24. This follows from Lemmas 6.25, 6.26, 6.27 and 6.30 and the affine relations from Fact 6.2. 
Proof of Lemma 6.19. Lemma 6.19 follows from Lemmas 6.20 and 6.24 via a standard application of the Laplace
method. More specifically, let Ω′ be the set of all tame overlaps (ω, γ). Moreover, for a large enough number
c′′ = c′′(k) let Ω′′ be the set of all (ω, γ) ∈ Ω′ such that for all t ∈ T, ℓ ∈ T ∗, j ∈ [kℓ], h ∈ [dt],
‖ωt − ω¯t‖∞ , ‖ωt,h − ω¯t,h‖∞ , ‖ωℓ,j − ω¯ℓ,j‖∞ , ‖γℓ − γ¯ℓ‖∞ ≤ c′′n−1/2.
Lemmas 6.20 and 6.24 imply that
S′ =
∑
(ω,γ)∈Ω′
exp(nF (ω, γ)) ≤ O(1)
∑
(ω,γ)∈Ω′′
exp(nF (ω, γ)). (6.32)
Further, let C′ = 4 |[T ]| + ∑ℓ∈T∗ 4kℓ + (kℓ2 ). Then the affine relations from Fact 6.2 imply that the set Ω′′ is
contained in the affine image of the set of integer lattice points in a C′-dimensional cube with side lengths O(
√
n).
(Indeed, once we fix for each t ∈ T the parameters ωz1z2t with z1, z2 ∈ {0, 1} and for every ℓ ∈ T ∗, j, j′ ∈ [kℓ],
j 6= j′ the parameters ωppℓ,j , γrrℓ,j , γrcℓ,j , γcrℓ,j , γyyℓ,j,j′ , the remaining components of (ω, γ) are implied.) Therefore, with
C the number from (5.1), Lemmas 6.20 and 6.24 and the Laplace method yield
S′′ =
∑
(ω,γ)∈Ω′′
exp(nF (ω, γ)) ≤ O(n−2C) exp(nf(ω¯, γ¯)). (6.33)
Hence, we need to compare f(ω¯, γ¯) with the formula from Proposition 5.1. To this end, we observe that at the
point (ω¯, γ¯) the parameters (qzℓ,j)z∈{p,y} and q
r
t,h from Proposition 5.1 and the implicit parameters (q
z1z2
ℓ,j )z1,z2∈{p,y},
(qz1z2t,h )z1,z2 from Lemmas 6.6 and 6.13 satisfy
qz1z2ℓ,j = q
z1
ℓ,jq
z2
ℓ,j , q
rr
t,h = (q
r
t,h)
2, qrct,h = q
cr
t,h = q
r
t,h(1− qrt,h), qryt,h = qyrt,h = qrt,h.
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As a consequence, it is straightforward to check that
S′′ = O(ET [Z]2). (6.34)
Combining (6.32)–(6.34), we conclude that S′ ≤ O(E[Z|T ]2), as desired. 
6.4. Wild overlaps. The aim in this section is to prove
Lemma 6.33. Assume that (ω, γ) fails to be tame but∑
t∈T
πtω
00
t =
1
4
+ O˜k(2
−0.49k). (6.35)
Then there exists a tame (ω˜, γ˜) such that F (ω, γ) ≤ F (ω˜, γ˜)− Ω(1).
Throughout, we tacitly assume that ω satisfies (6.35). Moreover, we let S(ω) = {t ∈ T : |ω00t − 1/4| > k−99} .
6.4.1. A rough bound. To prove Lemma 6.33 we proceed in two steps. First, we argue that the contribution of (ω, γ)
that satisfy (6.35) but for which ω00t differs significantly from
1
4 for a large share of types t is negligible. The proof
of this is based on a rough upper bound on F (ω, γ). Subsequently we are going to derive a more accurate bound on
those (ω, γ) that fail to be tame but for which ω00t is close to 1/4 for most t.
Lemma 6.34. We have sup
{
F (ω, γ) : Vol(S(ω)) > exp(−√k)
}
< 0.
The proof of Lemma 6.34 is based on the following very rough upper bound on F (ω, γ).
Claim 6.35. Let
fˆ(ω) =
∑
t∈T
πtH(ω
z1z2
t )z1,z2∈{0,1,∗} +
m
n
∑
ℓ∈T∗
πℓ ln

1− 2 ∏
j∈[kℓ]
ℓyj +
∏
j∈[kℓ]
ωyyℓj

 .
Then supγ F (ω, γ) ≤ fˆ(ω) + o(1).
Proof. Consider a random vector χ = (χℓ,j(i))ℓ∈T∗,j∈[kℓ],i∈[mℓ] whose entries are independent random variables with
values in {(p, p), (p, y), (y, p), (y, y)} such that
P [χℓ,j(i) = (z1, z2)] = ω
z1z2
ℓj
. (6.36)
Let S be the event that for all ℓ ∈ T ∗ and i ∈ [mℓ] there exist j1, j2 ∈ [kℓ] such that χℓ,j1(i) ∈ {(p, p), (p, y)}
and χℓ,j2(i) ∈ {(p, p), (y, p)}. Furthermore, let Y z1z2ℓ,j = |{i ∈ [mℓ] : χℓ,j(i) = (z1, z2)}| and set Y z1z2t =
(dtnt)
−1
∑
h∈[dt]
∑
(ℓ,j)∈∂(t,h) Y
z1z2
ℓ,j . Let B be the event that Y
z1z2
t = ω
z1z2
t for all t ∈ T and any z1, z2 ∈ {y, p}
and that Y y ·ℓ,j , Y
· y
ℓ,j
.
= ℓyj for all ℓ, j. Then by the construction of F ,
sup
γ
F (ω, γ) ≤
∑
t∈T
πtH(ω
z1z2
t )z1,z2∈{0,1,∗} +
1
n
lnP [S|B] . (6.37)
As (6.36) ensures that E Y z1z2ℓ,j = ω
z1z2
ℓj
mℓ, Lemma 3.5 implies that P [B] = exp(o(n)). Hence, by (6.37),
sup
γ
F (ω, γ) ≤
∑
t∈T
πtH(ω
z1z2
t )z1,z2∈{0,1,∗} +
1
n
lnP [S] + o(1). (6.38)
Furthermore, as ωyyℓj + ω
yp
ℓj
, ωyyℓj + ω
py
ℓj
.
= ℓyj for all ℓ, j by Fact 6.2, we see that
1
n
lnP [S] =
m
n
∑
ℓ∈T∗
πℓ ln

1− 2 ∏
j∈[kℓ]
ℓ
y
j +
∏
j∈[kℓ]
ω
yy
ℓj

+ o(1). (6.39)
Finally, the assertion follows from (6.38) and (6.39). 
Claim 6.36. Let T0 = T0(ω) denote the set of all all types t ∈ T such thatmin{ωppt , ωpyt , ωypt , ωyyt } > 0.01. Then
sup{fˆ(ω) : ω satisfies Vol(T0) < 0.01} < 0.
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Proof. Assume that Vol(T0) < 0.01. Because t
0, t1 = 12 + O˜k(2
−k/2) for all t, (6.35) implies that∑
t∈T
πtω
z1z2
t =
1
4
+ O˜k(2
−0.49k) for all z1, z2 ∈ {p, y} . (6.40)
Set δ = 0.01 + 1/k and let T1 = {t ∈ T : ωyyt < δ} , T2 = {t ∈ T : ωyyt > 1/2− δ} . Since Vol(T0) < 0.01, (6.40)
implies that Vol(T1) ≥ 0.48, Vol(T2) ≥ 0.48. Now, let M be the set of all clause types ℓ that feature at least 0.4k
literals of type T1 and at least 0.4k literals of type T2. Then for any ℓ ∈ M we have
1− 2
∏
j∈[kℓ]
ℓyj +
∏
j∈[kℓ]
ωyyℓj ≤ 1− 21−kℓ + O˜k(2−3k/2). (6.41)
Furthermore, DISC2 (from Lemma 4.14) implies that Vol(M) ≥ 1− k−9 w.h.p. Hence, (6.41) yields
m
n
∑
ℓ∈M
πℓ ln

1− 2 ∏
j∈[kℓ]
ℓ
y
j +
∏
j∈[kℓ]
ω
yy
ℓj

 ≤ −2 ln 2 + ok(1). (6.42)
By comparison, since Vol(T0) ≤ 0.01, we find∑
t∈T
πtH(ω
z1z2
t )z1,z2∈{0,1,∗} ≤ 1.9 ln 2 + ok(1). (6.43)
Combining (6.42) and (6.43), we conclude that fˆ(ω) < 0. 
Proof of Lemma 6.34. Let ε = k−99 and δ = exp(−√k). Let T2 be the set of all types t such that |ωyyt − 1/4| > ε.
Assume thatVol(T2) > δ. By Claim 6.36 andDISC1, we may assume that the setM of all clause types ℓwith kℓ = k
that contain at least 0.01k literals from T0 satisfies Vol(M) = 1− exp(−Ωk(k)). Furthermore, for any ℓ ∈M,
1− 2
∏
j∈[kℓ]
ℓ
y
j +
∏
j∈[kℓ]
ω
yy
ℓj
≤ 1− 21−k(1 + exp(−Ωk(k))). (6.44)
Now, obtain ωˆ from ω by setting ωˆz1z2t = t
z1tz2 for all z1, z2 ∈ {0, 1, ∗}, t ∈ T2. In particular, ωˆyyt = t0t0 for
t ∈ T2. Hence, (6.44) implies
fˆ(ωˆ)− fˆ(ω) = exp(−Ωk(k)) +
∑
t∈T2
πt
[
H(ωˆz1z2t )z1,z2∈{0,1,∗} −H(ωz1z2t )z1,z2∈{0,1,∗}
]
≥ exp(−Ωk(k)) + Vol(T2)Ωk(ε2) ≥ exp(−k0.51). (6.45)
On the other hand, a direct calculation shows that fˆ(ωˆ) ≤ O˜k(2−k). Hence, (6.45) implies that fˆ(ω) < 0. Finally, the
assertion follows from Claim 6.35. 
6.4.2. Reducing the discrepancy. In the following we enhance the bound from Lemma 6.34 to prove Lemma 6.33.
We begin with the following statement.
Lemma 6.37. Assume that (ω, γ) is such that Vol(S(ω)) ≤ exp(−√k) but the following condition is violated.
For all t ∈ T \ S(ω), h ∈ [dt], (ℓ, j) ∈ ∂(t, h) we have |ωyyℓ,j − ω00t | ≤ 2−k/3. (6.46)
Then there exists ωˆ such that F (ωˆ, γ) > F (ω, γ) + Ω(1).
The proof of Lemma 6.37 is based on a local variations argument. Let t ∈ T \ S(ω), h ∈ [dt] and assume that
|ωyyℓ,j − ω00t | > 2−k/3 for some (ℓ, j) ∈ ∂(t, h). Then there exists (ℓ′, j′) ∈ ∂(t, h) such that |ωyyℓ′,j′ − ω00t | ≥ Ω(1)
and such that sign(ω
yy
ℓ′,j′ − ω00t ) 6= sign(ωyyℓ,j − ω00t ). Now, pick a number δ with sign(δ) = sign(ωyyℓ,j − ω00t ) of
sufficiently small absolute value and let δ′ = δmℓ/mℓ′ . Further, let ωˆ be such that ωˆ
yy
ℓ,j
.
= ωyyℓ,j − δ, ωˆyyℓ′,j′ .= ωyyℓ,j + δ′,
ωˆyyℓ′′,j′′
.
= ωyyℓ′′,j′′ if (ℓ
′′, j′′) 6∈ {(ℓ, j), (ℓ′, j′)}, ωt = ωˆt for all t ∈ T and such that the affine relations from Fact 6.2
hold. Then
Fent(ωˆ) = Fent(ω), Focc(ωˆ) = Focc(ω). (6.47)
Moreover, differentiating the Kullback-Leibler divergence, we see that
Fdisc(ωˆ)− Fdisc(ω) ≥ δmℓ
n′
Ωk(2
−k/3). (6.48)
40
Claim 6.38. We have
Fval,ℓ(ωˆℓ, γℓ) ≥ Fval,ℓ(ωℓ, γℓ) + δmℓ
n′
O˜k(2
−k), (6.49)
Fval,ℓ′(ωˆℓ′ , γℓ′) ≥ Fval,ℓ′(ωℓ′ , γℓ′) + δ
′mℓ′
n′
O˜k(2
−k). (6.50)
Proof. We prove (6.49) in detail; the very same argument yields (6.50). For α ∈ [0, 1] we let ωℓ(α) be the vector
obtained from ωℓ by replacing ωℓ,j by (1 − α)ωℓ,j + αωˆℓ,j . Using the notation from the definition of Fval,ℓ in
Section 6.2.3, we are going to “interpolate” between the probability spaces Xℓ(ωℓ(0)) and Xℓ(ωℓ(1)). LetXαℓ denote
a uniformly random element of Xℓ(ωℓ(α)).
Let us fix disjoint sets Gz1z2ℓ,h ,Gyyℓ,h,h′ ⊂ [mℓ], (z1, z2) ∈ {(r, r), (r, c), (c, r), (r, y), (y, r)}, h, h′ ∈ [kℓ], h 6= h′,
such that |Gz1z2ℓ,h | = mℓγz1z2ℓ,h and |Gyyℓ,h,h′ | = mℓγyyℓ,h,h′ . Let G denote the union of all of these sets. Further, let
R(α) ⊂ Xℓ(ωℓ(α)) be the event that
• for all (z1, z2), h ∈ [kℓ], i ∈ Gz1z2ℓ,h ,Xαℓ (i) is a (z1, z2, j)-clause,
• for all h 6= h′, i ∈ Gyyℓ,h,h′ ,Xαℓ (i) is a (y, y, h, h′)-clause.
Additionally, let C(α) be the event that Xαℓ (i) is a (c, c)-clause for all i ∈ [mℓ] \ G. Because the distribution of the
random vectorXαℓ (i) is invariant under permutations of the clause indices i, we see that
Fval,ℓ(ωˆℓ, γℓ)− Fval,ℓ(ωℓ, γℓ) = 1
mℓ
[lnP [R(1) ∩ C(1)]− lnP [R(0) ∩ C(0)]] . (6.51)
To estimate the r.h.s. of (6.51), we are going to work out (roughly speaking) the derivative of P [R(α) ∩ C(α)]
for α ∈ [0, 1]. To deal with the issue that R(α), C(α) are dependent, we are going to identify an event E(α, u)
such that R(α), C(α) are independent given E(u). More specifically, if uℓ = (uz1z2ℓ,h )z1,z2∈{p,y},h∈[kℓ] is such that
(uz1z2ℓ,h )z1,z2∈{p,y} is a probability distribution for each h ∈ [kℓ], then we let E(uℓ) be the event that
∀h ∈ [kℓ] :
∣∣{i ∈ G : Xαℓ,h(i) = (z1, z2)}∣∣ = uz1z2ℓ,h |G|.
Then for any uℓ such that P [E(uℓ)] > 0 we have
P [R(α) ∩ C(α)|E(uℓ)] = P [R(α)|E(uℓ)]P [C(α)|E(uℓ)]P [E(uℓ)] . (6.52)
Thus, we need to get a handle on P [R(α)|E(uℓ)] ,P [C(α)|E(uℓ)] ,P [E(uℓ)].
Because given E(uℓ) we know the precise statistics of the “dominos” placed in clauses with indices in G, we have
P [R(α)|E(uℓ)] = P [R(0)|E(uℓ)] . (6.53)
Further, letting u˜ℓ = (mℓ − |G|)−1 (mℓωℓ(α)− |G|uℓ) , we obtain from Fact 3.4
1
mℓ
lnP [E(uℓ)] ∼ −
∑
j
|G|
mℓ
DKL (uℓ,j‖ωℓ,j(α)) +
(
1− |G|
mℓ
)
DKL (u˜ℓ,j‖ωℓ,j(α)) ; (6.54)
here j ranges over indices such that ωℓ,j 6= ωˆℓ,j . Differentiating (6.54) using Fact 6.2, we find that
− ∂
∂α
DKL (uℓ,j‖ωℓ,j(α)) =
∑
z1,z2∈{p,y}
uz1z2ℓ,j
ωz1z2ℓ,j (α)
∂ωz1z2ℓ,j (α)
∂α
= δ
[
upyℓ,j
ωpyℓ,j(α)
+
uypℓ,j
ωypℓ,j(α)
− u
yy
ℓ,j
ωyyℓ,j(α)
− u
pp
ℓ,j
ωppℓ,j(α)
]
, (6.55)
− ∂
∂α
DKL (u˜ℓ,j‖ωℓ,j(α)) =
∑
z1,z2∈{p,y}
u˜z1z2ℓ,j
ωz1z2ℓ,j (α)
∂ωz1z2ℓ,j (α)
∂α
− ∂u˜
z1z2
ℓ,j
∂α
ln
u˜z1z2ℓ,j
ωz1z2ℓ,j (α)
= δ
[
u˜
py
ℓ,j
ω
py
ℓ,j(α)
+
u˜
yp
ℓ,j
ω
yp
ℓ,j(α)
− u˜
yy
ℓ,j
ω
yy
ℓ,j(α)
− u˜
pp
ℓ,j
ω
pp
ℓ,j(α)
]
+
δmℓ
mℓ − |G|
[
ln
u˜
yy
ℓ,j
ωyyℓ,j(α)
+ ln
u˜
pp
ℓ,j
ωppℓ,j(α)
− ln u˜
py
ℓ,j
ωpyℓ,j(α)
− ln u˜
yp
ℓ,j
ωypℓ,j(α)
]
. (6.56)
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We claim that
∂
∂α
− |G|
mℓ
DKL (uℓ‖ωℓ(α))−
(
1− |G|
mℓ
)
DKL (u˜ℓ‖ωℓ(α)) ≥ −|δ|O˜k(2−k). (6.57)
Indeed, if ωz1z2ℓ,j ≥ 1/k, then the logarithmic terms from (6.56) contribute |δ|O˜k(2−k) to (6.57). Hence, assume that
ωz1z2ℓ,j < 1/k. Then δ < 0 if z1 = z2 and δ > 0 if z1 6= z2. Assume without loss that z1 = z2. If u˜z1z2ℓ,j ≤
ωz1z2ℓ,j (α), then the contribution of the logarithmic terms from (6.56) is non-negative. Otherwise the definition ensures
that u˜z1z2ℓ,j ≤ (1 + O˜k(2−k))ωz1z2ℓ (α), whence the contribution of the logarithmic term is |δ|O˜k(2−k). Further, the
contribution of the non-logarithmic terms from (6.55)–(6.56) to (6.57) comes to
(−1)1{z1 6=z2} δ
ωz1z2ℓ,j (α)
[ |G|
mℓ
uz1z2ℓ,j +
mℓ − |G|
mℓ
u˜z1z2ℓ,j
]
= (−1)1{z1 6=z2}δ.
Summing over z1, z2 yields (6.57).
As a next step, we calculate the derivative ofQ(α, uℓ) =
1
mℓ
lnP [C(α)|E(uℓ)]. This is via a similar argument as in
the proof of Lemma 6.6. More specifically, we are going to calculate the derivative of
gccℓ = 1−
∏
j∈[kℓ]
q
y ·
ℓ,j −
∑
j∈[kℓ]
q
p ·
ℓ,j
∏
j′ 6=j
q
y ·
ℓ,j′ −
∏
j∈[kℓ]
q
· y
ℓ,j −
∑
j∈[kℓ]
q
· p
ℓ,j
∏
j′ 6=j
q
· y
ℓ,j′
+
∏
j∈[kℓ]
qyyℓ,j +
∑
j∈[kℓ]
(1− qyyℓ,j)
∏
j′ 6=j
qyyℓ,j′ +
∑
j1 6=j2
qpyℓ,j1q
yp
ℓ,j2
∏
j 6=j1,j2
qyyℓ,j
for an appropriately defined qℓ,j = qℓ,j(α, uℓ). To determine qℓ,j , we let
eˆ
pp
ℓ,j =
qppℓ,j
gccℓ

1− ∏
j′ 6=j
q
· y
ℓ,j′ −
∏
j′ 6=j
q
y ·
ℓ,j′ +
∏
j′ 6=j
q
yy
ℓ,j′

 ,
eˆ
py
ℓ,j =
qpyℓ,j
gccℓ
[
1−
∏
j′ 6=j
q
· y
ℓ,j′ −
∏
j′ 6=j
q
y ·
ℓ,j′ −
∑
j′ 6=j
q
· p
ℓ,j′
∏
j′′ 6=j,j′
q
· y
ℓ,j′′ +
∏
j′ 6=j
q
yy
ℓ,j′ +
∑
j′ 6=j
q
yp
ℓ,j′
∏
j′′ 6=j,j′
q
yy
ℓ,j′′
]
,
eˆ
yp
ℓ,j =
qypℓ,j
gccℓ
[
1−
∏
j′ 6=j
q
y ·
ℓ,j′ −
∏
j′ 6=j
q
· y
ℓ,j′ −
∑
j′ 6=j
q
p ·
ℓ,j′
∏
j′′ 6=j,j′
q
y ·
ℓ,j′′ +
∏
j′ 6=j
q
yy
ℓ,j′ +
∑
j′ 6=j
q
py
ℓ,j′
∏
j′′ 6=j,j′
q
yy
ℓ,j′′
]
.
For any q = (qℓ,j)j∈[kℓ] such that q
y ·
ℓ,j , q
· y
ℓ,j =
1
2 + Ok(k
−2) we find Deˆℓ,j = id +Mℓ,j, where Mℓ,j is a matrix
all of whose entries are O˜k(2
−k). Hence, by the inverse function theorem there exists qℓ = qℓ(α, uℓ) such that
ez1z2ℓ,j = u˜
z1z2
ℓ,j . With this choice of qℓ, we have
1
mℓ
lnP [C(α)|E(uℓ)] ∼
(
1− |G|
mℓ
)ln gccℓ + ∑
h∈[kℓ]
DKL (u˜ℓ,h‖qℓ,h)

 . (6.58)
Once more by the inverse function theorem, we have Dqℓ,j = id + Nℓ,j , where Nℓ,j is another matrix all of whose
entries are O˜k(2
−k). Using this estimate to differentiate the r.h.s. of (6.58), we see that
∂
∂α
ln gccℓ +
∑
h∈[kℓ]
DKL (u˜ℓ,h‖qℓ,h) = δO˜k(2−k) +
∑
h,z1,z2
∂u˜z1z2ℓ,h
∂α
ln
eˆz1z2ℓ,h
qz1z2ℓ,h
− ∂q
z1z2
ℓ,h
∂α
eˆz1z2ℓ,h
qz1z2ℓ,h
= δO˜k(2
−k). (6.59)
Finally, combining (6.52)–(6.54) and (6.57)– (6.59) and integrating over α ∈ [0, 1], we conclude that
1
mℓ
[lnP [R(1) ∩ C(1)]− lnP [R(0) ∩ C(0)]] ≥ δO˜k(2−k).
Thus, the claim follows from (6.51). 
Proof of Lemma 6.37. The assertion is immediate from Claim 6.38 and equations (6.47), (6.48). 
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6.4.3. Increasing the entropy. Assume that (ω, γ) is such that S(ω) 6= ∅. Let S ′(ω) be the set of all pairs (ℓ, j)
such that there exist t ∈ S(ω) and h ∈ [dt] such that (ℓ, j) ∈ ∂(t, h) and let S˜(ω) be the set of all ℓ such that
(ℓ × [kℓ]) ∩ S ′(ω) 6= ∅. Moreover, let ω˜ be such that ω˜t = ω¯t for all t ∈ S(ω) and ω˜ℓ,j .= ω¯ℓ,j for all (ℓ, j) ∈ S ′(ω),
while ω˜t = ωt for all t 6∈ S(ω) and ω˜ℓ,j .= ωℓ,j for all (ℓ, j) 6∈ S ′(ω). Further, let γ˜ℓ,j .= γℓ,j for all ℓ 6∈ S˜(ω), j ∈ [kℓ]
and let γ˜ℓ,j for ℓ ∈ S˜(ω), j ∈ [kℓ] be such that Fval,ℓ(ω˜ℓ, γ˜ℓ) is maximum subject to the affine relations from Fact 6.2.
Lemma 6.39. Assume that (ω, γ) is such that (6.35) and (6.46) are satisfied and Vol(S(ω)) ≤ exp(−√k). Then
F (ω˜, γ˜)− Focc(ω˜) ≥ F (ω, γ)− Focc(ω) + Ω˜k(1)Vol(S˜(ω)).
The rest of this section is devoted to the proof of Lemma 6.39. We begin with the following statement. Let S ′′(ω) be
the set of all clause types ℓ ∈ T ∗ such that |({ℓ} × [kℓ]) ∩ S ′(ω)| ≥ 0.9k.
Claim 6.40. We have
∑
ℓ∈S′′(ω)
mℓ
n Fval,ℓ(ω˜ℓ, γ˜ℓ) = O˜k(2
−k)Vol(S˜(ω)).
Proof. Since Vol(S(ω)) ≤ exp(−√k), DISC3 implies that∑
ℓ∈S′′(ω)
mℓ/n ≤ O˜k(1)Vol (S(ω)) . (6.60)
Let ℓ ∈ S ′′(ω). Since ω˜ℓ, γ˜ℓ satisfy the assumptions of Lemma 6.11, we obtain qℓ(ω˜ℓ, γ˜ℓ) such that Fval,ℓ(ω˜ℓ, γ˜ℓ) =
fval,ℓ(ω˜ℓ, γ˜ℓ, qℓ(ω˜ℓ, γ˜ℓ)) + o(1). Furthermore, Lemma 6.11 entails that |qz1z2ℓ,j − 1/4| ≤ k−2 for all j ∈ [kℓ], z1, z2 ∈
{p, y}. Therefore, we verify that fval,ℓ(ω˜ℓ, γ˜ℓ, qℓ(ω˜ℓ, γ˜ℓ)) = O˜k(2−k). Hence, (6.60) implies∑
ℓ∈S′′(ω)
mℓ
n
Fval,ℓ(ω˜ℓ, γ˜ℓ) = O˜k(2
−k)Vol(S(ω)). (6.61)
Because dt = Θk(k2
k) for all t ∈ T , the assertion follows from (6.61). 
Claim 6.41. We have
∑
ℓ 6∈S′′(ω)
mℓ
n [Fval,ℓ(ω˜ℓ, γ˜ℓ)− Fval,ℓ(ωℓ, γℓ)] ≤ exp (−Ωk(k))Vol(S˜(ω)).
Proof. Fix ℓ ∈ S˜ (ω) \ S ′′ (ω). To compare Fval,ℓ(ω˜ℓ, γ˜ℓ) and Fval,ℓ(ωℓ, γℓ), we proceed in five steps. Let ϕ0 be such
that mℓn ϕ0 = Fval,ℓ(ωℓ, γℓ). Moreover, let ϕ1 = −DKL (γℓ‖gℓ(ωℓ)) . Then ϕ0 ≤ ϕ1 + o(1) by Lemma 6.12. Further,
let
ϕ2 = ln

1− ∏
j∈[kℓ]
ω
y ·
ℓ,j −
∏
j∈[kℓ]
ω
· y
ℓ,j +
∏
j∈[kℓ]
ω
yy
ℓ,j

 .
Since the sum of all entries of gℓ(ωℓ) is no greater than 1 −
∏
j∈[kℓ]
ω
y ·
ℓ,j −
∏
j∈[kℓ]
ω
· y
ℓ,j +
∏
j∈[kℓ]
ω
yy
ℓ,j , we see that
ϕ2 ≥ ϕ1. Moreover, let
ϕ3 = ln

1− ∏
j∈[kℓ]
ω˜y ·ℓ,j −
∏
j∈[kℓ]
ω˜ · yℓ,j +
∏
j∈[kℓ]
ω˜yyℓ,j

 .
To compare ϕ3 and ϕ2, we note that by Fact 6.2 and the construction of ω˜ we have
ωy ·ℓ,j, ω˜
y ·
ℓ,j, ω
· y
ℓ,j, ω˜
· y
ℓ,j
.
= ℓyj.
Furthermore, because ℓ 6∈ S ′′(ω) we have ∏j∈[kℓ] ωyyℓ,j ≤ 2−Ωk(k)∏j∈[kℓ] ℓyj . Additionally, the construction of ω˜
ensures that
∏
j∈[kℓ]
ω˜
yy
ℓ,j ≤ 2−k−Ωk(k). Consequently, there exists a fixed number c1 < 1/2 such that ϕ3 ≥ ϕ2 − ck1 .
To proceed, we observe that Lemma 6.11 applies to (ω˜, γ˜); let qℓ = qℓ(ω˜ℓ, γ˜ℓ) be the vector produced by Lemma 6.11
and set
ϕ4 = ln

1− ∏
j∈[kℓ]
q
y ·
ℓ,j −
∏
j∈[kℓ]
q
· y
ℓ,j +
∏
j∈[kℓ]
q
yy
ℓ,j

 .
Because Lemma 6.11 guarantees that
|qz1z2ℓ,j − ω˜z1z2ℓ,j | = Ok(2−k) for all j ∈ [kℓ], z1, z2 ∈ {p, y},
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we conclude that ϕ4 ≥ ϕ3 − ck2 for some fixed c2 < 1/2. Finally, let ϕ5 be such that fval,ℓ(ω˜ℓ, γ˜ℓ, qℓ) = mℓn ϕ5. Then
Fval,ℓ(ω˜ℓ, γ˜ℓ) =
mℓ
n ϕ5 + o(1). Moreover, the choice of γ˜ℓ ensures the existence of c3 < 1/2 such that ϕ5 ≥ ϕ4 − ck3 .
Combining all of the above estimates, we obtain
Fval,ℓ(ωℓ, γℓ) =
mℓ
n
ϕ0 ≤ mℓ
n
[
ϕ5 + 2
−k−Ωk(k)
]
. (6.62)
Summing (6.62) over ℓ 6∈ S ′′(ω) and recalling thatm/n ≤ 2k completes the proof. 
Proof of Lemma 6.39. By direct inspection,
Fent(ω˜, γ˜) + Fdisc(ω˜, γ˜) ≥ Fent(ω, γ) + Fdisc(ω, γ) + Ω˜k(1)Vol(S(ω)) ≥ Ω˜k(1)Vol(S˜(ω)). (6.63)
The assertion follows by combining (6.63) with Claims 6.40–6.41. 
6.4.4. The occupancy probability. Let (ω˜, γ˜) be as in Section 6.4.3 and let Sˆ(ω, γ) be the set of all ℓ ∈ T ∗ \ S˜(ω, γ)
for which there is j ∈ [kℓ] such that
max{|γrcℓ,j − γ¯rcℓ,j|, |γcrℓ,j − γ¯crℓ,j |, |γryℓ,j − γ¯ryℓ,j|, |γyrℓ,j − γ¯yrℓ,j |} > k−252−k. (6.64)
Moreover, let (ωˆ, γˆ) be such that for all t ∈ T , h ∈ [dt], ℓ ∈ T ∗ and j ∈ [kℓ]
γˆℓ
.
=
{
γ¯ℓ if ℓ ∈ Sˆ(ω),
γ˜ℓ if ℓ 6∈ Sˆ(ω),
ωˆz1z2t = ω˜
z1z2
t for z1, z2 ∈ {0, 1, ∗}, ωˆz1z2ℓ,j = ω˜z1z2ℓ,j for z1, z2 ∈ {p, y},
ωˆz1z2t,h =
∑
(ℓ′,j′)∈∂(t,h)
mℓ′
nt
γˆz1z2ℓ′,j′ for all (z1, z2) ∈ {(r, r), (r, c), (c, r)},
ωˆryt,h =
∑
(ℓ′,j′)∈∂(t,h)
mℓ′
nt

γˆryℓ′,j′ + ∑
j′′ 6=j′
γˆyyℓ,j′,j′′

 , ωˆyrt,h = ∑
(ℓ′,j′)∈∂(t,h)
mℓ′
nt

γˆyrℓ′,j′ + ∑
j′′ 6=j′
γˆyyℓ′,j′′,j′

 .
In this section we prove
Lemma 6.42. If (ω, γ) is such that (6.35) and (6.46) hold and Vol(S(ω)) ≤ exp(−√k) but Sˆ(ω, γ) 6= ∅, then
F (ωˆ, γˆ) ≥ F (ω, γ) + Ω(1).
For t ∈ T let Yt be the set of all ℓ ∈ Sˆ(ω, γ) ∪ S˜(ω, γ) such that (ℓ, j) ∈ ∂(t, h) for some h ∈ [dt], j ∈ [kℓ]. Let
Yt =
m
nt
Vol(Yt).
Claim 6.43. For all ℓ ∈ Sˆ(ω, γ) we have Fval,ℓ(ωˆℓ, γˆℓ)− Fval,ℓ(ω˜ℓ, γ˜ℓ) ≥ Ω˜k(2−k).
Proof. Let ℓ ∈ Sˆ(ω, γ). For α ∈ [0, 1] let γℓ(α) = αγˆℓ + (1 − α)γ˜ℓ. Lemma 6.11 implies that there exists
qℓ(α) = qℓ(ω˜ℓ, γℓ(α)) such that Fval,ℓ(ω˜ℓ, γℓ(α)) = fval,ℓ(ω˜ℓ, γℓ(α), qℓ(α)) + o(1). In particular,
Fval,ℓ(ωˆℓ, γˆℓ)− Fval,ℓ(ω˜ℓ, γ˜ℓ) = fval,ℓ(ω˜ℓ, γℓ(1), qℓ(1))− fval,ℓ(ω˜ℓ, γℓ(0), qℓ(0)). (6.65)
Estimating the differentials of the implicit parameter qℓ(α) via Lemma 6.11, we find
∂
∂α
fval,ℓ(ω˜ℓ, γℓ(α), qℓ(α)) = Ω˜k(2
−k). (6.66)
The claim follows by combining (6.65) and (6.66). 
Claim 6.44. Assume that t ∈ T is such that Yt < 2k/4. Then Focc,t(ωˆ, γˆ)− Focc,t(ω, γ) ≤ YtO˜k(4−k).
Proof. For (z1, z2) ∈ {(r, c), (c, r), (r, y), (y, r)} let Iz1z2t be the set of all i ∈ [dt] such that |ωz1z2t,i − ω¯z1z2t,i | ≥ k−20.
Then
k−20|Iz1z2t | ≤
∑
i∈[dt]
|ωz1z2t,i − ω¯z1z2t,i | =
∑
i∈[dt]
∣∣∣∣∣∣ω¯z1z2t,i −
∑
(ℓ,j)∈∂(t,i)
mℓ
nt
ωz1z2ℓ,j
∣∣∣∣∣∣
≤
∑
i∈[dt]
∑
(ℓ,j)∈∂(t,i)
mℓ
nt
∣∣∣ω¯z1z2t,i − ωz1z2ℓ,j ∣∣∣ ≤ dtk25 + 22−kYt ≤ 2dt/k25.
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Hence, the set It = I
rc
t ∪ Iryt ∪ Icrt ∪ Iyrt has size |It| ≤ dt/k4. Moreover, we have |ωz1z2t − 14 | < 1/k for all
z1, z2 ∈ {0, 1} because otherwise ℓ ∈ S˜(ω) for all ℓ that feature a literal of type t and thus Yt > 2k/4. Therefore,
Lemma 6.17 guarantees that for any α ∈ [0, 1] there exists qt(α) such that Focc,t((1−α)ω+αωˆ) = focc,t((1−α)ω+
αωˆ, qt(α)) + o(1). Further, since |ωˆz1z2t,h − ωz1z2t,h | = Ok(2−k) for all z1, z2 ∈ {(r, r), (r, c), (c, r), (r, y), (y, r)}, a
direct calculation based on Fact 6.2 and the estimates of the derivatives of qt(α) provided by Lemma 6.17 yields
∂
∂α
focc,t((1 − α)ω + αωˆ, qt(α)) ≤ YtO˜k(4−k).
Hence, Focc,t(ωˆ, γˆ)− Focc,t(ω, γ) = focc,t(ωˆt, qt(ωˆt))− focc,t(ωt, qt(ωt)) + o(1) ≤ YtO˜k(4−k). 
Proof of Lemma 6.42. Lemma 6.17 implies that for any t ∈ T there exists a vector qt(ωˆ, γˆ) such that Focc,t(ωˆ) =
focc,t(ωˆ, qt(ωˆ, γˆ)) + o(1). Furthermore, the construction of ωˆ, γˆ ensures that focc,t(ωˆ, qt(ωˆ, γˆ)) = Ok(k2
−k) for all
t ∈ T . Hence,
Focc,t(ωˆ, γˆ) = Ok(k2
−k) for all t ∈ T. (6.67)
Let T0 be the set of all t ∈ T such that Yt < 2k/4 and let T1 = T \ T0. Combining Claim 6.44 and (6.67), we find
Focc(ωˆ)− Focc(ω) =
∑
t∈T
πt[Focc,t(ωˆ, γˆ)− Focc,t(ω, γ)] ≤ O˜k(2−1.1k)
∑
t∈T0
πtYt +Ok(k2
−k)Vol(T1)
≤ O˜k(2−1.1k)
∑
t∈T
πtYt ≤ O˜k(2−1.1k)m
n
Vol(Sˆ(ω, γ) ∪ S˜(ω, γ)). (6.68)
On the other hand, let∆ = F (ωˆ, γˆ)− Focc(ωˆ)− (F (ω, γ)− Focc(ω)). Lemma 6.39 and Claim 6.43 imply that
∆ ≥ m
n
Ω˜k(2
−k)Vol(Sˆ(ω, γ) ∪ S˜(ω, γ)). (6.69)
Combining (6.68) and (6.69) completes the proof. 
Proof of Lemma 6.33. Assume that (ω, γ) is a wild overlap such that F (ω, γ) is maximum. Then Lemmas 6.34,
6.37, 6.39 and 6.42 imply that either S(ω) ∪ S˜(ω, γ) ∪ Sˆ(ω, γ) = ∅, or there exists a tame overlap (ω˙, γ˙) such that
F (ω˙, γ˙) ≥ F (ω, γ) + Ω(1). In the latter case we are done. Hence, let us assume that S(ω) ∪ S˜(ω, γ) ∪ Sˆ(ω, γ) = ∅.
Then (ω, γ) satisfies conditions TM1–TM2 from the definition of tame and violates either TM3 or TM4.
If S(ω) ∪ S˜(ω, γ) ∪ Sˆ(ω, γ) = ∅, then Lemmas 6.11 and 6.17 show that there exist qt, qℓ for each t ∈ T , ℓ ∈ T ∗
such that Fval,ℓ(ωℓ, γℓ) = fval,ℓ(ωℓ, γℓ, qℓ) + o(1), Focc,t(ωt) = focc,t(ωt, qt) + o(1). Therefore, if TM3 is violated
for (ℓ, j, j′), we obtain ∣∣∣∣∣
(
∂
∂γyyℓ,j,j′
− ∂
∂γryℓ,j
− ∂
∂γyrℓ,j′
)
fval,ℓ(ωℓ, γℓ, qℓ)
∣∣∣∣∣ = Ω˜k(1).
Similarly, if (ℓ, j) is a pair for which TM4 is violated, then subject to the affine relations from Fact 6.2,∣∣∣∣∣
(
∂
∂γrrℓ,j
− ∂
∂γrcℓ,j
− ∂
∂γcrℓ,j
)
fval,ℓ(ωℓ, γℓ, qℓ)
∣∣∣∣∣ = Ω˜k(1),
(
∂
∂γrrℓ,j
− ∂
∂γrcℓ,j
− ∂
∂γcrℓ,j
)
focc,t(ωt, qt) =
mℓ
nt
O˜k(4
−k).
Hence, in either case there exists an overlap (ω′, γ′) such that F (ω′, γ′) ≥ F (ω, γ) + Ω(1). 
Proof of Proposition 4.11. Because the total number of wild overlaps (ω, γ) is bounded by a polynomial in n, the
assertion is immediate from Fact 6.18 and Lemmas 6.19 and 6.33. 
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APPENDIX A. SYMMETRIC AND ASYMMETRIC PROBLEMS
There is a relatively general and natural way of defining the notion of a symmetric problem. As asymmetry generally
poses a substantial difficulty in random constraint satisfaction problems, and particularly so in random k-SAT, we
discuss this concept here in a bit of detail. Suppose that we are given a sequence (FN )N of distributions over instances
of a constraint satisfaction problem. For instance, think of FN as a random k-CNF onN variables with a fixed density
r ∼ M/N . Suppose that the set of variables in the problem instance FN is a set VN of size N , and assume that each
of these variables can take a value from a finite set X of possible “spins” (in k-SAT, this would be X = {0, 1}). Let
S(FN ) be the set of solutions of the random problem instance FN , i.e., the set of assignments σ : Vn → {X} under
which all the constraints are satisfied.
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Suppose that we fix a problem instance F = FN such that S(FN ) 6= ∅. Then we can define the marginal
distribution µx,F of a variable x ∈ VN by letting
µx,F (c) =
|{σ ∈ S(FN ) : σ(x) = c}|
|S(FN )| (c ∈ X ).
Thus, µx,F is a probability distribution over X .
Formally, we could call (FN )N symmetric if there is a fixed probability distribution p on X such that
lim
N→∞
1
N
∑
x∈VN
E
[‖µx,FN − p‖TV |S(FN ) 6= ∅] = 0. (A.1)
Here ‖ · ‖TV denotes the total variation distance (although any other norm would do, because X is finite). In words,
(A.1) means that the marginal distribution µx,FN is independent of the variable x, at least asymptotically in the limit of
largeN . Of course, problems such as random graph coloring or random k-NAESAT satisfy (A.1), with p the uniform
distribution over the set X of “spins”. In addition, also the random k-XORSAT problem satisfies (A.1) (up to the
threshold for the existence of solutions). By contrast, in the uniformly random k-CNFΦ (A.1) does not hold.
While (A.1) refers to the plain set of solutions, it is also natural to ask if there is symmetry with respect to covers.
Of course, the appropriate definition of “cover” varies from one CSP to another, as does the notion of what a solution
is. But there are natural ways of defining this term in many problems. The problem of finding a cover of Fn can then
itself be viewed as a random constraint satisfaction problem, where the joker value ∗ is added to the set X of spins.
The notion of symmetry can thus be extended to covers.
Interestingly, some problems that are symmetric at the levels of solutions fail to be symmetric at the level of
covers.3 This is because the marginal probability of being unfrozen (i.e., the probability mass assigned to ∗) may vary
from variable to variable. An example of this seems to be the graph coloring problem on the Erdo˝s-Re´nyi random
graph G(n,m) (see [33, 37] and the references therein). By contrast, the random graph coloring problem on random
regular graph is conjectured to be symmetric both on the level of covers and solutions. Similarly, the problem of
finding a cover in random k-NAESAT is asymmetric in uniformly random formulas but symmetric in random regular
formulas [15, 21]. The symmetry on the level of solutions is what greatly simplifies the proof in [15] by comparison
to the present work. In addition, the independent set problem on random graphs G(n,m) is asymmetric in the sense
of “solutions” as well as in the sense of covers. By contrast, it is symmetric in terms of covers on random regular
graphs [22].
There is a relatively natural symmetric version of the random k-SAT problem. Namely, let Φk,d−reg denote a k-
CNF on the variables V = {x1, . . . , xN} in which each of the 2N literals x1,¬x1, . . . , xN ,¬xN occurs exactly d
times, chosen uniformly at random among all such formulas. Hence, Dxi = D¬xi = d for all i. In this model, there
is no drift towards the (trivial) majority vote assignment.
In effect, it is possible to obtain a “sharp” result in this case. More precisely, the cavity method predicts that near the
k-SAT threshold all clusters correspond to covers with no more than 2−kN variables set to ∗. Thus, let Σ′(Φk,d−reg)
be the number of covers of the random formulaΦk,d−reg with at most 2
−kN variables assigned ∗, and let
Ξ(k, d) = limN→∞
1
N lnE[Σ
′(Φk,d−reg)].
The arguments that we used to prove Proposition 5.1 imply that the limit exists. Furthermore, it is possible to perform
a second moment argument along the lines of Section 6. (Actually, both the first and the second moment argument
greatly simplify because there is only a single type.) The result of this analysis is
Theorem A.1. There is a constant k0 ≥ 3 such that the following is true for all k ≥ k0.
(1) If d is such that Ξ(k, d) ≥ 0, then Φk,d−reg has an assignment σ : V → {0, 1} that satisfies all but o(n)
clauses w.h.p.
(2) If d is such that Ξ(k, d) < 0, then w.h.p. under any assignment assignment σ : V → {0, 1} at least Ω(n)
clauses are unsatisfied.
The random regular k-SAT problem was previously studied via the “vanilla” second moment method by Rathi, Aurell,
Rasmussen and Skoglund [42]. In terms of the degree d, Theorem A.1 improves the bounds that they obtained by an
additive constant.
3This was brought to our attention by Florent Krzakala.
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Remark A.2. In the first part of Theorem A.1, we obtain an assignment that satisfies a 1− o(1)-fraction of all clauses
rather than an actual satisfying assignment. This is because there is no counterpart to Lemma 3.1 in random regular
formulas. However, we expect thatΦk,d−reg has an actual satisfying assignment w.h.p. if d such that Ξ(k, d) > 0.
APPENDIX B. PROOF OF PROPOSITION 4.1
The proof follows arguments developed in [1, 18]. We continue to let D′ = (D′l)l∈L be a family of independent
Poisson variables with mean E[D′l] = kr/2 for all l. We recall the following well-known fact.
Lemma B.1. There is a number C = C(k) > 0 such that for any sequence (yl)l∈L of integers we have
P [∀l ∈ L : Dl = yl] = P
[
∀l ∈ L : yl = D′l
∣∣∣∣∑l∈LD′l = kM
]
≤ C√N · P [∀l ∈ L : D′l = yl] .
Proof. The first equality is immediate. The second one follows because
∑
l∈LD
′
l is Poisson with mean kM . 
Lemma B.2. Let U ′1 be the set of all variables x such that max {|Dx − kr/2|, |D¬x − kr/2|} > k32k/2−1. Then
|U ′1| ≤ exp(−k3.9)n w.h.p.
Proof. Let U ′′1 = {l ∈ L : |D′l − kr/2| > t} , t = k32k/2−1. Since the (D′l)l∈L are independent, |U ′′1 | is a binomial
random variable. Its mean is bounded by
E |U ′′1 | ≤ N P [|Po(kr/2)− kr/2| > t] ≤ N exp
(
t− (kr/2 + t) ln(1 + 2t/kr)) ≤ N exp(−k4).
Consequently, applying the Chernoff bound to |U ′′1 |, we obtain P
[|U ′′1 | > exp(−k3.9)N] ≤ exp(−Ω(N)). Thus, the
assertion follows from Lemma B.1. 
Lemma B.3. W.h.p. the set U of variables removed by PR1–PR2 satisfies |U | ≤ exp(−k3)N .
Proof. Let us consider a modified process in which step PR1 is replaced by
PR1’: Initially, let U = U ′1 be the set from Lemma B.2.
Clearly, the set U of variables removed by PR1–PR2 is contained in the set U ′ of variables removed by executing
PR1’ and then PR2.
Hence, assume that |U ′| > exp(−k3)N and let U ′2 ⊂ U ′ \ U ′1 contain the first exp(−k3)N variables that get
removed by PR2. Set α = exp(−k3) and β = k32−1+k/2. By construction, each x ∈ U ′2 occurs in at least β clauses
that each feature three or more variables from U ′1 ∪ U ′2. Hence, there are at least αβN/k such clauses. Since by
Lemma B.2 we know that w.h.p. |U ′1| ≤ αN , it suffices to prove the following statement.
W.h.p. the random formula Φ does not admit a set Y ⊂ V of size y ≤ 2αN and at
least yβ/(2k) clauses contain at least three variables from Y .
(B.1)
To prove (B.1), we note that there are
(
N
y
)
ways of choosing y variables and
(
M
yβ/(2k)
)
ways of choosing yβ/(2k)
clauses. Further, the probability that a randomclause contains at least three variables from Y is bounded by
(
k
3
)
(y/N)3.
Thus, by the union bound, the independence of the clauses, and our choice of α, β, we obtain
P [there is Y as in (B.1)] ≤
∑
y≤2αN
(
N
y
)(
M
yβ/(2k)
)[(
k
3
)
(y/N)3
]yβ/(2k)
≤
∑
y≤2αN
[( e
2
)2(ek4r
β
)β/k ( y
N
) 2β
k
−2
]y/2
= o(1),
thereby proving (B.1). 
Corollary B.4. Let U be the set of variables removed by PR1–PR3. Then
∑
x∈U Dx +D¬x ≤ exp(−k2)N w.h.p.
Proof. Let S =
∑
l∈LDl1Dl>4k . Moreover, let S
′ =
∑
l∈LD
′
l1D′l>4k . The Chernoff bound shows that E[S
′] ≤
exp(−k4)N (with room to spare). Moreover, since S′ is a sum of independent random variables with E[S′] = Θk(N)
and Var[S′] = Θk(N), Chebyshev’s inequality yields P
[
S′ > exp(−k3)n] ≤ Ok(N−1). Therefore, by Lemma B.1
P
[
S > exp(−k3)N] ≤ C√N · P [S′ > exp(−k3)N] = o(1).
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Since w.h.p. |U | ≤ 2 exp(−k3)N by Lemmas B.2 and B.3, we see that w.h.p.∑
x∈U
dx + d¬x ≤ S +
∑
x∈U
1dx≤4kdx + 1d¬x≤4kd¬x ≤ S + 4k|U | ≤ exp(−k2)N,
as desired. 
Lemma B.5. If d+, d− are such that |d± − kr/2| ≤ k32k/2, then |{l ∈ L′ : dl = d+, d¬l = d−}| = Ω(N).
Proof. Let X be the set of variables x with Dx = d+, D¬x = d−. Combining Lemma B.1 with the Chernoff bound,
we see that |X | = Ω(N) w.h.p. Further, with U the set of variables removed by PR1–PR3, let X ′ be the set of all
x ∈ X \U with dx = Dx, d¬x = D¬x. Thus, X ′ contains all x ∈ X that remain unscathed by the process PR1–PR3.
Think of PR2 as removing one clause (that contains at least three variables from U ) at a time. By the principle
of deferred decisions, at the time when that clause is removed its remaining literals are random subject to the degree
distribution of the literals x,¬x (x ∈ V \U ). Therefore, Corollary B.4 implies that E |X ′| = Ω(N). Finally, a standard
martingale argument implies that |X | = E |X ′|+ o(n) w.h.p. 
Lemma B.6. W.h.p. any satisfying assignment of Φ′ extends to a satisfying assignment ofΦ.
Proof. We begin by proving the following fact.
W.h.p. there are no sets I ⊂ [M ] and S ⊂ V such that |I| = |S| = αN with 0 < α ≤ exp(−k2)N
and each clause Φi, i ∈ I , contains at least three variables from S. (B.2)
Indeed, by the union bound for any 0 < α ≤ exp(−k2) the probability that there exist I, S as above is bounded by(
N
αN
)(
M
αN
)[(
k
3
)
α3
]αN
≤
[ e
α
· er
α
· (kα)3
]αN
≤ [e2krα]αN .
Summing over α = i/N ≤ exp(−k2), we obtain (B.2).
To complete the proof let I ⊂ [M ] be the set of all indices of clauses that PR2 removes. By Corollary B.4 we have
w.h.p. |I| ≤ exp(−k2)N . Moreover, each clause Φi, i ∈ I , contains at least three variables from U . Hence, (B.2)
implies together with the marriage theorem that we can match each clause Φi, i ∈ I , to a variable in U . This variable
can be set such that Φi is satisfied; we conclude that any satisfying assignment of Φ
′ can be extended to a satisfying
assignment ofΦ. 
Proof of Proposition 4.1. The first assertion follows from Lemma B.6 and Corollary B.4 implies the second part of
Proposition 4.1. The third claim follows from Lemma B.5 and Corollary B.4. 
APPENDIX C. PROOF OF LEMMA 4.14
Because w.h.p. Φˆ is obtained from Φ by removing no more than 8−kN vertices and 8−kM edges, it suffices to
establish certain expansion properties for the random formulaΦ. More specifically, to obtain Lemma 4.14 it suffices
to prove thatΦ enjoys the following three (stronger) properties w.h.p.
(i) Assume that A ⊂ L is a set of literals such that |A| ≥ 0.01N . LetM be the set of all clause indices i ∈ [M ]
such that Φi contains at least 0.002k literals from A. Then |M|/M ≥ 1− exp(−Ωk(k)).
(ii) Assume that A,B ⊂ L are disjoint sets of literals such that |A|, |B| ≥ 0.93N . LetM be the set of all i ∈ [m]
such thatΦi contains at least 0.41k literals fromA and at least 0.41k literals fromB. Then |M|/M ≥ 1−k−10.
(iii) Assume that A ⊂ L has size |A| ≤ k−8N . LetM be the set of all i ∈ [M ] such that Φi contains at least 0.9k
literals from A. Then |M| ≤ |A|.
To prove (i), let a = 0.01. By the Chernoff bound there exists γ > 0 such that P [Bin(k, a/2) < 0.002k] ≤
exp(−γk). We may assume that, say, γ ≤ 0.1. Let β = exp(−γk/2). The probability that (i) is violated can
be bounded as follows. There are
(
2N
2aN
)
ways to choose a set A of 2aN literals and
(
M
βM
)
ways to choose β =
exp(−Ωk(k)) clauses. Moreover, the probability that none of these βM clauses contains 0.002k literals from A
is bounded by exp(−γk · βM), because the literals are chosen independently and uniformly at random. So, the
probability that (i) is violated is at most
p =
(
2N
2aN
)(
M
βM
)
exp(−γkβM).
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By Fact 3.3 and the inequalityH(x) ≤ x(1 − lnx) we obtain
ln p
N
∼ 2H(a) + M
N
(H(β)− βγk) ≤ 2 + βM
N
(1− lnβ − γk) .
However, the last expression is negative whenever k is sufficiently large becauseM/N = Ωk(2
k) and, say, β ≥ 2−k/2.
Thus, the probability that (i) is violated is bounded by exp(−Ω(N)).
With respect to (ii), fix two sets A,B. Then by the Chernoff bound the probability that a random clause fails to
contain at least 0.41k literals from either A or B is bounded by 2P [Bin(k, 0.465) < 0.41k] ≤ exp(−γk) for some
constant γ > 0. Hence, the total number X(A,B) of clauses with this property is a binomial random variable with
mean E[X(A,B)] ≤ exp(−γk)M . Consequently, once more by the Chernoff bound and becauseM/N = Ωk(2k)
P
[
X(A,B) ≥M/k10] ≤ exp [−M/k10] ≤ 5−N .
Since the total number of ways of choosingA,B is bounded by 4N , (ii) holds w.h.p.
To establish (iii), fix a set A of size |A| = 2aN with 0 < a ≤ k−8. Let X(A) be the number of clauses with
at least 0.9k literals from A. Then X(A) has distribution Bin(M, q) with q = P [Bin(k, a) ≥ 0.9k]. The Chernoff
bound guarantees that q ≤ a0.8k whenever k is sufficiently large. Therefore, applying Chernoff once more, we find
P [X(A) ≥ aN ] ≤ exp
[
−aN ln aN
eqM
]
≤ exp(0.7ak ln a ·N).
Since the number of possible sets A is bounded by
(
2N
2aN
) ≤ exp(2a(1− lna)N), the assertion follows from the union
bound.
APPENDIX D. NOTATION INDEX
Random formulas:
Symbol Description Definition
Φ randomK-SAT formula with N variables andM clauses Section 1
Φ′ pruned random formula Section 4.1
n number of variables ofΦ′ Section 4.1
m number of variables clauses Φ′ Section 4.1
dl degree of literal l inΦ
′ Section 4.1
L′ set of literal clones, L′ = ⋃l∈L′ {l} × [dl] Section 4.1
Φˆ random formula (configuration model) Eq. (4.4)
Colors:
r red, representing a true and “blocking” literal occurrence Section 4.2
b blue, representing a true but “non-blocking” literal occurrence Section 4.2
1 = {r, b} represents a true literal occurrence Section 4.2
g green, an occurrence of a literal set to the joker value ∗ Section 4.2
y yellow, an occurrence of a false literal Section 4.2
c = {b, g} cyan: either blue or green Section 4.2
p = {r, b, g} purple: either red, blue or green Section 4.2
Types:
θl type of literal l, comprising of dl, d¬l and distributions (θl,j)j∈[dl], (θ¬l,j)j∈[d¬l] Section 4.3
T set of literal types Definition 4.5
[T ] set of pairs {t,¬t}, t ∈ T Section 4.6
T ∗ set of clause types, consisting of all litelat types in the clause Section 4.3
kℓ length of a clause of type ℓ; kℓ ∈ {k − 2, k − 1, k} Section 4.3
tz probability of color z under t ∈ T eq. (4.8)
ℓzj probability of color z under ℓj , ℓ ∈ T ∗ eq. (4.6)–(4.7)
∂(t, h) set of “clause slots” (ℓ, j) where the hth clone of a type t literal may occur Section 4.3
First moment computation:
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qpℓ,j, q
y
ℓ,j auxiliary parameters associated with clause type ℓ and j ∈ [kℓ] Prop. 5.1
qrt,h auxiliary parameters associated with literal type t and h ∈ [dt] Prop. 5.1
st probability that a literal of type t set to 1 is “blocked” Figure 1
gcℓ probability that a clause of type ℓ contains two cyan literals Figure 1
grℓ,j probability of containing a red literal in position j and yellow ones elsewhere Figure 1
Second moment computation:
ω, γ overlaps Section 6.1
ω¯, γ¯ average overlaps Section 6.1
qz1z2ℓ,j auxiliary parameters associated with clause type ℓ, j ∈ [kℓ] and z1, z2 ∈ {p, y} Lemma 6.11
gz1z2ℓ,j success probability for the validity problem Figure 3
g
yy
ℓ,j,j′ success probability for the validity problem Figure 3
qz1z2t,h auxiliary parameters associated with literal type t, h ∈ [dt] and colors z1, z2 Lemma 6.17
sz1z2t success probabilities for the occupancy problem Figure 4
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