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Abstract
Photons can carry quantum information, but do not interact with each
other. One way of enhancing interaction between photons is via their in-
teraction with matter, two-level systems being the simplest example. And
the best way to enhance matter interaction and control photon emission is to
use wavelength scale cavity structures and Cavity Quantum Electrodynam-
ics (CQED).
This thesis is about designing, simulating and fabricating such cavity
structures. The goal is to design resonance cavities which will have a high
enough Quality factor (Q-factor) and small enough modal volume to be able
to observe spontaneous emission modification (Purcell effect) and strong
coupling with quantum dots or NV-centres. The Purcell effect is useful for
single-photon sources for quantum information processing (cryptography,
computing, teleportation, etc), while strong coupling would allow the cre-
ation of all-optical switches and of quantum memories using spin-photon
entanglement. A spin-photon entangler is a fundamental gate that would al-
low the preparation of multiple qbits (photons and spins) in complex entan-
gled states (cluster states) that could allow scalable quantum computation.
After introducing the theoretical background of photonic crystals more
in detail and their potential applications in chapter 1, I will present the tools
and methods used for the electromagnetic simulations in the time and fre-
quency domains and the analysis of the results in chapter 2. The main con-
tent of this thesis are simulation results for optical cavities in one-dimensional
(1D) and three-dimensional (3D) photonic crystals, which will be presented
in chapters 3 and 4 respectively. Some of the simulated structures were also
fabricated using Focused Ion Beam (FIB) etching and Direct Laser Writ-
ing (DLW). These methods and the resulting structures will be discussed
in chapter 5. Some preliminary optical characterization results of fabricated
3D photonic crystals using Fourier Image Spectroscopy (FIS) will be shown
in chapter 6, as well as the use of higher index materials via DLW or back-
filling. Finally, I will conclude in chapter 7, along with some considerations
on further work to be undertaken in the future.
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This thesis is about the modelling and fabrication of photonic crystals. The long
term goal is to make ultra-low volume defect cavities storing light long enough
to enhance single photon non-linearities to the point where we can build single
photon switches for quantum information processing.
After introducing the theoretical background of photonic crystals more in de-
tail and their potential applications in this chapter, I will present the tools and
methods used for the electromagnetic simulations in the time and frequency do-
mains and the analysis of the results in chapter 2.
The main content of this thesis are simulation results for optical cavities in
one-dimensional (1D) and three-dimensional (3D) photonic crystals, which will
be presented in chapters 3 and 4 respectively.
Some of the simulated structures were also fabricated using Focused Ion Beam
(FIB) etching and Direct Laser Writing (DLW). These methods and the resulting
structures will be discussed in chapter 5.
Some preliminary optical characterization results of fabricated 3D photonic
crystals using Fourier Image Spectroscopy (FIS) will be shown in chapter 6, as
well as the use of higher index materials via DLW or backfilling.
Finally, I will conclude in chapter 7, along with some considerations on further
work to be undertaken in the future.
1
Chapter 1: Introduction
1.1 Introduction to photonic crystals
If one throws a stone into a calm lake, the surface of the water will start to oscillate
at the point where the stone fell into the water, creating waves moving away from
that point in a circular shape. If one now throws two stones into the water at two
different points, the waves generated by each stone will eventually hit each other,
leading to an inteference pattern such as the one in figure 1.1.1. If the high part of
one wave hits the high part of another wave, their heights will add up leading to
an even higher water level at that point. This is called a constructive interference.
If the high part of one wave hits the lower part of another wave however, the
waves can cancel each other out assuming the lower part is exactly equal to the
higher part in size. In that case the water level is the same as it was before any
stone was thrown into the lake. This is called a destructive interference. It turns
out that light behaves similarly to waves on water and also leads to interference
patterns. This principle of interference can be used to construct structures with
100% transmission or reflection properties.
Crest of  wave from A
A
B
Crest of  wave from B
Destructive interference
Constructive interference
Through of  wave from A
Figure 1.1.1: Interference pattern formed by two point sources.
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One of the simplest such structures is the Distributed Bragg Reflector (DBR),
which consists of alternating layers of two different materials. Let us consider a
stack of such layers going from left to right and light waves going into it from
the left, as illustrated in 1.1.2c. At each interface between layers, part of the
light will be reflected back to the left, while the other part is transmitted to the
right. Going back to the water wave analogy, this means that the “light surface
level” (or amplitude) on the left will be the sum of the waves which have travelled
back from each interface. By designing the distance between all the interfaces
properly, one can make sure that the wave peaks of all the reflected waves are
synchronized, leading to constructive interferences (this will be explained more
in detail in section 1.1.1). The final result is that a lot of the light is reflected and,
due to energy conservation, almost no light is transmitted and comes out on the
right.
Most high quality, low-loss mirrors for lasers and high-resolution interferome-
ters such as LIGO (Laser Interferometer Gravitational-Wave Observatory)[1] use
this principle. It is also possible to design structures so that the interferences
are destructive on the left and constructive on the right, leading to almost 100%






2) Reflected waves in phase












Figure 1.1.2: (a) Basic illustration of constructive and destructive interference.
(b) Phase shift on reflection. (c) Illustration of the constructive interferences ob-
tained from a Distributed Bragg Reflector (DBR).
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This is the basic idea behind so-called Photonic Crystals (PhCs), i.e. a peri-
odic structure affecting the propagation of light. Photonic crystal geometries are
usually classified according to the number of directions in which they have a dis-
crete translational symmetry. For translational symmetries in 3D space, this leads
to three simple groups: 1D, 2D and 3D crystals, as illustrated in figure 1.1.3. It is
worth noting however, that more complex possibilities exist such as quasi-crystals,
which instead of translational symmetries, have rotational symmetries and a spe-
cific centre. Also, although 1D and 2D crystals can be modelled as structures
with a discrete periodicity in only one or two directions and continuous transla-
tional symmetry in the others, the finite size of corresponding fabricated structures
means that they usually have to be modelled as 3D structures as well. They are
therefore also sometimes referred to as pseudo-1D and pseudo-2D respectively.
The following sections will go into the mathematical details and the applica-
tions of photonic crystals.
Figure 1.1.3: Simple examples of one-, two-, and three-dimensional photonic
crystals. The different colours represent materials with different dielectric con-
stants. The defining feature of a photonic crystal is the periodicity of dielectric
material along one or more axes.[2]
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1.1.1 A simple 1D photonic crystal example: the Distributed
Bragg Reflector (DBR)
One of the simplest structures to obtain very high reflectivities for a specific free-
space wavelength λ0 is the DBR, illustrated in figure 1.1.2c. It consists of alter-
nating layers of two different materials of refractive index nH (high index) and nL




of light in a medium of refractive index n is c0/n. This means that the light will
need a time ∆t = ∆xc0/n to propagate over a distance ∆x in medium n, leading to a
corresponding phase shift:









Due to the chosen thicknesses, the phase shift added to a propagating light-
wave in each layer is therefore π2 . Furthermore, as illustrated in figure 1.1.2b,
when light is reflected at normal incidence from a material with a higher index
than the one it was propagating through, its phase gets shifted by ∆φre f = π . If
the reflection occurs on a lower index material, there is no additional phase shift.
According to figure 1.1.2c, light reflected after an even number of layers
is therefore reflected with a +π phase shift, while light reflected after an odd
number of layers gets a 0 phase shift. The resulting total phase shift (propaga-
tion+reflection) is therefore:
• ∆φ = 2×N×π/2+π = m×2π +π ≡ π[2π] if N = 2m is even
• ∆φ = 2×N×π/2+0 = m×2π +π ≡ π[2π] if N = 2m+1 is odd
The end result is that the phase difference between any two reflected waves is 2π ,
i.e. the reflected waves are all in phase, which leads to constructive interferences.
Of course, some light is always transmitted at each interface, meaning that the
reflection is not 100% for a finite number of layers. The amplitude of the trans-
mitted light does however decay almost exponentially with the number of layers.
This is illustrated in part 3 of figure 1.1.2c. To increase the reflectance of a finite
DBR stack, one simply needs to increase the number of layers used or the index




The following is based on chapters 2 and 3 from [2]. The propagation of all
electromagnetic waves, from radio waves, through visible light, all the way to
gamma rays, is governed by the four microscopic Maxwell equations, which link
the electric and magnetic fields ~E and ~B. However, when working with matter on
a macroscopic level, it is more convenient to use the four macroscopic Maxwell







~∇ ·~D = ρ
~∇ ·~B = 0
(1.1.2)
where ~D and ~H are the displacement and magnetizing fields, and ρ and ~J are
the free charge and current densities.
The components of the displacement field ~D are related to the components of









i jk E jEk +O(E
3) (1.1.3)
where ε is the dielectric tensor and χ(2) is the second-order nonlinear suscep-
tibility tensor.
We now make the following approximations:
• ε = ε(~r, t,ω) does not depend on time: ∂ε
∂ t = 0
• ε = ε(~r, t,ω) does not depend on frequency: ∂ε
∂ω
= 0, i.e. we neglect ma-
terial dispersion. Instead, we simply choose the value of the dielectric con-
stant appropriate to the frequency range of the physical system we are con-
sidering.
• No free charges: ρ = 0
• No currents: ~J =~0
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• We assume field strengths small enough to remain in the linear regime, so
that χ(2) (and all higher-order terms χ(n)) can be neglected:
∀n≥ 2, χ(n) = 0⇒ Di/ε0 = ∑
j
εi jE j
• We assume the material is macroscopic and isotropic, so that εi j = δi j ·εr(~r),
where εr(~r) is a scalar dielectric function, called the relative permittivity. ~D
is then simply related to ~E by: ~D = ε0εr(~r)~E.
• We focus primarily on non-absorbing materials: εr(~r) ∈ R+
• The materials used are not magnetizable at the optical frequencies consid-
ered[4]: µr(~r) = 1
With all of these assumptions, ~D and ~H can easily be expressed as a function of ~E
and ~B as follows:





And the Maxwell equations simplify to:













~∇ · ~H(~r, t) = 0
(1.1.6)
Because the Maxwell equations are linear, we can expand the fields into a set
of harmonic modes of the form:~H(~r, t) = ~H(~r)e−iωt~E(~r, t) = ~E(~r)e−iωt (1.1.7)
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This corresponds to an eigenvalue problem and means that only a discrete set





are allowed inside the
photonic crystal.
In the case of a three-dimensional periodic system, due to the translational
symmetries, the modes ~H(~r) take the following form (Bloch’s theorem):
~Hk(~r) = ei
~k·~r ·~uk(~r) (1.1.9)
where~k is a Bloch wave vector defined in the reciprocal lattice and ~uk(~r) is a
periodic function on the lattice, i.e. ~uk(~r) =~uk(~r+~R) for all lattice vectors ~R.


























The Maxwell equation ~∇ · ~H(~r, t) = 0 additionally leads to a transversality
condition on~uk(~r):
(i~k+~∇) ·~uk(~r) = 0 (1.1.12)
Given a real wavevector ~k, solving equation (1.1.11) leads to a discrete set
of real ω values, which can be labeled by a band index n. which correspond to
non-decaying modes. When~k changes continuously, so do the ωn(~k) solutions.
It is possible to design structures where there is a range of frequencies, for
which no real~k exists yielding a non-decaying mode. This is called a full pho-
tonic bandgap. Since we assumed that there is no absorption, this means that
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frequencies within this range will be perfectly reflected.
1.1.3 Applications
Thanks to their ability to “mold the flow of light” [2], photonic crystals have a lot
of applications. The first one is as an omnidirectional mirror[5–7] since in case
of a full bandgap, all frequencies within the bandgap will be 100% reflected for
any incidence angle. If one then creates linear defects within a photonic crystal,
waveguides can be created, straight or bent[8], as well as waveguide splitters[9].
Unlike simple waveguides based on index contrast, such photonic crystals waveg-
uides can be made lossless (assuming no material absorption), including for large
angle bends or splits[9, 10]. The possibility to guide light within an air region also
allows the reduction of absorption losses. Through the use of chiral structures, one
can even create circular polarization beamsplitters [11].
Due to their bandstructures, photonic crystals also exhibit unusual refraction
properties, such as the superprism effect (a small change in incident angle leading
to a large change in refracted angle)[12–15], supercollimation (a large change
in incident angle leading to a small change in refracted angle)[12, 15–22], and
negative refraction[12, 23].
The addition of cavities to photonic crystals leads to extremely narrow trans-
mission peaks which can be used as narrow-band filters[24]. By coupling waveg-
uides to cavities, one can then create ultrasmall channel-add-drop filters, with
sizes 1/1000 to 1/10000 of those of conventional optical devices[25].
Since the frequency of the cavity mode depends on the refractive index of
the used materials, it then also becomes possible to create Electro-Optic Modula-
tors (EOMs) [26–29] by applying external electric fields to change the material’s
refractive index. Another use of the dependance of optical properties on the re-
fractive index, is the creation of photonic sensors[30, 31].
Photonic crystals can also be used to engineer thermal emission (and there-
fore absorption) spectra[32]. This can be used in infrared emissivity engineering,
thermal-signature recognition[33, 34], thermophotovoltaic generation, photode-
tectors, cameras and sensors.
In general, the presence of cavities within photonic crystals allows for photons
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in a given frequency range to be confined for long times within a small volume.
This increased cavity lifetime and the corresponding increased coupling to emit-
ters, as we shall see in the following sections, can be used for generating coherent
light (lasers), detecting photons and creating optical switches, which work at very
low power levels.
Since the power level is proportional to the photon number, if the cavities are
made efficient enough, deterministic single-photon sources, detectors and two-
qbit gates become possible, which are currently the main building blocks missing




In 1982, Richard Feynman proposed running a computer according to the laws of
quantum mechanics, i.e. a “quantum computer”[35]. Since then, several quantum
algorithms have been developed and quantum computers using a small number of
qbits have been built experimentally. Quantum computers would be able to solve
problems that are not efficiently solvable with a classical computer.
One of these problems is finding the prime factors of an integer (i.e. integer
factorization). On a classical computer, the time to find the prime factors of a num-
ber increases exponentially with the number of digits in that number. By choosing
sufficiently large prime factors, one can create numbers, which cannot be factor-
ized on classical computers in a useful timeframe (i.e. within a human lifetime),
even with current supercomputers. The diffulty of this problem is the basis of the
Rivest-Shamir-Adleman (RSA) encryption scheme, named after those who first
publically described it in 19781: R. Rivest, A. Shamir and L. Adleman[37]. It is
currently the most widely deployed public key cryptosystem. However, quantum
computers would be able to break this encryption scheme in a manageable time,
as well as other similar encryption schemes[36, 38, 39].
While this is certainly scary for the future of privacy, as well as online com-
merce, quantum cryptography will be able to replace such encryption schemes
and, unlike RSA which relied on the assumption that a problem was difficult to
solve, it relies on a provably secure system: the Vernam cipher (sometimes also
called one time pad). In the Vernam cipher, messages are encoded by using a
sequence of bits (the secret key), as long as the message to encode. Quantum
key distribution solves the problem of securily transmitting such a key over po-
tentially insecure channels, enabling the practical implementation of the Vernam
cipher over long distances.
However, aside from decrypting secret messages, quantum computing could
accelerate scientific progress, just as classical computers did over the 20th cen-
tury. It could allow faster searching in large data sets (Grover’s algorithm) and
open up the possibility of simulating more complex quantum systems (such as
1It was however already previously invented in the late 1960s and early 1970s by British mili-
tary intelligence researchers[4, 36], who kept it secret until 1997.
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molecules and by extension proteins, prions, etc) accurately and within realis-
tic timescales (quantum simulation). On the mathematical side, along with the
integer factorization mentioned previously, it also enables efficient solving of the
related order-finding problem and the discrete logarithm problem, as well as faster
approximation of the eigenvalues of unitary operators (phase estimation)[36].
Unfortunately, quantum computers are extremely difficult to build, mainly be-
cause they require dealing with quantum states of particles like photons, electrons
and nucleons, which are difficult to create, manipulate, measure and maintain.
Photons are considered to be very good candidates to encode qbits, due to the
following properties:
• They can travel through vacuum and over long distances without changing
state.
• It is very easy to encode and decode information from them.
• Single-qbit quantum gates can all be made using linear optical components.
There are two main problems when working with photons however:
• Generating (and keeping) single photons is very difficult[40, 41].
• Photons do not interact with each other, making it in principle impossible
to entangle them (and doing two or more qbit operations).
A possible solution to these difficulties are photonic crystal cavities, which act
like a box with mirrors on each side, preventing light from escaping by making
it bounce around inside. This increases the probability that photons are absorbed
by any quantum emitters (systems with discrete energy levels, explained in sec-
tion §1.3) placed inside the cavity. Furthermore, any emitted photons will be
forced into one of the allowed modes of the cavity. This means that the cavity can
enhance the emission at a specific frequency. This enhancement is quantified by
the Purcell factor. If it is sufficiently high, it can be used for efficient and high
speed single photon sources[42, 43]. The frequency of the absorption-reemission
process in the cavity is the coupling rate. If it is sufficiently high (strong coupling
regime), it will allow entangling gates to be built[44–48]. These basically work
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by making the cavity affect a second incoming photon differently, depending on
whether or not another photon is already inside or not, for instance by giving it a
different phase shift.
The following two sections will go into more details on the quantum emitters
considered in this thesis (section §1.3) and the cavity Quantum ElectroDynamics
(CQED or cavity QED) theory, which allows us to estimate the coupling strength
based on classical electromagnetics simulation results (1.4).
1.3 Two-level quantum emitters
1.3.1 Definition
According to quantum mechanics, the energy levels in a free atom are quantized,
meaning that photons can only be absorbed or emitted if their energy corresponds
to the energy difference between two of the atomic energy levels, i.e. if given an
atom with energy levels {E0,E1,E2, . . .} the frequency ν of the photon is so that:
hν = Ei−E j (1.3.1)
We call such systems with discrete energy levels “quantum emitters”.
The simplest such systems are single atoms (or ions, if charged), whose en-
ergy levels correspond to different electron distributions. Quantum emitters are
therefore also often referred to as “atom-like systems”.
Single atoms can be manipulated and cooled using atom traps to make near
ideal two-level systems. However, these experiments require a large technical
overhead (laser cooling to ultralow temperatures, ultrahigh vacuum and compli-
cated trapping fields).
In solids, atoms are not isolated and interact with their neighbours. The dis-
crete energy levels of a given atom are then broadened into bands. In the case
of semi-conductors, this is the origin of the valence and conduction bands for
example. But it is possible to re-obtain discrete energy levels by confining the
movement of electrons in the solid. This is usually achieved by creating a defect
within the solid, in the form of one or more atoms of a different type within an
14
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otherwise homogeneous atomic crystal lattice.
Such solid-state quantum emitters can be classified into two main groups:
• Emitters with multiple atoms, such as Quantum Dots (QDs) (“zero-dimensional
distribution”), wires (“one-dimensional distribution”) and planes (quantum
wells) (“two-dimensional distribution”)
• Emitters with a single atom (atomic defects in crystal systems), such as
Nitrogen-Vacancy (NV) colour centres in diamond.
Because we are interested in studying resonant light-atom interactions, i.e. sys-
tems where all photons have energies close to one of the transition levels in the
quantum emitter, we can use the two-level atom approximation, where only the
two energy levels corresponding to the transition are considered and all other en-
ergy levels ignored. The result of this approximation is called the two-level quan-
tum emitter, with the lower level called the ground state and the upper level the
excited state.
1.3.2 Properties
When a two-level quantum emitter is in the excited state E2, it has a certain prob-
ability to drop down spontaneously into the lower ground state E1, while emit-
ting a photon of wavelength λos = hc0/(E2−E1) and angular frequency ωos =
(E2−E1)/h̄. This process is called spontaneous emission.
The probability of spontaneous emission P2→1(t) and the corresponding spon-
taneous emission rate W2→1(t) =
dP2→1(t)
dt are not constant and change based on
the current state of the system and its environment. However, in the case of spon-
taneous emission in a homogeneous medium and weak excitations, W2→1(t) is
almost constant and usually denoted as γ . This leads to an exponential fluores-
cence spectrum of the form:
I(t) = I(0) · exp(−γ · t) (1.3.2)
and a corresponding lorentzian normalized spectral lineshape function of Full









Based on this approximation, it is then also common to define:
• The spontaneous emission lifetime:
τ = 1/γ (1.3.4)
• The dipole moment of the transition:
dEG =
√
3 ·π · ε0 · c30 · h̄
nos ·ω3os
× γ (1.3.5)
• The absorption oscillator strength:
f EG =
2 ·me ·ωos ·d2EG
e20 · h̄
(1.3.6)
where me is the electron mass, e0 the electron charge and nos the refractive
index of the medium in which the emission takes place.
The dipole moment and the oscillator strength in particular were introduced
before quantum theory was developed to explain the varying intensity of absorp-
tion and emission spectral lines of materials. More details on the derivation of
these relations can be found in the following references:[4, 49–52].
In this thesis, two types of quantum emitters were used to evaluate the cou-
pling efficiency of the simulated cavities: InGaAs quantum dots and NV− colour
centres in diamond. Table 1.3.1 summarizes their properties.
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Properties Symbol InGaAs QD NV− centre
Refractive index nos (no unit) 3.55 2.40
Emission
wavelength














Dipole moment dEG (C ·m) 9.11×10−29 3.57×10−30
Dipole moment dEG(Debye) 27.31 1.07
Oscillator
strength
fEG(no unit) 11.195 0.025
Table 1.3.1: Comparison of the properties of an InGaAs quantum dot (in bulk
GaAs) and a diamond NV− colour centre. For diamond NV−-centres, emission
into the Zero Phonon Line (ZPL) constitutes only 4% of the total spontaneous




1.4 Cavity Quantum Electrodynamics (CQED)
1.4.1 Emission spectrum and coupling rate of a coupled dipole-
cavity system
In order to evaluate the usefulness of the simulated cavities for quantum infor-
mation applications, we estimate how strongly a quantum emitter, which can be
considered as a transition dipole, placed inside it will interact with the vacuum
field created by the cavities. A strong interaction means it will be possible to
entangle photon states with quantum emitter states.
Figure 1.4.1: Schematic of a single two-level atom with spontaneous emission
rate γ coupled to a cavity mode with photon loss rate κ by a coupling strength g.
Figure taken from [59].
To simplify, let us consider a single two-level atom and a single cavity mode,
as illustrated in figure 1.4.1. The potential energy of the single two-level atom
is a function of the number of electrons nos(t) in the excited state. The potential
energy of the cavity mode is a function of the number of photons ncav(t) in it. Both
oscillate over time and the two systems can therefore be considered as oscillators.
They are both coupled because photons can be emitted by the two-level atom
into the cavity mode when an electron goes from the excited to the ground state
or absorbed by it from the cavity mode leading to an electron going from the
ground state to the excited state. Additionally both oscillators are damped. The
two-level system can loose energy via lattice vibrations (phonons), emit photons
via other transitions (being only approximately two-level) or emit photons into
other lossier cavity modes, from where they can eventually completely leave the
system. The cavity mode also loses photons to the outside, since the photonic
crystals are always finite in reality. The coupling rate between the two oscillators
is g, while the damping rate of the two-level system is γ and the damping rate of
18
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the cavity mode is κ . The eigenfrequency of the two-level atom as a free system
is ωos, while the eigenfrequency of the cavity mode is ωcav. Similar to the case
of coupled oscillators in classical mechanics, the solutions nos(t) and ncav(t) of
the system will then be a superposition of two orthogonal modes. In the ideal
simple case of two oscillators with equal eigenfrequencies and without damping,
these two modes will have different energies, leading to a spectrum (for ncav(t)
for example) with two peaks. We will now describe this system more accurately
in the general damped case and when the eigenenergies of the two oscillators are
close (i.e. close to resonance), but not necessarily equal.
When the cavity mode radial frequency ωcav is equal to the transition dipole
radial frequency ωos (corresponding to the energy difference between the ground
and excited state of the quantum emitter) and if the dipole has the same polar-
ization as the cavity mode, the spontaneous emission spectrum for such a system
is[60, 61]:
S(ω) ∝

















κ = ∆ω = ωcavQ is the FWHM of the cavity mode. γ is the FWHM of the
emission spectrum of the quantum emitter dipole without any cavity (equivalent
to its spontanous emission rate). In the case of diamond NV−-centres, only the
emission rate into the zero-phonon line (γZPL = 2π · 3.3 · 10−3GHz) is used[53–
58] instead of the total spontaneous emission rate γtotal .
gR is the dipole-cavity coupling rate, given by[61]:
gR =
√
π · e20 · f EG
4 ·π · ε0 ·n2de f ·Ve f f ·me
(1.4.3)
e0 and me are the elementary charge and mass of an electron respectively. ε0 is the




Ve f f is the mode volume of the cavity mode. It quantifies the spatial energy
confinement within the cavity (and therefore the spatial photon confinement) and
is defined as follows[62]:







where E(r) is the electric field amplitude of a given frequency component of
the electric field distribution.
f EG is the oscillator strength of the dipole given by:
f EG =
2 ·me ·ωos ·d2EG
e20 · h̄
(1.4.5)
dEG is the dipole moment of the quantum emitter:
dEG =
√
3 ·π · ε0 · c30 · h̄
nos ·ω3os
× γ (1.4.6)
nos is the refractive index of the material directly surrounding the quantum emitter
(nos = 2.4 in the case of diamond NV−-centres).
















1.4.2 Strong/weak coupling limit
As illustrated in figure 1.4.2, the luminescence spectrum S(ω) given in equation
1.4.1 corresponds to a superposition of two peaks, with central frequencies ℜ(Ω+)
and ℜ(Ω−) and whose linewidths are:
γ+ '−2ℑ(Ω+) =−2ℑ















When 4gR < |κ− γ|, the general two peak spectrum collapses to a single peak
at frequency ω0. This is called the weak coupling regime. When 4gR > |κ− γ|,








this is called the strong coupling regime. However, this only leads to two separate




This is the commonly used condition for strong coupling. The weak and strong
coupling regimes are characterised by the reversibility of the emission. In the
weak coupling regime, photons emitted by the quantum emitter are very unlikely
to be reabsorbed by it, i.e. the emission is irreversible. The converse is true for the
strong coupling regime where emitted photons are very likely to be reabsorbed by






Figure 1.4.2: Study of the emission spectrum of an InGaAs quantum dot of
linewidth γ = 2π ·18 GHz (7.44×10−2 meV ) emitting at λ0 = 937 nm coupled to
a micropillar cavity mode with a coupling rate g = π ·39 GHz (8.06×10−2 meV )
(values taken from [59]). (a-b) Relative energy (a) and FWHM (b) of the emission
peaks as a function of Q. The vertical lines indicate the Q-factor Qsplit =
ω0
4g+γ '
3333, after which the eigenenergies split, and Qstrong = ω04g−γ ' 5332, after which
the two peaks become distinguishable. The dotted line in (b) shows the linear




(c) The emission spectra corresponding to the Q-factor values marked by circles




1.4.3 Spontaneous emission modification: Purcell factor
In the weak coupling regime, for varying values of κ , γ+ tends to stay close to
γ , while γ− stays close to κ . γ+ therefore corresponds to the emission rate of
the coupled dipole, while γ− corresponds to the decay rate of the coupled cavity
mode. The modification of the spontaneous emission rate γ can thus be quantified





1.4.3.1 Purcell factor approximation in the weak coupling regime
In the weak coupling regime, when 4gR |κ− γ|, but also when κ  γ (which
is usually the case) and 4g2 κγ , Ω+ and Ω− can be simplified to[61]:




































If nos ' nde f , this can be further simplified to the well known approximation









This is the approximation used in this thesis whenever a Purcell factor is calu-
lated. However, due to the strong coupling obtained in most cases, it is not a valid
indicator of the spontaneous emission modification. In the strong coupling region,
the peak splitting leads to an oscillating probability of emission, which decays at
a rate largely determined by the cavity lifetime.
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1.4.3.2 Interpretation in terms of density of states
The Purcell factor was originally explained by using Fermi’s golden rule, which





∣∣∣〈−→d EG · ~E 〉∣∣∣2 ρ(h̄ω) (1.4.16)
where ρ(h̄ω) is the photonic density of states, ~dEG the dipole moment of the
transition and ~E the local electric field.
The photonic density of states is defined so that ρ(h̄ω)h̄dω represents the
number of allowed modes in which photons can propagate if they have a frequency
between ω and ω +dω . In a large homogeneous volume V of refractive index nos






If one applies equation (1.4.16) to the case of a two-level quantum emitter




3 ·π · ε0 · h̄ · c30
d2EG (1.4.18)
This allows one to interpret the spontaneous emission as a stimulated emission
by the vacuum field.
However, in a photonic crystal, the photonic density of states is different and
looks more like the one represented in figure figure 1.4.3. Due to the bandgaps, it
is possible to create a frequency region where ρ(h̄ω)∼ 0, leading to spontaneous
emission inhibition, where γ+ < γ .
Furthermore, adding a defect to the photonic crystal can create an additional
defect mode and lead to a strong peak in the density of states within the bandgap.
According to Fermi’s golden rule, the spontaneous emission rate is then enhanced,
leading to the famous Purcell factor.
2This is in fact where equation (1.3.5) and equation (1.4.6) come from.
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Figure 1.4.3: Schematic density of states in a photonic crystal (solid line), com-
pared to the free-space density of photonic states (dashed line). The photonic
crystal has a bandgap from ~4.5 to ~5.5. Because no modes are allowed within it,
the density of states there is zero. However, adding a defect to the photonic crystal
can create an additional defect mode and lead to a strong peak in the density of
states within the bandgap. Taken from [4].
Aside from the spontaneous emission rate, the spatial emission pattern is also
modified and it is thus possible to enhance both the emission rate and its direction-
ality. High Purcell factors and appropriately designed cavity modes can therefore
lead to much more efficient LEDs[63] and lasers[64–66], as well as on-demand
single photon sources with high emission rates[67, 68], which are of particular






This chapter describes the various computational methods used. Primarily, we use
the Finite Difference Time Domain (FDTD) method (2.1), but bandstructures are
computed using the plane-wave expansion method (2.2). Additionally, a filter di-
agonalization method is used to determine the frequency components of decaying
resonances resulting from the FDTD output (2.3).
2.1 Finite Difference Time Domain (FDTD) method
For time-domain simulations of the electromagnetic field, the most commonly
used algorithm is the FDTD method. It allows the simulation of the electric and
magnetic fields ~E(~r, t) and ~H(~r, t) propagating in time, starting with some time-
dependent current source ~J(~r, t).




















~∇ · ~H = −11+σ∗~∇ · ~Msource
(2.1.1)
with:
• σ : electric conductivity (Siemens/m)
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• σ∗: equivalent magnetic loss (Ω/m)
• ρ: total charge density (including both free and bound charge) (coul/m3)
• ρ f : free charge density (not including bound charge) (coul/m3)
• µ0: permeability of free space, also called the magnetic constant, a universal
constant (Henry/m = N/A2)
• µ: permeability so that ~B = µ0(~H + ~M) = µrµ0~H = µ~H
• µr: relative permeability
• ε0: permittivity of free space, also called the electric constant, a universal
constant (Farad/m)
• ε: permittivity of the linear dielectric (~P proportional to ~E), so that ~D =
ε0~E +~P = εrε0~E = ε~E
• εr: relative static permittivity
• ~Jsource: independent electric current density, so that ~J = ~Jsource +σ~E (A/m)
• ~Msource: independent equivalent magnetic current density, so that ~M = ~Msource+
σ∗~H (V/m2)
In the case of Bristol FDTD and for the simulations in this thesis, because we














∇ ·~E = 0 (2.1.4)
~∇ · ~H = 0 (2.1.5)
Using cartesian coordinates, the vectorial equations 2.1.2 and 2.1.3 can be
expanded into the following six coupled scalar partial differential equations:
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These equations show that the change in magnetic field from one timestep
to the next can be calculated using the electric field distribution at the current
timestep and vice-versa for the change in electric field from the current magnetic
field distribution. The current source ~Jsource is usually defined by the user and
therefore known for any position and time.
In order for the timestepping algorithm to be robust, Yee[70] came up with the
idea of using a “two-step timestepping” algorithm on a spatial lattice with E and
H components placed so that each E-field component is surrounded by 4 H-field
components and vice-versa, as illustrated in figure 2.1.1. The first step solves for
the H-field at time (n+ 1/2)∆t based on the E-field at time n∆t and the second
step solves for the E-field at time (n+1)∆t based on the just calculated H-field at





Since at each timestep, the new components can be written explicitely as a
function of the previous components, without having to solve any equations, the
Finite-Difference Time-Domain algorithm is an explicit algorithm.
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Figure 2.1.1: The Yee cell used for the FDTD algorithm on a cartesian grid, with
electric field components positioned at cell edges and the magnetic field compo-
nents positioned at the centres of the cell faces. Each computational cell therefore
contains six components. Image created by Steven G. Johnson and taken from
[71].
To run FDTD simulations, the following two programs were used:
• Bristol FDTD[72–74]: An FDTD program developed at the University of
Bristol. It does not support parallel processing, but does support non-homogenous
grids, as well as subgrids.
• MIT Electromagnetic Equation Propagation (MEEP)[75, 76]: An open-
source FDTD program developed by the MIT. It does support parallel pro-
cessing using the Message Passing Interface (MPI) standard, but only sup-
ports homogeneous grids (i.e. fixed δx,δy,δ z).
Due to previous experience in the research group with Bristol FDTD, I started
using it instead of MEEP and all the FDTD-based results in this thesis were done
using it. It is however very likely that MEEP would be more beneficial in the long
term as the crystals get more complex, due to its support for periodic structures,
scriptability, parallel processing, more experimental validations based on photonic
crystals, better documentation and support system, source-code availability and
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larger user-base among other things. Defining geometries in MEEP also makes it
easier to then run the frequency-domain eigensolver MIT Photonic-Bands (MPB),
which uses the same scheme-based language, to generate band-diagrams.
There are of course many other FDTD programs available and some of them,
such as those using finite elements capable of adapting the mesh more closesly to
the geometry might lead to more accurate results.
2.2 Solving the frequency-domain eigenproblem
Time-domain simulations such as the FDTD method usually take a long time (up
to two weeks for high-Q cavity systems) and interpreting transmission/reflection
spectra from them is not always easy. For infinite periodic structures however, the
Maxwell equations can be reduced to equation (1.1.11), as we have seen in section







with the Hermitian operator Θ̂k:




In order to solve equation (2.2.1) computationally, it is necessary to discretize
the unknown function ~uk(~r). This can be done by using a PlaneWave Expansion





where the reciprocal lattice vectors ~G are defined so that ~G ·~R is a multiple of
2π for any lattice vector ~R, making each term in the series a periodic function of
~r. This is effectively a Fourier transform of ~uk(~r) from real space into reciprocal
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where V is the unit-cell volume. By combining equation (2.2.3) and equa-
tion (2.2.4) with equation (2.2.1) and Fourier-transforming both sides by integrat-
ing with
∫





















Equation 2.2.5 represents an infinite set of linear equations for an infinite set
of unknowns ~c~G(
~k). However, by assuming that the Fourier coefficients ~c~G(
~k)
are small for large |~G| values, we can restrict ourselves to a finite set of plane
waves, i.e. a finite set of ~G vectors in the reciprocal lattice. The equation can
then be turned into a finite matrix eigenequation A~x = ω2~x, which can be solved
computationally for ω and~x, thus finally yielding the eigenfrequencies ωn(~k) and
eigenfields ~Hk(~r) = ei
~k·~r ·~uk(~r) for any given wavevector~k.
This problem can be solved in minutes or hours on modern personal com-
puters and allows the optimization of geometric parameters in order to maximize
bandgaps, as well as predicting the resonance frequencies and field distributions
of localized defect modes via supercell simulations.
The software used in this thesis for solving the eigenproblem in order to deter-
mine the bandstructures ωn(~k) is the Free software package MIT Photonic Bands
(MPB)[79]. A more detailed description of its algorithms can be found in refer-
ence [80] and in appendix D of [2].
MPB allows restricting the geometry to one or two dimensions in order to in-
crease accuracy and reduce ressource usage. It does however always assume that
the translational symmetries are infinite (a problem inherent to the PWE method).
This means that structures which only have rotational symmetries (ex: quasicrys-
tals) or which lack a translational symmetry in one or two directions (ex: defects
in a photonic crystal, 1D or 2D photonic crystals with finite dimensions in the
non-periodic directions) cannot be accurately simulated.
One possibility to deal with the second issue, is to use supercells, where one
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simply defines the εr values for more than one unit-cell. For example, in the case
of a crystal defect expected to lead to a localized mode, if the supercell is made
large enough and the defect is centred in it, one can then assume that the fields
at the edge of the supercell are weak enough to not significantly affect the other
defects obtained due to the translational symmetry. This method is useful to deter-
mine the frequencies and field distributions of resonant defect modes. However,
the use of supercells increases the memory and time requirements in much the
same way that increasing the mesh resolution of a single unit-cell would.
2.3 Characterizing the resonance modes: The Har-
monic inversion problem
While running an FDTD simulation, we can save the electric and magnetic fields
over time at a given point via a so-called probe. This time domain signal will
correspond to a superposition of all the resonance modes. A resonance mode is
typically a decaying sinewave with the decay time related to linewidth. Here we
analyse methods of determining that linewidth and the Quality factor (Q-factor)
of the resonances.
2.3.1 Analysis of a single resonance mode
The electric field of a given resonance mode k is of the form:
Ek(t) = dke−iωktu(t) (2.3.1)
where dk and ωk are the complex amplitude and radial frequency respectively
and u(t) is the Heaviside function with u(t) = 0 when t < 0 and u(t) = 1 when
t ≥ 0. By decomposing dk and ωk as follows:ωk = νk− iγkdk = Akeiφk (2.3.2)
Equation 2.3.1 can be rewritten as:
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Ek(t) = Akeiφke−γkte−iνktu(t) (2.3.3)
where:
• Ak is the amplitude
• φk is the phase shift
• γk is the decay rate
• νk = 2π fk is the radial frequency and fk the frequency
The Fourier transform of a time-domain signal s(t) = dke−γktu(t) (a one-sided
decaying exponential) is:




s(t)e−2πit f dt (2.3.4)
=
dk
γk + i2π f
(2.3.5)
Since Ek(t) = s(t)e−iνkt , its Fourier transform is Êk( f ) = ŝ( f +
νk
2π ), i.e.:






Because in practice, it is the light intensity I ∝ E2 and not the electric field
amplitude that is measured, we normally look at I( f ) ∝
∣∣Êk( f )∣∣2. From equa-
tion (2.3.6), we find:






This is a frequency-domain Lorentzian. It reaches its maximum at f = −νk2π
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For f = −νk2π ±
γk
2π ,
∣∣Êk( f )∣∣2 = 12 ∣∣Êk∣∣2max. This means that the Full Width at
Half-Maximum (FWHM) of Êk( f ) is:




or in terms of angular frequency:
(∆ω)k = 2γk (2.3.10)











2.3.2 Analysis of the superposition of resonance modes
As mentioned earlier, the real time signal that we get, both in reality and from an
FDTD probe, will be a superposition of K non-degenerate harmonic modes and






The problem of finding the (dk,ωk) pairs from such a time-domain signal is
called Harmonic Inversion Problem (HIP).
There are several ways of solving it. Here is a non-exhaustive list of solving
methods, which are described in detail in reference [81]:
• Transforms/Spectral methods (plot a spectrum):
◦ Fast Fourier Transform (FFT) : a Discrete Fourier Transform (DFT)
algorithm
◦ Regularized Resolvent Transform (RRT): Uses a Matrix and option-
ally Singular Value Decomposition for regularization, but does not di-
agonalize it.
• Diagonalization methods (diagonalize a matrix):
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◦ Krylov Basis Diagonalization Method (KBDM)
◦ Filter Diagonalization Method (FDM) : “Filter” because we select a
basis of functions close to the eigenfunctions. This is the method used
in Harminv.
The spectral methods yield a complex frequency-domain spectrum which can
be split into corresponding real and imaginary components. The resulting spectra
will have peaks at each eigenfrequency ℜ(ωk) = νk and with a width propor-
tional to the decay rates γk. The complex amplitudes dk can be obtained from the
amplitude of the real and imaginary peaks. The exact relationship between the
amplitudes of the peaks and dk depends on the spectral method used.
The diagonalization methods reduce the problem to diagonalizing a matrix.
The eigenfrequencies ωk can then be extracted from the matrix eigenvalues and
the amplitudes dk can be calculated from the eigenfrequencies and eigenvectors.
For the results in this thesis, only the FFT and FDM methods were used.
2.3.2.1 Signal discretization
Both in measurement and simulation, we usually deal with discretized signals
of the form {cn}n=0,...,N−1 where cn corresponds to the value of the signal c at
time t = tn. With a constant timestep τ and corresponding sampling frequency
Fs = 1/τ , one can also write tn = n · τ .
In the following parts, we will therefore use the following three relations:





c(tn) = c(n · τ) = cn (2.3.15)
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2.3.2.2 The Fast Fourier Transform (FFT)
For the FFT, we used the Fastest Fourier Transform in the West (FFTW) library
[82] (implemented both in Matlab and the Python Numpy module as the “fft()”
function).
It transforms the discretized signal cn with N samples into a spectrum C(k) for





c j · e−i·2π· j·k/N (2.3.16)
If N < K, the signal is padded with trailing zeros to length K. If N > K, the
signal is truncated to length K. By default, the fft function sets K = N, which is
what we use.
The C(k) values can then be associated with a discrete set of frequencies









· FsN i f N is odd
(2.3.17)
This corresponds to the discretization of the frequency range from −Fs/2 to
+Fs/2 into N sampling bins of width Fs/N and centres fk. Fs/2 is the so-called
Nyquist frequency and is the maximum frequency component of the signal that
can be determined for a sampling frequency Fs (any peaks at a higher frequency
will be “folded” back into the Nyquist interval [−Fs/2, +Fs/2] and therefore be
indistinguishable from equivalent lower frequency harmonics). This is usually
not a problem since care is taken in the simulations to make sure that the sampling
frequency is large enough.
Fs/N is the resolution with which the frequencies of the harmonics can be
determined by looking at the position of peaks in the resulting spectrum C( f ).
This is the main limitation since it means long simulation times are required to
get FFT peaks both visible enough to locate and accurate enough to estimate Q
factors.
As we will see in the next section, the filter diagonalization method allows us
to beat this resolution by sampling over a smaller frequency range.
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2.3.2.3 The Filter Diagonalization Method (FDM)
In essence, the Filter Diagonalization Method (FDM) fits a sum of exponentially
decaying sine waves to the data, thus allowing shorter data sets to be used. In this
thesis, I used the Harminv program[83], which implements the FDM as described
in [84]. I will quickly summarize the method here.
Looking at the time signal 2.3.12, we can see that there are 2K unknowns to




















This is the initial idea behind the filter diagonalization method. In reality the
signal is of course always noisy and the number of harmonics unknown, which
means that more than 2K points are needed for accuracy and to ensure that all
modes are found. The second idea is that by replacing the factors e−i·2π· j·k/N in
the FFT (which can be seen as a sort of basis vectors) with values closer to the
frequencies of the harmonics e−iωkt , the modes will be easier to find.
2.3.2.3.1 Notations: We place ourselves in a linear vector space A with a
complex symmetric inner product defined by:
(Ψ|Φ) = (Φ|Ψ) = ∑
i
ΦiΨi (2.3.19)
We use the |Ψ) notation for vectors instead of |Ψ > to distinguish this inner
product from the usual Hermitian one used in the Hilbert space, which is not
symmetric.
Now, in a manner similar to quantum mechanics, we can define a Hamiltonian
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where |ωk) are the eigenvectors associated with the eigenvalues h̄ωk of Ĥ. The
|ωk) are normalized and form an orthonormal basis so that:
(ωi|ω j) = δi j (2.3.21)
Let’s call B the subspace of A defined by the basis set {|ω)k},k = 1, . . . ,K.











Û(t) is here the equivalent of the quantum mechanical evolution operator and
allows us to define a state |t) at time t as a function of an initial state |0):
|t) = Û(t)|0) (2.3.24)


















If we now set:
dk = (0|ωk)2 (2.3.25)
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(dke−iωkt) = c(t) (2.3.26)
From equations 2.3.23 and 2.3.21, we get:
Û(t)|ωk) = e−itωk |ωk) (2.3.27)
So if we now consider the operator Û at time τ (the sampling time as explained
in section 2.3.2.1), we get the eigenvalue equation:
Û |ωk) = uk|ωk) (2.3.28)
with eigenvalues uk related to ωk by:
uk = e−iτωk (2.3.29)







2.3.2.3.2 The generalized eigenproblem: Let’s assume we can find a basis
set {Ψ j}, j = 1, . . . ,J, so that all |ωk) can be expressed as a linear combination of





(Bk) j|Ψ j) (2.3.31)
Inserting Eq. 2.3.31 into Eq. 2.3.28 and multiplying both sides by (Ψi| from
the left, we obtain:
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(Ψi|Ψ j)(Bk) j (2.3.32)
which can be rewritten in matrix form:
U1Bk = ukU0Bk (2.3.33)
with:
(Up)i j = (Ψi|Û p|Ψ j) (2.3.34)
Equation 2.3.33 can be generalized to:
UpBk = (uk)pU0Bk (2.3.35)
and:
UpBk = ukUp−1Bk (2.3.36)
Equations 2.3.21, 2.3.31 and 2.3.34 additionally imply that:
BTk′U0Bk = δkk′ (2.3.37)
This is used to normalize the Bk resulting from solving the generalized eigen-
problem.
Once the eigenvalues uk and eigenvectors Bk have been found, we can easily
get the ωk via Eq. 2.3.29 and the dk via Eq. 2.3.25 and Eq. 2.3.31.
To avoid the ambiguity in representing the frequencies outside the Nyquist
interval, we assume that all ωk are inside this interval (this is equivalent to the







The only problem that remains is to find a suitable basis in which the Up
matrices (at least U1 and U0) can be explicitely defined.
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2.3.2.3.3 The primitive Krylov basis: The easiest choice is the primitive Krylov
basis defined by:
{|Φn) = Ûn|Φ0) = Ûn|0)},n = 0, . . . ,M (2.3.39)
Since Ω̂ is a complex symmetric operator, so is Û , which means we can write
for any vectors |Ψ) and |Φ) of A :
{(Ψ|}{Û |Φ)}= {Û |Ψ)}{|Φ)}= (Ψ|Û |Φ) (2.3.40)
Eq. 2.3.34 then becomes:
(Up)i j = (Φi|Û p|Φ j)
= (Φi,Û pΦ j)
= (Û iΦ0,Û pÛ jΦ0)
= (Φ0,Û i+p+ jΦ0)
(2.3.41)
Using the auto-correlation function 2.3.26 and the discretized time vector
2.3.30, this is equivalent to:
(Up)i j = ci+p+ j (2.3.42)
For a primitive Krylov basis of size M+1 ((i, j)∈ [0,M]2), the indices i+ p+ j
can go up to 2M + p, i.e. there must be at least 2M + p+ 1 samples (ci starting
with c0). Therefore only 2 · (M+1) samples cn are necessary to define U0 and U1
explicitely and be able to solve the generalized eigenproblem defined in 2.3.33.
Unfortunately, the choice of the primitive Krylov basis has two drawbacks:
• If MK−1, the matrices become degenerate, leading to an ill-conditioned
generalized eigenvalue problem and large roundoff errors.
• The numerical effort is much larger than for the FFT.
These problems can be solved by choosing another basis, which restricts the spec-
tral analysis to a smaller frequency domain.
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2.3.2.3.4 The Fourier-type Krylov basis set: We assume that the radial fre-
quencies of the harmonics are in the range [ωmin,ωmax] and choose J phases ϕ j
between τ ·ωmin and τ ·ωmax and the corresponding complex values z j ≡ e−iϕ j .
This allows us to define the following basis set {Ψ j}, obtained by taking linear
combinations of the Krylov vectors:








(Û/z j)n|Φ0)}, j = 1, . . . ,J (2.3.43)
We now define the following convenient notation:
(Up) j j′ = U
(p)
j j′ ≡U
(p)(z j,z j′) = (Ψ(z j),Û
p
Ψ(z j′)) (2.3.44)








































In particular, if z = z j and z′ = z j′ , we get the (Up) j j′ terms we need via equa-
tion 2.3.44.
The calculation of all terms for a given p, then requires the terms cp, . . . ,c2M+p
of the signal, i.e. 2M+1+ p samples. Since we need at least U1 and U0, this means
we need at least 2M+2 = 2 · (M+1) samples (consistent with 2.3.2.3.3).
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2.3.2.3.5 Solvability conditions Given a number of data samples N from a
signal with K harmonics, these are the conditions required from the size M + 1
of the primitive Krylov basis and the size J of the Fourier-type Krylov basis built
from it so that the modes can be found accurately via the FDM:
• M+1≥ K
• J ≥ K
• N ≥ 2K
• N ≥ 2 · (M+1)
Since the accuracy increases with M, the Harminv program therefore simply sets




− 1, allowing the maximum number of data points to be used to
generate the U matrices and fit the signal. Harminv uses J = 100 by default (i.e. it
assumes less than 100 significant harmonics), but if required J can be configured
via the -d and -f options of the program.
Concerning the frequency range specification, it is recommended to use the
frequency range covered by the sources present in the simulation.
2.3.2.3.6 Numerical eigenproblem solving and error estimation: If the num-
ber J of basis vectors Ψ j used is smaller than the number of harmonics within the
selected range [τ ·ωmin, τ ·ωmax], the matrix U0 will most likely be singular. This
makes solving the generalized eigenproblem 2.3.33 problematic.
A solution is to use canonical orthogonalization, also known as singular value
decomposition (SVD) as described in [85] and extract the non-singular eigenvec-
tors and only work in that sub-space, thereby reducing the size of the matrices
from J to J′ < J.
Additionally, at the end, it is necessary to check for spurious values.
From equations 2.3.35 and 2.3.37, we can derive that:
BTk U2Bk = uk
2 (2.3.48)
This gives us a second estimate for uk, which combined with equation 2.3.29,
allows us to estimate the relative error in the (complex) frequency εk as:
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This corresponds to the error values included in the Harminv output and can
be used to estimate the error in the Q factors.
2.3.2.3.7 The Harminv algorithm: Finally, the Harminv algorithm can be de-
scribed by the following steps:
1. Choose an initial regularly spaced set of ϕ j values in the [τ ·ωmin, τ ·ωmax]
range to define the z j = e−iϕ j values.
2. Solve the eigenproblem U1Bk = ukU0Bk for uk and Bk, using the Fourier-
type Krylov basis and the previously mentioned space reduction.
3. Redefine the z j values as z j = u j. This improves the convergence of the
eigenvalue determination.
4. Solve the eigenproblem U1Bk = ukU0Bk for uk and Bk, using the Fourier-
type Krylov basis based on the new z j values and the previously mentioned
space reduction.
5. If the number of resulting new (uk,Bk) pairs is smaller than previously (i.e.
the space was reduced), go back to step 3.
6. Once the number of (uk,Bk) pairs remains unchanged, print out the final
results.
2.3.2.4 Comparison of the Fast Fourier Transform (FFT) and the Filter Di-
agonalization Method (FDM)
2.3.2.5 Conclusion
A normal fast Fourier transform requires a long time signal, which means long
simulation times, to get accurate results. The more data points, the finer the fre-
quency resolution and the smaller the timestep, the bigger the frequency range in
which modes can be found.
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Harminv instead tries to fit the available data exactly, reducing the problem to
a generalized eigenvalue problem. This is computationally more expensive than
an FFT, but requires less data points. Additionally, due to the restriction to a small
frequency range, a higher resolution than the FFT can be achieved.
Harminv also directly provides Q factors, which have to be determined by
manually locating and fitting peaks when using the FFT. When not enough data
points are available, i.e. when the frequency resolution is too low, these fits can
be extremely inaccurate as a very high Q peak might only consist of 3 points the
maximum only being on the side of the real peak instead of near the top. Some
high Q peaks might not even be clearly visible for the same reason and show up
significantly smaller than a lower Q peak, depending on the distance of the ωk
values from the frequency bin centres fk (equation 2.3.17). While the visibility
of the peaks can be increased by zero-padding the signal, these additional points
lead to a sinc-like signal, which can not be correctly fitted using a Lorentzian.
The advantage of the FFT, is that it yields a spectrum, although one can also
generate one based on the results from Harminv. The computational complexity
of the FDM is not a big limitation, as it only takes a few minutes for millions of
data points with modern computers and does not need to be done in real-time for
our purposes.
In practice, we use the FFT spectrum to narrow down and select the results
from Harminv, but use the numerical values provided by Harminv.
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Simulation of 1D periodic structures
A photo-stable room temperature single-photon source can be based on optically
active defects in diamond, like NV colour centres[86]. However extraction effi-
ciency particularly into the zero-phonon emission line is low. Extraction efficiency
and spectral purity could be improved by coupling the light to a wavelength scale
cavity and using the Purcell factor to enhance emission into the Zero Phonon
Line (ZPL). In III-V semiconductors, this can be done using pillar microcavi-
ties with Bragg mirrors created from alternating quarter wavelength thick layers
of different compositions[87] (figures 3.0.1a and 3.0.1b), however making such
layer structures in group IV materials is not yet possible. Hence to make efficient
diamond-based single-photon sources up to now, solid immersion lenses[88] were
used, where the spectral properties are unaffected. This chapter explores the idea
of surface etching to make Bragg mirrors in diamond to create cavities in pil-
lar/waveguide structures, similar to what was done in [89] (figure 3.0.1c). The
effect of changing the sizes of the layers forming the cavity mirrors in order to ta-
per the guided mode into the mirror Bloch mode, thus decreasing losses[90, 91],
is also studied. The aim is to optimise the taper in larger diameter structures suit-
able for fabrication. The results are compared with more conventional GaAs/AlAs
Distributed Bragg Reflector (DBR) structures.
This subproject was one of my first research tasks in this PhD and served to
introduce me to the Finite Difference Time Domain (FDTD) method and to the
available high performance computing systems.
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(a) (b)
(c)
Figure 3.0.1: Two types of 1D photonic crystals making use of the DBR principle:
(a) A vertical micropillar made of semiconductor materials (picture taken from
[87]), (b) a horizontal nanobeam etched into diamond (picture taken from [89]).
3.1 Geometries of the simulated pillar cavities
Semiconductor micropillars are usually fabricated by vertically etching into a sub-
strate previously created by depositing horizontal layers of different materials,
leading to a vertically layered structure such as the one in figure 3.0.1b. The
nanobeam structures, such as the one in 3.0.1c however, are made by drilling
holes into a previously prepared thin horizontal “nanobeam” of high refractive
index material, which already acts as a waveguide without the holes. In order to
make the comparison between the geometries studied here easier, these two types
of structures are both considered with their longitudinal axis (along which they
are periodic) set to the X axis and always referred to as pillars.
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Four types of DBR pillars and 5 different tapers were studied, while exploring
a range of diameters from 0.34 to 2.5 microns. All the pillars are initially based
on a λ -cavity surrounded by two DBR mirrors consisting of quarter-wave layers
with alternating refractive indices. Only the materials, the mirror geometry and
the dimensions (the tapering) were changed.
The following four types of pillars (waveguide cavities) were considered and
are illustrated in figures 3.1.1 and 3.1.2:
• circular III-V semiconductor pillar, with alternating layers of GaAs and
AlAs (figure 3.1.1a)
• square diamond pillar, with circular holes (figure 3.1.1b)
• square diamond pillar, with rectangular holes (lateral distance from edges:
d = 100 nm) (figure 3.1.1c)
• square diamond pillar, with 100 nm fins (added to the pillar on each side)
(figure 3.1.1d)
This last structure is a Distributed Feedback (DFB) pillar cavity: easiest to fabri-
cate in diamond and likely to cause least damage to Nitrogen-Vacancy (NV) cen-
tres. For the pillars with a square cross-section, the pillar diameter is considered
to be the length of each side of the square cross-section.
The five tapers are based on the concept of an adiabatic cavity first introduced
in [92] and adapted to semiconductors in [90]. They are detailed in table 3.1.1.
All pillars had Nbottom = 33 "standard" (i.e. non-taper) mirror pairs at the
bottom and Ntop = 24 on top, to give a preferential emission direction. The struc-
tures with tapering had 3 additional mirror pairs on each side of the cavity, with
varying thicknesses. Note however that the cavity thickness of the tapered pillars
is around 4.5-4.7 times smaller than the non-tapered pillar cavities (of thickness
λ0/ncav = λ0/nH).
The electromagnetic ringdown of these structures was modelled using the
FDTD method with Bristol developed software, with the following refractive in-
dices: GaAs: nH = 3.55, AlAs: nL = 2.94, Diamond: nH = 2.4, Air: nL = 1.
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Figure 3.1.1: 3D illustrations of the four types of pillars: (a) Circular III-V semi-
conductor pillar, with alternating layers of GaAs and AlAs, (b-d) Square diamond
pillars, (b) with circular holes, (c) with rectangular holes (lateral distance from
edges: d = 100 nm), (d) with d = 100 nm fins (added to the pillar on each side).
The number of periods used in the DBRs has been reduced to Nbottom = 6 and
Nbottom = 3 for clearer visualization. The thicknesses for the DBRs and tapers
used here are different from the ones used in the simulations and were chosen so
that the variation in layer thickness is more visible (and all pillars use the same
layer thickness sequence, independent of the materials used).
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Figure 3.1.2: 2D illustrations of the various pillar types. Here they would corre-
spond to tapered pillars with 3 taper pairs and 6 mirror pairs on each side of the
central cavity.
DBR taper cavity taper DBR
taper name pH pL pH pL pH pL pH pL pH pL pH pL pH pL pH pL pH
Taper a 3.76 3.68 3.87 3.89 4.1 4.13 4.36 4.4 4.51 4.4 4.36 4.13 4.1 3.89 3.87 3.68 3.76
Taper b 4 4 3.87 3.89 4.1 4.13 4.36 4.4 4.51 4.4 4.36 4.13 4.1 3.89 3.87 4 4
Taper c 4 4 3.88 3.88 4.12 4.12 4.38 4.38 4.51 4.38 4.38 4.12 4.12 3.88 3.88 4 4
Taper d 4 4 4.1 4.21 4.33 4.46 4.59 4.73 4.74 4.73 4.59 4.46 4.33 4.21 4.1 4 4
Taper e 4 4 4.16 4.16 4.4 4.4 4.66 4.66 4.74 4.66 4.66 4.4 4.4 4.16 4.16 4 4
No taper 4 4 1 4 4
Table 3.1.1: Table detailing the tapers used in the simulations shown in figures
3.3.1, 3.3.4, 3.3.7 and 3.3.10. It gives the denominator factor "p" (with subscripts
H for higher index layers and subscript L for lower index layers) used to calculate
the layer thicknesses t = λ/(p · n), where n is the local refractive index (nH for
the higher index or nL for the lower index) and λ the wavelength of the excitation
in the simulation (λ = 637nm (ZPL of the NV colour centre emission) for the
diamond structures and λ = 910nm for the GaAs/AlAs structures).
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3.2 Simulation methods
The main aim of these simulations is to find the fundamental modes of the pillar
cavities and determine their Q-factors. However, before discussing the simulation
results in section 3.3, I will very quickly explain how we find the modes in sec-
tion 3.2.1 and determine whether or not they are fundamental modes in section
3.2.2. An alternative method, usable for low-Q cavities, using transmission and
reflection spectra is also presented in section 3.2.3.
3.2.1 Mode spectrum of a micro-pillar microcavity
A broad band dipole source is placed in the centre of the microcavity and given a
short few-cycle excitation pulse to probe the mode spectrum. The cavity then rings
at its resonant frequency and the cavity ringdown is monitored using a probe close
to the excitation. Taking the Fourier transform of the ringdown signal (in time)
allows the determination of the resonant frequencies of the waveguide cavity. The
Q-factors Q = λ/∆λ were estimated using both Lorentzian fits and the Harminv
tool from MIT[83, 84], as shown in figure 3.2.1.
It can also be helpful to check how an FFT spectrum changes when a single pa-
rameter is varied in small steps, since the main resonance peaks then tend to shift
smoothly with the parameter (if that parameter affects them). One such way is il-
lustrated in 3.2.2. It was created by combining the FFT spectra from non-tapered
GaAs-AlAs DBR pillars with diameters varying from 0.6 to 2.6µm. Instead of
plotting the FFT as a common 2D plot as in figure 3.2.1b, it is plotted vertically
as a colour strip against the frequency on the Y axis. This leads to very clear red
lines which correspond to resonant modes, whose frequencies decrease smoothly
with increasing diameter. This is also consistent with results obtained in [68].
The frequency range used in figure 3.2.2 actually corresponds to the theoretical
band gap of an infinite stack of alternating infinite 2D planes of GaAs and AlAs of
thickness λ/(4nGaAs) and λ/(4nAlAs) respectively, i.e. a perfect infinite 1D DBR







arcsin( |n1−n2|n1+n2 )[2]). It therefore makes sense
that as the pillar diameter increases, the pillar behaves more and more like this
theoretical infinite structure and that its resonant frequency converges towards the
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theoretical midgap frequency (λcen = 910nm, νcen = c0/λcen ' 3.2×108MHz in
this case).
(a) (b)
Figure 3.2.1: Ringdown analysis for a DFB diamond pillar with "taper c", 33
bottom and 24 top mirror pairs and a diameter of 0.7µm, which resulted in a fun-
damental resonance at the red-shifted wavelength of 718nm with a Q-factor of
12284. The left plot (a) shows the probed Ey-field amplitude (longitudinal direc-
tion being x) as a function of time, while the right plot (b) shows the corresponding
mode spectrum.
53










Figure 3.2.2: Fast Fourier Transform (FFT) of the Ey component of the ringdown
signal recorded at a probe inside the cavity, for a GaAs-AlAs DBR pillar with-
out taper, as a function of its diameter. For each pillar diameter on the X axis,
the corresponding FFT plotted against the frequency domain on the Y axis as
a vertical colour coded strip, with red indicating high amplitudes and blue low
amplitudes (to enhance the visibility, the logarithm of the normalized FFTs was
taken, hence the negative values). We clearly see the fundamental mode (lower
red curve) and higher order modes with frequency and splitting reducing as the
diameter increases.
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3.2.2 Electric field amplitude
Having determined the resonant frequency, the electric field on-resonance can
be visualised using a single “frequency snapshot”. A frequency snapshot stores
the Fourier transform of the field distribution over a plane at a given time and
frequency. This basically means that it stores the complex amplitude of the FFT
of the field for a single frequency specified by the user over a series of points lying
in a plane.
Figure 3.2.3 shows two frequency snapshot examples for a small DBR pillar
with rectangular holes. In both cases, the amplitude is highest within the cavity,
indicating that photons at the frequency of the frequency snapshot were confined
within the cavity.
The field distribution in figure 3.2.3a shows a single central peak in the trans-
verse direction (z-axis on the figure). It therefore corresponds to a fundamental
transverse mode. The field distribution in figure 3.2.3b shows 3 central peaks
(if the symmetry of the snapshot is considered) in the transverse direction and
is therefore a higher-order transverse mode. In case the frequency snapshot was
taken at a frequency which does not correspond to any peak in the FFT spectrum
of a point probe, the amplitudes would be very low and the resulting frequency
snapshot image quite noisy.
Looking again at figure 3.2.3b, we can also identify higher amplitudes at the
side of the pillar compared to its top. This means that most photons in that mode
leak out on the side of the pillar instead of the top.
Frequency snapshots therefore allow us to:
• Make sure we selected a resonant mode from the FFT spectrum and Harminv
• Determine the order of a mode
• Check for the confinement quality of a mode and where the energy “leaks
out”.
Figure 3.2.4 illustrates the confinement of the electric field amplitude in one of
the diamond DFB pillars.
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(a) (b)
Figure 3.2.3: Frequency snapshots of a pillar with rectangular holes. The left
picture (a) shows a fundamental transverse mode and the one on the right (b) a
higher-order transverse mode.
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Figure 3.2.4: The measurements of the single frequency snapshots at the centre
of the cavity in the X (a), Y (b) and Z (c) directions from the same diamond DFB
pillar as in Fig. 3.2.1.
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3.2.3 Transmission and reflection simulations
Another way to determine the resonance frequencies and Q-factors from the pillar
cavities is to plot the transmission and reflection spectra of light going through
or being reflected by the structures. This is done by placing a broadband dipole
source at one end of the pillar (the input side, with less mirror pairs) and measuring
the electromagnetic flux through one plane at the input side and another one at the
output side. The simulation is run twice, once without the mirror pairs and once
with them.
This leads to four flux values:
• R0, T0: input and output flux of the reference simulation without mirror
pairs
• R, T : input and output flux of the simulation with mirror pairs
The normalized reflection and transmission spectra can then be calculated as fol-
lows (See appendix K for more details):
• RN = −(R−R0)R0
• TN = TR0
Figures 3.2.5(a-c) show the spectra obtained via this method for diamond pillars
with circular holes, without taper, of diameter D= 0.34µm and with varying num-
ber of mirror pairs. The reference runs were done by simply not adding the holes,
i.e. using a square waveguide made of diamond surrounded by air. The runs with
mirrors were done using the parameters given in table 3.1.1 for non-tapered pil-
lars, i.e. holes of diameter λ0/(4nL), separated by a =λ0/(4nL)+λ0/(4nH), with
a cavity of size λ0/nH , with λ0 = 637nm, nL = 1 and nH = 2.4.
There are two main features common to all these transmission spectra. First,
in all cases, a dip in transmission from ∼ 650nm to ∼ 850nm can be seen. This
correspond to the photonic bandgap of the DBR structure. Second, a peak in
transmission can be seen within this bandgap, around∼ 675nm. This corresponds
to the resonant mode of the cavity. Near this resonance frequency, the incoming
light can couple into the cavity and from there continue down the other side of
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(a) (b)
(c) (d)
Figure 3.2.5: (a-c) Transmission and reflection spectra for a diamond pillar with
circular holes, without taper, of diameter D = 0.34µm and with varying number
of mirror pairs: (a) Ntop = 2, Nbottom = 3, (b) Ntop = 3, Nbottom = 4, (c) Ntop =
4, Nbottom = 6. (d) The peaks highlighted in (a),(b),(c) by the dashed rounded
green rectangle, normalized by their maximum and shifted to zero to compare
their widths more easily. Note that the simulations were done using MEEP in 2D
mode and that the pillars are therefore infinite in the Y direction (direction of the
holes), unlike the 3D simulations used in the rest of this chapter.
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the pillar, while further away from the resonance, the light is not allowed into
the cavity, leading to the observed peak in transmission at the cavity resonance
frequency. The reflection spectra behaves the opposite way, with a generally high
reflection within the bandgap and weak outside it, and a dip in reflection at the
same cavity resonance frequency.
It is noticeable that the obtained photonic gap is not centred on the wavelength
the DBR was designed for (λ0 = 637 nm) and smaller than the gap width of a
perfect quarter-wave DBR, which should go from ∼ 502 nm to ∼ 873 nm (see
appendix L). This is due to the fact that this structure is not a perfect DBR. The use
of cylinders instead of layers means that the low index regions do not extend all the
way to the edge of the pillar, leaving a small continuous high-index region, which
lets high frequency components through, thereby reducing the transmission in the
high frequency region of the theoretical gap, leading to a smaller gap, centred on
lower frequencies, i.e. longer wavelengths.
Furthermore, when looking at the transmission peaks (highlighted by the rounded
dashed green rectangles), one can see that their height decreases with increasing
number of mirror pairs (each hole adding one “diamond/air mirror pair”). This
is simply due to the fact that the total reflectivity from a DBR increases with the
number of mirror pairs (DBR layers), leading to a drop in transmission. However
better reflectivity also means that photons within the cavity would stay trapped for
longer, i.e. the Q factor should increase. One would therefore expect the peaks
to become narrower. In order to compare the peaks from the different simula-
tions, the they are re-plotted together, without the surrounding band edges and
normalized by their maximum in figure 3.2.5d. As expected, the peaks do become
narrower with increasing number of mirror pairs, i.e. their Q-factor increases,
despite their absolute height decreasing.
However, for high-Q cavities, it becomes very difficult to observe these peaks,
since they are very narrow, meaning that a very high-frequency resolution is re-
quired and therefore long simulation times (in addition to the already long time
required to wait for the light to propagate through the crystal). The method pre-
sented previously in section 3.2.1, using the ringdown from a broadband excitation
within the cavity, is therefore used instead to determine the resonance frequencies
and Q-factors.
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3.3 Simulation results
3.3.1 Layered GaAs-AlAs pillars
Figure 3.3.1 shows the Q-factors of the fundamental resonance mode obtained for
GaAs/AlAs DBR pillars of increasing diameters D. For the reference pillar cavity
without taper, the Q-factors range from Qmin ' 1.1× 104 at D = 0.6µm, up to
Qmax ' 3.5×105 at 2.6µm. For the tapered pillars, they go from Qmin ' 1.4×104
for taper a at D = 0.8µm, up to Qmax ' 5.1×105 for taper d at D = 2.5µm.
The Q-factors of the pillar without taper increase as the diameter increases
from D = 0.6µm to D = 2.6µm, going from Q∼ 104 to ∼ 3.5×105, while oscil-
lating a bit. This is consistent with results from references [67, 68, 90].
The tapered cavities with tapers b and c tend to remain more or less constant at
Q ∼ 3×104, with some small oscillations at small diameters (D ∼ 0.6−0.8µm)
between Q ∼ 1.7× 104 and Q ∼ 4.5× 104. The ones with tapers a, d and e on
the other hand oscillate a lot at small diameters D ∼ 0.6− 0.8µm between Q ∼
104 and Q ∼ 3× 105. At larger diameters (D > 1.2µm), they stabilize and yield
similar Q-factors ∼ 3− 5× 105. Unlike the untapered cavity, no oscillations are
visible at larger diameters for the tapered cavities, although this could be due to
an insufficient amount of data points in that region.
Comparing the tapered cavities with the untapered cavity, we can see that for
small diameters (D = 0.6− 0.8µm), the Q-factors of the tapered cavities can be
up to 10 times larger (taper e) than those of the untapered cavity. At large di-
ameters (D > 1.2µm), only the Q-factors of tapers a, d and e remain higher with
Qtaper/Qnotaper ∼ 1.5−2, while the Q-factors of tapers b and c drop below those
of the untapered cavity.
Figures 3.3.2 and 3.3.3 show the energy density and the electric field distri-
butions of the resonant modes for the small diameter pillars without taper (D =
0.6µm, Q ' 1.1× 104) and with taper e (D = 0.65µm, Q ' 1.1× 105), where






in order to enhance the field variations outside the pillar and esti-
mate the leakage relative to the maximum field intensity of the mode. Note that
the first pillar simulations were done using a substrate at the bottom of the pillar,
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as is visible in figures 3.3.2b and 3.3.3b and only covered tapered layered GaAs-
AlAs pillars. All other simulations (i.e. non-tapered layered GaAs-AlAs pillars
and all diamond pillars) were then done without a substrate.
According to figure 3.3.3 the side leakage is significantly smaller with the
taper than without, which explains the Q factor enhancement.
















Figure 3.3.1: Q-factors of the fundamental resonance mode as a function of the
diameter for GaAs/AlAs DBR pillars
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(a) no taper, D = 0.6µm, fres ' 3.5×108MHz, λres ' 867nm, Q' 1.1×104
(b) taper e, D = 0.65µm, fres ' 3.4×108MHz, λres ' 877nm, Q' 1.1×105
Figure 3.3.2: Y cross sections of the energy density distributions in layered GaAs-
AlAs pillars. The black lines are the contours of the εr values and therefore cor-
respond to the local geometry.
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(a) no taper, D = 0.6µm, fres ' 3.5×108MHz, λres ' 867nm, Q' 1.1×104
(b) taper e, D = 0.65µm, fres ' 3.4×108MHz, λres ' 877nm, Q' 1.1×105
Figure 3.3.3: Y cross sections of the electric field distributions in layered GaAs-
AlAs pillars, plotted using a logarithmic colour scale. The black lines are the
contours of the εr values and therefore correspond to the local geometry. The
logarithmic scale highlights the unwanted leakage paths that limit the Q-factor.
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3.3.2 Diamond pillars with circular holes
Figure 3.3.4 shows the Q-factors of the fundamental resonance mode obtained for
diamond pillars with circular holes. Globally, the Q-factors go from Qmin ' 78
for taper e at D = 0.65µm up to Qmax ' 1.1×105 for taper a at D = 0.34µm.
The tapered pillars generally give better results than the non-tapered ones here,
especially for small diameters. At D = 0.34µm for instance, the Q-factor of ta-
per a is almost 200 times larger than for the non-tapered pillar. For larger diam-
eters, both types of pillars seem to converge towards Q ∼ 103. Taper a gives the
highest Q-factor enhancement (Qtaper/Qnotaper ' 190 at D = 0.34µm) and taper
c the lowest one (Qtaper/Qnotaper ' 23 at D = 0.34µm).
The Q-factors of the non-tapered pillars increase with the diameter, similarly
to what was seen previously for the DBR pillars. The tapered pillars however
show Q-factors decreasing with increasing diameters. This can most likely be
explained by the fact that the diameter of the holes is equal to the thickness of the
layers and does not increase proportionally to the pillar diameter D, reducing the
influence of the holes as D increases. The light can easily leak out past the holes.
Using elliptical holes adapting to the diameter could solve this problem.
Figures 3.3.5 and 3.3.6 show the energy density and the electric field distribu-
tions of the resonant modes for the small diameter pillars (D = 0.34µm) without
taper (Q' 600) and with taper a (Q' 1.1×105), where the effect of the taper is
maximal. The confinement and side leakage are significantly improved with the
taper.
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Figure 3.3.4: Q-factors of the fundamental resonance mode as a function of the
diameter for diamond pillars with circular holes
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(a) no taper, D = 0.34µm, fres ' 4.2×108MHz, λres ' 715nm, Q' 600
(b) taper a, D = 0.34µm, fres ' 3.8×108MHz, λres ' 781nm, Q' 1.1×105
Figure 3.3.5: Y cross sections of the energy density distributions in diamond pil-
lars with circular holes. The black lines are the contours of the εr values and
therefore correspond to the local geometry.
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(a) no taper, D = 0.34µm, fres ' 4.2×108MHz, λres ' 715nm, Q' 600
(b) taper a, D = 0.34µm, fres ' 3.8×108MHz, λres ' 781nm, Q' 1.1×105
Figure 3.3.6: Y cross sections of the electric field distributions in diamond pillars
with circular holes, plotted using a logarithmic colour scale. The black lines are
the contours of the εr values and therefore correspond to the local geometry. The
logarithmic scale highlights the unwanted leakage paths that limit the Q-factor.
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3.3.3 Diamond pillars with rectangular holes
Figure 3.3.7 shows the Q-factors of the fundamental resonance mode obtained for
diamond pillars with rectangular holes. Globally, the Q-factors go from Qmin' 28
for no taper at D = 0.675µm up to Qmax ' 1.2×105 for taper c at D = 0.725µm.
Again, the Q-factors increase with the diameter in the case of the non-tapered
pillar. For the tapered pillars, this behaviour is less clear, although still slightly
visible for D > 1µm. Unlike the circular holes used previously, the width of
the rectangular holes was increased with the diameter of the pillars, always only
leaving 100nm between the hole and the external walls. This increases the size
of the interfaces forming the DBR, making them more similar to the GaAs/AlAs
layered pillars.
However, despite the higher index contrast (2.4/1 = 2.4 versus 3.55/2.94 '
1.2), the Q-factors were lower than for the GaAs/AlAs pillars (at D = 1.2µm,
tapers b, c: Q ∼ 3.4× 104 → 1.2× 104, taper a: Q ∼ 5× 105 → 3× 104). The
energy most likely leaks out at the thin diamond layer between the holes and the
walls. The lower index contrast to the outside air also increases losses.
The tapered pillars once again show better results than the non-tapered pillars
with Q-factors from ∼ 2000 (taper a) up to ∼ 3400 (taper c) times bigger at D =
0.675µm.
Figures 3.3.8 and 3.3.9 show the energy density and the electric field distribu-
tions of the resonant modes for the small diameter pillars (D = 0.34µm) without
taper (Q' 76) and with taper a (Q' 8.5×104). The confinement and side leak-
age are again significantly improved with the taper. Note also the similarity with
the modes of figures 3.3.5 and 3.3.6. At this small diameter, the geometries with
circular and rectangular holes are very similar, leading to similar modes.
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Figure 3.3.7: Q-factors of the fundamental resonance mode as a function of the
diameter for diamond pillars with rectangular holes
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(a) no taper, D = 0.34µm, fres ' 4.2×108MHz, λres ' 711nm, Q' 76
(b) taper a, D = 0.34µm, fres ' 3.9×108MHz, λres ' 769nm, Q' 8.5×104
Figure 3.3.8: Y cross sections of the energy density distributions in diamond pil-
lars with rectangular holes. The black lines are the contours of the εr values and
therefore correspond to the local geometry.
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(a) no taper, D = 0.34µm, fres ' 4.2×108MHz, λres ' 711nm, Q' 76
(b) taper a, D = 0.34µm, fres ' 3.9×108MHz, λres ' 769nm, Q' 8.5×104
Figure 3.3.9: Y cross sections of the electric field distributions in diamond pil-
lars with rectangular holes, plotted using a logarithmic colour scale. The black
lines are the contours of the εr values and therefore correspond to the local geom-
etry. The logarithmic scale highlights the unwanted leakage paths that limit the
Q-factor.
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3.3.4 Diamond pillars with gratings (Distributed Feedback pil-
lars)
Figure 3.3.10 shows the Q-factors of the fundamental resonance mode obtained
for diamond pillars with gratings (or fins), i.e. Distributed Feedback (DFB) pillars.
The highest Q-factor for a DFB structure was Qmax = 1.0×104, using taper e and
a diameter of 0.34µm. The lowest Q-factor was Qmin ' 1.8× 102 for taper d at
D = 1.66µm.
The Q-factors of the pillars without taper increase again at first from Q '
341 for D = 0.34µm up to Q ' 6970 for D = 1.66µm, but then start dropping
down to Q ∼ 1000 for D = 2− 2.5µm. This is due to the effect of the fixed-size
grating decreasing as the diameter increases. In the case of the tapered pillars, the
behaviour seems to be the opposite. They start off high at Q ∼ 9.5×103−1.0×
104 for D= 0.34µm, then decrease to Q< 103 between D= 1µm and D= 1.75µm
and later increase again up to Q∼ 1000−6000 for D = 2.5µm.
The tapered pillars offer better Q-factors than the non-tapered pillars for small
diameters (D < 0.72µm) and for large diameters (D > 2µm), but worse in be-
tween. No particular taper seems to stand out, but for diameters smaller than
0.72µm, they both yield better results than the untapered structure with a max-
imum improvement factor of 30 (from Q = 341 to Q = 10239) with taper e at
D = 0.34µm and still a factor of 5.2 (from Q = 879 to Q = 4582) at D = 0.71µm
with taper d. For large diameters (D = 2.5µm), the enhancements are signif-
icantly lower, with the enhancement of taper e (still the highest) dropping to
Qtaper/Qnotaper ' 5, while taper d falls slightly below the Q-factor of the unta-
pered cavity with Qtaper/Qnotaper ' 0.8.
Figures 3.3.11 and 3.3.12 show the energy density and the electric field distri-
butions of the resonant modes for the small diameter pillars (D= 0.34µm) without
taper (Q ' 341) and with taper e (Q ' 104). Compared with the other small di-
ameter pillars (layered, circular holes and rectangular holes), the side leakage is
much more significant here without tapering. The tapering does however again
seem to help reduce the side leakage.
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Figure 3.3.10: Q-factors of the fundamental resonance mode as a function of the
diameter for diamond DFB pillars
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(a) no taper, D = 0.34µm, fres ' 4.1×108MHz, λres ' 729nm, Q' 341
(b) taper e, D = 0.34µm, fres ' 5.0×108MHz, λres ' 599nm, Q' 104
Figure 3.3.11: Y cross sections of the energy density distributions in diamond
pillars with gratings. The black lines are the contours of the εr values and therefore
correspond to the local geometry.
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(a) no taper, D = 0.34µm, fres ' 4.1×108MHz, λres ' 729nm, Q' 341
(b) taper e, D = 0.34µm, fres ' 5.0×108MHz, λres ' 599nm, Q' 104
Figure 3.3.12: Y cross sections of the electric field distributions in diamond pillars
with gratings, plotted using a logarithmic colour scale. The black lines are the
contours of the εr values and therefore correspond to the local geometry. The
logarithmic scale highlights the unwanted leakage paths that limit the Q-factor.
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3.4 Chapter conclusion
I have simulated various 1D DBR-based periodic geometries with cavities, includ-
ing DBR pillars in GaAs/AlAs and diamond pillars with circular and rectangular
holes and with fins (DFB pillars).
• Resonances were seen in all four geometries considered, including the DFB
structure.
• Tapering, as explored in [90–92], can significantly increase the Q-factor
compared to normal untapered structures, especially for small diameters. It
worked for all considered diamond pillars, including the DFB pillar, and
for the GaAs/AlAs pillars discussed in [90]. The best taper seems to vary
depending on the structure and diameter used.
• The GaAs/AlAs DBR pillars yield the highest Q-factors, despite having a
lower index contrast. This is probably due to the fact that the “DBR inter-
faces” do not cover the whole pillar width in the case of all the diamond
structures, as well as due to a lower index contrast with the air surrounding
the pillar.
• Overall, the diamond-based DFB pillars show the lowest Q factors, however
it may be possible to further improve them and the possibility to fabricate
such structures with an intact NV-centre (drilling holes close to NV-centres
risks destroying them) in the cavity still makes them interesting. And while
the large GaAs/AlAs structures offer better Q-factors, they allow a lot of
modes unlike small diameter structures which are single-mode. The Q-
factor can probably be further increased by optimizing the tapering struc-
ture.
Section 5.1.2 will show some attempts at fabricating the studied diamond struc-
tures using focused ion beam (FIB) etching.
Due to the generally low Q-factors and low confinement (large mode vol-
umes), as well as the newly available 3D direct laser writing machine (Nano-
scribe[93], see section §5.2), work on 1D structures was stopped in favor of 3D
structures, as described in the following chapters.
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Chapter 4
Simulation of 3D periodic structures
In order to describe the photonic crystals we work with, we use a nomenclature
similar to that used in mineralogy, crystallography and solid state physics, i.e. lat-
tice vectors, crystal lattice, unit-cells and motifs. However, in our case, instead
of only dealing with atom positions, which can easily be visualized by points or
spheres of arbitrary diameter, we deal with a distribution of dielectric media cov-
ering the whole space. Since we usually only work with two dielectric media, we
define one as the backfill (the equivalent of “vacuum”) and use the other to define
closed surfaces (the equivalent of the spheres used to represent crystal atoms).
The motif is then the group of closed surfaces repeated at each lattice point.
In this chapter, I present bandstructure calculations and cavity simulations for
four types of 3D photonic crystals, which are all based on a Face Centred Cubic
(FCC) lattice, but whose motifs are different:
• The inverse “FCC-sphere” geometry (section §4.2)
• FCC-woodpiles (section §4.3)
• Rod-Connected Diamond (RCD) (section §4.4)
• Tapsterite (section §4.5)
Before presenting each of the considered structures, I will therefore explain what
this lattice is and why it was chosen in section §4.1.
79
Chapter 4: Simulation of 3D periodic structures
4.1 The Face Centred Cubic (FCC) lattice
All the 3D periodic structures considered in this thesis have a periodicity equiv-
alent to the one of an FCC lattice, as illustrated in figure 4.1.1a, i.e. they can all
be represented by a primitive unit-cell repeated using the following lattice vectors
expressed in cartesian coordinates:
• ~a1 = (0, 12 ,
1
2)
• ~a2 = (12 ,0,
1
2)
• ~a3 = (12 ,
1
2 ,0)
This leads to a Body-Centred Cubic (BCC) lattice in reciprocal space, illustrated
















The first Brillouin zone of the FCC lattice is therefore a truncated octahedron as
illustrated in figure 4.1.1c.
The volume of the rhombohedral primitive unit-cell defined by ~a1,~a2,~a3 is
~a1 · (~a2× ~a3) = a3/4, where a is the lattice constant defined as the side of the
non-primitive cubic unit-cell shown in figure 4.1.1a.
Figure 4.1.2 illustrates the 4 types of geometries considered in this chapter.
They are all obtained by translating a simple structure (the motif, shown in red)
along the FCC lattice vectors.
While it is possible to “scale” any of the considered geometries in the x, y or
z direction (especially the woodpile structure) and thereby obtain more general
Face-Centred Tetragonal (FCT) or even BCC lattices, the FCC lattice leads to a
nearly spherical Brillouin zone and therefore seems to be the most favorable for
creating three-dimensional photonic bandgaps[2, pp. 98–99].
Indeed, in the case of 1D crystals such as the Distributed Bragg Reflector
(DBR), a photonic bandgap opens even for small dielectric contrasts at the edge
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of the Brillouin zone (i.e. when
∣∣∣~k∣∣∣ = πa = ∣∣∣~kedge∣∣∣, a being the lattice constant of
the 1D stack) at a midgap frequency ωm ∝
∣∣∣~kedge∣∣∣. Therefore, if the Brillouin zone
was spherical, one could assume that all resulting bandgaps would overlap and
























Figure 4.1.1: (a) An FCC lattice with a primitive unit-cell shown in translucid
green, (b) its reciprocal lattice and (c) its first Brillouin zone (translucent red)
with traditional point labels.
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(a) (b)
(c) (d)
Figure 4.1.2: Overview of the FCC-lattice based geometries considered in this
chapter: (a)“FCC-spheres” (equivalent to the spheres in figure 4.1.1a, but with
spheres centred in the unit-cell as is done in the simulations), (b)Woodpile,
(c)RCD and (d)Tapsterite. The objects in red represent the original motif, while
all the other objects in blue represent copies of it obtained by translating along the
FCC lattice vectors. Note that in the case of the woodpile, the blocks have been
shortened for easier visualization and are normally infinite along their longitudinal
direction.
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4.2 The inverse “FCC-sphere” geometry
This part is a result of a collaborative work published in [53]. My main contribu-
tion was finding and correcting an error in the mode volume calculations.














Figure 4.2.1: The “FCC-sphere” geometry. (a) The original motif consisting of
one sphere shown in red and the duplicated spheres, shown in blue, obtained
by translating along the FCC lattice vectors. The radius of the spheres has
been reduced for more clarity. (b) The same structure with spheres of radius
r = (
√
2/4) ·a. (c) The corresponding inverse structure.
The “FCC-sphere” geometry is obtained by simply replicating a single sphere
using the standard FCC lattice vectors as shown in figure 4.2.1a. The radius of
the sphere is chosen so that neighbouring spheres just touch each other and is
therefore r = (
√
2/4) · a. This geometry is also known as Cubic Close-Packed
(CCP), due to being the densest arrangement of spheres in (infinite) 3D space, or
opal structure, due to its similarity to natural opal. It can be fabricated via self-
assembly of spheres. Since there are four spheres in a cubic unit cell of size a, the
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Figure 4.2.1b shows a cubic unit-cell of the non-inverse FCC-sphere structure
and figure 4.2.1c the inverse FCC-sphere structure studied in this section. nbg is
the refractive index of the backfill (or background) material and nsphere the index
of the spheres. In the case of the inverse structure, we consider the spheres to be
filled with air/vacuum and therefore nsphere = 1.
The FCC-sphere structure has no full bandgap when using high-index spheres
in a low-index medium. Its inverse however does. nbg = 4.1 (Ge), nbg = 3.5
(Si/GaAs), nbg = 3.3 (GaP) and nbg = 2.6 (TiO2) were considered as refractive
indices for the backfill due to their experimental relevance. Figure 4.2.2 shows
the bandstructures of air spheres in backfill materials of refractive index nbg = 3.5
and nbg = 3.3. The bandstructures for the other index values can be found in figure
D.1.4 of appendix D.1. As is usual, the frequency axis is normalized and shows



























Figure 4.2.2: Photonic bandstructures of inverse FCC-spheres structures for nc =
1 and (a) nbg = 3.3 and (b) nbg = 3.5.
A full bandgap is visible between bands 8 and 9 in both cases. For n = 3.3, it
goes from a/λ = 0.82 to a/λ = 0.85 with a midgap value a/λ = 0.83 leading to a
gapsize ∆ω/ω = 3.99%, while for n= 3.5, it goes from a/λ = 0.77 to a/λ = 0.81
with a midgap value a/λ = 0.79 leading to a gapsize ∆ω/ω = 5.37%.
By defining the bandgap position as ω8−9 = (ωmin9 +ω
max
8 )/2 and its size as
(∆ω/ω)8−9 = (ω
min
9 −ωmax8 )/ω8−9, where ωmin9 and ωmax8 are the maximum of
band 9 and minimum of band 8 respectively, when the wavevector moves along the
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points X , U , L, Γ, X , W , K points of the first Brillouin zone, the size and position
of the “8-9 gap” can be calculated in the general case. If (∆ω/ω)8−9 > 0, there
is a full bandgap. Figure 4.2.3 shows this gap size and its normalized position
ω8−9/(2πc/a) = a/λ8−9 as a function of the background refractive index nbg.
A full bandgap only appears for nbg > 2.8 and nbg = 2.6 has no full bandgap.










































Figure 4.2.3: Photonic gap size and position as a function of the backfill index for
inverse FCC-spheres structures.
The FCC-sphere crystal can also be viewed as flat layers of spheres stacked
in the Γ−L direction ([1,1,1] axis of the cubic unit-cell), as illustrated in figure
4.2.4f. The layers are separated by a distance (
√
3/3) ·a and each one consists of
spheres placed on a hexagonal lattice.
In order to run Finite-Difference Time-Domain simulations, a finite FCC-
sphere crystal was designed by taking 11 such layers, with each layer “truncated”
into a hexagonal shape with 7-15 spheres in the Γ−K′ direction, as shown in
figure 4.2.4(a-e).
The base simulation uses design parameters based on a sphere radius r =
150nm, a centre to centre spacing dss = 300nm and a =
√
2 · dss ' 424nm. For
these values, the range of the band gap from figure 4.2.2b (nbg = 3.5) corre-
sponds to λ = 521nm to 550nm. However, this length scale was chosen arbitrar-
ily (although based on reasonable values in terms of fabrication) and dimensions
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Figure 4.2.4: (a) 3-D FDTD model of a close-packed FCC lattice of air spheres
in high refractive index materials. It has 11 layers in the Γ− L direction and
13 spheres (or 2-D hexagonal unit cells) in the Γ−K direction. (b) Details of a
single cell cavity, broadband dipole, and probes in the 6th layer and a line-defect
waveguide in the 3rd layer. (c)-(e) Crystal planes viewed in the planes normal to
the x, y, and z axes. The x, y, and z views correspond to the [−1 −12], [1 −10],
and [111] planes respectively. (f) The FCC-sphere structure seen as alternating
layers A, B and C of spheres. d is the diameter of particles, dss the centre-to-centre
spacing (and for space filling dss = d) and a = dss
√
2 the FCC lattice constant.
(g) First Brillouin zone of an FCC lattice: Γ is in the middle of the zone; X, K,
L, W, and U are symmetry points on the border of the zone. Also shown in (e)
and (g) are the directions of the x, y and z axes used in the simulation software,
expressed in the referential of the cubic unit-cell. [−1 − 12] corresponds to the
x-axis, [1 −10] to the y-axis and [111] (Γ−L) to the z-axis.
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can always be scaled to the specific working wavelength required. For exam-
ple for a two-level system such as the Nitrogen-Vacancy (NV) centre in diamond
λ = 637nm[86]. With a/λ = 0.79, this leads to a = 505nm, a centre to centre
distance dss = 357nm and a sphere radius r = 179nm.
To create a resonant cavity in which the photons will be confined, a defect has
to be added to the crystal[53, 94, 95]. Two different types of defects were created
by removing consecutive spheres from a line, as illustrated in figure 4.2.5: M1 (1
missing sphere) and M3 (3 missing spheres).
(a) M1 (b) M3
Figure 4.2.5: View along the Γ−L direction of the central layer, showing (a) the
M1 defect cavity, create by removing one sphere and (b) the M3 cavity, created
by removing three spheres.
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4.2.2 Results
4.2.2.1 Resonance and Q-Factors of Single-Cell and Triple-Cell Defect Cav-
ities
We now simulate the optical responses of the M1 and M3 defect cavities using
the FDTD method. We place a dipole source at the cavity centre [figure 4.2.4b]
in one of the three orientations (Ex, Ey, and Ez) and input a few-cycle (broad
band) excitation pulse. We then measure the time decay of the pulse 80 nm (4
grid points) away from the dipole. Taking the fast Fourier transform (FFT) of the
ringdown signal allows us to determine the resonant frequencies of the waveguide
cavities and gives us an estimate of Q-factors of these resonances (Q = λ/∆λ ).
As these are high-Q (long time decay) resonances, the FDTD simulations were
run for longer than one million time steps in order to confirm the field decayed
by the end of the simulation. A single simulation takes about 2 weeks on 1 node
with 1 process per node and 8 GBytes of RAM memory[96]. Unfortunately, our
software does not support parallel processing. A typical field decay and spectrum
from a small crystallite is shown in figure 4.2.6 illustrating the simple method
of calculating Q. In many structures, we do not achieve a full decay of the field
which distorts the Q values measured from the FFT peaks. Hence, for the analysis
of very long lived decays corresponding to very narrow spectral features, we also
analyze the ringdown signal using the harmonic analysis technique (Harminv)
[84], described in section §2.3, which extracts the decay rates and frequencies of
the high-Q cavity modes. The results for the single-cell (M1) defect are dominated
by one high-Q mode in the centre of the bandgap. Similarly, the triple-cell (M3)
defect results show a single dominant mode with low-Q ‘leaky’ modes close to
band edges.
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(a)
(b)
Figure 4.2.6: (a) Probed Ez -field amplitude of the single-cell (M1) defect close-
packed FCC lattice of air spheres in a high refractive index contrast of 3.5:1 with
an Ez-oriented dipole source. (b) Mode spectrum of this cavity (a/λ = 0.560,
λ = 0.105nm, Q∼ 5100). This structure shown has 11 layers in the Γ−L direction
and 7 spheres in the Γ−K direction.
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To estimate the minimum required size of a practical crystal resonator, we
vary the number of spheres in the Γ−K direction from NΓ−K′ = 7 to 15 and
fix the number of layers in the Γ–L direction NΓ−L = 11. We see increasing Q-
factors arising from the improved confinement of light in the cavity modes. In
figure 4.2.7, we show the Q-factors plotted as a function of the number of spheres
in the Γ−K′ direction. We focus on the mode resonance a/λ = 0.559 (M1) and
a/λ = 0.5481 (M3) seen with an Ey-oriented dipole source. There is clearly a
dramatic increase with quality factors ranging from Q = 2540 up to 141000 (M1)
and Q = 800 up to 250000 (M3), which means the photon confinement per sphere
or 2D hexagonal unit cell is getting stronger along the waveguide direction. It is
also clear that further increase in Q-factors could be achieved by increasing the
number of spheres in Γ−K′ but we are close to computational limits of storage
and run times. These finite size crystallite studies also show that high-Q cavities
will only be affected by fabrication defects closer than 6-7 spheres diameters from
the cavity.
Figure 4.2.7: Single-cell (M1) defect and triple-cell (M3) defect close-packed
FCC lattice of air spheres in silicon (or GaAs), the cavity Q-factor of the dominant
mode as a function of the number of spheres or (2-D hexagonal unit cells) in the
Γ−K′ direction (NΓ−K′). The Q-factors of mode resonance a/λ = 0.5590 (M1)
and a/λ = 0.5481 (M3) (Ey-oriented dipole source) can be dramatically increased
from Q=2540 to 141000 (M1) and Q=800 up to 250000 (M3).
We now fix NΓ−K′ = 13 for the remainder of this section.
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4.2.2.2 Energy density distribution
Having determined the resonant frequency, we can visualise a cavity mode ε|E|2 =
ε(|Ex|2 + |Ey|2 + |Ez|2) on-resonance using a single frequency “snapshot.” We il-
lustrate the confinement of the electric field intensity distribution of a single-cell
(M1) and a triple-cell (M3) defect close-packed FCC lattice of air spheres in sil-
icon (or GaAs) in each plane y-z, x-z, and y-x in figures 4.2.8 and 4.2.9. Figure
4.2.8 shows the contours of the electric energy density (ε|E|2) distributions of a
single-cell (M1) defect for Ex [figure 4.2.8(a-c)], Ey [figure 4.2.8(d-f)] and Ez-
oriented dipole modes [figure 4.2.8(g-i)], with x, y, and z projections of the lattice
layed over them in each case. Figure 4.2.9 shows the same views of the electric
energy density for the triple-cell defect cavity (M3). Clearly, in all cases the field
is strongly localised to the defect with some spread to the high refractive index
links nearby. In the single-cell (M1) case, there is clearly one node to the electric
field with subsidiary nodes strongly suppressed particularly in the case of the Ex-
oriented dipole. In the case of the triple-cell (M3) defect, the mode structure is less
clear although nominally three nodes can be seen in the Ex-oriented dipole case.
Surprisingly, the Ey-oriented dipole does show three clear nodes which given the
Ey field lies longitudinal along the cavity direction, could represent three weakly
coupled single defect cavities. Given the mode structure of the Ez-oriented dipole
pictures it is difficult to argue that this is the fundamental mode of the structure.
However this mode has by far the highest Q-factor.
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Figure 4.2.8: Resonant frequency snapshots of a single-cell defect cavity mode
intensity distribution ε · (|Ex|2 + |Ey|2 + |Ez|2) in x, y, and z planes.(a-c) High Q-
factor resonant mode at a/λ = 0.5577 with Ex-oriented dipole source. (d-f) High
Q-factor resonant mode at a/λ = 0.5590 with Ey-oriented dipole source. (g-
i) High Q-factor resonant mode at a/λ = 0.5600 with Ez-oriented dipole source.
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Figure 4.2.9: Resonant frequency snapshot of a triple-cell defect cavity mode
intensity distribution ε ·(|Ex|2+ |Ey|2+ |Ez|2) in x, y, and z planes. (a-c) High Q-
factor resonant mode at a/λ = 0.5565 with Ex-oriented dipole source. (d-f) High
Q-factor resonant mode at a/λ = 0.5481 with Ey-oriented dipole source. (g-
i) High Q-factor resonant mode at a/λ = 0.5536 with Ez-oriented dipole source.
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4.2.2.3 Mode volume calculation
The mode volume Ve f f , is defined in equation (1.4.4), which we rewrite here for
convenience:







E(r) is the electric field amplitude of a given frequency component of the elec-
tric field distribution. It is obtained from the simulations using so-called frequency
snapshots, which store the fourier transform of the field distribution over a plane
for a given time range and for a specific frequency.
Since the FDTD simulations only yield finite and discrete values for the per-
mittivity and electric field values, the mode volume is approximated by the fol-
lowing formula:














By definition, the mode volume should normally be calculated by integrating
over an infinite volume. This is of course not possible in practice due to the finite
grid size on which FDTD simulations are run. This is a first limit on the integra-
tion volume. The second limitation is the simulation time (outputting frequency
snapshots slows down Bristol FDTD) and amount of data to be stored (RAM and
disk space). To reduce the simulation times, as well as the amount of data gen-
erated, the mode volume is usually integrated over a box, positioned around the
cavity, which is smaller than the simulation box, as illustrated in figure 4.2.10.
In practice, because the Bristol FDTD program only supports snapshot planes
and not volumes, a series of M frequency snapshot planes is used, along with M
epsilon snapshots (which simply store the permittivity values at the same points as
the used frequency snapshots). The mode volume is then calculated by summing
the obtained ε|E|2 values and then dividing at the end by the highest ε|E|2 value
found.
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(a) (b)
Figure 4.2.10: Illustration of the mode volume integration region: (a)
FCC-sphere simulation. (b) More cubic box used in newer simulations,
for example the Rod-Connected Diamond (RCD) structure of section §4.4.
The red planes are the locations of the epsilon and frequency snapshots used to
store the εi jk and Ei jk values used in the mode volume calculations. The outer
boxes represents the total simulation area. The blue objects are crystal compo-
nents. Note that for the RCD structure, parts of the crystal have been removed for
clarity and the central sphere defect is shown in red.
4.2.2.3.1 Mode volume corrections The original mode volume calculation
script written in Matlab was not very flexible. While trying to improve it, I noticed
an error in the calculation of the maximum value. Instead of using the maximum
energy density value of all points, the script calculated the integral/sum over each
plane used and selected the maximum of all those values as the maximum by
which to divide the total volume integration.
I corrected the error and recalculated new mode volume values. Additionally I
generated artificial data based on known integrable functions to validate the mode
volume calculation.
A further improvement was to use central integration instead of the basic for-
ward integration used originally. This is illustrated in figure 4.2.11. In the case
of the forward and backward integration, a data point at the edge of the integra-
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tion region has to be discarded in the calculations, unless additional grid cells are
available or known beyond that edge, in which case the areas shown in red in fig-
ure 4.2.11 can also be used. For a 3-D grid, this can mean discarding a whole
2-D plane of data. Note that the central and trapezoidal integration schemes yield
exactly the same area, which is the one under the straight lines linking the data
points, while the two others can lead to very different results if the mesh is very
inhomogeneous. The change to a central integration scheme only had a minor ef-
fect on the obtained values, mainly because the cell sizes did not vary significantly






























(a) (b) (c) (d)
x
ε|E|2
Figure 4.2.11: Illustration of the backward(a), forward(b), central(c) and trape-
zoidal(d) integration schemes for a simple 1-D grid.
Figure 4.2.12 shows the mode volumes obtained for the two defect cavities
in the case of nbg = 3.5 and nbg = 3.3. The error in the original algorithm lead
to mode volumes which were smaller by a factor of 100 than the correct mode
volumes.
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incorrect algorithm correct algorithm
Figure 4.2.12: Comparison of the mode volume results using the old incorrect
algorithm and the new algorithm.
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4.2.2.3.2 Results A dimensionless effective volume (Vn) which is the effective
cavity modal volume (Ve f f ) normalised to the cubic wavelength of the resonant





Figure 4.2.13 shows the normalized mode volumes Vn obtained for nbg =4.1
(Ge), 3.5 (Si/GaAs), 3.3 (GaP) and 2.6 (TiO2). They vary between ∼ 1 and
∼ 5 · (λ/n)3. The M1 cavity generally leads to smaller mode volumes (∼ 1−1.5 ·
(λ/n)3)) than the M3 cavity (∼ 2.5−5 · (λ/n)3), which is to be expected since it
is physically smaller. The smallest mode volume is obtained with an Ex-dipole in
the M1 cavity and nbg = 4.1: Ve f f ' 1.087 · (λ/n)3. For nbg = 3.5 and nbg = 3.3,
which we are going to study in more detail in the next sections, the smallest mode
volumes are obtained with an Ey-dipole in the M1 cavity and are respectively
Ve f f ' 1.148 · (λ/n)3 and Ve f f ' 1.198 · (λ/n)3. In terms of excitation direction,
the mode volumes do not change much for the M1 cavity (except in the case of
the low index nbg = 2.6, in which the emission of the Ey-dipole is less confined).
In the case of the M3 cavity however, the emission from the Ez-dipole is more
confined than those from the Ex and Ey dipoles.
At the moment, the calculation still works by looping over a series of selected
snapshots. The script could however be improved in the future by simply filling
the simulation mesh with values from all snapshots available and integrating over
the whole mesh or any other arbitrary volume. Grid points for which no data
is available can be simply considered to have a zero electric field, which is a
reasonable approximation when far enough away from high energy density areas
such as the cavity. Converting the Bristol FDTD output into a 3D-grid-based
format will make both visualization and calculations on 3D data (such as the mode
volume calculation) much easier.
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Ex-oriented dipole source (M1) Ex-oriented dipole source (M3)
Ey-oriented dipole source (M1) Ey-oriented dipole source (M3)
Ez-oriented dipole source (M1) Ez-oriented dipole source (M3)
Figure 4.2.13: Single-cell (M1) defect and triple-cell (M3) close-packed FCC lat-
tice of air spheres in various materials including experimentally relevant refractive
indices of nbg =4.1 (Ge), 3.5 (Si/GaAs), 3.3 (GaP) and 2.6 (TiO2). The mode
volume as a function of the refractive index of the background filling materials
formed by 11 layers in the Γ−L direction and 13 spheres in the Γ−K direction.
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4.2.2.3.3 Mode volume convergence If the total energy outside the integra-
tion box or outside the simulation box is significant compared to the energy within
the integration box, this would lead to calculated mode volumes significantly
smaller than the real mode volume (or bigger potentially if the maximum energy
density point is outside the integration volume). However, the electric field tends
to decay almost exponentially when entering a photonic crystal (from outside or
in this case, from the defect cavity). This is also what actually allows the mode
volume to converge to a finite value when integrated over infinite space (the pho-
tons are localized). Because of this exponential decay, integrating only over the
space where ε|E|2 > max(ε|E|2)/1000 is usually a good enough approximation
(see appendix C, which assumes a Gaussian field model as done in[67]). In order
to make sure that this is the case, we can simply check that the energy density val-
ues on the boundary of the integration volume are smaller than max(ε|E|2)/1000.
We normally also add three (X, Y and Z plane) additional central frequency snap-
shots going through the defect cavity and extending over the whole simulation
box. This gives us even more confidence that the integration box fully covers the
signifant part of the energy density distribution.
Another way to check that the integration volume is big enough, is to increase
it progressively from zero up to the total size occupied by the snapshots defined
in the simulation and run a mode volume calculation for each case. Figure 4.2.14
shows the results of such a study.
For all those calculations, the snapshot region shown in figure 4.2.10a was
used. Cuboid integration boxes centred on the defects were then used for the mode
volume calculations, with their sides increasing linearly in each direction until
reaching the edge of the snapshot region. The mode volumes of the M1 cavities
seem to have converged sufficiently. In the case of the M3 cavities however, a
larger integration volume would be desirable.
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Figure 4.2.14: Normalized mode volumes as a function of the integration volume
used for the M1 (a, c) and M3 (b, d) cavities in FCC-sphere structures in the case
of nbg = 3.5 (a, b) and nbg = 3.3 (c, d). In each case, the values obtained for
excitations with an Ex, Ey and Ez dipole are given. The horizontal lines indicate
the normalized mode volume values obtained when all available snapshots are
used.
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4.2.2.4 Spontaneous emission modification and coupling strength estima-
tion
Now that we have Q-factor and mode volume values, we can estimate the expected
modification of quantum emitters introduced into the defect cavities using the
various formulas from section §1.4. The Purcell factor[97] indicating the spon-
taneous emission modification can be calculated using the approximation from
1.4.15 (assuming a weak coupling regime), while the coupling strength can be ob-
tained using equation (1.4.7) and the coupling regime (strong or weak) estimated
by equation (1.4.10).
Figure 4.2.15 shows the Q-factors and Purcell factors obtained for the M1 and
M3 defect cavities and the various considered background filling materials. They
increase with the refractive index as expected. The Q-factors and Purcell factors of
the M1 cavity are very similar to the ones obtained for the M3 cavity. All Purcell
factors are larger than one. Even for the low index nbg = 2.6 (TiO2), for which
only a partial bandgap was seen, there is still a spontaneous emission enhancement
with Fp ' 7−12. The largest Q-factor and Purcell factor are obtained for the M1
cavity excited by an Ez-dipole: Q' 1.3×106 and Fp ' 8.67×104.
We now restrict our examples to refractive index contrasts 3.5:1 and 3.3:1
corresponding to Si (or GaAs) and GaP materials respectively. For Si (or GaAs),
we consider the coupling with InGaAs quantum dots and for GaP, the coupling
with NV-centres in diamond nanocrystals, using the parameters from table 1.3.1.
Figure 4.2.16 shows 4gR
κ+γ for these cases.
Unlike the originally published paper[53], we unfortunately no longer see a
strong coupling regime in the case of the GaP crystal with NV-centres since 4gR
κ+γ <
1. The GaAs (or Si) crystal however still shows strong coupling with InGaAs
quantum dots, although around 8 times weaker than previously thought.
All the results are summarized in table 4.2.1 and table 4.2.2.
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Figure 4.2.15: (a) Single cell defect close-packed FCC lattice of air spheres and
(b) a triple-cell defect close-packed FCC lattice of air spheres in various ma-
terials including experimentally relevant refractive indices of n = 4.1 (Ge), 3.5
(Si/GaAs), 3.3 (GaP), 2.6 (TiO2), and 1.5 (SiO2). The cavity Q-factor and Pur-
cell factor as a function of the refractive index of the background filling materials














GaAS : Single-cell defect cavity (M1)





















GaP : Single-cell defect cavity (M1)
GaP : Triple-cell defect cavity (M3)
(b)
Figure 4.2.16: Cavity QED strong-coupling parameters for different single oscil-
lators in the gallium arsenide (GaAs) and Gallium Phosphide (GaP) based single-
cell defect cavity (M1) and triple-cell defect cavity (M3) as a function of the dipole
orientation (Ex, Ey and Ez). (a) QDs ( feg ∼ 10) and (b) diamond NV centres.
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Cavity Dipole
orientation




Ex 0.5577 1.53×104 1.201 9.68×102 28.13
Ey 0.5590 8.08×104 1.148 5.35×103 28.77
Ez 0.5600 7.38×104 1.207 4.65×103 28.07
M3-n3.5
Ex 0.5565 9.46×104 3.793 1.90×103 15.83
Ey 0.5481 1.48×105 3.933 2.86×103 15.55
Ez 0.5536 1.31×105 2.906 3.43×103 18.09
Table 4.2.1: Result summary and coupling strength evaluation for the M1 and M3








Ex 0.5868 2.63×103 1.377 1.45×102 2.18
Ey 0.5884 1.96×104 1.198 1.24×103 2.33
Ez 0.5899 1.21×104 1.279 7.19×102 2.26
M3-n3.3
Ex 0.5783 6.91×104 4.609 1.14×103 1.19
Ey 0.5785 8.28×104 4.300 1.46×103 1.23
Ez 0.5842 4.20×104 2.918 1.09×103 1.50
Table 4.2.2: Result summary and coupling strength evaluation for the M1 and M3
cavities in FCC-sphere structures in the case of nbg = 3.3 and coupling with a
diamond NV−-centre.
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4.2.3 FCC-sphere conclusion
3D PhCs with an inverse FCC lattice structure formed in appropriate high-index-
contrast materials (Ge, Si and GaP), exhibiting complete photonic band gaps,
were studied using a full 3-D FDTD method. The transmission in inverse PhCs
with a complete photonic band gap was visualized and dips in the transmission
were observed, revealing forbidden modes in the different directions of the pho-
tonic crystal. By filling holes in these structures, we create solid defects with
single-cell (M1) or triple-cell (M3) filled with high refractive index material. We
show that these act as nano-cavities trapping light in high-Q resonant modes. We
have shown that the Q-factors (and thus storage time) of our cavities increases
dramatically as the trapping structure around them increases in size and refractive
index contrast. For instance, increasing the number of spheres (or 2D hexag-
onal unit cells) in the Γ−K′ direction can increase the Q-factor from 2540 (7
spheres) to 141000 (15 spheres) for a single-cell defect (Ey). We believe this
limit to the Q-factor is still entirely due to the limited size of our model, which
is restricted by the storage capacity and computing power of our local high per-
formance computing cluster[96, 98]. The results suggest that the Q-factor and
Purcell factor (Fp) of such cavities increase super-linearly with refractive index,
while the cavity mode volume (Ve f f ) decreases slowly after the complete band gap
opens up at a refractive index contrast of larger than 2.6 (corresponding to TiO2).
At high refractive index contrast, these cavity mode volumes appear to approach
the minimum achievable in an all dielectric structure. Our smallest cavity volume
is Ve f f ' 9.186 · (λ/(2n))3 ' 1.148 · (λ/n)3 (M1 cavity in Si or GaAs, Ey dipole).
While this is not smaller than the mode volume obtained in 2D photonic crys-
tals (Ve f f ≈ 2 · (λ/(2n))3 ≈ 0.25 · (λ/n)3 in 2D hexagonal lattices[62]), it does
however still allow for strong coupling with InGaAs quantum dots in Si or GaAs
inverse FCC-sphere crystals.
There still remain many challenges to making such structures although recent
progress in nanoassembly[99] and 3D photolithography[100, 101] hold promise
for realising these structures in the near future (as we will see in section §5.2).
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4.3 FCC Woodpile
4.3.1 Geometry and bandgaps
The woodpile structure is shown in figure 4.3.1a. A woodpile structure consists
of layers of parallel dielectric rods, with each layer rotated by 90◦ relative to the
other. Additionally, the layers are shifted by half a period every two layers. This
means that the structure repeats itself in the stacking direction every four layers.
We define the period along the stacking direction, corresponding to four layers, as
c and the distance between the two rods within each layer as a. In our case, the
rods have a rectangular cross section with a height h and width w. For a noninfinite
woodpile crystal, we also define the number of layers Nl and the number of rods
per layer Nr/l . In our simulations, to make the woodpile more symmetric, the
number of rods per layer actually varies from Nr/l to Nr/l +1.
(a) (b)
Figure 4.3.1: (a) Illustration of the woodpile geometry and its parameters. (b)
Illustration of the defect and air buffer. The defect is shown in red with dimen-
sions (dx,dy,dz) and the boundaries of the air buffer in black with dimensions
(bx,by,bz).
Depending on the ratio c/a, the woodpile corresponds to different crystal lat-
tices. For c/a = 1, it corresponds to a BCC lattice, for c/a =
√
2, to a FCC
lattice and otherwise to a centred-tetragonal lattice. Here we chose c/a =
√
2,
i.e., an FCC lattice since this has the most “spherical” Brilluoin zone and thus
produces the widest bandgaps. Figure 4.3.2a illustrates the Brillouin zone of the
FCC lattice relative to the woodpile. While the FCC woodpile shares the transla-
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tional symmetry of an FCC lattice, it does not have the same rotational symme-
tries. The usual “X points” of the FCC Brillouin zone are no longer equivalent.
We therefore used more specific labels for the FCC Brillouin zone as detailed in
figure 4.3.2b. We orient the Brillouin zone in the (Xb,Yb,Zb) basis and the wood-
pile in the (Xw,Yw,Zw) basis with Xw = (Xb +Yb)/
√
2, Yw = (−Xb +Yb)/
√
2 and
Zw = Zb . The layers in our woodpiles are stacked along the Z w direction, and

























Figure 4.3.2: (a) The orientation of the woodpile relative to the FCC brillouin
zone. The size of the rods has been changed to improve visibility. (b) Labeling of
the traditional FCC brillouin zone points Γ, X, U, L, K and W relative to a fixed
(Xb,Yb,Zb) basis.
While the cavities of the FCC-sphere geometry were created by removing el-
ements of the crystal, we instead add elements to the woodpile crystal to create a
defect. A cuboid defect made of high-index material was chosen.
The defect position is shown in figure 4.3.1b. It is centred between two rods
of the middle layer (with rods along the Xw axis) and positioned along Xw, so that
it is situated under a rod from the layer directly above it.
We initially conducted simulations for a fixed defect size, but at different posi-
tions within the woodpile — first, so that it is not directly over/under a rod from the
adjacent layer, and second with the defect placed on a rod. We found that the con-
finement properties were worse (lower Q-factor, larger mode volume) than for the
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position between the rods [described above and in figure 4.3.1b]; thus we chose
this symmetry for all the work reported here. However, we consider three differ-
ent defect sizes, D0, D1, and D2, as illustrated in figure figure 4.3.3. In an attempt
to reduce the energy leakage from the defect into the woodpile, we also looked
at the effect of adding a cuboid air buffer around the defect D1 (i.e., in the same
position, but larger than the defect). Three different air buffer sizes, A0, A1, and
A2, as illustrated in figure 4.3.4 were considered. For our simulations, we used
h/c = 1/4 and an experimentally relevant refractive index n = nwp = nde f = 3.3
(corresponding to gallium–phosphide (GaP), for example) for the woodpile rods
and the defect. The air buffer and the backfill material are considered to be the
air/vacuum of refractive index nb f = 1. For the noninfinite woodpile crystal, we
used Nl = 37 and Nr/l = 13.
(a) D0 (b) D1 (c) D2
Figure 4.3.3: The defects without air buffer D0, D1, D2, of sizes (dx,dy,dz) =
(0.25,0.25,0.5) · c, (0.5,0.5,0.25) · c and (0.5,0.5,0.5) · c respectively.
(a) A0 (b) A1 (c) A2
Figure 4.3.4: The defect D1 with air buffers A0, A1, A2 of sizes (bx,by,bz) =
(a−0.5 ·w,a−0.5 ·w,0.25 · c), (a,a,0.25 · c) and (a+0.5 ·w,a+0.5 ·w,0.25 · c)
respectively. The boundaries of the air buffers are indicated by the white wire-
frame box.
The photonic bands for the woodpile structure described above using (w/c)opt =
0.2145 are shown in figure 4.3.5a. A full bandgap from c/λ0 ' 0.4853 to 0.5689
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is clearly seen, with a normalized midgap frequency c/λ0 ' 0.5271. This value
of (w/c)opt was chosen after calculating the gap-midgap ratio ∆ω/ω0 as a func-
tion of w/c. Figure 4.3.5b shows the results of these calculations, with a maxi-
mum gap-midgap ratio of 16% for (w/c)opt . In order to place the Zero Phonon
Line (ZPL) emission peak of diamond NV−-centres at λos ' 637 nm in the cen-
tre of the bandgap, the Finite Difference Time Domain (FDTD) simulations for
the studied cavities were then run using c ' 0.5271 · 637 nm ' 0.3358 µm with
broadband dipoles centred on λos ' 637 nm.
(a)


















0 . 2 1 4 5
(b)
Figure 4.3.5: (a) Band diagram of a woodpile with rods of refractive index 3.3
and a backfill of refractive index 1 (vacuum). The labels used for the different
wavevectors~k are explained in figure 4.3.2b. (b) Gap-midgap ratio ∆ω/ω0 (be-
tween band 2 and band 3) as a function of w/c, where w is the width of the
woodpile rods and c its “stacking period”, as explained in figure 4.3.1a.
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4.3.2 Results
4.3.2.1 Results for Different Defect Sizes
First, we look at the defects without air buffers D0, D1, and D2. Table 4.3.1 and
figure 4.3.11 show the corresponding results. Simulations for the defect D0 in the
Ex direction showed no clearly distinguishable resonance modes, which is why its
entries in table 4.3.1 are marked n/a.
Cavity Dipole
orientation




Ex n/a n/a n/a n/a n/a
Ey 0.5890 3.71×102 0.987 2.85×101 2.57
Ez 0.5530 3.34×104 0.190 1.33×104 5.85
D1
Ex 0.5255 7.54×105 0.161 3.56×105 6.37
Ey 0.5058 2.73×105 0.299 6.92×104 4.67
Ez 0.5300 8.35×104 0.193 3.29×104 5.81
D2
Ex 0.4938 1.35×105 0.330 3.10×104 4.45
Ey 0.4922 1.06×105 0.394 2.05×104 4.07
Ez 0.5007 8.05×104 0.543 1.13×104 3.46
Table 4.3.1: Result summary and coupling strength evaluation for the D0, D1 and
D2 cavities in FCC-woodpile structures and coupling with a diamond NV−-centre.
The defect D1 gives the best results for an excitation in the Ex direction with
a Q-factor Q ' 7.54× 105 and a mode volume Ve f f ' 0.161 · (λres/n)3. The
corresponding ringdown signal is shown in figure 4.3.6 and the energy density
distribution of the resonant mode in figure 4.3.7.
In terms of coupling strength, all defects without air buffers exhibit strong
coupling capabilities, except D0 in the Ex and Ey directions. Even in the Ez direc-
tion, it barely exceeds the strong coupling condition with gR/(2π)' 5.85GHz and
4gR/(κ + γ) = 1.66. It does however offer a spontaneous emission enhancement
of Fp = 28.5.
D1 shows the best coupling strength with gR/(2π)' 6.37GHz and 4gR/(κ +
γ) = 40.57. For both D1 and D2, when moving from Ex excitations to Ey and
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Ez excitations, the Q-factors become smaller and the mode volumes larger, i.e.,
the confinement properties get worse. This is because dipoles in the Ey and Ez
directions emit most of their energy in the XZ and XY plane, respectively, but
since the emitter is placed between two rods in the X direction, there is nothing
preventing the energy from escaping along the X direction, apart from the defect
box itself.
(a)
0 1 2 3 4 5 6 7
6 . 3 5
6 . 4 0
6 . 4 5
6 . 5 0
6 . 5 5
6 . 6 0
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(b)
(c)
Figure 4.3.6: Amplitude of the electric field Ex as a function of time (a, b) and the
corresponding fast Fourier transform (c), near the defect D1 in a woodpile with
nde f = nwp = 3.3 and nb f = 1, after an initial excitation pulse in the X direction.
We find a resonance peak at c/λ res0 ' 0.5255 (λ res0 ' 638.98nm for c' 0.3358µm)
with a Q-factor of 7.54×105±5%. It corresponds to the fourth line of table 4.3.1.
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(a) (b) (c)
(d) (e) (f)
Figure 4.3.7: The resonant frequency snapshots of a defect cavity mode energy
density distribution (ε(|Ex|2 +
∣∣Ey∣∣2 + |Ez|2)) in the central X (a,d), Y (b,e), and
Z (c,f) planes for a woodpile with nde f = nwp = 3.3, nb f = 1 and a D1 defect,
after an initial broadband Gaussian modulated sinewave excitation pulse. High Q-
factor resonant modes at c/λ0 ' 0.5255 with an Ex-oriented dipole source (a,d),
c/λ0 ' 0.5058 with an Ey-oriented dipole source (b,e) and c/λ0 ' 0.5300 with an
Ez-oriented dipole source (c,f).
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4.3.2.2 Results for Different Air Buffer Sizes
We now concentrate on the defect D1, which gave the best results. As can be seen
on the corresponding energy snapshots in figure 4.3.7, the energy tends to leak
into the rods touching the defect. Too improve the confinement, i.e., reduce the
leakage, we therefore now add the previously mentioned cuboid air buffers around
the defect to disconnect it from the surrounding rods. Table 4.3.2 and figures 4.3.8
and 4.3.11 show the results for the defects with air buffers A0, A1, and A2. This
essentially corresponds to “cutting” into the rods by 1/4 ·w, 1/2 ·w and 3/4 ·w.
Since bz = dz = 0.25 ·c = h and there is a rod touching the top of the defect as can
be seen in figure 4.3.4, the structure remains contiguous and could be fabricated
directly or as an inverse for backfilling with high refractive index material.
Cavity Dipole
orientation




Ex 0.5409 3.67×105 0.100 2.78×105 8.07
Ey 0.5303 2.50×105 0.296 6.41×104 4.69
Ez 0.5377 6.14×104 0.167 2.79×104 6.24
A1
Ex 0.5513 1.48×105 0.123 9.14×104 7.27
Ey 0.5391 1.69×105 0.207 6.21×104 5.61
Ez 0.5449 4.25×104 0.193 1.67×104 5.82
A2
Ex 0.5715 3.80×103 0.306 9.45×102 4.62
Ey 0.5440 1.17×105 0.151 5.92×104 6.57
Ez 0.5593 1.35×104 0.120 8.58×103 7.38
Table 4.3.2: Result summary and coupling strength evaluation for the A0, A1 and
A2 cavities in FCC-woodpile structures and coupling with a diamond NV−-centre.
Figures 4.3.9 and 4.3.10 show that the two peaks on the side of the main energy
peak in the Y Z plane are indeed reduced by the air buffers, the most efficient
being the air buffer used in A2. However, while the mode volume also dropped as
expected for the Ex excitation in the A0 and A1 defects, it instead increased for the
A2 defect. A2 is also the only defect with air buffers that is not suitable for strong
coupling, with 4gR/(κ+γ)= 0.15 for an Ex excitation and 4gR/(κ+γ)= 0.85 for
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an Ez excitation. The corresponding emission enhancements are Fp = 9.45×102
and Fp = 8.58×103.
The smallest mode volume and biggest coupling strength are obtained for the
defect A0 [figure 4.3.4a], with Ve f f ' 0.100 · (λres/n)3 and gR/(2π) = 8.07GHz.
The corresponding Q-factor Q ' 3.67× 105 is lower than for the same defect
without an air buffer where Q' 7.54×105, which leads to a weaker coupling with
4gR/(κ +γ) = 25.09. However, since the Q-factor can be increased by increasing
the number of periods of the woodpile structure[53, 102, 103], stronger coupling
could still be achieved, still rendering this kind of air buffer useful.
w
a a-0.5w
(a) A0 (b) A0 (c) A0 (d) A0
w
a a
(e) A1 (f) A1 (g) A1 (h) A1
w
a a+0.5w
(i) A2 (j) A2 (k) A2 (l) A2
Figure 4.3.8: Frequency snapshots of the energy density ε(|Ex|2 +
∣∣Ey∣∣2 +
|Ez|2)for the defects A0 (a-d), A1 (e-h) and A2 (i-l), taken in the X, Y and Z
planes going through the centre of the defect.
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(e) D1 (f) A0 (g) A1 (h) A2
Figure 4.3.9: 3D view of the frequency snapshots of the normalized energy density
ε |E|2 /max(ε |E|2) for the defects D1 (a,e), A0 (b,f), A1 (c,g) and A2 (d,h). The
snapshots were taken in the Y-Z planes going through the centres of the defects.
Figure 4.3.10: Normalized energy density ε(|Ex|2+
∣∣Ey∣∣2+ |Ez|2) along a line par-
allel to the Y axis going through the centre of the cavity for the D1 defect without
air buffer and the A0, A1 and A2 defects with air buffers. This corresponds to
a cross-section along the Y axis for z = 2.9134µm of the frequency snapshots of
the energy density illustrated in figures 4.3.7a, 4.3.8b, 4.3.8f, 4.3.8j and figures
4.3.9e, 4.3.9f, 4.3.9g, 4.3.9h.
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(a) (b)
(c) (d)
Figure 4.3.11: Q-factors (a), mode volumes (b) and Purcell factors (c) of the reso-
nant modes for the six defects studied. Additionally (d) shows the strong coupling
condition 4gR
κuc+γ
. The strong coupling regime is attained when it is larger than 1.
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4.3.3 Woodpile conclusion
In this section, we have investigated 3D FCC woodpile photonic crystals formed
in high-index-contrast materials (GaP) and found a maximum Photonic Band-Gap
(PBG) of 16% at (w/c)opt ' 0.2145 by using the plane-wave expansion method.
We also introduced cuboid-shaped defects with various sizes near the centre of
the middle layer in the 3D PhCs and calculated the Q-factors and mode volumes
of cavity modes using the FDTD method. The best results were obtained for the
defect D1 for which we found a Q-factor Q = 7.54× 105 and a mode volume
Ve f f = 0.161(λres/n)3 for an excitation in the Ex direction. Moreover, we found
that adding air buffers around the defect allows us to reduce the mode volumes.
The cuboid-shaped defect cavities with air buffers (A0 and A1) showed smaller
mode volumes, especially for A0, with mode volumes down to Ve f f = 0.100(λres/
n)3, while still having high Q-factors. These high-Q cavities (D1, D2, A0, and
A1) with small mode volumes would allow the observation of strong coupling of
a single solid-state quantum system (NV-centre) with the cavity mode.
Fabricating our modeled structures would require < 100nm feature sizes and
will therefore be very challenging. However, we are actively pursuing 3D fabrica-
tion of such structures using DLW and have already seen partial bandgaps in 3D
photonic crystals down to 1400nm [104]. The use of smaller wavelengths[105]
and new techniques like Stimulated-Emission-Depletion (STED)[106] in DLW
might allow even higher writing resolutions and, therefore, bandgaps at smaller
wavelengths.
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4.4 The Rod-Connected Diamond structure
4.4.1 Geometry and bandgaps
Photonic diamond lattice structures such as the Rod-Connected Diamond (RCD)
[107, 108], are known to exhibit the largest full photonic bandgap[109].
The inverse RCD structure is shown in figure 4.4.1. The inverse RCD structure
replaces the bonds in a diamond lattice with low-refractive-index rods surrounded
by high-index material. This can be visualized as a non-primitive cubic unit cell
in figure 4.4.1b, which contains 16 elliptical cylinders, which can be grouped into
four regular tetrahedral arrangement like the one shown in figure 4.4.1a.
(a) (b)
Figure 4.4.1: (a) The main tetrahedral “building block” of the RCD structure. The
rods, of diameter 2r and length L are made of low refractive index material (nc)
and surrounded by high-refractive-index material (nbg). (b) A cubic unit-cell of
RCD of lattice constant au and the orientation of its first brillouin zone (in red)
relative to it.
We have studied 3D PhCs with an inverse RCD lattice structure formed in
materials including chalcogenide glass As2S3 (nbg ' 2.4), high refractive index
chalcogenide glass Ge20As20Se14Te46[110] or gallium phosphide GaP (nbg' 3.3),
silicon Si or gallium arsenide GaAs (nbg ' 3.5), and germanium Ge (nbg ' 4.1).
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The optimization of relative radius (r/au) of a 3D inverse RCD PhC structure and
its full PBG as a function of the background (backfill) refractive index (nbg) is
shown in figure 4.4.2. For refractive index contrasts of 1:4.1, 1:3.5, 1:3.3, and
1:2.4 , the maximum PBGs we find are ∆ω/ω0 ' 32.9%, 27.44%, 24.8%, and
11.1%, which occur when the radius of the air rods are r = 0.27au, 0.27au, 0.26au,
and 0.24au, respectively.
Figure 4.4.3a shows the gap-midgap ratio ∆ω/ω0 (bold line) and the normal-
ized frequency au/λ (dashed lines) as a function of relative rod radius r/au, for the
high-refractive-index contrast (GaP-air or Ge20As20Se14Te46-air) inverse RCD
structures. It validates the optimal radius r/au ' 0.26 found in figure 4.4.2 for
the given index contrast (nbg : nc = 3.3 : 1). The corresponding band diagram for
r/au ' 0.26 is shown in figure 4.4.3b. The full PBG of ∆ω/ω0 ' 24.8% from
au/λ ' 0.5140 to 0.6598 (midgap frequency au/λ ' 0.5869) is clearly visible.
The finite inverse RCD structures used for the FDTD simulations were created
by truncating an infinite crystal using a cube of size 10au× 10au× 10au [figure
4.4.4a] centred on the defect.
The simulations were conducted with a fixed defect size of three shapes (a
cylinder, a block and a sphere), but at different positions within the RCD crystals.
The dimensions of the defects are detailed in figure 4.4.4b. The defects are labeled
Bn, Cn, Sn for block, cylinder and sphere respectively, where n corresponds to the
location along the [1,1,1] axis of the crystal as illustrated in figure 4.4.4c.
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Figure 4.4.2: Optimal relative size (r/au) of a 3D inverse RCD PhC and its full
Photonic Band-Gap (PBG) as a function of the backfill refractive index (nbg),
where r is the radius of the inverse RCD rods and au is its lattice constant as
explained in figure 4.4.1b.
(a) (b)
Figure 4.4.3: (a) Gap-midgap ratio ∆ω/ω0 (between band 2 and band 3) (bold
line) and normalized frequency au/λ (dashed lines) as a function of r/au , for rods
of refractive index 1.0 (vacuum) and a backfill of refractive index 3.3. (b) Band
diagram of an inverse RCD, created with the MPB software. The inset graphs
show the movement described by the wavevector along the surface of the first
brillouin zone in the corresponding left and right parts of the plot.
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Figure 4.4.4: (a) Illustration of a non-infinite RCD crystal used for the simula-
tions, created by truncating an infinite crystal (with Γ−L aligned to the Z axis of
the cartesian FDTD coordinate system) using a cube of size 10au× 10au× 10au
centred on the defect (and with its axes following the X, Y, Z coordinate system).
(b) Three type of defect shapes including block Bn, cylinder Cn and sphere Sn,
where n corresponds to the location in figure 4.4.4c. h =
√
3au/4 is the height of
the defects (and diameter in the case of the sphere). It is equal to the length of
the rods L. r is the ”radius” of the block and cylinder defects. au is the lattice
constant of the RCD crystal as explained in figure 4.4.1b. (c) Defect positions
along the [1,1,1] axis. Note that the radius of the rods has been reduced in all
these figures for more clarity and does not correspond to the radius used in the
actual simulations.
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4.4.2 Results
This section focuses on the results obtained for the inverse RCD structure from
figure 4.4.3b, i.e. with nc = 1.0, nde f = nbg = 3.3 and the corresponding optimal
radius r/au ' 0.26.
For each defect type, three FDTD simulations (one for each direction: X, Y, Z)
were run using a broadband dipole source placed in the defect. After calculating
the amplitude of the electric field over time for an inverse RCD with these defects,
the Q-factors (Q = λres/∆λ ) can then be estimated by analyzing the resulting field
decay in the frequency domain via the fast Fourier transform (FFT).
Figure 4.4.5a shows the normalized frequency of resonance peaks (au/λ ) as
a function of defect types within a full PBG between au/λ ' 0.5140 and 0.6598
(midgap frequency au/λ ' 0.5869). The corresponding Q-factors obtained for
the different defect types are shown in figure 4.4.5b.
The sphere defect (S0) gives a maximum Q-factor (Q ' 9.56× 106) for an
excitation in the Ey direction. However, the sphere defect (S2.0) gives a minimum
Q-factor (Q ' 924) for an excitation in the Ex direction since the resonance peak
(au/λ ) is too close to the upper band-edge. Here, a nonhomogeneous mesh of
around 107 cells adapted to the geometry was used and this took about two weeks
on a computing node with two 2.8 GHz quad-core Intel Harpertown E5462 pro-
cessors.
Having determined the resonant frequency, a cavity mode on resonance can be
visualized using single frequency “snapshots.” For a sphere defect (S0.5), the con-
finement of the energy density distribution [ε(|Ex|2 + |Ey|2 + |Ez|2)] is illustrated
in each plane y-z, x-z, and y-x, as shown in figure 4.4.7. The field is strongly lo-
calized to the defect and this 3D PhC cavity mode survives for a sufficiently long
period of time.
The corresponding mode volumes are shown in figure 4.4.6. The smallest
mode volume was Ve f f ∼ 0.1 · (λres/n)3. It was obtained for the defect S0.5 (a
sphere of diameter
√
3au/4 at the centre of a “tetrahedral arrangement”) excited
by an Ex-dipole, with a resonance at au/λ ' 0.5971 of Q-factor 7.24×105.
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(a) (b)
Figure 4.4.5: (a) The normalized frequency of resonance peaks (au/λ ) as a func-
tion of defect types. The dashed lines indicate the limits of the full bandgap from
au/λ ' 0.5140 to 0.6598 and its midgap frequency au/λ ' 0.5869. (b) Q-factors
obtained for the different defect types.
Figure 4.4.6: Normalized mode volumes obtained for the different defect types
considered.
123
Chapter 4: Simulation of 3D periodic structures
Figure 4.4.7: Resonant frequency snapshots of the defect cavity mode energy
density distribution ε(|Ex|2 + |Ey|2 + |Ez|2) in (a, d) the central X, (b, e) Y, and
(c, f) Z planes for an inverse RCD structure with nrod = 1.0 and nde f = nbg = 3.3
and a sphere defect of diameter
√
3au/4 located at the position 0.5L, after an initial
broadband Gaussian modulated sinewave excitation pulse. High Q-factor resonant
modes at au/λres = 0.5971 with an Ex-oriented dipole source (a, d), au/λres =
0.6028 with an Ey-oriented dipole source (b, e), au/λres = 0.6086 with an Ex-
oriented dipole source (c, f).
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4.4.3 RCD conclusion
3D inverse RCD PhCs formed in high-index- contrast materials (GaP or chalco-
genide) were investigated and a maximum PBG of ' 24.8% at (r/au)opt ' 0.26
was reported by using the PWE method. Moreover, a variety of defects (cylinder,
block and sphere), located along the [1,1,1] axis going through rods of the 3D
RCD structures, were investigated and the Q-factors and mode volumes of their
cavity modes calculated using the FDTD method. The sphere defect (S0.5) gives
the best results for an excitation in the Ex direction with a mode volume Ve f f ∼
0.1 · (λres/n)3, while still having high Q-factors Q = 7.24× 105. This is simi-
lar to the mode volumes obtained for non-inverse RCD (∼ 0.09 · (λres/n)3[102])
and woodpile PhC cavities (∼ 0.1 · (λres/n)3[111]). It is however about 10 times
smaller than the mode volumes obtained for the inverse FCC-spheres structure
from section §4.2 (Ve f f ∼ 1.148 · (λres/n)3).
Such a high-Q cavity with small mode volume would allow the investigation of
strong coupling of a small number of two-level systems (quantum dots, or colour
centres) with the cavity mode. This is confirmed by figures 4.4.8 and 4.4.9, which
show the coupling strength gR and strong/weak coupling criteria 4gR/(κuc+ γ) of
the studied RCD defects in the case of coupling to an InGaAs quantum dot and a
diamond NV−-centre respectively. All defects, except S2.0 have 4gR/(κuc + γ)>
1 and should therefore lead to strong coupling.
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Figure 4.4.8: Coupling strength gR (a) and strong/weak coupling criteria
4gR/(κuc + γ) (b) of the studied RCD defects for coupling to an InGaAs quan-
tum dot, with the parameters from table 1.3.1.






































Figure 4.4.9: Coupling strength gR (a) and strong/weak coupling criteria
4gR/(κuc + γ) (b) of the studied RCD defects for coupling to a diamond NV−-
centre, with the parameters from table 1.3.1.
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4.5 Tapsterite
4.5.1 Geometric description and parametrization
The Tapsterite geometry, illustrated in figure 4.5.1a, was invented by Paul Tap-
ster while working at the Defence Evaluation and Research Agency (DERA) in
1998[112, 113]. It has been largely forgotten since then.
(a) (b) (c)
Figure 4.5.1: (a) A unit-cell of the Tapsterite structure, consisting of eight trun-
cated tetrahedrons. One of the truncated tetrahedrons is highlighted in red. (b)
The Tapsterite geometry (in blue) relative to the rod-connected diamond geome-
try consisting of spheres (green) connected via rods(red). (c) A Tapsterite crystal
made of 3×3×3 periods of the unit-cell shown in (a).
The Tapsterite crystal is a crystal with the same topology as a RCD crystal,
but which is self-inverse. It can be constructed by placing corner and edge Trun-
cated Tetrahedrons (TTs) at each of the "sphere positions" of a diamond crystal
as illustrated in figure 4.5.1b. The truncated tetrahedrons are constructed by tak-
ing a normal regular tetrahedron, truncating its corners and then its edges, so that
each original corner side now has a regular hexagon shape. Each TT is connected
to its neighbours via one of those hexagonal faces. To enable this, neighbouring
TTs (i.e. the "sphere positions" connected with rods in the usual RCD crystal) are
rotated by 90 degrees relative to each other. Figure 4.5.2 illustrates the truncation
steps.
127








Figure 4.5.2: Creation of the corner and edge truncated tetrahedron. (a) The
initial tetrahedron. (b) Corner truncation. (c) Edge truncation.
The filling fraction of the Tapsterite crystal can be varied by changing the
"truncation depth" at the corners of the TTs. We parametrize the corner truncation
via the “corner-cut ratio” α , which is defined as the ratio between the distance d1
from a corner of the original tetrahedron to one of the corners of the newly created
triangular face over half the edge length at of the original tetrahedron. Based on





The filling fraction FF , which corresponds to the ratio between the volume
occupied by the eight truncated tetrahedrons of the cubic unit cell shown in fig-








The derivation of this equation is detailed in appendix B.1. Figure 4.5.3 illus-
trates the self-inverse nature of the Tapsterite geometry.
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(a) (b) (c) (d)
Figure 4.5.3: Illustration of the self inverse nature of the Tapsterite geometry:
(a) The space left empty by the green truncated tetrahedrons can be filled with the
truncated tetrahedrons shown in red and blue. (b) A Tapsterite structure with a
30% filling fraction. (c) The complementary structure to (b) with a 70% filling
fraction and an offset of half a cubic lattice vector. (d) shows how (b) and (c) fit
together.
4.5.2 Simulation results
Figure 4.5.4a shows a photonic band diagram for a Tapsterite crystal with ninside =
2.4, FFinside ' 27% and noutside = 1. This crystal has a full photonic bandgap
between bands 2 and 3 of ∆ω/ω ' 10% at a/λ ' 0.68.
Figures 4.5.4b, 4.5.4c and 4.5.4d show a more detailed study of the bandgap as
a function of the filling fraction FFhigh and the refractive index nhigh of a Tapsterite
crystal surrounded by air. In order to obtain a “bandgap” value for each case,
the difference between the minimum of band 3 and the maximum of band 2 is
calculated, i.e. a positive value indicates a full bandgap, while a negative one
indicates that there is no full bandgap. As expected, the gap sizes increase with
the index contrast. And as observed in the previous structures, there is an optimal
filling fraction. The gap sizes are maximal for a high index filling-fraction of
∼ 29.46%, with relative gap sizes going from 10% for nhigh = 2.4 up to 25% for
nhigh = 4.1. It is very likely that this optimal filling fraction varies slightly with the
index contrast, however there are currently not enough data points to validate this.
The minimum refractive index to obtain a full bandgap with a Tapsterite crystal in
air appears to be ∼ 2.
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Figure 4.5.4: (a) Photonic band diagram for a Tapsterite crystal with ninside =
2.4, FFinside ' 27% and noutside = 1. (b) The relative gap width (∆ω/ω)23 of a
Tapsterite crystal in air (nbg = nlow = 1) as a function of the crystal filling fraction
FFhigh and the crystal refractive index nc = nhigh. The gap value is calculated as
the difference between the minimum of band 3 and the maximum of band 2, i.e. a
positive value indicates a full bandgap, while a negative one indicates that there is
no full bandgap. (c) (∆ω/ω)23 as a function of FFhigh for different values of nhigh
(d) (∆ω/ω)23 as a function of nhigh for different values of FFhigh.
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4.5.3 Tapsterite conclusion
The bandgap sizes and positions of the Tapsterite crystal are very similar to the
ones of the rod-connected diamond crystal. However, its self-inverse nature might
make fabricating backfilled/inverse structures easier. To directly write an inverse
RCD structure, we would have to first create a proper hole-free STL file, which,
while doable, is harder. In the case of the Tapsterite, it is enough to use an STL
file of a Tapsterite structure with the complementary filling fraction 1−FF .
The fact that the Tapsterite crystal consists of multiple similar truncated tetra-
hedrons also allows us to slice each of those components separately leading to a
cleaner GWL file for Direct Laser Writing (DLW) using the Nanoscribe for in-
stance. The main challenge is keeping the shape of the Tapsterite while going to
the very small unit-cell sizes necessary to work with quantum emitters like dia-
mond NV-centres and quantum dots. However, given the similar bandgaps to an
RCD structure, it is possible that the topology alone will be enough to get the
expected bandgaps, even in the case of imperfections in the fabrication.
4.6 Chapter conclusion
I have studied various types of 3D photonic crystals all based on an FCC lattice,
only distinguished by the material distribution in their unit-cell. As expected,
a full bandgap was found for all of them for a sufficiently high index contrast.
All of them are well known for their full bandgap in photonic crystal literature.
However, I have, to my knowlegde, presented the first complete bandstructure
calculation for the Tapsterite crystal.
For woodpiles, RCD and Tapsterite, the bandgap positions and sizes are very
similar for same index constrasts and filling fractions. This is due to their similar
topology (although the woodpile topology is only similar to RCD and Tapsterite
if its rod touch each other, which was the case here). The bandgaps of the inverse
FCC-sphere structure were much smaller than the RCD-like structures for equiv-
alent index contrasts. Overall, the RCD-structure remains the one with the largest
bandgap, as confirmed via topology optimization in [109].
Various defect cavities were also investigated for each type of PhC (except
131




∆ω/ω ∼ 4% ∼ 16% ∼ 25% ∼ 21%
defect and dipole orientation M1−Ey A0−Ex S0.5−Ex -
Q 1.96×104 3.67×105 7.24×105 -
Vn 1.198 0.100 0.0955 -
gR(ZPL)/(2π) (GHz) 2.33 8.07 8.26 -
4gR(ZPL)/(κ + γ) 3.89×10−1 2.51×101 5.06×101 -
Table 4.6.1: Comparison of the 4 studied 3D photonic crystals for the common
index contrast 3.3:1. The cavities (and dipole orientation) with the smallest nor-
malized mode volume were chosen in each case. The coupling parameters were
all calculated for coupling to the ZPL of diamond NV−− centres. No tapsterite
defect cavities have been simulated so far.
Tapsterite) and I showed that strong coupling can be achieved in each case. Table
4.6.1 shows a comparison of the bandgaps and cavity performances of each PhC,
for a fixed index contrast of 3.3:1. For each PhC, the defect cavity leading to
the smallest normalized mode volume was chosen, since gR ∝ 1√Vn and it should
be possible to increase 4gR
κ+γ by increasing the number of periods and thereby the
Q-factor, without affecting the resonant mode and corresponding mode volume.
The cavity performances were much better for woodpiles and RCD than for
the inverse FCC-sphere structure, as one would expect, given the larger bandgap.
The best cavities were the A0 defect in a woodpile and the S0.5 defect in an inverse
RCD crystal, which both lead to a mode volume of Ve f f ∼ 0.1 · (λ0/n)3. The best
inverse FCC-sphere defect cavity (M1) failed to reach the strong coupling regime
with an index contrast of 3.3:1, but managed to reach it for 3.5:1.
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structures
This chapter presents the two fabrication methods used to implement the 1D and
3D crystals that were simulated in chapters 3 and 4 and the resulting structures.
Initially, Focused Ion Beam (FIB) etching was used to create some of the
diamond pillars (section §5.1).
While the FIB can be used for 3D structures[114], it is not very practical for
the complex 3D photonic crystals we are aiming for. Direct Laser Writing (DLW)
was therefore chosen later for the 3D structures (section §5.2).
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5.1 Fabrication of 1D-periodic structures using the
Focused Ion Beam
5.1.1 Focused Ion Beam etching overview
Focused ion beam (FIB) technology has been a powerful instrument for research
and industry since the late 1970s stemming from the liquid metal ion source
(LMIS) technology developed in the early 1970s[115–117].
The basic components of a FIB instrument are:
• the ion source
• an extractor (high tension is used for ion extraction)
• the first lens (to parallelise the beam)
• a variable aperture (which defines current)
• a second (objective) lens (for beam focusing)
• a detector (for collecting secondary electrons used for imaging)
Figures 5.1.1 and 5.1.2 show a picture and basic schematic respectively of the
FEI Strata FIB201 FIB instrument we use.
Some advantages of the FIB which make it unique and indispensable for
micro- and nano-fabrications are: real-time imaging of the sample through sec-
ondary electron emission before, during, and immediately after etching, the ac-
curate visual positioning of etch patterns on the samples and the maskless and
resistless process. Recently, FIB technology has been rapidly incorporated into
semiconductor industrial practices due to their tremendous day-to-day applica-
tions. For example, FIB machines can be used for:
• mask repair and micromachining[118]
• device edits and modifications[119]
• failure analysis[120]
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Figure 5.1.1: The FEI Strata FIB201 instrument located at the University of Bris-
tol[67]
Figure 5.1.2: A basic schematic diagram of a FIB instrument[67, 116]
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• specimen preparation for Transmission Electron Microscopes (TEMs)[121]
• Focused Ion Beam Lithography (FIBL)[122]
• Focused-Ion-Beam Chemical Vapour Deposition (FIB-CVD)[114]
• localised doping of semiconductor devices[123]
• production of nano-hole arrays prior to growth of organised arrays of quan-
tum dots[124]
Hence, the FIB has become a very attractive tool in making high-quality or high-
precision micro- and nano-structures, such as 1D gratings and 2D photonic crys-
tal structures[125], as well as organic and semiconductor pillar microcavities[87,
126–129]. However, the main drawback of using FIB to make optical nanos-
tructures has been the aggressive nature of this etching technique. FIB etching
increases optical sidewall losses and can contaminate optically active layers by
introducing non-radiative recombination centres. That is to say, gallium atoms
will be implanted into the top few nanometers of the surface, and the surface will
be made amorphous.
5.1.1.1 Gallium liquid metal ion sources
Liquid Metal Ion Sources (LMIS) used for FIBs are high-brightness and can pro-
duce a beam of heavier ions. The ion sources used in FIB systems should have
relatively low melting temperatures and low reactivity. Elements such as Al, As,
Au, Be, Bi, Cs, Cu, Ga, Ge, Er, Fe, In, Li, Ni, Pb, Pd, Pr, Pt, U , and Zn are
currently available [130, 131].
Gallium (Ga) is the most commonly used LMIS in FIB systems for direct
writing due to:
• its lower melting point (29.8◦C) which minimizes the reaction or interdiffu-
sion between the liquid and the tungsten needle substrate (see figure 5.1.3)
• lower surface free energy which promotes viscous behaviour on the sub-
strate
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• low vapour pressure which allows Ga to be used in its pure form instead of
in an alloy and yields a long lifetime since the liquid will not evaporate
• emission characteristics which may enable high angular intensity with a
small energy spread[132]
Figure 5.1.3: Liquid metal ion source used in a FIB instrument. (a) Liquid metal
ion source. (b) Ion emission process[116].
5.1.1.2 Gallium ion-solid interaction
Typically, the beam energy is 30keV or 50keV . The ion beam is raster scanned
over the sample which is mounted in a vacuum chamber (< 7×10−6mbar). Etch-
ing is thus done by bombardment on precisely defined areas. The beam current
can be varied by changing the size of the extraction aperture (see figure 5.1.3). At
low current densities the beam can be focused into an extremely fine spot (∼ 8nm
with a 30keV , 1pA ion beam). The beam current can be selected from 1pA to
11nA in our FEI FIB instrument. The corresponding beam diameter is plotted
against the ion beam current in figure 5.1.4.
The ability for ion milling, imaging, and depositing processes using a FIB
instrument depends on the nature of the ion-solid interaction. These processes are
a combination of physical sputtering, material redeposition, and amorphization.
137
Chapter 5: Fabrication of photonic crystal structures
Figure 5.1.4: The variation of beam size with current for Ga ion sources used in
FEI Strata FIB201 instrument (source: FEI).
Figure 5.1.5 illustrates the initial kinetic energy of an ion come to rest, which is
implanted within the target at depth (Rp), if the ion is not backscattered out of the
target surface.
Furthermore, for the ion beam injection direction during sputtering, the max-
imum emission of sputtered particles shifts away from the incoming ion beam
while the incident angle increases (see figure 5.1.6)[132], as illustrated in fig-
ure 5.1.6.
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Figure 5.1.5: Schematic diagram of the interaction between the incident ion and a
solid sample[132].
Figure 5.1.6: Schematic diagram of the emission of sputtered particles based on
the incident ion beam angle[132].
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As shown previously in [67] for GaAs, AlAs and AlGaAs targets, the penetra-
tion depth of gallium ions (Ga+) in diamond was calculated using the TRansport
of Ions in Matter (TRIM) program from the Stopping and Range of Ions in Mat-
ter (SRIM) software collection[133], which uses a Monte-Carlo treatment of ion-
atom collisions to calculate the stopping range of ions in matter[134].
According to SRIM/TRIM calculations, we can predict the distribution of ions
and kinetic phenomena associated with the ions’ energy loss, including target
damage, photon production, ionization, ion reflection, implantation, and sput-
tering of Ga+ ions implanted in diamond targets. The longitudinal and lateral
range for normal incidence and a high angle are shown in table 5.1.1. Penetration
depth (Xs) is defined here as the longitudinal projected range, Rp, (the mean of
the distribution) plus three standard deviations, ∆Rp, (known as straggle). Figure
figure 5.1.7 illustrates the ion distributions for Ga+ ions at 30keV in diamond for
incidence angles of 0◦ and 86.2◦ respectively. At 0◦, the maximal penetration
depth is ∼ 40.7nm, while at 86.2◦, it is ∼ 14.1nm.
Target
Ga+ Ions incident angle
0◦ 86.2◦
Rp(Å) ∆Rp(Å) Xs(Å) Rp(Å) ∆Rp(Å) Xs(Å)
Diamond 236 57 407 48 31 141
Table 5.1.1: SRIM/TRIM Monte-Carlo simulations of ion distributions for 30keV
Ga+ ions impinging on diamond targets[133, 134]. (Projected range: Rp, range
straggling: ∆Rp, and penetration depth: Xs). Xs is within three standard deviations
(∆Rp) of the mean (Rp).
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Figure 5.1.7: The depth distribution of 30keV Ga+ ions implanted into diamond
at angles of 0◦(a) and 86.2◦(b) in atoms/cm3 deposited per atoms/cm2 incident as
a function of target depth and lateral position. The distributions were calculated
using the TRIM program from the SRIM software collection[133], which uses a
Monte-Carlo method[134].
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5.1.2 Preliminary fabrication of pillar cavities in diamond us-
ing focused ion beam (FIB) etching
A 3.3× 3.3mm sample of electronic grade1, transparent diamond with NV−-
centres was used to test the fabrication of the pillars studied in chapter 3. Figure
5.1.8 shows an overview of the area used for the writing tests. A platinum layer
was deposited close to the pillars to reduce drifting (being conductive, it helps
guide the surface charges, which build up while etching, out of the sample and
therefore reduces drifting).
Figure 5.1.8: Pillar layout on the sample
The FIB is mostly a 2D etching tool. While the samples can be rotated relative
to the beam axis or placed on sample holders with various angles, the best results
for structures with small feature sizes are always obtained when etching orthog-
onally to the sample surface. So in order to etch the periodic structures into the
pillars more easily, a horizontal arrangement was chosen for the pillars, i.e. with
their longitudinal axis parallel to the sample surface.
1type IIa CVD diamond with nitrogen concentration < 5 ppb (i.e. <10−7%)
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5.1.2.1 Creating the pillars
The basic idea is to first etch a “bridge”, fixed to the rest of the substrate at both
ends of the “pillar”. We will see later how to deal with the “ends” of the pilar.
While it would be possible to create a pillar with a rectangular cross-section, this
would limit the positioning of the pillars to the edge of the sample in order to
enable a flat cut at the bottom. It would also additionally require remounting
the sample on another angled sample holder for the undercut, as the FEI Strata
FIB201 does not allow rotating the sample by more than 60◦. Due to this, a
simpler triangular cross-section was therefore chosen here, since it can be created
by two simple 45◦ cuts, one on each side and then polishing as necessary. Figure
5.1.9 illustrates the result of such a fabrication process.
(a) (b)
Figure 5.1.9: Fabrication of a pillar with triangular cross-section
In general, at least three etching passes were required to obtain good results:
• A first rough cut: magnification=30000×, beam current=27000pA
• A second fine cut: magnification=30000×, beam current=1000pA
• A final polishing step: magnification=30000×, beam current=350pA
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5.1.2.2 How to couple light in and out of the created structures?
When using “horizontal pillars”, it is no longer possible to simply couple light
in and out from the top, as is commonly done for Distributed Bragg Reflector
(DBR) micropillars. Since diamond has a high refractive index (n = 2.4), a simple
solution is to add 45◦ mirrors at one or both ends of a pillar to couple the light in
or out vertically using total internal reflection within the diamond.
Adding a coupling mirror on one end is easy, as the pillar remains fixed to the
substrate at its other end. Figure 5.1.10a shows such a mirror. However, in order
to measure transmission through the pillar, a mirror is required on both ends. One
possible solution, illustrated in 5.1.10b, is to etch an area smaller than the cross-
section of the pillar, so that it remains fixed to the substrate on the side. The other,
is to not completely cut under the pillar, leaving it fixed to the bottom, as shown
in figure 5.1.10c.
(a) (b) (c)
Figure 5.1.10: Different ways of adding in/out-coupling mirrors
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5.1.2.3 Creating DBR mirrors
The final step is to add in DBR structures to confine the light in the longitudinal
direction of the pillar. The idea is to fabricate structures as illustrated in fig-
ure 5.1.12.
Three types of holes were considered: circular, rectangular and triangular.
Conventional vertical DBR pillars are used by coupling light in and out at the top,
with a defect cavity formed between a bottom DBR mirror and a top DBR mirror.
Because light is to be coupled in and out on the right side of our horizontal pillars,
the DBR mirror on the left is named “bottom DBR” and the DBR mirror on the
right “top DBR” by analogy with the vertical DBR pillars. The corresponding
number of periods used are therefore labeled as Nbottom and Ntop. Figure 5.1.11
describes the additional parameters used to design the pillars:
• Lcav : Cavity size (distance between the edges of the holes around the cavity)
• dx: “Longitudinal diameter” of the holes (diameter in the direction of the
pillar)
• dy : “Transverse diameter” of the holes
• δholes : DBR period (distance between the centres of holes)












Figure 5.1.11: Design parameters used to define the DBR pillars: pillar width W ,
hole sizes dx and dy, DBR period δholes and cavity length Lcav. The red parts corre-
spond to the shapes used to cut the holes into the pillar: (a) Circles, (b) Rectangles,
(c) Triangles. Note that for rectangular holes, W corresponds to the centre to cen-
tre distance, while for triangular holes, it corresponds to the distance between the
two external edges.
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Figure 5.1.12: Design of the three considered DBR pillars: (a) Circular holes,
(b) Rectangular holes, (c) Triangular holes. The pillars are horizontal and created
along the surface by etching three times at a 45◦ angle (ideally).
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As with other fabrication tools, the main difficulty when using the FIB is find-




• Number of repetitions
• Dwell time
• Beam current
To etch the holes or cuts forming the DBR structures, so-called streamfiles gener-
ated by GNU Octave/Matlab scripts were used. They specify a list of coordinates
and dwell times, as well as a number of times to repeat the pattern. The format of
these files is as follows:
s
2 # number o f t i m e s t o r e p e a t t h e p a t t e r n
65460 # number o f p o i n t s







As can be seen, they only allow specifying the coordinates in “pixels”. The size
of the written structure therefore depends on the magnification used when writing.
As the pixel values are limited by the “screen size” (4096×4096 pixels) (in reality
by the deflecting lenses), this meant that it was sometimes necessary to split the
hole arrays into two or more stream files, with manual movement and eventual
realignment of the stage in between. In practice, a magnification of 30000× was
used, which allowed covering a length of ∼ 10µm and between 30 and 60 DBR
periods depending on the hole size used.
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Both linear and spiral writing patterns for the holes were tried, except for the
triangular holes, which were all done using a linear pattern (or zigzag pattern).
Outward going spiral patterns generally gave better results, especially for circular
holes.
When staying on the same spot with the ion beam for too long, the exposed
area tends to become charged, as well as covered in redeposited material. It is
therefore necessary to pass over the same spots multiple times, with short enough
dwell times at each spot. In general, one or two passes of the whole hole ar-
ray, with dwell times of 3ms, were used, with additional manually started runs to
obtain the desired depth.
The final important parameter is the beam current. The beam diameter in-
creases with the beam current as shown in figure 5.1.4. The smaller the beam-
current, the smoother the hole edges will be. However, smaller beamcurrents
of course also mean slower etching rate and corresponding longer etching times.
Beamcurrents of 4pA and 11pA gave the best results.
Figure 5.1.13 shows some hole etching tests, along with some of the parame-
ters used.
Here are the parameters of the two top DBR structures visible in figure 5.1.13b:
• Cavity size (distance between the edges of the holes around the cavity):
Lcav = 290nm
• “Longitudinal diameter” of the holes (diameter in the direction of the pillar):
dx = 66nm
• Distance between the centres of holes: δholes = 144nm (i.e. 78nm between
hole edges)
• “Transverse diameter” of the holes: dy = 200nm
• “pillar width” (distance between the centres of the two rows of holes): W =
500nm
• Number of top holes: Ntop = 20
• Number of bottom holes: Nbottom = 40
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(a) (b)
Figure 5.1.13: (a) Hole etching tests in diamond using FIB etching and some of
the parameters used. Note that there is some uncertainty on the dwell time used
for the 2 DFB structures at the top: The stored streamfiles indicate 28800 ·10−7s,
but it is uncertain whether they were actually the ones used. (b) Close-up of the
etched DBR structures
With those dimensions, the holes tended to merge inside the DBR. So we doubled
the longitudinal dimensions: Lcav = 580nm, dx = 132 and δholes = 288nm, while
keeping the transverse dimensions constant. Due to the screen size limitations, we
also had to decrease the number of holes. The dimensions of the six bottom DBR
structures are therefore:
• Cavity size (distance between the edges of the holes around the cavity):
Lcav = 580nm
• “Longitudinal diameter” of the holes (diameter in the direction of the pillar):
dx = 132nm
• Distance between the centres of holes: δholes = 288nm (i.e. 156nm between
hole edges)
• “Transverse diameter” of the holes: dy = 200nm
• “pillar width” (distance between the centres of the two rows of holes): W =
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500nm
• Number of top holes: Ntop = 10
• Number of bottom holes: Nbottom = 20
For the triangular holes, dx and dy are the dimensions of the smallest rectangle in
which the triangle fits, i.e. they are isosceles triangles of width dx and height dy.
For the circular holes, we simply use dx/2 as radius.
5.1.2.4 Adding the DBR mirrors to the pillars
The final step is to etch the DBR structures onto the pillars. Figure 5.1.14 shows a
first direct attempt. After first taking an image of the pillar, an appropriate stream
file was created, so that the holes are aligned with the edges of the pillar visible
on the FIB image. Unfortunately, due to drifting, the holes were not created in the
expected locations.
Figure 5.1.14: An attempt at directly etching a rectangular DFB onto a pillar,
which already had the desired dimensions. Due to drifting, the holes, while cor-
rectly spaced, were not aligned correctly with the pillar.
To avoid this problem, the pillars are first created larger than required and the
holes than added to them. This makes it easier to create the holes within the pillar.
Alternatively, the holes can simply be etched first and the pillar created afterwards.
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In both cases, the edges of the pillar can be carefully etched away, until they reach
an appropriate distance from the holes. Figures 5.1.15 and 5.1.16 illustrate this
process for pillars with triangular and circular holes respectively. Note that in the
case of figure 5.1.15, the process was not yet entirely finished.
However, even with this technique, it remains difficult to cut in the right po-
sitions. In order to increase success rates, etching settings were first tested on
nearby substrate areas to predict the amount of drifting.
Figure 5.1.15: Fabrication of a pillar with a triangular DFB structure. The thick
line visible under the pillar in the third picture corresponds to an failed attempt
at polishing the pillar until the triangular holes are linked to the outside. Pre-
cise cutting and polishing is made difficult by drifting, especially when etching at
angles.
151
Chapter 5: Fabrication of photonic crystal structures
Figure 5.1.16: Fabrication of a pillar with cicular holes
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Figure 5.1.17 shows some of the best pillars made: a ∼ 490nm wide pillar
with ∼ 168nm circular holes in it and a ∼ 534nm cavity (Fig. 5.1.17a), as well as
two Distributed Feedback (DFB) pillars, one ∼ 800nm wide with ∼ 100nm fins
(Fig 5.1.17b) and the other ∼ 178nm wide with ∼ 100nm fins (Fig. 5.1.17c).
(a) (b)
(c)
Figure 5.1.17: FIB images of diamond pillars fabricated by FIB etching using a
gallium ion beam.
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While I managed to fabricate some of the designed structures, they remain dif-
ficult to reproduce reliably, mainly due to the drifting occurring during the etching
process. Furthermore, as mentioned previously in section §3.4, the cavity Q fac-
tors and confinement qualities are expected to be low compared to 3D structures.
For these reasons, as well as due to the arrival of a new DLW system, I stopped
working on 1D structures with the FIB, in favor of 3D structures made using
DLW. This work is presented in the following section.
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5.2 Fabrication of arbitrary periodic structures us-
ing a Direct Laser Writing system
5.2.1 Direct Laser Writing
Direct Laser Writing (DLW) works by moving the focal point of a laser around
in a photoresist, as illustrated in figure 5.2.1a. Areas of the photoresist exposed
to photons will be modified in such a way that their solubility in a “developer
liquid” is different from that of unexposed areas. That way, one can remove either
the exposed or unexposed areas by placing the photoresist in a “developer bath”
(which is essentially a solvent of the photoresist) after the “writing process”.
This allows creating arbitrary 3D structures, provided that either the photon
absorption process is non-linear (i.e. multi-photon absorption) or the photoresist
is “non-linear”, as explained in [135].
Photoresists for which the unexposed areas are removed during development
are called “negative photoresists”, while the ones for which the exposed areas are
removed are called “positive photoresists”.
(a) (b)
Figure 5.2.1: Principle of two photon absorption laser lithography: (a) Illustration
of how the focal point of the laser beam writes structures while being moved
through the photoresist. (b) A basic schematic diagram of the Nanoscribe.[136]
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5.2.2 The Nanoscribe
The DLW machine used to fabricate the samples presented in this thesis is a
commercial machine based on two-photon absorption: the Photonic Professional
from Nanoscribe GmbH[93], more commonly known as the “Nanoscribe”. Fig-
ure 5.2.1a shows its main components. It uses a 780 nm femtosecond laser beam
(with pulse width ∼ 120 f s and repetition rate ∼ 80 MHz). Most samples were
made using the negative photoresists provided by Nanoscribe GmbH: IP-L 780
and IP-G 780. The Nanoscribe is equipped with two lenses: a 100× oil immer-
sion objective lens (NA = 1.4) and a 63× air objective (NA = 0.75).
The laser is focused into the samples from the bottom. The photoresist is
normally placed on top of a transparent glass slide and the writing done using the
high-NA oil immersion lens, with oil between the objective and the glass slide,
in order to obtain the highest writing resolution possible. However, when the
structures need to be written on an opaque substrate, the lower-NA air lens is
used.
The Nanoscribe uses so-called GWL files (GWL: “General Writing Lan-
guage”, usual extension: “.gwl”), which describe the trajectories to be followed by
the laser focus inside the photoresist and also configure all the system parameters
to be used during the writing process, in particular the laser power and writing
speed to use. Unlike the very basic streamfiles used for FIB etching, the GWL
language/format offers some programming capabilities such as for loops and vari-
ables, as well as higher-level functions, such as one to write text, making it easier
to label written structures.
Some examples of 3D structures written using the Nanoscribe at the University
of Bristol are shown in figure 5.2.2.
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Figure 5.2.2: A selection of structures created using the Nanoscribe: (a) The
“Bloodhound” car, (b) the Clifton suspension bridge, (c) the University of Bristol
logo, (d) a cake, (e) the Eiffel tower, (f) a ship. All structures were made by me,
except (a), made by Dave B. Phillips, and (d), made by Ying-Lung Daniel Ho.
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5.2.3 Fabricated structures
5.2.3.1 Woodpiles
The first 3D photonic crystals, that were fabricated are the woodpiles, due to their
simplicity. The writing was done layer by layer. Figure 5.2.3 shows some of the
first attempts and the problems encountered.
(a) (b)
Figure 5.2.3: FIB images of initial attempts at creating woodpiles using DLW.
(a) The remaining bottom layers of a woodpile. Due to a too low laser power,
the rods of the woodpile were not connected strongly enough and washed away
during the development phase. (b) Cross section of a woodpile, showing that the
inside was entirely polymerized, due to a too high laser power.
If the laser power is decreased or the writing speed increased, the local ex-
posure dose decreases, leading to a smaller voxel. However, for a fixed distance
between layers, decreasing the voxel size can lead to rods which do not touch
each other anymore. This causes the layers to detach, only leaving a few layers
behind as is visible in figure 5.2.3a. The opposite problem, when the voxel size
is too big, is that the inside of the woodpile becomes homogeneous, as shown in
figure 5.2.3a.
Another significant problem when working at the small scales we are aiming
for (<100-300nm structures) is the structural stability. The structures tend to col-
lapse past a certain size, as is visible in 5.2.4a. This is mainly due to the shrinkage
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of the photoresist during the development, as well as due to the “flexibility” of the
photoresist polymer itself.
In order to counteract any structural collapse, thick walls were added around
the woodpiles, as shown in 5.2.4b.
(a) (b)
Figure 5.2.4: Structural collapse of a woodpile (a) and its prevention by adding
walls (b).
Figure 5.2.5 shows an attempt at creating a 300µm× 300µm woodpile with
a distance of 600nm between rods. It got detached from the substrate due to not
being written “low enough” relative to the substrate interface. Despite that, the
structural stability was really good and the whole structure remained intact. The
created rods were about 100nm wide.
Figure 5.2.6 shows a FIB-cut cross-section of one of the best woodpiles ob-
tained, with ∼ 200nm wide rods.
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(a) (b) (c)
Figure 5.2.5: A 300µm× 300µm woodpile with 18 layers written using a laser
power P = 40 and a scanspeed V = 200µm/s in IP-G. The distance between rods
is 600nm (periods: Nx×Ny×Nz = 499× 499× 18). All images are of the same
woodpile, taken at different magnitudes: (a) 500×, (b) 20000×, (c) 200000×
Figure 5.2.6: Cross-section of a woodpile with 200nm wide rods, separated by
600nm.
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5.2.3.2 RCD
As illustrated in figure 5.2.7, the RCD structure can be considered as a woodpile
with zigzag rods. Based on this analogy, I initially wrote it in a layer by layer
fashion, but replacing the long continuous lines by a series of short lines, each
one forming one rod of the RCD structure. Figure 5.2.8 shows the results of such
a writing method. The elliptical shape of the rods is clearly visible in both cases.
Furthermore, the rods appear less angled than they should be in figure 5.2.8b, most
likely due to a too high writing speed.
(a) (b)
Figure 5.2.7: (a) Woodpile layer-by-layer writing, (b) RCD layer-by-layer writing.
The colours indicate the different layers: red→ green→ blue→ yellow.
The creation of RCD structures was then taken over by another PhD student
(Lifeng Chen), who then switched to a unit-cell by unit-cell writing pattern (each
unit-cell corresponding to a set of 16 rods, i.e. 4 tetrahedral arrangements). Figure
5.2.9 shows an RCD structure made using such an approach. It was designed with
12×6×6 cubic unit-cells and a = 1.25µm.
The unit-cell by unit-cell approach led to much better results and the observa-
tion of a partial bandgap in the near-infrared region. The corresponding measure-
ment results were published in [104] and will be detailed in section §6.1.
As can be seen in figures 5.2.9b and 5.2.9c, the rods are however not circular
as in the simulations from section §4.4, but elliptical with a transverse height (i.e.
orthogonal to the rod axis) h∼ 600nm and width w∼ 250nm, due to the elliptical
shape of the voxel.
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(a) (b)
Figure 5.2.8: Early examples of RCD structures written using a layer by layer
approach: (a) One of my early structures, (b) later structure made by Lifeng Chen,
where the writing speed was too high, leading to too small angles and an almost
woodpile-like structure.
(a) (b) (c)
Figure 5.2.9: RCD structure designed with a = 1.25µm written using a unit-cell
by unit-cell approach, made by Lifeng Chen[104]. (a) Overview showing the finite
dimensions: 12 periods in plane (14µm) and 6 periods in the vertical direction
(7.5µm). (b) and (c) show the feature sizes: rod height h∼ 600nm and rod width
w∼ 250nm. Note that the rod height is measured orthogonally to the rod axis, not
“vertically”. Each rod was written using 3 parallel lines separated by 55 nm.
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5.2.3.3 Tapsterite
In the case of the Tapsterite, the slicing tool Nanoslicer, provided by the Nano-
scribe GmbH was used. Nanoslicer reads in STereoLithography (STL) files,
which describe 3D geometries, and generates GWL files, which can then be used
to write the corresponding structure with the Nanowrite software on the Nano-
scribe (Nanowrite being the software controlling the laser and sample holder
movement of the Nanoscribe machine). The STL file needs to describe an ori-
entable closed surface, i.e. a surface with a clearly defined inside and outside and
no open boundaries. Nanoslicer then creates a set of layers stacked in the Z direc-
tion (vertical) consisting of segments parallel to the XY plane (horizontal), with
all segments inside the 3D geometry described by the STL file. The coordinates
describing these segments are then written to a GWL file usable by the Nano-
scribe. Note that the latest version of Describe, a GWL file editor provided with
the Nanoscribe, now includes an equivalent 3D slicing tool, making Nanoslicer
obsolete. The principle however remains the same. The distance between seg-
ments inside each layer and between segment layers can be customized in both
the Describe slicing tool and Nanoslicer in order to adapt to various photoresists
and voxel sizes.
The necessary input STL files were generated in the 3D modeling software
Blender via a custom Python 3 script, which allows configuring the desired filling
fraction. Figure 5.2.10 shows a single cubic unit-cell of size a = 50µm, while
figure 5.2.11 shows the results for 3x3 arrays of such unit-cells on a smaller scale
from a = 30µm down to a = 5µm.
The arrays were created by replicating the same GWL pattern generated from
the slicing of a single cubic unit-cell of Tapsterite, i.e. not by slicing an array of
unit-cells. Due to bugs in the slicing software, artefacts sometimes appear, such
as the line linking truncated tetrahedrons in figure 5.2.11d.
The quality of the structures could probably be further improved by generating
a GWL pattern for a single truncated tetrahedron (via a slicing software, or via
a customized writing pattern) and replicating that into a crystal structure. The
convex and relatively simple nature of a single truncated tetrahedron should make
it easier to “slice”. If needed, additional lines could be written between truncated
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tetrahedrons in order to make them stick together more strongly.
The Tapsterite structure remains recognizable down to a = 5µm. However, in
order to create such a crystal with a bandgap centred on λ = 637nm for example,
we would have to get down to a = 0.68× 637nm ' 433nm (cf section 4.5.2),
which seems extremely challenging (each truncated tetrahedron would be about
the same size as the smallest voxels currently achievable) and is at the resolution
limits of the Nanoscribe.
Figure 5.2.10: A large Tapsterite unit-cell of lateral size a = 50µm.
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(a) a = 30µm (b) a = 15µm
(c) a = 10µm (d) a = 8µm
(e) a = 6µm (f) a = 5µm
Figure 5.2.11: Tapsterite structures of varying cubic unit-cell size a.
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5.3 Chapter conclusion
I investigated the feasability of 1D pillars in diamond via FIB etching. While
I managed to fabricate some of the designed structures, they remain difficult to
reproduce reliably, mainly due to the drifting occurring during the etching process.
I then moved on to fabricating 3D structures using the Nanoscribe DLW ma-
chine. This work started towards the end of my PhD and my main role has been to
prepare the various scripts to generate GWL files for writing the structures, which




The long-term goal is to create a photonic crystal cavity strongly coupled to
a quantum emitter with sufficient quality for quantum information applications.
However in the short-term, the first objective is to fabricate a 3D photonic crystal
with a full photonic bandgap within the visible to infrared spectrum (to couple
with diamond colour centres or quantum dots).
Strong coupling has already been achieved in 1D[137] and 2D[138] structures,
but not yet in 3D photonic crystals. Similarly, while full bandgaps around 1.55µm
and 700nm have been achieved in a 3D woodpile photonic crystal[139], no strong
coupling within a 3D photonic crystal has been demonstrated experimentally so
far.
The first steps towards these goals are to show bandgaps in the fabricated
structures at longer wavelengths. This has been achieved by Lifeng Chen, one of
the PhD students I helped train, who has shown a partial gap at 1.55 µm[78, 104].
I describe the corresponding results briefly in section §6.1. The second step is to
fabricate a crystal using materials with a high index contrast in order to obtain a
full bandgap. Preliminary fabrication results using chalcogenide materials will be
shown in section §6.2.
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6.1 Measurements
In order to validate the calculated bandgaps and check the quality of the fabricated
structures, measurements are required. The simplest measurements are transmis-
sion and reflection measurements. However, in order to properly visualize the
actual bandstructures, the transmission and reflection measurements need to be
done for multiple angles, with each angle corresponding to a different~k vector
direction in the band diagrams. A measurement setup based on the Fourier Im-
age Spectroscopy (FIS) principle[140–142], where reflection spectra are collected
at various angles in the Fourier plane of a lens was therefore used. Figure 6.1.1




50% reflectivity pick-off beamsplitter
Figure 6.1.1: Diagram of the reflection spectroscopy setup. A CCD camera is
added for orientation on the sample substrate. Lenses L1 and L3 (L2 and L4)
relay the back focal plane to the detection fiber in reflection (transmission).
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The broad band white light source (WLS100 from Bentham Instruments Ltd.),
the collimator (low magnification objective lens, 4×) and the high numerical aper-
ture (40×, NA = 0.75) objective lens ensure a broad angle illumination of the
sample, so that rays are incident from ∼ −40◦ to +40◦. In the case of a perfect
photonic crystal with parallel surfaces, any ray incident at angle θ will come out
on the other side at θ , despite any refraction occurring within the crystal, similar
to the case of refraction through a homogeneous isotropic medium. The next step
is therefore to collect only the light coming out of the sample at a specific angle.
This is achieved by collecting light at a specific point from the backfocal plane of
lens Lb. The light intensity spectrum in this plane corresponds to a Fourier Image,
hence the name of this setup. The collection is done via a 4-f system (lenses L2
and L4), which focuses the light into the detecting fiber connected to a spectrom-
eter with an InGaAs photodiode array detector sensitive to a wavelength range
from 900 nm to 1800 nm with a spectral resolution of 1.5 nm. In order to get the
transmission information for each angle, the detecting fiber is scanned across the
Fourier image in the X direction (parallel to the set-up plane). Since the spectrom-
eter yields the intensity as a function of frequency, we are able to build a spectral
map, showing the transmission as a function of angle and frequency. The same
can be done in reflection, assuming light propagating in reverse, in which case
the light is collected via the second 4-f system (lenses L1 and L3). In order to
measure polarization-specific effects, we also add a linear polarizer in front of the
beamsplitter, to introduce light polarized perpendicular to the plane of incidence
(S-polarized light) or light polarized parallel to the plane of incidence (P-polarized
light).
Figure 6.1.2 shows the measurements obtained using this method on the sam-
ple shown in figure 5.2.9 and compares it to a bandstructure calculated using MIT
Photonic-Bands (MPB) for the corresponding dimensions.
While this work is mainly the result from Lifeng Chen, I contributed to the
bandstructure calculations used in figure 6.1.2a. As explained in section §5.2, the
elliptical voxel shape used in Direct Laser Writing (DLW) causes the fabricated
rods to be elliptical. The band structures calculated in section §4.4 for circular
rods are therefore not appropriate for comparisons with the measurements. Since
the MPB software does not yet offer any way to directly simulate finite elliptical
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cylinders, I wrote a custom function to do so. I also contributed to the geometric
description and illustration of the Rod-Connected Diamond (RCD) structure in
the paper.
Figure 6.1.2b shows transmission and reflectivity measurements at normal in-
cidence (the X ′ symmetry point at 0◦). A clear 20% dip (peak) in transmission
(reflection) with centre wavelength around 1500 nm is observed in these measure-
ments. The agreement between simulation and experiment confirms the evidence
of the fundamental Photonic Band-Gap (PBG) in this low-index-contrast (1.52 : 1)
polymeric RCD structure, within which there are no allowed propagation modes,
leading to the observed dip in transmission and peak in reflection.
Figures 6.1.2c and 6.1.2d show angle resolved optical spectra in reflection for
P- and S-polarization with superimposed band diagrams [from figure 6.1.2a].
First, a strong reflection region can be seen in both cases (S- and P-polarized
light) going from from ∼ 1550− 1500 nm at 0◦ to ∼ 1500− 1450 nm at 20◦ (∼
U ′ point in the first Brillouin zone). This is the fundamental PBG and agrees
with the overlayed bandstructure calculated with MPB. According to MPB, the
fundamental PBG should then drop in frequency again as the angle increases past
20◦, from ∼ 1500−1450 nm at 20◦ to ∼ 1600−1550 nm at 30◦. This can indeed
be seen a little bit for the S-polarized light, whose reflection is generally stronger
than that of P-polarized light (as is the case even for the reflection from a single
interface due to the Brewster angle, where reflection drops to 0 according to the
Fresnel equations).
However, in both cases, the reflection in the fundamental PBG tends to be
much weaker at 30◦ compared to 20◦. This is due to the finite crystal size in the
horizontal plane (14× 14 µm, 12× 12 periods), as well as to strong scattering
from the sample edges.
The higher order PBGs are more difficult to observe. However, for P-polarized
light, we can see a higher order PBG extending from∼ 1100nm at 0◦ to∼ 1000nm
at 35◦ and, for S-polarized light, another higher order PBG extending from ∼
1100 nm at 0◦ to ∼ 1400 nm at 20◦.
The signal-to-background ratio is generally low, mainly due to the sub-wavelength
surface roughness, which causes light scattering.
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(a) (b)
(c) P-polarized light (d) S-polarized light
Figure 6.1.2: Simulation and measurement results of the RCD structure from fig-
ure 5.2.9. (a) Calculated band structure of an RCD structure with a = 1.25µm
and elliptical rods of transverse height h = 600nm and width w = 250nm. The
insert defines the first Brillouin zone of RCD showing the principle directions (X ′,
U ′, L) with the path of wavevectors covered in our measurements X ′→U ′→ L
mapped by bold blue vectors. (b) Transmission and reflection measurements at
normal incidence [the X ′ symmetry point at 0◦ in (a)] as a function of wavelength.
The shadow region defines the relevant fundamental band gap estimated from (a).
(c,d) False colour plots of reflection spectra against collection angle (red is high
intensity, blue is low) allowing us to visualize the bandstructure: (c) Measured
using P-polarized incident light. (d) Measured using S-polarized light.
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6.2 High index contrast 3D photonic crystals
In order to obtain a full bandgap, a higher index contrast is required. Chalcogenide
materials were chosen due to their high refractive indices (n = 2−5) and low ab-
sorption coefficients in the visible and near infrared range (0.500−2µm), as well
as the ability to pattern them via DLW[143–146]. Another advantage of chalco-
genide materials is their high χ(3) nonlinearity, which makes them interesting for
applications such as all-optical switching[147] and four-wave mixing[148].
Chalcogenides are chemical compounds containing sulphur (S), selenium (Se),
tellurium (Te) or polonium (Po), which are all elements in column 16 (group 16)
of the periodic table, i.e. part of the chalcogen group (oxygen (O) and livermo-
rium (Lv) are usually not included, the first because of very different properties
and the second because of its still unknown properties)[149].
The initial plan was to use the Nanoscribe to directly pattern structures into a
chalcogenide and then remove the unexposed areas using wet etching as has been
done using As2S3 in [143, 144, 150]. Unfortunately, we were unable to obtain
As2S3 and the necessary developer from Nanoscribe. Instead, a collaboration with
Dr. Kevin Huang and Prof. Dan Hewak from the Optoelectronics Research Centre
at the University of Southampton (ORC Southampton) was established. They pro-
vided us with chalcogenide glasses and backfilled our structures using Chemical
Vapour Deposition (CVD). Three different chalcogenides have been tried so far:
• Germanium antimony sulphide: Ge−Sb−S
• Molybdenum disulphide: MoS2
• Tin sulphide: SnS
Their optical properties are summarized in table 6.2.1.
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Composition Optical properties ReferencesAbsorption edge λ0 = 637 nm λ0 = 940 nm λ0 = 1.55 µm
Ge−Sb−S
n∼ 2.4−2.9 n∼ 2.4−2.7 n∼ 2.3−2.6
[151]λedge ∼ 477−564 nm κ < 7.6×10−3 κ < 7.6×10−3 κ < 7.6×10−3
α < 1.5×103 cm−1 α < 1.5×103 cm−1 α < 1.5×103 cm−1
MoS2
n∼ 5.1 n∼ 4.4 n∼ 4.2
[152, 153]λedge ∼ 750 nm κ ∼ 1 κ ∼ 0 κ ∼ 0
α ∼ 2×105 cm−1 α ∼ 0 cm−1 α ∼ 0 cm−1
SnS
n∼ 4.7 n∼ 3.6 n∼ 3.1
[154]λedge ∼ 886 nm κ ∼ 0.15 κ ∼ 0 κ ∼ 0
α ∼ 3×104 cm−1 α ∼ 0 cm−1 α ∼ 0 cm−1
Table 6.2.1: The chalcogenides used, their absorption edge and their complex re-
fractive indices ñ = n+ i ·κ and absorption coeffcients α = 4π·κ
λ0
for λ0 = 637nm
(zero-phonon line of diamond NV−-centres), 940nm (InGaAs quantum dots) and
1.55µm (telecommunications wavelength). Note that for Ge−Sb−S, the compo-
sition can be tuned, leading to different optical properties[151].
(a) (b)
Figure 6.2.1: Structures written into Ge− Sb− S chalcogenide glass using the
Nanoscribe: (a) Some GWL code, (b) A rectangular grid (2D grating). The sample
was never developed due to the unavailability of an appropriate developer solution.
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Figure 6.2.1 shows the result of direct laser writing in germanium antimony
sulphide (Ge− Sb− S). The exposure to the laser beam lead to a phase change,
creating a low index contrast structure.
Due to the lack of an appropriate developer for the directly written structures,
backfilling of polymer structures was then tested. Figure 6.2.2 illustrates the steps
of the backfilling process. First, the 3D structure is created using DLW in a poly-
mer photoresist such as IP-G or IP-L, then chalcogenide glass is deposited using
CVD[151, 155] and finally the polymer is removed via decomposition and evap-
oration by heating the sample to at least 500◦C. However, since the polymer can
only properly evaporate if it is exposed to the atmosphere, an additional Focused
Ion Beam (FIB) etching of the sample surface can be necessary to expose the top
of the structure, unless the height of the deposited chalcogenide is lower than the
height of the original polymer template.
(a) (b) (c)
Figure 6.2.2: Illustration of the chalcogenide backfilling procedure for an RCD
structure: (a) The 3D structure is created using DLW in a polymer photoresist.
(b) Chalcogenide glass is deposited using CVD, with a thickness so that some of
the polymer remains exposed. If the whole sample is covered, an additional FIB
etching step is necessary to expose some of the polymer again. (c) The polymer is
removed by heating the sample to at least 500◦C, which leads to its decomposition
and evaporation.
The first attempt was done using Ge−Sb−S on a woodpile sample. In order
to make sure that the backfilling process works correctly, a FIB cross-section of
the sample was made directly after CVD deposition, i.e. without the polymer
being removed first. The result is shown in 6.2.3. The dark areas correspond
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to the polymer and the bright areas to the chalcogenide. The rods are clearly
distinguishable, as well as the offset between layers, showing that the backfilling
worked properly.
Figure 6.2.3: FIB cross-section of a woodpile backfilled with Ge−Sb−S. (Back-
filling done at ORC Southampton by Kevin Huang, FIB cross-section done at
Bristol by Daniel Ho.)
Figure 6.2.4 shows pictures of an RCD structure backfilled with tin sulfide.
The deposited chalcogenide layer was too thick, covering the whole structure.
As explained previously, an additional FIB etching of the surface and edges was
therefore added to expose the polymer rods (figure 6.2.4a). Additionally, in the
case of tin sulphide, the CVD deposition usually leads to films containing predom-
inantly SnS2 and some SnS. The sample therefore underwent a two-step annealing
process at 500◦C, first in an O2 atmosphere and then in an H2S-Ar gas mixture in
order to obtain pure crystalline SnS[156, 157]. During this annealing process, the
polymer was decomposed and evaporated due to the high temperature. The final
inverse RCD structure is shown in figure 6.2.4b.
Figure 6.2.5 shows a partial backfilling (i.e. coating) of an RCD structure
with MoS2. Due to the partial backfilling, an additional FIB-etching step was not
necessary.
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(a) (b)
Figure 6.2.4: (a) RCD structure after backfilling with tin sulphide via CVD and
after FIB-etching of the surface and edges to expose the polymer. (b) The same
structure after the annealing process, which removes the polymer photoresist.
(Backfilling and annealing done at ORC Southampton by Kevin Huang, FIB etch-
ing done at Bristol by Daniel Ho.)
(a) (b)
Figure 6.2.5: RCD structure partially backfilled with MoS2, annealed at 450◦C
for 3 hours in an H2S-Ar gas mixture. (Backfilling and annealing done at
ORC Southampton by Kevin Huang.)
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6.3 Chapter conclusion
We successfully demonstrated a partial bandgap around 1.55µm experimentally
in a fabricated RCD structure, validating our simulation results, as well as the
quality of the fabricated structure. Next, we also showed that backfilling the writ-
ten polymer structures using high index chalcogenide materials and removing the
polymer afterwards is possible. This means that we should be able to obtain a full
photonic bandgap in the visible to near-infrared region in the near future.
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In this thesis, I have studied several defect cavities in 1D and 3D photonic crys-
tals. The ultimate goal is to experimentally observe strong coupling of photons
with quantum emitters inside such cavities, in order to then further develop them
into deterministic two-photon quantum gates, one of the main components miss-
ing for future scalable quantum computers. Getting there is extremely difficult
due to the small wavelengths that need to be worked with and the corresponding
nanostructures that need to be built with sufficient quality.
However, I still managed to design and optimize new cavities in 1D and 3D
crystals via simulations and showed that they should theoretically allow for the
observation of strong coupling. Selected cavities showed high Q-factors up to Q'
9.56× 106 and mode volumes down to Ve f f ∼ 0.1 · (λ/n)3. This is the smallest
dielectric cavity volume that has ever been reported. In terms of fabrication, I have
helped show the feasability of the designed structures. While no full bandgap has
been achieved so far here in Bristol, we have already shown a partial bandgap in






There are a lot more photonic crystals and defect geometries which can be
studied (in particular defects in Tapsterite crystals). One interesting possi-
bility are quasicrystals[158, 159], another one is topological defects[160].
It will also be necessary to study efficient ways of coupling light in and out
of the cavities. Furthermore the effect of the Photonic Crystals (PhCs) on
polarization and Orbital Angular Momentum (OAM) has not been studied
much yet, and could be very important for working with polarization-based
photonic qbits in the future, as well as for potential circular polarization
beamsplitters (chiral beamsplitters)[11] or OAM generators[161] for exam-
ple.
• Improving the Direct Laser Writing (DLW) resolution:
The resolution or feature size in DLW is limited by both the optical and the
chemical system. Up to present we have used commercially available high
resolution photoresists (IP-L) leading to a voxel height larger than 600 nm.
This is too high for PhCs suitable for the commercially relevant 1.55µm
wavelength. In collaboration with Bristol chemistry, we have therefore be-
gun to develop in-house high resolution photoresists with a smaller voxel
size. The preliminary results show lateral and axial feature sizes of single
voxel <200 nm width and <500 nm height.
• DLW in chalcogenide and the use of selective etchant:
There have been demonstrations that DLW in chalcogenide glasses followed
by use of a selective etchant can be used to make 3D structures[150]. We
aim to adapt this approach to Bristol’s DLW system using the same etchant
or by developing a novel etchant optimised for the composition of chalco-
genide in collaboration with Bristol chemists and Southampton collabora-
tors. DLW into high refractive index materials provides a dramatic reduc-
tion in process complexity.
• Backfilling with other materials:
In the long term, the 3D PhCs will also be backfilled with magnetic ma-
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terials, such as nickel-iron and cobalt deposited via electrodepositing in a
collaboration with Cardiff University[162]. Electroactive conducting 3D
printing materials based on the oligo(aniline)s have been developed in col-
laboration with Bristol chemists[163], which could enable sensors based on
changes due to external stimuli, such as acids.
• Software development:
During this PhD, a lot of software tools were also developed, both in re-
lation to electromagnetics simulations (see 7.1.1 for example), but also for
Focused Ion Beam (FIB) etching and DLW. They were not presented in this
thesis due to still being too unpolished and being mostly a collection of var-
ious scripts. However, they are already being used by other students in the
group and could eventually be turned into more user-friendly tools and/or
integrated into existing software such as MIT Electromagnetic Equation




Figure 7.1.1: 3D visualization of the electromagnetic energy distribution in a
woodpile defect cavity, created by converting Bristol FDTD output into a format
which can be used by 3D data visualizing tools such as Paraview[165]. Conver-
sion of output files generated by MEEP[75] and MPB[79] is also possible.
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Appendix A
FCC Brillouin zone coordinates
All coordinates specified in the cartesian orthonormal basis (~x,~y,~z).
• Lattice vectors:
◦ −→a1 = 12(0,1,1)
◦ −→a2 = 12(1,0,1)
◦ −→a3 = 12(1,1,0)
















• Labeled points (coordinates normalized by 2π) (75 points in total):
◦ Γ = (0,0,0) (1 point)
◦ X = Xi =~i with i ∈ {±x,±y,±z} (6 points)
◦ U =Ui jk =~i+ 14~j+
1
4
~k with (i, j,k)∈{(±x,±y,±z),(±y,±x,±z),(±z,±x,±y)}
(24 points)
◦ L = Li jk = 12(~i+~j+~k) with (i, j,k) ∈ {(±x,±y,±z)} (8 points)
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◦ W =Wi j =~i+ 12~j with (i, j)∈{(±x,{±y,±z}),(±y,{±x,±z}),(±z,{±x,±y})}
(24 points)

































Figure B.1.1: Creation of the corner and edge truncated tetrahedron. (a) The
initial tetrahedron. (b) Corner truncation. (c) Edge truncation.
In this section, we define:
• T : The regular tetrahedron before any truncation shown in figure B.1.1a.
• T T 1: The corner-truncated tetrahedron shown in figure B.1.1b.
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• T T 2: The corner and edge truncated tetrahedron shown in figure B.1.1c.
(a) (b)
Figure B.1.2: (a) A unit-cell of the Tapsterite structure, consisting of eight trun-
cated tetrahedrons (in blue). Additional truncated tetrahedrons obtainable via
translation along the lattice vectors are shown in transparent red. (b) The Tap-
sterite geometry (in blue) relative to the rod-connected diamond geometry con-
sisting of spheres (green) connected via rods(red).
As can be seen in figure B.1.2a, there are 8 truncated tetrahedrons inside one








where VT T 2 is the volume of T T 2.
In order to calculate VT T 2, we start with the simple tetrahedron T , inscribed










When truncating the corners, 4 regular tetrahedrons of edge length α · at/2




(α ·at/2)3 each are removed from tetrahedron T (using α as
defined in equation (4.5.1)). This leads to the following expression for the volume
of T T 1:
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The volume of T T 2 can then be expressed as:
VT T 2 =VT T 1−6Vedge (B.1.5)
In order to express VT T 2 as a function of au, we still need to know ac as a
function of au. This can be determined by calculating the distance D from the
centre of T T 2 to the centre of one of its regular hexagon faces. The distance
between two T T 2 units in the Tapsterite structure then has to be 2D for them to
touch each other. This corresponds to the distance between two atoms (spheres)
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B.2 Determining the corner cut ratio α as a function
of the filling fraction FF
The filling fraction FF can be expressed as a function of the corner cutting ratio α
by equation (4.5.2). Expressing α as a function of FF therefore requires solving
the following third order polynomial equation for α:
aα3 +bα2 + cα +d = 0 (B.2.1)
with these coefficients: 
a = 128 ·FF−1
b = −576 ·FF−9
c = 864 ·FF
d = 18−432 ·FF
(B.2.2)









, k ∈ {1,2,3} (B.2.3)

















∆0 = b2−3ac∆1 = 2b3−9abc+27a2d (B.2.6)
It is then also useful to define the discriminant ∆ as follows:
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∆ = 18abcd−4b3d +b2c2−4ac3−27a2d2 (B.2.7)
• If ∆ > 0, then the equation has three distinct real roots.
• If ∆ = 0, then the equation has a multiple root and all its roots are real.
• If ∆ < 0, then the equation has one real root and two nonreal complex con-
jugate roots.
Because the filling fraction has to belong to the interval [0,1], it makes sense to
plot ∆(FF) on that interval. This leads to figure B.2.1a, which shows that ∆ is
always positive. So we can also plot the αk(FF) roots over that interval.











So we only plot the αk roots over that range, leading to figures B.2.1b, B.2.1c
and B.2.1d.
From there, it is clear that α1 is the only root which makes sense as the corner
cutting ratio α , as defined in equation (4.5.1).
Therefore, we simply have:
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Figure B.2.1: The discriminant ∆ (a) and the solutions αk (b-d) of the cubic equa-
tion B.2.1 as a function of the filling fraction FF . The vertical lines indicate the
minimum and maximum values of FF for the Tapsterite geometry. The horizontal






















































Chapter C: 3D Gaussian integration
C.2 Numerical results for integration over an infi-
nite volume



























































































Chapter C: 3D Gaussian integration
C.3 Integration over a finite volume
The result F(V ) of integrating f3D(r) over a finite volume V enclosed by a sphere










By setting R =
√
α · r (and Rmax =
√
























This function of course decreases from 1 to 0 as the integration radius Rmax
increases from 0 to ∞.





If the integration is done by using only values greater than 10−3 (i.e. over a
ball of radius Rmax =
√
−ln(10−3)), we find ε = 0.32%.
For reference, here is the result for the previously considered case where































D.1 Inverse FCC-sphere geometry




































Figure D.1.1: Relative gap size and midgap position of inverse FCC-sphere struc-
tures as a function of backfill refractive index and sphere radius (3D plots).
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Figure D.1.2: Relative gap size and midgap position of inverse FCC-sphere struc-
tures as a function of backfill refractive index for touching spheres (r/a =
√
2/4).


































Figure D.1.3: Relative gap size and midgap position of inverse FCC-sphere struc-
tures as a function of backfill refractive index and sphere radius (2D plots).
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Figure D.1.4: Band structures for inverse FCC-sphere structures for different




Chapter D: Additional simulation results
D.1.2 FDTD simulation results
198






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapter D: Additional simulation results
D.2 FCC-woodpile
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Chapter D: Additional simulation results
D.3 RCD geometry
D.3.1 FDTD simulation results



























Figure D.3.1: Resonance frequencies of the cavities studied in section §4.4












































Figure D.3.2: Q-factors and mode volumes of the cavities studied in section §4.4
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D.3.2 Coupling with InGaAs quantum dots










































































Figure D.3.3: Coupling parameters of the cavities studied in section §4.4 in the
case of coupling with InGaAs quantum dots.
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D.3.3 Coupling with NV−-centres














































































Figure D.3.4: Coupling parameters of the cavities studied in section §4.4 in the















t(s) = V (µm
3)
I(nA)×Sr(µm3/nC)
Available beamcurrents and corresponding spotsize:
Beam current (pA) 1 4 11 70 150 350 1000 2700 6600 11500







• OL (%) sets the beam diameter overlap; in this case 50%.
• DWELL (100ns) sets the time the beam dwells at a particular point or pixel.
The dwell units are 100 nanoseconds (0.1µs), so a dwell of 10 in this case
sets the dwell time to 1000ns or 1µs.
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• Sr (µ3/nC) is a sputter rate. The sputter rate in this material file is 0.15µ3/nC,
that is, the volume of material removed per charge. For deposition gases,
the sputter rate is the deposition rate.
• Depth (µm) is the desired mill depth in µm (or deposition thickness) that
will appear in the Pattern Z list box when you draw a pattern.
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Etching rates from some material files (.mtr):

























































Electromagnetism formula and unit
reference
• Electric permittivity of free space: ε0 : F/m
• Magnetic permeability of free space: µ0: N/A2
• Relative electric permittivity: εr = 1+χE
• Relative magnetic permeability: µr = 1+χM
• Electric susceptibility: χE
• Magnetic susceptibility: χM
• Electric field: ~E : V/m
• Magnetic field: ~B = µ0(~H + ~M) : Tesla
• Electric displacement field: ~D = ε0~E +~P : C/m2 = A · s/m2
• Magnetic displacement field: ~H = ~B/µ0− ~M : A/m
• Poynting vector: ~S = ~E× ~H : W/m2
• Electric instantaneous energy density in free space: 12ε0~E
2 : J/m3
• Magnetic instantaneous energy density in free space: 12 µ0~H
2 : J/m3
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• In linear + isotropic electric medium:
◦ ~P = ε0χE~E
◦ ~P = χE1+χE ~D
◦ ~D = ε0(1+χE)~E
• In linear + isotropic magnetic medium:
◦ ~M = χM
µ0(1+χM)
~B
◦ ~M = χM~H









λ0 = 637 nm λ0 = 940 nm λ0 = 1.55 µm
ν = 4.71×1014 Hz ν = 3.19×1014 Hz ν = 1.93×1014 Hz
E = 1.95 eV E = 1.32 eV E = 0.80 eV
Ge−Sb−S
n∼ 2.4−2.9 n∼ 2.4−2.7 n∼ 2.3−2.6
[151]
λedge ∼ 477−564 nm κ < 7.6×10−3 κ < 7.6×10−3 κ < 7.6×10−3
νedge ∼ 5.32−6.29×1014 Hz α < 1.5×103 cm−1 α < 1.5×103 cm−1 α < 1.5×103 cm−1
Eedge ∼ 2.2−2.6 eV ε1 > 5.8−8.4 ε1 > 5.8−7.3 ε1 > 5.3−6.8
ε2 < 0.036−0.044 ε2 < 0.036−0.041 ε2 < 0.035−0.040
MoS2
n∼ 5.1 n∼ 4.4 n∼ 4.2
[152, 153]
λedge ∼ 750 nm κ ∼ 1 κ ∼ 0 κ ∼ 0
νedge ∼ 4.00×1014 Hz α ∼ 2×105 cm−1 α ∼ 0 cm−1 α ∼ 0 cm−1
Eedge ∼ 1.65 eV ε1 ∼ 25 ε1 ∼ 19.5 ε1 ∼ 17.6
ε2 ∼ 10 ε2 ∼ 0 ε2 ∼ 0
SnS
n∼ 4.7 n∼ 3.6 n∼ 3.1
[154]
λedge ∼ 886 nm κ ∼ 0.15 κ ∼ 0 κ ∼ 0
νedge ∼ 3.39×1014 Hz α ∼ 3×104 cm−1 α ∼ 0 cm−1 α ∼ 0 cm−1
Eedge ∼ 1.4 eV ε1 ∼ 22 ε1 ∼ 13 ε1 ∼ 9.6
ε2 ∼ 1.4 ε2 ∼ 0 ε2 ∼ 0
Table G.0.1: The chalcogenides used, their absorption edge and their optical prop-
erties (complex refractive index ñ = n+ i · κ , complex dielectric constant ε̃r =
ε1 + i · ε2 and absorption coeffcient α = 4π·κλ0 ) for λ0 = 637nm (zero-phonon line
of diamond NV−-centres), 940nm (InGaAs quantum dots) and 1.55µm (telecom-
munications wavelength). Note that for Ge−Sb−S, the composition can be tuned,
leading to different optical properties[151].
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G.1 Germanium antimony sulphide (Ge−Sb−S)
(a)
(b)
Figure G.1.1: Optical properties of Ge−Sb−S. Taken from [151].
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G.2 Molybdenum disulphide (MoS2)
(a) (b)
Figure G.2.1: Optical properties of MoS2. Taken from [152]. The solid line is ε1
and the dashed line ε2. The X axis is the energy in eV .
Figure G.2.2: Optical properties of MoS2 in the 400−750nm range. Taken from
[153].
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G.3 Tin sulphide (SnS)
(a)
(b)




• Complex refractive index: ñ = n+ i ·κ
• Absorption coefficient (m−1): α = 4π·κ
λ0
• Complex relative dielectric constant: ε̃r = ε1 + i · ε2
• ε1 = n2−κ2
• ε2 = 2 ·n ·κ










• κ = 1√
2
(
−ε1 +(ε21 + ε22 )1/2
)1/2
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• Type I contains nitrogen (100-3000 ppm - parts per million atoms):
◦ Type Ia contains aggregated nitrogen
◦ Type Ib contains single substitutional nitrogen
• Type II contains very low nitrogen concentration:
◦ Type IIa has nitrogen as the major impurity.
◦ Type IIb has boron as the major impurity.
For more info, see the Element 6 handbook:
http://e6cvd.com/media/wysiwyg/pdf/E6_CVD_Diamond_Handbook_A5_v10X.pdf
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• Ge-Sb-S: only backfilled, polymer not removed
1. sample DLW
2. CVD deposition
• Sn-S: backfilled, etched, polymer removed
1. sample DLW
2. CVD deposition
3. FIB edge etching
4. removal of polymer, with 200 sccm O2 at 500◦C for 2h
5. conversion to pure crystalline SnS by annealing, with 50 sccm H2S +
150 sccm Ar at 500◦C for 2h
• MoS2: backfilled, polymer removed
1. sample DLW
2. CVD deposition
3. annealing + removal of polymer, with 50 sccm H2S + 150 sccm Ar +
100 sccm 6%H2/94%Ar at 450◦C for 3h
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Appendix K









Figure K.0.1: Definition of the reflection (R, R0), transmission (T , T0) and







(a) Without geometry (scatterer), (b) With geometry (scatterer)
• Energy conservation (positive values if travelling to the right or upwards):
R0 = T0 +L0 (K.0.1)
R = T +L (K.0.2)
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• Additional defintions:
◦ Reference input: φin = R0
◦ Reference output: φout = T0
◦ Reflected flux: φre f l = R−φin = R−R0 < 0
• Resulting relations:
◦ R0 = T0 +L0→ φin = φout +L0
◦ R = φre f l +φin
◦ R = φre f l +φout +L0
◦ R = T +L→ φre f l +φin = T +L⇒ φin = T +L−φre f l
◦ R = T +L→ φre f l +φout +L0 = T +L⇒ φout = T +(L−L0)−φre f l
• Normalization by reference input (φin = R0):










= TN +LN +RN (K.0.4)

TN = Tφin =
T
R0








• Normalization by reference output (φout = T0):










= TN +LN +RN (K.0.7)















Distributed Bragg Reflector (DBR)
bandgap parameters
L.1 General definitions
Period a and layers of (index,thickness)=(n1,d1) and (n2,d2).










(Non-magnetizable materials assumed, so µr = 1.)
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• Steven Johnson, Photonic crystals: Chapter 4, eq 3-5, p51-52 (main re-
sults)[2]
• Pochi Yeh, Optical waves in layered media: Chapter 6.2, eq 6-2.18-6-2.20,
p127-128 (detailed derivation)[3]
• Saleh+Teich, Fundamentals of photonics: Chapter 7, eq 7.2-19, p272 (dis-
persion relation in the general case)[167]
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