High dimensional spaces pose a serious challenge to the learning process. It is a combination of limited number of samples and high dimensions that positions many problems under the "curse of dimensionality", which restricts severely the practical application of density estimation. Many techniques have been proposed in the past to discover embedded, locally-linear manifolds of lower dimensionality, including the mixture of Principal Component Analyzers, the mixture of Probabilistic Principal Component Analyzers and the mixture of Factor Analyzers. In this paper, we present a mixture model for reducing dimensionality based on a linear transformation which is not restricted to be orthogonal. Two methods are proposed for the learning of all the transformations and mixture parameters: the first method is based on an iterative maximum-likelihood approach and the second is based on random transformations and fixed (non iterative) probability functions. For experimental validation, we have used the proposed model for maximum-likelihood classification of five "hard" data sets including data sets from the UCI repository and the authors' own. Moreover, we compared the classification performance of the proposed method with that of other popular classifiers including the mixture of Probabilistic Principal Component Analyzers and the Gaussian mixture model. In all cases but one, the accuracy achieved by the proposed method proved the highest, with increases with respect to the runner-up ranging from 0.2% to 5.2%.
INTRODUCTION
In the pattern recognition literature, it is widely recognized that high dimensional spaces cause particular difficulties in designing a classifier. One of the reasons is that, in many applications, data points are represented in a high dimensional space when intrinsically they lie in a manifold of much lower dimensionality. Secondly, high dimensions imply high number of parameters which makes the computational task of manipulating and inverting large matrices too expensive. Thirdly, the behaviour and interpretability of concepts acquired for low dimensionality spaces are not always generalized to spaces of many dimensions. Finally, the exponential growth for the need of training samples with the increasing number of dimensions. The combination of all these severe difficulties that can be present in high dimensional spaces is called the "curse of dimensionality" (Bellman, 1961) . In order to mollify the curse, classification is often preceded by a dimensionality reduction step where the original features are combined into a significantly smaller set.
One of the simplest and widely applied techniques for this purpose is Principle Component Analysis (PCA). In PCA, the data in the high dimensional space (P − dimensional) are transformed by an orthogonal projection into a lower dimensional space (D − dimensional). This transformation is performed in a way that maximizes the variance of the projected data by computing the eigenvalue decomposition of the data covariance matrix. In the reduced space, clustering analysis, density modeling and classification are carried out often with higher classification accuracy than in the original space. PCA has proved to be successful in many applications; however, if the dimensionality of the feature space is very high, the calculation of the eigenvectors becomes computationally hard with a complexity of O(nP 2 ) + O(P 3 ), where n is the number of data vectors (often, the O(nP 2 ) is the dominant term). Moreover, variance maximization may not necessarily lead to high class discrimination.
A simple yet interesting alternative approach is to use random transformations (Kaski, 1998) , (Fodor, 2002) .
In this approach, the original data Y is transformed into the lower dimensional X via: X = WY , where W is a D x P matrix (D << P) and its columns are realizations of independent and identically distributed (i.i.d) zero-mean normal variables, scaled to have unit length (Fodor, 2002) . Therefore, the complexity of computing the random matrix is O(PD). It has been shown that projecting the data to a random lowerdimensional subspace yields results comparable to conventional methods such as PCA, as long as the reduced dimension is sufficiently large (Kaski, 1998) , (Bingham and Mannila, 2001) .
On the other hand, PCA has also been refined as a maximum likelihood solution for a probabilistic latent variable model, commonly known as Probabilistic PCA (PPCA) (Tipping and Bishop, 1999b) . In PPCA, a P-dimensional observed data vector y can be described in terms of a D-dimensional latent vector x as:
where W is a P x D matrix describing a linear transformation and ε is an independent Gaussian noise with a spherical covariance matrix σ 2 I. In this direction, Factor analysis (FA) (Bartholomew, 1987) is closely related to PPCA, except that the noise is assumed to have a diagonal covariance matrix. In recent years, there have been growing interest in developing different techniques for discovering embedded, locally-linear manifolds of lower dimensionality that extend the above methods including: mixture of PCA , MPPCA (Tipping and Bishop, 1999a) , and mixture of FA (Ghahramani and , amongst others.
In this paper, we present a novel probabilistic mixture model for dimensionality reduction. Each component of the mixture consists of a linear transformation projecting the original data onto a subspace and a Gaussian distribution is fitted on the projected data. This approach is inspired by a sensor fusion analogy, where each component of the mixture is seen as a sensor that can capture a good representation of the original data by finding the best transformation matrix to represent the data into a new reduced space, and then, fitting a Gaussian distribution over the transformed data. For this reason and for immediacy, we have named the proposed method MLiT -mixture of Gaussians under Linear Transformations.
One of the main novelties of our technique is that the transformation matrices are not restricted to be orthogonal, and this paper explores how this will have an effect on the final classification performance. Two different ways are proposed to learn the model's parameters:
i. The first approach initializes the transformation matrices to orthogonal base vectors, and then learns the parameters of all the transformation matrices and Gaussian distributions in a maximumlikelihood framework (which might cause the vectors to adopt a non orthogonal arrangement) by using an Expectation-Maximization (EM) algorithm.
ii. The second approach, faster and less computationally expensive than the first one, assigns the transformation matrices to random matrices and fixes the Gaussians based on the sample mean and covariance. According to (Kaski, 1998) , in a high dimensional space, there are a much larger number of sufficiently close to orthogonal than orthogonal vectors that might likely be found by carrying out a random mapping.
The proposed technique, MLiT, is used to learn class-conditional likelihoods for maximumlikelihood classification of five "hard" data sets from the UCI repository and the authors' own. Moreover, our model is compared against the well known MP-PCA and the conventional Gaussian Mixture Model (GMM).
This paper is organized as follows: Section 2 presents the proposed method (MLiT), the maximum likelihood solution, the initialization procedure for this solution, and the learning of the transformation's parameters using random matrices. Section 3 describes the experiments conducted to evaluate MLiT over multiple data sets, comparing the results with state-of-the-art classifiers. Finally, in section 4, we draw our conclusions and discuss future work.
APPROACH AND METHODOLOGY
In this section, we describe MLiT, a method for generating a mixture distribution in a dimensionally reduced space that can be useful for density modelling and classification. We first describe the model in the next subsection. We then present in Subsection 2.2 the maximum-likelihood solution devised to learn the model from a set of samples. We also discuss the initialization procedure for this solution. Finally, in Subsection 2.3, we present another way for learning the model's parameters based on random matrices.
Mixture of Gaussians under Linear Transformations (MLiT)
Let us consider a multivariate random variable, y, in a high, P-dimensional space. We define the lower, D-dimensional space through a compressive linear model
where Ω is a D × P real matrix, with D <= P and typically D << P. We also posit a density function, p(x), in x-space and consider f (y) = p(Ωy) = p(x);
(3) f (y) is not a proper density in y-space: rather, a probability function that repeats the probability density p(x) for all y points satisfying x = Ωy. As such, f (y) expresses the probability of the combination of two distributions: a distribution modelled by p(x) in the D-dimensional subspace spanned by the rows of Ω (the retained dimensions); and a uniform distribution along the (P − D)-dimensional subspace satisfying equation x = Ωy for any given x (the discarded dimensions). For instance, if p(x) is Gaussian, f (y) has the shape of a Gaussian "ridge" i.e. a D-dimensional Gaussian function which repeats itself along the direction of x = Ωy in y-space. When referring to its distributional properties hereafter, we will refer to this distribution as Gaussian-uniform. Following the sensor analogy, x can be seen as a view of y made available by a sensor. If the representation power of x is adequate, it will permit to successfully study properties of y e.g. classify measurements in classes of interest.
In general, exploiting an array of M sensors can offer a richer representation of y than a single sensor. By calling f (y|l) the probability function for the l-th sensor in the array, l = 1..M, it holds that:
where we have assumed that each sensor has its own independent view of y, expressed by Ω l (Kittler, 1998) .
Let us now assume that we have a way to estimate a discrete distribution, p(l), stating the quality of the l-th sensor at explaining the y sample. From Bayes theorem, we obtain:
By marginalizing over l, we obtain the probability function f (y) for the sensor array case:
which closely recalls the general density of a mixture distribution. However, probabilities are computed in subspaces spanned by linear transformations and such transformations differ for each component. For simplicity of treatment, we further assume that the individual sensor densities are Gaussian, and note α l = p(l), obtaining:
where the N (Ω l y|µ l , Σ l ) terms are the densities in the subspaces; means µ l , and covariance matrices Σ l are the parameters of each Gaussian component in the l-th subspace for l = 1..M; weights α l are the mixing coefficients.
Once an f (y) density is learnt for each c class, c = 1..C, maximum likelihood classification can be simply attained as:
We note that this model makes no attempt at positioning the subspaces over clusters of data in y-space or minimizing reconstruction errors. As such, the number of views is not in correspondence with the number of clusters in the sample set. Rather, each view is justified by a good likelihood fit i.e. providing high within-class invariance.
Maximum Likelihood (ML) Solution
We propose maximum likelihood as one way for jointly finding the parameters θ l = {α l , µ l , Σ l , Ω l } M l=1 . To this aim, we consider a set of i.i.d. observations, Y = {y i } i=1..N , in the high dimensional space. Our goal is then that of finding values for parameters of (7) maximizing likelihood
As usual in similar cases, rather than attempting maximization of (9) directly, we adopt an EM approach. This requires positing the existence of a set of discrete, Mvalued latent variables, Z = {z i } i=1..N , whose minimum requirement is that the expression of joint probability function f (y i , Z) be simpler than f (y i ) itself.
The target for maximization is the expected value of the complete-data log-likelihood,
where θ and θ g represent the new and old parameters in the EM iterations, respectively. In (10), Z represents a single realization of the entire set of the latent variables and the summation extends over all its possible M N values. The whole derivation has been presented by the authors in a previous work.
The E-step computes p(z i = l|y i , θ g ), or p(l|y i , θ g ) for brevity, which is the responsibility of the l-th component for the y i sample (Bishop, 2006) .
Maximizing (10) leads to the following M-step for the parameters:
For the maximization of Ω l , we considered this matrix as P, D × 1 column vectors, Ω l = (w j ) l , j = 1..P, and we update it column by column, rather than the whole matrix at once. Therefore, the re-estimation formula for (w 1 ) l is the following:
where N is the number of samples, (w g j ) l , j = 2..P are the other columns' "old" values, θ g represent the model's old parameters.
Two important issues may occur as a result of the projection step:
i. the component densities across the mixture model and across different classes, can be different in scale. By this, we mean that the linearly transformed space (the x-space) does not have a defined scale; therefore, likelihood p(x) can be made arbitrarily larger or smaller by changes to the scale of x.
ii. as a consequence of this and the maximumlikelihood target, the scale of x may tend to 0 along iterations to endorse high values of p(x). In turn, this implies that the projection matrix may also tend to zero (an undesirable solution that we call degenerate or singular hereafter).
In order to avoid these problems, we propose the normalization of the projection matrix at each step of the EM algorithm; henceforth, we refer to this method as MLiT (Normalized) or MLiT (N). By equating the concept of norm to that of scale, this will make the densities of equal scale across the different components, and also across different classes. Further, this will avoid Ω l reaching the degenerate solution and act as a likelihood regularization. Therefore, after each EM step, we normalize Ω l as follows:
We have tried several norms (L1, L2, Infinity and Frobenius), with the Frobenius norm providing the highest and most stable results. Therefore, in the following, we report results based on this norm:
Thus, MLiT (N) searches for possible solutions over the likelihood space. Every time a solution is provided by the maximization step of EM, we normalize the projection matrix Ω l in order to keep it on an equal scale. The expectation-maximization steps become therefore expectation-maximizationnormalization steps. An obvious disadvantage of this approach is that the new normalized solution might or might not have higher likelihood than the previous normalized solution. For this reason, we monitor the evolution of the likelihood along the iterations and elicit ad-hoc convergence criteria.
Initialization Phase
In EM, the parameter values traversed along the iterations and the likelihood value achieved at convergence may strongly depend on the parameters' initial values. For our approach, we choose to apply a deterministic initialization to ensure repeatable results at each run. Namely, we decided to initialize the projection matrix, Ω, by the orthonormal transformation provided by PCA, selecting either the largest or the smallest eigenvectors (i.e. the eigenvectors associated with the largest and smallest eigenvalues, respectively).
Projecting the data by the largest eigenvectors transforms them into a space where their variance is maximized and, under the hypothesis that their distribution be Gaussian, the likelihood is minimum amongst all orthonormal projections (Bolton and Krzanowski, 1999) , and therefore forcing the EM to explore a large region of the parameter space before convergence. Conversely, projecting them with the smallest eigenvectors transforms them into a space where their variance is minimized and likelihood is maximum.
In our experiments, we noticed that there is no certain initialization method that always provide the best classification accuracy. Thus, we experiment with both methods and choose the one providing better accuracy results.
As the data per class are projected to each of the components, the remaining initial parameters of the EM algorithm are chosen as follows:
• The initial mean µ l and covariance matrix Σ l of each component will be the sample mean and covariance computed directly from the projected data of each component, x l :
The initial priors α l for l = 1..M, are chosen to be equal across all the components:
Random Transformations Solution
In this subsection, we present another method for learning the transformation matrix, Ω l , based on using random matrices (MLiT (R)). The main idea is to use random matrices of Gaussian distributed elements and with unit length columns. This idea is motivated by the Johnson-Lindenstrauss lemma (Johnson and Lindenstrauss, 1984) : if points in a feature space Y (P-dimensional) are projected onto a randomly selected subspace of suitable high dimension D, then the distances between the points are approximately preserved if D is large enough.
where || || P and || || D denote the Euclidean distance norms in V P and V D , respectively, and <> φ is the average over all possible isotropic random choices for the unit vectors defining the random mapping φ.
In our case, we chose the elements of the Ω l to be drawn from a zero-mean normal distribution with a variance of 1/ √ P, where P is the original space dimension. The columns of Ω l are then normalized to be unitary vectors. Moreover, we decided to have the same transformation matrices across all classes. Thus, with the above settings, the scale of the transformation matrices is comparable.
After transforming the data of each class as: X l = Ω l Y , we fix a Gaussian distribution over the transformed data and the mixture parameters are as follows:
• The priors α l for l = 1..M, are chosen to be equal across all the components.
• The final mean µ l and covariance matrix Σ l of each component are the sample mean and covariance, computed directly from the projected data of each component, x l .
EXPERIMENTS AND ANALYSIS
The empirical evaluation of a classifier's accuracy requires extensive testing over multiple data sets and a comparative analysis with existing, state-of-the-art classifiers. To this aim, in this section we present details on the data sets used and experiments conducted.
Data Sets
We evaluate the proposed method on five data sets, four of which are selected from the UCI Machine Learning Repository (Asuncion and Newman, 2007) , and are widely used by the pattern recognition community for evaluating learning algorithms. These four data sets are the Vehicle data set, Wisconsin Diagnostic Breast Cancer data set (WDBC), Wisconsin Prognostic Breast Cancer (WPBC) data set, and Optical Handwritten Digits data set (OpticDigit). The last data set, named Public Premises Video Surveillance data set (PPVS), was collected by the authors themselves. The Vehicle data set involves classification of a given silhouette as one of four types of vehicles, namely, "bus", "Opel", "Saab" and "van". The vehicle silhouettes are described by various shape measurements. The rationale for choosing this data set is that it is the most similar in the UCI repository to our own data set and can offer a comparative insight into the method's performance. The WDBC and WPBC data sets contain various shape features from images of fine needle aspirates (FNA) of breast mass for diagnosis and prognosis of breast cancer. The OpticDigit data set is based on rescaled bitmaps of handwritten digits: the original 32x32 black and white bitmaps are divided into non-overlapping blocks of 4x4 pixels and the number of 'on' pixels counted in each block, resulting in a 64-dimensional feature vector of homogeneous features. The Public Premises Video Surveillance data set (PPVS) is based on video footage provided by an industrial partner. It involves classification of an object in a video surveillance environment into one of four classes: "trolleys", "bags", "single persons", and "groups of people". The images of these objects have been clipped from video footage acquired at a number of airports and train stations world-wide. The feature set consists of statistics of various local features such as line segments, circles, corners, and global shape descriptors such as fitted ellipses and bounding boxes. This feature set is described in detail in (Otoom, 2007) . As we can conclude from the previous paragraphs and the data displayed in Table 1 , there are major differences between these five data sets in terms of the nature of data and application context, number of instances available, number of features extracted, types of features used for representation and number of classes. Therefore, the chosen data sets offer a suitable basis for comparative analysis.
Experiments
In this subsection, we present classification results for the proposed method on the five aforedescribed data sets. We compare the performance of our approach with that of mixture of PPCA (MPPCA) and Gaussian mixture model (GMM). Experiments with these classifiers were carried out in MATLAB by setting all tunable parameters in the most genuine way to achieve the highest performance. We summarize below the main parameters, and in Table 2 , we report the values that achieved the best accuracy results. The parameters are as follows:
• GMM: There is one main parameter, the number of the GMM components (M).
• MPPCA: There are two main parameters, the number of reduced dimensions (D), and the number of mixture components (M).
For MLiT, the parameters to adjust are selected as follows:
• The number of the mixture components (M) and reduced dimensions (D) were manually selected as reported in Table 2 . • For MLiT (N):
-The initial transformation matrices for each class, Ω [0] , were computed by using either the smallest or the largest consecutive eigenvectors of the covariance matrix of the original data. For example, in the case of largest eigenvectors, two components per class (M = 2), and a reduced space of three dimensions (D = 3), we select the three first eigenvectors for Ω [0] 1 and the eigenvectors between the third and the fifth for Ω
l , and variances, Σ -Ω l is chosen randomly from a 1-D zero-mean Gaussian distribution with a variance of 1/ √ P. As stopping criteria, for MLiT (N) the normalization step does not guarantee a monotonic increase in the likelihood; hence, we elicit an ad-hoc criteria for stopping by running the EM algorithm for 50 iterations and choosing that delivering the maximum accuracy by cross-validation. For MPPCA, we observed that the accuracy stabilized after 200 iterations. For GMM, instead, accuracy stabilization was empirically achieved after 50 iterations. For validation, we have chosen 5-fold cross-validation since it offers a good trade off between the large bias of the hold-out method and the large variance of the leave-one-out method (Breiman and Spector, 1992) . This implies randomly partitioning the data set into five disjoint subsets, training the classifier with four and using the last for testing. Classification accuracy is averaged over five runs by using, in turn, each fold for testing. We express classification accuracy simply as the percentage of correctly classified instances with respect to their total number: accuracy = number of correctly classified samples total number of samples It is important to note that, in the following, we report the classification results in terms of two statistical measures: average accuracy over the various runs, and standard deviation. However, we chose the average accuracy as the main measure for comparing the different classifiers; nevertheless, the standard deviation is an important measure for the precision of the classification accuracy, and it can be considered together with the accuracy for a better estimate of the classification performance. Table 2 reports the best results of 5-fold crossvalidation on the various data sets and across the compared classifiers. We note that in this table, for MLiT (N), all results are obtained with largest eigenvectors initialization except the cases of Vehicle and WPBC data sets. It is clear from this table that, in all cases (except the PPVS data set), MLiT (N) has slightly outperformed the performance of MLiT (R), proving that the maximum likelihood solution can be a better learning method in comparison to that of learning based on random matrices. However, the margin of improvements is not very high, which indicates that the random transformations solution can deliver promising results with less computation. We can also note from Table 2 that the performance of MLiT outperformed that of MPPCA on four out of the five compared data sets with improvements ranging from 0.5% to 5.0%, proving the strength of MLiT against a state-of-the-art classifier (MPPCA has slightly outperformed MLiT by 0.2% only on the OpticDigit data set). Moreover, we can note that, in all cases, the performance of MLiT outperformed that of GMM with improvements ranging from 0.2% to 5.2%. This illustrates the ability of MLiT in overcoming the curse of dimensionality and providing better performance in the reduced space. MPPCA has also provided better classification results than GMM on majority of the data sets.
Overall, the experiments on the five data sets presented in this section showed that MLiT reported higher experimental accuracy over both compared classifiers (except the case of OpticDigit where MP-PCA slightly outperformed MLiT). Interpretation of accuracy results in high dimensional spaces is not immediate. In the case of the ML solution, we lean to attribute these improvements in accuracy to the Gaussian-uniform distribution property of focussing on invariant features. This permits the building of compact models that have proved discriminative when used with the Bayes inversion rule, while it introduces elements of robustness since outliers are ousted to the discarded dimensions during training as much as possible. The non-orthogonality of the transformation adds further degrees of freedom to the model. However, this feature seems to be used only to a limited extent since the maximum accuracy is often achieved during the very first iterations of EM, when the transformation only mildly deviates from orthogonality. In these terms, both the maximum likelihood and random solutions are often close to orthogonal transformations.
CONCLUSIONS
In this paper, we have presented a method for linear dimensionality reduction within mixture distributions. The model that we have proposed for the classconditional likelihood is a mixture of Gaussian distributions under linear transformations (7). This model equates to a uniform distribution along the discarded dimensions and a full Gaussian model along the retained dimensions.
It is important to contrast this model properly to the several existing methods for linear dimensionality reduction in mixture models such as mixtures of PCA, PPCA, and FA. One of the main points of difference is that the linear transformation is not restricted to be orthogonal. Further, the linear model adopted, x = Ωy, does not assume additive noise models and makes x observable. On the ground of that, we can evaluate density N (Ωy|µ, Σ) = N (x|µ, Σ) directly in x-space.
For learning the model, we have presented two different methods; the first method learns the model's parameters in a maximum likelihood framework (MLiT (N)). Normalization is proposed as a way to regularize this solution. Thus, a common scale is imposed to all the transformations and a singularity problem is avoided. Another simple yet powerful method for learning the model's parameters can be based on random matrices (MLiT (R)). This method has offered promising and computationally feasible results. However, the maximum likelihood solution delivered better accuracy results in majority of the data sets suggesting that it can be a better way for learning the model's parameters.
The experimental performance of MLiT has proved to outperform that of MPPCA and GMM in almost all cases with improvements ranging from 0.2% to 5.2% compared to the runner-up. The only case where MLiT did not deliver the best accuracy is on the OpticDigit data set where it was slightly outperformed by MPPCA by 0.2%. In addition to visual object classification, the proposed method permits general application for density modeling and classification of other continuous numerical data requiring dimensionality reduction. Moreover, its re-estimation formulas can be easily extended to suit boosting and other weighted maximum likelihood targets and adapt to a variety of pattern recognition frameworks.
