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Abstract
A coin-tossing measure µ on [0,1] is a probability measure satisfying
µ =
∞∗
n=1
[
pnδ(0) + (1 − pn)δ(1/2n)
]
where pn ∈ [0,1], δ(x) denotes the probability atom at x and the convergence is in the weak* sense.
We study the asymptotic behavior of averages of the Fourier transform of µ, µˆ(x). For p  2 and
ε > 0 we prove that∫
|x|R
∣∣µˆ(x)∣∣p dx = O(R1−βp+ε), R → +∞,
where
βp = 1 − lim sup
N→∞
1
N
N∑
n=1
log2
(
1 + |an|p
)
, an = 2pn − 1.
This extends some results due to R. Strichartz for measures which are not self-similar. We also study
the Sobolev exponent of |µˆ(x)|p and its scaling exponent, as well as the asymptotic behavior of sums
of the Walsh–Fourier coefficients of µ.
 2004 Elsevier Inc. All rights reserved.
E-mail address: bisbas@teikoz.gr.
URL: http://gen.teikoz.gr/~bisbas/.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.05.047
A. Bisbas / J. Math. Anal. Appl. 299 (2004) 550–562 551Keywords: Coin-tossing measures; Fourier transformation; Walsh functions
1. Introduction
In this paper we study the asymptotic behavior of the Fourier transform of coin-tossing
measures µ on [0,1]. These are probability measures given by the formula
µ =
∞∗
n=1
[
pnδ(0) + (1 − pn)δ(1/2n)
]
, (1)
where pn ∈ [0,1], δ(x) denotes the probability atom at x and the convergence is in the
weak∗ sense, see [1,6]. Another form of these measures is given by the infinite product
[13]
dµ(x) =
∞∏
n=1
(
1 + anrn(x)
)
dx, (2)
where rn(x) = sign sin(2nπx), x ∈ [0,1] is the nth Rademacher function, an = 2pn − 1,
n  1 and the convergence is in the weak∗ sense. For more details about these measures
see [6, Section 6.7].
If an = a, n ∈ N, then the above measure is self-similar (see [18, p. 408]), and satisfies
the open set condition. In [16–18] R. Strichartz has studied the asymptotic behavior of the
Fourier transforms for self-similar measures, see also [10] and [11]. In [15] he also studies
the asymptotic behavior of averages of the Fourier transforms for a-dimensional measures.
Let µˆ(x) be the Fourier–Stieltjes transform of µ,
µˆ(x) =
∫
[0,1]
e−i2πxy dµ(y), x ∈ R.
It is well known that µˆ(x) has in general a very irregular behavior as x tends to infinity. In
Section 2 of this work we shall give an estimation on the asymptotic behavior of averages
of the Fourier transform of µ which were suggested in [8]. More precisely, we will prove
that given ε > 0, then there exist positive constants c1 and c2, which are dependent only on
ε such that
c2R
1−γ−ε 
∫
|x|R
∣∣µˆ(x)∣∣2 dx  c1R1−β+ε, R → +∞,
where
β = 1 − lim sup
N→∞
1
N
N∑
n=1
log2
(
1 + a2n
)
and
γ = 1 − lim inf
N→∞
1
N
N∑
log2
(
1 + a2n
)
.n=1
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lim
R→∞
log
∫
|x|R |µˆ(x)|2 dx
logR
exists. This limit is called the scaling exponent of |µˆ(x)|2. We see that under some condi-
tions it exists and we calculate it in terms of the sequence (an)n∈N. Under some additional
condition we will estimate the Sobolev exponent of |µˆ(x)|2 which is defined by the relation
sup
{
a:
∫
R
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx < ∞}.
In Section 3 we will obtain estimates for the p power of the Fourier transform of µ. We
prove that given p  2 and ε > 0, then∫
|x|R
∣∣µˆ(x)∣∣p dx = O(R1−βp+ε), R → +∞,
where
βp = 1 − lim sup
N→∞
1
N
N∑
n=1
log2
(
1 + |an|p
)
.
Using this we give an estimation for the scaling exponent and another one for the Sobolev
exponent of |µˆ(x)|p. We also discuss the case of the tetraedric Cantor measure. Related to
the above results for multiperiodic functions one may find in [4] and [5].
Finally in Section 4 we study the asymptotic behavior of sums of the Walsh–Fourier
coefficients of the above measures.
Other results about the coin-tossing measures one may find in [6] for continuity and
singularity, in [2] for the Hausdorff dimension and in [1] for its multifractal analysis.
2. The asymptotic behavior of |µˆ(x)|2
In this section we will study the asymptotic behavior of |µˆ(x)|2. We need the following
lemma.
Lemma 1. Let µ be given by (1) and N ∈ N. Then
c
N∏
j=1
(
1 + a2j
)

∫
|x|2N−1
∣∣µˆ(x)∣∣2 dx  N∏
j=1
(
1 + a2j
)
,
where c > 0 is a constant.
Proof. First we prove the right inequality. It is easy to see that
∣∣µˆ(x)∣∣2 = ∞∏(cos2 πx
2j
+ a2j sin2
πx
2j
)
.j=1
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∣∣µˆ(x)∣∣2  N∏
j=1
(
cos2
πx
2j
+ a2j sin2
πx
2j
)
. (3)
Using the above inequality and making the change of variable x = 2N−1y we get that
∫
|x|2N−1
∣∣µˆ(x)∣∣2 dx = ∫
|x|2N−1
N∏
j=1
(
cos2
πx
2j
+ a2j sin2
πx
2j
)
dx
=
∫
|x|2N−1
N∏
j=1
(1 + a2j
2
+ 1 − a
2
j
2
cos
(
2πx
2j
))
dx
= 2N−1
∫
|y|1
N∏
j=1
(1 + a2j
2
+ 1 − a
2
j
2
cos(π2N−j y)
)
dy
= 2N−1
N∏
j=1
1 + a2j
2
∫
|y|1
dy =
N∏
j=1
(
1 + a2j
)
,
as we want. Next we will prove the left inequality. Let N ∈N, j N + 1 and |x| 2N−1.
Since | sinx| |x| for x ∈R, we have that
cos2
πx
2j
+ a2j sin2
πx
2j
= 1 − (1 − a2j ) sin2 πx2j  1 − π
2
4j−N+1
.
Using the above inequality we get
∣∣µˆ(x)∣∣2 = N∏
j=1
(
cos2
πx
2j
+ a2j sin2
πx
2j
) ∞∏
j=N+1
(
cos2
πx
2j
+ a2j sin2
πx
2j
)

N∏
j=1
(
cos2
πx
2j
+ a2j sin2
πx
2j
) ∞∏
j=N+1
(
1 − π
2
4j+1−N
)
= c
N∏
j=1
(
cos2
πx
2j
+ a2j sin2
πx
2j
)
,
where c =∏∞j=2(1 − π2/4j ) > 0. The rest of the proof runs as before. 
Theorem 1. Let ε > 0,
β = 1 − lim sup
N→∞
1
N
N∑
log2
(
1 + a2n
)
n=1
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γ = 1 − lim inf
N→∞
1
N
N∑
n=1
log2
(
1 + a2n
)
.
Then there exists positive constants c1 and c2, which are dependent only on ε such that
c2R
1−γ−ε 
∫
|x|R
∣∣µˆ(x)∣∣2 dx  c1R1−β+ε, R → +∞.
Proof. From the definition of lim sup we have that there exists N0 = N0(ε) ∈N such that
log2
N
√√√√ N∏
n=1
(
1 + a2n
)
 1 − β + ε, for N N0,
and so
N∏
n=1
(
1 + a2n
)
 2N(1−β+ε), for N N0.
By Lemma 1 and the above inequality we obtain that∫
|x|2N−1
∣∣µˆ(x)∣∣2 dx  2N(1−β+ε), N N0.
Given R ∈ R, we find N ∈ N such that 2N−1  R < 2N . Using the previous inequality we
get that∫
|x|R
∣∣µˆ(x)∣∣2 dx  ∫
|x|2N
∣∣µˆ(x)∣∣2 dx  2(N+1)(1−β+ε) (for N N0)
 c1R1−β+ε, R → +∞,
as we desire.
Analogously we can prove the other inequality using the left hand side inequality of
Lemma 1. 
Corollary 1. If the limit limN→∞ 1N
∑N
n=1 log2(1 + a2n) exists, then the scaling exponent
of |µˆ(x)|2 exists and is equal to this limit.
Proof. Let ε, β , γ be as in Theorem 1. By Theorem 1 we have that
1 − γ − ε  lim inf
R→∞
log
∫
|x|R |µˆ(x)|2 dx
logR
 lim sup
R→∞
log
∫
|x|R |µˆ(x)|2 dx
logR
 1 − β + ε.
By hypothesis we get that β = γ . Since ε > 0 is arbitrary, Corollary 1 is proved. 
A. Bisbas / J. Math. Anal. Appl. 299 (2004) 550–562 555Corollary 2. If β = γ < 1, then the Sobolev exponent of |µˆ(x)|2 is given by the relation
sup
{
a:
∫
R
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx < ∞}= −1
2
lim
N→∞
1
N
N∑
n=1
log2
(
1 + a2n
)
.
Proof. By Theorem 1 we have that∫
R
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx = O(R2a) ∫
|x|R
∣∣µˆ(x)∣∣2 dx
= O(R2a+1−β+ε), R → ∞.
From this we have that if a  12 (−1 + β − ε) then
∫
R
(1 + |x|2)a |µˆ(x)|2 dx < ∞. Since
γ < 1 by Theorem 1 we obtain that if a  0 then
∫
R
(1 + |x|2)a|µˆ(x)|2 dx = ∞. For the
next we suppose that a < 0 and N ∈ N is such that 2N R < 2N+1. We observe that∫
|x|R
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx  ∫
|x|2N
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx
=
N∑
k=1
∫
2k−1|x|2k
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx + ∫
|x|1
(
1 + |x|2)a∣∣µˆ(x)∣∣2 dx
 c
N∑
k=1
4ak
∫
2k−1|x|2k
∣∣µˆ(x)∣∣2 dx + 2a ∫
|x|1
∣∣µˆ(x)∣∣2 dx
= c
N∑
k=1
4ak
[ ∫
|x|2k
∣∣µˆ(x)∣∣2 dx − ∫
|x|2k−1
∣∣µˆ(x)∣∣2 dx]+ 2a ∫
|x|1
∣∣µˆ(x)∣∣2 dx
= c
N−1∑
k=1
[
4ak − 4a(k+1)] ∫
|x|2k
∣∣µˆ(x)∣∣2 dx
+ 4aN
∫
|x|2N
∣∣µˆ(x)∣∣2 dx − (4a − 2a) ∫
|x|1
∣∣µˆ(x)∣∣2 dx,
where c is a positive constant. From this and using Theorem 1 we have that if 2a + 1 −
γ − ε > 0 then ∫
R
(1 + |x|2)a|µˆ(x)|2 dx = ∞. This completes the proof. 
Remarks on Theorem 1. (i) One can see that our estimation O(R1−β+ε) cannot be re-
placed by an estimation of the form O(R1−β) in the general case. Also, if |an|  a < 1,
then one can see that the measure is α-dimensional with α = 1 − log2(1 + a) and our
estimation is in general better than the one given in [15].
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and by [16] we have the better estimation that∫
|x|R
∣∣µˆ(x)∣∣2 dx = O(R1−β), R → ∞,
where β = 1 − log2(1 + a2). The same estimation arises also using Lemma 1 and the
arguments of Theorem 1.
(iii) The right hand side inequality of Theorem 1 is interesting in the case where β > 0.
It is well known that µ is purely discrete or continuous, see [3,6]. Let β = 0. If µ is discrete
then it is clear that
∫
|x|R |µˆ(x)|2 dx  R and if µ is continuous, then, by a Wiener type
theorem, see [9], we have that
1
R
∫
|x|R
∣∣µˆ(x)∣∣2 dx → 0, R → +∞.
(iv) By [2] we have that µ is concentrated on a Borel set of Hausdorff dimension equal
to
δ = 1 − lim sup
N→∞
1
N log 4
N∑
n=1
log
[
(1 + an)1+an(1 − an)1−an
]
.
Using elementary calculus we can see that 0  β  δ  1. Also, if β = 0 then we have
that δ = 0 and if δ = 1 then β = 1. From this we get that if β = 0 then our measure is
concentrated on a set with Hausdorff dimension equal to zero. So we observe that if µ
is concentrated on a set with strictly positive Hausdorff dimension (δ > 0 and so β > 0),
then we have a better estimation than those of Wiener’s theorem. By Theorem 1 and [21,
Chapter 8], we obtain that µ is concentrated on a set with Hausdorff dimension at least β .
Of course, we have the exact estimation (equal to δ) which is better as we referred before.
(v) By [1] we have that if the sequence a = (an)n1 is such that supn |an| < 1, then µ
is multifractal if and only if
lim sup
N→∞
1
N
N∑
n=1
|an| > 0.
It is easy to see that the above condition is equivalent to β < 1 (and so by (iv) to δ < 1).
(vi) If a2n = 1, a2n−1 = 0 then we get the tetraedric Cantor set. In this case we have
β = γ = δ = 1
2
and our estimation consist with Wiener and Wintner estimation [20].
(vii) Let (an)n∈N be such that β = 1. Then the related measure can be used for the
construction of a measure for which the Fourier–Stieltjes transform at infinity is of the form
O(x−1/2+ε), see [19, p. 521], [20, pp. 233–234] and [14, p. 940], or sharpen as in [14]. We
note that this measure may be not of the Cantor type, as in [12], since the convolution of
a measure of the form (2) with its conjugate [6] may not be of the Cantor type. We refer
also that if an = 1/√n then the Fourier–Stieltjes transform of the measure µ is of the form
O(1/
√
log |x| ), as |x| → +∞, and this cannot be done better, see [7].
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In this section we shall see the asymptotic behavior of the p power of the Fourier trans-
form of µ, that is of |µˆ(x)|p, p  2, in terms of the sequence (an), n ∈ N. This will give
us the asymptotic behavior of the Fourier transform of the measure µ(p) = µ ∗ · · · ∗ µ
(p factors, p integer).
Lemma 2. If k  1, x ∈R and |a| 1, then
(cos2 x + a2 sin2 x)k  cos2 x + |a|2k sin2 x.
Proof. For convenience we put
q = cos2 x, 1 − q = sin2 x, z = a2.
So we have to prove that
f (z) = q + (1 − q)zk − (q + z(1 − q))k  0, q ∈ [0,1], z ∈ [0,1], k  1.
We observe that
f ′(z) = k(1 − q)zk−1 − k(1 − q)(q + z(1 − q))k−1
= k(1 − q)[zk−1 − (q + z(1 − q))k−1] 0, q ∈ [0,1], z ∈ [0,1].
This gives that f (z) is decreasing and so we have
f (z) f (1) = 0. 
Lemma 3. If p  2 and N ∈ N, then
∣∣µˆ(x)∣∣p  N∏
j=1
(
cos2
πx
2j
+ |aj |p sin2 πx2j
)
.
Proof. It is an immediate consequence of Lemma 2 and the relation (3). 
Lemma 4. If p  2 and N ∈ N, then∫
|x|2N−1
∣∣µˆ(x)∣∣p dx  N∏
j=1
(
1 + |aj |p
)
.
Proof. The proof is similar to the proof of the right hand side inequality of Lemma 1 and
arises using Lemma 3. 
Theorem 2. Let p  2, ε > 0 and
βp = 1 − lim sup
N→∞
1
N
N∑
log2
(
1 + |an|p
)
.n=1
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|x|R
∣∣µˆ(x)∣∣p dx O(R1−βp+ε).
Proof. The proof is similar to the proof of Theorem 1 and arises using Lemma 4. 
Corollary 3. For 0 p  2 we have that∫
|x|R
∣∣µˆ(x)∣∣p dx = O(R1−(p/2)(β−ε)), R → ∞.
Proof. Using Hölder’s inequality we get that∫
|x|R
∣∣µˆ(x)∣∣p dx  ( ∫
|x|R
∣∣µˆ(x)∣∣2 dx)p/2( ∫
|x|R
dx
)1−p/2
= O(R1−(p/2)(β−ε)). 
The next corollary gives an estimation for the scaling exponent of |µˆ(x)|p.
Corollary 4. If p  0, then
lim sup
R→∞
log
∫
|x|R |µˆ(x)|p dx
logR

{1 − βp if p  2,
1 − p2 β if 0 p  2.
Proof. The proof arises from Theorem 2 and Corollary 3 (we have β2 = β). 
Corollary 5. (i) If p 2, then
sup
{
a:
∫
R
(
1 + |x|2)a∣∣µˆ(x)∣∣p dx < ∞}− lim sup
N→∞
1
2N
N∑
n=1
log2
(
1 + |an|p
)
.
(ii) If 0 p  2, then
sup
{
a:
∫
R
(
1 + |x|2)a∣∣µˆ(x)∣∣p dx < ∞}
− lim sup
N→∞
p
4N
N∑
n=1
log2
(
1 + a2n
)− 1
2
+ p
4
.
Proof. (i) The proof is similar to the proof of Corollary 2 and we make use of Theorem 2.
(ii) We make use of Corollary 3. 
The next corollary estimates the Hausdorff dimension of the set where the measure µ(p),
p ∈N, is concentrated.
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least βp . Furthermore, if supn |an| < 1, then βp → 1, p → ∞.
Proof. The proof arises using Theorem 2 and [21, Chapter 8]. 
Corollary 7. Let ν be the tetraedric Cantor measure. Then for p 1 we have that∫
|x|R
∣∣νˆ(x)∣∣2+4p dx = O(R(1/2) log2(1+1/2p)), R → ∞.
Proof. The Fourier–Stieltjes coefficients of ν are given by the relation
∣∣νˆ(x)∣∣2 = ∞∏
j=1
cos2
πx
4j
.
Using elementary trigonometry we have that
cos4
πx
4j
 cos2 πx
22j−1
+ 1
2
sin2
πx
22j−1
and so using Lemma 2 we have that
∣∣νˆ(x)∣∣2+4p 
( ∞∏
j=1
cos2
πx
22j
) ∞∏
j=1
(
cos2
πx
22j−1
+ 1
2
sin2
πx
22j−1
)p

( ∞∏
j=1
cos2
πx
22j
) ∞∏
j=1
(
cos2
πx
22j−1
+ 1
2p
sin2
πx
22j−1
)
.
From this and according to the proof for the right hand inequality of Theorem 1 we obtain
the requested. 
Note. In the above corollary there is not the ε and by Hölder’s inequality we have not
something better. Also we can use the above trigonometric inequality in order to have
better estimations in the case of some Cantor type measures (|an| = 1).
Remarks on Theorem 2. (i) If the sequence is constant (an = a, |a| < 1, for any n ∈ N)
then by the previous arguments we get the better estimation that∫
|x|R
∣∣µˆ(x)∣∣p dx = O(R1−βp), R → +∞.
In [16, p. 800], the above estimation is given for a finite number of positive integers p,
which is in general very small, since the open set condition does not hold. Also for p = 4
our estimation b4 = 1 − log(1 + a4) is equal to Strichartz’s estimation as one can see.
(ii) The results of Theorem 2 and Corollary 3 agree with some experiment of [8, p. 251]
about the asymptotic behavior of |µˆ(x)|p for p > 0, see also [17, p. 360].
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have some Cantor type measures, let
dµ(x) =
∞∏
n=1
[(
1 + anr2n−1(x)
)(
1 + r2n(x)
)]
dx, (4)
then we can see that for R → +∞,
c2R
lim infN→∞ 12N
∑N
n=1 log2
( 3+2a2n+3a4n
2
)−ε 
∫
|x|R
∣∣µˆ(x)∣∣4 dx
 c1Rlim supN→∞
1
2N
∑N
n=1 log2
( 3+2a2n+3a4n
2
)+ε,
where ε > 0 and c1, c2 are positive constants which are dependent only on ε. These can be
extended for some other powers of special Cantor measures and so we get better estima-
tions for some powers (finite number) of |µˆ(x)|, which agree with [8, p. 252]. The above
right hand side estimation is better than the one which is given by Theorem 2.
(iv) In [8, p. 266], it is conjectured that for self-similar measures the limit
lim
R→∞
log
∫
|x|R |µˆ(x)|p dx
logR
exists. For p = 2 and for our measures which are not self-similar see Corollary 1. Also
for some Cantor measures given by (4) we have that this limit exists for a finite number of
positive integers p.
(v) Given the upper bound for some p, we have clearly an upper bound for a p′ > p.
Our estimation for p′ is in general better. Also, if we have the bound for p′, by Hölder’s
inequality we get an upper bound for p. Again, as one can see using elementary calculus,
our bound for p is in general better than the one which arises by p′. See also [16, p. 810]
for a related remark about the self-similar measures.
4. The asymptotic behavior on the Walsh system
In this section we study the asymptotic behavior of the Walsh–Fourier coefficients of
the measure µ. The Walsh functions (wn)∞n=0 are given by the relations w0 = 1,
wn = rj1rj2 . . . rjq , n = 2j1−1 + 2j2−1 + · · · + 2jq−1, j1 < j2 < · · · < jq, (5)
where j1, j2, . . . , jq ∈ {1,2, . . .}. Let µˆ(wn) be the Walsh transform of the measure µ,
where
µˆ(wn) =
∫
[0,1]
wn(x) dµ(x).
By (2) and (5) it is easy to see that
2N−1∑∣∣µˆ(wn)∣∣p = N∏(1 + |aj |p), p > 0.
n=0 j=1
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sections.
Theorem 3. Let ε > 0, p > 0, βp be as in Theorem 2 and
γp = 1 − lim inf
N→∞
1
N
N∑
n=1
log2
(
1 + |an|p
)
.
Then there exists positive constants c1 and c2, which are dependent only on ε, such that
c2M
1−γp−ε 
M∑
n=0
∣∣µˆ(wn)∣∣p  c1M1−βp+ε, M ∈ N.
Remark. If βp = 0 and the measure is continuous, then, using a Wiener type theorem,
see [3], we have that for p  2
1
M
M∑
n=0
∣∣µˆ(wn)∣∣p → 0, M → ∞.
The same holds also for 0 < p < 2, as one can see using Hölder’s inequality. Otherwise, if
the measure is purely discrete, then we have the trivial inequality
∑M
n=0 |µˆ(wn)|p M +1.
Corollary 8. With the above notation we have that
1 − γp  lim inf
M→∞
log[∑Mn=0 |µˆ(wn)|p]
logM
 lim sup
M→∞
log[∑Mn=0 |µˆ(wn)|p]
logM
 1 − βp.
If βp = γp , then
lim
M→∞
log[∑Mn=0 |µˆ(wn)|p]
logM
= 1 − βp.
We have also the following discrete analogue of Corollary 5 on the Walsh system.
Corollary 9. Let p  0 and γp < 1. Then
(i) βp − 1
2
 sup
{
a:
∞∑
n=0
n2a
∣∣µˆ(wn)∣∣p < ∞
}
 γp − 1
2
.
(ii) If βp = γp < 1, then
sup
{
a:
∞∑
n=0
n2a
∣∣µˆ(wn)∣∣p < ∞
}
= βp − 1
2
.
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