Abstract-Mesh denoising is a critical technology in geometry processing, which aims to recover high-fidelity 3D mesh models of objects from noise-corrupted versions. In this work, we propose a deep learning based face normal filtering scheme for mesh denoising, called NormalNet. Different from natural images, for mesh, it is difficult to collect enough examples to build a robust end-to-end training scheme for deep networks. To remedy this problem, we propose an iterative framework to generate enough face-normal pairs, based on which a convolutional neural networks (CNNs) based scheme is designed for guidance normal learning. Moreover, to facilitate the 3D convolution operation in CNNs, for each face in mesh, we propose a voxelization strategy to transform irregular local mesh structure into regular 4D-array form. Finally, guided normal filtering is performed to obtain filtered face normals, according to which denoised positions of vertices are derived. Compared to the state-of-the-art works, the proposed scheme can generate accurate guidance normals and remove noise effectively while preserving original features and avoiding pseudo-features.
INTRODUCTION
R ECENTLY, the demand of high-fidelity 3D mesh models of real objects has appeared in many domains, such as computer graphics, geometric modeling, computeraided design and movie industry. However, due to the accuracy limitation of scanning devices, raw mesh models are inevitably contaminated by noise, leading to corrupted features that profoundly affect the subsequent applications of meshes. Hence, mesh denoising has become an active research topic in the area of geometry processing.
Mesh denoising is an ill-posed inverse problem. The nature of mesh denoising is to smooth a noisy surface, concurrently preserving the real object features, while without introducing unnatural geometric distortions. Mesh denoising is a challenging task, especially for cases involving large and dense meshes, and high noise levels. The key to the success of mesh denoising is to differentiate the actual geometry features, such as localized curvature changes and small scale details, and noise generated by scanners. In the literature, there are rich works on mesh denoising, such as filtering based [1] , [2] , feature-extraction based [3] , [4] , optimizationbased [5] , [6] , similarity-based [7] , [8] , [9] and so on. Among them, the two-stage approach becomes popular in recent years, where a smoothed face normal is first derived and then the vertices positions are updated so as to integrate this normal with respect to some objective function [10] , [11] , [12] , [13] . This approach treats mesh denoising by either introducing some kind of priors, such as L1-norm sparsity [12] , or taking advantage of the redundant information from the corrupted mesh itself [10] , [11] . However, since mesh has a variety of irregular structures, a certain prior assumption cannot guarantee to be always true. The inaccurate information from noisy mesh also limits the performance of denoising. In these cases, as shown in our experimental comparisons, even state-of-the-art denoising approaches cannot produce satisfactory results.
In the counterpart 2D image denoising, deep learning based strategies have been widely applied and achieved great success, such as [14] , [15] , [16] . However, back to mesh denoising, to the best of our knowledge, there are no works following this line. Two main difficulties prevent the usage of convolutional neural networks (CNNs) in mesh denoising:
• Meshes are with complex connectivity among vertices. It is challenging to collect enough mesh examples to build an effective end-to-end learning model and avoid over-fitting at the same time.
• In contrast to the regular grid structure of 2D images, meshes are with irregular topology structures. It is not straightforward to apply the regular 3D convolutional kernel in CNNs on mesh.
In this work, we propose a deep learning based face normal filtering scheme, called NormalNet, which is the first work in the literature using CNNs for mesh denoising. NormalNet is tailored to overcome the above difficulties:
• For the first problem, instead of the modern end-toend architecture, we follow the two-step framework in [10] , which firstly generates the guidance normal and then updates the positions of vertices. In our method, the guidance normal is derived from the proposed CNN-based learning model.
• For the second problem, a voxelization strategy is proposed to convert irregular local mesh structure into regular 4D-array form, which can then be processed by convolution operation.
In NormalNet, the ground truth normals are regarded as the target guidance normals in training. Since mesh arXiv:1903.04015v1 [cs.GR] 10 Mar 2019 Fig. 1 : The framework of the proposed NormalNet. Modules in all iterations share the same workflow: for a face, its local 3D structure is converted into regular 4D form by the process of voxelization, which is then inputted to the CNN-based learning model to derived the guidance normal. Guided normal filtering and vertex positions update are performed to get the denoised mesh.
structures change largely during filtering-based denoising, it is difficult to obtain a uniform CNN that works well in every iteration. Instead, NormalNet contains multiple CNNs corresponding to multiple iterations. To generate the training set for a specific iteration, we collect several meshes, add noise and apply filtering on them, then select a number of faces from the noisy meshes as the training set. In order to ensure the training set contains enough feature structure, faces are divided into several classes according to shape features, and are selected equably from classes with different structures to make up the training set. Since it is difficult to get the ground truth of really scanned meshes, we only train our network on synthesized examples and show by experiments that our model is general and works well on both synthesized and really scanned meshes. Compared to the state-of-the-art schemes, the proposed scheme can generate accurate guidance normals and remove noise effectively while preserving original features and avoiding pseudo-features.
The rest of this paper is organized as follows: in the following section we briefly summarize related works; the proposed scheme is introduced in Section 3; In Section 4, the training of NormalNet is elaborated; Experimental results are presented in Section 5; Section 6 concludes the paper.
RELATED WORKS
In this section, we briefly review related works on filteringbased mesh denoising and neural networks based 3D model processing.
Filtering-based Mesh Denoising
Owe to the edge-preserving property of bilateral filter, researchers have made many attempts to adopt bilateral filtering in mesh denoising [17] , [18] , [19] . Nevertheless, the photometric weight in bilateral filter cannot be estimated accurately from the noise-corrupted mesh. Afterwards, the joint bilateral filter [20] was proposed to improve the capability of bilateral filtering, in which the photometric weight is computed from the reliable guidance image. Inspired by this idea, Zhang [10] succeed in applying joint bilateral filtering in mesh denoising, in which the guidance information is obtained as the average normal of a local patch. This scheme works well in feature preserving, but cannot achieve satisfactory results in regions with complex shapes and sometimes introduces pseudo-features. To overcome the limitations of [10] , in a subsequent work [11] , the guidance normals are computed by the corner-aware neighborhood, which is adaptive to the shapes of corners and edges.
Recently, there have been increasing efforts to exploit geometric attributes for mesh denoising. In [21] , the normal filtering was done by total variation (TV) based denoising scheme, which assumes the normal change satisfies piecewise constant. Wei et al. [2] proposed to cluster faces into piecewise smooth patches, and refine face normals with the help of vertex normal fields. Inspired by [5] , Lu et al. [12] applied an additional vertex filtering before the L1-median face normal filtering, which is proved to be competent to high noise level and noise distributed in random direction. In [13] , Tukey bi-weight similarity function was proposed to replace the similarity function in the bilateral weights computation; in addition, an edge weighted Laplace operator was introduced for vertex updating to reduce face normal flips.
It is worth noting that, to the best of our knowledge, there are no works using deep neural networks for filteringbased mesh denoising. In [22] , Wang et al. proposed to model a regression function with neural networks. However, these networks are not convolutional ones, and just with three layers.
Neural Networks based 3D Model Processing
Driven by the great success of deep learning in image processing, researchers in graphics are also trying to employ deep neural networks for 3D model processing. However, due to the property of irregular connectivity, it is still a challenging issue to process 3D models with neural networks. Numerous works focus on transforming 3D model into regular data. For instance, in [23] , [24] , 3D models were represented by 2D rendered images and panoramic view respectively. Besides, some works [25] , [26] , [27] , [28] employed voxelization on models to transform them into regular 3D data. Moreover, in [29] , [30] , [31] , [32] , meshes were represented in spectral or spatial domain for further processing.
In addition to these transform-based techniques, directly running neural networks on irregular data has also been extensively studied. PointNet [33] was one of the first network architectures that can handle point cloud data. Subsequently, in [34] , the pointwise convolutional operator was proposed, which can extract features from each point. In [35] , a kd-tree was constructed on point cloud, which is further used as the input of neural networks. Similar idea also showed in [36] , in which the points were organized by octree. However, these schemes are designed and validated for point cloud data. There are no attempts for mesh denoising.
THE PROPOSED NORMALNET
In this section, we elaborate the proposed learning based guided normal filtering for mesh denoising.
Overview
We first overview our proposed learning based scheme for mesh denoising. As illustrated in Fig. 1 , the proposed method includes a series of iteratively performed modules. Since mesh structures change largely during iterations, it is difficult to obtain a uniform CNN that works well for all iterations. Another choice is to train a CNN for each iteration. However, this strategy would introduce expensive computation burden that is unbearable. Instead, we propose to train multiple CNN models adapted to noise levels for iterations. Specifically, considering in the first K − 1 iterations the structure changes between successive iterations are remarkably large, we train K − 1 CNN models {C k } K−1 k=1 for each iteration respectively. For the rest iterations, a single CNN model C K is used for the corresponding modules. The thresholding iteration number K is determined by experiments.
All modules share the same workflow: firstly, to facilitate the convolution operation, for a face f c in the mesh, we propose a voxelization strategy to transform irregular local mesh structure around f c into regular 4D-array form. The output of voxelization is then inputted to the proposed CNN-based learning scheme to estimate accurate guidance normal. Finally, the guided normal filtering is applied to derive the filtered face normal n c :
where c and n are the center and normal of f c ; N c is the geometrical neighboring faces of f c selected using the method in [10] ; a j is the area of f j ; c j and n j are the center and the guidance normal of f j ; e c is a normalization factor to ensure that n c is a unit vector; G d and G g are the Gaussian kernels [37] , which are computed by:
where µ d and µ g are the Gaussian function parameters. The positions of vertices are updated according to the filtered normal n c , following the idea of [38] . The face normal filtering and the positions update of vertices are iteratively repeated for N f and N v times respectively, and we obtain the denoised mesh finally.
Voxelization of Mesh
The key to the success of our CNN-based mesh denoising scheme is to transform the local irregular structure around a face into regular form, such that the convolution operation in CNNs can be easily performed, while preserving shape features and face normal information. To this end, as illustrated in Fig. 2 , for a face in mesh, the local 3D structure around it is split into regular small cubes S. Each cube is then assigned a label v, which is the average normal of all contained faces. Before splitting, a normalization process is applied to improve the robustness of voxelization, which involves two operations: rotation and translation. In this way, all faces are normalized to a similar direction and position. Specifically, for a face f c , a 2-ring patch is built around it. The average normal of this patch is n c . We then compute two matrices: W r that represents the rotation from n c to a specific angle N t ; W t that represents the translation from the face center c to (0,0,0). The whole mesh is rotated and translated according to W r and W t . Supposing v i is the coordinate of a vertex i in the mesh, the new position of v i after rotation and translation is:
After normalization, the space of local mesh structure around f c is set as {B x,y,z |x, y, z ∈ [−T s , T s ] }, where T s is the parameter that decides the range of this space. The rest issue is to determine the size of small cubes. In our work, the side length L c of the cubes is computed as: Fig. 2 : Illustration of the steps in voxelization. For a face in mesh, a 2-ring patch is built around it. Two matrices that represent rotation and translation are computed for normalization. The irregular 3D structure around this face is split into small cubes. A label is then assigned to each cube, which is the average normal of the faces contained by this cube.
where d s is the average distance between adjacent faces and f c , α c is a parameter that controls the size of the small cubes. The center of B x,y,z is set as
For each cube, we employ the fast 3D triangle-box overlap testing strategy presented in [39] to select faces that are overlapped with this cube. If there is at least one face selected for this cube, the assigned label to this cube is the average normal of all selected faces; otherwise, the label is set to (0,0,0). In this way, we convert the irregular local mesh structure into regular 4D-array
In the practical implementation, we set T s = 20 to contain enough faces and then enough cubes. The output of voxelization V is then used as the input of the proposed network introduced in the next subsection.
CNN-based Guidance Normal Learning
Using the 4D-array data generated by voxelization as the input, a CNN-based model is employed to derive the guidance normal of f c . Our NormalNet is mainly inspired by the philosophy of ResNet [40] and VGGNet [41] . We use 3 * 3 * 3 filters in most of the convolution layers and follow two simple design principles: i) the layers of the same output feature map size have the same filter number; and ii) in order to reduce the computational complexity in each layer, we double the number of filters when the feature map size is halved.
The network architecture is shown in Fig. 4 . The input layer is followed by three residual blocks with 32, 64 and 128 channels, respectively. In each residual block, we add shortcut connection between two layers as same as ResNet to further take advantage of the former feature map information and accelerate the convergence. Then the two convolution feature maps are summed up element-wise and then passed to the next layer after rectification. We perform down-sampling directly by convolution operation with a stride of 2 in the first layer of each residual block. Besides, a global max-pooling layer is adopted after the last convolution layer. The network ends with four fullyconnected layers: the first two have 1024 channels each, the third has 128 channels, and the fourth aims to predict the three coordinates of the face normal and thus contains 3 channels. The total number of weighted layers is 25. The former 24 layers are equipped with Relu, while the last layer is equipped with Tanh to make sure the output lies in [-1,1].
NORMALNET TRAINING
In this section, we introduce in detail the training process of proposed NormalNet, including: i) the generation of training set, and ii) the training of networks.
Generation of the Training Data
Different from natural images, for mesh, it is difficult to collect enough examples to build an end-to-end training scheme for deep networks. In our case, this problem is more challenging, since we aim to train multiple CNNs {C k } K k=1
for iterations. Moreover, when the iteration number k > 1, the input mesh for training is the denoised result of the previous iteration, which cannot be generated by adding noise to a clean mesh.
To overcome the above problems, we propose an iterative framework for training data generation, as illustrated in Fig. 3 . Our goal is to generate a specific training data set T k and a specific CNN C k for the k th iteration. Starting from 12 synthesized mesh models shown in Fig. 5 , Gaussian noise distributed in normal direction with the noise levels ranging within (σ a , σ b ) is added to obtain the initial noisy exmaples M 1 . Here noises with various levels are added in order to improve the robustness of the training process. Then a huge number of faces are selected from M 1 and the local structures around them are voxelized to generate the training data set T 1 , following the step described in Section 3.2. The ground truth normals {n} are used as target guidance normals. We then train a CNN model C 1 on pairs {T 1 , n}. The denoised examples M 2 are obtained by applying guided normal filtering using the ground truth normals as the guidance. The above process is repeated for a certain number of times. When the iteration number is larger than K − 1, all M k are mixed to generate the training data set T K .
It is worth noting that, the faces selected from M k have various features, such as faces on the smooth region, edge or corner. Since the number of faces on edge and corner is much smaller than that of faces on smooth regions, it is not a smart idea to randomly select faces from M k , which leads network training to overfit smooth faces. Instead, we propose to classify all faces into several categories, and for each category, we randomly select the same number of faces so that the training process is balanced to various features. Specifically, we firstly detect edges that the normal difference between adjacent faces is larger than a threshold P , which are regarded as boundaries. Then for each face, the There are three residual blocks in this network, which share the same structure as illustrated at the bottom. 
Network Training
We adopt batch normalization (BN) right after each layer and before activation. The loss function is simply defined as MSE. We use the truncated normal distribution to initialize the weights and train the network from scratch. As for the optimization method, we choose Adam algorithm with a mini-batch size of 100, while the parameters for Adam are chosen as β 1 = 0.9, β 2 = 0.999 and = 1e − 8, which follow the default setting in TensorFlow. The learning rate starts from 0.001 and decays exponentially every certain training steps (such as 10000). Each specific C k is trained individually to approximate the corresponding ground truth.
The evaluation metric for the network is defined as the angle between the output normal and the ground truth normal. If this angle is less than 15
• , it is considered as a correct prediction, and vice versa. The average angular error over the entire test set is also used as a reference to measure the training results. Finally, we achieved 93% ∼ 97% prediction accuracy on test sets of different noise levels. Furthermore, the average angular error is about 5
• .
EXPERIMENTAL RESULTS
In this section, extensive experimental results are provided to demonstrate the superior performance of our proposed mesh denoising method.
Comparison Study
We perform experimental comparisons on twelve test models, including six synthetic models: Joint, Twelve, Nicole, Fandisk, We compare the proposed NormalNet with several stateof-the-art algorithms on both objective and subjective evaluations, including 1) the local bilateral normal filtering (BNF) [19] , 2) the guided normal filtering (GNF) [10] , 3) the L0 minimization optimization (L0M) [5] , 4) the BInormal filtering (BI) [2] , 5) the cascaded normal regression based scheme (CNR) [22] 6) the L1-median normal filtering (L1M) [12] .
Objective Performance Comparison
Two error metrics [19] are employed for evaluating the objective denoising results of synthetic models, including:
• E a : the mean angle square error, which represents the accuracy of face normal.
• E v : the L2 vertex-based mesh-to-mesh error, which represents the accuracy of vertex's position.
The comparison results of E a and E v are shown in Table 1 where the best results are bold. It can be seen that the proposed NormalNet achieves the best performance with respect to both metrics on most test models.
The accuracy of estimated guidance normals is critical to the final denoising performance. To further demonstrate the superiority of our learning-based guided normal filtering scheme, we provide a comparison on the guidance normals produced by our NormalNet and the state-of-the-art GNF method. For the test example Fandisk, the angle errors between the estimated guidance normals and ground truth are shown in Fig. 6 , which are clustered into six intervals for clear observation. It can be found that, in our result, the angle errors of most faces are located in the interval [0, 5
• ], while for GNF the angle errors of most faces are located in [5, 10 • ]. Moreover, the average errors of our NormalNet and GNF are 3.88
• and 9.94
• , respectively. These observations demonstrate that the guidance normal estimated by our method has higher accuracy than GNF.
Subjective Performance Comparison

Results on Synthetic Models
The subjective performance comparison results of our NormalNet against BNF, GNF, L0M and BI on six synthetic models are illustrated in Figs. 7, 8 and 9. Fig. 7 indicates the denoising results of three models with Gaussian noise distributed in normal direction. In Fandisk, from the zoomedin view, it can be found that our scheme performs much better that other methods at a challenging region that contains corner and narrow edges. The corner is recovered well and the edge is sharp and clean. In Block, the highlighted region in red window is with higher triangulation density. Benefiting from voxelization, our scheme is able to preserve the structure information well and thus is less sensitive to the sampling irregularity. For Nicole, which has rich structures, our scheme still achieves satisfactory feature recovery result.
In Fig. 8 and Fig. 9 , we perform comparison on synthetic meshes with impulsive noise and Gaussian noise distributed in random direction, respectively. Our scheme outperforms other schemes in each feature regions although these kinds of noise are not contained in the training sets, which verifies the robustness of NormalNet.
In Figs. 13 and 14, we compare NormalNet with two state-of-the-art schemes CNR [22] and L1M [12] with the results provided by their authors. In Fig. 13 , L1M fails in recovering the edges in both models since feature information is lost due to pre-filtering in L1M. In Fig. 14 , CNR cannot recover the small features in Fandisk and the irregular sampling region in Block, since CNR is not able to distinguish them from noise.
Results on Really Scanned Models
We further provide the comparison results on six really scanned models, as illustrated in Figs. 10, 11 and 12. It is worth noting that the really scanned models are usually with smaller noise level. Fig. 10 illustrates the denoising results of three scanned models with large-scale structure. In results produced by our method, the structures are recovery very well, such as the long edge in Iron, the edge and corner in Cube and the cylinder in Rocketarm. In contrast, other compared schemes fail in the feature structures preservation for models Iron and Cube. For Rocketarm, BNF recovers the cylinder well, however, it results in over-smoothing for the edges under the cylinder. GNF, L0M and BI generate pseudo-features on the cylinder more or less. Fig. 11 and Fig. 12 illustrate the denoising results of scanned meshes with more details. In Angel, our scheme succeeds in recovering the features both on mouth and nose, while GNF fails in recovering the mouth, other schemes fail in recovering the nose. In Rabbit, in the highlighted region, the compared schemes tend to introduce pseudo-feature. In Pierrot, we only compare our result with GNF since the codes of L0M and BI provided by their authors cannot process this mesh. The region in the red box is corrupted by serrated noise. For GNF, it is difficult to compute an accurate guidance normal, and thus the final denoising result is not satisfactory. The proposed NormalNet can recover this region well.
Parameter Settings and Runtime
Finally, we clarify the parameters setting and runtime of our method. The parameter setting is fixed for all Fig. 7 : Illustration of the denoising results on models Fandisk, Block and Nicole with Gaussian noise distributed in normal direction. (a) to (f) are the noisy mesh, the results of BNF [19] , L0M [5] , BI [2] , GNF [10] and NormalNet. cases in experimental comparisons. Specifically, the parameters involved in voxelization are set as α c = 8 and N t = (0, 1, 0), in order to generate enough small cubes to preserve structure information. For the training set generation, the related parameter P is set as P = 0.5. For noisy example set M 1 generation, we set two kinds of noise level range: ((σ a , σ b ) = (0.2, 0.35)) and high ((σ a , σ b ) = (0.4, 0.55)), which are referred to as low and high noise level sets. The corresponding thresholding iteration number K is set as K = 2 and K = 4, respectively.
The parameters N f and N v are set following the approach described in [10] , which are tuned for specific meshes. µ d is set as the average distance between neighboring face centroids of the whole mesh. µ g is set as a value within the range [0. 25, 0.3] . The parameter settings of N f , N v and µ g are shown in Table 2 .
In Table 3 , we provide the runtime of the proposed NormalNet on test mesh examples. On a typical PC with an Intel i7-7700K CPU and a GTX-1080, NormalNet can process about 1387 faces in each minute. [19] , L0M [5] , BI [2] , GNF [10] and NormalNet.
(a) (b) (c) (d) (e) (f) Fig. 11 : Illustration of the denoising results on scanned modelsRabbit and Angle which are with more details . (a) to (f) are the noisy mesh, the results of BNF [19] , L0M [5] , BI [2] , GNF [10] and NormalNet. 
CONCLUSION
In this paper, we presented a novel convolutional neural networks based mesh denoising scheme, which employs learning-based strategy to generate the guidance normal. Firstly, to facilitate the 3D convolution operation, for each face in the mesh, we propose a voxelization strategy to transform irregular local mesh structure into regular 4D-array form. The output of voxelization is then inputted to the proposed CNN-based learning scheme to estimate accurate guidance normal. Finally, the guided normal filtering is applied to derive the filtered face normal, according to which the denoised vertices positions are updated. Compared to the state-of-the-art works, the proposed scheme can generate accurate guidance normals and remove noise effectively while preserving original features and avoiding pseudo-features.The experiment results show that our scheme outperforms state-of-the-art works on both objective and subjective quality metrics.
