Abstract-Recent results have elucidated the benefits of using improper Gaussian signaling (IGS) as compared with conventional proper Gaussian signaling (PGS) in terms of achievable rate for interference-limited conditions. This paper exploits majorization theory tools to formally quantify the gains of IGS along with widely linear transceivers for multiple-input multipleoutput (MIMO) systems in interference-limited scenarios. The MIMO point-to-point channel with interference is analyzed, assuming that received interference can be either proper or improper, and we demonstrate that the use of the optimal IGS when received interference is improper strictly outperforms (in terms of achievable rate and mean square error) the use of the optimal PGS when interference is proper. Then, these results are extended to two practical situations. First, the MIMO Z-interference channel (Z-IC) is investigated, where a trade-off arises: with IGS, we could increase the achievable rate of the interfered user while gracefully degrading the rate of the noninterfered user. Second, these concepts are applied to a two-tier heterogeneous cellular network where macrocells and small cells coexist and multiple MIMO Z-ICs appear.
I. INTRODUCTION
I N ORDER to address the massive data demand in wireless networks, today's most advanced cellular networks (as LTE-A [1] ) consider the densification of the network with base stations and the spatial re-use of the spectrum [2] . In both cases interference coordination becomes a key enabler. Interference management in wireless communication systems is a challenging task that has been receiving a lot of attention during many years. It is well known that the statistical characteristics of the signals affect the maximum achievable rate of the communication. In this sense, recently, it has been shown that improper Gaussian signaling (IGS) is able to improve the achievable rate in interference-limited scenarios [3] - [5] .
The key difference between IGS and conventional proper Gaussian signaling (PGS) is the characterization of the second order statistics: while PGS is fully specified by the covariance matrices under the zero-mean assumption, IGS is characterized not only by the covariance matrices but also by the pseudocovariance matrices, i.e. the improper Gaussian random vector is correlated with its complex conjugate [6] , [7] .
Conventional PGS has been shown to be optimal in terms of capacity for the Gaussian multiple-input multipleoutput (MIMO) point-to-point channel (P2P) [8] , and also for the Gaussian MIMO broadcast channel (BC) with dirty paper coding as the capacity achieving strategy [9] , [10] . For that reason, PGS is usually also assumed in multi-user wireless communications. However, optimality of PGS does not necessarily hold for MIMO BC if transceivers are restricted to be (widely) linear [11] . It is shown there that capacity gains can be obtained by employing IGS because, in the absence of non-linear interference cancellation, the MIMO BC becomes interference-limited [12] . The same applies in the Gaussian MIMO interference channel (IC), where IGS has been shown to: i) obtain larger degrees of freedom, i.e. slope of the sum-rate as a function of the signal-to-noise ratio (SNR) at the high SNR regime, [3] , [5] , [13] and ii) improve the known achievable rates when interference is treated as noise under certain MIMO configurations [4] , [14] , [15] and under coexistence of linear and widely linear transceivers in MIMO systems [16] , [17] . In addition, the positive benefits of IGS have been reported in terms of achievable rates [18] and outage probabilities [19] for underlay cognitive radio systems.
In order to generate and estimate IGS with linear processing, widely linear precoding (WLP) [4] and widely linear estimation (WLE) [6] need to be adopted at transmitter and receiver sides, respectively. WLE is a generalized concept used in estimation theory whenever improper noise is encountered [20] and in systems that transmit improper signal constellations [21] , as it has been already under investigation in 3GPP LTE-A [22] . On the other hand, WLP can be used to generate IGS even when departing from proper signal constellations [11] . Differently from WLE that has been extensively studied in literature, the generation of IGS through WLP to handle interference more effectively is a recent research line.
In this work we focus on gaining more insights on the use of IGS along with widely linear transceivers for MIMO systems in interference-limited conditions. To do so we use the equivalent composite real representation [8] , whereby real and imaginary parts of the MIMO channel are separated, and exploit majorization theory [23] , [24] to formally quantify the benefits. We analyze the MIMO P2P channel with interference (MIMO P2P-I), in which a transmitter (TX) equipped with M antennas wish to send information to a 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. receiver (RX) equipped with N antennas that is receiving noise-plus-interference. The optimal signaling (PGS or IGS) and the associated transmit/receive scheme (linear or widely linear) are well known in the literature and can be obtained from the minimization of any Schur-concave function of the MSE-matrix [25] , like maximization of the achievable rate or minimization of the mean square error (MSE) of the transmitted symbols. Their solutions are determined by the statistics of the interference, which can be modeled either as a PGS or IGS depending on the transmission strategy of the interferer: if interference is proper then the optimal signaling is PGS, while if interference is improper then the optimal signaling is IGS. In this sense, we focus on the following question: is it better to use IGS (and improper interference) or to use PGS (and proper interference) in the MIMO P2P-I? By using majorization theory tools [23] , we demonstrate that the use of IGS allows obtaining a strict improvement in terms of achievable rate and MSE for M ≥ N and full rank channel matrix. The proof sheds light on why the use of IGS is better. Then, we investigate how to exploit these properties in different interference-limited scenarios.
On the one hand, we study the MIMO Z-interference channel (Z-IC) [26] , a two-transmitter two-receiver multi-antenna interfering scenario where one of the receivers (RXB) just observes noise while the other (RXA) receives interference. The MIMO Z-IC is present in certain situations in cellular networks, as shown in Fig. 1 where RXA is in the celledge. Under the condition of treating interference as noise, the optimal transmission scheme for sum-rate maximization in the Z-IC is only known for the SISO case [27] , for which a set of five possible solutions that subsume PGS and IGS depending on the channel conditions is obtained. The MIMO Z-IC is interesting because TXB should apply conventional PGS for optimally transmitting to its intended receiver (RXB) but, according to the properties derived in the sequel for the MIMO P2P-I, it will be beneficial for RXA that TXB employs IGS such that the interference injected onto RXA is improper and TXA can design WLP to improve the performance of RXA (see Fig. 1 ). Clearly this comes at the cost of reducing the performance of RXB, such that a clear trade-off in the rates of the two receivers arises. In this regard, we analyze the trade-off and propose a simple improper-based scheme for TXB that allows improving the fairness and controlling the sum-rate performance.
On the other hand, we apply the aforementioned properties to heterogeneous cellular networks (HCNs) [2] , a promising deployment for future cellular systems. HCNs consist of a multi-tier deployment of macro eNode Bs (MeNBs) and small eNode Bs (SeNBs) that allow boosting the spectral efficiency of the system thanks to the network densification and the spatial re-use of the spectrum among MeNBs and SeNBs. However, HCNs have to deal with a major impairment: the cross-tier interference, which can be very detrimental specially in the direction from MeNBs towards the users served by SeNBs with a lower transmit power [1] , 1 as illustrated in Fig. 2 . Interestingly, the interfering channel that models the major cross-tier interference impairment in HCNs is the MIMO Z-IC. Furthermore, there will appear as many MIMO Z-IC as the number of SeNBs deployed within the MeNB coverage area, see Fig. 2 . Hence, the derived improper-based scheme for the MIMO Z-IC could be applied at the MeNB (corresponding to TXB in Fig. 1 ) and a performance improvement of all the users served by SeNBs would be guaranteed thanks to the properties derived for the MIMO P2P-I.
To summarize, the main contributions of this work are:
• In the MIMO P2P-I with M ≥ N , when uniform power allocation (UPA) is used, we demonstrate that the use of the optimal IGS when received interference is improper strictly outperforms in terms of achievable rate and MSE the use of the optimal PGS when interference is proper. If optimal power allocation (OPA) is adopted, then the achievable rate is shown to be equal or larger with IGS, and the strict superiority is shown for a particular case.
• In the MIMO Z-IC, we propose a simple improperbased scheme without any claim about optimality that allows improving the achievable rate of the most impaired user and controlling the rate loss of the non-interfered user. The scheme is characterized by a parameter that provides two extreme solutions: PGS or maximal IGS. If such parameter is fixed (e.g. maximal IGS is used), then its implementation does not require knowledge of the interfering channel either at transmitters or receivers.
• The proposed improper-based scheme is evaluated in an HCN deployment compliant with 3GPP LTE-A specifications [29] . Simulations show significant gains in terms of 5%-tile and mean user throughput as compared to conventional interference coordination techniques. This paper generalizes our results presented in [30] , where superiority (but not strict) of IGS in the MIMO P2P-I was demonstrated in terms of achievable rate for the UPA case.
Here, strict superiority is formally proven in terms of achievable rate and MSE for UPA. Also, superiority is shown in terms of achievable rate for OPA. Further, the derived properties are generalized and applied to different interferencelimited scenarios, including HCNs.
Organization: The rest of the paper is organized as follows. In Section II the use of IGS for the MIMO P2P-I, as well as the optimal signaling and the associated transmission scheme, are presented. In Section III, the superiority of IGS in the MIMO P2P-I is demonstrated in terms of achievable rate and MSE for UPA and in terms of achievable rate for OPA. In Section IV, a practical improper-based scheme for the MIMO Z-IC is proposed and evaluated. In Section V, the proposed scheme is applied and evaluated in HCN deployments. Finally, concluding remarks are included in Section VI.
Appendix A-A presents preliminaries for improper random vectors. Preliminaries for majorization theory are included in Appendix A-B.
Notation: In this paper, scalars are denoted by italic letters. Boldface lower-case and upper-case letters denote vectors and matrices, respectively. For given scalars a and b, min(a, b), (a) + , log 2 (a), and ln(a), denote the minimum between a and b, the maximum between a and 0, the base-2 logarithm, and the natural logarithm, respectively. {.} and {.} refer to the real and imaginary operators, respectively. For a given vector a,ā denotes a double-sized realvalued vector that stacks its real and imaginary parts as: a = {a} T {a} T T , and a 2 refers to the squared 2-norm of vector a. For given vectors a and b, a • b denotes the Hadamard product (i.e. component-wise product). For a given matrix A, A T , A * , A H , and A −1 denote the transpose matrix, the conjugate matrix, the hermitian matrix, and the inverse matrix, respectively. The operators |A|, Tr(A), E{A} refer to the determinant, the trace, and the expectation, respectively. rank(A) denotes the rank of matrix A. Matrices I n and J n denote the identity matrix and the anti-identity matrix of size n × n, respectively. a = eig(A) refers to a vector that stacks the eigenvalues of matrix A in decreasing order. a −1 refers to a vector containing the inverse of each element of vector a, in decreasing order. A = diag(a 1 . . . a n ) denotes a n × n diagonal matrix with values a 1 . . . a n in its diagonal and 0 in the non-diagonal elements. a = diag(A) refers to a vector containing the diagonal values of matrix A. a b, a w b, and a w log b denote strong majorization, weak majorization, and weak log-majorization, respectively (see definitions in Appendix A-B). C m×n , R m×n , and R m×n + denote an m by n dimensional complex space, real space, and real positive space, respectively. The circularly symmetric complex normal distribution is represented by CN (., .).
II. SYSTEM MODEL FOR THE MIMO P2P-I
Consider a MIMO P2P-I between one transmitter equipped with M antennas and one receiver with N receive antenna elements, as shown in Fig. 3 . The MIMO channel is described by a matrix H ∈ C N×M containing complex-valued channel gains of the different antenna-pairs. In the following we assume M ≥ N and full rank channel matrix H. Hence, under narrow-band transmissions, the equivalent baseband signal observed at the receiver is expressed as:
where x ∈ C M×1 is the complex-valued transmitted vector and s ∈ C N×1 denotes the noise-plus-interference vector at the receiver (see Fig. 3 ), which contains a proper Gaussian noise n ∼ CN (0, σ 2 I N ) and a Gaussian interference component i ∈ C N×1 that is caused by an interfering transmitter. Different from the conventional transmission setup where PGS is assumed (i.e. x ∼ CN (0, C x )), in this paper the more general IGS is adopted for x. Any improper Gaussian signal x can be generated from a proper Gaussian information-bearing signal b ∈ C N×1 with unitary power (i.e. b ∼ CN (0, I N ))) through the use of widely linear precoding (WLP) (see Lemma 5 in Appendix A-A), i.e.:
where matrices W 1 and W 2 ∈ C M×N denote the linear transmit precoders for the information-bearing signal b and its complex conjugate b * . The conventional linear precoding (LP) scheme is a special case of WLP in which W 2 = 0 such that x in (2) is PGS. It is assumed that N parallel data streams are transmitted, although some of the streams can have a rate of zero. Recall that E{bb H } = I N and E{bb T } = 0. Then, the covariance matrix C x = E{xx H } and the pseudo-covariance matrixC x = E{xx T } of x in (2) are:
Similarly, as the Gaussian interference component i in (1) can be either proper or improper depending on the transmission scheme adopted by the interferer, we denote by C s = E{ss H } andC s = E{ss T } the covariance matrix and the pseudocovariance matrix of s = i + n in (1), respectively.
A. Composite Real Representation
The signal model for the MIMO P2P-I can be equivalently expressed using the composite real representation [8] , in which real and imaginary parts of the signals are separated. Such representation is useful to derive the optimal signaling and the associated transmission scheme in (2) . The input-output relation in (1) can be equivalently written as:
where the double-sized real-valued transmitted signalx in (4) (following WLP in (2)) is given by:
The achievable rate (R) with IGS is obtained as [7] :
where I (x;ȳ) denotes the mutual information between realvalued random vectorsx andȳ, h(x) refers to the entropy of x [7] , and the 1 2 factor inside the determinant comes from E{bb T } = 1 2 I. Cs ∈ R 2N×2N accounts for the covariance matrix ofs in (4), which can be written in terms of C s andC s through a transformation matrix T ∈ C 2N×2N as follows (see Lemma 4 in Appendix A-A):
The mean square error (MSE) of the transmitted symbols is expressed as: = Tr(Ē), beingĒ = E{(b −b)(b −b) T } the MSE-matrix andb ∈ R 2N×1 the double-sized realvalued vector of the estimated information-bearing signal at the receiver side. Assuming optimal widely linear estimation (see details in [6] ), the MSE-matrix results:
Therefore, the achievable rate R in (6) is related to the MSE-matrixĒ in (8) through [30] :
B. MSE-Based Optimal Scheme
Let us present the optimal design for transmit precoderW in (5), a result already known in the literature that is needed to demonstrate the superiority of IGS in next Section III. In the most general MSE-based designs (including minimum MSE and maximum achievable rate designs) [25] , [31] , the optimal transmit precoderW in (5) is obtained from the minimization of a Schur-concave function of the MSE-matrixĒ in (8) subject to a maximum transmit power constraint:
where f (.) is any Schur-concave function ofĒ in (8) and P max is the maximum available power at the transmitter. For instance: f (Ē) = = Tr(Ē) defines the minimum MSE problem, while f (Ē) = −R = 1 2 log 2 |2Ē| defines the maximum achievable rate problem.
Consider the following eigenvalue decomposition (EVD): 
Then, the optimal transmit precoderW opt to problem in (10) presents the following structure [25] :
) is a diagonal matrix that describes the power allocation per stream, which satisfies 1 2 Tr(P) = P max (see (10) ) and depends on the optimization criterion (see Sections III-A and III-B).
The optimal transmit precoder in (12) allows diagonalizing the MSE-matrix in (8), i.e.:
So, the optimal achievable rate and the optimal MSE become, respectively:
wherep •λ denotes the Hadamard product of vectors
We occasionally use the notations R opt (p •λ) and opt (p•λ) to make their dependencies on the productp•λ explicit. The key aspect of the optimal solution in (12) is the EVD in (11), for which two cases are differentiated: proper interference (C s = 0) or improper interference (C s = 0). It is well known that if received interference is proper the optimum signaling is PGS (i.e.C x = 0), while if received interference is improper the optimum signaling is IGS (i.e.C x = 0). For example, [30] shows how this is concluded from the composite real representation.
III. SUPERIORITY OF IGS FOR THE MIMO P2P-I
In this section we focus on comparing the optimal schemes when interference is either proper or improper so as to determine if IGS is beneficial or not in terms of achievable rate and MSE in the simple MIMO P2P-I. The comparison reduces to relate the eigenvalues (see (14) - (15)) of the following two matrices (which are obtained from (11) by using the structure of Cs in (7)) for a fixed noise-plus-interference covariance matrix C s :
denote the vectors of positive eigenvalues in decreasing order under the reception of improper and proper Gaussian interference, respectively. The comparison in the sequel is based on fixing the same C s , so the level of received interference-plus-noise power is the same but the difference comes from the proper or improper statistics of the interference (i.e.C s = 0 orC s = 0, see (16) ) and the corresponding optimal signaling (i.e. PGS or IGS).
In Lemma 1 we show how the eigenvalues in (16) are related, which will be exploited afterwards.
Lemma 1: For M ≥ N and full rank channel matrix H, the eigenvalues in (16) are related by the following majorization relations:λ
where refers to strong majorization, w log denotes weak log-majorization,λ
refer to vectors whereby each component is obtained from the inverse of the components inλ I andλ P , respectively, in decreasing order.
Proof: See Appendix B-A. The strong majorization result in (17) is equivalent to (see (52) in Definition 5 in Appendix A-B):
while the weak log-majorization result in (17) is equivalent to (see Definition 7 in Appendix A-B):
Therefore, when using IGS and receiving improper interference in the MIMO P2P-I, the eigenvalues of the equivalent channel are more spread out having an equal or larger sum, an equal or larger product, and an equal sum of the inverses, as compared to using PGS and receiving proper interference. In other words, the arithmetic mean and the geometric mean of the eigenvalues are equal or larger, while the harmonic mean of the eigenvalues is equal. The proof of the strong majorization result in Lemma 1 (i.e.λ
P ) is only valid for M ≥ N and the channel matrix H being full rank. Otherwise, the inverse in (65) (see Appendix B-A) does not exist. This is due to the fact that if the desired signal subspace at the receiver has less than N dimensions (which happens either if M < N or if the channel is rank deficient), then the strong majorization result is not valid since the properties of the noise-plus-interference in the noise-plus-interference subspace can be chosen arbitrarily without influencing the desired signal space. In case that either M < N or the channel matrix H is rank deficient, then the weak-log majorization result in Lemma 1 is satisfied, i.e.λ I w logλP (see [30] ), but the strong majorization result in Lemma 1 (which is key to demonstrate the strict superiority of IGS in what follows) is not further valid.
Now we show how Lemma 1 allows determining the superiority of IGS in terms of achievable rate in (14) and MSE in (15) . The strong majorization result in (17) allows us to set the strict superiority in terms of achievable rate and MSE when uniform power allocation (UPA) is adopted, while the weak log-majorization result in (17) is used to derive the superiority in terms of achievable rate when optimal power allocation (OPA) is used.
A. Superiority for Uniform Power Allocation
When adopting a UPA strategy, the solution for (12) is given by:
such thatp •λ =Pλ. Thus, the optimal achievable rate in (14) and the optimal MSE in (15) become, respectively:
Theorem 1: Assume a MIMO P2P-I, M ≥ N, full rank channel matrix H, receiving noise-plus-interference with a given covariance matrix C s . When applying the optimal signaling and the associated transmission scheme with UPA, the achievable rate R opt in (14) is strictly increased in the improper interference scenario (i.e.C s = 0) as compared to the proper interference scenario (i.e.C s = 0):
with a positive constant c
where λ min denotes the minimum eigenvalue ofλ I andP is defined in (20) . The rate gap in (23) is strictly positive provided thatλ I =λ P .
Proof: See Appendix B-B. The proof departs from the strong majorization result in Lemma 1 and exploits majorization theory on strongly Schur-convex functions (see Definition 9 in Appendix A-B).
The rate gap in (23) increases as the difference among the squared 2-norm of the inverses of the eigenvalues increases (i.e. as the improperness of the interference increases or, equivalently, asC s "increases", see (16)). Further, we can determine the rate gap behavior when varying the desired signal power (i.e.P) for a fixed interference-plus-noise power level or, equivalently, when varying the signal-to-interferenceplus-noise ratio (SINR):
such that the rate gap in (23) is constant as the SINR increases. This means that, at the high SINR regime, the rates grow with the same slope with PGS and IGS but there is a constant difference among said achievable rates such that the use of IGS is always beneficial.
• At low SINR, c given covariance matrix C s . When applying the optimal signaling and the associated transmission scheme with UPA, the MSE opt in (15) is strictly reduced in the improper interference scenario (i.e.C s = 0) as compared to the proper interference scenario (i.e.C s = 0):
with a positive constant c upa :
The error gap in (25) is strictly positive as long asλ I =λ P .
Proof: See Appendix B-C. The proof departs from the strong majorization result in Lemma 1 and exploits majorization theory on strongly Schur-concave functions (see Definition 9 in Appendix A-B).
Similarly as in Theorem 1, the error gap in (25) increases as the difference among the squared 2-norm of the inverses of the eigenvalues increases (i.e. as the improperness of the interference increases). The error gap behavior with respect to the SINR is as follows:
such that the error gap in (25) decreases as the SINR increases. This is related to the fact that the rate gap in (23) is constant at high SINR: due to the convex rate-MSE relation in (9), the rate gap being constant implies the error gap being reduced as the SINR increases.
• At low SINR, c upa in (26) scales as c upa ∼ 1 2P λ 3 min and therefore the error gap in (25) increases with the SINR. Corollary 1: If UPA is used in a MIMO P2P-I such that M ≥ N and H is full rank, the achievable rate R opt in (14) and the MSE opt in (15) are strictly outperformed (with a positive gap) when received interference is improper Gaussian distributed (i.e.C s = 0).
Proof: through Theorem 1 and Theorem 2.
B. Superiority for Optimal Power Allocation
When adopting an OPA strategy to maximize the achievable (12) is given by [32] :
where k ≤ 2N is the number of active streams after the water-filling solution in (27) . Accordingly, let us denote bȳ p P andp I the vectors with power allocation in (27) (ordered in decreasing order) for the proper and improper interference cases, respectively. Due to the water-filling solution in (27) , some streams can have a power equal to 0 and the number of active streams in the proper and improper interference cases might differ. Thus, as the power allocation in (27) depends on the eigenvalues, we cannot exploit majorization theory on strongly Schur-convex functions to guarantee a strict rate improvement with OPA.
Theorem 3: Assume a MIMO P2P-I, M ≥ N, full rank channel matrix H, receiving noise-plus-interference with a given covariance matrix C s . When applying the optimal signaling and the associated transmission scheme with OPA in (27) for maximum achievable rate, the achievable rate R opt in (14) is equal or larger in the improper interference scenario (i.e.C s = 0) as compared to the proper interference scenario (i.e.C s = 0):
The equality in (28) is satisfied whenλ I =λ P , i.e.C s = 0, such thatp I =p P (see (27) ) and hencep I •λ I =p P •λ P .
Proof: See Appendix B-D. The proof departs from the weak log-majorization result in Lemma 1 and is valid even if the number of streams with OPA in (27) is different in the proper and improper interference cases.
There is, however, a particular case in which the strict superiority of IGS over PGS under OPA strategy can be demonstrated through the application of majorization theory tools. In case that all steams are active both with IGS and PGS, i.e. k I = k P = 2N in (27), then the water-level μ in (27) is equal with IGS and PGS: (18)). In this case, the optimal achievable rate in (14) becomes:
Theorem 4: Assume a MIMO P2P-I, M ≥ N, full rank channel matrix H, receiving noise-plus-interference with a given covariance matrix C s . When applying the optimal signaling and the associated transmission scheme with OPA in (27) for maximum achievable rate and all streams are active for IGS and PGS, the achievable rate R opt in (14) is strictly increased in the improper interference scenario (i.e.C s = 0) as compared to the proper interference scenario (i.e.C s = 0):
with a positive constant c opa R :
The rate gap in (30) is strictly positive in caseλ I =λ P .
Proof: See Appendix B-E. The proof departs from the strong majorization result in Lemma 1 and exploits majorization theory on strongly Schur-convex functions (see Definition 9 in Appendix A-B).
Similarly as in Theorem 1, the rate gap in (30) increases as the difference among the squared 2-norm of the inverses of the eigenvalues increases (i.e. as the improperness of the interference increases). However, result in Theorem 4 is only valid when the number of active streams under IGS and PGS is equal to 2N, which occurs at medium/high SINR regimes. Note also that the derived rate gap under OPA strategy in (31) coincides with the one derived for UPA in (24) at high SINR. 
C. Simulation Results
First, let us show through simulations the strict rate and MSE improvement of IGS over PGS derived from Theorems 1 and 2 for UPA strategy. We evaluate the gains in the MIMO P2P-I for a single channel realization when interference is either proper or improper Gaussian distributed. (25) for MSE. Further, the actual rate gap and the lower bound of gap derived in Theorem 4 under OPA strategy are included in Fig. 4.(a) .
With regard to the rate (see Fig. 4 .(a)), it can be observed that the rate gap is constant at high SINR and that it is increasing with the SINR at low SINR. Differently, in terms of the MSE (see Fig. 4.(b) ), the error gap is decreasing with the SINR at high SINR and it is increasing with the SINR at low SINR. This corroborates the conclusions drawn from Theorems 1 and 2. The closer the lower bound of the gap is to the actual gap depends on the individual channel realizations, but it is observed to be tighter in the MSE than in the rate. Also, it is observed through simulations that the lower bound of the rate gap derived for UPA strategy is also valid for OPA strategy in all SINR regimes and antenna configurations (although this has been mathematically demonstrated only for medium/high SINR regimes, see Theorem 4) .
Second, we show how the rate improvement of IGS over PGS scales as the number of transmit/receive antennas increases. 1000 channel realizations of the MIMO P2P-I are used to take statistic results. Fig. 5 displays the average of the relative rate gain (in %) of IGS over PGS versus the SINR for INR = 20dB and different antenna configurations: 1 × 1, 2 × 2, 4 × 4, and 8 × 8. The relative rate gains decrease as the number of transmit/receive antennas increase. This is due to the fact that IGS provides flexibility by splitting one dimension into two halves, which is more useful when the number of transmit/receive antennas is low, otherwise extra dimensions are already added to the system by adding antennas. Even though, it is important to recall that for the 8 × 8 antenna case, relative rate gains are still obtained for all SINR regimes (see Fig. 5 ). For SINR= 0dB, where the desired signal and the interfering signal have a similar strength because INR = 20dB, the relative rate gains are: 102-115% for 1 × 1, 46-37% for 2 × 2, 24-20% for 4 × 4, and 17-13% for 8 × 8. In addition, in Fig. 5 we can observe that the relative rate gains are larger for low SINR regimes, in which the MIMO P2P-I is highly limited by interference. However, as the SINR increases, rate gains are still obtained due to the use and reception of IGS.
IV. APPLICATION TO THE MIMO Z-IC
In this section we show how to exploit the benefits of using IGS in the MIMO Z-IC through a simple WLP design. The MIMO Z-IC is a two-transmitter two-receiver multi-antenna interfering scenario, as shown in Fig. 6 , where one of the receivers (RXB) just observes noise while the other (RXA) receives interference. The signal model detailed in Section II applies for each of the two MIMO P2P-I links that appear in the MIMO Z-IC. In this regard, we add the subindex (.) A and (.) B to refer to the corresponding link, see Fig. 6 .
Concerning RXB that is receiving only proper Gaussian noise, the optimal scheme at TXB is a proper-based scheme (i.e. LP) that would be given by W B,1 = W opt B,1 and W B,2 = 0. Such proper-based scheme would generate proper interference onto RXA. However, RXA could benefit in terms of achievable rate from the reception of improper interference from TXB, as is demonstrated in Section III, but the fact that TXB transmits IGS implies a degradation of the rate of RXB due to the sub-optimality of the signaling scheme [8] . Therefore, a clear trade-off arises: with IGS the rate of RXA could be increased but the rate of RXB would be decreased.
Assuming that we can tolerate a certain achievable rate loss at RXB, performance gains at RXA would be guaranteed with IGS provided that TXB uses the same transmit covariance matrix as in the optimum proper scheme for RXB (i.e. 
A. WLP Scheme at TXB
In order to guarantee a rate improvement of RXA we need to construct an improper-based scheme at TXB (characterized by transmit precoders W B,1 and W B,2 , see (2) ) that maintains the transmit covariance matrix used in the optimal proper-based scheme for RXB (i.e. C x B = W 
where α ∈ [0, 0.5]. This improper-based scheme at TXB has the same transmit covariance matrix than the optimal properbased scheme for RXB provided that Z 1 and Z 2 are unitary matrices: 
Hence, by performing WLP in (32) at TXB with α > 0, the achievable rate of RXB is degraded while the achievable rate of RXA is ensured to be increased as compared to the use of W B,1 = W opt B,1 and W B,2 = 0. This is possible because the WLP scheme in (32) allows maintaining the transmit covariance matrix C x B independently of the values of α, Z 1 , and Z 2 , such that the properties in Section III apply.
1) Parameter α:
The range α ∈ [0, 0.5] is considered in (32) becauseC x B has a symmetric shape with respect to α that is centered on α = 0.5, i.e. the system performance of the MIMO Z-IC is equivalent when selecting α or α = 1 − α. The suitable selection of parameter α allows controlling the level of improperness: if α = 0 the generated signal at TXB is proper, while if α = 0.5 the generated signal at TXB achieves the maximal level of improperness and improper interference is generated towards RXA. Option 1 (identity):
Option 2 (anti-identity): 
B. Trade-Off
Let us show that parameter α is the one that allows tradingoff on the rates of the MIMO Z-IC system. 1) Rate Improvement at RXA: The achievable rate improvement of RXA is guaranteed by Theorem 1 for UPA or by Theorem 3 for OPA. The exact rate improvement expression cannot be extracted, however, it is given by how much the eigenvalues in the improper interference case majorize the eigenvalues in the proper interference case, i.e. the difference in the majorization results in (17) . Said difference becomes larger asC s A in (16) "increases" because the stronger the off-diagonal blocks in (16) are the more spread out the eigenvalues become (see Lemma 62 in Appendix A-B). Accordingly, the optimum value of α to maximize the achievable rate of RXA (R A ) is α = 0.5 (see (34) ), as it allows "increasing"C x B and, as consequence, "increasing" the pseudo-covariance matrix of the interference-plus-noise received at RXA:
2) Rate Degradation at RXB: Due to the use of WLP at TXB and as RXB only receives proper noise (i.e. C s B = σ 2 I N andC s B = 0), the achievable rate of RXB is degraded. When using the WLP scheme in (32) at TXB, the achievable rate of RXB (R B ) can be decomposed as (derived from [4] ):
where
The first term in (37) corresponds to the achievable rate of RXB if the transmission scheme adopted at TXB was PGS with LP (the optimum one for RXB, with C x B = 0). However, due to the use of an improper-based scheme in whichC x B = 0, an achievable rate penalty is obtained at RXB, which is given by the second term in (37) and is strictly negative. The fact that R 
Consequently, the closer α is to 0.5 (i.e.C y B in (37) "increases", see (34)) the more the achievable rate of RXB is reduced.
C. Sum-Rate Performance
The selection of parameter α has a clear trade-off on the sum-rate performance: R B in (37) is decreasing while R A is increasing with α ∈ [0, 0.5]. Let us consider α = √ α(1 − α) ∈ [0, 0.5], beingα the parameter that impacts on the sum-rate performance of the MIMO Z-IC (see (34) ). In this sense, R B is decreasing and R A is increasing with respect toα ∈ [0, 0.5]. Let us draw their rate expressions. The rate expression R B in (37) (using (33) and (34)) as a function ofα is:
where (37) . On the other hand, the rate expression R A (derived from (14) and (16)) as a function ofα is:
A . Then, constrained to the WLP design proposed in Section IV-A, the optimumα = √ α(1 − α) in order to maximize the sum-rate performance of the MIMO Z-IC is obtained from:
The optimization problem in (40) can be solved by setting the first order derivative to zero, and selecting the value of α from the candidate points given by the extreme of the domain (0 and 0.5) and the positive real roots of the first order derivative that lie within the domain and have a negative second order derivative (i.e. are maximum points). Through extensive numerical evaluations, we have observed that the optimal value ofα always lies in the extremes of the domain (α opt = 0 orα opt = 0.5), which corresponds to α opt = 0 (i.e. PGS) or α opt = 0.5 (i.e. IGS with maximal level of improperness). Intuitively, for low interference regimes the optimal value is α opt = 0 because increasing α leads to an increase of the rate of RXA lower than the reduction of the rate of RXB. On the contrary, for medium/high interference regimes the optimal value is α opt = 0.5 since reducing α leads to a reduction of the rate of RXA larger than the increase of the rate of RXB.
For the MIMO Z-IC, the optimal value of the transmitted power at TXA corresponds always to the maximum one, as R A is increasing with the available power and no interference is generated onto RXB [27] . Therefore, the operating points of the proposed scheme are obtained by varying the values of α from 0 to 0.5 (at maximum power of TXB) and then varying the transmitted power at TXB from maximum power to 0.
D. Simulation Results
The proposed improper-based scheme is evaluated in the MIMO Z-IC scenario displayed in Fig. 6 . It is assumed that both transmitters have the same available power P max . Signal-to-noise ratio is defined as SNR = P max /σ 2 and signalto-interference ratio by SIR = 1/η, where factor η ≥ 0 denotes the average ratio between interfering and direct channel attenuations. Channels are modeled through a Rayleigh distribution, such that H A,A , H B,B ∼ CN (0, I) and H B,A ∼ CN (0, ηI).
1) Achievable Rate Region:
Let us show the achievable rate region of the MIMO Z-IC for a specific channel realization with SNR = 10dB and SNR = 20dB, η = 1, M = N = 2 (2 × 2). The MIMO channel matrices are: 
The following transmission schemes are evaluated: (20) is adopted and when OPA in (27) is used. Another way to achieve a similar behavior than the one given by the proposed improper-based scheme (i.e. reduce rate of RXB to increase rate of RXA) is by reducing the power used by TXB (P ≤ P max ), which can be applied both for LP and WLP cases. Such performance results are depicted in the figures with the label 'varying P'. Note that the optimal solution for TXA corresponds to always using the maximum power P max , as it does not interfere RXB.
By comparing 'improper (WLP) varying α' with respect to 'proper (LP)' at P = P max , it is verified that the rate of RXA is always increased when received interference is improper (as is demonstrated by Theorems 1 and 3) at the expenses of a reduced rate for RXB. Accordingly, the proposed WLP scheme is beneficial when interference is non-negligible, such that the gain at RXA is significant. The choice of Z 1 and Z 2 (i.e. identity or anti-identity) does not have a significant impact on the rate of RXA, however it affects the rate of RXB, being the anti-identity (Option 2 in (36)) shown to be the best solution. Therefore, in interference-limited scenarios, the proposed improper-based scheme allows trading in transmission fairness mainly through parameter α without adjusting the transmitted power. Even with time-sharing, the improper-based scheme outperforms the proper-based scheme, as is shown with dashed lines in Fig. 7 . To conclude, it can be observed that the achievable rate region is enlarged when using IGS through WLP and, additionally, both system sumrate (i.e. R A + R B ) and system fairness (i.e. min(R A , R B )) are improved for this channel realization.
2) Average Sum-Rate and Min-Rate Performance:
In this section we show simulation results averaged over 1000 random channel realizations when varying η for SNR = 10dB, OPA, and different antenna configurations. The following schemes are evaluated:
• proper (LP): transmitters use LP (i.e. α = 0 at TXB in (32)) and maximum power.
• improper (WLP) α = 0.5: transmitters use WLP and maximum power, whereby for TXB: α = 0.5 and the anti-identity solution for Z 1 and Z 2 (i.e. Option 2 in (36)) are used in (32).
• only TXA (LP): TXA transmits through optimal LP design, and TXB is turned off.
• optimal scheme SISO: optimal sum-rate scheme presented in [27] for the SISO Z-IC. It is valid for M = N = 1 and encompasses PGS and IGS solutions.
• WMMSE: weighted minimum MSE algorithm in [34] for sum-rate maximization in MIMO IC. To adopt IGS, the complex-valued MIMO Z-IC is transformed into an equivalent double-sized real-valued MIMO Z-IC where the WMMSE algorithm applies. It can be employed for any antenna configuration, encompasses PGS and IGS solutions, and converges to a local optimum. Fig. 8 displays the sum-rate (i.e. R A + R B ) and the minrate (i.e. min(R A , R B )) versus η for 1 × 1. Fig. 9 and Fig. 10 show the same for antenna configurations 2 × 2 and 4 × 4, respectively, so as to see how the system performance scales with the number of transmit/receive antennas.
Note that 'optimal scheme SISO' and 'WMMSE' schemes are used as benchmarks in terms of sum-rate. They involve larger complexity, coordination among transmitters and knowledge of all channel matrices. On the other hand, 'proper (LP)', 'improper (WLP) α = 0.5', and 'only TXA' do only require knowledge of the direct channels and no coordination among transmitters is required.
Let us compare the proposed 'improper (WLP) α = 0.5' with 'proper (LP)'. In the 1 × 1 antenna case (see Fig. 8 ), it can be observed that the average sum-rate of the system is increased with IGS for values of η ≥ 1.25, but for values of η ≥ 0.5 the use of IGS starts to be important in some channel realizations (as shown by 'optimal scheme SISO'). On the other hand, the average fairness of the system is increased with IGS for values of η ≥ 0.5. In the 2 × 2 antenna case (see Fig. 9 ), the average sum-rate is improved with IGS for η ≥ 1.5 and the average fairness for η ≥ 0.5. Finally, in the 4 × 4 antenna case (see Fig. 10 ), the average sum-rate is improved for η ≥ 2.75 and the average fairness for η ≥ 0.75. Therefore, the use of IGS is beneficial when interference exceeds a certain threshold, where the proposed 'improper (WLP) α = 0.5' allows trading in transmission fairness and system sum-rate. Such threshold increases as the number of transmit/receive antennas increase, due to the fact that the larger is the number of transmit/receive antennas the larger are the dimensions of the system and the lower are the gains of the flexibility provided by IGS.
In the SISO case (1 × 1), the sum-rate performance of the proposed 'improper (WLP) α = 0.5' is close to the optimal sum-rate performance of 'optimal scheme SISO' (see Fig. 8.(a) ), while the average min-rate is improved (see Fig. 8.(b) ). Recall that the proposed scheme has much less complexity when α is fixed, as it does not require knowledge of the interfering channel. Further, it can be adopted in any MIMO system such that M ≥ N.
V. APPLICATION TO HCNs
In this section we show how to exploit the benefits of using IGS in HCNs through the simple WLP design presented in Section IV. Let us focus on the deployment shown in Fig. 2 with one MeNB and multiple SeNBs. Assume orthogonal frequency division multiple access (OFDMA), such that on a given time/frequency resource the MeNB serves a single user (denoted by MUE) and each SeNB serves a single user (denoted by SUE). Then, the interference channel towards each SUE can be modeled by the MIMO Z-IC.
More specifically, the HCN in Fig. 2 is related to the MIMO Z-IC in Fig. 6 as follows:
• the MUE (that just observes noise) corresponds to RXB, • each SUE (that might observe interference due to the active transmission of the MeNB on the same time/frequency resource) corresponds to RXA. Notice that, due to the deployment of multiple SeNBs within the MeNB coverage area (see Fig. 2 ), there will appear as many MIMO Z-IC as the number of SUEs within the MeNB coverage area that are being served.
The interesting part is that the proposed improper-based scheme with WLP in subsection IV-A for TXB (i.e. the MeNB) when using maximal IGS (i.e. α = 0.5 in (32)) can be applied independently of the interfering channels, as it is based on generating improper interference towards the SUEs (i.e. RXA) but does not depend on the specific SUE that is selected. Accordingly, the proposed improper-based scheme can be easily applied to multi-tier HCN deployments defined in 3GPP LTE-A [35] so as to increase the achievable rate of the SUEs. Furthermore, as multiple MIMO Z-IC may appear, large gains could be obtained with the use of the proposed improper-based scheme because all SUEs would be guaranteed to increase their rate according to Theorem 1 for UPA and to Theorem 3 for OPA.
A. Simulation Results
The proposed improper-based scheme is evaluated through Monte Carlo simulations in a simulator compliant with 3GPP LTE-A specifications in [36] . The network consists of a multi-tier deployment where MeNBs and SeNBs use the same carrier frequency of 2GHz with 10MHz bandwidth. The Small Cell Scenario 1 is used, following deployment and simulation parameters specified in [36] . The deployment consists of 1 MeNB and 4 SeNBs that are uniformly distributed within the macrocell area. 60 users (UEs) are deployed per macrocell area, being 2/3 of them placed near the SeNBs, and the remaining UEs are uniformly distributed within the MeNB coverage area. All UEs are placed outdoor. ITU UMa and ITU UMi models with 3D distance are used for path loss and shadowing modeling for MeNB-UE and SeNB-UE links, respectively. The typical urban model is used for frequency-selective fading modeling. Maximum transmit power at MeNB is P max MeNB = 46dBm. At SeNBs we use two different maximum transmit power values for simulation: either P max SeNB = 24dBm or P max SeNB = 15dBm. Antenna gains are 17dBi at MeNB, 5dBi at SeNB, and 0dBi at UE. Noise spectral density is −174dBm/Hz. The number of antennas is M MeNB = M SeNB = 2, and N UE = 2 for all UEs.
Cell selection at each UE is based on best downlink reference signal receive power (RSRP) [36] . A range extension bias (REB) is added at the RSRP received from each SeNB in order to expand its cell-range and offload more UEs to the SeNBs [37] . REB = 10dB is used for P max SeNB = 24dBm and REB=15dB is employed for P max SeNB = 15dBm, such that around 73% of the UEs (in mean over different deployments) are offloaded to the SeNBs in both cases. Hence, 73% of the UEs are SUEs and 27% of the UEs are MUEs.
The LTE-A frame composed of 8 downlink sub-frames and 2 uplink sub-frames [35] is assumed, but only downlink is evaluated in the sequel. Full-load traffic model is used, where all UEs in the network have packets to be received. For each frame, the UEs associated to the same MeNB or SeNB are uniformly distributed in frequency domain among the available resource blocks (RBs), such that intra-cell interference is removed and only inter-cell interference remains (including cross-tier and co-tier interference). The power available at each MeNB or SeNB is uniformly distributed among the RBs where the UEs have been scheduled.
The following techniques are evaluated on each RB:
• time-sharing: time-sharing solution among MeNB and SeNBs. Different muting ratios are used, represented by X/8 in the figures, which means that all SeNBs transmit in X sub-frames while MeNB transmits in the 8 − X subsequent sub-frames.
• eICIC ABS: enhanced inter-cell interference coordination (eICIC) defined in LTE-A with time-division muting based on almost blank sub-frames (ABS) [38] . Different muting ratios are used, represented by X/8 in the figures, which means that the MeNB is muted X sub-frames where the SeNBs transmit while in the 8 − X subsequent sub-frames all MeNB and SeNBs transmit.
• FR proper (LP): full-reuse (FR) of the frequency band and time slots for MeNB and SeNBs, using proper-based schemes (i.e. LP) at MeNB and SeNBs with OPA in (27) .
• FR improper (WLP): FR of the frequency band and time slots for MeNB and SeNBs, using improper-based schemes (i.e. WLP) at MeNB and SeNBs with OPA in (27) . The proposed scheme in (32) is employed at MeNB with α = 0.5 and the anti-identity solution for Z 1 and Z 2 in (36). Fig. 11 displays the evaluated transmission schemes in a frequency/time grid corresponding to 1 RB and 8 downlink sub-frames, showing the sub-frames in which MeNB and SeNBs are allowed to transmit.
The performance indicator is the user throughput (UT) measured in Mbits/s. Let us remark that all the evaluated schemes have as main objective dealing with the cross-tier interference, either with time-sharing or with an efficient spatial precoding design. However, the co-tier interference (i.e. interference from SeNB towards SUEs associated to other SeNBs) can degrade the system performance in some cases depending on the deployment and the system parameters. Also, in the case of a full-reuse, the cross-tier interference from SeNB to the MUEs can also be prejudicial in some cases. Fig. 12 displays the cumulative distribution function (CDF) of the achievable rates per RB of the MUEs and the SUEs (in bits/s/Hz), separately, for P max SeNB = 24dBm. In the 'eICIC ABS' technique, as the muting ratio (X/8) increases, the achievable rate of the MUEs is degraded while the achievable rate of the SUEs is improved because the crosstier interference is eliminated. As compared to the baseline 'FR proper (LP)', the proposed 'FR improper (WLP)' has a similar behavior than the 'eICIC ABS': it degrades the achievable rate of the MUEs so as to improve the achievable rate of the SUEs (as is also shown in Section IV-D). However, it can be observed that, among all techniques, 'FR improper (WLP)' achieves the fairest performance when considering all MUEs and SUEs. Fig. 13.(a) displays the 5%-tile UT vs. the mean UT when considering all UEs for the case of P max SeNB = 24dBm. The use of 'time-sharing' or 'eICIC ABS' define an oval area where the system can operate based on the variation of the muting ratio (X/8). As the muting ratio increases, the mean UT is increased because the SeNBs have more sub-frames available with less interference (see Fig. 11 ). On the contrary, there is a limit in terms of fairness (or 5%-tile UT) because when the muting ratio increases the resources devoted to the MUEs decrease and there is a switching point in which the fairness passes from being limited by SUEs to being constrained by the MUEs. However, it is important to realize that, although the 'FR proper (LP)' lies inside the oval areas delimited by the 'time-sharing' or 'eICIC ABS' solutions, the proposed 'FR improper (WLP)' allows to go out of these areas and improve both the system fairness and the system sum-rate performance. Fig. 13 .(b) displays the same as Fig. 13.(a) , but for case of P max SeNB = 15dBm. Similar conclusions can be extracted. However, the 5%-tile and the mean UT gains of 'FR improper (WLP)' are larger than in the case of P max SeNB = 24dBm, owing to the fact that when reducing the power at SeNBs the interfering-to-direct ratio for the SUEs increases (same interfering power from MeNB, but less direct power from SeNB) and hence the use of IGS provides larger system performance gains.
In addition to the system fairness and performance gains, 'FR improper (WLP)' has the following advantages as compared to 'time-sharing' or 'eICIC ABS' solutions: i) there is no need to optimize the muting ratio, and ii) the synchronization issues due to the time-sharing and the on/off switching of the MeNB do not need to be tackled. Furthermore, the proposed 'FR improper (WLP)' does not add any complexity in terms of implementability, either in overhead or in additional information required for coordination.
VI. CONCLUSIONS
This paper exploits majorization theory to formally quantify the benefits of IGS in the MIMO P2P-I, and then applies the concepts to the MIMO Z-IC and to HCNs through an efficient design of widely linear transceivers. First, for the MIMO P2P-I, we show that the use of IGS allows: i) strictly improving the achievable rate and the MSE and when uniform power allocation is performed and ii) improving the achievable rate when optimal power allocation for maximum rate is adopted. Second, for the MIMO Z-IC, we propose a practical improper-based scheme through a simple WLP design, which allows: i) improving the achievable rate of the most impaired user and ii) improving the system fairness and controlling the sum-rate performance through a single parameter in interference-limited scenarios. The proposed improperbased scheme is useful provided that the interference levels are high enough, in which case the performance gains are significant. Finally, such benefits are applied to HCNs where multiple MIMO Z-IC appear with high interference levels. In this scenario, 3GPP-compliant simulations show that the 5%-tile and the mean user throughput are improved with the proposed improper-based scheme as compared to conventional time-sharing solutions, proper-based schemes, and the wellknown eICIC technique, due to the fact that the proposed scheme can cope with a full reuse of the frequency bands and time slots while providing enough flexibility to combat the predominant cross-tier interference in HCNs.
APPENDIX A PRELIMINARIES

A. Preliminaries for Improper Gaussian Random Vectors
In this section we introduce the basic notions of improper random vectors that are used through the paper (see [6] for more details).
Definition 1 [6] : Given a zero-mean complex random vector x ∈ C n×1 , the matrix C x = E{xx H } is the covariance matrix of x and the matrixC x = E{xx T } is the pseudocovariance matrix of x.
By definition, it is easy to check that the covariance matrix C x is Hermitian and positive semidefinite while the pseudo-covariance matrixC x is symmetric.
Definition 2 ([39] -Proper):
A complex random vector x is called proper if its pseudo-covariance matrixC x vanishes to a zero matrix, otherwise it is called improper.
A more restrictive definition than properness is known as circularly symmetric.
Definition 3 ([6] -Circularly Symmetric):
A complex random vector x is circularly symmetric if its distribution is rotationally invariant, i.e. if x andx = xe j α have the same distribution for any real value α.
For a circularly symmetric random vector x, we havẽ C x =Cx = E{xx T } = e j 2αC x , which impliesC x = 0. Thus, circularity implies properness, but the converse is not true in general. Nevertheless, if x is a zero-mean Gaussian random vector, then properness and circularity are equivalent [6] , as given by the following lemma.
Lemma 2 [6] : A complex zero-mean Gaussian random vector x is circularly symmetric if and only if it is proper.
Hence, the commonly adopted assumption that the noise vector is zero-mean circularly symmetric complex Gaussian (CSCG) is equivalent to say that the noise vector is a proper Gaussian random vector.
For an arbitrary zero-mean complex random vector x ∈ C n×1 , two mathematical tools have been used in the recent literature to represent them: the composite real representation, whereby real and imaginary parts of x are separated: x = {x} T {x} T T ∈ R 2n×1 , and the augmented complex representation, which works with the complex vector and its complex conjugate: [40] . Both representations are mathematically equivalent in the sense that it is equivalent to work with one or the other, since they are related by the following bijective transformation:
where T = 1 2
It is very important to recall that althoughx is a real-valued vector, T and x are complex-valued. Thus,x T = x H T H . Lemma 3 [6] : Any arbitrary zero-mean complex random vector x ∈ C n×1 is characterized by the covariance matrix of the augmented vector x, which is given by:
The augmented covariance matrix C x in (44) has some built-in redundancy for the second-order characterization of x. However, it is useful as shown in the following theorem.
Theorem 5 [6] : C x andC x are a valid set of covariance and pseudo-covariance matrices, i.e. there exists a random vector x with covariance and pseudo-covariance matrices given by C x andC x , respectively, if and only if the augmented covariance matrix C x is positive semidefinite (i.e. C x 0).
The conditions of the covariance matrix C x being Hermitian and positive semidefinite and the pseudo-covariance matrixC x being symmetric are already implied by the augmented covariance matrix C x being positive semidefinite [6] .
The relation between the covariance matrix of the augmented vector x (i.e. C x in (44)) and the covariance matrix of the real-valued vectorx (i.e. Cx) can be derived from (42) . It is included in the following lemma.
Lemma 4: The covariance matrix of the real-valued vectorx is related to the covariance matrix of the augmented vector x as:
being matrix T the one defined in (43) . Due to the bijective transformation in (42) and Lemma 3, Cx in (45) characterizes any arbitrary zero-mean complex random vector x. In wireless communications, the information-bearing signals are usually selected from a CSCG (i.e. proper Gaussian) codebook. Hence, the problem of how efficiently generate an improper Gaussian signal x ∈ C n×1 from a proper Gaussian signal b ∈ C m×1 selected from a CSCG codebook arises. Without loss of generality, assume that b ∼ CN (0, I m ) , i.e. C b = I m andC b = 0. Note that the conventional linear precoding, i.e. x = Wb where W ∈ C n×m is the precoding matrix, is not able to map the proper Gaussian signal b into an improper Gaussian signal x, since the pseudo-covariance matrix of x vanishes:C x = WC b W T = 0. However, widely linear precoding is able to do it [4] . The main result is summarized in the following lemma.
Lemma 5 [4] : Given a proper Gaussian information-bearing signal b ∈ C m×1 characterized by C b = I m andC b = 0, an improper Gaussian signal x ∈ C n×1 can be obtained by applying the following widely linear precoding (WLP) to the proper Gaussian signal b:
where W 1 ∈ C n×m and W 2 ∈ C n×m are the precoding matrices corresponding to the blocks of C x in (44):
Therefore, as C x characterizes any arbitrary zero-mean complex random vector, any improper Gaussian signal can be generated from a proper Gaussian signal through the use of WLP [4, Sec. II.C]. Further, Lemma 5 states the relation between the covariance and pseudo-covariance matrices of x (C x andC x ) and the precoding matrices (W 1 and W 2 ):
(48) Note that if W 2 = 0 (and henceC x = 0), then (46) reduces to the conventional linear precoding used for PGS.
B. Preliminaries for Majorization Theory
In this section we introduce the basic notions of majorization theory that are used through the paper. See [23] for a complete reference and [24] for its applications in wireless communications. Majorization theory makes precise the vague notion that the components of a vector y are "more spread out" or "less nearly equal" than are the components of a vector x.
Definition 4 For any real-valued vector x ∈ R n×1 , let
denote the components of vector x in decreasing order. Similarly, let
denote the components of vector x in increasing order. Under this ordering of vectors, different kinds of majorization relations arise when comparing two vectors: strong majorization, weak majorization, and weak log-majorization, as defined in what follows.
Definition 5 ( [23] -Strong Majorization):
For any x, y ∈ R n×1 , y majorizes x (or x is majorized by y), written as y x (or, equivalently, x ≺ y), if:
The conditions in (51) are equivalent to:
Definition 6 ( [23] -Weak Majorization):
For any x, y ∈ R n×1 , y weakly majorizes x (or x is weakly majorized by y), written as y w x (or, equivalently, x ≺ w y), if:
Note that y x implies y w x, so strong majorization is a more restrictive definition than weak majorization.
Definition 7 ([23] -Weak Log-Majorization):
For any x, y ∈ R n×1 , y weakly log-majorizes x (or x is weakly logmajorized by y), written as y w log x (or, equivalently, x ≺ w log y), if:
Note that y w log x implies y w x, so weak log-majorization is a stronger definition than weak majorization. Functions that preserve the ordering of majorization are said to be Schur-convex (or Schur-concave if the order is reverted).
Definition 8 ([23] -Schur-Convex/Concave):
A realvalued function φ defined on a set A ∈ R n×1 is said to be Schur-convex on A if:
Similarly, φ is said to be Schur-concave on A if:
The Schur-convex or Schur-concave property of a function can be identified as follows.
Proposition 1 ( [23] ): If I ∈ R is an interval and g : I → R is a convex function, then:
is Schur-convex on I n×1 . Similarly, if g : I → R is a concave function, then:
There is a stronger version of Schur-convexity and Schur-concavity for functions that preserve the ordering of majorization with a positive increment, as introduced in what follows.
Definition 9 ([41] -Strongly
Schur-Convex/Concave): A real-valued function φ defined on a set A ∈ R n is said to be strongly Schur-convex with modulus c > 0 on A if:
Similarly, φ is said to be strongly Schur-concave with modulus c > 0 on A if:
Note that the usual Schur-convexity and Schur-concavity correspond to the case c = 0.
The strongly Schur-convex or strongly Schur-concave property of a function can be identified as follows.
Proposition 2 [41] : If I ∈ R is an interval and g : I → R is a strongly convex function with modulus c > 0, then:
is strongly Schur-convex with modulus c > 0 on I n×1 . Similarly, if g : I → R is a strongly concave function with modulus c > 0, then:
) is strongly Schurconcave with modulus c > 0 on I n×1 . Now let us present an important majorization result for partitioned Hermitian matrices which states that, for two Hermitian matrices with equal diagonal blocks, the stronger the off-diagonal blocks are the more spread out the eigenvalues become, see [6, Result A3.7] . This result can also be derived from the pinching inequality, see [42] .
Lemma 6 ( [6] -Partitioned Hermitian Matrices):
For Hermitian matrices A and B in the form:
the following strong majorization result is fulfilled:
APPENDIX B PROOFS
A. Proof of Lemma 1
Assume that the channel coefficients of H ∈ C N×M in (1) follow a Rayleigh distribution (i.e. H is full rank) and M ≥ N. Then, let us write the vector of eigenvalues in (16) as follows:
in which we have used the fact that eig(XY) = eig(YX) for any matrix X and Y. Note that the block-matrices [C s 0; 0 C * s ] and [C sCs ;C * s C * s ] in (63) are full rank, so their inverses exist. By using the structure ofH in (4), the structure of T in (7), and some matrix manipulations, it can be shown that
This relation is key for the proof. Note that
in (64) is full rank for M ≥ N and H full rank, so its inverse exists and it is equal to (
The inverses of the positive eigenvalues in (63) (i.e.λ
I ) can be obtained from the positive eigenvalues of the inverse matrix. Then, using the relation in (64), we get:
such that, multiplying the block-matrices, we have:
Therefore, as the diagonal blocks of the partitioned Hermitian matrices in (66) are equal, we can make use of Lemma 62 in Appendix A-B and hence, from (66), obtain:
which demonstrates the strong majorization result in (17) of Lemma 1. The weak log-majorization result in (17) of Lemma 1 is demonstrated in continuation by using some useful majorization theory properties that can be derived from (67). The first useful majorization theory property is [23, Sec. 5 
. . , K , being eig(A) i the i -th eigenvalue of A and K the rank of A. Due to the ordering of eigenvalues, the last components of the vectors in (67) correspond to the first components of the eigenvalues in (63), such that as an implication of (67):
and hence:
The second useful majorization theory property is w g(eig(B)).
x is a convex function, it follows from (67) that:
Again, the ordering of eigenvalues is very important here. Finally, from (69) and (70), the weak log-majorization result in (17) is demonstrated (see Definition 7 in Appendix A-B) .
B. Proof of Theorem 1
The function 
To further extend this inequality, we make use of the results from strong Schur-convexity (see Definition 9 in Appendix A-B) [41] . Inequality in (23) (24) is derived. Finally, as the squared 2-norm function is a Schur-convex function then λ −1 I 2 − λ −1 P 2 ≥ 0 (with equality if and only ifλ I =λ P ) [41] . So, the rate gap in (23) is strictly positive provided thatλ I =λ P .
C. Proof of Theorem 2
The function ∈ (a, b) . 
To further extend this inequality, we make use of the results from strong Schur-concavity (see Definition 9 in Appendix A-B) [41] . Inequality in (25) 
D. Proof of Theorem 3
In order to prove an achievable rate improvement with the use of IGS when OPA in (27) is adopted, let us focus on demonstrating the following inequalities:
where R(p P •λ I ) refers to the achievable rate in the improper interference case when the power allocation derived from the proper interference case is used (which is not the optimum, but a valid power allocation). Regarding the second inequality in (77), in the following we introduce some interesting properties that would allow us to prove it.
• 
The extension of this proposition to weak log-majorization is straightforward by realizing the properties of the product operation. So we can state that: if a wlog b, then a • u wlog b • u for any u ∈ D + . Accordingly, asp P ∈ D + and due to Lemma 1 (λ I w logλP ), we can conclude that when using the power allocation derived from the proper interference case (i.e.p P ), the following relation is satisfied:
, being L the vector length, as log(1+x) is an increasing function on x ∈ [0, ∞) and log(1 + e x ) is a convex function on x ∈ [0, ∞). Accordingly, as the achievable rate in (14) has such a form, and owing to Property 1 (p P •λ I w logpP •λ P ), we can conclude:
Hence, the second inequality in (77) is demonstrated. The first inequality in (77) is intrinsic of the water-filling solution for OPA in (27) , as for a givenλ I the optimal power allocation in terms of achievable rate is given byp I , so: R opt (p I •λ I ) ≥ R(p P •λ I ) and the proof is completed.
E. Proof of Theorem 4
