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a b s t r a c t
A set S of vertices in a graph G is a total dominating set if every vertex of G is adjacent
to some vertex in S. The minimum cardinality of a total dominating set of G is the total
domination number of G. A graph is total domination edge addition stable if the addition
of an arbitrary edge has no effect on the total domination number. In this paper, we
characterize total domination edge addition stable graphs. We determine a sharp upper
boundon the total dominationnumber of total domination edge addition stable graphs, and
we determine which combinations of order and total domination number are attainable.
We finish this work with an investigation of claw-free total domination edge addition
stable graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We continue the study of total domination in graphs which was introduced by Cockayne et al. [4]. A total dominating
set, abbreviated TDS, of a graph G is a set S of vertices of G such that every vertex in G is adjacent to a vertex in S. Every
graph without isolated vertices has a TDS, since V (G) is such a set. The total domination number of G, denoted by γt(G), is
the minimum cardinality of a TDS of G. A TDS of G of cardinality γt(G) is called a γt(G)-set. Total domination in graphs is
now well studied in graph theory. The literature on the subject of domination parameters in graphs has been surveyed and
detailed in the two books by Haynes et al. [9,10]. A recent survey of total domination in graphs can be found in [15].
For many graph parameters, criticality and stability are fundamental questions. Much has been written about graphs
where a parameter (such as diameter or chromatic number) increases or decreases whenever an edge or vertex is removed
or added. Van der Merwe [20] initiated the study of those graphs where the total domination number decreases upon the
addition of an arbitrary edge. This concept was further investigated in [7,11–13,21–23] and elsewhere. Goddard et al. [6]
began the study of those graphs where the total domination number decreases on the removal of any vertex. Further
properties of these graphs were explored in [2,17,24–26]. In [5], we studied graphs where the total domination number
changes upon the removal of any edge. In this paper, we study those graphs where the total domination number remains
unchanged upon the addition of any edge.
For notation and graph theory terminology not defined herein, we refer the reader to [9]. Let G = (V , E) be a graph
with vertex set V of order n = |V | and edge set E of size m = |E|, and let v be a vertex in V . The open neighborhood of v is
NG(v) = {u ∈ V | uv ∈ E} and the closed neighborhood of v is NG[v] = {v} ∪ NG(v). If the graph G is clear from context,
we simply write N(v) and N[v] rather than NG(v) and NG[v], respectively. For a set S ⊆ V , its open neighborhood is the set
N(S) = v∈S N(v), and its closed neighborhood is the set N[S] = N(S) ∪ S. The set S is a dominating set if N[S] = V and a
total dominating set if N(S) = V . For subsets S, T ⊆ V , the set S totally dominates the set T if T ⊆ N(S).
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The degree of a vertex v in G is dG(v) = |NG(v)|. The minimum degree among the vertices of G is denoted by δ(G) and
the maximum degree by ∆(G). A vertex of degree one is called a leaf, and its neighbor is called a support vertex. We note
that a TDS of G contains all the support vertices of G. For a set S ⊆ V , the subgraph induced by S is denoted by G[S]. A path
on n vertices is denoted by Pn and the complement of G by G. For a vertex v in G, we denote the graph obtained from G by
deleting the vertex v and all edges incident with v by G− v.
For two vertices u and v in a connected graph G, the distance dG(u, v) between u and v is the length of a shortest u–v
path in G. The eccentricity e(v) of a vertex v ∈ V is the distance between v and a vertex farthest from v in G. The maximum
eccentricity among the vertices of G is its diameter, which is denoted by diam(G). We say that a graph G is a diameter k graph
if diam(G) = k.
A caterpillar is a tree such that if all leaf vertices and their incident edges are removed, the remainder of the graph forms
a path, called its spine. The code of the caterpillar having spine Pk = (v1, v2, . . . , vk) is the ordered k-tuple (l1, l2, . . . , lk),
where li is the number of leaves adjacent to vi.
We say that a graph G is total domination edge addition stable, or γ+t -stable for short, if the addition of any edge to E(G)
does not change the total domination number. In other words, γt(G + e) = γt(G) for every edge e ∈ E(G). We note that
adding an edge to a graph cannot increase the total domination number. Hence γt(G+ e) ≤ γt(G) for every edge e ∈ E(G).
It was shown in [13] that adding an edge decreases the total domination number by at most two.
Proposition 1 ([13]). For every edge uv ∈ E(G), γt(G)− 2 ≤ γt(G+ uv) ≤ γt(G).
An edge e ∈ E(G) is a stable edge if γt(G+ e) = γt(G), while e is a critical edge if γt(G+ e) < γt(G). Thus in a γ+t -stable
graph G, every edge in E(G) is a stable edge. For example, Hattingh et al. showed in [8] that every edge in E(Pn) is a stable
edge of the path Pn for n ≡ 0 (mod 4).
Proposition 2 ([8]). For every integer k ≥ 1, the path P4k is γ+t -stable.
Let S ⊆ V , and let v ∈ S. The open S-private neighborhood of v, denoted by pn(v, S), is the set of all vertices in the open
neighborhood of v but not in the open neighborhood of S \ {v}; that is, pn(v, S) = N(v) \ N(S \ {v}). Thus if u ∈ pn(v, S),
then N(u) ∩ S = {v}. A vertex u ∈ pn(v, S) is called an S-private neighbor of v. The set epn(v, S) = pn(v, S) ∩ (V \ S)
is called the external S-private neighbor set of v, while a vertex u ∈ epn(v, S) is called an external S-private neighbor of v.
We define the internal S-private neighbor set of v to be the set ipn(v, S) = pn(v, S) ∩ S and call a vertex u ∈ ipn(v, S) an
internal S-private neighbor of v. For any γt(G)-set S, and any A ⊆ S, we define the external S-private neighborhood of A as
epn(A, S) = u∈A epn(u, S). We define the external S-private neighbor count of A as |epn(A, S)|. We will use the following
result of Cockayne et al. [4] throughout this work.
Proposition 3 ([4]). If S is aminimal TDS of a connected graph G, then for each vertex v ∈ S, |epn(v, S)| ≥ 1 or |ipn(v, S)| ≥ 1.
2. Total domination edge addition stable graphs
2.1. A characterization
Since γt(G+ e) ≤ γt(G) for every e ∈ E(G), and for every isolate-free graph G, γt(G) ≥ 2, we note that if γt(G) = 2, then
G is γ+t -stable. Accordingly, we restrict our attention in this work to graphs G for which γt(G) ≥ 3. For our first result, we
construct γ+t -stable graphs having a specified total domination number and an induced subgraph.
Proposition 4. For every positive integer k ≥ 2 and any graph H, there exists a γ+t -stable graph G such that γt(G) = k and H
is a vertex induced subgraph of G.
Proof. Begin with a caterpillar Gk with spine Pk = (v1, v2, . . . , vk) and code (2, 2, . . . , 2). Form the graph G from Gk and
a copy of H by adding an edge from v1 to every vertex in H . Let S be any γt(G)-set. Since the k vertices of the spine of Gk
are support vertices in G, {v1, v2, . . . , vk} ⊆ S. Hence, γt(G) ≥ k. Clearly the set of vertices on the spine of Gk is a total
dominating set of G, so γt(G) ≤ k. Hence, γt(G) = k.
To see that G is γ+t -stable, let uv ∈ E(G) be any arbitrary edge of G. If u or v is a non-leaf vertex of G, then G′ = G + uv
has k support vertices, implying that γt(G′) = k, that is, uv is a stable edge. Assume that both u and v are leaves in G. In
this case, either G′ still has k support vertices and again uv is a stable edge or u and v are both incident to the same support
vertex, say vi. But then any TDS of G′ includes the remaining k− 1 support vertices and at least one of u, v, and vi, implying
that uv is a stable edge. Thus we conclude that G is γ+t -stable with γt(G) = k and H as a vertex induced subgraph. 
As a consequence of Proposition 4 we obtain the following result.
Corollary 5. There exists no forbidden subgraph characterization of γ+t -stable graphs.
Next, we characterize γ+t -stable graphs. For this purpose, we will need the following key lemma which will also prove
useful in establishing upper bounds on the total domination number of γ+t -stable graphs in terms of their order.
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Fig. 1. The graph G.
Lemma 6. If G is a γ+t -stable graph and γt(G) ≥ 3, then for every γt(G)-set S and for every v ∈ S, one of the following properties
hold.
(a) |pn(v, S)| ≥ 2 and |epn(v, S)| ≥ 1.
(b) If epn(v, S) = ∅, then |ipn(v, S)| ≥ 3.
Proof. Let G be a γ+t -stable graph with γt(G) ≥ 3. Suppose that S is a γt(G)-set and that v ∈ S. By Proposition 3,|pn(v, S)| ≥ 1. If pn(v, S) = {u}, then the set S \ {v} is a TDS for G + uw, where w ∈ S \ {u, v}, and so G is not γ+t -stable,
a contradiction. Therefore, |pn(v, S)| ≥ 2. If |epn(v, S)| ≥ 1, we are finished. Hence we may assume that epn(v, S) = ∅.
If ipn(v, S) = {x, y}, then the set S \ {v} is a TDS for G + xy of cardinality γt(G) − 1 implying that G is not γ+t -stable, a
contradiction. Hence, |ipn(v, S)| ≥ 3, as desired. 
As a consequence of Lemma 6, we show that removing a vertex from a γ+t -stable graph cannot decrease the total
domination number.
Corollary 7. If a graph G is γ+t -stable, then γt(G− v) ≥ γt(G) for every vertex v ∈ V (G) such that G− v has no isolated vertex.
Proof. Let G be a γ+t -stable graph. Assume, for purposes of contradiction, that there exists a vertex v ∈ V (G) such that
γt(G− v) < γt(G). Adding any neighbor of v to a γt(G− v)-set produces a TDS of G, and so γt(G− v) = γt(G)− 1. Let T be
a γt(G− v)-set, and let x ∈ N(v). If T contains a neighbor of v, then T is a TDS for G of cardinality γt(G)− 1, a contradiction.
Hence, T ∩ N(v) = ∅. We now consider the γt(G)-set S = T ∪ {x} and note that pn(x, S) = {v}, contradicting Lemma 6.
Hence, γt(G− v) ≥ γt(G). 
We remark that the necessary conditions of Lemma 6 for a graph G to be γ+t -stable are by no means sufficient. To see
this, consider the graph G shown in Fig. 1.
Let S be any γt(G)-set. Since a, b, c , and f are support vertices inG, it follows that {a, b, c, f } ⊆ S. The set {a, b, c, d, e, f } is
a TDS forG, and so γt(G) ≤ 6. It is easy to see that γt(G) = 6 and e ∈ S. Hence the only possible γt(G)-sets are {a, b, c, d, e, f }
and {a, b, c, e, f , i}. Both of these sets satisfy the conditions of Lemma 6. Hence, G satisfies the conditions of Lemma 6.
However, γt(G+ fh) = 5. Thus, G is not γ+t -stable.
First we give a characterization of γ+t -stable graphs Gwith γt(G) = 3.
Theorem 8. Let G be a graph with γt(G) = 3. The graph G is γ+t -stable if and only if γ (G) = 3 and for every γt(G)-set S and
for every v ∈ S, one of the following properties hold.
(a) |pn(v, S)| ≥ 2 and |epn(v, S)| ≥ 1.
(b) If epn(v, S) = ∅, then |ipn(v, S)| ≥ 3.
Proof. Let G be a graphwith γt(G) = 3. Suppose that G is a γ+t -stable graph. By Lemma 6, one of properties (a) and (b) holds
for every vertex in a γt(G)-set. Since γt(G) = 3, we note that γ (G) ≥ 2. If γ (G) = 2, then let S = {x, y} be any γ (G)-set.
The set S is a TDS for G + xy, implying that xy is a critical edge and therefore G is not γ+t -stable, a contradiction. Hence,
γ (G) = 3. This proves the necessity. To prove the sufficiency, suppose that γ (G) = 3 and that properties (a) and (b) hold.
Assume, for purposes of contradiction, that γt(G + xy) < γt(G) for some edge xy ∈ E(G). Let T be a γt(G + xy)-set, and
so |T | = 2. If T = {x, y}, then γ (G) = 2, a contradiction. If neither x nor y is in T , then T is a TDS of G and γt(G) = 2, a
contradiction. Hence, T contains exactly one of x and y. Assume, without loss of generality, that x ∈ T . Let T = {x, w}. In G,
the set T totally dominates V (G) \ {y}. We now consider the set S = T ∪ {v}, where v ∈ N(y). Then the set S is a γt(G)-set
satisfying ipn(v, S) = ∅ and epn(v, S) = {y}, contradicting property (a). Hence, G is γ+t -stable. 
Nextwe give a characterization of γ+t -stable graphswith total domination number at least 4. For this purpose, for a graph
G and for any two vertices u, v ∈ V (G) such that {u, v} does not dominate G, we define Guv to be the graph
Guv = G[V (G) \ (N[u] ∪ N[v])].
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Theorem 9. Let G be a graph with γt(G) ≥ 4. The graph G is γ+t -stable if and only if the following two conditions hold.
1. For every γt(G)-set S and for every v ∈ S, one of the following is true.
(a) |pn(v, S)| ≥ 2 and |epn(v, S)| ≥ 1.
(b) If epn(v, S) = ∅, then |ipn(v, S)| ≥ 3.
2. For every two vertices u, v ∈ V (G), such that dG(u, v) ≥ 3 and Guv is isolate-free, we have γt(Guv) > γt(G)− 3.
Proof. Let G be a graph with γt(G) ≥ 4. Suppose that G is a γ+t -stable graph. By Lemma 6, Condition 1 holds. Assume,
for purposes of contradiction, that Condition 2 is not true. Then there exist vertices u, v ∈ V (G) such that dG(u, v) ≥ 3
and Guv is isolate-free, but γt(Guv) ≤ γt(G) − 3. Let Suv be a γt(Guv)-set. Then Suv ∪ {u, v} is a TDS of G + uv, and so
γt(G + uv) ≤ |Suv| + 2 = γt(Guv) + 2 ≤ γt(G) − 1, implying that uv is a critical edge and therefore G is not γ+t -stable, a
contradiction. Thus, Condition 2 holds. This proves the necessity.
For sufficiency,wewill prove the contrapositive. Assume thatG is notγ+t -stable. Then there exists an edgeuv ∈ E(G) such
that γt(G+uv) < γt(G). Let S∗ be a γt(G+uv)-set. If S∗∩{u, v} = ∅, then S∗ is a TDS ofG, whence γt(G) ≤ |S∗| = γt(G+uv),
a contradiction. Hence at least one of u and v is in S∗. By Proposition 1, either γt(G+uv) = γt(G)−2 or γt(G+uv) = γt(G)−1.
Suppose γt(G+ uv) = γt(G)− 2. If exactly one of u and v is in S∗, say without loss of generality, u ∈ S∗ and v ∉ S∗, then
S∗ ∪ {w}wherew ∈ N(v) is a TDS of G of cardinality γt(G)− 1, a contradiction. Thus, {u, v} ⊆ S∗. If either u or v, say u, has
a neighbor in S∗ \ {u, v}, then S = S∗ ∪ {w}wherew ∈ NG(v) is a TDS of Gwith cardinality less than γt(G), a contradiction.
Hence NG(u) ∩ S∗ = NG(v) ∩ S∗ = ∅. Let x ∈ N(u) and y ∈ N(v). Then the set S = S∗ ∪ {x, y} is a γt(G)-set. However,
epn(x, S) = ∅ and |ipn(x, S)| ≤ 1. Hence, Condition 1 does not hold. Therefore wemay assume that γt(G+uv) = γt(G)−1,
for otherwise Condition 1 does not hold and we are finished.
Suppose that exactly one of u and v is in S∗. Renaming vertices if necessary, we may assume that u ∈ S∗ and v ∉ S∗. Let
w be any neighbor of v. The set S = S∗ ∪ {w} is a γt(G)-set. However, the vertex v is the only possible S-private neighbor of
w, and so |pn(w, S)| ≤ 1. Therefore Condition 1 does not hold. Hence we may assume that {u, v} ⊆ S∗.
If NG(u) ∩ S∗ ≠ ∅ and NG(v) ∩ S∗ ≠ ∅, then S∗ is a γt(G)-set of cardinality γt(G) − 1, a contradiction. Hence renaming
vertices if necessary,wemay assume thatNG(u)∩S∗ = ∅. IfNG(v)∩S∗ ≠ ∅, then S = S∗∪{w}wherew ∈ NG(u) is aγt(G)-set.
However, epn(w, S) = ∅ and |ipn(w, S)| ≤ 1, and so Condition 1 does not hold. Hence wemay assume that NG(v)∩S∗ = ∅.
If u and v share a common neighbor w, then the set S = S∗ ∪ {w} is a γt(G)-set where epn(w, S) = ∅ and |ipn(w, S)| ≤ 2,
and so Condition 1 does not hold. Hence we may assume that dG(u, v) ≥ 3. Since γt(G+ uv) = γt(G)− 1 ≥ 3, we note that
S∗ ≠ {u, v}. Thus, the set {u, v} does not dominateG, and so the graphGuv is well defined. SinceNG(u)∩S∗ = NG(v)∩S∗ = ∅,
the set Suv = S∗\{u, v} is a TDS forGuv . Thus, Guv is isolate-free and γt(Guv) ≤ |Suv| = |S∗|−2 = γt(G+uv)−2 = γt(G)−3.
Hence, Condition 2 does not hold. This proves the sufficiency. 
We note that if G is a graph with diam(G) = 2, then Condition 2 in Theorem 9 is vacuously satisfied. Additionally,
Condition 2 is also vacuously satisfied if γt(G) = 4. Hence as an immediate consequence of Theorem9,we have the following
result.
Corollary 10. Let G be a graph with γt(G) = 4 or with diam(G) = 2 and γt(G) ≥ 5. The graph G is γ+t -stable if and only if for
every γt(G)-set S and for every v ∈ S, one of the following properties hold.
(a) |pn(v, S)| ≥ 2 and |epn(v, S)| ≥ 1.
(b) If epn(v, S) = ∅, then |ipn(v, S)| ≥ 3.
2.2. Upper bounds
The decision problem Total Dominating Set is NP-complete, so it is of interest to determine upper bounds on the total
domination number of a graph in terms of its minimum degree. The known upper bounds on the total domination number
of a graph G in terms of its order n are summarized in Theorem 11.
Theorem 11. Let G be a graph of order n. Then the following hold.
(a) δ(G) ≥ 1⇒ γt(G) ≤ 2n/3 if n ≥ 3 and G is connected [4]
(b) δ(G) ≥ 2⇒ γt(G) ≤ 4n/7 if n ≥ 11 and G is connected [14]
(c) δ(G) ≥ 3⇒ γt(G) ≤ n/2 [1,3,19]
(d) δ(G) ≥ 4⇒ γt(G) ≤ 3n/7 [18].
In this section, we determine upper bounds on the total domination number of γ+t -stable graphs. We show that if we
add the condition that a graph G is γ+t -stable, then the bounds in Theorem 11 can be improved.
Theorem 12. Let G be a connected γ+t -stable graph of order n with γt(G) ≥ 3. Then γt(G) ≤ n/2. Further if δ(G) ≥ 2, then the
equality holds if and only if G = Cn where n ≡ 0 (mod 4).
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Proof. Let G = (V , E) be a connected γ+t -stable graph of order n with γt(G) ≥ 3. Let S be a γt(G)-set. We define a weak
partition (S0, S1, S2) of the set S (where by weak partition we mean that some of the subsets may be empty) as follows. Let
S0 consist of all vertices of S that have no S-external private neighbor. Let S1 consist of all vertices of S that have exactly one
S-external private neighbor. Let S2 consist of all vertices of S that have at least two S-external private neighbors. That is,
S0 = {v ∈ S : |epn(v, S)| = 0}
S1 = {v ∈ S : |epn(v, S)| = 1}
S2 = {v ∈ S : |epn(v, S)| ≥ 2}.
By Lemma 6, if v ∈ S0, then |ipn(v, S)| ≥ 3. For each S-internal private neighbor u ∈ ipn(v, S), we note that
N(u) ∩ S = {v} and ipn(u, S) = ∅. Therefore by Lemma 6, |epn(u, S)| ≥ 2 for every vertex u ∈ ipn(v, S). For each
v ∈ S0, we let Av consist of exactly three vertices in ipn(v, S), and we let
A =

v∈S0
(Av ∪ {v}).
Then |A| = 4|S0| and
|epn(A, S)| =
−
v∈S0
−
u∈Av
|epn(u, S)| ≥
−
v∈S0
2|Av| = 6|S0| = 3|A|/2.
By Lemma 6, if v ∈ S1, then |ipn(v, S)| ≥ 1. Let B′ = {v ∈ S1 : |ipn(v, S) ∩ S2| ≥ 1}. For each v ∈ B′, we select a vertex
v′ ∈ ipn(v, S) ∩ S2, and we let
B =

v∈B′
{v, v′}.
Then |B| = 2|B′|, and since |epn(v, S)| = 1 and |epn(v′, S)| ≥ 2 for each v ∈ B′, we have that
|epn(B, S)| =
−
v∈B′
(|epn(v′, S)| + |epn(v, S)|) ≥ 3|B′| = 3|B|/2.
Let C = {v ∈ S1 : ipn(v, S) ∩ S2 = ∅}. Then (B′, C) is a weak partition of the set S1. Let v ∈ C and let u ∈ ipn(v, S).
Then u ∈ S1 and N(u) ∩ S = {v}. If v ∉ ipn(u, S), then by Lemma 6, |epn(u, S)| ≥ 2, and so u ∈ S2, a contradiction. Hence,
ipn(u, S) = {v}. This in turn implies that N(v) ∩ S = {u} and ipn(v, S) = {u}. Thus the subgraph G[C] of G induced by the
set C consists of disjoint copies of K2. Further,
|epn(C, S)| =
−
v∈C
|epn(v, S)| = |C |.
Let D = S2 \ (A ∪ B). Since |epn(v, S)| ≥ 2 for every vertex v ∈ D, we have that
|epn(D, S)| =
−
v∈D
|epn(v, S)| ≥ 2|D|.
By construction, we note that (A, B, C,D) is a weak partition of the set S and
|S| = |A| + |B| + |C | + |D|.
By construction, the sets epn(A, S), epn(B, S), epn(C, S) and epn(D, S) are pairwise disjoint sets in V (G) \ S. Hence,
n− |S| ≥ |epn(A, S)| + |epn(B, S)| + |epn(C, S)| + |epn(D, S)|
≥ 3
2
|A| + 3
2
|B| + |C | + 2|D|
≥ |A| + |B| + |C | + |D|
= |S|,
and so, γt(G) = |S| ≤ n/2.
We show next that if δ(G) ≥ 2 and γt(G) = n/2, then G = Cn where n ≡ 0 (mod 4). Suppose that δ(G) ≥ 2 and
γt(G) = n/2. Then we have equality throughout the above inequality chain. In particular, A ∪ B ∪ D = ∅, and so S = C , and
V \ S = epn(C, S). Recall that for each vertex v ∈ C, |epn(v, S)| = 1. Thus, n−|S| = |epn(C, S)| = |C |, and so n = 2|C |. Let
C = kK2 where k ≥ 2 is an integer. Then n = 4k. For every vertex v ∈ C , we note that dG(v) = 2. Let epn(v, S) = {v′} for
each v ∈ C . Let H = G[V \ S] = G[epn(C, S)] denote the subgraph of G induced by the 2k vertices in V \ S. Since δ(G) ≥ 2
and each vertex in epn(C, S) is adjacent to exactly one vertex in C , we have that δ(H) ≥ 1. Suppose that ∆(H) ≥ 2. Then
H contains a vertex v′ such that δ(H − v′) ≥ 1. Let v denote the vertex in C such that epn(v, S) = {v′}, and let w be an
arbitrary neighbor of v′ in H . Then V (H) \ {v′} is a TDS in G+ vw, and so γt(G+ vw) ≤ 2k− 1 < γt(G), implying that vw
is a critical edge and therefore G is not γ+t -stable, a contradiction. Hence, H is a 1-regular graph. Therefore, G is a 2-regular
graph on 4k vertices. Thus since G is connected, G = C4k. 
W.J. Desormeaux et al. / Discrete Mathematics 310 (2010) 3446–3454 3451
As an immediate consequence of Theorem 12, we have the following result.
Corollary 13. Let G be a connected γ+t -stable graph of order n with γt(G) ≥ 3. If δ(G) ≥ 2 and G ≠ C4k for some integer k,
then γt(G) < n/2.
The following result is a consequence of the proof of Theorem 12.
Corollary 14. Let G be a connected γ+t -stable graph of order n with γt(G) ≥ 3 and γt(G) odd. Then γt(G) ≤ (n− 2)/2.
Proof. Let G be a connected γ+t -stable graph of order n with γt(G) ≥ 3 and γt(G) odd. We shall adopt the same notation
as in the proof of Theorem 12 and follow the proof of Theorem 12 identically. Since G[C] consists of disjoint copies of K2,
the fact that γt(G) is odd implies that at least one component of G[S] has order at least 3. Every vertex in such a component
belongs to the set A ∪ B ∪ D. Hence, |A| + |B| + |D| ≥ 3, and so
n− |S| ≥ 3
2
|A| + 3
2
|B| + |C | + 2|D|
≥ |A| + |B| + |C | + |D| + 1
2
(|A| + |B| + |D|)
≥ |S| + 3
2
.
Since n− |S| is an integer, we have that n− |S| ≥ |S| + 2, whence γt(G) ≤ |S| ≤ (n− 2)/2. 
We show next that if the minimum degree is at least 3, then the bound of Theorem 12 can be improved.
Theorem 15. Let G be a connected γ+t -stable graph of order n with γt(G) ≥ 3 and with maximum degree∆. Then the following
hold.
(a) If δ ≥ 3, then γt(G) ≤

∆
2∆+1

n.
(b) If δ ≥ 4, then γt(G) ≤

∆
2∆+2

n.
Proof. Let G be a connected γ+t -stable graph of order nwith γt(G) ≥ 3 and with minimum degree δ and maximum degree
∆. We shall adopt the same notation as in the proof of Theorem 12. Let S be a γt(G)-set. We define the weak partitions
(S0, S1, S2) and (A, B, C,D) of the set S exactly as in the proof of Theorem 12. As before, |S| = |A| + |B| + |C | + |D|.
We now let R be the set of vertices in V \ S that are not S-external private neighbors of any vertex in S but are adjacent
to at least one vertex in C . We note that every vertex v ∈ C has one S-external private neighbor and is adjacent to one other
vertex of C , with all other dG(v) − 2 ≥ 1 neighbors in the set R. Recall that δ(G) = δ and ∆(G) = ∆. Counting the edges
between the sets C and R, we have that
(δ − 2)|C | ≤ ∆|R|,
and so |R| ≥ (δ − 2)|C |/∆. By construction, the sets epn(A, S), epn(B, S), epn(C, S), epn(D, S) and R are pairwise disjoint
sets in V (G) \ S. Hence,
n− |S| ≥ |epn(A, S)| + |epn(B, S)| + |epn(C, S)| + |epn(D, S)| + |R|
≥ 3
2
|A| + 3
2
|B| + |C | + 2|D| + δ − 2
∆
|C |
= 3
2
|A| + 3
2
|B| + 2|D| +

∆+ δ − 2
∆

|C |.
Suppose δ ≥ 3. Then ∆+δ−2
∆
≥ ∆+1
∆
. Since∆ ≥ 3, we note that 32 ≥ ∆+1∆ . Hence,
n− |S| ≥ 3
2
|A| + 3
2
|B| + 2|D| +

∆+ 1
∆

|C |
≥

∆+ 1
∆

(|A| + |B| + |C | + |D|)
=

∆+ 1
∆

|S|,
and so, γt(G) = |S| ≤

∆
2∆+1

n. This establishes part (a).
3452 W.J. Desormeaux et al. / Discrete Mathematics 310 (2010) 3446–3454
To prove part (b), suppose δ ≥ 4. Then ∆+δ−2
∆
≥ ∆+2
∆
. Since∆ ≥ 4, we note that 32 ≥ ∆+2∆ . Hence,
n− |S| ≥ 3
2
|A| + 3
2
|B| + 2|D| +

∆+ 2
∆

|C |
≥

∆+ 2
∆

(|A| + |B| + |C | + |D|)
=

∆+ 2
∆

|S|,
and so, γt(G) = |S| ≤

∆
2∆+2

n. This establishes part (b). 
We remark that the upper bound of Theorem 11(c) is attained only for cubic graphs, and the (infinite family of) cubic
graphs achieving this upper bound are characterized in [16]. The incidence bipartite graph of the complement of the Fano
plane (or, equivalently, the relative complement of the Heawood graph) achieves equality in the Thomassé–Yeo bound in
Theorem 11(d). Hence there is a 4-regular graph that achieves the bound of Theorem 11(d). However both the upper bounds
in Theorem 11(c) and (d) for cubic graphs and 4-regular graphs, respectively, can be improved if we restrict our attention
to γ+t -stable graphs. As an immediate consequence of Theorem 15, we have the following result.
Corollary 16. Let G be a connected γ+t -stable graph of order n with γt(G) ≥ 3. Then the following hold.
(a) If G is a cubic graph, then γt(G) ≤ 3n/7.
(b) If G is a 4-regular graph, then γt(G) ≤ 2n/5.
2.3. Claw-free graphs
A graph is claw-free if it does not contain K1,3 as an induced subgraph. Our aim in this section is twofold: first to establish
properties of γ+t -stable claw-free graphs and second to determine upper and lower bounds for the total domination number
of γ+t -stable claw-free cubic graphs. We begin with the following property of γ+t -stable claw-free graphs.
Lemma 17. Let G be a γ+t -stable claw-free graph with γt(G) ≥ 3, and let S be a γt(G)-set. Then the following properties hold.
(a) For every v ∈ S, |pn(v, S)| ≥ 2 and |epn(v, S)| ≥ 1.
(b) Every component of G[S] is a complete graph.
(c) For every v ∈ S,G[epn(v, S)] is a complete graph.
Proof. Part (a) is an immediate consequence of Lemma 6. To prove part (b), assume to the contrary that G[S] contains a
component C that is not complete. Then there exist a pair u and v of vertices of C at distance two apart in C . Let w ∈ V (C)
be a common neighbor of u and v. By part (a), |epn(w, S)| ≥ 1. Let x ∈ epn(w, S). But then G[u, v, w, x] forms a claw in G
centered at w, a contradiction. This establishes part (b). To prove part (c), assume to the contrary that G[epn(v, S)] is not
complete. Then epn(v, S) contains two vertices a and b that are not adjacent. Since S is a TDS of G, there is a vertex z ∈ S
adjacent to v. But then G[a, b, v, z] forms a claw in G centered at v, a contradiction. This establishes part (c). 
We are now in a position to determine upper and lower bounds for the total domination number of γ+t -stable claw-free
cubic graphs. For this purpose, we define the boundary of a set D of vertices in a graph G to be the set ∂(D) = NG(D) \ D.
Theorem 18. If G is a γ+t -stable claw-free cubic graph of order n with γt(G) ≥ 3, then n/3 ≤ γt(G) ≤ 2n/5.
Proof. Let G = (V , E) be a γ+t -stable claw-free cubic graph of order n with γt(G) ≥ 3, and let S be a γt(G)-set. We show
first that G[S] consists of disjoint copies of K2. Assume, to the contrary, that G[S] contains a component C that is not a
K2-component. By Lemma 17(b), C is a complete graph on at least three vertices. But then for each vertex v ∈ V (C)we note
that ipn(v, S) = ∅, and so by Lemma 6 we have that |epn(v, S)| ≥ 2, implying that dG(v) ≥ 4, contradicting the fact that G
is a cubic graph. Hence, G[S] consists of disjoint copies of K2.
We show next that every vertex in V \ S is dominated by vertices in exactly one component of G[S]. Assume, to the
contrary, that there exists a vertex v ∈ V \ S that is dominated by vertices from more than one component of G[S]. Since G
is claw-free, the vertex v is dominated by vertices from at most two components of G[S]. Hence, v is dominated by vertices
from exactly two components of G[S]. Let u and w be vertices from different components of G[S] that are both adjacent
to v. Let x and y be the neighbors of u and w, respectively, in G[S]. By Lemma 6, |epn(u, S)| ≥ 1 and |epn(w, S)| ≥ 1.
Let u′ ∈ epn(u, S), and let w′ ∈ epn(w, S). Since G is a cubic graph, we may assume, renaming vertices if necessary, that
u′v ∉ E. If vx ∉ E, then G[{u, u′, v, x}] is a claw centered at u, a contradiction. Hence, vx ∈ E, and so N(v) = {u, w, x}. But
then G[{v,w,w′, y}] is a claw centered atw, a contradiction. Hence every vertex in V \ S is dominated by vertices in exactly
one component of G[S]. In particular, this implies that ∂(C) ∩ ∂(D) = ∅ for any two distinct components C and D of G[S].
We now consider an arbitrary component C of G[S]. Since G[S] consists of disjoint copies of K2, the component C
consists of two adjacent vertices u and v. By Lemma 6, |epn(u, S)| ≥ 1 and |epn(v, S)| ≥ 1. Let N(u) = {u1, u2, v}
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where u1 ∈ epn(u, S), and let N(v) = {v1, v2, v} where v1 ∈ epn(v, S). Since every vertex in V \ S is dominated by
vertices in exactly one component of G[S], we note that if u2 ∉ epn(u, S), then N(u2) ∩ S = {u, v}, and so u2 = v2.
In this case, |∂(C)| = |{u1, u2, v1}| = 3. Further if epn(u, S) = {u1, u2}, then epn(v, S) = {v1, v2}. In this case,
|∂(C)| = |{u1, u2, v1, v2}| = 4. Hence either |∂(C)| = 3 or |∂(C)| = 4. Since n − |S| = ∑ |∂(C)| where the sum is
taken over all components C of G[S], we have that n− |S| ≥ 3|S|/2, and so γt(G) = |S| ≤ 2n/5. Further, n− |S| ≤ 4|S|/2,
and so γt(G) = |S| ≥ n/3. 
2.4. Realizability results
In this section we determine, for γ+t -stable graphs, which combinations of order and total domination number are
attainable. Since we are restricting our attention in this work to graphs whose total domination number is at least three, we
note that by Corollary 14, all such graphs have order at least 7. We first show that given any integer n ≥ 8 and even integer
k ≥ 4 with k ≤ n/2, there exists a connected γ+t -stable graph Gwith γt(G) = k. The total domination number of a path Pn
on n vertices is easy to compute (or see [14]).
Proposition 19. For every path Pn, n ≥ 3, the following hold.
(a) [14] γt(Pn) = ⌊n/2⌋ + ⌈n/4⌉ − ⌊n/4⌋. Further if n ≡ 0 (mod 4), then the γt(Pn)-set is unique.
(b) For any set of integers {n1, . . . , nk} such that n1 + · · · + nk = n and ni ≥ 2 for all i, γt(Pn) ≤ γt(Pn1)+ · · · + γt(Pnk).
For integers r ≥ 2 and s ≥ 1, we define the comet graph Cr,s to be the graph of order r + s obtained from the disjoint
union of a star K1,r−1 and a path Ps on s vertices by adding an edge joining the central vertex of the star with an end-vertex
of the path.
Proposition 20. For every integer n ≥ 8 and every even integer k such that 4 ≤ k ≤ n/2, there exists a γ+t -stable graph G of
order n such that γt(G) = k.
Proof. If k = n/2, then we simply take G to be the path P2k. Since k is an even integer, we note that 2k ≡ 0 (mod 4), and so,
by Propositions 2 and 19, G is a γ+t -stable graph of order nwith γt(G) = k. Hence we may assume that 4 ≤ k ≤ (n− 1)/2.
We now consider the comet graph G = Cn−2k+2,2k−2. Then a longest path in G has 2k vertices. Let P: v1, v2, . . . , v2k be
a longest path in G where v2 is the central vertex of the star used to build the comet. Thus, dG(v2) = n − 2k + 2 while all
other vertices in G have degree at most 2. Since k is an even integer, we note that 2k ≡ 0 (mod 4).
Let S be a γt(G)-set. If S contains a leaf of v2, then we can simply replace this vertex of S by the vertex v3. Hence we may
assume that S ⊆ V (P), and so S is a TDS of the path P . By Proposition 19, k = γt(P) ≤ |S| = γt(G). However the unique
γt(P)-set, namely the set D = (k−2)/2i=0 {v4i+2, v4i+3}, is also a TDS of G. Hence, γt(G) ≤ γt(P) = k. Consequently, γt(G) = k
(and the set D is the unique γt(G)-set).
Suppose that there is an edge e = uv ∈ E(G) such that γt(G + e) < γt(G). Let S∗ be any γt(G + e)-set. At most one of
u and v is a leaf neighbor of v2, for otherwise, γt(G + e) = γt(G). Renaming the leaf neighbors of v2, if necessary, we may
assume that e ∈ E(P). But then every γt(G+e)-set is a TDS in P+e, and so γt(P+e) ≤ γt(G+e) < k = γt(P), contradicting
the fact that the path Pn where n ≡ 0 (mod 4) is a γ+t -stable graph. Hence, every edge in E(G) is a stable edge, whence G is
a γ+t -stable graph of order nwith γt(G) = k. 
Corollary 14 shows that if G is a γ+t -stable graph with order n ≥ 7 with γt(G) = k where k is odd, then k ≤ (n − 2)/2.
We show next that given any odd integer k ≥ 3 and any integer n ≥ 2k + 2, there exists a connected γ+t -stable graph G
with γt(G) = k.
Proposition 21. For every odd integer k ≥ 3 and any integer n ≥ 2k + 2, there exists a connected γ+t -stable graph G with
γt(G) = k.
Proof. Let k ≥ 3 be an odd integer, and let n ≥ 2k+2, and so 3 ≤ k ≤ (n−2)/2. To construct G, we begin with a caterpillar
G1 having spine (y, x, z) and code (2, 1, n− 2k). If k = 3, then we let G = G1. Then γt(G) = 3 and S = {x, y, z} is the unique
γt(G)-set. Further, γ (G) = 3 and every vertex v ∈ S has property (a) in the statement of Theorem 8. Hence, by Theorem 8,
G is γ+t -stable with γt(G) = 3. Hence we may assume in what follows that k ≥ 5, for otherwise we are finished.
Let y1 and y2 be the two leaf neighbors of y in G1, and let x1 be the leaf adjacent to x. Add a path G2 = P2k−6, and add an
edge from a leafw of the path P2k−6 to y1. Let G denote the resulting graph. In the special case when n = 12 and k = 5, the
graph G is shown in Fig. 2.
Since k is odd, we note that 2k−6 ≡ 0 (mod 4). By Proposition 19, γt(G2) = k−3. Further, we note that there is a unique
γt(G2)-set which we shall denote by S ′. The set S ′ ∪ {x, y, z} is a TDS of G, and so γt(G) ≤ |S ′| + 3 = (k− 3)+ 3 = k. Let S
be a γt(G)-set. Since x, y and z are support vertices in G, we have that {x, y, z} ⊂ S. If y1 ∈ S, then we can simply replace y1
in S by the neighbor ofw on the path G2. Hence we may assume that S∗ = S \ {x, y, z} ⊆ V (G2). Since S∗ is a TDS of G2, we
have that k− 3 = γt(G2) ≤ |S∗| = |S| − 3, and so γt(G) = |S| ≥ k. Consequently, γt(G) = k. In particular, this implies that
γt(G2) = |S∗|, and so S∗ is the unique γt(G2)-set and S = S∗ ∪ {x, y, z} is the unique γt(G)-set. Hence if w1, w2, . . . , w2k−6
denotes the path G2 wherew = w1, then S∗ =(k−5)/2i=0 {w4i+2, w4i+3}.
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Fig. 2. The graph Gwhen n = 12 and k = 5.
It remains for us to show that G is γ+t -stable. For the sake of contradiction, assume that G is not γ+t -stable. Since every
vertex v ∈ S satisfies Condition 1(a) in the statement of Theorem 9, there exist two vertices u, v ∈ V (G) such that
dG(u, v) ≥ 3,Guv is isolate-free and γt(Guv) ≤ γt(G) − 3 = k − 3. We note that since Guv is isolate-free, neither u nor
v belongs to the set V (G1) \ {x1, y2}. In particular, we note that z and all its leaf neighbors in G belong to Guv . Let D be a
γt(Guv)-set, and so |D| ≤ k − 3. Let D1 = D ∩ V (G1) and D2 = D ∩ V (G2). In order to totally dominate z and its leaf
neighbors in Guv , we note that |D1| ≥ 2. If {u, v} = {x1, y2}, then we note that by Proposition 19(a), |D2| ≥ γt(G2) = k− 3.
Consequently, |D| = |D1|+|D2| ≥ (k−3)+2 = k−1, a contradiction. If u ∈ V (G2) and v ∈ {x1, y2}, then by Proposition 19,
wehave |D2| ≥ γt(G[V (G2)\N[u]]) ≥ γt(P2k−9) = k−4. Thus, |D| = |D1|+|D2| ≥ (k−4)+2 = k−2, a contradiction. Finally,
assume that u, v ∈ V (G2). We note that {x, y, z} ⊆ D1. Further by Proposition 19, |D2| ≥ γt(G[V (G2) \ (N[u] ∪ N[v])]) ≥
γt(P2k−12) = k− 5. Therefore, |D| = |D1| + |D2| ≥ (k− 5)+ 3 = k− 2, a contradiction. Hence G is a γ+t -stable graph. 
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