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GENERAL INTRODUCT ION
Nowadays economic systems have evolved to become globalized, largely financialized and in-
terconnected. This observation leads directly to another: any approximation that regards them
as the sum of many independent parts is going to fail. In other words nowadays economic
systems are Complex Systems and they are much more than the sum of their single parts, for
the fact that they show emergent chaotic behaviours, that we are not able to predict nor to ex-
plain within the mainstream framework. As the set of relevant interactions among economic
entities is much wider than what has been used to build present-day’s economic theories, we
can’t build up on these theories anymore. What we need is probably more similar to a brand
new start. If we want our theories to be predictive in such a complex scenario we need to link
them tightly to data and let our models go beyond overly simplified linear approaches. More
importantly, we need to state clearly the limits of these theories and to discriminate situations
where we can actually make predictions from those where we can’t.
The methods, approaches, data and ideas proposed in this work and the way these ingredi-
ents are combined together, embody our view on how a brand new start in Macroeconomic
modeling should look like, for two reasons. The first is our concern in remaining constantly
linked to quantitative data. Of course we make assumptions about some underlying mecha-
nisms and general principia, but we constrain their validity to the extent of the ability of our
methods to perform quantitative predictions. The second is the fact that we always try to use
the right method for the right problem. Examples of this are provided in chapters 2 and 4
where methods derived from dynamical systems and machine learning are used and tested
in the field of economic prediction. Mainstream economic modeling is often rigid and sim-
plistic from a methodological point of view, with a predominant and pervasive use of linear
regressions and descriptive statistics. These tools have strict validity limits and, from a con-
ceptual point of view, provide a low level of falsifiability, unless a comprehensive theoretical
framework is available. Thus, since reductionism is made hard in economics by the impossibil-
ity to repeat experiments and control the environment, our goal is always to look at concrete
predictions and we value our results on the basis of their accuracy.
The philosophy that drives our approach is the similarity that exists between economic and
ecologic systems. As discussed in chapter 3 economy and ecology are close not only for shar-
ing the same root as a word, but also in the very essence of the interactions they describe: sets
of individual competing and cooperating for the allocation of common resources. Once this
connection is put in focus it is easy to move concepts and ideas among the two fields and
start to observe similarities in the data that we have about economic networks and ecologic
ones. In particular we explore the concept of nestedness in interaction networks, observed in
ecology and economics: namely when specialized entities only interact with generalist ones.
This means that only generalists have access to exclusive relationships. Both in economics and
ecology this provides an obvious advantage and leads to the identification of the concept of
diversification with a measure of fitness, intended as the ability to perform well and survive in
the ecosystem. The presence of a nested structure also suggest the presence of a precise under-
lying dynamics in the formation of such networks, and allows us to discover very informative
taxonomic structures, as described in the final chapter.
1
2 contents
We open our discussion in chapter 1 with an empirical observation about the structure of
the bipartite network defined by countries and the products they export. The nestedness of
this network is exploited to build a quantitative measure of complexity for countries’ national
economies and for products, in a self-consistent way. This measure of complexity is then used
in chapter 2 to introduce a framework in which we are able to predict the Macroeconomic
development of a set of countries. By using an approach derived from dynamical systems we
are able to define quantitatively the level of predictability of a country’s development, sim-
ilar in spirit to a weather forecast, where turbulent areas are much harder to predict. The
parallelism with biological systems is studied more in detail in chapter 3, where we observe
how the build-up of diversity seems to follow some universal features. We propose a minimal
scheme to model this dynamics and we introduce the concept of Usefulness which reveals to
be a crucial feature if we want to picture real-world diversity as the combination of smaller
Building Blocks. Finally in chapter 4 we look at how the export data can be used to infer tech-
nological relations among products. These relations are relevant for countries’ development,
as we show that countries move in recurrent paths when developing. The accuracy of our
methods in predicting new links in the countries-products network is quantitatively assessed
and results to be as high as 16% in a-priori selected subsets.
ABOUT THE DATA
Throughout this work we make use of two main datasets on international trade. Both are
based on raw data provided by the United Nations COMTRADE database. The first is the
BACI World Trade Database [1]. This dataset contains trading data about more than 200 coun-
tries and 5000 products classified according to a six digit code (categorization: Harmonized
System 2007). It is possible to reduce the number of different product categories by dropping
couples of digits from the classification: we use the 4-digit nomenclature accounting for a total
of about 1131 product categories. This dataset, as documented in [1], is the result of a reconcil-
iation procedure performed on the annual reports from countries customs offices, gathered by
COMTRADE. This database is used in chapter 1, 2 and 4.
The second database is the World Trade Flows database, containing analogous international
trade data, but spanning on a much longer time window, from 1962 to 2000. Also for this
database a reconciliation procedure was applied on the basis of the COMTRADE data [2]. This
database is used in chapter 3 and chapter 4. It is to be noticed that these data are normally
used mainly for statistical purposes: in such applications small errors or inconsistencies in the
final database are not of crucial importance since they are likely to be of microscopic order
with respect to total trades. In our case of application however, since non-linear iterative
procedures are involved, any small error in the data, like a missing or fictitious flow of goods,
may in principle propagate and have a large effect. In order to deal with this kind of issues we
have operated a cautious cleaning procedure on the BACI data. Moreover we have performed
an extensive analysis of noise effects on our methodology, which shows that our results are
robust even with significant levels of noise (see Appendix 1.C)
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1 F I TNESS AND COMPLEX I TY
chapter abstract
We observe that countries tend to produce all the possible products they can, given their level
of technology and development. Less competitive countries tend to produce combinations of
products that are nested subsets of the production of more developed ones. This observation
provides a stimulus to look for a metric to characterize the competitiveness of a country in
term of the diversification and complexity of its industrial production. We propose a non-
linear metric based on the topology of the countries-products (c-p) bipartite network. Our
metrics is defined as the fixed point of two coupled maps operating in a simplex. We present
a detailed comparison of the results of this approach directly with those of the Method of
Reflections[3] by Hidalgo and Hausmann, showing the better performance of our method and
a more solid, scientific and consistent economic foundation.
1.1 introduction
The increasing complexity and interconnectedness of economic systems cannot be anymore
neglected by Economics and call for a paradigm change in economic thinking. These aspects
must be effectively addressed and incorporated in economic theory.
In this perspective, recent data-driven works [3–5] have proposed a complexity approach to
measure the intangible elements which drive the competitiveness of countries starting from
the dataset of international trade. These works have pointed out that countries commonly
considered as rich and competitive are also characterized by high diversification of their export
basket, differently from what expected from the Ricardian economic paradigm [6]. We consider
explicitly export data, even if our reasoning would suggest that is the production that needs
to be diversified, not necessarily what is exported. But we expect export to be a good proxy
of actual production. Moreover data about export is available in a homogeneous standardized
format for almost any country in the world, which makes comparisons possible.
It is traditionally supposed in the Ricardian paradigm [6] that the wealthiest countries spe-
cialize in economic niches characterized by the production of only few products with a high
degree of specialization. This hypothesis can take a simple mathematical representation: if we
introduced a binary country-product matrix where entries are equal to 1 if the country exports
(under a fixed criterion) the product and 0 otherwise, it would be possible to rearrange rows
and columns in a “mostly" block diagonal shape. However, this is not the shape obtained
when considering real data: rather by listing countries in increasing order of specialization
and products in decreasing order of ubiquity, we obtain an approximately triangular shape
(see Fig. 1). This is a clear indication that countries tend to produce all the possible products
they can, given their level of technology and development. The fundamental challenge arising
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from this observation is therefore how to characterize the competitiveness of a country in term
of the diversification and complexity of its exports.
A first attempt in this direction has been recently presented by Hidalgo and Hausmann
(HH)[3]. In the present work we study in detail an affine, but substantially different method,
both conceptually and mathematically speaking, self-consistent and with a strong economic
grounding, to evaluate the competitiveness of countries and the complexity of products. In-
deed, as shown below and also in Ref. [7], the HH method suffers from a number of problems
both conceptual and practical.
The main differences between our approach and the HH algorithm consist in the non-
linearity of our approach and in the fact that the diversity of export basket is explicitly taken
into account in our scheme. While the HH method is based on the hypothesis of a linear
relation (more precisely an arithmetic average) between the ubiquity of a product and the
competitiveness of its exporters at a given order of iteration, our metric is based on a highly
non-linear and almost extremal relationship between the complexity of products and the fitness
of countries producing them. Such an approach proves to be much more effective in reflecting
the ideas underlying the arguments of a capability driven economic competitiveness with re-
spect to the HH method. In particular, the approximate triangular structure of such a matrix
implies that the information that a product is made by a diversified country conveys little
information on the complexity of the product itself; indeed these countries export almost all
products. Conversely, if we know that a poorly developed country is able to export a given
product, it will be very likely that this product requires only the low level of sophistication
which characterizes the poor technological development of such a country.
These observations on the fundamental feature of the country-product matrix lead us to for-
mulate the main argument behind our mathematical approach: from one side it is reasonable
to measure the competitiveness and development of a country as the sum of the product com-
plexity of its exports. On the other hand, it is misleading to keep such a linear approach to
measure the complexity of products in terms of the competitiveness of the respective producers.
In other words, the structure of the international exports represented by the country-product
matrix does not permit to consider the complexity of a product as the average of the fitnesses of its
producers[8]. By the above consideration it is instead natural to write a relation such that the
complexity of a product is mainly determined by the fitness of the less competitive exporters.
This requires the introduction of a strongly non-linear relation, implying that the only possibil-
ity for a product to have a high level of sophistication (or complexity) is to be produced only
by highly competitive countries. As shown below, these changes with respect to the approach
of HH, determine a crucial improvement in the results of the algorithm both from a conceptual
and economic point of view.
In summary our method consist in the introduction of two coupled non linear maps. These
define two sets of variables: the countries’ fitness (Fc), namely the sum of the complexities
of the products of a country, and the products’ complexity (Qp), a non-linear function of the
fitnesses of the countries producing it. We iterate the two maps until we reach a fixed point.
Each iteration of the algorithm adds higher order information on these quantities up to reach
broad Pareto-like distributions for the two metrics at the fixed point.
Given the non-linear features of the algorithm, we extensively test the robustness of our re-
sults by numerical simulations. We show that the so found metrics for country competitiveness
and product complexity is the unique asymptotic solution (i.e. fixed point) of our non-linear
map for any economically meaningful initial condition. Therefore our metrics is measuring a
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genuine feature of the country-product matrix and it is not dependent on the initial conditions
(Appendix 1.A).
Detailed analyses of these metrics for countries and products allow to verify that they are
conceptually consistent and well-grounded from an economic point of view. Moreover they can
be used to produce a wealth of new information in various directions both on the economies
of countries and on the “zoology" of the space of products. We argue that this scheme also pro-
vides a new approach to the fundamental analysis of the productive system of countries and
permits the introduction of a non-monetary and non-income based classification of product
complexity. One the most important implications is that their direct comparison with standard
monetary or income-based indices as GDP of countries can be interpreted as the potential for
future growth as discussed in Chapter 2.
Binary country-product (c-p) matrix
In order to define a suitable economic metrics to compare the trades of different countries in
different products, taking into account the difference in sizes and total export, as in [3], we
use Balassa’s Revealed Comparative Advantage (RCA)[9]. Using its definition, we consider a
country c to be a competitive exporter of a product p if the value RCAcp of its RCA for such
product overcomes some minimal threshold value R∗. We take here this value to be R∗ = 1 as
in standard economics literature1.
We can therefore construct the binary country-product matrix M whose generic element is:
Mcp =
{
1 if RCAcp > R∗ = 1
0 if RCAcp < R∗ = 1
(1)
saying that country c can be considered an exporter of product p if and only if (iif) Mcp = 1.
If we represent countries and products as nodes of a network we can pictorially say that
the node of the country c is linked to the node of the product p iif Mcp = 1. Since links
are not permitted between two countries or two products, the matrix M defines a bipartite
country-product network. This means that the nodes are divided into two sets: {c} of Nc
nodes (countries) and {p} of Np nodes (products). Connections (links) are permitted only
between couples of nodes belonging to different sets.
In what follows we analyze also the effects of the possibility of including weights in the
country-products matrix. In particular, this can be done by defining the weighted country-
product matrix Mˆ through
Mcp =
qcp∑
c ′ qc ′p
(2)
with qcp giving the total export (e.g. in US dollars) of country c for product p in the considered
year.
The fundamental information about the structure of the international export of products is
encrypted in the matrix M. It is however a matrix with some hundreds of thousands of entries
and extracting useful information on the status of the single economies is a non-trivial task. A
1 A statistical argument in favor of this choice is presented in [3] (Supplementary Material)
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Figure 1: Graphical representation of the experimental matrix Mcp for the year 2010 after reordering of
rows and columns by respectively decreasing Kc and Kp. It is evident the substantial triangular
structure of the matrix.
first insight is obtained by reordering the rows and columns of the matrix respectively by the
total number of exported products by each country
kc =
Np∑
p=1
Mcp (3)
and by the number of exporting countries
kp =
Nc∑
c=1
Mcp . (4)
The quantities kc and kp are the degree or coordination numbers of the nodes c and p in the
bipartite network and are called respectively diversification of c and ubiquity of p [3]. As shown
by Fig. 1, through this procedure, M takes a quite marked triangular structure [3, 5] which
is very far from what happens for instance with the same reordering of rows and columns
starting from a completely random distribution of the binary entriesMcp (compare Figs. 1 and
2). Such an organization of the international trade of products looks very far from the standard
view of Ricardian or Heckscher-Ohlin theories which predict as an optimal situation a high
degree of specialization of national economies for which it would be possible to rearrange
rows and columns so that the matrix M would result almost diagonal or block-diagonal.
This structure makes clear that in the international trade we find countries exporting a large
fraction of all products (highly diversified countries), and some others exporting a very small
fraction of products (poorly diversified countries). At the same time the products exported
by a small number of countries (less ubiquitous products), which are presumably of high
complexity value as produced only by few countries, are exported only by highly diversified
countries. It is therefore plausible that such structure is related to a ranking in terms of
development and competitiveness among the economies of different nations.
The fact that the matrix can be arranged to get a substantially triangular shape rather than
block-diagonal, suggests that the dynamical evolution of advanced economies is quite different
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Figure 2: Graphical representation of an artificial Mcp matrix with random binary entries (same num-
ber of entries of the matrix of Fig. 1) after reordering of rows and columns by respectively
decreasing Kc and Kp. It is clear that even after such a reordering the matrix does not acquire
a triangular structure as instead empirical data show.
from the standard view: as countries evolve becoming more and more complex, they acquire
a higher degree of diversification rather than specialization. This marks a sort of analogy with
the evolution of biological organisms in complex and varying ecosystems. The best adaptation
is achieved when organisms can rely on a broad set of resources, rather than being dependent
on very specific environmental conditions. In the same way diversified nations are not depen-
dent on very specific market conditions. Moreover the structure of the matrix M suggests that
the larger is the present basket of products for a given country the more likely will be in the
future to make new and innovative products for it. This analogy will be investigated further
in Chapter 3.
1.1.1 The theory of hidden capabilities
These observations about the information contents of the structure of the country-product
matrix have motivated a series of recent works [3, 10, 11] aiming at going beyond the limits
of the standard economic theories. In these articles the authors propose a new conceptual
framework in order to explain how and why the increase of diversification of production and
export is a manifestation of optimal strategies to keep and increase the economic wealth of a
country in a complex and transforming economic environment. On the same ground, such
an approach aims also at explaining why the country-product matrix is basically triangularly
shaped.
The key point of this complexity approach is the following: each country is characterized
by special fundamental endowments, called capabilities, which represent all the resources of
the economy of the given country and the features of the national social organization making
possible the production and the export of the basket of tradable goods by the same country.
Capabilities are usually non-tradable goods and are very difficult to measure and compare
from country to country (e.g. infrastructures, educational system, technological transfer, cli-
mate, geography, political stability). In other words, the capabilities are supposed to be all
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Figure 3: A schematic representation of the hidden capabilities layer. The real observable data is the con-
traction of the tripartite network Countries-Capabilities-Products: each country is connected to
all and only those products for which owns all the necessary capabilities.
the intangibles assets which drive the development, the wealth and the competitiveness of a
country. However, listing all the capabilities is impossible. Furthermore they vary enormously
from country to country depending on political organization, history, geography etc. and we
cannot define a universal standard measure for them.
In [3] HH consider them as the fundamental bricks behind the economy of each country
determining their fitness to compete in the international market. In practice they determine
the complexity of a productive system as each product requires a specific set of necessary ca-
pabilities which must be owned by a country in order to produce and then to export it. In this
perspective, we can draw an analogy with biological systems: in an evolving economic envi-
ronment for a country it is much more convenient to accumulate capabilities than specializing
in a particular sector of production selecting and preserving only a limited and particular set
of capabilities.
Due to the difficulty in categorizing, quantitatively analyzing and comparing capabilities,
exported products by each country become in such a scenario the main proxy to infer the
level of complexity of a productive system, that is the endowment of capabilities. In some
sense the basket of exported products of a country contains encrypted information about
its fundamental capabilities, i.e., the peculiar social and economic substrate on which the
complexity of the national economic system is built.
It is possible in principle to represent schematically this conceptual framework in terms of a
tripartite country-capability-product network in which capabilities are the intermediate layer
between countries and products (see Fig. 3).
1.1 introduction 11
A tripartite network is in general a network in which nodes can be grouped into three classes
(C, K and P in the present case) such that links are permitted only between nodes belonging
to two different classes. In the particular present case a node in the classes C (countries) and
P (products) can only be connected to nodes in the class K (capabilities). The fact that we
cannot define and thus observe capabilities directly, means that we can only access to the
“contraction” of this tripartite network into the bipartite country-product network which is an
equivalent description of the binary export matrix M. We argue that the from the structure of
this contracted network we can extract information about the hidden layer. This information,
as we will show in the rest of this work, can be highly predictive about future developments
in countries industrial diversification and economic performance.
We can put these relations and structure in formulas to properly highlight the strongly non-
linear relationship between capabilities and diversification of the production basket(see also
[12]). Here we discuss the simplest modeling of the tripartite network, namely the one with
maximally entropic random links. In chapter 3 we will discuss more general implementations
of this scheme and analyze how they can relate to some non-trivial stylized facts present in
a wide class of bipartite networks, not only in economics, but more in general in biological
competitive ecosystems. Anyway the simple implementation that we anticipate here is able to
provide strong indications towards the need of non-linearity in the metrics.
Let us call C ≡ {c} the set of countries, K ≡ {k} the set of capabilities, and P ≡ {p} the set of
products. We can define the following two binary matrices:
• Sˆ connecting countries to capabilities, whose element Sck is 1 if the country c owns the
capability k and 0 otherwise. The cth row of this matrix provides in this way the whole
set of capabilities owned by country c, while the kth column gives the set of countries
having capability k.
• Tˆ connecting capabilities to products, whose element Tkp is 1 if the capability k is a
necessary “ingredient” to produce the product p. The pth column of this matrix gives
all the necessary capabilities to produce and export p. The kth row gives instead the set
of products for which capability k is a fundamental ingredient.
A product is exported by a country only if it owns all the necessary capabilities to produce the
given product. We can consequently define the matrix M as
Mcp =
∏
k
[1− Tkp(1− Sck)] (5)
which is 1 iif c owns all the capabilities to produce p and 0 otherwise. It is important to note
the high non-linearity of the relation (5), which implies that the acquisition of a new capability
k by a country produces an effect which strongly depends on the basket of capabilities already
owned by country c, and therefore by the basket of products that such a country already
exports. This can be illustrated by the following approximated argument. Let us assume that
the country c acquires the capability k0, so that Sck0 switches from 0 to 1. The impact on the
basket of exports of country c will be given by the difference δkc of kc =
∑
pMcp after and
before the acquisition of the capability k0. It is simple to show that
δkc =
∑
p
Tk0p
6=k0∏
k
[1− Tkp(1− Sck)] =
∑
p
Tk0p
6=k0∏
{k}p
Sck , (6)
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where {k}p indicates the set of capabilities necessary to produce the product p. Let us see
what happens in the case in which all the entries in the matrix Tkp are independent identically
distributed binary random variables with mean q ∈ (0, 1). In this case, taking the average of
the second expression in (6) we can say that
δkc ' qkc , (7)
where the average is taken over the possible values of Tkp. This simple calculation shows
that even in a maximally random case the higher is the number of capabilities owned by
the country c, and therefore kc, the higher will be the average advantage in productivity
and export by the acquisition of a new capability. This suggests that if a country owns a
small amount of capabilities, and therefore a small basket of “simple” (i.e. requiring only few
capabilities owned by almost all countries) products, it is almost impossible for such a country
to improve its economic performance in the international trade of products by a simple “step
by step” acquisition of new capabilities. This is instead, by the simple combinatorial argument
behind Eqs. (6) and (7), an efficient way of evolving the economic system in order to keep the
good performance for rich and “complex” countries (i.e. owning already many capabilities
and consequently exporting many different products from simple to complex ones). This
would indicate a difference in the evolution of economies of respectively developing countries,
which are rapidly increasing the basket of exports, and already developed countries which
are already in the set of top exporters. While countries in the first group are expected to
rapidly accumulate known capabilities already owned by the best exporters, for top countries,
with already advanced economies, one should observe a slower step by step addition of new
and more and more complex capabilities with a high impact on the economy, basically by
developing new technologies. One could also conclude that poorly diversified countries can
only improve their situation by a radical change of economic/political system and not by slow
acquisition of new capabilities. This heterogeneity in the developing paths of countries with
different level of fitness is indeed observed and will be thoroughly discussed and quantified
in Chapter 2.
1.2 results and discussion
1.2.1 New metrics from a non-linear algorithm: motivations and mathematics
Previous sections suggest that there is a strongly non-linear entanglement between the compet-
itiveness (in terms of owned capabilities) of a country and the complexity of its products and
that this non-linear relation is strongly related to the set of capabilities that the country owns,
i.e. to the “complexity” of its economic/political organization. In order to translate into ap-
propriate mathematical form this entanglement we introduce an iterative non-linear algorithm.
The reasons underlying such an iterative approach is that we are looking for a self-consistent
complexity measure based on the empirical country-product matrix. As we are going to see,
this self-consistent metrics can be found and is given by the unique fixed point of the method
we propose. Being the fixed point non-trivial and corresponding to the only attractor of the
coupled equations, iterating is an effective strategy to determine the fixed point.
On such a basis we propose (see [5]) and study below an iterative algorithm able to capture
efficiently the intrinsic link between the export basket of different countries, the complexity of
products and implicitly the set of owned capabilities.
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In order to formulate such an iterative algorithm, we start from the simple aforementioned
observations on the relation between diversification of countries and ubiquity of products.
Ubiquitous products, in the “capabilities” picture, should have a low degree of complexity
requiring only a small amount of capabilities to be produced so that even countries with few
simple capabilities can produce them. On the other side, most exclusive products are exported
only by the most diversified countries. The most diversified countries show in this way to own
so many capabilities to be able to produce a large variety of goods from very simple (i.e. low
quality/value, requiring few capabilities) to very complex (i.e., high quality/value requiring
the ad hoc mix of many advanced capabilities).
Let us consider, in the light of the triangular structure of the matrixM, the importance of the
following pieces of information: (i) a randomly chosen product is produced by a diversified
country; (ii) a randomly chosen product is produced by a poorly diversified country; (iii)
a randomly chosen country produces a widely diffused product (i.e. simple product); (iv)
a randomly chosen country produces an exclusive or non-ubiquitous product (i.e. complex
product).
Since diversified countries are expected to produce a large fraction of all products from very
simple to very complex, information (i) does not give any insight into the quality/complexity
of the product. On the contrary, information (ii) is very important. Indeed, due to the trian-
gular shape of M, the fact that a product is exported by a poorly diversified (and presumably
scarcely differentiated in the spirit of capabilities) country makes very likely that this product
has a low complexity, requiring few common capabilities to be produced. In a similar way
information (iii) is completely irrelevant to determine the quality (i.e. economic development)
of the country, as ubiquitous products are exported by definition by most of countries and
presumably requires few and simple capabilities to be produced. Instead situation (iv) is very
informative on the quality of the country as the triangularity of the matrix M implies that
almost only highly diversified and presumably developed countries can export un-ubiquitous
products.
All these observations suggest a non-linear and quasi-extremal relation between the com-
plexity of an exported good and the competitiveness of its producers. In particular, in order to
predict the quality of a product, it is much more informative to know if among its exporters
there are poorly diversified and presumably non-competitive countries than knowing the mean
quality of all producers as it happens in the HH method. On the other side the sum of the com-
plexities of the exports of a country is expected to be a good tracer of its competitiveness in the
global market. Indeed this sum is expected to increase with the development of a country, i.e.
with the basket of its capabilities. The need of a non-linear relation is also strongly suggested
in [7] by exploring the possibility of ranking countries and products through a linear algo-
rithm obtained by generalizing the PageRank method [13] to the case of the country-product
bipartite network in which the presence of asymmetric biases is permitted. The need of strong
non-linear biases warmly suggests to move directly to a non-linear approach.
We can therefore introduce a non-linear relation, based on the structure of the matrix M,
relating the quality and complexity of products Q∗p to the fitness (i.e. competitiveness and
development) of countries F∗c (in [3] an iterative scheme is proposed too; however, as will be
discussed in Sections 1.2.3 and 1.2.4, we argue that this method suffers from several mathemat-
ical and conceptual problems and is conceptually different from the present approach).
The precise definition of the algorithm is based on the introduction of two sets of variables
{F
(n)
c } and {Q
(n)
p } measuring respectively the estimate of the Fitness of all countries {c} and the
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Figure 4: Graphical representation of the experimental Mcp matrix for the year 2010 after reordering of
rows and columns by respectively decreasing F∗c and increasingQ∗p. It is evident the substantial
triangular structure of the matrix even more pronounced than in the case of a reordering of
rows and columns in terms of kc and kp.
Complexity of all products {p} after n iterations. The algorithm is defined by the following
formulas reflecting the essence of the above considerations. We first compute the intermediate
variables F˜(n)c and Q˜
(n)
p and then normalize them so that to have a standard measure of these
properties:

F˜
(n)
c =
∑
pMcpQ
(n−1)
p
Q˜
(n)
p =
1∑
cMcp
1
F
(n−1)
c
→

F
(n)
c =
F˜
(n)
c
〈F˜(n)c 〉c
Q
(n)
p =
Q˜
(n)
p
〈Q˜(n)p 〉p
(8)
with the initial conditions Q˜(0)p = 1 ∀p and F˜(0)c = 1 ∀c. The normalization can be interpreted
as the fact that the total amount of Fitness and Complexity is conserved through the iteration.
Mathematically it corresponds to constraining the dynamics into an highly dimensional sim-
plex. The iteration converges after a few tens of step to a stable fixed point, {F∗c} and {Q∗p},
which defines the metrics.
The main idea is, as aforementioned, that while the fitness of a country is indeed defined
by the sum of the complexities of its products, the complexity of a product is bounded by
the development of the poorly diversified producers. This idea originates from the triangular
structure (as shown in Fig. 4 where we ordered countries according to the fitness we compute)
of the country-product matrix M.
Note that Eqs. (8) can be seen as a mathematical realization of economic concepts about
the relation between the complexity of products and developments of countries. As we show
below, this non-linear method uncovers the hidden capability distribution of countries; indeed
the ranking and metrics of countries and products, as given by the fixed point of Eq. (8), well
describe the complexity of the economic status of countries and the complexity of products.
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Unweighted vs. weighted algorithm
In Eq. (8) we can use as matrix M both the binary (unweighted) one defined in Eq. (1) and
the weighted one defined in Eq. (2). Clearly using the former or the latter will give different
quantitative information, even if partial and qualitatively overlapping features are present.
The choice of using the unweighted and binary version of the country-product matrix is
motivated by the following consideration: we believe that it represents better than the weighted
one the potential of growth of a country. For instance, if an emerging country starts the export
of a new product, the information about the export given by switching Mcp from 0 to 1 is
more important in many aspects, for the evolution of that economy, than to know the volume
of the export.
On the other side, the approach based on the weighted matrix determines the effect of the
information about the relative importance of the different exporters of the same tradable good.
In this way it can, for instance, better detect most influent countries in the global market
dynamics in different product sectors. As mentioned in Sect. there are in principle different
possible choices for the weights in the matrix Mcp.
A first possible attempt towards an extensive generalization of our metrics is represented
by the direct use of the RCA matrix which is the matrix defined by the RCA coefficients.
However, such RCA coefficients suffer from a number of disadvantages. In fact in order to
measure a very large RCA (> 100), a country typically must own a very large share of the
export of a product and, at the same time, this product must have a much lower average share
of the world wealth. This usually happens for exporters of natural resources (especially raw
materials such as crude oils, metals, coal, etc.) which are in general characterized by a small
diversification. As examples of such a phenomenon, we can list Chile which owns about 30%
of copper export and Saudi Arabia for crude oil. On the other hand most diversified countries,
which include the richest and most advanced countries, on average are characterized by a more
homogeneous set of RCA values which appear to be not dominated by a single product. In
this way, the choice of RCA coefficients for weighting Mcp would favor those countries with
a low diversification which, by chance, have a large amount of natural resources. For such
reasons RCA has been discarded for a weighted version of our method.
It is much more reasonable and effective to define a weighted country-product matrix as in
Eq. (2). This is a direct generalization of the binary M matrix where the entries of the matrix
can assume a value ranging from 0 to 1. We want to stress that the definition adopted is still an
intensive version of the matrixM from the product point of view. Indeed, given a product, each
exporter of this product is weighted according to the owned share of that product, however the
sum over all exporters of each products is normalized to one. That is, products are considered
intensively. In other words we are not taking into account the fact that different products have
in general a different share of the global export.
The reasons for such a choice are twofold. We believe that the complexity of products is
intrinsically independent on the total exported volume. In fact by keeping products as an
intensive quantity we are still able to filter purely monetary effects linked to market prices,
price inefficiencies, raw materials value, out of our method. At the same time, fixed a product,
we can still consider the scale of each country which export the product.
As a final remark, it has to be observed that such weighted metrics behaves as an extensive
economic indicator (for instance the total GDP of a country), but it does not trivially coincide
with the GDP information. Similarly the binary/unweighted case follows the behavior of a per
capita indicator as shown in Fig. 5. Starting from this observation we indicate from now on as
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Figure 5: The weighted metrics behaves as an extensive economic indicator (for instance the total GDP
of a country), but it does not trivially coincide with the monetary information. Similarly the
binary/unweighted case follows the behavior of a per capita indicator, in that case the GDP
per capita.
intensive fitness the one resulting from the unweighted matrix and as extensive the one from
the weighted case. The intensive/extensive feature must be only referred to their different
economic behavior as discussed in Fig. 5. There is no reference to the properties of the matrix
adopted to estimate the two metrics.
1.2.2 Economic implications of the metrics
Country analysis: BRIC and PIIGS countries:
Different economic analyses can be carried out in the framework of our approach. In this
section we propose some relevant results to show the potential applications. On one hand
the two metrics introduced in the method for ranking countries and products by themselves
can provide important and new information on the analysis of the growth of countries. Here
we analyze the correlations of the value of fitness with the outcome of traditional economic
analysis. In Chapter 2 we will show how the deviations from the assesments of standard
indicators (GDP per capita) triggers dynamics that are even more informative.
The importance of the Complexity of products will be discussed at the end of this section
and then further analyzed in Chapter 4.
Standard economics consider BRIC countries, namely Brazil, Russia, India and China, as
emerging economic systems which have a high rate of growth. These four countries are con-
sidered similar from a GDP point of view, i.e. in respect of their GDP growth rate. However,
following the indications that arise from the Fitness calculations, we can argue that from a
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Figure 6: Fundamental analysis of the BRIC countries according to our metrics. We argue that India and
China undergo a real economic development characterized by accumulation of new and more
and more complex capabilities. Therefore the GDP growth corresponds to a real increase of the
competitiveness of these two countries. Conversely we observe that the GDP growth of Brazil
and Russia appears to be mainly fueled by the price bubble of the raw material sector and
these countries are not using these extra richness to develop and accumulate new capabilities
in order to settle a solid basis to their productive system.
fundamental point of view these four countries undergo a very different development: while
India and China appears to have a well-grounded economic development characterized by a
complex basket of exports, it is not the case for Brazil and especially Russia. In fact as shown
in Fig. 6 panel a, by analyzing BRIC countries in standard GDP terms, we find that in the
last fifteen years all these countries appear very similar and are characterized by high rate of
growth of their GDP (mostly above the world growth rate). However, looking at panel b of
the same figure, our metrics reveals a strong heterogeneity among these four countries which
a conventional analysis is not able to capture. The evolution of the fitness, which as afore-
mentioned we interpret as the degree of competitiveness of a productive system, reveals that,
while India and especially China have strongly increased their competitiveness in the global
economic playground, Brazil and in particular Russia, despite a growing GDP, have lost many
positions according to the fitness ranking. The economic interpretation of such difference, on
the basis of our metrics, is the following:
(i) India and China (IC) reflects a genuine economic and industrial development characterized
by accumulation of new, more and more complex capabilities. Therefore the GDP growth
corresponds to a real increase of the competitiveness of these two countries.
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(ii) Brazil and Russia (BR) are very important raw material exporters. We therefore argue that
their GDP growth is mainly fueled by the price bubble which characterizes this sector. In
this sense we interpret the decreasing competitiveness of Brazil and Russia in terms of the
fact that they are not using their extra richness deriving from raw materials to develop
and accumulate new capabilities in order to settle a solid industrial and technological
basis to their productive system.
It is worth noticing that the idea that Brazil’s GDP growth is mainly depending on commodities
is becoming popular only in the last three years and the consensus on such feature is not at
all uniform (see Ref. [14] and [15] as examples of two different points of view on Brazil). If
one would have used the new metrics one could have seen a significant loss of complexity
of Brazil economic system years in advance. In fact from 2002 there is a clear and steady
decrease of the Fitness Ranking of Brazil. This anticipation of the trend is a characteristic of this
innovative methodology which measures the hidden potential and not just the present status.
We argue that the situation for Russia is somewhat similar. We can therefore conclude that
the development of IC countries is well-grounded from a productive point of view differently
from BR countries. We believe that the most interesting result concerns Brazil, indeed its
growth is usually considered of the same kind of the one of India, China and other emerging
Asian countries (e.g. Vietnam, Thailand, etc). Our analysis implies instead the opposite, Brazil
growth is closer to the Russian case where the development is dominated by the market price
of fossil fuels. We are aware that there may also exist macro-economic and political reasons
that could determine lower export for a country given a level of capabilities and therefore
our method would measure a lower level of competitiveness than what expected. In fact in
the case of Brazil, besides being an important raw material exporters, there exists a strong
state planning of the production, sectoral incentives and a strong boost of internal production
against exports. However, the great advantage of our fundamental analysis with respect to
conventional ones consists in clear quantitative statements that can be extensively tested
Let us now consider a different set of countries, the so-called PIIGS, i.e. Portugal, Italy, Ire-
land Greece and Spain. They are European developed countries which are usually considered
the most fragile economies from a financial point of view among European Union. Indeed, the
rating of PIIGS’ sovereign debt is on average lower than the other members of EU.
Let us move to the analysis of fitness evolution for the PIIGS as shown in Fig. 7 (as a bench-
mark of a non-PIIGS we choose Netherlands).
The fundamental analysis of the competitiveness points out a scenario in which Greece, Portu-
gal have an increasing fitness, Spain and Italy a stable competitiveness ranking (and a behavior
very similar to Netherlands) and Italy is even always ranked in the top 5 position, very close
to the level of Germany. In addition Spain, Portugal and Italy in 2010 are above the average
world fitness (〈F〉 = 1). We want to recall that we are considering the intensive metrics which
measures the intrinsic level of complexity that each country has developed. We stress that in
the weighted analysis Italy is well below China as expected. Only Ireland exhibits a decreasing
fitness in the intensive scenario. We also report the evolution of Iceland’s fitness as a prototype
of a developed non-PIIGS country which has gotten in big financial troubles in the last decade.
The reasons for this apparent discrepancy between standard rating or evaluation of these
countries and our results is twofold:
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Figure 7: Fundamental analysis of the PIIGS countries (Portugal, Italy, Ireland Greece and Spain) accord-
ing to our metrics. We find a scenario which seems to be apparently in contrast with the rating
of the sovereign debt of these countries. For instance we find that Greece, Portugal have an
increasing fitness and Italy is always ranked in the top 5 positions along the time period con-
sidered. The main reason of this apparent discrepancy, in our opinion, relies on the fact there
exists different regimes for the economic complexity.
(i) on one side it seems that the main source of the fragility of PIIGS countries has only a
financial origin independently on the competitiveness of the productive systems, except
Ireland for which both analysis give similar results;
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(ii) on the other side, the main reason, in our opinion, stands in the fact that different regimes
exist for the dynamics of economic complexity, as will be discussed in Chapter 2
On this account it is clear that different factors concur to the economic development of a
nation, both endogenous and exogenous: development of industrial capabilities indeed, but
also international policies, wars, geo-political instabilities, the aggregate international demand,
etc. In the present framework we develop a metrics to assess mainly the endogenous factors.
As we will show in Chapter 2 the endogenous factors that the Fitness is able to summarize
are a main driving force in some regimes such as the one of emerging countries, but this is
not the case for developed ones. In fact PIIGS are all developed countries and somehow they
almost saturated their phase space of capabilities: in fact these countries are among the most
diversified ones, especially Italy, Portugal and Spain. In this sense they are in a completely
different economic regime in respect of emerging countries. We therefore argue that the main
driving force of the economic growth of developed countries is no more the fast development
or acquisition of new capabilities and the following invasion of the product space (see Chap.
4). Instead in mature developed countries, politics, in particular economic ones, and in general
non-capabilities driven exogenous features appear to dominate the growth and the evolution
of these countries.We want to point out that this does not imply that the acquisition of new
capabilities has no impact for this type of countries. Instead we believe they play a different
economic role due the fact that they almost saturated the space of capabilities, hence the
space of products. In fact the development of new, and generally of high technological value,
capabilities in developed countries usually triggers bursts of new high complexity products on
the market. However, these events tend to be rarer with respect to the acquisition of already
established capabilities as it happens for emerging countries. We try to give some insights on
the dynamics of this innovation process in Chapter 3
It is worth noticing that this second explanation calls for the concept of heterogeneity in
economic growth dynamics and prediction. On this account the result discussed in 2 clearly
points in this novel direction: the dynamics of the development of countries shows a high
degree of heterogeneity, consequently a novel approach is required and new concepts like
selective predictability must be considered.
Extensive vs Intensive Metrics
In section 1.2.1 we have introduced a generalization of our iterative method by considering
suitable weights which partially take into account the export volumes. We now want to inter-
pret, from an economic point of view, the kind of information carried by the two cases and spot
the differences of the two analyses. Let us focus on some specific countries: Germany, China,
Italy, USA, United Kingdom, Austria, India and Poland. In Fig. 8 we report the evolution of
the intensive fitness (panel a) and of the extensive one (panel b). Focusing first our attention on
Germany, China, Italy, USA, we find that the intensive fitness ranking does not reflect the tradi-
tional economic prediction. In fact Italy’s fitness is higher than USA’s one and almost equal to
the China’s one. In 2010 Italy is the most diversified country with respect to the export basket
with more than 500 products (for which the RCA coefficient is above the threshold) and our
metrics correctly grasp this feature. Once the weights are taken into account, we find instead
(see also Table 1 for details) a ranking closer to the one provided by GDP even if significant
differences persist. For instance, from a GDP-oriented analysis China results to be the 2nd-3rd
economic power, in our framework, China is already the most competitive country in extensive
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Figure 8: Economic interpretation of evolution of the fitness in the intensive and extensive case. The
intensive fitness gives a medium-long term information of the development of countries, in
this sense, we can consider it as informative on the growth potential of a country. On the
other hand the extensive analysis complements the information carried by the intensive fitness
conveying a short term perspectives and giving a stronger emphasis to the monetary aspects.
terms.
As a second point let us compare the two pairs United Kingdom-Austria and India-Poland.
From an intensive point of view these pairs appear almost degenerate while extensively we
observe that, as expected, bigger countries in both pairs have larger fitness. However, it is
worth noticing that even if we consider the export volumes, the weighted fitness does not
simply reproduce the GDP ranking or the relative monetary distance among these countries:
the fitness ratio of two countries is not trivially the ratio of their GDP. In some sense, intensive
analysis is able to spot niche of competitiveness, while extensive metrics moves the focus of the
analysis to the scale of the economic system.
We argue that the intensive fitness conveys long-term information of the competitiveness of
a country. The intensive metrics is a measure of potential of growth and somehow a measure
of resilience and recovery features of economic systems (especially for developed countries).
In this sense the results of Italy in the top 3 position of the intensive fitness ranking is not
surprising since historically Italy is known as a very resilient system. In the light of our
fundamental analysis and neglecting specific economic policies and exogenous aspect (which
could become dominant as discussed in the previous section and may enhance or contract
the recovery from the recent global crisis), Italian productive system has an intrinsic strength
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Table 1: Countries’ Fitnesses
Country
Int.
Ranking
Int.
Fitness
Ext.
Ranking
Ext.
Fitness
GDP2010
(bill. of US$)
Germany 1 6.21 2 16.84 3400
China 2 5.30 1 29.92 5800
Italy 3 5.23 5 7.11 2100
USA 5 5.08 3 13.77 14600
UK 7 4.04 8 4.35 2150
Austria 8 3.90 15 2.31 380
India 16 2.78 14 2.59 1700
Poland 17 2.69 21 1.64 470
Intensive and extensive fitness for a selection of countries.
and recovery capacity, much higher that other European countries, say Spain, Ireland, Greece,
which is probably connected to its diversity.
We point out once again, that our metrics provides undoubtedly new information (for in-
stance the Brazil analysis), but the novelty of our method relies on the fact that it gives a
quantitative assessment which can be tested with respect to standard economic indicators. On
the other hand the weighted fitness complements the information carried by the intensive
fitness since it gives a present and short term perspectives of the country analysis giving a
stronger emphasis to the monetary aspects. Russia and Brazil are paradigmatic cases in this
sense. In a short term horizon or, more precisely, in the monetary horizon set by the avail-
ability of raw materials in these two countries, they are competitive (monetary information)
but in terms of diversification, resilience, adaptability and, in general, competitiveness of their
productive system (intensive information) they appear weak, or, at least, much weaker than
other emerging countries.
Products
Similarly to countries, our method defines a metrics for the complexity of products. A part
from the MR of HH, this is a completely novel measure because we are not aware on the ex-
istence of economic indicators for the complexity of product which do not rely on monetary
estimate. In fact a standard measure adopted is the market value of products, however, this
quantity suffers from strong bias due to market speculation, labor cost, etc. While it is reason-
able to believe that products characterized by a high complexity are likely to have high market
prices, it is very easy to find striking counterexamples where simple products have anomalously
high price, for instance the Tulip mania of XVII century. Therefore we propose the Complexity
of products as a new synthetic indicator which permits to quantitatively assess the complexity
of products in a non-monetary and non-market oriented way.
In this respect a large spectrum of analysis can be performed: detailed analysis of the export
basket of countries, relative strength/weakness of countries with respect to export of specific
products, indices to quantify the complexity of economic sectors, etc. In addition, in analogy
to the evolution of country fitness, it is possible to investigate the evolution of complexity of
products year by year, in such a way, in principle, we may track the evolution of the economic
cycles and the development or the technological contraction of specific sectors.
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Figure 9: Time evolution of the product complexity from 1995 to 2010 for a selection of cereals which
result to be organized into two main groups. The former group has an average complexity
around the average complexity of all products, Q ∼ 1, the latter one is composed of cereals
whose level of sophistication is much lower than the previous as measured by our metrics,
Q ∼ 10−3, 10−4). By analyzing the typical typical usage of oats and rye we find that these two
cereals are not typical of a substance economic system since they are used in livestock industry
and brewed-product industry.
As an example, in Fig. 9 we show the time evolution of the complexity for a selection of ce-
reals from 1995 to 2010. Cereals result to be organized into two main groups: the former has
an average complexity around the average complexity of all products (i.e. Q ∼ 1), while the
latter is formed of cereals whose level of sophistication is much lower than the previous as
measured by our metrics (i.e. Q ∼ 10−3, 10−4). Given this observation, among cereals, our
method reveals two different complexity regimes for cultivation. In order to verify if the two
classes correspond to a real difference in the level of technology of the country exporting them
we analyze the typical usage of oats and rye. Supporting the finding that these two cereals are
not typical of a substance economic system, we find that they are used in livestock industry
and brewed-product industry.
In general, the time evolution of the product complexity must be carefully analyzed because
of the specific structure of the non-linear coupled maps defining the metrics. In fact, while
the country fitness is very robust with respect to errors in the database, the complexity is very
sensitive to changes of the exporters of a given product, especially when the variations are due
to low-fitness countries. On one hand we verified that the cleaning procedure of data is able to
fix the wide anomalous oscillations of several orders of magnitude of some product complexity
due to wrong custom reports - especially from small African countries. On the other hand,
on average, the complexity of products shows an intrinsically higher degree of volatility with
respect to fitness of countries even in a perfect dataset. In fact, given the economic assumptions
underlying the metrics, a new (real and not due to errors) exporter can produce a significant
variation of the complexity of a product while the addition of a product to the export basket
of a country very likely will have a small effect on its fitness.
A hand-waving argument for this aspect is obtained by simply observing that since the fitness
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of a country is given by the sum of the complexities of its products, if we assume that products
have the same degree of volatility of their complexity and are statistically independent, the
volatility of the fitness of the country will by roughly
√
kc times smaller. The opposite is not
true because the complexity of a product is not at all the sum of the fitnesses of its producers,
but a highly non-linear combination of them. For instance, for high complexity products we
expect that very likely a new exporter (i.e. producer) will have a lower fitness than the typical
fitness of the exporters of that product and therefore a short term decrease of complexity is,
on average, expected. In this sense we argue that general trends and cycles are the meaningful
analysis rather than short term variations of the level of technology in the case of products.
As a final remark, It is worth noticing that the knowledge of the intrinsic value of a product
(i.e. the complexity) is critical for goods like commodities which are subject to strong specu-
lative bubbles and whose market prices, differently from stock prices, are affected by strong
inefficiencies, for instance the agricultural sector and in particular cereals. A systematic analy-
sis of the metrics for product complexity and the features of product space will be discussed
in Chapter 4.
1.2.3 Critical analysis of the state of the art (the Method of Reflections).
In [3, 11] the authors have tried to obtain a measure of competitiveness of countries and of
products from the binary matrix M by introducing an iterative linear algorithm very different
from ours, called Method of Reflections (MR). Through this method the authors rank countries
and products in the international market and measure the difference in in their competitiveness
by using only the information contained in the country-product matrix M. However, as shown
below, the MR leads to very different results with respect to our approach and is affected by a
series of conceptual problems. In this section we give a short resumé of this approach in order
to make clear the mathematical and theoretical flaws.
In the MR algorithm an infinite set of variables, iteratively related, {k(n)c } and {k
(n)
p } with
n = 0, 1, 2, ... are introduced respectively for each country c and for each product p so that
the information is considered more and more refined at increasing order n. At zero order
the values are fixed by the initial condition k(0)c ≡ kc (diversification of c) and k(0)p ≡ kp
(ubiquity of p) defined in Eqs. (3) and (4). In agreement with the previously exposed theory of
capabilities, kc has to be considered a first rough measure of the competitiveness of country
c, as it is assumed that a large diversification corresponds roughly to the development and
storage of a large set of capabilities. In an analogous way kp provides a rough measure of
the “dis-value” of product p, as in principle a very ubiquitous products will require a small
number of capabilities to be exported reflecting a low level of economic complexity behind its
production.
At higher orders k(n)c and k
(n)
p are defined by the following iterative equations:
k
(n+1)
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1
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p=1Mcpk
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k
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p
,
(9)
where
〈
k
(n)
p
〉
c
means the arithmetic average of k(n)p for all products exported by country c
and
〈
k
(n)
c
〉
p
the arithmetic average of k(n)c for all countries c exporting the product p. In
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the idea of the authors of [3, 11] these equations define the iterations to a higher level of non-
monetary and trade related information about countries and products leading to a better and
better description of the competition in the global trade market. However, as we show below,
this algorithm suffers of different important flaws which led us to introduce other iterative
observables and a non-linear iteration algorithm which is better founded both mathematically
and conceptually, and leads to a deeper comprehension of the international competition in the
export market.
In the following we discuss in a schematic way the conceptual and mathematical flaws of
the HH scheme.
Conceptual and mathematical problems
• We observe that the nature of the kc and kp completely changes from the starting it-
eration to the following one: while the starting point of the iteration is extensive in
the number of products and countries, the following order are intensive with respect to
products and countries because of the average considered. This fact derives from the
expression
k
(2)
c =
〈
k
(1)
p
〉
c
(10)
considering that
〈
k
(1)
p
〉
c
is the mean diversification of the countries exporting all prod-
ucts pexported by country c which therefore is a first order measure of the complexity of
the product. Equation (10) makes clear a fundamental difference between our non-linear
algorithm and the MR; it basically states that at first order the successfulness of a coun-
try is given by the average of the “complexity" of its products. This is very different from
Eq. (8) for which instead the fitness of a country is given by the sum of the “complexity"
of its products. This implies that, while in the MR two countries having the same mean
complexity of the exports are supposed to have the same competitiveness independently
of the relative diversification, in our method both the mean complexity of products and
the diversification are, as natural, important in determining the fitness of a country in the
global competition. Let us make an example to make this crucial point clear. In the HH
scheme, paradoxically, a greatly diversified country (say about 500 products given a total
of about 1000 products) with average complexity of its export set equal to k˜, whatever
is k˜, would have the same competitiveness at the following iteration step of a country
exporting only one product with kp = k˜. Therefore the HH scheme is not consistent with
respect to the assumptions underlying the capability arguments implying the importance
of the concept of diversification.
• The highly non-linear (quasi-extremal) relation between competitiveness of countries and
complexity of products, required by the triangular structure of the country-product ma-
trix, cannot be implemented through an average as discussed by HH. As explained above,
the triangularity of the matrix M implies that the information that some countries with
small competitiveness (or development) export a product must bound the complexity
from below, regardless of the competitiveness of the most developed exporters. There-
fore one would expect a strongly non-linear and almost extremal relation between the
complexity of a product and the competitiveness of the producers. Instead in the MR
model at each order 2n + 1 the complexity of a product k(2n+1)p is given basically by
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the average of the k(2n)c of its producers, so that the information about the most com-
plex countries exporting this product is as important as the information about the less
complex ones.
• As shown in the next section through an appropriate toy model, it is simple to see that the
variables describing the competitiveness of countries in the MR rapidly loose correlation
with the capabilities of the countries when iterated.
• The MR changes the economic meaning of the iteration at each iteration. It can be shown
that k(2n)c can be linearly related directly to k
(2n−2)
c by substituting the second equa-
tion of (9) into the first one. A similar argument can be made for even kp and for
odd ones. However, it looks quite strange that in an empirical and phenomenological it-
erative approach to the ranking of countries and products the iterated quantities have
different economic “dimensions" (averages of averages of ubiquities or diversification,
respectively) depending on the parity of the order of iteration. Even iterations with the
same parity change their economic meaning throughout the iteration procedure (as the
number of averages increases). The economic and statistical interpretation of these quan-
tities is rapidly lost when increasing the order n. In our framework the variables are
simply the refinement of the ones of previous iteration and the iteration procedure has
to be seen as an algorithm to solve the self-consistent fixed point equation.
• In [3] the authors consider at the end of the iterations for the economic analysis the
rescaled quantity
δ
(2n)
c =
k
(2n)
c − k
(2n)
c
σ
(2n)
c
, (11)
where k(2n)c is the arithmetic mean of k
(2n)
c over all countries and σ
(2n)
c is the standard
deviation of k(2n)c over the same set.
By using an algebraic approach, it is possible to show[7] that the MR makes all k(2n)c
to converge to the same constant k∗ independent on the index c, which is therefore
a trivial fixed point of the transformation relating k(2n)c to k
(2n−2)
c . This is basically
due to the fact that, writing in vectorial form these linear equations, the linear operator
characterizing the linear transformation is the transposed of an ergodic Markov transition
operator.
This explains why the authors of [3] subtract the mean value k(2n)c from k
(2n)
c before
any economic analysis. Indeed this accounts for the subtraction of the fixed point k∗
from all k(2n)c . In a similar way it is possible to see that the division by the standard
deviation σ(2n)c to obtain δ
(2n)
c in Eq. (11) basically accounts for the contraction factor of
the distribution of the set {k(2n)c } around k∗ at increasing order n due to the asymptotic
convergence to such a single value for all c. The fact that the authors of the MR stop the
analysis at n = 18 in [3] can be explained by the fact that this convergence is exponentially
fast and at the value of n the numerical limits of resolution of different k(2n)c are reached.
In an empirically defined algorithm the quantities involved in its formulation, and not to
a vanishing component of them, should be directly related to observables.
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Two critical issues emerge from this mathematical observation. On one hand the MR
produces a shrinkage of the kc and kp distributions. Even if they are rescaled at the
n = 18 iteration, the behavior of the algorithm is conceptually wrong because we would
expect that differences among countries are in general magnified by one iteration step
and not reduced. The reason of such expected magnification is that if we compare two
similarly diversified countries but with different complexity of their export, once the
information about the complexity of products is inserted in the method through the
iterations, the distance between the variables measuring the successfulness of these to
countries should increase.
On the other hand, the previous mathematical arguments show that the correct way to
extract the rescaled kc, kp is to consider the eigenvector associated to the second largest
eigenvalues of a fixed point equation (see [7]). Even if the method is presented as an
iterative method, the HH complexity index (i.e. the kc, kp variables) cannot be self-
consistently obtained iteratively in the form in which the MR is presented in [3] because
their index is the eigenvector associated to the second largest eigenvalue of the trans-
posed Markov operator [7], thus is vanishing when n→∞.
In summary it is possible to see that, extending the analysis in [7], the MR suffers of dif-
ferent critical aspects, which in our opinion make necessary a deep revision of the approach
to the measure of the complexity of countries and products towards a non-linear approach.
We recall that the non-linearity of the method, before even testing the metrics on economic
benchmarks, is a key element to properly address the conceptual and economic consistency of
a method based on the complexity/capabilities arguments which are intrinsically non-linear
as extensively discussed in this chapter.
1.2.4 Comparison between our Metrics and the Method of Reflections.
In this section we provide a direct comparison of the results obtained with the non-linear
Fitness-Complexity algorithm (FQ) we are proposing and from the MR method.
First of all in the next Subsection 1.2.4 we show, through the use of a minimal but significant
toy model, that while in the MR method the correlations between the competitiveness of coun-
tries and their capabilities are rapidly lost when increasing the order of the iteration, with the
FQ method they are kept constant at all order.
In the Subsection 1.2.4 we give a direct comparison of the ranking of countries coming out
from the FQ method and the MR. In particular we highlight the most meaningful examples
of the countries with a rapid economic development as eastern Asian countries and countries
whose economy is basically determined, not by a development of advanced technological
capabilities, but by the monopolistic export of natural resources as oil.
Toy model
It is instructive to analyze a simple toy model where we can explicitly introduce capabilities
and test how the two metrics are able to extract information from Mcp. Actually, in the
real world it is impossible to directly access the vector of capabilities that each country owns.
Nevertheless, it is possible to study a simple model (originally proposed in [3]) in which we
may explicitly define the capabilities that each country owns and how they combine to produce
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products. To this end we need to define two matrices already introduced in Sect. 1.1.1: a
country-capability matrix, whose entries Sck specify which capabilities are owned by a country,
and a capability-product matrix whose elements Tkp specify which capabilities are required
to make a product. The model is completed by introducing the simple rule to build the Mcp
matrix: each country exports a product if and only if it has all the capabilities needed to
produce it. In formulas Mcp is defined exactly as in Eq. (5).
In this way we now have access to the set of information on which the theory of hidden
capabilities is based, i.e. the endowment of capabilities of a country, and we can now com-
pare the asymptotic results of the two different iterative procedures with the real number of
capabilities assigned to each country.
We implement the model by extracting random binary numbers, 0 or 1, to fill the Sˆ and Tˆ
matrices: the entries are equal to 1 respectively with probability 0.7 and 0.05. We consider 200
capabilities, 120 countries and 800 products (following exactly [3]).
In Fig. 10 we show the result of the two methods performed on the artificial Mcp matrix
obtained from this toy model. Clearly, in this extremely simple framework, the best informa-
tion about the capabilities is given by the diversification, which corresponds to the first order
of iteration of both measures (up to a normalization factor): this is due to the fact that there
is no difference whatsoever in the importance of different capabilities, and they are randomly
linked to countries and products. We also show the Pearson’s correlation coefficient between
the two different measures and the assigned capabilities, with respect to the iteration order.
Fitness obtained by our approach correctly grasps the relevant information present in the Mcp
matrix and does not significantly change with the iteration (the reason why these correlations
do not improve has to be found in the relative simplicity and randomness of the model, as
discussed below). Conversely k(n)c obtained by the MR seems to be loosing its meaning when
the equations are iterated and it is not possible to observe an asymptotic correlation value
before the machine precision breaks down.
Economic playground: is China 2nd or 34th?
So far we tested our method and the MR with respect to theoretical aspects and toy models de-
signed to verify the conceptual consistency of the two approaches. We now move our attention
to real economic data.
A first striking observation is the anomalously low competitiveness of China that results
from the MR method Indeed MR ranks China in the 29th position in 2010 (see [16] pag. 64),
just below Romania which is 27th. This result appears rather odd as it would imply that
nowadays competitiveness of China is very similar to the one of Romania and far below the
one of western countries. Standard economic analyses show instead that China is significantly
eroding the competitiveness gap with respect to developed countries and always appears in
the very top positions whatever economic indicator is adopted. Therefore, in order to test the
economic consistency of the two methods, we are interested in comparing a set of countries
which undergo a large variation of ranking in the two frameworks (i.e. China, India, Cyprus,
Qatar, see panel a of Fig. 11). In the view of standard analysis, they represents respectively two
well-established emerging countries whatever economic criterion we consider, an European
country with low GDP per capita and an oil exporter.
We do not make a direct comparison between our metrics and the ranking of [16] because
our dataset is slightly different from the one used in [16] and for a consistent test we prefer
to perform the MR on our dataset. In addition we perform a further step of data cleaning. A
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Figure 10: Testing the capability information content measured by the two methods. (Left) Results of the
iterations on the toy model matrix. Fitness preserves the first order information, while k(n)c
appears to be rapidly destroying any correlation with the assigned capabilities. We plot the
logarithm of Fitness and the rescaled Kc = (k
(n)
c −
〈
k
(n)
c
〉
)/σ(k
(n)
c ) at four different orders of
iteration. (Right) Pearson’s correlation between the measures of complexity and the number
of assigned capabilities vs. the iteration order. While Fitness maintains the same level of
correlation of the first step, iterating the k(n)c measure leads to a destruction of information.
It is to be noted that in this trivial model the Mcp matrix does not contain more information
than the simple diversification. Again, the logarithm of Fitness and the rescaled K(n)c are
considered.
second difference stays in the number of countries: 128 in [16], 148 in the present analysis.
In spite of some minor differences, the results of the MR on our datasets appear to be similar
with respect to the one found in [16] - in fact, as shown in Fig. 11, the MR on our datasets
ranks China in 33rd position and Romania in 34th (compare panel b and [16] pag. 64).
The anomalous position of China is even more striking when we follow the evolution of the
variable k(2n)c of the MR method from 1995 to 2010 (panel b of Fig. 11) where we find that
the competitiveness of China follows a growth pattern which does not at all reflect the fact
China is now the second GDP power behind USA. We surprisingly find that in MR framework
Cyprus and Romania overcome the growth of China in the last years of our analysis. In other
words, according to the MR, China, Romania and Cyprus result to be countries characterized
by a very similar competitiveness and a similar pattern of growth. This scenario appears to be
inconsistent with almost all economic analysis of these three countries.
Conversely our method (panel c of Fig. 11) on one side spots the spectacular growth of the
Chinese productive system in the last fifteen years which was ranked in 13rd position in 1995
and is now in the 2nd position just below Germany which is the country with the highest
fitness. On the other hand it depicts Romania and Cyprus as economies of a completely
different kind with respect to China: they are growing economies, but we do not spot, as in
the Chinese case, the tremendous erosion of competitiveness against most developed countries.
The economic scenario for India is even worst according to MR. India is ranked far below
China, Cyprus and Romania and competes with Qatar which is a country with a very low
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Figure 11: Comparison of the country ranking between FQ method and the MR. In panel a we compare
the two rankings while in panel b and c we respectively show the time evolution of the kc
and the fitness. China, India, Romania, Cyprus and Qatar are highlighted for their anomalous
behavior in the MR framework and are paradigmatic with respect to the conceptual weakness
of this method.
1.3 conclusions 31
diversification (as it happens for almost all oil exporters). Instead in our method India is an
emerging country, above Romania and Cyprus, while Qatar is one of the countries with lowest
fitness and with a decreasing competitiveness.
In general in the framework of MR all oil exporters (Kuwait, Saudi Arabia, Iraq, Venezuela,
etc), which are paradigmatic of poorly diversified systems, are characterized by relatively high
level of competitiveness and tremendous oscillations (compare in [17] for instance Kuwait
ranking in 2007 and 2008. Kuwait drops in 1 year from position 66, a relatively high position
for a very poorly diversified countries, to position 113. For an explanation of the instability
of the HH ranking see 1.C). By consequence the MR also predicts that raw materials are not
among those products with very low complexity as it is expected from the observation that a
country owns raw materials reserves only by a matter of chance.
The complexity of raw materials such as crude oil is largely overestimated by the MR, for
the fact that a large and very diversified country like the US enters linearly in the estimation of
oil complexity. Conversely, in our framework, the non-linearity exploits the information that
even very non-diversified countries are able to export crude oil, thus it must be a very simple
product.
Countries with very large diversification are systematically penalized and medium sized
countries tend to be favored by the MR algorithm. As previously observed, the reasons for
such a behavior are in the fact that the variables representing the competitiveness of a country
in the MR method are linear averages. It follows that the MR ranking is set by the average
complexity of the products exported by a country, with an unclear dependence on the level
of diversification. This explains why China and India are so poorly ranked and why poorly
diversified countries are often over-ranked by the MR: even though China and India have a
very diversified export basket, the average complexity of their export is very close to countries
much less diversified as Romania, Cyprus and oil exporters.
Instead, in our framework, the fitness of a country is an extensive variable with respect to
the number of products exported and properly takes into account both aspects: the average
complexity of the products and the diversification of a country.
To sum up, the conceptual flaws of MR produce inconsistent economic results because,
differently from the spirit of the theory of capabilities, in the mathematical expression of MR
the diversification does not represent a competitive advantage.
1.3 conclusions
In this chapter we have presented a framework to define a data-driven non-monetary and non-
income based metrics to assess quantitatively and self-consistently the level of competitiveness
of a country and the complexity of its products.
We argue that a key element to properly cope with this issue is the non-linearity of the
algorithm defining the metrics, inspired by the triangular structure of the countries-products
matrix M. The economic observation that developed countries export most of the products
implies that the information on the complexity of a product is mainly due to the less competi-
tive countries among all its exporters. The translation in mathematical terms implies that the
fitness (i.e. competitiveness) of countries and the complexity of products must interact in a
non-linear, almost extremal way.
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Differently from previous attempts [3], we are able to correctly grasp the economic essence of
the triangular structure of the matrix M and to consistently translate the theory of capabilities
in mathematical terms. On one hand we show why the linear method of reflections of [3] is in
disagreement with the complexity of economics. On the other hand, by presenting a series of
results we spot the consistency of our findings with respect to relevant economic benchmarks.
In the following chapter we will focus on how the insights that this methodology provides can
be used to make a step forward in introducing new paradigms in economic forecasting.
APPEND ICES TO CHAPTER 1
appendix 1.a uniqueness of the metrics’ fixed point
Given the rather complex structure of Eq. (8) it is not immediately clear whether a non-trivial
fixed point exists and, if so, under which conditions on the country-product matrix (in the
trivial case of Mcp = 1 ∀(c, p) a fixed point of course exists and is given by Fc = 1 ∀c and
Qp = 1 ∀p).
Figure 12: Euclidean distance from the 80th iteration (fixed point) for a particular realization of Mcp
with Nc = 5, Np = 15, Ph = 0.6 and Pl = 0.05. The red line shows the path obtained with the
standard initial conditions given by Q˜(0)p = 1 ∀p and F˜(0)c = 1 ∀c. In grey the paths of a set of
randomly sampled initial condition. In blue the particular path analyzed in fig.13. The inset
shows the exponential nature of the convergence.
For our purposes, being the metrics defined as the fixed point of Eq. (8), we need this fixed
point not only to exist, but also to be unique, since we want our result to be independent from
the choice of the initial conditions. An analytical proof, due to the strong non-linearity, to the
fact that the normalization step constrains the maps to be inside an high dimensional simplex
and of course to the dependency on the shape of Mcp, if at all possible, is a hard task, out of
the scope of the present work. For this reason we perform a numerical analysis of the map
defined by Eq. (8). Our analyses are performed for a large number of randomly generated
matrices of different sizes but with a triangular shape in analogy to what is observed in the
real case. In our random model, by introducing r = Np/Nc (Nc and Np are the number
33
34 fitness and complexity
of countries and products respectively), the Np elements of the i− th row of the matrix are
defined as{
Mij = 1 with probability Ph
Mij = 0 with probability (1− Ph)
(12)
if j 6 ri and
{
Mij = 1 with probability Pl
Mij = 0 with probability (1− Pl)
(13)
if j > ri, and with Pl < Ph. The results presented here are obtained with Ph = 0.6 and
Pl = 0.05 but changing these values even significantly doesn’t seem to change the qualitative
features of the convergence to the fixed point. We choose a value for r comparable to the ratio
of the real matrix, i.e. r ≈ 8 but also this parameter does not seem to be relevant. We analyze
a sample of 300 matrices for 5 values of Nc, i.e: 5, 10, 75 and 150. For each matrix obtained
from this model we sample uniformly the (Nc) − dimensional simplex where Fc is defined
and the (Np)−dimensional simplex whereQp is defined. This correspond to extract random
vectors from Dirichlet Distributions of vector parameter −→α with all unitary components and
with proper dimensionality. In order to use these vectors as initial conditions for the iterations
we normalize them so that 〈F〉 = 1 and 〈Q〉 = 1. These randomly sampled vectors are used
as initial conditions for the maps defined in Eq. (8). For each realization of Mcp 1000 initial
conditions are tested. Convergence is always observed to a unique fixed point, which only
depends on Mcp, for all values of Nc and for all the single initial conditions tested.
We present the example of a simple random bipartite network with withNp = 5 and r = 3 in
order to be able to visualize it. The results are qualitatively similar in all the explored combina-
tions of parameters. In Fig.12 the typical convergence process is shown for the corresponding
particular realization of Mcp. In the vectorial space defined by the Cartesian product of the
two simplexes where
−→
F and
−→
Q are defined, the Euclidean distance ∆(n), where n is the order
of the iteration, from the point reached at the 80th iteration is evaluated. The red line repre-
sents the convergence process with the initial conditions given by Q˜(0)p = 1 ∀p and F˜(0)c = 1
∀c. A subset of the paths originated from the randomly sampled initial conditions are shown
in grey. All the paths converge around iteration 40 and all the oscillations are damped. As
shown in the inset the convergence is exponential ∆(n) ∼ e−ηn. The exponent η depends on
the size of the matrix, with bigger matrices converging faster (for Nc = 150, η = 0.28± 0.04).
In order to understand the meaning of the peculiar oscillations shown in Fig.12, we plot in
Fig.13 the bipartite network relative to that particular realization of Mcp, and, considering the
trajectory highlighted in blue, we draw the nodes with size (weight) proportional to F(n) and
Q(n) at each iteration. The oscillations in n are due to the fact that the weight is being moved
from one side to the other of the bipartite network, but these oscillations are damped by the
normalization. Notice that this mechanism has the ability of leading to a fixed point also the
completely disconnected sub-network formed by the 5th country (in red) and the 13th prod-
uct. To conclude we can state that, given the observation that the fixed point of Eq.(8) does not
depend on the initial condition, the metrics proposed are measuring an intrinsic property of
the Mcp matrix.
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Figure 13: Representation of the non-linear iterations on a simple bipartite network with different initial
conditions. Colored nodes represent countries, grey nodes represent products. A random
initial condition (top) may give rise to oscillating behaviors (blue line in fig.12) which are
dumped by the normalization step. It should be noticed that even disconnected pieces of
the network (red "country" node) are brought to a fixed point. The standard uniform initial
condition follows a much smoother path (red dashed line in fig.12) and converges to the same
fixed point.
appendix 1.b convergence and properties of the fixedpoint of the iteration: analytic approach.
For the sake of completeness of this dissertation, in this appendix we reproduce, with minor adaptations,
the content of [18], with the permission of the authors.
Here we analyze the characteristics of M required to have convergence of the algorithm to
numbers strictly greater than zero, for both every Fc and Qp. We will first show in section 1.B
a class of M for which it is possible to solve analytically the algorithm in closed form and find
these characteristics; we therefore produce an ansatz for the general case. We will then show
in section 1.B.1 that the insight is numerically supported for any analyzed random matrix.
A theoretical example
The Matrix Class
We will consider a specific class of matrices. An example of the class is presented in equation
14. The generic matrix in the class is composed of 4 blocks, one of which of zeros. The other
three blocks will not be composed only of zeros but they will have some 1s. The density of
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1s in the block can be in principle any value between 0 and 1, but to allow for a closed form
solution each block has to have the same number of 1s and 0s in all its columns and rows. It
is interesting to note that, since the algorithm holds for reordering of rows and columns, a
matrix is also a member of the class if it is possible to reorder its rows and columns in such a
way to obtain a matrix in the class.
We will number the four blocks from 1 to 4 anti-clockwise starting from the top right corner.
In the following we will always assume that the block 4, the bottom right block, is the block
with only zeros. Alternatively, will also refers to the block 4 as the external area. We will also
call the blocks 1 and 3 the frontier, block 2 the internal area.
In the following example of this class of matrices the four densities are, anti-clockwise from
the top right corner, 1/2, 1, 1/3, 0.
C1 C2
R2

R1


1 1 1 1 0 1 0 1 0
1 1 1 0 1 0 1 0 1
1 1 1 1 0 1 0 1 0
1 1 1 0 1 0 1 0 1
0 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0

(14)
The key variables will be the sizes of the four blocks: their height R1 and R2 and their
width C1 and C2. It will be revealed instead as almost unimportant the density of 1s in the
non-empty blocks. To make the notation easier in the following we will assume that all the
densities of the three non-empty blocks are equal to 1: the three non empty blocks (1, 2 and 4)
will be composed only of 1s. In subsection 1.B we will explain what changes when we relax
this assumption.
Computations
The symmetry of the matrix is particularly useful because we can state, for symmetry reasons,
that all the countries in the R2 upper rows have the same fitness, and the same is true for the
countries in the R1 lower rows. This is obvious since their rows are equal or can be made equal
with a simple rearrangement of the columns. The same is also true for the complexity of the
first C1 products and the complexity of the last C2 products.
Therefore the fitness at the iteration n of the algorithm can be represented with just two
numbers, with an obvious change of notation
F(n) =
(
a
b
)
(15)
It is easy to compute the next iteration of complexities from equation 8,
Q˜(n+1) =
(
ab
R2b+R1a
a
R2
)
(16)
Since we are not interested in the Complexities, to avoid unnecessary computations we will
not normalize accordingly to 8. In the next steps we will compute the fitnesses and we will
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normalize them: any multiplicative factor to all the complexities would be removed in any
case at that step. Thanks to this property we can rewrite the Complexities in an easier way for
the next computation, in particular as
Q˜ ′(n+1) =
(
R22b
R22b+ R1R2a
)
(17)
where Q˜ ′ is proportional to Q˜.
We can now compute the iteration n+ 1 for the fitness from equation 8. Since we are using
Q˜ ′ instead of Q, the values obtained by equation 8 will be proportional to F˜. Defining these as
F˜ ′, we obtain
F˜ ′(n+1) =
(
C1R
2
2b+C2R
2
2b+C2R1R2a
C1R
2
2b
)
=
(
C1R
2
2b+C2R
2
2b+C2R
2
1 +C2R1R2 −C2R
2
1b
C1R
2
2b
)
(18)
where the second step is due to imposing the normalization condition:
R1a+ R2b = R1 + R2. (19)
This constraint allows us to reduce the number of variables from 2 to 1 and to derive a close
solution.
Finally, normalizing accordingly to equation 8 we have
F(n+1) =
 C1bR
2
2+C2R
2
2b+C2R
2
1+C2R1R2−C2R
2
1b
C1bR
2
2+C2bR2(R2−R1)+C2R2R1
C1bR
2
2
C1bR
2
2+C2bR2(R2−R1)+C2R2R1
 . (20)
Let’s focus only at the second component of the Fitness vector, which in the following we
will call F(n)2 , and which is referred to the fitnesses of the R1 lowest rows. Comparing 15 and
20 we see that, in one algorithmic step, we had
b→ C1bR
2
2
C1bR
2
2 +C2bR2(R2 − R1) +C2R2R1
≡ b
A1b+A2
, (21)
where
A1 = 1+
C2(R2−R1)
C1R2
A2 =
C2R1
C1R2
,
(22)
from which the closed form solution, by induction, is trivial
F
(n)
2 =
1
A1
∑n−1
i=0 A
i
2 +A
n
2
. (23)
The solution for the other component can be obtained from the normalization condition given
by Eq. 19
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Convergence
How does F(n)2 behave when n goes to infinity? It trivially depends on A2:
• if A2 > 1, F2 converges to 0 exponentially fast while n goes to infinity;
• if A2 = 1, F(n)2 = 1/(nA1 + 1) and therefore converges to 0 as fast as n−1;
• if A2 < 1, F2 converges to a non zero number, (1−A2)/A1.
From 22 we notice now that A2 has also a particular geometric meaning: it is the ratio of
the areas of the bottom right block (block 4) and the top left block (block 2). Remembering our
definitions of the blocks, A2 is therefore greater than 1, and the second fitness component F
(n)
2
converges to 0, if the external area is bigger than the internal area. Or, visually, if the belly of the
non-zeros area is inward.
A2 = 1, when A2 is defined through equation 22, defines the diagonal line, or its obvious
geometric extension to rectangular matrices,
R1 = (R1 + R2)
C1
C1 +C2
. (24)
Heterogeneous Density
Interestingly the result does not change if the densities of 1s in the blocks 1, 2 and 3 are
different than 1, if the block 4 is still composed only of 0s and the block 2 has a positive
density2
Only the shape matters, and not the density. In particular doing the same computations
with densities different from 1 (and potentially heterogeneous) we find that:
• equation 23 does not change,
• A2 does not change,
• A1 does depend on the densities of the blocks 1 and 3, but not from the density of block
2 if it is not 0 (see ahead for the case in which the density of block 3 is zero).
The specific value of the density of 1s and 0s in the internal area is therefore completely
irrelevant, while the density inside the frontier only determines the specific value of the con-
vergence point (if there is convergence to a number greater than 0).
Zeros outside the frontier
The case in which the density in the internal area is 0 is a peculiar case, since in this case it
is not possible to really define an inside and an outside. In fact it is possible to rearrange the
rows and columns to switch inside and outside. In this case it is still possible3 also to define
A2. If A2 is different than 1 the fitness of one of the two sets of countries is always converging
to zero. In the case in which A2 is equal 1 instead, any value of fitness is a stationary point
2 this condition is obviously needed to clearly define an internal area and an external area.
3 Of course it is possible to rearrange rows and columns to switch the blocks, i.e. there are two different ordered M,
causing A2 to go to A−12 . Therefore A2 is defined but for a possible multiplicative inversion.
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of the algorithm and therefore the fitnesses produced by the algorithm will be equal to the
starting conditions.
This can be said in a different way. In this case the blocks 1 and 3 are not connected through
a product common among countries belonging different blocks. Therefore the algorithm in this
case does not have any direct information to compare fitnesses and complexities of countries
and products in different blocks. To compare the two blocks it is therefore only possible to
use their densities and shape. However the density turns out to be irrelevant, since the more
products in a block the more is diluted their influence on the Fitnesses of the countries in
their block: as it is possible to compute, this cancel out the additional effect of having more or
less products. Only the relative shape among the blocks, measured by A2, is left to compare
the two blocks. If A2 is equal 1, and therefore also the shape does not help to compare the
blocks, any fitness and complexity is consistent. If A2 is different than 1, it will determine the
convergence to 0 of the fitnesses and complexities of one of the two blocks.
Ansatz
The ansatz that will be then corroborated by the numerical investigation in the next sections is
therefore simple, at least using loose definitions:
Ansatz 1. If the belly of the matrix is outward all the fitnesses and complexities converge to numbers
greater than 0. If the belly is inward, some of the fitnesses will converge to 0.
While in the case defined in 1.B the conversational definition of “inward belly” - correspond-
ing to A2 > 1 - is unambiguous, for the general cases that we will investigate in the sections
1.B.1 and 1.B.3 there are many possible definitions.
Defining
• ordered matrix, as the matrix M after rearranging the columns and rows such that all
the countries are ranked accordingly to their fitnesses and all the products are ranked
accordingly to their complexities4;
• diagonal line, as the line, in the previously defined matrix, going from the least fit country
and least complex product to the most fit country and most complex product; if the
matrix is squared, this definition is the usual definition of diagonal of the matrix; if the
matrix is rectangular, this definition is the trivial geometric extension of the previous
one.
• the external area of the matrix is the joint set of zeros in the ordered matrix including the
corner corresponding to the 0 for the lowest fitness and highest complexity product;
we will see that a proper definition, with relative guess, is
Ansatz 2. A matrix M have all the fitness and complexity different from zero if, after ordering said
matrix, the diagonal line does not pass through the external area.
4 while in same cases, as we have seen and we will see, the fitness could converge to 0 for many countries, for any
finite number of iteration the fitness values will be greater than 0. Moreover, since the convergence speed after some
iterations is constant for each country and products, there will be a number of iterations such that, for any following
iteration, the ranking of fitnesses and complexities will be constant.
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It is worth to note that when a country’s fitness converges to zero, from equation 8, we
know that all the exported products’ complexity will converge to zero too. At the same time,
the effect on the fitnesses of countries which export a product whose complexity converges
to zero, is negligible. Therefore, we can consider that, but for multiplicative common factors
coming from equations normalization factors in eq. 8 removing from the matrix M a line
corresponding to a country converging to zero fitness and all the columns corresponding to its
exported products, the output will be not affected.
It is therefore reasonable to make a further guess:
Ansatz 3. If the diagonal line does pass through the external part of a ordered matrixM, some countries
and products will converge to zero. If we progressively remove them from the analysis, defining new
ordered matrices M, we will have a convergence to finite values of fitnesses and complexities for the
remaining countries and products for which the the new M have a diagonal line not passing through
the external area.
These ansatz implicitly define the crossing country of a matrix as the lowest fitness country
that converges to a nonzero fitness. In other words, it is the first country that does not need to
be removed in the removal process described above, defining the largest matrix such that all its
countries have nonzero fitness. Note that in general searching instead from the top countries
does not give the proper result in a situation in which the diagonal cross multiple times the
external area. If one starts the check from the top countries and keeps adding countries with
lower fitnesses, the crossing country is not the first one met. In this case of multiple crossing,
the crossing country is the first country met in the process starting from the bottom, as in
ansatz 3.
The guesses 2 and 3 will be tested numerically in the sections 1.B.1 and 1.B.3.
1.b.1 A numerical investigation
In this section we present the results of our numerical simulations, in which we study some
peculiar behaviors of sample matrices which we did not treat analytically. In particular, by
means of synthetic examples of possible M matrices we study the cases in which more than
two blocks are present, the importance of producing rare products and we investigate the
ansatz proposed in the previous section. The reader will notice that the matrices investigated
in the first two subsections correspond to the case A2 = 1 discussed above.
1.b.2 More than two blocks
In the case of more than two blocks it is not possible to write the components of F(n) in the
form given by Eq.15, because one would have more than one unknown variable. However,
what one can do is progressively reduce the given matrix to submatrices, each one made of
two blocks. In the following example we present a block diagonal matrix:
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
0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 1 0 0
1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0

We have found that if off block diagonal elements are absent (that is, both the internal and the
external areas are empty) all countries will remain in the respective initial conditions. As we
expected from the two block analysis presented in Sec.1.B, this result is stable even if density
is lower: only the relative dimensions of the blocks counts.
The importance of oligopolies
The presence of common products does not add much information other than the fact that
those countries which produce only very common products can not be very high in the fitness
ranking. As a consequence, we can expect monopolies of already diversified countries to be
relevant. To investigate the consequences of having common ubiquitous products we take into
account a synthetic situation in which three countries produce only very common products,
two countries have a duopoly and one country, which has the same diversification of these two
countries, has a monopoly. The results are the following:

c 1 1 1 1 0 1
n−1 1 1 1 1 1 0
n−1 1 1 0 1 1 0
n−2 0 1 1 0 0 0
n−2 1 0 1 0 0 0
n−2 1 1 0 0 0 0

On the left side of the matrix we show the speed of the fitness decays with the iteration n, with
c meaning convergence to a finite value of fitness5. For example, the notation n−α means that
the fitness F(n)c of the country c corresponding to that row is converging towards zero with a
power law of the number n of the algorithm iterations, that is, F(n)c ∼ n−α for a sufficiently
larger n. As one can notice, the presence of a monopoly makes the first country the only one
to converge to a nonzero value of F, while the advantage given by the extra products makes
the second and third country perform better with respect to the last three countries. In any
case, this advantage is not striking, because we are still in the case in which A2 = 1, so the
difference is only in the exponent of the decay. We stress that the presence of a different decay
means that there exist a number N so that from iteration n = N the ranking will stay constant,
and so the ranking will be given by the decay exponent.
A further, self-illustrative situation of the consequences of having common products is pre-
sented below.
5 In this section and in the following we will not report the complexity decays, which follow trivially from the ones of
the countries.
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
c 1 0 1 1
n−1 1 1 1 0
n−2 1 1 0 0
n−3 1 0 0 0

Let us now consider the following matrix:

c 1 0 0 0 1 1
c 0 0 0 0 1 1
n−0.6 0 0 0 1 0 0
n−1 0 1 1 0 0 0
n−1 1 0 1 0 0 0
n−1 1 1 0 0 0 0

here we have three blocks of nations, with one monopoly (country 3) and two duopolies (coun-
tries 1 and 2). On the basis of the previous considerations, we know that the 3x3 submatrix
constituted by countries 1,2 and 3 and products 4, 5 and 6 is degenerate, in the sense that every
initial condition F(0) is stable under the iterations (also the whole matrix would be degenerate
if country 1 would not have produced product 2). However, in this case, the presence of an
external product changes the situation, giving an advantage to the duopoly, which converges
to a finite value of the fitness and makes the monopoly tend to zero, even if with a lower
exponent (0.6 instead of 1). By means of extensive numerical simulation we have found that
the specific value of the decay is given by the relative size of the worst block (the one which
decays with n−1) with respect with the total size of the externally connected block, that is, the
sum of the sizes of the blocks which are connected by the external 1. In other words, the decay
is given by the ratio between the worst block and the sum of the sizes of all the blocks but the
one whose decay we are computing. In the situation presented above, the worst block has size
3 and the converging block has size 2, from which we have 3/(3+ 2) = 0.6. To make another
example we can imagine a different case, in which we give an advantage to the monopoly with
respect to the block of size 3; in this case, the duopoly will decay with an exponent equal to
3/4.
Another interesting phenomenon is evident. Let us consider the set of countries 4, 5 and 6.
Even if the second product is owned only by countries 4 and 5, also country 6 decays in an
equally faster way. This is due to the fact that the last block is connected, that is, there exist a
path of products that connects all the countries in the block, and the absence of monopolies in
the block.
Exponential decays
Until now we have seen that different power law decays come out from, in general, N-polistic
competitions whose symmetry is broken by the presence of products external with respect to
the competitors. In the case in which one or more N-poly has a further N-poly which is not
shared, the decay of the competitor will be exponential. Here it is an example:
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
c 0 1 0 1 1
e−n 1 0 1 0 0
e−n 0 1 0 0 0
e−n 1 0 0 0 0

In this case the first country has two monopolies; country 3 one monopoly and countries 2 and
4 no monopolies at all. All countries tend to zero exponentially faster, but the first one. This is
a simple example of an inward bellied matrix, that is, a matrix such that the diagonal crosses
the external empty part. Because in this case the crossing country is the first one, all the other
countries will converge to zero exponentially, as stated in the ansatz 3. This phenomenon will
be investigated in detail the next subsection.
Numerical verification of the ansatz
In Sec.1.B we suggested a link between the convergence properties of countries and the shape
of the belly of the ordered matrix. In this section we verify the given ansatz by means of sim-
ple matrices, whose behavior is nevertheless analogous to the one we will find in real world
applications. Let us start with a set of 5x5 square matrices. We point out that we use square
matrices only because the diagonal and, as a consequence, the shape of the belly is evident by
eye. As we will see in the following, these results can be applied also to rectangular matrices
by means of the generalized definition of diagonal discussed above.

A
c 1 1 1 1 1
n−1 1 1 1 1 0
n−2 1 1 1 0 0
n−3 1 1 0 0 0
n−4 1 0 0 0 0


B
c 1 1 1 1 1
e−n 1 1 1 0 0
e−n 1 1 0 0 0
e−n 1 0 0 0 0
e−n 1 0 0 0 0


C
c 1 1 1 1 1
c 1 1 1 1 1
c 1 1 1 1 0
c 1 1 1 0 0
c 1 1 0 0 0


D
c 1 1 1 1 1
n−1 1 1 1 1 0
n−1 1 1 1 1 0
n−1 1 1 1 0 0
n−1 1 1 0 0 0

Matrix A represents a borderline case, in which the same lines of reasoning adopted in
Sec.1.B.2 can be applied. All countries but one are converging to zero, preserving a well
defined ranking.
Matrix B shows a clear inward belly. This means that, according to our ansatz, in order to know
which countries will converge to a nonzero value of fitness we have to eliminate countries
starting from the ones with a lowest ranking until we find a submatrix with an outward belly.
In this case this is not possible, in the sense that the only fully convergent submatrix would
be the trivial 1x1 matrix containing only country 1 and product 5. As a consequence, only
the country 1 (which, in this case, is the trivial crossing country) and product 5 converge
to a nonzero value of fitness and complexity, while the other countries and products decay
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exponentially.
On the contrary, matrix C has a clear outward belly: all countries have products beyond the
diagonal and so converge to nonzero values of fitness. An interesting situation is shown in
matrix D, which is equal to C but for one product. By removing product 4 from country 2 is it
possible to make all countries but one converge to a zero value of fitness. In fact, in this case
the diagonal crosses the external part of the matrix in correspondence with an high ranking
country. This situation highlights the importance, in general, of a careful data sanitation when
empirical M matrices are built, not only with respect to low fitness countries, but also for high
fitness ones. In any case, we point out that when one passes from matrix C to D the ranking
is preserved.
In order to show a case in which the M matrices are rectangular and the crossing country is
nor in the top, neither in the lowest position in the matrix, but somewhere in the middle of it,
we consider the three following matrices:

E
c 1 1 1 1 1 1
c 1 1 1 1 1 0
c 1 1 1 1 0 0
c 1 1 0 0 0 0


F
c 1 1 1 1 1 1
c 1 1 1 1 1 0
n−1 1 1 1 0 0 0
n−1 1 1 0 0 0 0


G
c 1 1 1 1 1 1
c 1 1 1 1 1 0
e−n 1 1 0 0 0 0
e−n 1 1 0 0 0 0

While matrix E shows full convergence of its countries, it is enough to remove one product
to make the external area large enough to be crossed by the diagonal and, as a consequence,
to make two countries converge to zero (matrix F). The removal of one more product turns
the convergence to zero exponential with the number of iterations. We stress that, even if
the number and the category of products of country 4 is the same for all the three situations,
its value of fitness changes. However, this fact is not paradoxical as long as the values of
the matrices are calculated in a correlated way, by considering, for example, the Revealed
Comparative Advantage.
1.b.3 Real cases
In this section we study how this variety of convergence behaviors affects real M matrices.
Typical M matrices are bigger than the ones seen in chapter 1.B.1 and present specific char-
acteristics of nestedness and density; nevertheless, our convergence ansatz turns out to be
relevant for real M matrices.
hs2007
We consider the 1995-2010 BACI database. In all the years the matrix is outward bellied, accord-
ingly to the definition implicit in 2. In other words, the diagonal does not cross the external
(i.e., empty) part of the matrix, and so the algorithm converges for most countries to a non zero
value of fitness. While the general behavior is clear, some exceptions are there for the least fit
countries, as it is visible in figure 14. In the figure we show a pictorial representation of the
ordered M matrix for the year 1995. The yellow (red) dots mean that the country correspond-
ing to the given row is (not) exporting (in the RCA sense) the product corresponding to the
given column, that is, the matrix element is equal to 1 (or zero, respectively). The horizontal
line corresponds to the crossing country defined in 1.B, and the vertical one to the product with
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Figure 14: Ordered M matrix for the BACI dataset, year 1995. The diagonal is consistently above the
external part. However, there is an exception for the low fit countries, zoomed in the picture
inset. The horizontal and vertical lines represent the number of countries and products that
converge to zero.
higher complexity exported by it. The part of the matrix which converges to nonzero values
of fitness and complexity is defined by these lines (in particular, the top right portion of the
original matrix). The dashed line is the diagonal of the fully convergent matrix. Obviously,
after the removal process the matrix is outward bellied in all its parts.
It is interesting to note that the number of countries and products that need to be removed
to have a matrix converging to non-zero values is reduced for the later years. This behavior is
general, for all the datasets checked. The causes of this phenomenon will be discussed in the
conclusions in section 1.B.4.
Sitc2
Here we consider the World Trade Flows Database, covering the 1963-2000 period. The dataset
is particularly interesting because of the long time span of data presented in a consistent
form. In this dataset the convergence ansatz proposed is more relevant, since big parts of it is
consistently above the diagonal. An example, that highlight also an application of ansatz 3, is
presented in figure 15.
The example also highlights a peculiar graphical feature of the ordered matrix. Indeed, for
the countries and products that are converging to zero it is possible to observe how the frontier
between the internal and external part is smooth and continuous, while a more rough behavior
can be observed for the areas converging to positive numbers. This behavior is due to the fact
that, since the fitnesses and complexities of the countries and products below the crossing coun-
try are converging exponentially to zero, for any given finite iteration the ratio between two
consecutive fitnesses and complexities is also exponentially growing. Therefore the fitnesses
are mostly determined by the highest complexity product and, similarly, the complexities are
given by the lowest fitness country. As a consequence there is a clear correspondence between
best products and worst countries, determining the smooth frontier that it is clearly visible in
figure 15. At the opposite, for the countries above the crossing country, their relative fitnesses
converges to fixed ratios. Therefore the fitnesses of the countries are determined by all the
products not converging to zero, causing their ranking to be not uniquely determined by their
best product. A similar line of reasoning can be used for the products. Therefore after the
crossing country there is not a clear frontier.
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Figure 15: Ordered M matrix for the 1965-2000 dataset, year 1965. The matrix frontier is consistently
above the diagonal line. The horizontal and vertical lines represent the number of countries
and products that converges to zero. The dashed line shows the diagonal of the new block
remaining after removing those countries and products: the diagonal of the new M matrix
now does not cross the external part of the matrix.
A similar behavior can be observed in all the matrices that we studied. Even in the case of
figure 14 it is possible to recognize the phenomenon for the last four countries (zoomed in the
inset).
Patents
The convergence to zero of a sizable set of countries is very evident for matrices particularly
empty, like the one produce from the patents dataset. It is a dataset organized by OECD
starting from data produced by the European Patent Office6 joining countries and technological
sectors if a firm in a country has patents granted in that sector. It is then manipulated in the
usual way, through consideration of comparative advantage to remove the size of the countries
from the argument, generating a matrix that has a 1 or 0 if it produce more patents than
expected in a particular technological sector. Since to patent a discovery in a sector the country
has to be on the frontier of the technological progress in that sector, the matrix comes out with
an inward belly, as it is visible in figure 16.
As for guess 3, a possible situation leading to a global convergence to zero is for a single
country being diversified in too many sectors in which no other countries is interested in. In
this case we can have all the other countries’ fitnesses converging to zero. An example is in
figure 17.
1.b.4 Conclusions and discussion
We have shown that the intrinsic non linear structure of the algorithm proposed in this chapter
has highly non trivial consequences on its convergence properties. In particular, we have linked
the shape of the ordered matrix on which the algorithm is based to the possible presence of
countries whose fitness tends to zero. Obviously, also all the complexities of their exported
products will converge to zero. In synthetic but general cases it is possible to show analytically
that the presence of a large empty part of the matrix makes some countries converge to zero.
6 For more informations, see the OECD Patent Statistics Manual available at
http://browse.oecdbookshop.org/oecd/pdfs/free/9209021e.pdf
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Figure 16: OrderedMmatrix for the patents dataset, year 2002. The external part is very big, so diagonal
line. crosses it and a consistent fraction of countries converges to zero. The dashed line shows
the diagonal of the new block remaining after removing those countries and products.
Figure 17: Ordered M matrix for the patents dataset, year 2000. The diagonal line is consistently inside
the external area. More importantly, this is true even for just the top two countries, as it is
visible in the zoomed in the picture inset. As a consequence, all the countries and products
converges to zero but the first one, as shown by the horizontal and vertical lines. The dashed
line shows the diagonal of the block that would be left removing all countries and products
but the first two: the diagonal would still cross the external part. Therefore the only remain-
ing non-zero-fitness country is the first one, and the only remaining non-zero-complexity
products are the ones produced only by it.
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In particular, the condition to check is if the matrix diagonal crosses or not the empty part
of the matrix. We study numerically some simple cases which confirm our results also when
the analytical approach was not possible and in some real world cases, such as two different
country-product databases and a country-patent database.
A striking result of our analysis is that a large variety of situations is present. For example,
if one considers the hs2007 BACI 1995-2010 database, almost all countries have a finite fitness,
while in many years of the sitc2 1963-2000 database more than a half of the countries have a
zero fitness. On the other hand, in some patents datasets all the countries fitnesses but one
tend to zero.
A practical application of our results is that the usual convergence conditions are not suitable
for this algorithm. In particular, the condition |F(n)−F(n−1)| <  does not imply that the single
components of the fitness vector stop to decrease and, in general, the resulting fitnesses and
complexities could depend on . This could be particularly relevant if one is interested in non
linear expressions of fitness or complexities (e.g. the logarithm of the countries’ fitness), also
given the fact that convergence rates can be very slow.
In principle, one may be interested in the rankings or in the cardinal value of fitnesses and
complexities. Obviously, different criteria can be assessed for the ranking convergence. We
suggest, as a practical recipe, to set a suitable threshold at a very small value and record the
order of the crossings. Then one should remove the countries and products which have crossed
the threshold and run the algorithm with the reduced matrix, in the spirit of ansatz 3. This
procedure should be stopped when a fully convergent matrix is obtained, and all the remaining
countries and products have a finite value of fitness and complexity, respectively, as we have
shown in sections 1.B.1 and 1.B.3. Obviously, in principle nothing prevents ranking changes
to happen after the threshold has been crossed. However, we believe that this procedure, if
used with a suitable small value of the threshold, for example the machine precision, leads to
a ranking which is more stable with respect to the ones that could be obtained using the usual
convergence criteria.
appendix 1.c how noisy data can affect the analysis
A (very) Basic Model for Economic Complexity
Along with the present idea of economic complexity, in a dynamic competitive environment
the export adjacency matrix M of the real diversified world shows a triangular profile. These
observation reflects the idea that disposing of an increasing number of capabilities means en-
joying increasingly higher advantages in terms of productive capacity. Trade’s network struc-
ture and the economic forces which shaped export data into a triangular matrix are presently
under investigations. In order to study the robustness with respect to noisy data of HH and
NL metrics, according to the phenomenology of trade data we propose to consider a perfectly
triangular matrix (see fig. 18). We call respectively Np the number of products and Nc the
number of countries. Given the rectangularity coefficient of the matrix β = Np/Nc, we set
Mcp = 1 if p 6 βc (25)
Mcp = 0 otherwise. (26)
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Figure 18: Basic Model for Economic Complexity for an export matrix M with Np = 72 and Nc = 12.
All the bits whose coordinate satisfy the relation p 6 (Np/Nc)c are set equal to one. All other
bits are equal to zero.
Given k(o)c , the most simplistic hypothesis consists in assigning to each country c a number
of capabilities Ac proportional to its diversification. Hence we set Ac = γk
(0)
c , being γ an
unknown multiplicative factor. This is the fundamental assumption of our Basic Model for
Economic Complexity (BM). Moving from this assumption, we are now able to test the two
metrics’ robustness properties.
Robustness and sensitivity analysis of the linear and nonlinear metrics
The export values of the different countries registered in US dollars are inevitably subject to a
certain number of errors. Part of these errors can be corrected by comparing it with the Mcp
value in question with that of the immediately previous and following years and by generally
revising the structure of the Harmonized System. Inevitably, a certain fraction of errors remains
and affects the quality of measures of economic complexity on C-P network. In order to be
effective, a metric must produce a ranking which shows proper robustness and low sensitivity
with respect to corrupted data. The main goal of this paper is then to undertake a scrupulous
analysis of the two metrics’ performances in presence of known amount of errors in the export
matrix. From here on, we refer to the fraction of altered data in the C-P network as the quantity
of noise η. The introduction of a phenomenological model such as the BM is fundamental to
test the robustness of HH and NL metrics. We call noisy a bit for which the value of M
does not satisfy the prescription given in eq. 25 and 26. Since the information about the
existence of a link in the bipartite network C-P is binary, a noisy bit is a bit subject to inversion.
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Given the definition of a vector of capabilities such as the one provided by the BM and this
definition of noise, we claim that it is possible to reckon the robustness’ properties of HH and
NL metrics by calculating the correlation between the two measures of economic complexity
(HH : ~kc, NL : ~F) and the countries’ capabilities with the respect to the level of noise in the
system.
Spearman’s correlation coefficient ρs is a non-parametric measure of statistical dependence
between two variables. It is defined as the Pearson correlation coefficient between the ranked
variables. For a sample of size n, the n raw scores Xi, Yi are converted to ranks xi, yi and rs
is computed from these:
ρs =
∑
i(xi − x¯)(yi − y¯)√∑
i(xi − x¯)
2
∑
i(yi − y¯)
2
(27)
Maximum correlation between the measured values of economic complexity and the number
of capabilities of each country is obtained in absence of noise, where we set γ = 1 without loss
of generality. In order for the two metrics to be robust, it must be
ρs(~A,~k
η 6=0
c ) ≈ ρs(~A,~kη=0c ) (28)
ρs(~A,~F
η 6=0) ≈ ρs(~A,~Fη=0) (29)
for η > 0 and small enough, where η is the ratio between the number of inverted bits and
the total number of bits. In fig. 19 we show ρs(HH) and ρs(NL) as a function of η. Although
theoretically parameter η runs from 0 to 1, we cannot compute ρs for too high values of noise.
In fact, in order to be defined, the two metrics must operate on a matrix without null rows or
null columns. However, a complete inversion of the bits of the BM export matrix leads exactly
to a situation of this kind. To avoid problem about metrics’ definition, we decided to stop at
ηmax = 0.9 for all the considered volumes.
As shown in fig. 19, the non-linear iterative process of our metrics preserves the ranking of
countries’ economic complexity from the introduction of a certain amount of noise. The value
of Spearman’s rank coefficient displays a plateau for approximately η < 0.35: the measure of
fitness is robust even in presence of a level of noise in the system of 35%. Contrary, correlation
of HH metrics on matrices with noisy data decreases almost linearly with η. For η¯ = 1/2
the matrix is completely disordered and ρs ≈ 0 (slightly greater than 0 because of the little
asymmetry in the number of 1 and 0 for η = 0). For η > η¯ the matrix is inverted. Correctly,
ρs(NL) is an odd function of η with respect to the center of symmetry η¯. Analogous trends are
found for Q and kp. Our results are consistent with sampling of Mcp with different volumes.
As fig. 20 shows, the extent of the plateau increases with greater matrices. In other terms,
the same fraction of noise is less effective in greater systems. Contrary, as shown in fig. 21,
measures of kc do not improve for greater volumes.
Our results are basically not affected by the parameter β (in other words, the shape of M).
Convexity of the adjacency matrix M
From a phenomenological point of view, in BM we qualitatively considered as perfectly trian-
gular the profile of the connected part of the adjacency matrix M. However, if we undertake
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Figure 19: Computation of Spearman’s rank correlation coefficient between the number of capabilities
~A of each country and the two measures of economic complexity with respect to the level of
noise inM. In green are shown results for the non-linear metrics F, in red for the linear metrics
kc. Fitness’ correlation shows a plateau for around η < 0.35 for a matrix with Np = 720 and
Nc = 120. This indicates that NL measure of economic complexity is robust even in presence
of a level of noise in the system of 35%. Contrary, the fast decline of the value of ρs for kc
means that HH measure is sensitive to the introduction of even a small amount of noise.
Figure 20: Computation of Spearman’s rank correlation coefficient between A and F with respect to the
level of noise for different volumes of M. Legend shows the considered values of Nc ∗Np.
Measures are consistent for different volumes and the extent of the plateau increases with
greater matrices.
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Figure 21: Computation of Spearman’s rank correlation coefficient between A and kc with respect to the
level of noise for different volumes of M. Differently from NL metrics, measures of kc do not
become more robust for greater volumes.
a more precise analysis, M shows on average a slightly convex profile. A robust metric must
preserve its properties of noise sensitivity for matrices with non-null concavity. We define
Πc =Mc,pmax the most complex product exported by the country c. From the formal point of
view, in the zero model we can parameterize the profile Π through the concavity parameter α:
Π(xc, α) = Npe
−αβxcNp − a
βxc
Np
, (30)
where higher α values correspond to more concave M and a is a fixed parameter such that
Π(xc = 0) = Np and Π(xc = Nc) = 0, then a = Npe−α. We associate α values with the same
absolute value but with negative sign to specularly convex profiles (see fig. 22).
Figg. 23 and 24 show results for NL metrics and HH metrics. In the case of nonlinear
metrics, for small positive and negative α values the ρs parameter does not show significant
deviations compared to the null concavity case. The results of the linear metrics, definitely
noise sensitive in case of perfectly triangular profile already, also show strong dependence to
the specific concavity value of M.
Finally, our ranking process shows remarkable properties of robustness to noise with low de-
pendence from the system volume and the specific shape of the network. On the contrary, HH
metrics lacks these properties and the economic complexity ranking it produces can depend
strongly on possible database errors.
Effects of noise in specific ranges of the matrix M
Now that the greater robustness of NL metrics is determined, let us study the incidence in the
fitness ranking of noisy data localized in specific ranges of theMmatrix. At first, we may think
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Figure 22: BM matrices for non-null concave and convex profiles in absence of noise with Np = 72 and
Nc = 12. α is the concavity parameter. Higher α values correspond to more concave profiles
and α values with the same absolute value but with negative sign to specularly convex profiles,
with α3 > α2 > α1 > 0. Real data show a profile similar to −α2.
Figure 23: Computation of Spearman’s coefficient for F with respect to the level of noise for adjacency
matrix with convex and concave profiles. Concavity of M does not affect significantly the
fitness’ ranking.
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Figure 24: Spearman’s coefficient for kc varying noise for adjacency matrix with convex and concave
profiles. kc shows sensibility to the exact shape of the non-empty region’s profile.
of testing the sensitivity of the metrics in the presence of noise in every single bit. However,
the nonlinearity of the metrics preserves the economic complexity ranking from single errors
of the kind. Instead, it is interesting to study what happens if noise is able to unhinge the
structure of a sector that is spatially contiguous into the C-P network. Let us consider a BM
matrix and let us divide M in 4 sectors (see fig. 25).
We then study noise sensitivity for each sector separately. ρs is valued up to a maximum
noise corresponding to 50% of the dimensions of the sector itself. Fig. 26 reports the trends of
the 4 sectors and compares them with the case where noise is uniform all over the matrix.
In accordance with the phenomenological criteria that determined the mathematical form
of the nonlinear iterative process in order to calculate economic complexity, sector A (complex
countries and non-complex products) is the least sensitive to the presence of noise. Although
some low complexity products do disappear from the export basket of more complex coun-
tries, this is substantially insignificant to determine the fitness of these countries. The other
three sectors, on the contrary, show that the presence of compound noise in certain M zones
can produce rankings with a more significant number of errors. Coherently with what we
would expect, sector D (non-complex countries and complex products) is the most sensitive
to the presence of corrupted data. The two border sectors B (complex countries and com-
plex products) and C (non-complex countries and non-complex products) show an analogous
trend, sector B being slightly more robust due to the asymmetry induced in C-P network by
the nonlinearity of the metrics. This difference between B and C is even more accentuated if
we consider matrices with concavity greater than 0 instead of a perfectly triangular one (see
fig. 27).
In this case in fact border sector B is characterized by complex countries separated by wide
gaps of diversification. The presence of a small level of noise in this sector is thus unlikely to
mix up the ranking of countries. On the contrary, sector C, which now presents many poorly
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Figure 25: Division of M in four sectors. Sector A: complex countries and non complex products. Sec-
tor B: complex countries and complex products. Sector C: non complex countries and non
complex products. Sector D: non complex countries and complex products.
Figure 26: Computation of Spearman’s coefficient for F by varying the fraction of noise separately in
sectors A, B, C and D and comparison with the case where noise is uniform all over the
matrix. Sector A is the least sensible to the introduction of a small amount of noise since less
complex products do not weigh much in determining the fitness of complex countries.
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Figure 27: Computation of Spearman’s coefficient by varying the fraction of noise separately in sectors
A, B, C and D and comparison with the case of noise not subject to spatial ties for a matrices
with slightly concave profiles. Sector B becomes less sensible to noise since complex countries
are separated by wide gaps of diversification.
complex countries with a very close fitness value, became more sensitive to small perturbations.
Sectors A and D, not directly involved in the M profile alteration, remain respectively the
most robust and the least robust. Specularly, a convex bulge makes sector C more robust to
the detriment of sector B (see fig. 28). Now that this sector (complex countries and complex
products) is characterized by many countries with minimum levels of diversification, noise
turns out to be even more incident than in sector D.
Generally speaking we can conclude that the spatial localization of noise is a significant
factor and, when dealing with economic complexity measures, it is necessary to consider the
reliability of data concerning exportations of countries and products in the C-P network.
Noise estimation in real data
Previously we saw that the sensitivity trend of the NL metrics when VMc,p →∞ is the reaching
of a plateau with values of ρs ≈ 1 for η < η¯. Instead, correlation falls dramatically for
noise values greater than 50%. Hence, we must estimate the fraction of noisy data within the
database currently used in the C-P network analysis. To do so we must compare the measures
that are operable on the C-P network with analogous measures made on the toy-matrices of the
BM for economic complexity as η changes. One possible way is to intersect the two measures
of complexity calculating the correlation between the two asymptotic values of F and kc. Data
on M have been in general significantly adjusted and corrected in order to be completely
consistent with the import-export data of countries. We then are able to produce these results
for both raw and cleaned data. These measures turn out to be uncorrelated to market trend
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Figure 28: Computation of Spearman’s coefficient by varying the fraction of noise separately in sectors
A, B, C and D and comparison with the case of noise not subject to spatial ties for matrices
with slightly convex profiles. Sector C becomes less sensible to noise since complex countries
are separated by wide gaps of diversification.
and do not show signs of the various economic conjunctures crossed by global economy in the
data concerning the years we dispose of (1995-2010, fig. 29).
For the reasons highlighted in this appendix, the correlation ρs between F e kc decreases
very quickly as η increases in the matrices of the zero model for economic complexity. This
property allows us to estimate the fraction of noisy bits within the adjacency matrix.
As fig. 30 shows, we can estimate the fraction of noisy bits within the C-P network by
calculating for which level of noise the Spearman’s rank correlation coefficient between F and
kc computed for the BM matches the value from the real matrix. We can estimate the level
of noise across years 1995-2010 to be approximately 7% for raw data and 5% for cleaned data
(see fig. 31). Moreover, these results allow us to be confident in our operation of adjusting
and cleaning raw data. As far as the analysis of the robustness of the two metrics goes, these
value are well in the plateau for NL metrics, while they affect significantly the accuracy of HH
metrics’ measures.
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Figure 29: Correlation between asymptotic measures of F and kc since 1995 to 2010 for cleaned and raw
data.
Figure 30: Computation of Spearman’s coefficient between F and kc for matrices with slightly convex
profiles by varying the level of noise and comparison with 2010 data. By intercepting the
measures on real data with the one on the noisy toy-matrices we can estimate the level of
noise in the real dataset.
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Figure 31: Estimated level of noise on real matrices since 1995 to 2010 for cleaned and raw data.

2 HETEROGENEOUS DYNAM ICS IN ECONOMICS .
chapter abstract
A fundamental test for the validity of the conceptual and technical innovations that we propose
in this work, is their actual ability to make predictions. This is the main topic of this chapter.
To be clear, the kind of questions that we want to address are very basic from an economic
point of view: e.g. "What will be the growth of the Gross Domestic Product (GDP1) of China,
United States, and Vietnam in the next 3, 5 or 10 years?" Despite this kind of questions has a
large societal impact and an extreme value for economic policy making, providing a scientific
basis for economic predictability is still a very challenging problem.
The standard approach used in economics usually relies on the accumulation and display of
large datasets and time-series of standard indicators. While data-oriented approaches are for
sure at the basis of a scientific grounding, what is lacking in standard economics is a unified
view on tools and models that allow a univocal interpretation of the gathered data in terms of
predictions. The metrics described in Chapter 1 overcome this issue by summarizing all the
data into a single number for each country. The limitations of such a synthetic picture make
rise an obvious question: what is the amount of information content that this single number
is able to carry? A standard approach to this kind of question, used in economics, would be
to check what is the differential increment in the R2 of a multivariate linear model when the
new variable is added to the picture. Simplifying, the role of the exceeding variables in the
linear model is to discriminate the effect that the new indicator has on the dependent variable.
In other words it is an attempt to take into consideration the heterogeneity of the responses in
terms of the dependent variable of the sample to the value of our new regressor.
The approach that we propose here is much more radical because, while being generalized
to any kind of response, not just linear, it takes into consideration that the heterogeneity is a
dynamical feature: the heterogeneity is in the dynamics and is dynamic. To get a flavor of what
the idea is one can think of weather forecast. It is a fact that weather forecasts have a much
better reliability in some geographical areas than in others (heterogeneity of the dynamics). So
we might not be able to make good predictions of the dynamics of a set of clouds while it lays
in a turbulent area, but we might be able to forecast its evolution quite well once it enters a
laminar-flow area (dynamic heterogeneity).
To make this ideas quantitative, in this Chapter we explicitly study the dynamics of countries
in the fitness-income per capita plane. We observe that country dynamics presents strongly
heterogeneous patterns of evolution. The flow in some zones is found to be laminar while in
others a chaotic behavior is instead observed. These two regimes correspond to very different
predictability features for the evolution of countries: in the laminar regime, we find strong
predictable patterns while the latter scenario exhibits a very low predictability. The fact that a
1 For the sake of brevity and readability we will often refer to GDP even when talking about Per Capita GDP. When a
distinction is needed it will be made clear by the use of the pedix: GDPpc. However most of the times, since we will
be dealing with growth rates, this distinction will be superfluous, given the fact that demographic changes are mostly
irrelevant in the time scales that we consider.
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laminar regime exists in the GDP-Fitness dynamics means that, for the countries living in that
regime, the knowledge of fitness (and obviously GDP) on a given year.
Regressions, the usual tool in economics, are no more the appropriate strategy to deal with
such a heterogeneous scenario and new concepts, borrowed from dynamical systems theory,
are mandatory. We therefore propose a data-driven method - the selective predictability scheme -
in which we adopt a strategy similar to the methods of analogues, firstly introduced by Lorenz,
to assess future evolution of countries.
2.1 introduction
Which are the key ingredients determining the economic performance of a country and its fu-
ture development? Economists traditionally measure the performance with monetary figures
such as the gross domestic product (GDP) reflecting, at most, the actual status of a country.
The assessment of the evolution and growth of countries is instead highly controversial. Many
intangible elements are therefore invoked such as good education, financial status, labor cost,
high tech industry, energy availability, quality of life, etc. However, these concepts are usually
discussed in a qualitative way.
A longstanding objective of macro-economic theories is the development of predictive schemes
in order to give a quantitative assessment of the future evolution of economic indicators, such
as income, Gross Domestic Product (GDP), inflation rate, etc and to provide criteria and indi-
cations for economic interventions, stimuli, growth incentives, etc. It may appear surprising
that country growth forecast, even if crucial for the wealth of nations and people, is still a
controversial open question, as witnessed by the recent critical analysis of [19, 20].
In this Chapter we discuss the non-monetary metrics introduced in Chapter 1 can provide a
fundamental analysis of the hidden potential of growth for countries. This approach is based
on the idea that the productive basket of a country is able to discount and reflect (almost) all
the information encoded in the intangible assets, usually hardly modelable, driving competi-
tiveness.
When we compare monetary figures, as the GDP per capita, with this metrics of country
intangibles, forecasting economic growth faces issues very similar to those of weather fore-
casts and, in general, conceptually resembles the challenge of forecasting the evolution of a
dynamic system. In this perspective, we are going to show that there exists a strong evidence
of a high degree of heterogeneity in the dynamics of countries in the plane defined by the
fitness and the GDP per capita (hereafter we use income and GDP per capita in an equivalent
way). This observation calls for a completely new framework for the predictability criteria
making regression-based approaches inappropriate to address the heterogeneous dynamics of
the country growth. We propose to call this new approach selective predictability scheme. Loosely
speaking, this predictive scheme recalls concepts from dynamical systems such as effective di-
mensions of the phase space and the methods of analogues [21, 22] which are typical tools in
scenarios in which the laws of evolution are unknown and only a set of empirical observations
of the evolution is known. Depending on whether a country has a lower or higher level of
income compared to expectations based on its level of fitness, we are able to detect strong and
stable evolution trends of countries in specific regimes.
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The emerging picture from the selective predictability scheme also suggests that, rather than
simply overcoming money-based measure of wealth and development (namely GDP) by substi-
tuting them with new indicators [23], a more scientific approach would consist in complement-
ing GDP-based measures with new dimensions. In such a way it would be possible to compare
purely monetary information with non money-driven indicators to detect informative content
about intangible features. Mathematically speaking, this corresponds to project the economic
dynamics of country evolution onto a suitable multi-dimensional problem, as done in the case
of the fitness-income plane, rather than simply projecting on a one-dimensional indicator alter-
native to the GDP. It is also worth noticing that such substitutive approaches usually face the
issue of mixing heterogeneous indicators whose commensurability is often questionable and
problematic.
The features of the economic evolution of countries in the fitness-income plane are the start-
ing point of our analysis. As shown in Fig. 32 and more in detail in Section 2.A, a first valuable
result is that countries in this plane, defined by fitness and income, are not evolving to an equi-
librium situation - the equilibrium would correspond to the case in which all countries are
on a straight line in the fitness-income plane - at least on the time horizon investigated, i.e.
1995-2010. As a consequence of this fact, the first observation is that the distance between the
real income of countries and the expected one is not directly a measure for the potential of
growth of countries. This means that both the fitness and this distance are not good candidate
as regressors in a standard approach. Further considerations about the poor performances of
a regressive approach with these variables will be made in Sec. 31.
However, as argued, the features of the evolution of countries in the fitness-income plane
call for a scheme in which regressions are no longer the appropriate tool to address the issue of
GDP growth forecast. Standard approaches traditionally assume the existence of overall trends
to uncover. The assumption underlying a regression-based approach as the correct analysis
tool, is that the system responds homogeneously to a specific set of (independent) variables,
explaining a certain amount of the variance of the dependent variable. In other words, regres-
sions may be appropriate tools to analyze systems whose dynamics is homogeneous.
To investigate how income depends on fitness and vice-versa, we must move from a static
picture to a dynamical investigation of the countries in the income-fitness plane. In Fig. 32b
we represent the income-fitness plane with the trajectories of all countries from 1995 to 2010.
A better understanding of the dynamics in this plane can be achieved by a coarse graining of
the trajectories. We build a vector-like representation of the movements in the income-fitness
plane by dividing the plane in a grid, as shown in Fig. 32c. Each arrow represents the average
of all 1-year displacements whose starting point belongs to the box of the grid corresponding
to the arrow.
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While the motion start to become clearer at this level of coarse graining, interestingly by re-
ducing the size of the boxes an evident heterogeneity in the dynamics regimes start to emerge.
The analysis of country evolutions in the income-fitness plane reveals a strongly heterogeneous
behavior (Fig. 32). We observe the emergence of different regimes of country evolution and
development, depending on the relative value of fitness and wealth. On this account, accord-
ing to the position in the income-fitness plane, we are able to distinguish two main regimes: a
laminar-like regime, in which the dynamics appears to be predictable and informative of the
country growth (green and blue shades) and a chaotic-like regime in which no clear emergent
pattern is observable (purple and red shades). A more careful analysis reveals an even richer
ecology and at least four different types of dynamics can be uncovered:
• Very low fitness regime (Fig. 32a purple area): countries are stuck into a poverty trap.
Their industrial competitiveness is irrelevant with respect to many other exogenous fac-
tors.
• Low/intermediate fitness regime (Fig. 32a red area): for these countries industrial com-
petitiveness is still scarcely relevant with respect to other exogenous factors, which, in
this case, have a positive effect. Most of the exporters of heavy natural resources lie in
this area.
• Intermediate fitness regime and income lower than expected (Fig. 32a green area): it
appears that the fitness is the main driving force for economic growth.
• High fitness and high income regime (Fig. 32a blue area): this region corresponds to de-
veloped countries, the flow is still laminar in the income-fitness plane but the dynamics,
even if predictable, is of a different kind with respect to the previous regime.
The heterogeneity of the income dynamics in relation to the value of the fitness has several con-
ceptual and practical consequences on how to carry out a predictive scheme for the trajectory
evolution. As mentioned, regressions are appropriate tools when we observe homogeneous
responses to specific variables but they are not effective in such a heterogeneous scenario. On
one hand, in the chaotic-like region of the income-fitness plane there is no clear dynamic rela-
tionship between the two variables. On the other hand, even in the laminar-like regime - the
intermediate fitness regime with income lower than expected and the high fitness regime - we
observe two different types of behavior across emerging and developed countries.
We therefore propose to define a selective predictability scheme in which the degree of pre-
dictability of the economic dynamics depends on the specific position in the income-fitness
plane. The sharp observations made in Fig. 32 suggest that this scheme faces issues which
are very close to the problem of forecasting the evolution of dynamical systems (i.e. atmo-
sphere, climate, wind, ocean dynamics, and weather forecast, etc) when the laws of motion are
unknown. We believe that the present framework opens new paths towards providing more
scientific basis for economic predictability.
Finally the existence of a laminar flow area tells us that the Fitness is a very informative
measure of the economic status of a country. While for low fitness countries we need further
variables and elements in order to be able to make predictions on the dynamics of single
countries, in the high Fitness area the motion is smooth in the income-Fitness plane: in this
case the knowledge of only two variables, fitness and GDP, allow to make much more accurate
predictions.
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2.2 results
How to predict the heterogeneous dynamics of the economic complexity: the Selective Pre-dictability Scheme.
Let us now discuss the results of Fig. 32, borrowing concepts and methods from the theory of
dynamical systems. In terms of the jargons of dynamical systems [21, 22, 24], in the laminar
regimes (green and blue shades of Fig. 34), we argue that the effective dimension of the phase
space of the dynamics is approximately two and, in this perspective, we are looking at the
right two dimensions for the dynamics. In other words, the economic dynamics is, in general,
a highly dimensional problem but in the laminar regime the effective dimension of the phase
space of this dynamics is much lower.
For the chaotic-like regime we can find two different explanations.On one hand, it could be
that the effective dimension of the phase space is still two and the dynamics is indeed chaotic.
On the other hand, it might be that in this region the dimension of the phase space of the
dynamics is much larger than two. Therefore the trajectories in the fitness-income plane are
the projection of the d−dimensional dynamics onto a two-dimensional space. The dynamics
appears to be chaotic-like, as the result of the large dimension of this space, because we are
not able to see any real recurrences, as intended by Poincaré in his theory [25]. According
to this second interpretation, trajectories which appear close in the projected two-dimensional
space are instead, differently from points and trajectories in the laminar-like regime, very far
in the real d−dimensional (d 2) space. Therefore these trajectories are only apparently good
candidate to be analogues, that is close points in the whole space of the evolution. Roughly
speaking, the higher is the dimensionality of the space phase, the harder is to find a good
analogue - a point close enough in the phase space - to infer the future form the past.
Translating these arguments in economical terms, we believe that the latter interpretation
better fits our scenario. In the laminar-like regime, the fitness is the relevant economic variable
in order to understand the dynamics of the income and in general of the growth of the GDP. In
the other regime, instead, the dynamics is ruled by several exogenous factors which compete
with the fitness in driving the evolution of countries.
It results that the predictive scheme, required by the dynamics of economic complexity, is
analogous to the problem of predicting the future of a dynamical system in the case in which
we do not know the equations of motion (i.e. the rule of the evolution). The best strategy is
therefore to try to predict the future from the knowledge of the past: this method is called
method of analogues and was firstly introduced by Lorenz [21, 22].
As a first step to implement a predictive scheme inspired by the method of analogues, we
investigate the 10-years growth of the GDP per capita in the income-fitness plane (in sec 2.C we
also discuss the 5-years growth case for which similar results hold).
Following the line of reasoning of Fig. 32, we can perform a coarse graining of the trajectories
dividing the plane into square boxes. Let us now suppose that in a specific year we find a
given number of countries in a given box and we record where these countries evolve in the
following n−years – as mentioned, we now discuss the case for n = 10 years.
Some more detailed discussions on methods, calculations, definitions and robustness of the
findings about the selective predictability scheme are reported in the Appendices to this chapter.
68 heterogeneous dynamics in economics.
Figure 34: The selective predictability scheme: the scheme is based on the method of analogues [21, 22]
which is a strategy to predict the future from the knowledge of the past. We track the evolution
of the countries in a given box and we record where these countries have evolved in the
following 10 years. By carrying out systematically this procedure for each box, we build
the empirical distribution of the 10-years evolution of countries. In this figure we report the
empirical 10-years distributions (ED) for two boxes: the former from the chaotic-like regime
and the latter from the laminar-like one, as defined in Fig. 33. A visual inspection reveals
that the EDs from the chaotic-like regime tend to have a larger dispersion than the ones from
the laminar one, which are instead very concentrated in few boxes. To quantify this effect we
introduce a measure of concentration for the EDs: C = (n(i)boxes/N
(i)− 1/N(i))(1− 1/N(i))−1,
where n(i)boxes and N
(i) are respectively the number of occupied boxes by the ED associated
to the box i and the number of points giving rise to ED. This measure confirms the existence
of two regimes characterized by two very different levels of predictability: a laminar regime
(green boxes) for which the flow is regular and tends to be concentrated in few boxes and
a chaotic regime characterized by very dispersed distributions of the country evolution. We
argue that in the first regime the fitness is the key ingredient to understand the evolution of
the economic systems.
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By carrying out systematically this procedure for each box, we can build the empirical distri-
bution of the 10-years evolution of the countries, box-by-box. We report the 10-years empirical
distributions (ED hereafter) for two boxes from the chaotic-like regime and the laminar-like
regime respectively in Fig. 34 (top panels) (a larger sample of EDs are reported in the Appen-
dices to this Chapter). Confirming the heuristic observations drawn in Fig. 33, we observe that
the dispersion of the EDs tends to be larger in the chaotic-like regime than in the laminar-like
one. Let us try to quantify the degree of predictability of the 10-years evolution in this plane
for each box by measuring the concentration of the EDs we have obtained. The simplest way
to define such a concentration is by counting the number of occupied boxes, using the ED asso-
ciated to a given box i and normalizing the results with the total number of points in the box i.
We would therefore obtain the highest concentration, and therefore the highest predictability
from our point of view, if all the countries in a box would evolve in the same arrival box. As
for information theory entropy which is zero when the system is completely predictable, we
then define our concentration measure as
C =
n
(i)
boxes
N(i)
− 1
N(i)
1− 1
/N(i)
where n(i)boxes and N
(i) are respectively the number of occupied boxes by the ED associated
to the box i and the number of points giving rise to ED. In Fig. 34 bottom panel, we show
the predictability for each box as measured by 1− C (see Supporting Information for further
considerations on this point). In general, we find that all the concentration/predictability mea-
sures we have tested confirm the heuristic visual grouping discussed in Fig. 33: there exists a
region of the fitness-income plane in which the dynamics is laminar and is characterized by a
high degree of predictability, by contrast the chaotic region exhibits broader EDs with a large
dispersion corresponding to a lower degree of predictability of the dynamics.
At this stage, considering the 1995-2010 evolution, we have confirmed that there exist regions
for which the EDs are very concentrated. Now we want to test if the EDs built from past
evolution of countries are a good tool to assess the issue of the growth forecast. Back into the
jargons of dynamical systems, if we have a box in a region for which the effective dimension
of the economic dynamic is close to 2 – fitness is the only driving variable for the dynamics of
country development – we expect that the ED of this box is a good proxy for evaluating the
evolution of a country. In fact in such a case, the ED would be estimated from a set of points
which are good candidates to be analogues. These points are not only close in the fitness-
income plane but also in the real space of the economic dynamics and therefore they are ruled
by a similar economic regime, even in the projected space. It is worth noticing that we are also
assuming that the EDs vary on a time horizon longer than the one under investigation. We
expect that the boxes with highest predictability, as measured by the concentration C in Fig. 34,
are also the regions for which we expect EDs to be reliable instruments to predict growth of
countries. Such a framework does not merely forecast the GDP growth (with an appropriate
uncertainty) but the future evolution of the country’s trajectory in the fitness-income plane. To
verify this hypothesis, we perform a back-test analysis of our methodology. Given the time
length of our dataset, we cannot perform the training of our predictive scheme on a 10-years
horizon because we would not have enough years in order to consider an independent out-
of-the-sample set of 10 years. We therefore back-test our method on the 5-years time horizon
and we use our series in the following way: we train the method on the period from 1995
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to 2005 and we build the 5-years EDs for each box. Once the 5-years EDs are estimated, we
test how successful they are in forecasting the evolution of countries in the period 2005-2010.
The results, shown in Fig. 34a, confirm our arguments and the existence of high predictable
regimes, where our scheme is effective and of low predictable regimes, where the fitness is
no more the key driving ingredient of the development of countries. This overall picture for
the economic dynamics and its heterogeneity could not be properly grasped by a regression-
based approach. In panel b) of Fig. 34, we report the relative error of 2010’s GDP per capita
forecast. We observe a systematic underestimation of the growth. We argue that the reasons
are twofold: on one hand, the training period is shorter than a complete economic cycle and
therefore we are estimating future growth with an incomplete set of information. On the other
hand, we expect the systematic over or under estimation to be less likely observed on longer
time-horizon (around 10 years). The same histogram for fitness (not reported) instead tends
to be substantially bell-shaped and peaked around 0. See Supporting Information for further
details on the method used to estimate the 2010’s GDP per capita.
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Figure 35: Backtesting of the 5-years Selective Predictability Scheme. Panel a), we train the EDs on
the time interval 1995-2005. We test the rate of success of the forecast of the position of a
country in 2010, according to the ED associated to the departure box of the country in 2005.
We compute how many times we are able to guess correctly the box in which the country will
be after 5 years. Although the very limited statistics of this back testing procedure, the results
confirm the fact that, not only the forecasted area in which we expect to find the country is
smaller in the laminar regime, as demonstrated by Fig. 34, but even the dynamics appears
to be more predictable because of a general higher rate of success of the selective predictability
scheme in the laminar region. Panel b), we report the histogram for the relative error of the
forecast of 2010’s GDP per capita. Differently from the fitness histogram (not reported), the
distribution is not peaked around 0. We believe this systematic under evaluation of growth is
due to a training set shorter than the typical length of an economic cycle.
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2.3 conclusions
Are development, wealth and growth only a matter of GDP? In the last decade, a growing
literature [23] is trying to overcome a description of economic systems in purely GDP-oriented
terms, by substituting GDP with new economic indicators. However, here we argue that eco-
nomic systems are unavoidably also a matter of monetary information, given the organization
and the rules of modern economies. It would be therefore naif to simply neglect monetary
dimension in the attempt of assessing the development and wealth of countries. We believe a
more scientific grounding of a new economic thinking would consist in a line of reasoning close
to the one proposed in this chapter: comparing monetary information with measures of intan-
gible assets of countries. In this chapter we have shown that the growth dynamics of countries
in the fitness-income plane exhibits a high degree of heterogeneity and that regression-based
analysis consequently are not the appropriate tools for developing a predictive scheme. We
argue instead that techniques and methods deriving from the dynamical system theory appear
as natural candidates to explain and model the complex dynamics in this plane. One of the
main consequences of this approach is that we observe a heterogeneous degree of predictabil-
ity, depending on the region of the plane considered.
The scheme that we propose for the prediction of the heterogeneous dynamics of the eco-
nomic complexity resembles the so-called method of analogues, which is a method developed
to predict the evolution of a system (typically a dynamical system) given the observation of
the past and without the knowledge of the equation of the dynamics. This conceptual frame-
work is also able to give some insights at the base of a regime-dependent predictability of
economic evolution. We know from dynamical systems theory that the limit of application of
this method relies on the dimension of the phase space of the dynamics. We argue that only
in the laminar-like region such analysis can be effective since the effective dimension of the
space is approximately 2. In this regime, economically speaking, the fitness is the driving and
dominant variable for understanding the growth of countries.
As a final point, we stress the generality of the proposed approach, which can be extended
to the analysis of the dynamics of many economic and demographic indicators. This work
points towards the development of forecasting methodologies and techniques which have a
stronger scientific grounding than standard approaches used in economics.
Last but not least, we also observe that the formulation in terms of dynamical systems solves
the problem of estimating causality relations from the the observation of simple correlations
in a scenario where, differently from physics and other natural sciences, it is hard to pinpoint
cause-effect relations among variables.

APPEND ICES TO CHAPTER 2
appendix 2.a fitness-income cloud from 1995 to 2010
The deviation of the metrics from the monetary information is the key point to uncover the
hidden potential of the growth of countries. The natural candidate for this study is the fitness-
income scatter plot (i.e. GDP per capita-fitness plane), as shown in Fig. 36 where we report the
static plot for all the available 16 years of our dataset from 1995 to 2010. The red line represents
an estimation of the expected income of a country given its level of complexity. This line is not
a regression in the form GDP = αF+β but it is the result of the minimization of the Euclidean
distance from the line weighted by the country GDP. At this stage, this line does not represent
a statement of cause-effect relationship between fitness and income. However, we will show
that by looking at the dynamics in this plane we are able to develop a predictive scheme in
some specific regimes.
As also shown by the evolution of the residuals of the minimization in Fig. 37, we do not
observe any convergence to an equilibrium situation, that is the convergence of the cloud to a
straight line in the fitness-income plane. On the opposite, the variance of the cloud tends to
increase in the period under investigation. One of the reason of such increase can be traced
back in the fact that in the last years of our dataset we observe that China and other emerging
countries are eroding the fitness of western countries and overcoming almost all of them. We
are somehow in a sort of changing of the drivers or barycenter of the world economy, which is
shifting from western developed countries to Asia. In forthcoming works, we plan to deepen
the analysis of the overall dynamics of the cloud on a longer time window.
It is worth noticing that the increase of the residuals is not merely due to the increase of the
number of countries considered (from 146 to 148) in the time window investigated; we observe,
in fact, the same increasing patterns for the residuals even considering constant the number
of countries (146). We also want to stress that, in such a framework, we do not expect that
the fitness asymptotically will converge to the value of the GDP per capita as in an equilibrium
scenario. Furthermore, if a static picture and a convergence of the fitness towards GDP per
capita are assumed, a non trivial issue of the type why now? arises, i.e. why in the last 20-30
years the world went out of equilibrium?
appendix 2.b fitness vs population.
In this section, we briefly discuss how and whether the fitness correlates with the population
of a country. In Refs. [5, 26], we have already noticed that the correct counterpart of the
fitness appears to be a monetary intensive measure, such as the GDP per capita, thanks to
the observation of the scaling properties of the distribution of the fitness. Here, we confirm
and support this observation and interpret the non-trivial residual dependence of fitness on
population.
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Figure 37: Time evolution of the residuals from the average line from 1995 to 2010: we do not observe,
over the period considered, a tendency towards an equilibrium situation in the fitness-income
plane, i.e. a straight line. On the contrary, we observe a general increase of the residuals.
We find that population of a country accounts for a small fraction of the variance (around
3− 7% in the range of years here investigated) of the fitness. In Fig. 38 we show the scatter
plot in 2004 (the shape appears very similar across years), in that year, the logarithm of the
population explains approximately the 6% of the variance of the Fitness.
On one hand, we observe that the proposed algorithm removes almost all trivial correlations
among the fitness and the size/population of countries allowing for direct comparison of
countries and supporting the observation that the monetary counterpart of the fitness is indeed
the GDP per capita since the fitness almost uncorrelated with the number of inhabitants of a
country. For comparison, we find that the population of countries accounts for 11− 15% of the
variance of the diversification (the zero order of the fitness) in the same range of years.
On the other hand, we can give an economic interpretation in terms of capabilities of the
small residual fraction of the fitness’ variance explained by the population of countries. We
argue that population is a kind of capability and, even once the size effect of a country is
removed by our method, it emerges that a residual part of the competitiveness of a country,
as measured by the fitness, can be explained in terms of its population. The inspection of the
sign of the correlation between the two variables indicates, coherently with the interpretation
in terms of capabilities, a positive dependence of the fitness on the population. This results
is also supported by the general belief that demographic aspects are one of the key factors
necessary for the growth.
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Figure 38: Log(Population) vs Log(Fitness) - 2004. For the regression in which Log(Fitness) is the depen-
dent variable and the Log(Population) the independent one, we obtain R2 = 0.06. The sign
of the coefficient estimated by the regression indicates a positive relationship of the residual
dependence between these two variables.
appendix 2.c standard regressive approach and het-erogeneity.
We now discuss the results which would be obtained from a standard regressive approach in
which we test a series of variables and their combination as regressors for the growth of GDP
and of the GDP per capita over a period of 5 and 10 years.
The regressions performed will be in the following form:
log(GDPt+∆) − log(GDPt) = c+
∑
i
bi x
(i) (31)
where log(GDPt+∆) − log(GDPt) is the log-return of the GDP, ∆ = 5, 10, 15 years, c and {bi}
are the coefficients estimated in the regressions and {x(i)} are the set of regressors used.
In Table 2 we report the description of the variables used as regressors in the following sections.
We report in the following the results of the regressions. Each line of the tables represents
a different regression, the first column indicates the dependent variable of the regression, i.e.
the log-return of the GDP, in the last column we report the percentage of variance of the
log-returns explained by the regressors used and in the remaining columns we report the
coefficients associated to the regressors. A missing value in one of the columns associated to a
regressor means that this specific variable is not used in the regression.
Following standard symbols about significance of regression results, we adopt the following
convention for the p-values of the coefficients estimated by the regression: ∗ = p− value <
0.05, ∗∗ = p− value < 0.01 and ∗∗∗ = p− value < 0.001.
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Table 2: Description of variables used as regressors in Eq. 31.
Name Description
GDP GDP at time t expressed in Trillions of USD
GDPpc GDP per capita at time t expressed in 103 USD
log(F) Logarithm of the fitness of countries
d Signed vertical distance of the countries from
the average line shown in Fig. 36 at time t.
Countries above the line get a negative distance,
countries below a positive one.
5-years prediction On such time horizon we have three non-overlapping periods, namely
1995-2000, 2000-2005 and 2005-2010 to perform the regression. This corresponds to 439 obser-
vations considering the three periods together.
Table 3: Regressions for 5-years GDP growth forecast.
5 years c log(F) d GDP(Trillions) R2
Return GDP 0.180 −0.0744∗∗ 0.023
Return GDP 0.328∗∗ −0.0493∗ −0.399∗∗∗ 0.069
Return GDP 0.440∗∗∗ −0.441∗∗∗ 0.059
Return GDP 0.337∗∗∗ 0.00241 0.000
Return GDP 0.453∗∗∗ 0.0136 −0.443∗∗∗ 0.059
Return GDP 0.166 −0.212∗∗∗ 0.234∗∗∗ −0.312∗∗∗ 0.108
Table 4: Regressions for 5-years GDP per capita growth forecast.
5 years c log(F) d GDPpc R2
Return GDPpc 0.178∗ −0.0423∗ 0.009
Return GDPpc 0.663∗∗∗ 0.0116 −0.0487∗∗∗ 0.126
Return GDPpc 0.630∗∗∗ −0.0475∗∗∗ 0.126
Return GDPpc 0.296∗∗∗ 0.0348 0.004
Return GDPpc 0.639∗∗∗ 0.0135 −0.0471∗∗∗ 0.126
Return GDPpc 0.654∗∗∗ 0.00717 0.00557 −0.0481∗∗∗ 0.127
10-years prediction In that case, given the range of years investigated, we cannot find
more than one period non-overlapping. Therefore we perform two separate regressions on the
periods 1995-2005 and 2000-2010 composed of 146 observations each.
15-years prediction For this time horizon, we have only one possible set of data (1995-
2010) corresponding to 146 observations.
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Table 5: Regressions for 10-years GDP growth forecast.
95− 05 c log(F) d GDP(Trillions) R2
Return GDP 0.411∗∗ −0.0935∗∗ 0.055
Return GDP 0.608∗∗∗ −0.0627∗ −0.626∗∗∗ 0.154
Return GDP 0.767∗∗∗ −0.700∗∗∗ 0.131
Return GDP 0.557∗∗∗ −0.0546 0.013
Return GDP 0.716∗∗∗ −0.0376 −0.684∗∗∗ 0.137
Return GDP 0.521∗∗∗ −0.175∗ 0.144 −0.555∗∗∗ 0.172
Table 6: Regressions for 10-years GDP per capita growth forecast.
95− 05 c log(F) d GDPpc R2
Return GDPpc 0.368∗∗∗ −0.0456∗ 0.026
Return GDPpc 0.591∗∗∗ −0.0209 −0.0257∗∗ 0.070
Return GDPpc 0.659∗∗∗ −0.0288∗∗ 0.066
Return GDPpc 0.460∗∗∗ −0.0106 0.000
Return GDPpc 0.645∗∗∗ −0.0110 −0.0289∗∗ 0.067
Return GDPpc 0.329 −0.166 0.165 −0.00399 0.087
Table 7: Regressions for 10-years GDP growth forecast.
00− 10 c log(F) d GDP(Trillions) R2
Return GDP 0.532∗ −0.167∗∗ 0.052
Return GDP 0.612∗ −0.154∗ −0.242 0.059
Return GDP 0.960∗∗∗ −0.372 0.017
Return GDP 0.855∗∗∗ −0.0358 0.001
Return GDP 0.939∗∗∗ −0.0286 −0.367 0.018
Return GDP 0.232 −0.487∗∗∗ 0.495∗∗∗ −0.0507 0.135
Table 8: Regressions for 10-years GDP per capita growth forecast.
00− 10 c log(F) d GDPpc R2
Return GDPpc 0.513∗ −0.115∗ 0.028
Return GDPpc 1.558∗∗∗ −0.00291 −0.124∗∗∗ 0.227
Return GDPpc 1.566∗∗∗ −0.125∗∗∗ 0.227
Return GDPpc 0.786∗∗∗ 0.0444 0.002
Return GDPpc 1.56∗∗∗ −0.0119 −0.125∗∗∗ 0.227
Return GDPpc 1.73∗∗∗ 0.0690 −0.0926 −0.137∗∗∗ 0.227
The conclusions which can be derived from these results are twofold. On one hand, all
regressions performed appear to have a very poor predictive power on country growth. On
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Table 9: Regressions for 15-years GDP growth forecast.
15 years c log(F) d GDP(Trillions) R2
Return GDP 0.579∗ −0.182∗∗ 0.069
Return GDP 0.665∗ −0.168∗∗ −0.275∗∗∗ 0.075
Return GDP 1.09∗∗∗ −0.471 0.019
Return GDP 0.889∗∗∗ −0.0850 0.010
Return GDP 0.992∗∗∗ −0.0740 −0.440 0.027
Return GDP 0.349 −0.575∗∗∗ 0.526∗∗∗ −0.0165 0.152
Table 10: Regressions for 15-years GDP per capita growth forecast.
15 years c log(F) d GDPpc R2
Return GDPpc 0.496∗ −0.128∗ 0.038
Return GDPpc 1.461∗∗∗ −0.0214 −0.112∗∗∗ 0.202
Return GDPpc 1.531∗∗∗ −0.114∗∗∗ 0.201
Return GDPpc 0.771∗∗∗ −0.0172 0.000
Return GDPpc 1.50∗∗∗ −0.0188 −0.115∗∗∗ 0.202
Return GDPpc 1.37∗∗ −0.0718 0.0575 −0.104∗∗ 0.203
the other hand, the coefficients found are not consistent across different regressions. In the 10-
years growth case, the predictive power of the regression is dramatically dependent on the time
interval considered and the signs of the coefficients estimated show inconsistencies (see also
[3] for sign inconsistencies in the use of regressions for forecasting GDP growth). As discussed
in the main text, a regression-based approach answers to the question of unveiling a general
homogeneous behavior of the system. Making a parallel with weather forecast, regressions,
in such context, would correspond to ask how the weather is in the world tomorrow. Clearly
this question is ill-defined, the correct question for the atmosphere dynamics is how weather
will be in a specific region/city. In a similar way, we argue that the correct question in the
assessment of the growth forecast is the expected growth of a country in a specific economic
regime. The expected evolution of countries is dependent on the economic regime in which
the country is found to be, as the atmospheric dynamics is dependent on the region we are
considering. In this sense, we are in a scenario – the heterogeneous dynamics of economic
complexity – where we face issues similar to those encountered in dynamical systems.
Robustness of the heterogeneous regime in the Fitness-Income plane
A necessary condition to obtain a meaningful and successful forecast scheme is that the het-
erogeneity of the dynamics must show a stability in time. As confirmed in Figs. 39-40, the two
regions of the economic dynamics – laminar and chaotic – result to be robust in time. In both
figures, we report in red the coarse-grained dynamics discussed in the main text and obtained
using the full dataset from 1995 to 2010 for comparison. As a future extension of the present
work on a longer dataset, we plan to investigate the evolution of the boundary between the
laminar and the chaotic regime.
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It is also interesting to observe the small discrepancies among the economic dynamics in the
three time windows considered in Figs. 39. This figure supports the idea that the proper scale
to evaluate the EDs is in the range 10− 15 years in order to average over short time effects due
to specific moments of economic cycles. In this sense, the selective predictability scheme has a
natural time horizon for country evolution forecasting around 10 years, as also confirmed in
the following sections.
We also tested the robustness of all analyses with respect to shifts of the grid and different
size of the coarse graining and found a substantial independence of our findings on the details
of the coarse graining procedure.
Measures of concentration
A natural candidate to measure the dispersion of the EDs would be the entropy, which can
be indeed seen as a measure of the concentration of the information of a distribution. How-
ever, the correct estimation of the entropy of the EDs critically relies on a robust estimation
of the empirical frequencies of the EDs. Simple numerical simulations on toy models reveal
that, given the small typical level of statistics of the present analysis, the measure of the en-
tropy of the ED would strongly depends on the finite size effects, which affects the empirical
frequencies.
We therefore define an average measure of concentration, which does not rely on the estima-
tion of the empirical frequencies of the ED as it follows
C =
n
(i)
boxes/N
(i) − 1/N(i)
1− 1/N(i)
(32)
where N(i) and n(i)boxes are respectively the number of events giving rise to the i− th ED and
the number of boxes in which these N(i) evolved after a given time lag. The C is a normalized
concentration measure since it can range from 0 to 1. In addition, the present measure has the
advantage to estimate the concentration of the EDs independently on the features of the ED.
Instead entropy mixes these two aspects. As a second step of our analysis, to measure how
broad or peaked are the distributions arising from the boxes, we use a standard measure of
concentration in Economics, the normalized Herfindahl index H∗:
H∗ =
H− 1/N
1− 1/N
(33)
which ranges from 0 to 1 and Herfindahl index H is defined as:
H =
∑
i
p2i ,
∑
i
pi = 1 (34)
As shown in Fig. 41, although the EDs of boxes from the laminar regime have very similar
level of concentration as measured by C, the Herfindahl index of the boxes from the laminar
regime shows, in its turn, a non-trivial degree of heterogeneity of the features of the EDs.
We recall once again that, independently on the value of the Herfindahl index, these EDs
are characterized by an evolution in which the number of final occupied boxes is very small
compared to the number of events.
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Figure 41: Normalized Herfindahl index of the EDs in the laminar regime, time lag= 10 years. The
dynamics of economic complexity of countries in the fitness-income plane also exhibits a non-
trivial heterogeneity in the features of the EDs in the laminar regime. H∗ = 1 corresponds
to the case in which all the events are concentrated in a single box while H∗ = 0 when the
distribution is uniform. We plot 1−H∗ in order to obtain a quantity which, as the entropy
and C, is 0 when all events are in a single box. We report the measure for boxes with at least
4 events.
Estimation of the EDs
As illustrated in Fig. 42, each ED is obtained by considering all countries originating from a
box and recording their positions after a certain time lag (in our case 5 and 10 years). For a
finer forecast resolution, the grid in which the positions of the evolved countries are recorded
has a smaller box size. In our case, we consider a grid for evolved distributions whose box size
is the half of the grid defining the starting box of our scheme.
Selective predictability scheme: 5-years prediction
We report in this section the selective predictability scheme in the case in which the EDs are built
tracking the 5-years evolution in the fitness-income plane. In Fig. 43, we show a selection
of EDs, the red squares and dots indicate the starting box, while in Fig. 44 we show the
concentration as measured by C (left panel) of the EDs for all boxes. In the right panel, we also
report the entropy for each ED since we have a larger statistics and the entropy estimation is
less biased by the finite size effects occurring in the reconstructions of the empirical frequencies.
We observe that entropy behavior confirms all the conclusions based on the analysis of C and
Herfindahl index.
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Figure 42: Illustration of how the EDs are estimated .
Figure 43: Selection of EDs from both the chaotic and laminar regime. The time lag is equal to 5 years.
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Figure 44: Measures of concentration for EDs. The time lag is equal to 5 years. (Left panel) The 5-
years case of the selective predictability scheme appears to be similar to the 10-years case: we
can divide the dynamics in two regions, laminar characterized by EDs poorly dispersed and
chaotic where EDs are very broad. (Right panel) In that case we have enough statistics to show
significant estimation of the entropy which confirms the existence of two regions with very
different features of the EDs. The entropy analysis also confirms the heterogeneity inside the
laminar regime where, even if poorly dispersed, two kinds of EDs are observed: very peaked
on only one box (high value of normalized Herfindahl index) and more uniformly distributed
(low value of normalized Herfindahl index).We report the concentration measure for boxes
with at least 5 events.
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Figure 45: Selection of EDs from both the chaotic and laminar regime. The time lag is equal to 10
years.
Selective predictability scheme: 10-years prediction
We report in this section the selective predictability scheme in the case in which the EDs are built
tracking the 10-years evolution in the fitness-income plane. In Fig. 45 we show a selection of
EDs. As previously discussed, we do not have a reliable estimation of the entropy of the EDs
due to the small statistics we are considering, however, for the sake of completeness we report
the entropy for each box in Fig. 46 .
appendix 2.d backtesting ed-based forecasting scheme
The stability in time of the coarse grained dynamics and the robust patterns observed measur-
ing the concentration of EDs ground the existence of two kinds of regime for the dynamics of
the economic complexity and, consequently, the selective predictability scheme. As a final analy-
sis to support our forecasting scheme for economic growth, we perform a backtesting of our
method – backtesting represents a standard way to test a forecasting scheme, see for instance
[27] for financial application.
Given the limited time window under investigation, we can only perform a backtest of the 5-
years selective predictability scheme. We estimate the 5-years EDs using the evolution of countries
from 1995-2000 and then test the rate of success of the prediction of the position of countries
in 2010 given their position in 2005 according to the EDs obtained in training time period.
In Fig. 47 we report the rate of success measured as the ratio of predicted events and the
total cases. In the left panel, we report the case in which we consider boxes with at least 2
events, while in the left with at least 3. Despite the small statistics of the test, it appears that
the ED from the laminar regime has a significant and systematically higher rate of success. We
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Figure 46: Entropy of the EDs for 10-years selective predictability scheme. Differently from the 5-years
case, entropy estimation may be strongly biased by the small statistics we are considering.
stress once again that, even if the ratio of success of two EDs, one from the laminar regime
and one from the chaotic regime, were the same, the forecast of the evolution of the country
in the first case would correspond to indicate a much smaller area in the fitness-income plane
in which we expect to observe the country.
2010’s fitness and GDP per capita forecast
Given the ED estimated from the training set from 1995 to 2005 and given 2005’s fitness and
GDP per capita, the forecast of 2010’s evolution is illustrated in Fig. 48. We calculate the center
of mass of starting points for each ED (B1 in Fig. 48) and the center of mass of the evolved
points (B2 in Fig. 48). For each ED, we then compute the vector associated to the displacement
of the center of mass as shown in panel a) of Fig. 48. For each country, we apply to the 2005’s
position in the fitness-income plane the displacement vector previously calculated depending
on the box in which the country is (Fig. 48 (panel b)) . The relative error reported in Fig. 35 is
simply the difference between this forecast and the realized 2010’s GDP per capita normalized
with the realized GDP per capita. As discussed in the main text of the chapter, we believe that
the systematic under estimation is due to a training set shorter than the length of an economic
cycle.
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Figure 47: Backtest of the 5-years selective predictability scheme. (Left panel) We consider boxes with
at least 2 events, (right panel) events with at least 3 events. In both cases the conclusion that
the laminar regime exhibits a much higher degree of predictability is confirmed.
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Figure 48: Illustration of the forecast method for 2010.
3 THE BU I LD UP OF D IVERS I TY IN COMPLEXECOSYSTEMS : PATHS TOWARDS NESTED-NESS
abstract
Diversity is a fundamental feature of ecosystems, even when the concept of ecosystem is ex-
tended to sociology or economics. Diversity can be intended as the count of different items,
animals, or, more generally, interactions.
There are two classes of stylized facts that emerge when diversity is taken into account. Di-
versity explosions are the first stylized fact: evolutionary radiations in biology, or the process of
escaping "Poverty Traps" in economics are two well known examples. The second stylized fact
is nestedness: entities with a very diverse set of interactions are the only ones that interact with
more specialized ones. In a single sentence: specialists interact with generalists. Nestedness
is observed in a variety of bipartite networks of interactions: Biogeographic (Islands-Animals),
macroeconomic (countries-products) and mutualistic (e.g. Pollinators-Plants) to name a few.
This indicates that entities diversify following a pattern.
For the fact that they appear in such very different systems, these two stylized facts seem
to point out that the build up of diversity might be driven by a fundamental mechanism of
probabilistic nature, and in this chapter we try to sketch its minimal features. Namely we
show how the contraction of a random tripartite network, which is maximally entropic in all
its degree distributions but one, can reproduce stylized facts of real data with great accuracy
which is qualitatively lost when that degree distribution is changed.
We base our reasoning on the combinatoric picture that the nodes on one layer of these
bipartite networks (e.g. animals, or products) can be described as combinations of a number
of fundamental building blocks. We propose the idea that the stylized facts of diversity that
we observe in real systems can be explained with an extreme heterogeneity (a scale-free distri-
bution) in the number of meaningful combinations (usefulness) in which each building block
is involved. We show that if the usefulness of the building blocks has a scale-free distribution,
then maximally entropic baskets of building blocks will give rise to very rich behaviors in
accordance with what is observed in real systems.
3.1 introduction
The study of complexity in ecosystemic interactions has a long history. The seminal paper
of May[28] disputed the intuitive view that a complex network of interactions would tend to
stability when its size is increased[29]. May’s formal results regarded networks with random
interactions, but in real cases interactions are far from being random. In particular in this work
we focus on the case of bipartite networks of interactions. In this case we can separate nodes
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in two layers such that nodes from one layer only have direct interactions with nodes from
the other. This representation is useful when one layer can be interpreted as a set of possible
resources for the nodes on the other one (with this relation being reciprocal in the case of
mutualistic networks).
By enlarging the scope of the analysis, we can notice that bipartite networks of interactions
are common in many fields such as biology (plants-pollinators[30], islands-species[31–33]),
economics (countries-products[3, 5, 26], advertisement (customers-purchased items[34, 35])),
sociology (sexual partners[36]). The idea of considering economic or social interactions as en-
tities affine to proper biological ecosystems isn’t new. At the root of this association stands the
fact that in both these two contexts there are entities competing and interacting for resource al-
location. In such contexts being able to rely on a diversified set of resources is of course a great
advantage, because it improves resiliency. At the same time exclusivity, namely having access
to resources which are challenged by a small number of rivals, can boost this advantage. In a
dynamic ecosystem fitter entities explore a phase-space of features (phenotypes in biology, or
capabilities in economics) that allow them to make use of a possibly increasing range of exclu-
sive resources. The result of such a dynamics can be a situation in which specialists (exclusive)
resources are only accessible to fitter, generalists agents: a concept known as nestedness.
The idea that the same dynamics is taking place in such different contexts is strengthened
by the observation that some stylized facts are present in observative data related to both
economics and biologic ecosystems.
The first stylized fact is related to a dynamic phenomena observed in complex ecosystems,
namely sudden diversity explosions that are in sharp contrast with the previous rate of innova-
tion of the system. In ecology this phenomena is known as evolutionary radiation. Examples
of radiations are the well known Cambrian Explosion[37], or the evolution of insect-eating
placental mammals into a wide variety of herbivores, flying mammals and marine mammals
just after the Cretaceous[38]. The mechanisms that drive such very fast increases in biodiver-
sity are still object of discussion. While many ecologists focus on environmental causes[39,
40], some others indicate that possible causes should be related to the appearance, by chance,
of some novel functional traits (like eyes[41]) that trigger a chain of evolutions by opening
new possibilities. More in general some point out that a complexity threshold might have been
crossed[42].
In economics something closely related has happened in relatively recent times.As a matter
of fact, for most of human history the ratio between population and wealth remained con-
stant (see fig. 49). This phenomena is known as Malthusian Trap[43]. Malthus’ theory was
that population was merely limited by available resources and that at whatever point in time
a technological progress was made, allowing access to greater resources, population would
rapidly grow accordingly, thus keeping the wealth per capita in a trapped state. In the last
years of Malthus’ life the industrial revolution was beginning in England. The process lead to
what is today known as The Great Divergence[44]: the industrialized countries were able to
escape the Malthusian Trap and the wealth per capita has since then grown tremendously in
these countries. In other words the industrial revolution coincided with a real shift of regime.
If we consider the industrial revolution from the point of view of technological diversity it
is not very different from an evolutionary radiation. In an incredibly short amount of time
a variety of new technologies, resources, scientific advances and consumable products has
stemmed, as the result of the introduction of a single new idea, the motor, in an ecosystem
of technologies that weren’t combined with that efficiency before. It was likely not the first
time in history that such kind of revolutions happened (one can think of the invention of the
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Figure 49: The income per capita of the world population for the past 3000 years. The value remained
more or less stable until the industrial revolution. Economy was so simple that whenever an
improvement in productivity was made, the population simply grew accordingly, keeping the
ratio between income and population constant. The industrial revolution marked a shift of
regime. Interestingly it coincided with a divergence in which some countries remained stuck
in the trap, while others escaped.
wheel, or the development of agriculture) and the interesting fact is that it was still happening
in recent times. In fact, in the recent past, just after the second World War, many countries
were still living in a Malthusian Trap (or Poverty Trap). Some of these countries (e.g. China,
India or South Korea) were able to escape the trap and move on to an industrialized rather
than subsistence economy. In the process the diversity and complexity of their production
exploded and this anticipated[45] the later observed GDP growth.
It must be stressed that these topics are treated in a very qualitative way in literature for
what concern the dynamics of diversity, both in economics and ecology. This is of course
related to the fact that such revolutions happen rarely. Thus their characterization is hard
to formalize and digging into the details of such dynamics is more a philosophical exercise
rather than scientific. But yet the observation of these dynamics poses interesting scientific
questions when one is interested in the general features. A good example is shown in fig.
50. The dynamics is characterized by some interesting qualitative features. When we look
at the general trend the growth is logistic, with an exponential increase which seems to be
saturating. But at a finer level the dynamics shows a peculiar "bumpy" behavior, with bursts of
diversity followed by periods of null growth or even extinctions. Given the rather qualitative
level of such analysis, the introduction of a second class of stylized facts could help us settle
the problem and identify some fundamental features of the build up of diversity.
The second stylized fact is known as nestedness in ecology and has been studied for a long
time. In bipartite networks of interactions, nestedness is a peculiar degree correlation between
nodes in the two layers: entities with a very diverse set of interactions are the only ones that
interact with more specialized ones. In other words, specialists interact with generalists. It has
been suggested that this organized structure of interaction may be beneficial for the stability
of the ecosystem[30, 46]. Interestingly nestedness is also a very clear feature of international
trade bipartite networks: in this case non-ubiquitous products are produced only by diversified
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Figure 50: The evolution of biodiversity of non-marine tetrapods. The dynamics is characterized by some
interesting qualitative features. When we look at the general trend the growth is logistic, with
an exponential increase which seems to be saturating. But at a finer level the dynamics shows
a peculiar "bumpy" behavior, with bursts of diversity followed by periods of null growth or
even extinctions.
countries, and non diversified countries only produce ubiquitous products. This feature of the
countries-products network motivated the introduction and definition of the metrics described
in [26]
Remarkably the same metrics can be applied to biological networks and yield a measure
of the importance of a given node in relation to cascades of extinctions much more accurate
than any other standard measure of centrality[47]. Interestingly the rankings given by the
metrics seem to solve the long standing problem of the optimal nested ordering of a matrix
in an almost optimal way, much more efficiently than the standard "nestedness temperature"
approaches[48], which were already known to be problematic[49]. Nestedness emerges when
we consider the diversity associated with multiple entities that evolved in the same ecosystem.
The fact that diversity is organized suggests that the process of emergence of diversity follows
a pattern. This consideration combined with the observation of similar stylized facts in systems
of very different nature seem to point out that the build up of diversity might be driven by a
fundamental mechanism of probabilistic nature.
3.2 a model for the dynamics of diversity
We picture diversity as the number of meaningful combinations of small pieces, or building
blocks, that combine together to create meaningful associations. An ecosystem is thus a basket
of such small pieces and the environment (and the competition) define which combinations
are meaningful. The active agents of the ecosystem collect some of these building blocks from
the basket and their fitness is larger the larger the number of meaningful combinations they
3.2 a model for the dynamics of diversity 93
can make, being larger the set of possible interactions they can have. Thus, in the economic
framework, a country will be able to produce all the products for which it owns all the needed
building blocks, or capabilities. The concept of capability was introduced by Lall[10] and is
at the basis of the idea of Economic Complexity. In this view capabilities are all the technical,
political, geographical, infrastructural and social requirements that allow the production of a
given product in a country. From a biological point of view we can consider the islands of
an archipelago. An island will contain all the life forms that can emerge out of the genetic
traits that are present in its ecosystem. In an archipelago, the fact that these genetic traits
all come from a common pool (the basket) generates nestedness. In the case of mutualistic
networks animals will be able to gather resources from all the plants that the combinations
of their phenotypic traits will allow, and interestingly, the same can be said for plants in the
opposite direction.
In this view, the observed diversity is the result of two processes. The first is the random
appearance of novel traits (or technologies, or ideas), with diversity increasing as the number
of new combinations made possible. The second is natural selection: non-meaningful o non-fit
combinations are removed from the system, thus decreasing diversity. In this work we focus
on the first process and we schematize the second in a statical way. In particular we assume
that the natural selection is always at equilibrium in our model, and we simply impose a set
of acceptable combinations and discard all the others, with the requirement that the number
of acceptable combinations is much smaller than the number of possible combinations.
3.2.1 Explosions of diversity and the concept of Usefulness
First we try to characterize a minimal model that is able to reproduce qualitatively dynamics
close those shown in figg. 49 and 50. The framework of the model is easily understood by
looking at fig. 51. Building blocks and combinations form a bipartite network. The collector
is endowed with an increasing number of building blocks, one at a time. This correspond to
the disputable hypothesis of a constant rate of exploration, which is in any case the simplest
assumption in this framework. The diversity of the collector at any given time is the number
of combinations for which it has all the building blocks.
What is left to define are the properties of the topology of the bipartite network of building
blocks and combinations. Again, to keep the model minimal, we define this network to be
random and we only focus on its degree distributions. In these degree distributions stands
the key feature that embodies our view of the fundamental mechanism driving the build-up
of diversity: the concept of Usefulness. We define Usefulness as the number of meaningful com-
binations in which a building block is involved. Previous implementations of similar models
such as those used in Chap. 1 and in [3] did not make use of this concept and implicitly im-
posed a binomial distribution for the Usefulness of the building blocks. We argue that in nature
this isn’t the case. We can think of a number of practical situations in which this distribution
would be substantially different than a unimodal exponentially decaying one: in technology
ideas such as the transistor have clearly a much larger number of applications than, say, a par-
ticular metal working technique; in biology, as already noted, phenotypic features such as eyes
find place on a much larger set of fit life forms than, say, the pouch of marsupials. One could
also notice that the Usefulness of wings would be somewhere in the middle among eyes and
the pouch, but yet with orders of magnitude of distance from each of the two. A mathematical
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Figure 51: A schematics representation of the framework of the model: a bipartite network connecting
Building Blocks and combinations is defined and a collector gathers Building Blocks through
time. The dynamics is implemented as follows: at each time step we add a link between
the Collector and one randomly chosen Building Block. The diversity at that time step is the
number of Combinations that the Collector is able to make given the Building Blocks it has
collected until that time step.
formalization of these ideas corresponds to a "fat-tailed" distribution of Usefulness, and as we
show this assumption allows for a clear qualitative shift in the output of our models.
In detail we build the bipartite Building Blocks-Combinations network as follows:
• First we draw from a power-law distribution P(n) ∝ n−α a number ni for each building
block, that is its Usefulness.
• Then for each Building Block i we choose randomly ni Combinations to which the Build-
ing Block will be connected. In this way the expected value of the length of each Combi-
nation is the same.
As mentioned the dynamics is implemented in the simplest possible way: at each time step
we add a link between the Collector and one randomly chosen Building Block. The diversity
at that time step is the number of Combinations that the Collector is able to make given the
Building Blocks it has collected until that time step. About the numerosity of the nodes of
the bipartite network we only request that the number of possible combinations of Building
Blocks is much larger than that of the actually allowed ones. In practice all the results shown
here are obtained with a fixed number of Building Blocks Na and Combinations Np with
Na = Np = 1131. Changing these numbers and the ratio between Np and Na only causes
quantitative changes in the behaviors, as long as the two numbers are large enough and as
long as the number of possible combinations of Building Blocks remains much larger than that
of the allowed Combinations.
In fig. 52 we show the resulting dynamics for three possible distributions of Usefulness. The
first two behaviors show an essentially exponential increase in diversity. While the loss of
the unimodality for the exponentially decaying distribution causes the trajectory to be a bit
rougher, it is clear the qualitative shift that is obtained with the slowly decaying distribution.
The global "logistic-like" shape of the curve and the bursts of activity shown in the biological
example of fig. 50 are qualitatively well reproduced. What is missing is of course the extinction
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Figure 52: A schematics representation of the framework of the model: a bipartite network connecting
Building Blocks and combinations is defined and a collector gathers Building Blocks through
time. The dynamics is implemented as follows: at each time step we add a link between
the Collector and one randomly chosen Building Block. The diversity at that time step is the
number of Combinations that the Collector is able to make given the Building Blocks it has
collected until that time step.
part, which is out of the scope of this model, since, as we stated, we consider the natural
selection to be always at equilibrium, thus unfit Combinations are automatically suppressed.
We can interpret the dynamics with the presence of two regimes: at the beginning the
system lives in the "poverty trap", when for a long time no relevant increase in diversity is
observed. Then, once the system has accumulated a large enough number of Building Blocks,
or complexity, the dynamics shift to a different regime of fast growth. The sudden increases
in diversity corresponds to the discovery of a very Useful idea, that allows to exploit a large
part of the Building Blocks already owned but that were missing a piece that could tie them
together.
3.3 many collectors at the same time: emergence ofcomplex nestedness
The bipartite networks in which we observe nestedness can be put in correspondence with
a generalization of the dynamical model proposed in the previous section, but observed at
a fixed time step. In particular it correspond to consider many independent collectors that
are endowed with random sets of Building Blocks, drawn from the same basket. Thus all the
collectors are in principle the same, and no heterogeneity, other than different random choices
of the capabilities is introduced. As we will see this will nevertheless result in a significant
heterogeneity of the resulting diversity among the Collectors, when we consider the contracted
bipartite networks of Collectors with the Combinations that they can make
For the fact that we developed quantitative methods to describe the properties of the ad-
jacency matrix of the bipartite Collectors-Combinations projection of such network, we can
describe in more detail some stylized fact present in real data. From a qualitative point of
view we can begin with the trivial observation of the shape of the matrix: once rows and
columns are ordered by Fitness and Complexity the shape is triangular-like (see fig. 4). While
this is itself a symptom of nestedness it is worth to notice that there is something more about
the structure of these matrices that we can observe. We can, for example, build a random
binary matrix in which a given density of 1’s is concentrated in one of its two triangles while
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Figure 53: Ubiquity versus Complexity ranking for a random triangular matrix and the real Mcp for
year 2010. In the random case the knowledge of ubiquity is almost the same as the ranking of
complexity. In the real case the situation is much different. Ubiquity is not a good proxy for
complexity since even a non ubiquitous product can be of low complexity if a non-diversified
country is able to export it. This complexity is not present in the random case.
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Figure 54: Ubiquity versus Complexity ranking for the cases of different distributions of Usefulness and
the real data. As it is clear, the power-law distribution gives results in good accordance with
the real case.
the other is left empty. The shape is now qualitatively similar to that of the real matrix. Never-
theless, we can use Fitness and Complexity to spot that this randomness does not reproduce
the full complexity of the real data. In fig. 53 is shown a comparison of the Ubiquity versus
Complexity Ranking plot for a random triangular matrix and the real Mcp for year 2010. In
the random case the knowledge of ubiquity is almost the same as the ranking of complexity. In
the real case the situation is much different. Ubiquity is not a good proxy for complexity since
even a non ubiquitous product can be of low complexity if a non-diversified country is able
to export it. This complexity is not present in the random case. Thus we start to understand
that the matrix is not only nested, but some non trivial structure, or complexity, is present in
its fine details.
We can then try to use Fitness and Complexity to assess the accuracy with which our models
are able to reproduce not just the shape, but also the finer features of the nested matrices that
we observe. In fig. 54 we show a comparison of the same plot for two different distributions
of usefulness and the real matrix.
As it is clear from the figure, the introduction of a "fat-tailed" distribution for the Usefulness
introduces a qualitative change in the fine structure of the Mcp matrix.
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Figure 55: Fitness versus diversification for two different distributions of Usefulness and the real data.
From the real data two regimes emerge in a clear way: collectors with low fitness live in a
"Poverty Trap" where a given increase of complexity leads to a small increase in diversity;
collectors with higher fitness (along the dashed trend line) have a much larger benefit from
the same increase in complexity. Their efforts are thus much more rewarded. Interestingly
the same two regimes are present in the power-law case but not in the exponential case. This
is also reflected by the features of the dynamics shown in fig. 52.
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Figure 56: Ubiquity vs. Complexity ranking relation for 59 Plant-Pollinators networks. The points are
rescaled to collapse in a 1*1 box, being the size of the networks very heterogeneous.
Moreover we can use the Fitness to see what is the relation between the complexity of
collectors and their diversification when different distributions of Usefulness are considered.
In fig. 55 we show the Fitness versus diversification plot for two different distributions of
Usefulness and the real data. From the real data two regimes emerge in a clear way: collectors
with low fitness live in a "Poverty Trap" where a given increase of complexity leads to a small
increase in diversity; collectors with higher fitness (along the dashed trend line) have a much
larger benefit from the same increase in complexity. Their efforts are thus much more rewarded.
Interestingly the same two regimes are present in the power-law case but not in the exponential
case. This is also reflected by the features of the dynamics shown in fig. 52.
We can also see how nested matrices from biological datasets display the same properties.
As an example we plot the Ubiquity vs. Complexity ranking relation for 59 Plant-Pollinators
networks1, and the results are shown in fig. 56. Again the ubiquity is substantially different
from complexity, in a way that only a fat-tailed distribution of Usefulness is able to explain in
this framework.
1 Source: Web of Life database (www.web-of-life.es)
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sequenced, at a median depth of 27 reads per site
(13). Because rare variant discovery can easily be
confoundedwith sequencing errors, we performed
numerous experiments to demonstrate high data
quality (table S3) (13). The sequenced subjects
include two population samples (n = 1322 and
2059 subjects) and 12 disease collections (n = 125
to 1125 cases) (table S4). The self-reported ances-
try of the sample was predominantly European
(12,514),AfricanAmerican (594), and SouthAsian
(567). Some of the following analyses focus on
the European subset, which is well-powered to in-
vestigate rare variants. On the basis of our sample
size, we expect that 94% of variant alleles with mi-
nor allele frequency (MAF) of 0.01% in Europeans
were sampled at least once.
Sequencing revealed an abundance of rare
(MAF < 0.5%) single-nucleotide variants (SNVs)
compared with common variants (Fig. 1, A and
B).We observed on average 1 variant per 17 base
pair (bp) in the overall sample and 1 variant
per 21 bp in the Europeans (table S5). Among
all variants, more than 95% were rare (MAF ≤
0.5%), and more than 74% were observed in
only one or two subjects. Approximately 90%
of rare variants were not previously reported, as
opposed to ~5% of common variants (MAF >
0.5%) (fig. S1). For the large European subset,
Watterson’s qW—a metric of genetic diversity
(Table 1)—was much larger (40.38 × 10−4) than
in previous smaller-scale studies and an order
of magnitude larger than the pairwise metric qp
(3.96 × 10−4). We observed a third allele at 2.0%
of variable sites, and among those, 1.6% had a
fourth allele. We found between 1.2 and 1.9 non-
diallelic SNVs per kilobase of sequence (fig. S2),
which tended to occur at sites under lower evo-
lutionary conservation (fig. S3) (13). The rate of
variant discovery remained nearly constant with
increasing sample size (Fig. 2A).We project 111
to 153 variants per kilobase in a sample of 100,000
Europeans and 337 to 452 variants per kilobase
in a sample of 1 million (Fig. 2, A and B).
These patterns are at odds with notions that
human genetic diversity can be summarized by
use of an effective population size (Ne) of 10,000
individuals (14). AnNe of 10,000 individuals is
predictive of the average pairwise differences
between human sequences (Table 1, qp) and is
reflective of our emergence from a small popu-
lation in Africa (15). However, the excess of rare
variants observed here (qW >> qp) is a signature
of the rapid growth and large population sizes
that typify more recent human demographic
history (8). When we fit a demographic model
to the fourfold degenerate synonymous (S) var-
iants in Europeans, we obtained a maximum-
likelihood estimate for a recent growth rate of
1.7% [95%confidence interval (CI) = 1.2 to 2.3%]
and a recent European effective population size
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Fig. 1. (A) Frequency spectrum of variants relating the number of variants
per kilobase within minor allele counts. Solid red lines provide expectations
from nucleotide diversity (qp) and the number of segregating sites (qW). (B)
The number of common (MAF > 0.5%, above the origin) and rare (MAF ≤
0.5%, below the origin) coding variants observed in each gene are shown as
stacked bars of NS and S variants. (C) Log-likelihood surface of European pop-
ulation growth (r) and population size (Ne) in a demographic model. Colored
contours correspond to 2 log-likelihood intervals. The blue point is the max-
imum likelihood estimate of r and Ne. (D) Per-gene mutation rates with 2 log-
likelihood intervals. Horizontal lines are 10th, 50th and 90th mutation rate
percentiles. Seven genes on the X chromosome and four genes with low target
coverage or yielding too few common variants for inference (ADRB3, CCR5,
MIF, and PTGER1) were excluded. (E) Proportion of rare cMAF accounted for by
SNVs of increasing frequency. (F) Proportion of rare variants in four cMAF
ranges falling within the MAF categories shown in (E). The successfully se-
quenced coding length of each gene (in kilobase) is overlaid as a gray line.
cMAFs in (E) and (F) are for amino acid–changing variants in each gene pre-
dicted to be damaging or are evolutionarily conserved (phyloP ≥ 2). Genes in
(B), (D), and (F) are ordered by number of rare coding variants per gene, and
vertical lines correspond to rank deciles.
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Figure 57: a) Frequency of appearance of genetic variants in a population of 15000 humans(From [50]).
b) Frequency of appearance of technological codes in a dataset of patents (From [51])
Even when comparing more quantitative features for real nested matrices the power-law dis-
tribution of Usefulness proves to be able to give results in striking accordance with the real ob-
servations. Since all the other features of the tripartite Collectors-BuildingBlocks-Combinations
network are random, we think that from this simple model we can learn something interesting
about the mechanisms governing the build-up of diversity in complex ecosystems.
3.4 fat tailed distributions of usefulness in real data
It would be interesting to observe something similar to a distribution of Usefulness in a real
system. It is not easy to check experimentally if such kind of distribution do exist in nature,
mostly because giving a precise definition of the Building Blocks is a hard task. In the techno-
logical case the qualitative observation that some technological ideas have found a much wider
application than many other is readily made. A quantitative approach can be made with re-
spect to the frequency with which we observe technological codes in patents: this seems to
follow a roughly log-normal distribution. This "fat tailed" distribution corresponds to a non
negligible number of technology codes appearing on a very large amount of patents. From a
biological perspective some hints that these distribution are present in nature can come from
genetics. Recent studies have demonstrated that the frequency with which genetic variants
appear in a population follow a scale-fre distribution[50]. These findings are summarized in
fig. 57.
3.5 conclusions
By imposing very general conditions on a very simple model we try to highlight how the
concept of Usefulness might be crucial to understand the mechanism that drive the build-up of
diversity in complex ecosystems. These fundamental mechanisms seem to be very general, as
the stylized facts that they produce are observed in a wide class of systems, driven in principle
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by very different laws. The ideas that we propose in this work are anyway general enough to
be transposed to different contexts with an obvious correspondence of the variables.

4 FORECAST ING OF TECHNOLOG ICAL DEVEL-OPMENT
chapter abstract
The data about countries’ export can be exploited to reconstruct technological relations among
products. In our framework these relations can be thought as something proportional to the
size of the intersection of the sets of capabilities needed to produce the products. In this
chapter we approach the problem of determining the strength and direction of these relations
in three different ways. First we use a static approach in which the relations among products
are inferred by using the statistics of cooccurencies of couples of products in the same export
basket. We select the relevant links from the resulting matrix of similarities in such a way
that we can identify a taxonomy: a directed tree in which janitor nodes represent necessary
steps to get to produce more refined ("leaves") products. We compare this approach with
a dynamic one, in which the "necessity" of a product for the production of another one is
estimated by looking at how often a given product was exported prior to the addition of the
other. We observe how the two approaches provide very similar results. Finally we move
from one-to-one relations to a more general framework. We use a machine-learning approach
to test whether the presence of a particular set of products in an export basket is likely to
trigger the appearance of another one after a given time lag. We use part of our dataset as
a training set to build decision trees, and test their performance in pointing out situations
of possible development with the remaining part of the dataset. The predictive power of the
different approaches is compared and results up to three times better than a random choice
in predicting the growth of exported volumes, even if the test is performed in the 2007-2010
portion of the dataset, plagued by the global economic crisis.
introduction
The study of how countries develop has a central role in Economics and major consequences
in political, industrial and financial analyses and evaluations. Historically, a number of ap-
proaches have been applied to this problem. According to the model introduced by Heckscher
and Ohlin [52], which is based on Ricardo’s comparative advantage [53], the possible pattern
of progress of a country is a direct consequence of its endowments, namely the presence of pro-
ductive factors such as land, labor and capital. This approach has been challenged by Leontief
[54, 55], who found a striking empirical counterexample, now known as Leontief’s paradox
(but see also [56] for a contrary view) and, again on an empirical basis, by Bowen et al. [57].
Another approach has been proposed by Aghion and Howitt [58], whose model is inspired on
the concept of creative destruction, originally introduced by Schumpeter [59], which focuses
on endogenous factors such as technology. This perspective has originated from the seminal
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paper by Romer [60]. As pointed out, for example, by Hausmann and Rodrick [61], these
views can be summarized in the assumption that the basic needs for a sustained growth are
tradable technology and good local institutions. Hausmann and Rodrick in the same paper
give two examples, the growth of some Asian countries and the recession of the Latin Ameri-
can ones, in which the opposite was true. For example, South Korea and Taiwan experienced
an impressive growth even if they retained high levels of protection, while Latin American
countries performed better in the decades 1950-1980, with poorer institutions, than in the 90’s,
when their governments adopted the long awaited structural reforms. Lall [10] suggested a
third line of reasoning, which he calls the “capabilities approach". A capability of a country
can be, in its wider sense, anything which makes the country able to produce a given product,
from infrastructures to efficient scholar and administrative institutions, from a mild fiscal pol-
icy to demography issues. According to Lall, the crucial point is not the simple knowledge of
a technology, but the ability to exploit its potential, that is to be able to use it efficiently given
the intrinsic properties of the specific country. As a consequence, each country has to find its
own path towards development, focusing on its learning system in order to add capabilities to
the ones it already owns. This line of reasoning, in which each country has to learn first what
one is good at producing and then which technology can be best adapted to its case, has been
modeled in a general equilibrium framework in [61]. By contrast, our approach is closer to the
concept of adjacent possible, introduced by Kauffman [62] and originally applied to biological
systems [63]. Finally, we mention the evolutionary approach [64], in which the optimizing role
of the market is substituted by a natural selection process which assures a ceaseless change, in
general, of any economic process. This ideas gave rise to new fields of research, such as the
ones regarding innovation [65].
The time series of exports give a fundamental insight to understand countries’ development,
and can help define an empirical framework to assess the validity of theoretical paradigms. If
we suppose that products are defined by means of the set of capabilities which are needed
for a country to be able to produce it, the presence or the absence of a product in a country’s
export basket represent a hint on the capability basket of the country itself. By extending this
reasoning it is easy to see how one can build a network of products in which two products
are connected if they share some capabilities; in practice, if many countries produce the same
couple of products. In this way, one can avoid to study the capabilities structure of countries,
which is, at best, very hard to represent or even define from a quantitative point of view. This
network, called the Product Space, has been introduced and studied by Hidalgo et al. [11] (see
also [66], and [7] for a different approach). In this chapter we propose different approaches to
the problem of technological development of countries, all based on the capabilities framework.
The first two strategies are based on the idea of building a network of products, in which two
nodes are connected by a directed link which represents the causality relationship between
them. For example, two products a and b will be connected not if they are just similar, but if
one of them, say a, makes more probable that bwill be produced in the future. In this case, the
directed link will go from a to b. We propose two algorithms that make use of the information
contained in the empirical export data and permit to build a hierarchical network whose nodes
are products and the directed links are given by the necessity relationship between products.
In this structure, in which the link between capabilities and development emerges in a clear
way, the number of edges is reduced with respect to the almost fully connected network which
can be obtained by a simple projection of the bipartite country-product network; namely, we
reduce the number of links from about N2 to order N by selecting the most informative ones
from the point of view of economic progress. The two proposed approaches differ for the
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fact that in the first case we use a static picture of the export baskets of countries, namely
the strength of a link is determined by the probability that two products are exported at the
same time. The second instead introduces a time lag in the relation. Interestingly the resulting
networks are quite similar and, even if in the first case we don’t add any dynamic content to
the network the algorithm is able to determine not only relevant links among the products but
also a meaningful direction for those links, that relates very tightly with the results given by
the dynamic approach.
Finally we introduce a third approach in which not only the dynamics is explicitly consid-
ered, but that also takes advantage of the available information in a more complete way, by
exploring causality links not only among couples of products but looking at the probability
that particular sets of products trigger the production of a new one. This is done via a machine-
learning approach that defines so-called decision trees in a training set consisting in a relevant
part of our full 1995-2010 dataset. The performance of the approach is then assessed "out-
of-the-sample" in the remaining part of data and compared with the dynamic "one-to-one"
approach.
Each of the tree approaches, despite adding important methodological aspects one to the
other, provides a marginal improvement in terms of predictive power to the previous one. We
interpret this finding as a strong signal in favor of the theory of hidden capabilities. In fact the
first, static approach, is designed explicitly to uncover similarities in terms of capabilities, and
it performs very well in toy models based on capabilities (as will be shown in this chapter).
The fact that adding direct observations of past dynamics to the story gives results strongly
correlated with the network obtained via the static analysis means that most of what is needed
to explain development in the medium term is already contained in the theory of capabilities.
Aside from the methodological aspects, a different way of looking at the findings presented
in this chapter is to observe that while the development of many countries is mostly driven by
their initial conditions, most of them walk through recurrent paths, suggesting the presence of
mandatory steps in the industrial progress of nations. This has of course direct implications in
industrial programming and policy making, in particular in the case of developing countries.
While this might to some extent be already known, the approaches that we propose here make
these concepts quantitative in way that wasn’t attempted before to the best of our knowledge.
4.1 static approach: a taxonomy for products.
4.1.1 Taxonomy and Proximity
As we anticipated above, differently from the approach described by Hidalgo et al.[11], we
want to build a hierarchically ordered network, whose structure is inferred from the Mcp ma-
trix. The idea can be easily understood by means of the concept of capability [3, 10]. Let us
define the products in terms of the capabilities which are needed to conceive and produce
them. For example, the capability 1 corresponds to a basic product. A country equipped with
a second capability, 2, can export the “12” product. Capabilities 1,2 and 3 could simply not
lead to a product, while “134” can be a product, and so on. A hierarchy naturally arises, in
which some products are mandatory intermediate steps to be able to produce more complex
technologies, and the sons are connected to the father by a directed edge. In Fig.58(a) we show a
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Figure 58: Two different ways to connect the same products, which are characterized by the capabilities
needed to produce them. On the left, we consider a hierarchical relationship; on the right, we
join similar products.
possible example of this kind of structure, that we call a taxonomy network. On the other hand,
Fig.58(b) shows an example of a proximity network, in which the same products are connected
if they share a fraction, in this particular example more than one half, of their composing capa-
bilities. In this case, one will have an undirected network, because the products are connected
if they are similar, and so they are at the same level.
We want to stress that, when one takes into consideration real data, we expect that a country
will likely move from basic products to more complex ones when it develops new capabilities.
Thus, the time evolution of the technological progress should be closer to a taxonomy than to
a proximity network.
4.1.2 Algorithm description
Let us define the diversification dc as the number of products exported by the country c, as
measured by the Revealed Comparative Advantage:
dc =
∑
p
Mcp (35)
and the ubiquity up as the number of countries which export the product p:
up =
∑
c
Mcp. (36)
In order to obtain a product-product matrix we project Mcp:
Bpp ′ =
1
max(up, up ′)
∑
c
McpMcp ′√
dc
(37)
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this way of normalizing the projection is similar to the one introduced by Zhou et al.[35]. The√
dc factor takes into account the different contribution given by countries of different diver-
sifications, by dividing the corresponding terms by the expected values in a random binomial
case. Nevertheless, since the exponents of ubiquity and diversification are somehow arbitrary,
we have checked a posteriori their goodness by means of the toy model and the sample ma-
trices discussed in the next section. Moreover, in order to obtain the adjacency matrix of a
network with number of edges of the same order of magnitude of the number of products we
select only the maximum entry of each row, excluding the diagonal elements. In other words,
for each product p we look for the product p ′ 6= p which maximizes the normalized proba-
bility Bpp ′ to be exported in a pair. Possible degeneracies are removed by looking at which
product contributes the most with respect to its column; in other words, we pick the product
whose column has the smallest elements. This same criteria, applied to the two products that
are finally connected, defines the direction of the link. As we will show in the following, this
filtering procedure is able not only to discard redundant and noisy information but also to
define a set of preferred patterns for industrialization and development policies.
We point out that this procedure, in principle, could be applied using only the data which
refers to one year, while we actually have 38 different matrices in the 1963-2000 dataset and 16
in the 1995-2010 dataset. While it would be natural to apply this algorithm for each matrix of
every year, we preferred to aggregate them in a single matrix with the same columns (the 538
or 1131 exported products) and, as rows, all countries, including repetitions due to different
years. In this way, most of the fluctuations are averaged out.
In the following section we will describe the properties of the Taxonomy network we obtained
by applying our algorithm on the complete Mcp matrix.
For the sake of completeness we mention that, using our notation, the Product Space intro-
duced by Hidalgo et al. is based on the proximity φpp ′ between the products p and p ′, which
is defined as[66]:
φpp ′ = min
(∑
cMcpMcp ′
up
,
∑
cMcpMcp ′
up ′
)
. (38)
This expression is quite similar to Eq.37 and, when used without any further filtering process,
leads to an almost complete weighted network. The purpose of our maximum picking pro-
cedure is to enhance the signal to noise ratio in such a way to build a conceptually different
network, whose links are directed and related to necessity instead of proximity.
In summary, the differences between the Taxonomy Network and the Product Space are i) the
presence of directed links, with a clear causality meaning; ii) the reduction of the number of
link from order N2 to order N and iii) the different normalization, which takes into account
the different diversifications o countries.
4.1.3 Tests of the algorithm
Sample matrices
Now we give an example of the output of our algorithm, starting from a simple Mcp matrix.
We show both the matrix and the resulting taxonomy network in Fig.59. Here countries are
ordered in rows and products in columns; for example, the second country produces the
second and the fifth product. Now we focus on the relationship between the structure of the
matrix and the one of the network.
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Figure 2. On the left, a sample Mcp matrix. On the right, the resulting Taxonomy Network. One can
notice how the presence of products in the export baskets of the countries influences their position in
the network. For example, the ubiquitous product 2 becomes the root.
as the minimal and non-trivial endowments needed in order to produce a product. By non-trivial we
mean that a given capability is not owned by all the countries by default (in a real-world example a
trivial capability could be water or sunlight). By minimal we mean that a capability is the smaller set of
endowments which makes the diﬀerence between being able or not to produce a new product in at least
one case (in a real world example a single oil well will not make a country an oil exporter while a vast
oilfield can).
The product taxonomy is then built as follows:
1. At each time step a new capability is introduced.
2. The new capability defines a new product p′ by being added at random to one of the existing
products p with a uniform probability.
3. A directed link is inserted from p to p′.
Then the Mcp matrix is built as follows:
1. A diversification dc is assigned to each country c; the specific value is extracted from a real-world
distribution.
2. The country chooses randomly dc products from the taxonomy; the probability of choosing a par-
ticular product is inversely proportional to the number of capabilities (i.e. the distance from the
root) associated with that product.
3. All the products that are on the shortest path from the root of the corresponding tree to any chosen
product are assigned to the country c.
The values of the dc are chosen such that the distribution of the diversification in the model is similar to
the one coming from the real data.
Stylized facts reproduced by the model The model is able to reproduce some non-trivial stylized
facts present in the real Mcp matrix. In Fig.3 we show a comparison between a simple binomial model, in
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Figure 59: On the left, a sample Mcp matrix. On the right, the resulting Taxonomy Network. One can
notice how the presence of products in the export baskets of the countries influences their
position in the network. For example, the ubiquitous product 2 becomes the root.
Product 2, which corresponds to the second column, is made by all the countries: this means
that, probably, the capabilities needed are relatively few or simple to achieve. On the contrary,
products 3 and 4 are exported by only one country, so we can rgue that very specific f atures,
which has been developed only by countries 1 a d 4 respectively, are require by these prod-
ucts. Products 5 and 1 lay somehow in the middle. The resulting network is depicted in Fig.59.
The ubiquitous product 2 results to be the root, and it is needed to make all the other products.
In particular, the fact that country 4 (fourth row) exports only products 2 and 4 suggests that
the capabilities needed to produce 2 are a mandatory condition to produce 4. The left branch
is constituted by a chain of products built following the same line of reasoning.
Capabilities-based model
In order to further test our algorithm we use a simplified version of the model proposed in
Chapter 3. This allows us to have a cess both to a realistic Mcp matrix, that embodies the
main stylized facts of the real data on which we will apply the algorithm, and to an artificial
taxonomy that is used to generate it. By applying the algorithm to this artificial Mcp we come
out with a taxonomy that can then be compared to the one we used to build the matrix. For
completeness and readability we give here a precise definition of the model we use for this
test, even if this is a partial of the contents of Chapter 3.
Definition of the model. The construction of the product taxono y starts with R root
products. Each of es products needs only one capability in order to b produced. At this
stage we intend a capability as the minimal and non-trivial endowments needed in order to
produce a product. By non-trivial we mean that a given capability is not owned by all the
countries by default (in a real-world example a trivial capability could be water or sunlight).
By minimal we mean that a capability is the smaller set of endowments which makes the
difference between being able or not to produce a new product in at least one case (in a real
world example a single oil well will not make a country an oil exporter while a vast oilfield
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can).
The product taxonomy is then built as follows:
1. At each time step a new capability is introduced.
2. The new capability defines a new product p ′ by being added at random to one of the
existing products p with a uniform probability.
3. A directed link is inserted from p to p ′.
Then the Mcp matrix is built as follows:
1. A diversification dc is assigned to each country c; the specific value is extracted from a
real-world distribution.
2. The country chooses randomly dc products from the taxonomy; the probability of choos-
ing a particular product is inversely proportional to the number of capabilities (i.e. the
distance from the root) associated with that product.
3. All the products that are on the shortest path from the root of the corresponding tree to
any chosen product are assigned to the country c.
The values of the dc are chosen such that the distribution of the diversification in the model is
similar to the one coming from the real data.
For more detailed discussions about the meaningfulness of this model and its ability to repro-
duce the observed data refer to Chapter 3.
4.1.4 Analysis of the taxonomy network
In this section we present a study of the two taxonomy networks built starting from empirical
data.
The network we obtain from the 1995-2000 data has 1131 vertices (this number is, obviously,
equal to the number of products) and 985 edges, while the 1963-2000 network has 538 vertices
and 456 edges. So they are quite sparse and not fully connected (this is due to both the intrinsic
heterogeneity of the products and to our filtering procedure, which selects at most one link per
row. As we will see in the following, this filtering permits to identify the most relevant links
from the point of view of the observed time evolution). In both networks we have about one
hundred components with heterogeneous sizes. However, most of these components have a
well defined economical and technological meaning. In Fig.60 we show the largest component
of the taxonomy network built from the 1995-2010 export matrices. Green filled nodes repre-
sent products that are exported by Sweden in the year 2010, while the red ones have Mcp = 0.
The diameter of the vertices is proportional to the logarithm of the product complexity, whose
measure has been defined in [5, 26]. One can notice a clear tendency to have products of large
complexity on the border of the network, while more basic products lay in the center and have
a higher degree, that is, centrality tends to be anticorrelated with complexity. This behavior is
in agreement with our hypothesis that the few capabilities needed to produce low complexity
products represent a necessary condition to be able to produce high complexity products, in
the spirit of the Taxonomy Network concept we introduced in the previous sections. A zero-
order validation of this idea can be found in the fact that for both networks about the 70% of
the edges point from a high to a low complexity product. In a purely random framework we
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would expect this value to approach one half, given the presence of hundreds of edges. On
the contrary, we observe a situation with a negligible p-value, and so we can conclude that the
direction of links is not given by a fair coin flipping.
Now we want to turn our attention to how countries occupy the Taxonomy Network. In
particular, we would like to study the possibility to link macroeconomic features of the coun-
tries with the properties of the vertices corresponding to the products they export. We have
noticed that developed countries tend to occupy outlying vertices. In order to better study
this feature we need a measure of the centrality of a given vertex which takes into account not
only its degree but also the direction of the links, in such a way to pass the received authority
following the links. One possible measure is the PageRank [13]. In order to evaluate the de-
gree of development of a given country we count its products weighting more the ones that lie
away from the center, that is, vertices with a low PageRank. We study the sum of the inverse
PageRank of the exported products of a given country c:
Dc =
∑
p
McpPR
−1
p (39)
which we call disposition of the country. In Fig.61 we plot this quantity versus the so-called
fitness [5, 26], that is a measure of the growth potential of a country, for all the countries in
our database, referring to the year 2000, finding an impressive correlation between the two
(R2 = 0.92). For clarity purposes we have taken the logarithm of both variables. This is an
interesting link between a network based quantity and the fitness, which is the result of an
algorithmic interplay between the countries and the complexity of the products they export.
Study of countries’ development
One of the most important features of this approach is the visualization of countries’ economic
development. In order to show how clearly patterns emerge when studying specific countries
through time, we focus on a specific example of the development of one of the so-called “Asian
Tigers”, South Korea, which is often reported as a case study for a successful industrialization
process. In particular, in Fig.62 we show a technological component of the taxonomy network.
The root product is radio broadcast receivers, while on the border we find automatic data processing
machines, that is, computers. An evident exception is umbrellas, a product which obviously
has nothing in common with the others and remains connected to this component despite
the filtering procedure which, on the contrary, seems to perform well for the other vertices.
In Fig.63 we show the time evolution of the South Korean export for this component. The
colors are proportional to Balassa’s Revealed Comparative Advantage (RCA) [9]: light blue
means that the product is not exported, while the different shades of red are proportional to
an RCA increase. In 1963 this country did not export any product of this component in a
significant way. After three years, the root starts to be produced together two close products.
In the following years South Korea explores the network, reaching in 1993 an impressive
level of diversification. In 2000 South Korea focused its exports on borderline products, as
expected from an already developed country from the disposition analysis we presented above.
The presence of a meddlesome product (in this case, umbrellas) is due to noise, but it can be
spotted thanks to its RCA behavior, which is uncorrelated with the other nodes. So, even if
the probabilistic approach we use to define the network can lead to spurious results, like the
presence of unexpected products in otherwise well defined clusters, one can see that a careful
4.1 static approach: a taxonomy for products. 109
M
ET
A
LL
UR
G
IC
 
IN
D
US
TR
Y 
A
N
D
 
RE
LA
TE
D
 R
AW
 
M
AT
ER
IA
LS
 A
N
D
 
W
A
ST
E 
W
AT
C
HE
S A
N
D
 JE
W
EL
ER
Y 
PR
EF
A
BR
IC
AT
ED
 B
UI
LD
IN
G
S, 
C
O
N
TA
IN
ER
S, 
TA
N
KS
 
W
IR
ES
 
M
EC
HA
N
IC
A
L 
IN
D
US
TR
Y 
TE
X
TI
LE
 
PA
IN
TS
, 
G
LU
ES
, 
PI
G
M
EN
TS
 
SP
EC
IA
LI
ZE
D
 
IN
D
U
ST
R
IA
L 
M
A
C
H
IN
ER
Y 
LA
B 
EQ
U
IP
M
EN
T 
A
G
R
IF
O
O
D
 
Figur
e60:
Th
e
la
rg
es
t
co
m
po
ne
nt
of
th
e
ta
xo
no
m
y
ne
tw
or
k
bu
ilt
fr
om
th
e
19
95
-2
01
0
da
ta
ba
se
.
Th
e
co
lo
rs
re
fe
r
to
th
e
va
lu
e
of
th
e
M
c
p
m
at
ri
x
fo
r
Sw
ed
en
,y
ea
r
20
10
:
gr
ee
n
is
1,
re
d
is
0.
Th
e
di
am
et
er
of
th
e
ve
rt
ic
es
is
pr
op
or
ti
on
al
to
th
e
lo
ga
ri
th
m
of
th
e
pr
od
uc
t
co
m
pl
ex
it
y,
as
de
fin
ed
in
[2
6]
.
A
lr
ea
dy
fr
om
a
vi
su
al
in
sp
ec
ti
on
on
e
co
ul
d
ar
gu
e
th
at
a
go
od
st
ra
te
gi
c
m
ov
e
fo
r
Sw
ed
en
co
ul
d
be
to
pr
od
uc
e
th
e
re
d,
hi
gh
co
m
pl
ex
it
y
pr
od
uc
t
in
th
e
La
b
Eq
ui
pm
en
t
co
m
m
un
it
y.
110 forecasting of technological development
-15 -10 -5 0 5
7
8
9
10
11
12
Log Fitness
Lo
g 
Di
sp
os
itio
n
Figure 61: The disposition and the fitness for each country. There is a clear correlation between the two
variables, indicating a link between the growth potential of a country and its disposition on
the taxonomy network.
Figure 62: A component of the Taxonomy Network. All nodes are clearly member of the same techno-
logical community, but umbrellas, whose presence is due to noise.
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Figure 63: An example of the time evolution of a component of the Taxonomy Network. The studied
country is South Korea. The red fillings represent an Increase of the RCA value. One can
notice the diffusion from the center (root product) towards the borders of the component.
analysis of the dynamics clearly points to the fact that this site is anomalous with respect to
the cluster considered.
4.2 dynamic approach: the enabling matrix
Now we try to tackle the problem from a dynamical perspective. Namely we want to quan-
tify the correlations between the presence of a product in a country’s export basket and the
appearance of a different one at a later time. In order to do this we try to quantify how much
the presence of a product p influences the possible turning on of another product p ′. One
possible measure of this helpfulness is the frequency of the activations given the presence
of an already activated product. In practice, first one has to calculate the three dimensional
Activation Matrix
Zcpy =Mcpy −Mcp(y−1) (40)
where y ∈ [1964, 2000]. We focus only on the activations of products (Zcpy = 1) and so
we ignore the cases in which Zcpy = −1, which corresponds to the dismission of a certain
production. In order to evaluate the frequency of activation of p ′ given the presence of another
product p, we calculate the Enabling Matrix
Cpp ′ =
∑
c,y Zcp ′yMcp(y−1)∑
c,y Zcp ′y
(41)
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where, in the previous formulas, the matrix operations are intended as element by element
operations. The elements of this matrix represent an empirical proxy of the strength of the
directed link from p to p ′. Obviously, this could be a rough approximation, because in princi-
ple one can think that the more a product is present, the more it will appear to be necessary
even if it could be not. For this reason we checked the weight of products’ ubiquity, finding
that, even if ubiquitous products tend to be more necessary, once that this effect is removed
our results are substantially left unchanged. Another possibility is that it is the presence of
a set of products that changes the probability that a country has to produce a new product,
and not only one as supposed above. In this case it is not straightforward to calculate the rel-
ative usefulness of the products and a suitable approach will be described in the next section.
Nevertheless as a rough approximation, one can implement a "mean field" version of the pre-
viously described enabling matrix. In practice we give for every activation a score 1/n to each
product which was already exported during the previous year, where n is the number of the
products exported by the studied country, and so, in general, a function of p, c and y. Using
this approach the empirical strength of the link from p to p ′ will be given by the sum of the
scores collected by the different countries through the years. In this way, the Enabling Matrix
is calculated supposing a mean field interaction, in contrast with the previous approach, in
which the interaction was assumed to be pairwise.
Once that we defined an empirical benchmark regarding the time evolution of countries’ ex-
port, it is interesting to assess its connection with the taxonomy network. To do so we sort the
rows of the two enabling matrices from the largest to the smallest element and we check the
position of the matrix element that we would have picked following the taxonomy network.
In other words, we check how often a path suggested by the Taxonomy Network is actually
followed, with respect to the other possible links. The results are depicted in Fig.64. The tax-
onomy network correctly identifies most of the top empirical temporal connections between
products, both in the pairwise and in the mean field approach. In particular, about one hun-
dred of the links are in the top 2.5% and about half of them are in the top 10%. The taxonomy
network performs slightly better in the mean field case.
This result points out a clear connection between the taxonomy network, which is built up
without considering the time evolution of the exports, and the properties of countries’ devel-
opment in terms of the temporal connections among the products they are exporting and the
ones they will export.
4.3 machine learning approach.
In this section we describe how to apply a general Machine Learning approach to the problem
of predicting the appearance of new links in the Mcp matrix. First we define as a state the
binary vector that defines the export of a given country at a given time. We want to assess
empirically the probability of a new product to appear in a future state, given the present
state. In principle one should look at all the possible combinations of exported products and
correlate them with the appearance of each new one. But besides the number of these com-
binations being overwhelmingly large (2Np , with Np of order 103), we can only observe a
finite and much smaller number of such combinations that can be used to tune our expected
values. Moreover each of the observed combinations is in turn very "rarely" observed (each
combination is observed a number of times which is of order 1), being the space of possible
4.3 machine learning approach. 113
Figure 64: The Taxonomy Network correctly finds the empirically most active edges, as empirically cal-
culated with the Enabling Matrix, using two different approaches which are described in the
text. Here we show the distribution of the rankings of the Enabling Matrix elements selected
by the Taxonomy Network. The rankings are calculated ordering the rows of the Enabling Ma-
trix from the largest element to the smallest one. The resulting distribution is peaked around
small values, implying that a large fraction of the links suggested by our network correspond
to the largest elements of the Enabling Matrices.
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combinations so large. Thus for each product that we want to predict we need to select a small
subset of relevant affine products. This is precisely the aim of a Decision Tree.
First of all we divide our dataset (this analysis is performed on the 1995-2010 data) in two
parts. The 1995-2007 part is used as a training dataset, while the remaining data are used to
benchmark our results. For each product we collect all the states in which the corresponding bit
was set to 0, in other words all those cases in which a nation was not exporting the product in
a given year. We associate to each state an answer which may be 1 or 0: 1 if the product "turns-
on" after a given time lag L in the export basket of the corresponding country, 0 otherwise. A
decision tree can be built by selecting those particular bits of information in the collection of
states associated to a given product that permit the best discrimination of the corresponding
answers.
4.3.1 Construction of the Decision Trees
A possible practical approach is described in [67], of which we give here a synthetic exposition.
To build a decision tree for product i first we select from our training set all the states in
which a particular country was not exporting product i. To each state we assign the corre-
sponding answer, i.e. either 1 if product i is exported by that particular country after L years
or 0 otherwise. We then compute the information entropy Ei = −
∑
k={0,1} p
(i)
k log(p
(i)
k ) of
the distribution of the collected answers, where p(i)k is the fraction of the bits with value k in
the set. The next step is to look at all the possible Np− 1 partitions of the set of the answers by
means of the bits of the corresponding state. So for each j 6= i we split the set of the answers in
two sets: the first with all the answers corresponding to states where the j-th bit was equal to
1, the other with the ones corresponding to states with j-th bit equal to 0. Finally we compute
the information gain for each partition as follows:
• First we compute the information of the partition as the average of the information en-
tropies of the two sets, weighted by the number of elements in each set
• Then we define the information gain as the difference between Ei and the new average
entropy
Two new branches are added to the decision tree, corresponding to the splitting with the
highest information gain. The procedure is then iterated recursively on the two resulting subsets,
and new branches are attached below the previous ones. The iteration stops when for a given
subset is not possible to find a splitting which gives an information gain higher than a given
threshold. At the end of the iteration we are left with a binary tree, i.e. a tree in which each
node except the leaves have out-degree equal to 2. This tree is the Decision tree for product i.
Each node corresponds to a product j 6= i and the two outgoing links correspond to the two
possible states (0 or 1) of product j.
The Decision Tree acts as a classifier: following the branches to recursively split sets of answers
one should be able to group coherent subsets of answers as a function of some bits of the states.
This approach can lead to undesirable results when the splittings are to fine. Thus we perform
some statistical tests in order to determine the quality of the classification given by each node.
4.4 accuracy of predictions 115
4.3.2 Calibration of the trees
We use our training set also to calibrate each of our Np = 1131 decision trees and to perform
some statistical tests on the significance of our results. Namely we assign to each node some
statistics related to the states that are selected by the branches until that point. For any node
of each tree we evaluated (in the training set) the following statistics:
• N: Number of events selected
• f: Fraction of answers with value 1 selected
• Pb: An indicator of the significance of the selection under a Binomial Null Hypotesis.
More precisely we first compute p, i.e. the fraction of positive answers in the full set of
answers for the product i. Then we define
P˜b =
(
N
N · f
)
pN·f(1− p)N(1−f)
Finally we compute Pb = − log(P˜b). The higher Pb the higher the significance.
An example of a decision tree together with it’s calibration statistics is shown in fig. 65
4.4 accuracy of predictions
We perform some statistical tests on how the three approaches that we proposed are able to
predict new links in the Mcp matrix. Namely we use the 2007 data as present states to be used
to infer new links in the 2010 countries-products network. Thus we build the Enabling Matrix1
in the 1995-2007 dataset. Next we rank all the possible new links in the countries-products
network (i.e. all those link that weren’t present in the 2007 states) by the likelihood of being
active in 2010 as given by the two different approaches. More in detail the two rankings are
built as follows:
• Enabling Matrix: for each nation we compute the sum of the "enabling signals" given by
all the products present in the export basket in 2007 to all the absent products. Namely,
if Pc is the set of active products for country c, we compute Scp =
∑
p ′∈Pc Cp ′p for all
p 6∈ Pc. Then the links are ranked by the value of Scp
• Decision Trees: we project the state of each nation on all the decision trees corresponding
to unactive products in 2007. Each nation c thus performs a path Dcp on all the decision
trees corresponding to products p not owned in 2007. On each path we choose the node
with the highest Pb. We use the value of f for the selected node, as obtained from the
calibration set, as a proxy to rank the likelihood that the corresponding c-p links will be
active in 2010
In fig. 66 we show the fraction of correct predictions for a time lag L = 3 in a subset of
increasing size of the set of all the possible new links, ordered with the two methods. The
Decision Trees are able to outperform the Enabling Matrix by a factor 2. For the top 500 links
the fraction of correct prediction is around 15-16% for the Decision Trees and around 8% for
the Enabling Matrix. As a reference a Random Choice would result in a 3.7% success rate.
1 In this section we discuss only the results for the "mean-field" version. The pairwise implementation leads to similar
but slightly worse results.
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Figure 65: Decision Tree for product 8406: Steam Turbines. Here is shown the resulting decision tree
for product 8406. The root vertex corresponds to the analyzed product itself. The two nodes
in the next layer correspond to states with opposite value for product 8535 and so on. The
tables show the statistics for the answers corresponding to the states selected by the nodes. A
color/size coding is provided to guide the eye. Going down in the tree the nodes individuate
sets with increasing fraction of positive answers but with a smaller size. The Pb indicator
increases in the first layers and then starts to decrease, indicating that the statistical value of
the classification is getting worse.
4.5 conclusions
In this chapter we have shown how the nested structure of the countries-products network
contains useful information about the technological relations among products. In particular
an analysis of co-occurrences reveals a network structure which is significantly related with
the paths of development followed by national economies. Moreover we have shown that
these paths are robust and an analysis of past dynamics can be fruitfully used to predict
the development of nations which are found in similar situations as those already observed.
This approach is conceptually similar to the "method of analogues" used in chapter 2 and its
success strengthens the idea that the development of nations can, at least in certain regimes,
be regarded as something non very different from a deterministic dynamical system which
we are able to describe to some extent. The methods developed in this chapter are a precise
quantification of these ideas and the fact that these are connected with a defined network
topology can open the field of a large number of practical applications. First of all these
quantitative methods can be of great help in the industrial planning of developing nations
from a policy making perspective. Moreover the approach is general enough to be applied
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Figure 66: Accuracy of predictions for new links in the countries-products network. We rank the set of
possible new links based on the strength of the signal given by the two methods (Decision
Trees in blue and Enabling Matrix in orange) when applied to the 2007 states. We look at
the fraction of links that are found active in 2010, when choosing subsets of increasing size
of the ranked prediction set. The first point corresponds to a choice of the top 500 links. For
comparison the expected value (0.037) of a random selection of links is reported (Green). The
accuracy (in terms of improvement with respect to the random case) of the Decision Tree
approach is greater than that of the Enabling Matrix by a factor 2.
to different bipartite networks. To mention one, we are exploring applications to systems like
consumer-purchased products. We argue that our methods could allow an automatic pairing
of products that are similar on the basis of non-observable features that are relevant for the
consumer (the analogue of capabilities). It is supposed that consumers also follow precise
paths in the discovery of new niches (one could think of the first time one listens to the most
famous song of a singer, and is then stimulated to explore its discography) and being able
to predict these paths could be profitable for many categories of online shops and media
distributors.
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