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Abstract 
This thesis describes the study and development of wide-field time-gated 
fluorescence lifetime imaging (FLIM) technology. Fluorescence lifetime 
measurements temporally resolve the decay dynamics of fluorescent species, 
resulting in information that can be both chemically specific (resolving different 
fluorescent species) and provide a sensing function (resolving different micro-
environments of a single fluorescent species). The current "gold standard" for 
fluorescence lifetime measurements is time-correlated single photon counting 
(TCSPC), which is a single channel technique that requires scanning (e.g. in a 
confocal microscope) to build up a fluorescence lifetime image. This thesis 
describes the development and application of wide-field time-gated FLIM 
technology for which parallel pixel acquisition offers a significant speed 
advantage over scanning FLIM techniques. This is important for many potential 
applications including clinical imaging exploiting tissue autofluorescence. 
After an introduction to fluorescence and FLIM, this thesis reports the 
characterisation of the time-gated image intensifier-based detection system that is 
utilised in the wide-field time-gated FLIM technique. The optimal detector 
settings for time-gated imaging are determined and their signal-to-noise 
properties are analysed. Using this information, the effect of different acquisition 
strategies for FLIM is investigated through modelling and experiment to assess 
the achievable signal-to-noise ratio in fluorescence lifetime images. This 
performance is then compared to that of simulated equivalent TCSPC FLIM on 
the basis of acquisition speed. 
The development and application of a range of FLIM instrumentation 
exploiting this wide-field time-gated detector in microscopes, endoscopes and a 
macroscope is then discussed. These instruments are applied to cells and to 
microfluidic devices labelled with extrinsic fluorophores and to autofluorescence 
of unstained freshly excised human tissue. The latter experiments demonstrate 
the potential efficacy of FLIM as a clinical tool, providing intrinsic contrast 
based on tissue pathology (e.g. between dysplastic and healthy colon). 
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1 	Thesis Overview 
Fluorescence imaging has become a standard technique in biomedicine for 
achieving spatial localisation and contrast in tissue and cellular samples. 
Compared to bright-field techniques in microscopy, endoscopy and macroscopic 
en face imaging systems, fluorescence techniques benefit from improved 
sensitivity and specificity since the fluorescent signal is, in principle, observed 
against a dark background and the selective excitation of fluorophores (often 
exogenous labels targeted to particular proteins) provides powerful molecular 
contrast. In practice, however, autofluorescence from endogenous fluorophores 
can provide an unwanted background signal and the strong heterogeneity and 
optical scattering of biological tissue can further degrade fluorescence 
measurements. 
Over the last decade, interest in fluorescence-based techniques has been 
stimulated by the development of imaging and laser technology. For example, 
the "gold standard" of confocal microscopy, which provides optically sectioned, 
diffraction limited images with enhanced contrast compared to wide-field 
microscopy, has been complemented by the development of nonlinear imaging 
modalities, including two-photon excitation microscopy, second/third harmonic 
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microscopy, and wide-field optical sectioning techniques such as structured 
illumination and tandem scanning microscopy, e.g. using Nipkow disk systems. 
The former advances have been driven by developments in excitation source 
technology, particularly of user-friendly ultrafast laser systems, while the latter 
have been made practical by the development of CCD technology and the 
improvements in computers. A further key driver in the expansion of 
fluorescence imaging has been the development of new labelling technologies 
including genetically expressed fusion proteins such as green fluorescent protein 
(GFP) and quantum dots. Such tools have had an enormous impact on molecular 
biology, providing unprecedented molecular contrast in live cell imaging 
experiments. These new approaches to fluorescence labelling have also been 
applied to in vivo imaging experiments in animals, but they have limited prospect 
for clinical applications because of their invasive nature. For diagnostic and 
other clinical applications, there is increasing interest in exploiting the 
autofluorescence signal from endogenous fluorophores to provide label-free 
molecular contrast. This thesis primarily concerns the development of 
technology and techniques to obtain useful information from tissue 
autofluorescence in a clinical setting. The main technique addressed is wide-
field fluorescence lifetime imaging (FLIM) with an emphasis on high-speed 
imaging for real-time observations and on the construction of prototype 
instruments that can be evaluated in a clinical context. The technology 
developed, however, is also widely applicable in molecular biology and other 
disciplines where it provides performance beyond the current state-of-the-art, e.g. 
for microscopy and small animal imaging. 
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As discussed in Chapter 2, FLIM provides a powerful tool to contrast 
different molecular species (e.g. fluorescent labels) and to sense the local 
fluorophore environment. Fluorescence lifetime can be modulated by changes in 
pH or the local concentration of other analytes such as oxygen, Ca2+, CF, etc. It 
is also considered to provide the most robust means of imaging Forster resonance 
energy transfer (FRET) to probe protein-protein interactions by detecting or 
quantifying colocalisation on a scale of —1-10nm. When imaging tissue 
autofluorescence, FLIM provides an opportunity to improve the discrimination 
between different types or states of tissue. To date, most work on tissue 
autofluorescence has been based on single-point fluorescence measurements and 
these early results indicate that intrinsic and specific information on early disease 
states can be provided by fluorescence lifetime. The work reported in this thesis 
represents the first long-term deployment and application of FLIM technology to 
fresh tissue samples in a clinical setting. 
FLIM has also benefited from recent advances in ultrafast laser 
technology and in high-speed electronics. Currently FLIM is most commonly 
implemented in scanning multiphoton microscopes that inherently provide a 
pulsed excitation and are readily modified to incorporate commercially available 
time-correlated single-photon counting (TCSPC) technology to analyse the 
detected fluorescence signal. This highly accurate technique provides a gold 
standard technique but is too slow and cumbersome for many applications, 
including in vivo diagnosis. At the start of this PhD project there were only a 
few reports of (low resolution) high-speed FLIM using wide-field frequency 
domain techniques and one report of clinical application, while the time-gated 
wide-field imaging technique was limited to laboratory experiments with typical 
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acquisition times exceeding 10 seconds. The work presented in this thesis 
describes the development and characterisation of time-gated wide-field FLIM 
systems utilising gated-optical intensifier (GOI) technology. 	This new 
instrumentation has been demonstrated to provide high-speed (real-time) imaging 
with relatively high spatial resolution and has been deployed at Hammersmith 
and Charing Cross Hospitals to image fresh tissue resections as part of a 
systematic evaluation of the clinical potential of FLIM. Further steps towards 
clinical FLIM have included the investigation of wide-field time-gated FLIM 
endoscopy. 
Chapter 2 of this thesis introduces the basic photophysics of fluorescence 
and related phenomena. It also describes various acquisition techniques used to 
increase the information extracted from the fluorescence signal by analysing it 
with respect to multiple dimensions (e.g. excitation and emission spectrum, 
temporal decay, polarisation, etc). There follows a review of the endogenous 
fluorophores present in biological tissue and of the techniques, typically 
combined with standard endoscopic surveillance, currently used to extract 
information from tissue autofluorescence. 
Chapter 3 describes the technology of time-gated wide-field FLIM that is 
used throughout this thesis. The characterisation of the key component, the GOI, 
in terms of signal-to-noise as a function of gain voltage (from photon counting 
mode to gated flux measurements) and signal intensity is then discussed. 
Chapter 4 describes the application of the GOI to different acquisition 
strategies for FLIM and the development of various approaches to calculate the 
fluorescence lifetimes. First, the "standard" acquisition technique is discussed, 
which utilises a relative large number of time gates and uses iterative fitting 
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algorithms to calculate the fluorescence lifetime from the raw gated intensity 
data. Typically this implies fixed detector settings and relatively long FLIM 
acquisition times. Novel approaches using variable integration times and 
saturated acquisition techniques are then presented. This is followed by a 
discussion of rapid analytic FLIM methods to calculate fluorescence lifetime 
based on a small number (two or three) of time gates. These allow acquisition, 
calculation and display of fluorescence lifetime images at the maximum 
acquisition rate of the CCD detector - increasing image update rates to > —10 Hz 
from —0.1Hz using the standard technique. Finally there is a discussion of the 
speed of FLIM acquisition, comparing wide-field time-gated imaging with 
TCSPC in a laser scanning microscope and considering the signal-to-noise ratio 
in the final fluorescence lifetime images. 
Chapter 5 of this thesis describes the optical systems developed for 
FLIM. These include both the illumination and imaging systems. Passively 
mode-locked all-solid-state lasers provide convenient sources of pulsed 
excitation for time-domain FLIM and two such sources are described: a 
regeneratively mode-locked Ti:Sapphire laser and a Nd:Vanadate laser mode-
locked with a semiconductor saturable absorber. In both cases, nonlinear 
harmonic frequency generation is required to generate the short wavelengths 
(short visible and near UV range) suitable for single photon excitation of 
endogenous tissue fluorophores. A novel pulsed excitation source, electronically 
tunable across the visible spectrum, is also introduced. This is based on super-
continuum generation in microstructured optical fibre using pulses from the 
mode-locked Ti:Sapphire laser and provides a versatile (spatially coherent) 
ultrafast excitation source that can be used to excite fluorophores across the 
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visible range without the need for slow or complex tuning methods (unlike 
optical parametric amplifiers/oscillators or frequency-doubled lasers). Optical 
systems described in Chapter 5 also include a wide-field microscope, 
macroscope and endoscope instrumentation. In terms of endoscopy, wide-field 
FLIM has been implemented in conventional rigid and flexible (fibre-bundle) 
endoscopes as well as in a novel home-built prototype designed to have an outer 
diameter of —3mm, such that it could be deployed via the biopsy port of a 
conventional endoscope. Of particular note, however, is the development of a 
portable FLIM system for macroscopy and endoscopy that has been applied to 
the imaging of freshly resected human tissue at Hammersmith and Charing-Cross 
Hospitals over a period of a year. 
Chapter 6 presents the results from tissue FLIM experiments, first by 
considering the complexity of the autofluorescence decay profiles observed from 
biological tissues. It is shown that this complexity is due to both multiple 
fluorescent species (multiple fluorophores and a variety of environments) and the 
modulation of the signal by the optical properties of the tissue, in particular by 
multiple scattering. This is followed by examples of macroscopic FLIM imaging 
of freshly resected human tissue, demonstrating intrinsic contrast, e.g. between 
carcinoma and dysplasia in the colon and carcinoma from different origins in 
skin. These examples would be amenable to endoscopic in vivo imaging and 
there follows a discussion of the performance of the FLIM endoscopic 
instrumentation applied to autofluorescence and fluorescence standards using the 
rigid and flexible endoscopes. 
Chapter 7 presents applications of high-speed wide-field FLIM outside 
tissue imaging. First application to conventional wide-field microscopy is 
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discussed with a demonstration of using the environmental sensing function of 
FLIM to image fluid viscosity in real-time in a microfluidic mixer. Then, 
applications to live cell microscopy is presented, using FLIM to observe the 
temporal dynamics of cellular plasma membrane order using a probe whose 
fluorescence lifetime is sensitive to the local lipid order. These examples 
illustrate how rapid FLIM acquisition can resolve spatially and temporally 
dynamic events, the technique being generally applicable in fields such as live 
cell imaging, cell stimulation and signalling, device characterisation and on-line 
monitoring, e.g. of microfluidic devices. 
Finally, Chapter 8 of this thesis provides a summary of the progress 
achieved, results presented and conclusions drawn in this thesis. It then discusses 
the state-of-the-art and future potential of wide-field time-gated FLIM and its 
possible applications, including for biomedical research and clinical imaging. 
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2 	An overview of Fluorescence 
and Fluorescence Measurement 
Techniques 
Fluorescence based techniques are now common for monitoring biological and 
chemical systems. In this chapter the photo-physics behind fluorescence will be 
introduced followed by three measurement modalities, namely intensity, spectral 
and temporal resolution. The second half of the chapter concentrates on the use 
of fluorescence techniques for tissue characterisation, and reviews the work in 
this field with respect to spectral and temporal measurements. A comprehensive 
review in the field of fluorescence spectroscopy can be found in a book by 
Lakowicz [1]. 
• Photo-physics of fluorescence. 
• Intensity, spectral and temporal fluorescence signals. 
• Experimental techniques for measuring fluorescence lifetimes. 
• Light-tissue interactions and the origin of tissue autofluorescence. 
• Current state of spectral and temporal fluorescence measurements both ex 
and in vivo. 
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2.1 	Fluorescence and its Photo-physics 
The general definition of fluorescence is the relaxation of a molecule to a lower 
electronic energy state (conserving the electron spin state) via the emission of a 
photon. For the vast majority of fluorescence signal measurement modalities, this 
is the transition between electronic singlet states (even though the transition 
between triplet states via photon emission is also called fluorescence). The 
electronic transitions via absorption/emission and other competing processes are 
conveniently displayed on a Jablonski diagram (Figure 2.1). 
Figure 2.1: A Jablonski diagram outlining the possible transitions in a molecule. 
A Jabolski diagram represents the energy level structure in a molecule, 
with the electronic (So, SI, etc) and vibrational levels (sub-levels in electronic 
states) represented in Figure 2.1. Illuminating a molecule in the ground state (So) 
with an appropriate wavelength of light can result in the molecule's excitation 
into a higher electronic and vibrational state, the initial excited state being solely 
dependent on the excitation frequency; the higher the frequency (higher the 
photon energy) the higher the excited state, shown as a greater vertical 
displacement on the Jablonski diagram (#1 in Table 2.1). There is of course a 
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lower energy threshold (wavelength cut off) given by the minimum energy 
required for a transition between So and S1. 
The molecule then quickly relaxes to the lowest vibrational state of S 1 (#2 
in Table 2.1) in a process called internal conversion (transition to a lower 
electronic state without photon emission) followed by vibrational relaxation. The 
predominant process behind internal conversion is molecule dependent, but 
typically can be attributed to bond length changes and vibrational energy 
dissipation to the solvent (heat transfer). 
From the lowest vibrational level in Si the molecule can return to the 
ground state via a number of different routes. As defined at the beginning of this 
section, fluorescence is the emission of a photon along with an electronic 
transition from Si to a vibrational state in So (#3 in Table 2.1). Another route 
between the Si and So is by internal conversion. The time scale for this particular 
deactivation route varies markedly from molecule to molecule and can often be a 
function of environmental factors (e.g. viscosity, temperature, etc). Generally, 
however, it occurs on a much longer time scale than the deactivation from higher 
excited states to the Si state due to the increased energy gap (#4 in Table 2.1). 
Alternatively the electron in S 1 can undergo a spin transition into a 
vibrationally excited triplet state, Ti (#5 in Table 2.1). This is called intersystem 
crossing, resulting in a longer lived (and typically reactive) excited state. Further 
intersystem crossing can occur to return the molecule to the ground state, again 
either by the emission of a photon (phosphorescence) or by non-radiative means 
(#6 and #7 in Table 2.1). It is also possible that the molecule can return to the 
singlet excited state (reverse intersystem crossing) and emit a fluorescent photon. 
This is called delayed fluorescence. 
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Transition Name Time Scale 
1 So + hv --> Si,* Absorption —10-15s 
2 Sn 	S1 +A 
Internal Conversion and 
Vibrational Relaxation —10-13s 
3 S1  —> So +hv Fluorescence 
—10-9s 4 S —> So -+ S + A 1 o 
Internal Conversion and 
Vibrational Relaxation 
5 S1  —> T1* —> T1 + A 
Intersystem Crossing and 
Vibrational Relaxation —10-7s 
6 T1  —> So + hv Phosphorescence 
>10-6s 7 T1 —> S* —> S + A o 	o 
Intersystem Crossing and 
Vibrational Relaxation 
Table 2.1: Possible photo-physical processes that can occur in a fluorescent molecule. 
S—singlet state, T—triplet state, h—Plank's constatnt, v-optical frequency, A-dissipated 
energy. 
Organic fluorescent molecules are conjugated (containing sequences of 
alternate single and multiple bonds) which result in delocalisation of electrons. 
Figure 2.2(a) shows a simple diagram of a conjugated molecule (benzene). 
Although the double bonds are shown in particular positions, a fixed bond 
conformation is not a realistic picture. Rather, the p-orbitals from the individual 
atoms (Figure 2.2(b) [2]) combine to form a molecular orbital. Simplistically the 
individual orbitals overlap forming covalent bonds, the electrons (so called pi 
electrons) becoming delocalised (not associated with any particular atom); the 
ground state wavefunction (interpreted as a spatial probability of the electrons' 
positions) for the pi electrons therefore becomes —toroidal according to the 1D 
electron gas model [3,4]. Absorption of a photon changes the electron 
wavefunction (transition into a higher electronic state) and usually results in 
changes in bond length, coupling electronic and vibrational excited levels. 
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Figure 2.2: Two representations of benzene, (a) bond diagram showing position of single 
and double bonds and (b) electron gas model' of delocalised electrons. 
An ideal fluorophore would display behaviour shown in the left hand 
diagram of Figure 2.1, all transitions would occur in the singlet states. If the 
fluorophore undergoes transition to the triplet state, its rate of emission drops due 
to the longer excited state lifetime of Ti, this phenomenon is called "blinking" in 
single molecule imaging, the molecule switches or "blinks" between a "dark" 
and a "bright" state [5]. The relatively long lived nature of excited triplet states, 
in which the reactivity of the molecule is increased, can also lead to the 
production of a non-fluorescent species, a process known as photo-bleaching. 
The rate of photo-bleaching [1,6,7] is dependent, not only on the sample, but also 
the experimental conditions (e.g. nature and power of illumination). In general 
photo-bleaching leads to a decrease2 in the fluorescence intensity is observed as a 
function of time. 
2.1.1 Fluorescence Intensity 
Intuitively, the simplest fluorescence measurement to make is the steady-state 
intensity. Depending on the specific experiment, the intensity can simply yield 
information on location or possibly provide more quantitative information on 
fluorophore concentration and fluorophore quantum efficiency. In the regime 
where the excitation radiation is not depleted by the sample and the quantum 
From [2], figure 1.1. 
2 During single molecule imaging the fluorescence will "switch off', in ensemble measurement 
an intensity decrease is observed. 
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efficiency remains constant, the intensity measured from a particular sample 
volume is proportional to the fluorophore concentration. The quantum efficiency, 
ri, of a fluorophore is defined as 
kr 11  = 	
kr 
+ knr 
	 2.1 
This quantifies the probability of fluorescence emission after absorption 
and is given by the radiative decay rate over the total decay rate (kr — radiative 
decay rate, knr — non-radiative decay rate). Equation 2.1 is a simplified 
expression for the quantum efficiency that assumes transitions between singlet 
states only. For a given fluorophore, the radiative and particularly the non-
radiative decay rate can be influenced by the fluorophore environment. Therefore 
changes in intensity can be correlated to quantum efficiency and ultimately to a 
specific environmental conditions (e.g. rhodamine B used as a temperature 
sensor [8]). 
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Figure 2.3: Intensity variation of DASPI (excitation 515nm) in relative varying glycerol-
ethanol solvent concentration. 
Figure 2.3 shows the fluorescence intensity' (summed over the full 
emission spectrum) of the dye DASPI, excited at 515nm, as a function of relative 
glycerol-ethanol concentration. In all cases the concentration of DASPI remains 
constant (70µmol) with the change in intensity being directly related to the 
1  Measured on a calibrated spectrofluorimeter (RF-5301PC, Shimadzu). 
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change in quantum efficiency via the viscosity of the solvent [9,10,11]. A 
fluorescence intensity image could therefore directly display relative values of 
viscosity, or indeed absolute viscosity values if careful calibration is first 
undertaken. 
Absolute quantitative intensity measurements are, however, difficult to 
achieve, especially in biological samples which often consist of multiple 
absorbing, scattering and fluorescing species. This, along with possible spatial 
and 
	
temporal 	variations 	in 	concentration, 
illumination intensity and collection efficiency, restrict quantitative intensity 
measurements to a few well controlled experimental techniques. 
2.1.2 Spectrally Resolved Fluorescence Imaging 
The vibrational and rotational structures in the different electronic states of 
fluorescent molecules give them characteristic excitation and emission spectra. 
Also, these spectral signatures can be modulated by solvent-solute interaction, 
resulting in environmental sensitivity. 
Figure 2.4 shows a schematic of excitation transitions from the lowest 
vibrational state of So into different vibrational states of Si on the left, on the 
right emission from the lowest vibrational state of S1 down to So is depicted. The 
strength of the individual transitions (height of the normalised 
excitation/emission spectrum) is proportional to the overlap between the 
wavefunctions of the initial and final states. In a gas phase, where the molecules 
are largely in isolation (ignoring collisions), the individual vibrational transitions 
can be observed as resonant structures on the excitation/emission spectra. In 
condensed phases (such as solution) the vibrational structure is typically masked 
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by solvent interactions with the solute, typically producing smooth spectral 
profiles. 
Excitation 	Emission 
4  a 
t 
Wavelength 
Figure 2.4: Diagram showing excitation and emission for transitions between the ground 
and first electronic states for molecules in a gas phase (solid line) and in solution 
(dashed line). 
If the electronic and vibrational structure of a fluorescent molecule is 
largely independent of its energy (excitation state), then the transitions between 
the two lowest singlet states will often show a mirror image relationship, with the 
emission spectrum shifted to lower energy (Stoke's shift). The excitation 
spectrum does, however, have structure at shorter wavelengths (higher photon 
energies), representing absorption into higher electronic states. This is not 
observed in the emission spectrum due to the relative high rate of internal 
conversion and vibrational relaxation, resulting in emission from the lowest level 
of Si (Kasha's rule, e.g. [3,4]). When a population of molecules are in 
equilibrium at a finite temperature the relative populations of the energy levels is 
given by a Boltzmann distribution, 
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where ng,e are the ground and excited state populations, AE is the energy 
difference between the levels, kB is Boltzmann's constant and T is the 
temperature. Taking typical values for the energy separation between vibrational 
and electronic energy states in typical fluorophores at room temperature, the 
relative populations of the states is —10'3 and —10-21 for vibrational and electronic 
states respectively [12]. Any transitions will therefore predominantly originate 
from the lowest vibrational level of the lowest energy excited electronic state. 
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Figure 2.5: Effect of relative glycerol-ethanol concentration on Nile Red, (a) the 
emission spectrum excited at 570nm and (b) the peak emission wavelength. 
Figure 2.5 shows the effect on the emission spectrum' of the dye Nile 
Red as a function of the relative concentration of solvents glycerol and ethanol 
(excited at 570nm). Unlike the dye DASPI (see Figure 2.3), this spectral shift 
cannot be explained by an effect on the non-radiative decay rate through 
viscosity (observed as an intensity change). Rather the energy structure of the 
fluorophore is being perturbed by the solvent, leading to a spectral shift. In the 
case of Nile Red this correlated with the polarity of the solvent (the existence and 
strength of a permanent dipole moment) [13,14]. For Nile Red the higher the 
I Measured on a calibrated spectrofluorimeter (RF-5301PC, Shimadzu). 
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polarity of the solution the greater the blue-shift in the emission spectrum. From 
the spectra in Figure 2.5 it is seen that increasing the relative concentration of 
glycerol to ethanol reduces the solution polarity. 
Control of the excitation wavelength can be used to selectively excite 
particular fluorophores, either in multiply labelled systems or to choose a 
particular endogenous molecule. Alternatively, acquisition at particular 
wavelengths can be used to separate different fluorophores into separate spectral 
channels (e.g. in FRET [15,16]) or to optimise the desired signal compared to 
background fluorescence (e.g. rejection of autofluorescence which masks an 
exogenous fluorophore [17]). 
Emission spectra are in general relatively wide (10's — 100's nm), as a 
result complete spectral separation is often difficult. This is especially true if 
endogenous fluorescence is utilised, which comprises multiple spectrally 
overlapping fluorophores or environmentally dependent spectral signatures (see 
Figure 2.15). To combat this, multiple images in different spectral regions can be 
acquired and processed to extract relevant information (e.g. relative 
concentration of bound/unbound fluorophores [18]). Such techniques (typically 
ratiometric) often assume constant optical properties of the sample in the 
different spectral windows. This is not always the case, especially in optically 
opaque and heterogeneous samples such as biological tissue. 
Beyond ratiometric spectral measurements (a discrete number of 
wavelength values or bands) is hyperspectral imaging. Rather than using discrete 
wavelength-selecting components, the full spectrum is spread and sampled along 
a spatial dimension using a dispersive element (prism, grating, etc), often 
incorporated into an instrument (e.g. spectrograph) including an array or imaging 
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detector. This allows the full spectrum to be recorded of a single point or a line 
[19]. Full field spectrally resolved imaging is also possible in a single acquisition 
[20], but requires post-processing since the signal distributed over 2 dimensions 
has mixed spatial and spectral information. This requirement for post-processing 
has an adverse effect on the final signal-to-noise. 
2.1.3 Temporally Resolved Fluorescence Imaging 
Naturally, an excited fluorescent molecule will remain in an excited state for a 
finite time, called the fluorescence lifetime. Considering a volume containing N 
fluorophores excited a time t=0, the rate of de-excitation is proportional to the 
population of the excited level 
dN = _(k.+ knr)N 
dt 
where kr,, are the radiative and non-radiative decay rates respectively. Thus the 
measured intensity is proportional to the excited population, N, and 
1 = 10 exp1- 
where Io is the initial fluorescence intensity and i is the characteristic decay time, 
or the fluorescence lifetime, given by 
11 = 
kr + kn, 
= 
kr 
2.5 
where 11  is again the quantum efficiency (see section 2.1.1). 
For many fluorophores of biological interest the fluorescence lifetime is 
typically in the range 10-1°-10-8s, and in particular the range for the fluorophores 
utilised in this thesis is —1-5ns. Given the broad spectral characteristic of most 
fluorophores, there can be many decay transitions with different decay times 
leading to significant deviations from the simple decay model described. Not 
2.3 
2.4 
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only can a particular fluorophore be described by number of discrete decay paths, 
but a given resolution element (i.e. a pixel) may contain a number of different 
fluorophores; in either cases the decay can be characterised by a multi-
exponential 
I = E exp(--
t
t
n 
In more heterogeneous samples, containing for example a range of 
environments, a range of protein conformations or significant scattering leading 
to a signal-mixture of multiple molecular species, fitting a distribution of 
lifetimes may be appropriate. In such a case the rate of decay of excited 
molecules is no longer time-independent, with one such possible description 
being the stretched exponential [21,22], given as 
1 - 
t 1 =10 exp[( 
where tkww is now a characteristic decay time (from which the average lifetime 
can be calculated [22,23]) and h is interpreted as the lifetime heterogeneity 
(measure of the width of the lifetime distribution, 0 < —1 1). In particular the 
stretched exponential function is the solution to a time dependent decay function 
d N = —20  2.8 
dt 
where 
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1 t h  2.9 
htkww tkww 
As t increases the instantaneous decay time also increases or "stretches". 
2.6 
-ck„„ 2.7 
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Choice of the appropriate model often requires a priori knowledge of the 
particular sample. Widespread use and characterisation of many exogenous 
fluorophores in common systems (e.g. the fluorescent proteins, common dyes, 
etc) means that for many experiments the decay dynamics are known (e.g. bi-
exponential analysis in time-resolved FRET measurements [24]), but the 
increasing research utilising endogenous fluorescence signals from tissue rarely 
enjoys such a priori information. One use of the stretched exponential has been 
to account for a time dependent complex background [25]. Sources of 
background in an experiment can be numerous and varied (unwanted 
fluorescence, leakage of excitation light, ambient light in laboratory, etc), so use 
of a complex function results in a more realistic model of the fluorescence decay 
data. 
2.2 	Time-Resolved Fluorescence Techniques 
The techniques used to measure fluorescence lifetimes fall into two main areas; 
time and frequency domain. Frequency-domain techniques are less intuitive than 
their time-domain counterparts, which directly measure the decay profiles, but 
were initially more common due to their simplified experimental configurations 
(see Section 2.2.3). The development of user-friendly pulsed sources and ultra-
fast electronics has led to an increase in time-domain techniques, particularly 
photon counting, as the relative cost of the sources and detectors has reduced 
(compared to microscope systems) and integrated systems have become 
commercially available in recent years. In the following sections time-correlated 
single photon counting (TCSPC), which is the gold-standard commercial 
20 
Rejected 
Event 
0) 
0 
_..A.
Input Pulse 
Delayed Pulse 
Zero cross point is 
independent of amplitude Difference 
(b) 
technique, wide-field time-domain (the basis of the technique used in this thesis) 
and wide-field frequency-domain techniques will be introduced. 
2.2.1 Time Correlated Single Photon Counting (TCSPC) 
As the name suggests, TCSPC builds up a histogram of photon arrival times with 
respect to a train of excitation pulses. Due to the requirement of single-photon 
detection and accurate time measurement (accuracy of —few ps), single point 
detectors are normally utilised (avalanche photodiodes or more commonly photo-
multiplier tubes), the technology initially incorporated into cuvette-based 
systems [26]. Such time-resolved single point detectors also lend themselves to 
measurements in single-point scanning microscopies, such as confocal and multi-
photon fluorescence microscopy. 
Time 
(a) 
Figure 2.6: Typical PMT time trace displaying pulse height distribution and (b) constant 
fraction discrimination analysis. 
Briefly, in TCSPC two signals are detected by the measurement 
electronics. These are the reference pulse train, from the excitation source 
(typically a mode-locked laser at 10-100's MHz measured using a fast 
photodiode), and the detected single photon-signal, which is arranged to give a 
count rate of a few percent of the excitation rate. The photon signal is measured 
using an amplifying detector (one of the various types of PMT or avalanche 
photodiodes) which produces a train of detected events on top of baseline noise. 
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Figure 2.61(a) [27] shows a typical time trace from a PMT detecting 
single photons. A user defined threshold is applied to the PMT signal to reject 
noise variations in the dark signal level and low amplitude events (e.g. electron 
ejection from a secondary dynode — not a real photon event). As can be clearly 
seen from the time trace, the real photon events vary significantly in pulse height, 
therefore constant fraction discrimination (CFD) is used to detect a photon event. 
Figure 2.6(b) shows the premise behind CFD. Essentially a count is triggered 
from a fixed ratio of the pulse height rather than a fixed signal level (e.g. at half 
the pulse height rather than fixed at 100mV). This is done by spitting the PMT 
signal and calculating the difference between the signal and a delayed version of 
itself. Selecting a fixed value, for example zero, now results in a constant 
fraction. 
Figure 2.7: Block diagram of TCSPC measurement procedure. 
The time correlation is achieved by use of a time-to-amplitude converter 
(Figure 2.72). The signal from one CFD will start a capacitor charging, the signal 
from the other will stop it, with the final voltage across the capacitor a measure 
of the time. As a matter of simplification the start pulse is provided by a detected 
photon and the stop pulse by the following excitation pulse. This prevents null 
measurements, which would be common if the excitation pulse was used as the 
1 Both from [27], (a) figure 19 and (b) figure 37. 
2 From [27], figure 24. 
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start single. Following detection and timing of many detected photons, a 
temporal histogram is produced which contains the temporal decay information 
of the fluorophores (see Figure 2.8). 
111 91111111111111111 
Time 
Figure 2.8: Histogram showing the detection times of fluorescent photons. 
As well as timing information outlined above, the detected photon 
histograms are also associated with specific spatial locations (pixels) to allow the 
formation of fluorescence lifetime images. This requires synchronisation with the 
scanning optics of the microscope, ultimately producing a sectioned FLIM image 
after iterative fitting of the fluorescence decay profiles to the photon histograms. 
2.2.2 Wide-Field Time-Domain FLIM 
Time-gating, rather than measuring the arrival times of emitted photons, 
measures the number of photons emitted in a number of different temporal 
windows with respect to the excitation pulses [28,29]. This is achieved by 
modulating (or switching) the gain of an intensifier tube with respect to the 
excitation pulse. 
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Figure 2.9: (a) Schematic of a time-domain system, GD—gated detector (b) the relative 
delay of the gate with respect to the excitation pulse and (c) schematic showing the 
transition from gated images to final FLIM image. 
Figure 2.9(a) shows the basic premise behind wide-field time gating. The 
gated gain profile is used to record an intensity image at a certain delay with 
respect to the excitation pulse. This is then repeated at a number of different 
delays (b), building up a relative decay profile in each pixel with increasing 
delay. Figure 2.9(c) shows three time-gated images followed by two individual 
pixel values as a function of delay (one pixel from each intensity area). An 
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iterative fitting algorithm is then used to assign the decays with a characteristic 
decay constant (the fluorescence lifetime) using a particular decay function (e.g. 
single exponential decay). The lifetime values can then plotted on a false colour 
scale, in Figure 2.9(c) the square on the left has a longer lifetime than the square 
on the right. A more detailed evaluation of wide-field time-domain acquisition 
techniques are described in Chapter 4. 
2.2.3 Wide-Field Frequency-Domain FLIM 
In frequency-domain FLIM the sample is illuminated with a sinusoidally 
modulated excitation source. The output from the sample is a convolution 
between the fluorescence decay and the sinusoidal excitation [1,30], resulting in 
a sinusoidally varying fluorescence emission. 
Homodyne and heterodyne techniques can be used to measure the 
sinusoidally varying emission. The homodyne technique uses a modulated 
detector at the same frequency as the excitation source. This results in a zero-
frequency intensity signal for a fixed phase delay between the excitation and the 
detection. By making a number (typically 3 or 4) of measurements at different 
phase delays the sinusoidal emission can be reconstructed. The phase shift and 
demodulation between the excitation and the emission (see Figure 2.10) can then 
be calculated and the lifetime extracted. 
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Figure 2.10: (a) Schematic of frequency-domain system, MD—modulated detector and 
(b) relationship between excitation and emission modulated signals. 
From the calculated phase shift and demodulation the fluorescence 
lifetime is given by 
tan(A0 
= 	and -cm = T4, Q) 
 
1 — M 2 
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where co is the modulation frequency, A4 the phase shift and m is defined as 
B B a 
A b 
2.11 
 
the ratio of the sinusoidal amplitude to the mean signal for the emission and 
excitation respectively. 
If the fluorescence lifetime is purely single exponential, the phase and the 
modulation lifetime are equal. Away from this simple case the calculated 
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lifetimes differ and this difference can be used as an indication of decay 
complexity, although it cannot be used to quantify it. 
The optimum excitation modulation frequency is given by  1   [31], 
10.T 
where T is the actual fluorescence lifetime. This results in frequencies in the 10-
100MHz range for lifetimes of 1-10ns. Although the frequency domain technique 
is less intuitive, the use of modulated excitation sources and detectors made it 
experimentally and economically preferable to the time domain. Continuous 
wave (cw) light sources (e.g. arc lamps, cw lasers, LEDs, etc) in combination 
with optical modulators are cheaper and more user-friendly alternatives to mode-
locked lasers, and can offer more flexibility in regards to tuning and spectral 
coverage. It has been shown however [31] that the optimum frequency domain 
systems utilise pulsed laser sources in conjunction with modulated detectors. 
2.3 	Origin of Tissue Autofluorescence 
Fluorescence imaging techniques rely on fluorescent molecules to provide 
information. These molecules can of course be added specifically (exogenous 
fluorophores) or naturally occurring "autofluorescent" molecules can be utilised. 
In this thesis the majority of the work has been directed towards autofluorescence 
imaging of intact ex vivo tissue, therefore this introduction will concentrate on 
such signals. There are also a number of reviews [e.g. 32,33,34,35] covering the 
optical and fluorescence properties of tissue 
In regards to in vitro cellular imaging, it is generally undertaken using 
exogenous labels, whether chemical or protein based. There is a vast array of 
different exogenous probes with a different functionalities, see [36,37] for 
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reviews on the various types. Unstained cellular imaging is less common since 
short visible and near UV wavelengths are required to excite cellular 
autofluorescence. As a result extended imaging acquisitions are not possible due 
to detrimental effects on cell viability. 
2.3.1 Light-Tissue Interactions 
In optical microscopies (transmission, fluorescence), the samples are often 
considered to be "optically thin". This means that the samples are essentially 
transparent and photons propagating in the sample do not undergo significant 
scattering (whether excitation or fluorescence photons). This condition is often 
met by physical sectioning of the sample; e.g. cellular samples form monolayers 
on coverslips or substrates, etc, tissue samples are cut into sections and mounted. 
In both cases the samples are rarely thicker than —10's pm. Image degradation is 
dominated by out of focus light rather than degradation due to significant 
scattering events. In optically thick specimens, particularly where the scattering 
contribution is significant, the signal emitted (either transmitted or reflected) is 
significantly modulated by the optical properties of the sample (i.e. undergoes 
many scattering events). 
, 	\Li 
ID r--2, (i.ta.µ0.d 
	
2.12 
Equation 2.12 is one representation for the interaction density (analogous 
to optical density, but considers absorption and scattering) of a sample, where 
[Ls' are the absorption and reduced scattering coefficients respectively and d is the 
pathlength. If this value is small then the sample can be considered transparent. 
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Figure 2.11: Schematic showing possible light-tissue interactions. 
Figure 2.11 is a schematic showing the common photon modulations that 
occur in biological samples. In "optically thin" samples, the signal will be 
dominated by ballistic transmission (unscattered transmitted signal photons) and 
direct fluorescence. Whereas in optically dense biological samples the optical 
properties are described by a number of parameters, namely the scattering 
coefficient, las, the absorption coefficient, i.ta, and the mean cosine of the 
scattering angle, g. The absorption and scattering coefficients are the inverse of 
the mean distance a photon travels before it interacts with the tissue. In the case 
of scattering it is due to refractive index heterogeneities on the same spatial scale 
as —X (due to intracellular components). Consequently, photons are mainly 
forward scattered and g is close to 1. Due to the predominantly forward direction 
of this interaction, a further scattering component is defined, the reduced 
scattering coefficient 	as 
= 	(1— g) 2.13 
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This inverse length scale can be described as the spatial extent over which a 
photon "loses" its direction, or defines the distance over which the scattering 
becomes isotropic. This allows the further classification of scattered light into 
"snake-like" and "diffuse", the former defining a few forward scattered events 
while the latter describes the cross over to isotropic photon trajectories [38] (see 
Figure 2.12). 
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Figure 2.12: Schematic) showing the temporal transmission function for scattering tissue 
including the ballistic, snake-like and diffuse components. 
Using spatially filtered imaging techniques (e.g. confocal [39,40,41], 
multi-photon [42] and structured illumination [43,44,45]), optically sectioned 
images can be acquired. Multi-photon microscopy achieves the deepest direct 
optical imaging since the scattering mean free path increases with wavelength 
and the nonlinear nature of the absorption means that the fluorescence signal is 
confined to the focal volume. As a result the resolution is not degraded by 
scattering of the fluorescence emission (unlike single photon microscopies). 
Despite the decreased scattering, multi-photon imaging still reaches an upper 
depth limit of —0.8-1mm (tissue dependent) due to an exponential loss of ballistic 
photons with depth and an increased surface fluorescence signal (high optical 
power at surface). 
From [38], figure 1. 
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As a result of tissue heterogeneity it is not possible to make direct 
(ballistic) optical measurements beyond tissue thicknesses of —1mm. However 
optical tomographic techniques are developing that allow the reconstruction of 
tissue parameters (e.g. ua and us). One such technique is diffuse optical 
tomography (DOT). DOT is valid when scattering dominates over absorption and 
the scattering is effectively isotropic (i.e. us >> —
1
, L — sample thickness). Figure 
2.13 shows the absorption coefficient of some important tissue components [46]. 
It can be seen that a minimum occurs in the region —700-1000nm. This is called 
the therapeutic or transmission window and is the region where the majority of 
optical tomography is performed. The two main current applications of DOT are 
breast and brain imaging. Arrays of light sources and detectors (typically fibre-
coupled) are arranged around the sample and a solution to an inverse propagation 
problem calculated. This approach provides limited spatial resolution, however, 
typically of the order —1cm. 
Wave length (nn.) 
Figure 2.13: Graph' showing the spectrally varying absorption coeficient of common 
tissue constituents. 
'From [46], figure 1. 
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Away from this window both the absorption and scattering coefficients 
increase significantly, particularly absorption in the blue and near UV due to 
single photon absorption by common tissue constituents. The use of wide-field 
en face imaging without optical sectioning (as described in this thesis) will 
therefore detect an average signal from the first —10's-100's lam depending on 
the optical properties of the sample. 
2.3.2 Important Tissue Fluorophores 
Exogenous fluorophores can be utilised for tissue imaging whether applied 
topically or intravenously [46]. In such cases the background signal from the 
tissue signal itself is considered a noise source. These natural sources of 
fluorescence, however, can themselves be used to provide the measured signal. 
Endogenous fluorescent molecules can be divided into two broad groups based 
on their origin, namely intra-cellular and extra-cellular fluorophores. 
Two common intra-cellular fluorophores are the metabolic coenzymes, 
pyridine nucleotides and flavoproteins. These coenzymes are involved in electron 
transport for the production of energy (adenosine triphosphate, ATP) from 
carbohydrates and fatty acids. The oxidised forms of the metabolic coenzymes 
(NAD+ and FAD) are the major electron transporters, during which they become 
the reduced products NADH and FADH2. Their accepted electrons are then 
transferred to oxygen by the electron transport chain in the cell membrane of the 
mitochondria, returning them to their oxidised form. A measure of the ratio of 
oxidised to reduced carriers is an indication of cell metabolism (the redox ratio). 
The fluorescent form of pyridine nucleotides occur when they are reduced 
(e.g. NADH), whereas conversely the fluorescent forms of flavoproteins occur in 
their oxidised forms (e.g. FAD, FMN). NADH is maximally excited at —350nm 
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while flavins are excited efficiently in the range —390-470nm. Their emission 
spectra display similar separation with maximum emission of NADH and flavins 
at —460 and —535nm respectively. 
A further cellular fluorophore that maybe of importance in epithelial cells 
is keratin. Keratin is a family of insoluble fibrous proteins found in many areas 
of the body, including the intermediate filaments of the cellular cyto-skeleton 
[47]. In epithelial cells (found on the surface of the hollow organs, e.g. cervix, 
colon, etc) the keratin signal has been observed to originate from the periphery of 
the cells in the superficial areas of epithelium [48,49]. Recent spectrally resolved 
in vivo data has shown that the fluorescence intensity from keratin content in 
cervical epithelial cells decreases with low and high grade dysplasia [48]. 
Independent ex vivo spectroscopy has shown that the keratinising epithelial layer 
(oesophageal, oral and cervical tissue) has a very similar emission spectrum to 
elastin and in particular collagen [50,51] (see extra-cellular fluorophores) when 
excited at 349 and 457nm. 
A further intra-cellular fluorophore which could be of importance is 
protoporphyrin IX (PpIX). It does not naturally accumulate in healthy 
mammalian cells, but is an intermediate product in the synthesis of a heme (a 
molecule containing ferrous iron which often acts as a coenzyme). In 1924 
Policard [52] published the observation of red UV-induced autofluorescence in 
tumours. Later in the 1960s Ghadially [53,54] identified the source as PpIX. 
More recently the relative PpIX concentration in tumours compared to 
surrounding healthy tissue has been increased by the application of 5-
aminolevulinic acid (5-ALA) [55] which is used in the step producing PpIX. It is 
still not understood why tumours display higher concentration of PpIX compared 
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to healthy tissue, but this characteristic has led to its use as an agent in 
photodynamic therapy [55,56]. 
The main extra-cellular fluorophores are collagen and elastin. Collagen is 
a structural protein with twenty-seven distinct types. Of those, collagens I, II, III 
and IV are the most common in human tissue. Collagen IV for example is found 
in the basement membrane which separates the epithelial layer from the 
underlying collagen rich submucosa. The fluorescent properties of collagen are 
attributed to enzymatically activated cross-links (hydroxylysyl pyridinoline and 
lysyl pyridinoline) and non-enzymatically formed cross-links which are 
maximally excited at —340nm and —370nm respectively. Elastin is another 
structural protein and is found predominantly in elastic tissue such as arterial 
wall and skin. Again its fluorescence is attributed to cross-linkages between 
proteins resulting in excitation peaks at —350, —410 and 450nm. 
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Figure 2.14: Chemical structure of common tissue fluorophores [57,58]. (a1) NADH and 
(b2) collagen cross-links hydroxylysyl pyridoline (HP) and lysyl pyridinoline (LP). 
Figure 2.14 shows the chemical structure of NADH and the two collagen 
cross-linkages. Despite the different functions of the molecules they all contain 
the characteristic conjugated structure that results in delocalisation of electrons. 
'From [57], figures 5 and 7. 
2 From [58], figure 3. 
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As outlined in section 2.1 (see Figure 2.2) these delocalised electrons are directly 
Figure 2.15: (a') Excitation and (b1) emission spectra [59,60] of some fluorescent 
compounds in tissue. 
Figure 2.15 shows the excitation and emission spectra for many intrinsic 
tissue fluorophores [59,60]. The important contributing fluorophores have been 
outlined previously and are considered so due to their prevalence throughout the 
body and their excitation in the near UV and short visible (the excitation 
wavelengths used in this thesis). Another possible important set of fluorophores 
for cellular autofluorescence are the amino acids, tryptophan, tyrosine and 
phenylalanine [61]. Amino acids are the building blocks of proteins and these 
particular three are common in mammalian proteins. However tryptophan is 
excited at —295nm, with the other two excited at even shorter wavelengths. 
Despite the short excitation wavelength required, this technique has recently 
been used to monitor intracellular protein interactions without labelling [61]. 
1  From [59], figure 2.7. 
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2.4 	Optical Tissue Measurements 
The study of ex vivo tissue samples is dominated by histopathology, the 
characterisation of tissue pathology (disease state) by its microscopic appearance. 
This is typically done on fixed samples, i.e. samples that have been chemically 
treated to prevent degradation. After resection, the tissue is placed in a fixative 
(usually formalin) which stabilises the tissue. Fixation increases the number of 
protein cross-linkages, particularly lysine residues. The sample is then 
dehydrated, with the water being replaced by paraffin. Finally the sample is 
embedded in paraffin wax and sectioned (cut into slices —5-20pm thick). After 
this chemical treatment, the sample is "dead" (i.e. no cell metabolism) but its 
structure and antigenicity (the ability to induce an immune response) remains. 
The tissue sections are then stained and examined under white-light. The 
most common stains used are hematoxylin and eosin (H&E), where the nuclei 
are stained blue (hematoxylin) and the cytoplasm and connective tissue matrix is 
stained pink (eosin). There are a range of so called histochemical stains and also 
a number of immunohistochemical stains. The latter are target-specific stains 
which can be used for example to label a particular protein. A trained 
histopathologist then makes a diagnosis based on the appearance of the stained 
slide. 
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Figure 2.16: Images showing' [62] degenerative disease of the articular cartilage from 
the femoral head using (a) H&E staining, (b) autofluorescence and (c) autofluorescence 
lifetime. 
Fluorescence techniques can also be used to examine the unstained fixed 
tissue. Figure 2.16 shows three wide-field microscope images [62] of the same 
sample2. Figure 2.16(a) shows a standard H&E image while (b) and (c) are 
autofluorescence intensity and lifetime images (excited at 410nm) acquired on a 
standard fluorescence microscope and a modified wide-field microscope (see 
Section 5.2.1). The fluorescence images, particularly the lifetime image, arguably 
provide more marked contrast than the standard white-light H&E stained image, 
permitting the segmentation of the image into discrete regions (bone, cartilage 
and cyst). Far more research is obviously required, however, before correlation 
between e.g. fluorescence lifetime contrast and disease state can be directly 
inferred. 
1 From [62], figures 5(a-c). 
2 Figure 2.16(b) and (c) are the same unstained section, while (a) is the adjacent H&E stained 
section. 
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Despite the tissue being unstained in the above example, it is chemically 
fixed. An important question to be considered is the effect of chemical fixing on 
the fluorescence signal. Indeed this question should be considered for all ex vivo 
samples, namely fixed, frozen and fresh samples. Previous research by Cole et al 
[63] compared the different fluorescent signals acquired from frozen and fixed 
tissue (10µm sections of rat ear). The main conclusions drawn were that fixation 
increased the fluorescent signal from the sample and the effect on lifetime is 
fixative dependent. The relative increase in fluorescence intensity was significant 
(>order of magnitude) for both formalin and glutaraldehyde (another fixative) 
fixation and was attributed to the increase in fluorescent cross-links in the sample 
(possibly also to fluorescence of the glutaraldehyde itself). Despite the increase 
in intensity, there was no significant lifetime shift in the formalin fixed sample 
compared to the frozen sample. Glutaraldehyde on the other hand resulted in a 
significant reduction in lifetime (-50% reduction), but, despite this lifetime 
reduction, the contrast in the image remained suggesting that the effect was 
universal in this case. The origin of this lifetime shift was unclear. 
More recently, qualitative comparisons between fresh, frozen and fixed 
tissue ([64], Galletly et al, unpublished) have been made. In this work the term 
"fresh" refers to tissue imaged within a few hours of resection. After resection 
the metabolism of the cellular components quickly degrades and the 
concentration of intracellular fluorophores decreases (e.g. exponential decay of 
NADH signal with a half life —2 hours [65]). Comparing frozen and fixed tissue, 
similar observations were made to the previous work. Comparing fresh with 
frozen tissue, fresh tissue produces a larger intensity signal (relatively) and the 
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observed lifetimes were different in the intra-cellular components, probably due 
to the intra-cellular fluorophores present only in the fresh tissue. 
2.4.1 Point Spectral Resolved Measurements 
The initial movement toward the goal of "optical in vivo biopsy" was taken up by 
spectrally resolved measurements. The majority of such studies are performed as 
point (non-imaging) measurements, so lend themselves well to fibre integration. 
Figure 2.17 shows a generic set-up for a point spectrally resolved tissue 
measurement. The tissue is excited as a particular wavelength using a suitable 
source (both coherent and incoherent sources used) either directly or through a 
fibre. The reflected/fluorescent signal is then collected by a fibre probe and 
coupled to a spectrally dispersive component and recorded. 
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Figure 2.17: Generic point spectroscopy set-up, inset shows single fibre and possible 
multiple fibre geometries. 
There are a number of variations on the simple two fibre probe shown in 
Figure 2.17. A single fibre for both excitation and emission has been used, but 
more commonly a single excitation fibre surrounded by a number of collection 
fibres is utilised (Figure 2.17 inset, see [66] for review). A number of spectrally 
selective elements are also utilised, including filters, monochromators, 
spectrometers, and spectrographs in conjunction with both point (e.g. PMT, 
photodiode) and area detectors (e.g. linear photodiode arrays, CCDs). 
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Ex vivo studies have been reported for most tissues of the body including 
the neck [67], breast [68,69] and colon [70]. The natural fibre integration of the 
systems has also led to several in vivo studies during standard endoscopic 
surveillance. They include oral [71], bronchial [72], oesophageal [73], stomach 
[74], gastro-intestinal [75] and cervical [76] tissue. These references represent 
only a fraction of the total work in the field currently, but are representative of 
the main techniques used. The excitation wavelengths covered by the various 
different investigations are, of course, dictated by the endogenous fluorophores 
in tissue (see Figure 2.15). For excitation at a single wavelength laser sources are 
typically used for their improved efficiency and stability, with wavelengths in the 
blue and near UV covered by e.g. nitrogen [69,75,76], helium-cadmium [74] and 
laser diodes [67,70,72]. Increasingly, harmonic generation from solid state lasers 
(e.g. 355nm from neodymium vanadate, see Section 5.1.3) and laser diodes in the 
blue and near UV are being incorporated due to their ease of use and portability. 
575 
600 
rn 625 
0 655 
• c' 
676 
700 
  
500 	 550 	 600 
Excitation Wavelength (nin) 
650 550 	 600 
Excitation Wavelength (nrn) 
650 
  
(a) 
	
(b) 
Figure 2.18: Normalised excitation-emission spectra for Nile Red in (a) 100% ethanol 
and (b) 20:80% ethanol to glycerol (diagonal artefact shows detected excitation 
wavelength). 
More extensive tissue spectroscopy not only scans the emission 
wavelength, but also the excitation wavelength to produce a spectral surface 
called an excitation-emission matrix (EEM) [68,71,73]. To scan a wide range of 
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wavelengths a broadband source is required (e.g. xenon, mercury arc lamp) in 
conjunction with a spectrally selective element (e.g. monochromator). 
EEMs can of course be used to identify particular contributing 
fluorophores in a complex spectral signature, but they can also give information 
on electronic changes to individual fluorophores. Figure 2.5 shows the shift in 
the emission spectrum of Nile Red with the relative change in ethanol-glycerol 
concentration. Figure 2.18 shows EEMs for the two extreme conditions, which 
includes a shift and a slight change in shape of Nile Red's total spectroscopic 
characteristics. 
The procedure used in spectral analysis is typically based on collecting a 
large data set (e.g. collection of many cervical spectra correlated to various tissue 
pathologies) and applying statistical methods to determine optimum contrast 
parameters. Despite the use of large data sets, marked inter- and intra-patient 
variation has been observed, but average spectral signatures of specific tissue 
states can still be calculated. Subsequent measurements can then be limited to 
"critical" excitation and emission wavelength values, reducing the time required 
for data acquisition. As an extension to this method, correlation between the 
"critical" wavelength values and tissue fluorophores was undertaken [77] 
(NADH, FAD, collagen and elastin), and then further extended to include tissue 
geometry and properties [78]. It is hoped such models can reduce the observed 
measurement variation since the mechanical and optical properties of the tissue 
can be adjusted according to the patient (e.g. age related changes in epithelial 
thickness and collagen fluorescence contribution). 
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2.4.2 Spectrally Resolved Imaging 
Fluorescence imaging can be done ex vivo using microscopes, macroscpes, etc, 
but for this brief overview only in vivo measurements will be considered since 
they also include the technology necessary for endoscopic imaging. The outward 
design of the modern optical endoscope has remained largely unchanged since 
the 1960s. It was during this decade that a coherent flexible bundle became the 
basis of flexible instruments [79,80] and rod lenses were used in rigid 
instruments [81]. 
Since this period the most significant' advance has been the development 
and integration of CCD technology into endoscopic systems. Initially the CCD 
sensor was located at the proximal end of the scope (outside the patient), 
essentially replacing the endoscopist's eye, but importantly improving the 
usability of the instrument and allowing more than one person to view the image. 
The quality of the image, however, (most importantly the spatial sampling) was 
still limited by the fibre bundle in flexible endoscopes. The next progression saw 
miniaturisation of CCD technology such that the sensor could be incorporated at 
the distal tip of the scope, removing the need for the imaging bundle and 
improving the spatial sampling. Unlike the flexible endoscopes, the rigid lens 
based endoscopes still use proximal end CCD attachments which allow further 
functionality such as magnification of the image plane (zoom). 
Autofluorescence imaging of the majority of the organs accessible by 
endoscopy has been reported, including the oral cavity [82], the larynx [83], the 
oesophagus [84,85,86,87], the colon [88] and the cervix [89]. For easily 
accessible organs rigid endoscopes are used (direct access) and have the benefit 
1  There have of course been developments in the design and quality of the components and 
instruments, as well as development of endoscopic tools and techniques. 
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of high light transmission (compared to fibre-bundle devices). In [82,83,89] a 
colour CCD was used in conjunction with lens based systems'. For the majority 
of flexible endoscopes, the fluorescence is transmitted to the proximal end via a 
fibre bundle (old style endoscope) and then detected using intensified CCDs 
[84,85,86]. The use of colour CCDs to image the fluorescence directly has also 
been recently investigated, both via a fibre bundle [88] and at the distal tip of the 
scope [87]. A brief comparison between the proximal end (fibre-bundle required) 
and distal end (no fibre-bundle required) fluorescence detection techniques is 
given in [90] on the basis of system flexibility. 
Despite investigations looking at different tissues with differing detection 
regimes, they all generally acquire fluorescence in two spectral channels, 
nominally green and red. A commercial system by Xillix Technology Corp (used 
in [84,85,86]) consists of two intensified CCDs at the proximal end of the 
endoscope observing wavelength ranges of 490-560nm and 630-750nm. In the 
techniques using a colour CCD, the spectral images are extracted from the green 
and red channels of the sensor. In a recent investigation of the oesophagus [87] a 
prototype fluorescence endoscope by Xillix Technologies Corp was used. This 
endoscope contained two greyscale CCDs, one with a 490-625nm bandpass filter 
incorporated. The illumination light was then serially switched between red, 
green and blue (600-620nm, 540-560nm and 395-470nm), the unfiltered chip 
producing a white-light image2 and the filtered chip recording green and red 
fluorescence images. 
1  In [89] a colposcope was used, a type of low magnification microscope used for cervical 
imaging. 
2 Sequential illumination with red, green and blue light is common for white light imaging in 
Europe, while white-light illumination combined with a colour CCD in prevalent in the US. 
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Image Parameter Proximal End Distal End 
Resolution Elements —10,000 —100.000 
Intensifier Yes No 
Contrast Lower Higher 
Image Registration Incomplete Complete 
Spectral Filtering Flexible Fixed 
Table 2.2: Comparison of imaging parameters for autofluorescence imaging between 
fibre-bundle based (proximal) and CCD incorporated (distal) endoscopes (taken from 
[90]). 
The basis for image analysis in fluorescence endoscopy typically follows 
on from spectral acquisitions over a wide bandwidth, selecting the optimum 
wavelength channel(s) that correlate with tissue pathology. For example in [91] 
fluorescence is excited at 325nm, with intensity images recorded in six spectral 
channels. From this data set an optimum fluorescence image was calculated as 
= 1440 - 1395 	 2.14 
1590 
where Ij is the intensity image centred at that particular emission wavelength. 
The spectral windows centred at 440 and 395nm can be predominantly attributed 
to NADH and collagen fluorescence respectively, with the intensity at 590nm 
used as a normalisation factor. 
2.4.3 Temporally Resolved Measurements 
Initial temporally resolved tissue measurements were undertaken using systems 
very similar to the schematic shown in Figure 2.17. Initially the "spectrally 
selective" component was replaced by a temporally resolved detector, such as an 
avalanche photodiode for the temporally resolved in vivo point measurement of 
colonic polyps [92] and later measurements in the oral cavity [93]. Spectral and 
temporal measurement techniques were soon combined to produce point 
temporal-spectral instrumentation [94,95], leading to ex vivo measurement of 
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arteries [96,97,98,99], brain tissue [100,101] and in vivo measurements of 
arteries [102]. 
All but one of these investigations [93] used the same temporal resolution 
technique; the temporal decay was measured directly using a combination of a 
fast point detector (i.e. avalanche photo diode or a MCP-PMT) and a sampling 
oscilloscope. This is analogous to direct measurement of pulse duration or 
fluorescence decays using a streak camera, a method used for temporal-spectral 
point measurements in [103]. In the paper by Chen et al [93], rather than a direct 
measurement of the decay, TCSPC was used resulting in a longer acquisition 
time but a superior signal-to-noise per detected photon. 
Many of the wide-field fluorescence lifetime systems are based around 
microscopes, so the tissue imaging is performed on sections resulting in images 
similar to Figure 2.16(c). Using such systems breast, [104], atherosclerosis [105] 
(Talbot et al, unpublished data) and cartilage [105] (Talbot et al, unpublished 
data) have been investigated. A more extensive tissue survey is currently under 
way and has so far examined freshly resected mouse kidney, intestines, liver, 
spleen, aorta, human cervix, colon oesophagus, stomach and small intestine [64] 
(Galletly et al, unpublished data) Also a wide-field FLIM macroscope (described 
in Section 5.2.2) has been used to image excised fresh tissue including colon 
[106], amongst others, en face. 
Endoscopic fluorescence lifetime imaging has yet to be implemented 
clinically in vivo, although in vivo measurements of the human fundus [107], skin 
tumours after the application of ALA [108] have been made, as well as a 
demonstration of FLIM applied to the anterior basal bronchi with limited spatial 
sampling [109]. This demonstration utilised a rigid rod-lens frequency domain 
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FLIM endoscope [109], and more recently time domain systems in rigid and 
flexible endoscopes [110,111,112] have been demonstrated. 
2.5 	Conclusion 
This chapter has reviewed the basic photo-physics of fluorescence and the 
characteristic time scales of molecular transitions. The fluorescence can be 
described in terms of its intensity, spectrum and lifetime (among others), and it 
should be appreciated that these variables are not only defined by the molecular 
structure, but may also be modulated by the fluorophore environment. In 
particular the three common methods for fluorescence lifetime measurements 
(TCSPC, time-domain and frequency-domain) were introduced, with the subject 
of this thesis being dominated by the characterisation and implementation of a 
wide-field time-domain technique. 
While it should be appreciated that an integral part of fluorescence 
measurements techniques is the exploitation of exogenous fluorophores for 
labelling of specific structures, a review of the predominant endogenous 
fluorophores was presented. This is in anticipation of later chapters where the 
autofluorescent signals from unstained, freshly resected tissue will be utilised. 
Together with the spatial distribution of different endogenous fluorophores is the 
modulation of the signal by the optical properties of the tissue, often resulting in 
complex temporal signatures. 
Finally a review of the current fluorescence techniques for in vivo 
measurements was introduced. While spectrally and temporally resolved single 
point techniques along with spectrally resolved (discrete, multiple channels) 
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imaging have been implemented in vivo for numerous clinical applications, 
techniques for wide-field temporally resolved imaging have only been 
demonstrated and not clinically deployed. 
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3 	Wide-field Time-Domain 
FLIM Technology 
The wide-field time-gated FLIM technology that is used at the heart of this thesis 
is based on a CCD coupled gated optical intensifier (GOI). The same detection 
unit is used in all wide-field instruments including microscopes, endoscopes and 
macroscopes, imaging samples from the micrometer to the centimetre scale. This 
chapter provides an overview of the wide-field FLIM system and describes the 
basic construction of the detection unit and the noise measurement techniques 
and results. The noise in a gated intensity image is described both in terms of the 
actual signal detected (signal photons) and the signal readout from the CCD at 
different GOI gain settings. Finally, the temporal accuracy of the delay unit, 
which controls the relative position of an intensity gate with respect to an 
excitation pulse, is characterised. 
• Schematic description of wide-field FLIM system 
• GOI design and CCD coupling 
• Photon counting with GOI 
• Spatial sampling of GOI-CCD detector 
• Signal-to-noise characterisation of GOI 
• Characterisation of delay box 
59 
Ultrafast laser system 
Temporal 
delay unit 
CCD COI 
--y- 
'Ultrafast gated 
detector 
CPU 
I   I 
0 O  
3.1 	Schematic of a Wide-field Time-Domain FLIM System 
Wide-field time-domain FLIM, as described in Section 2.2.2, directly samples 
the fluorescence decay of an emitted fluorescence signal. The whole system is 
therefore comprised of four main sub-systems; an ultrafast laser system; an 
optical imaging system (e.g. microscope); an ultrafast gated detector (i.e. GOI); 
temporal delay control unit (see Figure 3.1). 
} Optical 
system 
Figure 3.1: Schematic system design for a time-domain FLIM system. 
The remainder of this chapter characterises the GOI (in terms of gate- 
width and signal-to-noise) and the temporal delay control unit. Chapter 4 will 
then investigate different temporal sampling strategies for measuring 
fluorescence decays with reference to the signal-to-noise of single intensity gate 
measurements. 
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3.2 	GOI Design and CCD Coupling 
The wide-field time domain detection unit consists of an 18mm diameter GOI, 
providing gain and ultrashort gate widths (0.2 — 2.5 ns) at up to 100MHz 
repetition rates, coupled to a CCD to record the gated images produced by the 
GOI. 
3.2.1 	GOI Design 
The GOI is produced from an intensified imaging tube (from Proxitronic) [1], 
consisting of three main components. The first of these is a photocathode (S25 on 
a glass substrate), onto which the fluorescence signal is imaged (for an overview 
of imaging tubes see [2]). When a photon is incident on the photocathode an 
electron is ejected via the photoelectric effect. The efficiency of this mechanism 
is called the quantum efficiency and is a function of the wavelength of the 
incident radiation (Figure 3.3(a)). 
Photocathode 	 Phosphor 
MCP 
.10C1P§ 
Photon 
 
Phosphor 
Photons 
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Crating = 	 MCP-Pho Thor 
Pulse 	 Voltage 
Figure 3.2: Schematic of a GOI. 
The next stage in the imaging tube is the double micro-channel plate 
(MCP). The MCP consists of an array of 10um diameter glass tubes coated with 
a secondary electron emission film to maximise secondary emission of electrons 
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with incident primary electrons. The particular tube used in our experiments 
consists of two MCPs back-to-back, with the tube axes of the plates oriented at 
an angle with respect to each other (-15°). This angle reduces the effect of ion 
feedback [3], a result of high space charge density at the exit of the MCP. A 
double MCP can thus be operated at higher electron gains than a single straight 
channel plate. The voltage across the double MCP can be adjusted (500-1600V) 
and is described in this thesis as the gain voltage. 
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Figure 3.3: Plots' showing (a) the spectral sensitivity (quantum efficiency) of the 
photocathode and (b) the emission spectrum of the phosphor used in the GOI. 
The final element in the GOI is a phosphor screen (p43 phosphor, with a 
mean gain of 185 ph/el at 6kV [4]). It has a maximum emission at —545nm and a 
characteristic decay time of —2.6ms (decaying to 1% of initial intensity). At the 
phosphor the amplified electron signal from the MCP is converted to a quasi-
Lambertian photon signal [4,5]. 
The imaging tube is packaged, together with associated electronics and a 
control unit, as a GOI (Kentech Instruments Ltd). The GOI can be used in both a 
dc mode (steady-state intensifier) and a gated mode. In both cases the voltage 
across the MCP and between the back of the MCP and the phosphor is kept 
constant (see Figure 3.2). The front of the MCP is nominally grounded, with the 
potential difference across it at a user defined positive value (the gain voltage, 
From [1]. 
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500-1600v). The potential between the rear of the MCP and the phosphor is set at 
6000v. When the GOI is "off' a small positive voltage is applied to the 
photocathode. To switch "on" a negative potential is applied to the photocathode, 
accelerating any photoelectrons towards the MCP. In gated mode this negative 
potential is repetitively applied, producing a train of gated amplification periods, 
the width of which is defined by the gating pulse. 
Figure 3.4: Photograph showing the major components of the detection unit. 
The image produced by the phosphor can be viewed directly or 
transferred to a recording device. Typically the image is coupled to a CCD 
(OrcaER, Hamamatsu Photonics) using two infinity focussed opposing camera 
lenses of focal length 50mm and 35mm (AF Nikkor 50mm, AF Nikkor 35mm, 
Nikon). The active area of the GOI is circular with a diameter of —18mm, while 
the CCD chip size is 8.67x6.60mm, therefore a central area of 12.4x9.4mm of 
the phosphor screen is recorded. 
3.2.2 	Gate Width Characterisation 
To measure the gate width characteristics, the photocathode was illuminated via 
a ground-glass diffuser and a short pass filter (25DS00 and 360GK25, Comar) 
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using a pulsed UV source (Vanguard 350-HM355, Spectra Physics) at 80MHz 
and lOps pulse duration. The whole phosphor was imaged using a single camera 
lens (C21211, COSMICAR/PENTAX), with a series of images recorded at 
varying time delays between the illumination pulse and the gate position. 
Figure 3.5: Schematic showing experimental set up for gate width measurements. 
For each resolvable area on the photocathode, the time trace (frame-to- 
frame) represents a convolution between the temporal gate profile and the 
illumination pulse profiles. The pulse is nominally lOps, but the combined use of 
a scatterer and fibre produces a "decay" profile with a lifetime —50ps. Figure 
3.6(a) shows the raw gate profile averaged over the whole phosphor area, while 
(b) shows a top-hat function of width 1000ps (the gate-width setting) convolved 
with a single exponential decay of 50ps. 
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Figure 3.6: (a) Raw measured gate profile and (b) theoretical gate profile for 1000ps gate 
width setting. 
To evaluate the gating of the GOI, the opening and closing delays were 
calculated on a pixel by pixel basis. The opening/closing was defined as the pixel 
intensity reaching —50% of its maximum value. Figure 3.7(a) and (b) show the 
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temporal delay at which the gate opens and closes (on a false colour scale) for a 
gate width setting of 1000ps. The gate initially opens in a central area of the 
photocathode, spreading radially outwards across the whole area in —200ps. The 
same behaviour is observed as the gate closes, taking —150ps to close across the 
whole photocathode. This "delay irising" can affect the signal to noise of a gated 
intensity image for short fluorescence lifetime samples (few hundred 
picoseconds), since the relative delay of the opening edge of the gate will 
increase radially with respect to the excitation pulse. 
(a) 
	
(b) 
Figure 3.7: Figure showing (a) opening and (b) closing delay for 1000ps gate width 
(false colour scale in ps). 
As mentioned earlier, a central area of 12.4x9.4mm of the phosphor is 
imaged on to the CCD in the complete detection unit. Figure 3.8(a-e) show the 
calculated gate widths across this imaged area of the photocathode for factory 
defined gate width settings between 1000ps and 200ps. For gate widths >600ps, 
the variation in the gate width is —5% across the field of view. Below this value, 
however, the radial opening and closing of the gate (shown in Figure 3.7 for 
1000ps) is no longer observed and the gate width varies substantially (-50%) 
towards the edge of the field of view. 
65 
1  
123 
20 
115 
110 
106 
100 
1 
100 
 136
3 
fi 
120 
115 
5 
DO 
1  10 
16 
105 
100 
36 
30 
35 
30 
15 
10 
133 1 
12 
 1 5 
0 
05 
(a) 
	
(b) 
	
(c) 
(d) 
	
(e) 
	
(0 
136 
16 
106 
00 
(g) 
Figure 3.8: Images showing measured gate widths as a percentage of the mean gate 
width for settings of (a) 200ps, (b) 400ps, (c) 600ps, (d) 800ps, (e) 1000ps and (f-g) user 
defined gate widths of 1600ps and 2500ps. Colour scale varies from 80-135%. 
Along with the GOI defined gate settings, two further gate widths have 
been achieved by adjusting that voltage settings associated with the gating pulse. 
They have values of 1600 and 2500ps and variation across the field of view <4%. 
3.2.3 	Vignetting 
Vignetting is an effect which results in a decrease in the image intensity towards 
the periphery of the field of view [6]. This effect can be due to a number of 
different causes, including illumination, imaging optics and wide-angle 
vignetting. Figure 3.9 shows a gated fluorescence and a gated white-light 
illuminated image of a paper target using the macroscope (system described in 
Section 5.2.2). In both cases the image appears darker towards the corners. In the 
fluorescence mode the target was illuminated with pulsed laser illumination 
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delivered by a fibre and a holographic diffuser to over fill the field of view, while 
white-light acquisition was simply illuminated by ambient room light, suggesting 
that this effect is not caused by uneven illumination. 
(a) 
	
(b) 
Figure 3.9: Images demonstrating vignetting in a (a) fluorescence gated and (b) white-
light illuminated image of a paper target. 
Optical vignetting is caused by a reduction in the area of the entrance 
pupil (image of the aperture stop viewed from the front of the imaging system) as 
a function of the imaging angle (i.e. distance from the optical axis). In the case of 
the detection unit, there are two imaging systems; the pre-GOI system (e.g. 
microscope, endoscope, etc) and the post-GOI system (i.e. the coupling lenses). 
The above vignetting effect was observed in all pre-GOI imaging systems and 
even in the absence of an imaging system (during noise measurements), where 
plane wave illumination directly impinged on the photocathode. 
Figure 3.10(a) shows an image of the whole phosphor (from gate width 
measurements) using a single camera lens (no optical vignetting) while (b) shows 
the area imaged by the coupling optics. It is clear that there is a reduction in the 
phosphor intensity (gain through GOI) as a function of radius. 
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Figure 3.10: Normalised images using plane wave illumination showing (a) the whole 
phosphor during a gate-width measurement, (b) rescaled central area of (a), (c) through 
the coupling lenses and CCD only (GOI removed) and (d) an acquisiton using complete 
detection unit. 
From the centre of the image to the edge of (b) there is approximately a 30% 
reduction in intensity. Figure 3.10(c) shows the image recorded when a scatterer 
(25DS00, Comar) is placed at the object plane of the coupling lenses (essentially 
replacing the phosphor). In this image a —50% intensity decrease is observed. 
Therefore the vignetting seen in a standard detection unit image, (d), is the result 
of both decreasing gain as a function of radius and more importantly optical 
vignetting in the coupling optics. This results in an intensity drop of —40% in a 
gated image. 
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3.3 	Photon Counting with the GOI 
To perform a photon counting experiment it is important to realise a number of 
criteria. Firstly the experimental method must ensure that only a single photon is 
detected per spatially resolvable area per measurement. In a single point 
measurement this translates to a detection probability (much) less than unity per 
excitation pulse [7]; in the wide-field case this translates to one detected photon 
per resolvable area per CCD integration time. Since integration times are on the 
scale of ms while the gating repetition rate is 80MHz, this also implies working 
with low incident fluxes to ensure low detection probability per pulse. Secondly 
the detection itself typically includes some thresholding. A lower-bound 
threshold aids suppression of dark current (e.g. dark readout level, readout noise 
and fixed pattern noise of the CCD) in the detector while an upper threshold 
suppresses energetic events (e.g. generation of electron signal in the GOI by 
cosmic ray detection). 
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Figure 3.11: Schematic of the optical set-up for photon counting and signal-to-noise 
measurements. 
Figure 3.11 shows the optical set-up used for photon counting and signal-
to-noise measurements (the latter described in Section 3.5.4). The light source 
used was a c.w. LED (DLC2-6SRD, RS), X=660nm, focussed to a point source 
on a rotating ground-glass diffuser by a microscope objective (1000A125, 
Comar). The light was then collimated using a 100mm focal length achromatic 
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lens (E045356, Edmund Optics) and finally illuminated the photocathode of the 
GOI. In photon counting mode, the GOI gain voltage was set to 1600V. At this 
gain voltage a detected photon at the photocathode saturated the CCD and for 
this reason an upper threshold was not utilised during the analysis. A lower 
threshold was utilised, however, to suppress a number of possible noise sources. 
Dark current is due to two main sources in the detection unit: dark current in the 
MCP transferred to the CCD and the noise floor of the CCD itself with the CCD 
readout noise superimposed. 
To realise the requirements for photon counting an ND filter (0.0076% 
transmission, 40GN25, Comar) was placed in front of the photocathode, ensuring 
that on average less than one photon was detected per resolvable area per pulse. 
Also, a range of short integration times were used (<40ms) to ensure single 
photon detection. A measurement of the flux detected by the photocathode was 
then derived from a straight line fit of the photon counting values at the different 
integration times. 
3.3.1 	Image and Data Analysis for Photon Counting 
For a photon counting measurement at a single integration time, one hundred 
images were recorded. A typical unthresholded 12-bit image is shown in Figure 
3.12(a). All 100 images had a lower threshold level applied, resulting in a binary 
mask representing "individual photon" events. From the one hundred recorded 
images, the mean number of photons and the standard deviation per frame were 
calculated. This thresholding process was then repeated at a number of values. 
The measurement was in turn repeated at a number of integration times. 
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Figure 3.12: Images showing (a) a raw 12-bit image and (b-d) binary masks produced 
with an increasing threshold (6%, 40% and 99% thresholds). 
It can be seen from the binary masks (especially at the low threshold 
value of 6%) that the "resolvable area" or the detection area occupied by a single 
photon was larger than that suggested by the unthresholded image. This was 
attributed to the electron cloud spreading transversely between the two MCP 
plates and between the rear of the MCP and the phosphor screen. 
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Figure 3.13: Graphs showing plots of (a) mean number of photons and square of the 
standard deviation as a function of integration time and (b) the fitted offset as a function 
of image threshold. 
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To verify that counting (Poisson) statistics dominated, plots of the mean 
photon number and the square of the mean standard deviation were compared 
(see Figure 3.13(a)). In the Poisson limited regime, the square of the standard 
deviation and the mean count should be equal to within the expected error 
(square root of the mean count). For the data set plotted in Figure 3.13(a) this 
relationship holds for integration times <10ms. Having selected this "Poissonian" 
range, a straight line fit for each intensity threshold value was calculated, with 
the fitted intercept (see Figure 3.13(b)) closest to zero selected as the optimum 
flux measurement. From the gradient of the optimum fit, the flux per pixel was 
calculated. 
Figure 3.14: Graph showing photon counting data measured using gate widths of 1000ps 
and 500ps (latter data set scaled by 2). 
The photon counting technique was also used to measure the relative gate 
widths of the different GOI settings. Using gate widths of 1000ps and 500ps 
respectively, the total calculated photon rates were 3.67ms-1 and 1.88ms-1 for a 
central area of 100x100 pixels. Figure 3.14 shows the data points and fitted 
curves for 1000ps and twice the 500ps gate measurements. The flux calculated 
for these two measurements were 60378 and 61977 photons pixel-Is-' for the 
1000ps and 500ps gates. This represents less than a 3% difference, smaller than 
the percentage stability of the LED (described in the next section), confirming 
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that the relative behaviour of the gate widths is as expected (i.e. gate ratio of 1:2 
for gate widths of 1000ps and 500ps). 
3.3.2 LED Stability Measurement 
The data for the noise measurements described later in this chapter took several 
hours to acquire. The stability of the LED on this time scale was therefore 
important to prevent any systematic drifts or additional noise sources outside 
those introduced by the GOI-CCD detector unit. To check the LED stability, a 
series of photon counting measurements were performed over a three hour 
period. 
Figure 3.15: Graphs showing the photon count against time for two CCD integration 
times. 
The graph in figure 1.3 shows the measured photon count as a function of 
time at two CCD integration times, 10ms and 4ms. The mean number of detected 
photons and standard deviation per integration time were 27.9±1.7 and 11.5±0.7 
photons respectively over a 150 minute measurement period at a threshold level 
of 70%. This corresponds to a variation of —6% in the intensity. Also the data 
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indicated that the LED required —20-30 minutes to stabilise, consequently all 
signal-to-noise measurements were made after this stabilisation period. 
3.4 	Spatial Sampling of Combined GOI-CCD Detector 
In the complete CCD coupled GOI detection unit, there are two spatially discrete 
"detectors"; the MCP and the CCD sensor. As a brief reminder of the detection 
process, when a photon is incident on the photocathode a single electron is 
ejected (the probability governed by quantum efficiency), then accelerated 
toward and subsequently enters a channel of the first MCP plate. Interactions 
with the MCP walls produce secondary electrons which have differing 
trajectories (Figure 3.16) depending on their initial kinetic energy (the electric 
field in a MCP lies along the channel axis). 
Figure 3.16: Schematic showing transverse spread of the electron signal during 
amplification through the GOI due to variation in electron trajectory (relative to channel 
axis), coupling into multiple channels of the second channel plate and further spreading 
prior to the phosphor. 
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At the boundary between the two plates the amplified electron signal 
couples into a number of channels of the second MCP, depending on the electron 
trajectories and any misalignment between the two plates (see Figure 3.16). After 
further amplification in the second plate the electrons are incident on a phosphor 
screen, resulting in further transverse spread due to electron trajectory. Finally 
the phosphor signal is imaged onto a CCD with a given pixel size (i.e. 6.451.1m) 
and CCD binning setting. 
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Figure 3.17: Plots showing (a) single photon events in an image (circle indicates event), 
(b) pixel values for circled photon event and (c) autocorrelation of single photon image 
for lx1 CCD binning. 
To measure the effect of this transverse spread on a point object, the 
single photon counting data was used. Single photon data was recorded at a gain 
voltage of 1600v for CCD hardware binning of lxl, 2x2, 4x4 and 8x8 pixels. 
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Figure 3.17(a) shows a typical single photon image at an integration time of 5ms, 
and (b) the pixel values of the circled photon event for 1 x 1 CCD binning. 
To estimate the maximum spatial sampling frequency of the GOI the 
autocorrelation function of the single photon image was calculated for different 
binning values, Figure 3.17(c) shows this function for 1 xl binning From a 
filtered autocorrelation function, the Fourier transform was calculated, giving the 
detector's power spectral density (PSD). The modulation transfer function (MTF) 
was then estimated as the square root of the normalised PSD. 
C(x,y)= iff(Ax , Ay )f(AX — x, Ay - OclAx d 	 3.1 
PSD(u, v) = fjC(x, y)exp[— 27ti(ux + vy )]cIxdy = 3{C(x, y)} 	 3.2 
1 
[ MTF(u 	PpSsDp(tio:011  , 
where C(x,y) is the autocorrelation of the image f(x,y). 
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Figure 3.18: Plots showing (a) the MTF for different binning value of the CCD and (b) 
at 4x4 binning with different smoothing filters. 
Figure 3.18(a) shows the estimated MTF for different binning values of 
the CCD. The plot gives maximum spatial sampling values of —25, —20, —10 and 
—5 mm-1 for lx 1, 2x2, 4x4 and 8x8 binning respectively. The small change in the 
value from lx1 to 2x2 suggests that both binning values sufficiently sampled the 
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phosphor so that the GOI alone was the limiting factor (autocorrelation plots for 
both settings were very similar). Above a binning value of 2x2, the maximum 
spatial frequency observed halved for each binning increase, which was expected 
since the pixel dimension (i.e. height and width) effectively doubles at each 
increase. Smoothing the data (see Figure 3.18(b)) also resulted in a decrease in 
the maximum spatial frequency sampled. As expected, a box filter had a greater 
effect on the spatial resolution than a Gaussian filter, but in both cases it was a 
smaller effect than pixel binning (low pass filtering as opposed to hard-edge 
binning, description of filtering follows). 
During FLIM acquisitions, the gain voltage used was much less than 
1600v (optimisation of gain voltage follows in Section 3.5). In the case of a 1st 
generation intensifier (simply a photocathode and phosphor, no MCP) the 
limiting resolution is dependent on the accelerating electric field [1], namely 
RL cc 
-K/ 
d 
3.4 
where V is the gain voltage and d the distance between the photocathode and 
phosphor. It is suggested here that an analogous relationship is apparent in the 
GOI. At higher gain voltages the electron trajectories will follow the tube axis 
more closely (due to the greater electric field along this axis), resulting in a 
reduction in the spread of electron trajectories, and ultimately leading to an 
improvement in the limiting resolution. The spatial resolution at 1100v would 
therefore be lower than the calculated values quoted for 1600v. A reduction in 
resolution was also observed as a function of delay by Gundy et al [8] resulting 
from a reduction in contrast. 
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As was seen in Figure 3.12 and Figure 3.17, a single detected photon is 
"registered" across a number of pixels on the CCD sensor. Therefore, during the 
integrated measurement of a few photons (i.e. the dim part of a fluorescence 
decay), this could lead to a speckle effect in the intensity image and ultimately 
reduce the contrast in the fluorescence lifetime image, particularly if a 
continuous false-colour lifetime scale is used. To combat this speckle effect, 
acquired gated images can be smoothed using a low pass box or Gaussian filter 
function, the choice dependent on the particular data set. For large-field tissue 
imaging (spatial scales from mm-cm) a box filter was typically employed since 
tissue is inherently heterogeneous (absorption, scattering, multiple fluorescent 
species) with ill-defined spatial boundaries on the single pixel scale (e.g. from 
large areas of diseased to healthy tissue). The box filter (see Figure 3.19(a,b)) is a 
simple equally weighted spatial average over a defined area (e.g. 3x3 pixels). 
For work at higher magnification (e.g. sectioned tissue and live cell 
imaging) or work involving definite interfaces/boundaries (e.g. mixing in a 
microfluidic device), a Gaussian filter was used to help preserve the spatial 
information. The Gaussian filter (see Figure 3.19(c,d)) is an averaging filter 
peaked at the central pixel. Using both types of filter the spatial information in an 
image is reduced (see Figure 3.18(b)), but naturally less so in the Gaussian filter 
case. 
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Figure 3.19: Plots showing the smoothing different filters used (a) 3x3, (b) 5x5 box 
filters, (c) the 3x3 and (d) 5x5 Gaussian filters with standard deviation of 1 pixel. 
Images showing (e) unfiltered image, image filtered with (f) the 5x5 box and (g) the 5x5 
Gaussian filter. 
The images in Figure 3.19(e-f) show gated macroscope images with the 
CCD binning set to 4x4. Figure 3.19(e) is an unsmoothed image, while (f) and 
(g) have been smoothed using 5x5 box and Gaussian filters respectively. The 
plots below the images show the pixel values along the central row of the image. 
In both cases the filtering reduced the speckled appearance of the image while 
also blurring some of the finer detail (e.g. "10THs" in the top left hand corner), 
the box filter to a greater degree. The box filter also had a noticeable blurring 
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effect on the straight upper edge of the object causing a step like effect since the 
edge was not parallel to the row axis. The plots show that the Gaussian filter (g) 
smoothed the high frequency structure (predominantly speckle) but retained a 
similar shape to the unsmoothed plot (e). The box filter on the other hand also 
removed some of the modulation at lower spatial frequencies, which may contain 
important information depending on the sample. 
3.5 	Noise Characteristics of Detection System 
In the previous section it was shown that the GOI-CCD detection unit is sensitive 
to single photons at high gain voltages. For the measurement of fluorescence 
intensity signals, however, a large number of photons per pixel per CCD 
integration time would be preferable for improved accuracy and reduced time of 
acquisition. Therefore the remainder of this chapter outlines the measurement 
and characterisation of the signal-to-noise properties at reduced gain voltages. 
3.5.1 	Signal-to-Noise Experimental Method 
The experimental variables which define the detection characteristics are the GOI 
gain voltage, GOI gate-width and the CCD integration time, gain and binning. As 
regards the controls on the CCD, the binning will affect the sensitivity and the 
spatial sampling (above 2x2 binning), but should have a negligible effect on the 
overall noise characteristics, since the over-riding functionality will be the noise 
per detected signal photon and the total number of photons detected. Also, the 
primary source of gain in the system is the double MCP plate. Therefore the gain 
function on the CCD is not utilised since any additional gain in the CCD would 
introduce further noise. The only CCD variable to consider therefore is the 
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integration time, but, as will be shown, the CCD noise characteristics and the 
linearity of the CCD remain largely unaffected by the integration time. 
The main variables of concern are therefore those associated with the 
GOI, namely the gain voltage and gate-width. In Section 3.2.2 the different gate-
widths were measured, and further in Section 3.3.1 the relative effect of the gate-
width on photon counting measurements were characterised, such that their 
effect on intensity measurements can be inferred (i.e. halve the gate width and 
obtain half the measured signal at the CCD for a fixed integration time). The 
main GOI parameter to consider is therefore the gain voltage across the MCP. 
3.5.2 	Signal-to-Noise Characteristics for the Orca-ER CCD 
The CCD is used to record the amplified signal produced by the GOI. As a result 
the flux incident on the GOI photocathode, the gate-width and the gain voltage 
will define the integration time required for the full dynamic range of the CCD to 
be utilised. In general it is advisable to use the full dynamic range of the CCD 
since this will maximise the number of signal photons detected, and therefore the 
signal-to-noise, assuming that the CCD-induced noise is largely independent of 
the integration time. 
To measure the CCD noise characteristics, a collimated c.w. LED 
illuminated the CCD chip (see Figure 3.20(a)). At different illumination levels 
(controlled by neutral density filters, GN25 range, Comar) the integration time 
was varied to achieve different signal levels (DN) readout from the CCD2. At 
each data point one hundred images were recorded together with one hundred 
images with no light incident on the sensor (capped), the latter used for "dark 
frame" subtraction. Assuming that the light source is governed by Poisson 
2 The CCD signal is a 12-bit digital number (DN), readout from the CCD electronics. 
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statistics, then the noise characteristics of the electrons generated and stored in 
the CCD sensor will also be governed by Poisson statistics [9]. 
SNRphotoelectrons = (11pcs0 )2 
	 3.5 
where 11 pc is the CCD quantum efficiency and So is the total number of photons 
incident on the photocathode. 
During a lifetime acquisition a number of sequential time gated images 
are recorded, therefore the standard deviation for each individual pixel across the 
one hundred recorded images was calculated rather than considering the variation 
in a single image. The mean value from a central 100x100 pixel area of the 
calculated standard deviation image is plotted in Figure 3.20(b) for the different 
integration times. 
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Figure 3.20: (a) Schematic of measurement set-up, graphs showing (b) the standard 
deviation of CCD DN against the mean DN and (b) the CCD linearity for different 
integration times (legend shows integration time at which full dynamic range of CCD 
used). 
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This graph shows that the relationship between the standard deviation 
(i.e. the noise) and the mean DN (i.e. the signal) is independent of the integration 
time and signal flux. This allows adjustment of the integration time to effectively 
increase the dynamic range of the whole detector unit with no (significant) noise 
penalty. The linearity of the CCD was also examined by plotting L against the 
mean DN, where L [10] is defined as 
D N ref 
intref  
DN 
int 
L = 100 
( 
1 3.6 
and int is the integration time, and DN„flint„f are reference mean DN and 
integration time values (6th point in Figure 3.20(c)). For reasonable integration 
times (<5s) the linearity characteristics of the CCD sensor remain constant, 
degrading at longer integration times. 
The measured readout noise for the CCD was 1.85 DN, a mean dark 
readout level of DNdark = 0.96. int+ 213.9. To account for any fixed pattern 
noise in the CCD, the mean dark readout value, DNdark , was not used for 
background subtraction, but rather a dark frame was acquired and then subtracted 
from the signal frame. 
3.5.3 	Signal to DN Linearity of the GOI-CCD Detection Unit 
The measurement of the signal-to-noise characteristics of the GOI-CCD 
detection unit was performed on the same experimental set-up used for the 
photon counting experiments (see Figure 3.11). 
Initially the linearity of the GOI-CCD detection unit was determined. 
Characterised neutral density filters (glass ND filters, GN25 range, Comar) were 
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used to vary the illumination flux on the photocathode of the GOI. Figure 3.21 
shows the mean signal from a 100x100 pixel area of the CCD as a function of 
detected signal flux for two different gain voltages (and a fixed integration time). 
The graph shows a linear relationship between detected signal flux (up to 3380 
photons pixel-Is-1) and mean CCD signal. At higher photon fluxes this linear 
relationship degrades, with the intensified value falling below the linear 
extrapolation. Checking the CCD pixel histogram, no saturation was observed 
and having measured the linearity of the CCD, the origin of this overall 
saturation behaviour was associated with the GOI. Consequently a gated 
intensity image may not represent directly the intensity distribution of an object 
since the effective quantum efficiency of the system decreases with higher 
intensities. This phenomenon is discussed in greater detail in Section 3.5.6. 
During the measurement of a series of gated images, however, the flux in a single 
pixel (resolvable area of the photocathode) remains constant when averaged over 
many excitation pulses, therefore an acquired decay series for individual pixels 
should be unaffected by this characteristic. 
Signal Flux (pixetls-1) 
Figure 3.21: Graphs showing system nonlinearity at 1000v and 1200v gains as a 
function of detected signal flux. 
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3.5.4 	Signal-to-Noise Characterisation 
To measure the signal-to-noise properties of the detection unit, the gate 
width was fixed to 1000ps and again the illumination source (c.w. LED) was 
kept constant for all measurements, intensity variation provided by neutral 
density filters. For a given neutral density filter, measurements were made at a 
number of integration times to use the full dynamic range of the CCD. Again, at 
each measurement point 100 images were recorded, along with 100 dark images 
(detector capped). This measurement method was repeated at gain voltages of 
1000, 1100, 1200 and 1300v. 
Figure 3.22: Schematic of analysis method for gated intensity data. 
From the 100 measured images, mean and standard deviation intensity 
images were calculated (mean and standard deviation of each pixel over the 100 
acquisitions). This was performed after a mean dark frame (mean of 100 dark 
images) had been subtracted from each individual intensity image. 
During detection, an incident photon is converted to an electron (at the 
photocathode), which is then amplified in the double MCP. The amplified 
electron signal is then converted to a photon signal by the phosphor, recorded by 
the CCD chip and finally readout as a 12-bit image. As a first step, however, a 
simplified model of the detection unit was considered; a photon was converted to 
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an electron at the photocathode, the electron amplified by the MCP and directly 
stored by the CCD. Assuming the linearity of the detection system, for this 
simplified model we have 
DN = k.S 	 3.7 
(VDN )2 .(s.vk )2 +(k.vs)2 ,R02 	 3.8 
where S is the number of detected photons incident on the photocathode during 
an acquisition and k a constant relating the number of photons detected to the DN 
read out. V corresponds to the variation of the value, with RO representing the 
readout noise of the CCD. The expression for VDN results from the error 
propagation for the independent variables S and k. As will be shown, this is an 
over simplification, in particular the coefficient for the second term in equation 
3.8 will not be k2. Therefore the expression for variation in DN was generalised 
to a quadratic equation in S 
(VDN)2 - As2 ± BS + RO2 
	
3.9 
where it is assumed that V 2 = S, the photon signal is governed by Poissonian 
statistics. 
1000 
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Figure 3.23: Graphs showing (a) mean DN and (b) VDN2 against the number of detected 
photons for a gain voltage of 1000v. 
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The value of k for each gain voltage and photon flux (ND filter) 
combination was calculated from a straight line fit of the number of detected 
photons (measured using the photon counting technique, Section 3.3) to the mean 
DN for a 100x100 central pixel area. The coefficients A and B were calculated 
by fitting a quadratic equation to the mean square of the same 100x100 pixel area 
of the standard deviation image. Typical graphs for a gain voltage of 1000v and 
no neutral density filter are shown in Figure 3.23. The curves are fitted to the red 
data points, the values at higher detected photon numbers (blue data points) 
displaying saturation of the CCD, as shown in Figure 3.23(b). 
For the two lower gain voltage values characterised (1000v and 1100v), 
the quadratic A coefficient is negligible, resulting in the straight line appearance 
of the fitted curve in Figure 3.23(b). This results in a linear relationship between 
VDN2 and S, similar to the shot noise variation expected in photon counting 
methodologies, but with an excess noise factor, namely B>1. As a result, the 
noise on a GOI-based measurement will be B times greater than a shot noise 
limited measurement for the same detected signal (see Figure 3.26). At the higher 
gain voltages, the quadratic term becomes significant and the linear relationship 
is lost. 
Gain Voltage 
(V) k (DN/photon) (VDN )2 = AS2 + BS + R 02 
Max no. 
photon 
1000 0.68123 2.97xS+3.4 —5600 
1100 3.7577 59.5xS+3.4 —950 
1200 18.504 5xS2+857xS+3.4 —163 
1300 85.463 213xS2+12000xS+3.4 —30 
Table 3.1: Table showing the fitted values for k, A and B for no neutral density filter at 
the four gain voltages, and the maximum number of photons detectable per pixel before 
saturation. 
Another obvious consequence of increasing gain voltage is the reduced 
dynamic range of the detection unit. Increasing the gain voltage increased the 
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value of k, the coefficient defining the number of DN per detected photon, and 
the noise expected on this value. 
The histograms shown in Figure 3.24 were simulated using the signal and 
noise characteristics in Table 3.1. The mean CCD signal was set to 
DNm5W — 2VDN (where DNm5W is 4096 or 212), including the effect of saturation, 
i.e. if DN > 4096 then DN was set to 4096. These histograms demonstrate that 
higher gain voltages (>1100v) result in wider signal distributions and earlier 
partial CCD saturation, significantly limiting the detector's dynamic range. 
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Figure 3.24: Simulated histograms generated for gain voltages (a) 1000v, (b) 1100v, (c) 
1200v and (d) 1300v using values in Table 3.1. 
Using the equations listed in Table 3.1, it is possible to plot the 
determined signal-to-noise properties of the different gain voltages. Figure 
3.25(a) shows the signal-to-noise ratio (SNR) as a function of CCD signal. This 
is perhaps the most useful representation of the SNR data since it is typically the 
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dynamic range in terms of DN which is optimised for a given gain voltage. This 
graph clearly shows the advantage of working at lower gains (and therefore 
longer CCD integration times) in terms of the signal-to-noise in the acquired 
intensity images. 
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Figure 3.25: Graphs showing the SNR at the different gain voltages as a function of (a) 
DN and (b-c) number of detected photons (different axes limits, curves terminate at 
CCD saturation). 
Figure 3.25(b,c) shows the SNR curves as a function of the number of 
detected signal photons. In Figure 3.25(c) the effect of the quadratic AS2 term in 
the expression for the noise at higher gains can be observed. As the photon 
number increases for gains of 1200v and 1300v, the gradient of the SNR curve 
decreases at a faster rate than at lower gains, indeed the 1200v curve crosses the 
curve for 1100v within its dynamic range limit. In the case of the SNR curves for 
the lower gain voltages, if less than —1600 photons are acquired, then the 
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Figure 3.26: Graphs showing the ratio of the detection unit SNR to the shot limit (curves 
terminate at CCD saturation). 
The signal-to-noise characteristics can also be compared to the shot noise 
limit, the optimum performance for measurement as approached by photon 
counting techniques. The graphs in Figure 3.26 show the relative SNR compared 
to the shot noise limit. For a given number of detected signal photons, the SNR at 
1000v is a constant —2.5 times worse than that achieved by a shot limited system. 
In the case of 1100v this reduces to —2.05 times, and is again constant over this 
range. Comparing the curves for 1000v and 1100v in this manner suggests that 
1100v is the optimum gain voltage, especially if a CCD sensor with an increased 
well capacity (ability to store more electrons and therefore detected photons) or a 
number of integrated frames are acquired. However, the quadratic term (the A 
coefficient) at a gain voltage of 1100v becomes significant at larger numbers of 
detected photons. In fact the SNR curve for 1100v begins to flatten like the 
higher gain curves, and crosses the 1000v curve at —4000 detected photons 
(theoretical extrapolation). In the cases of 1200v and 1300v the reduction in the 
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achieved SNR with increasing number of detected photons is again observed in 
Figure 3.26(b). 
3.5.5 Complex Model 
A more rigorous model would account for all the different stages of the detection 
unit, from the photocathode to the CCD. As a result, from the photocathode to 
the CCD 
DN = ri pc W.Amcp  .Gmcp •Ilphos •TCCD •S 
	
3.10 
Relating to this to the simplified model, k = Amu .Gmcp :flphos • TCCD where AMCP is 
the ratio of the open area and GMCP is the electronic gain of the MCP, iphos is the 
quantum efficiency of the phosphor and TccD accounts for the transmission 
efficiency of the coupling optics and the detection/readout efficiency of the CCD. 
ripc(X), the GOI photocathode quantum efficiency, has also been included for 
completeness. 
The main variable of interest is the electronic gain of the MCP, a direct 
function of the gain voltage. Although a channel in the MCP can be described as 
a continuous resistive strip diode, the amplification process along its length has 
previously been modelled as a discrete number of amplification stages [11] 
(analogous to individual dynodes in a photomultiplier tube). 
Secondary 
Figure 3.27: Schematic of electron amplification in a single MCP channel. 
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A general expression for the electronic gain due to n wall interactions is 
given by GMCP = Gi .Gr"  , where Gi is the gain for the first (the photoelectron's) 
interaction and G is the gain for subsequent interactions. The photoelectron 
experiences a larger initial gain due to the energy obtained during acceleration 
towards the MCP, E photoelectron = e.Vgate 200eV . The secondary electrons 
typically have a lower kinetic energy when they subsequently interact with the 
walls of the MCP, Eelectron e.V,
Vgain  e. 	 where V, is the potential difference 
between wall interactions, given approximately by the gain voltage divided by 
the number of interactions. An expression for the total electronic gain of a single 
channel is therefore 
GMCP 
r 
 
nVgate +  Vgain 	v gain  
nVo 	nV i 	0 
c ix/ 	c(n-1) 
3.11 
where Vo is the voltage corresponding to unit amplification and c is a constant 
describing the single interaction electronic gain, the two terms corresponding to 
the initial and subsequent interactions respectively. 
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Figure 3.28: Plot showing GOI gain voltage against k. 
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In the above equation the only variable (for a given MCP) is the gain 
voltage Vgain. From this equation a linear relationship between the log of the gain 
and the gain voltage can be deduced, namely 
logio (Gmcp)=c(n-1).logio(H +c.loglo 
V 
( g te 
V ai 	 a 
assuming that Vgain << n.Vgate. This relationship is shown in Figure 3.28, where 
the gain voltage has been plotted against k. The fact that a linear relationship can 
be observed between k and Vgain also confirms that there is a linear relationship 
between the amplified electronic signal leaving the MCP and the DN readout 
from the CCD (as expected). 
The variety of electron multiplying materials and configurations has 
resulted in reported secondary electron distributions characterised by Poisson 
through to exponential distribution statistics [12]. Therefore the Polya 
distribution function is typically used as a description of the secondary electron 
statistics. 
\_n 	n. -1 
P(ne ,b)= a.(1+bne r 0 ib) 
ne! 
where P(ne,b) is the probability of observing ne secondary electrons as a function 
of ne , the mean, and b, a parameter which controls the shape of the distribution. 
The limiting cases of the distribution occur at b=0 and b=1, which are the 
Poisson and the exponential distributions respectively. The variance of this 
function is given by 
(an. )2. brie 2 ± ne 	 3.14 
Comparing this expression with the measured DN variance gives a 
possible explanation of the transition from the linear relationship between the 
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signal and VDN2 to a quadratic relationship with increasing gain. As the gain 
voltage is increased the distribution of secondary electrons leaving the MCP 
becomes less "Poissonian-like" through the impact of the factor b, occurring 
between 1100v and 1200v for the characterised GOI. 
3.5.6 	Reduction in System Quantum Efficiency with Signal Flux 
In the above noise analysis, a time independent strategy was employed to 
overcome the problem of dynamic range. Ultimately, however, the system is 
used to image real fluorescent samples using diverse optical systems, resulting in 
different fluorescence flux levels incident on the photocathode. 
Figure 3.29: Graph showing the increase in k with a decrease in incident signal flux 
(lines just for guide). 
The calculated detected photon flux (described in Section 3.3) during the 
noise measurements was 4220 /pixel/s, corresponding to 1952 and 1084 /pixel/s 
for the two neutral density filters used subsequently. Figure 3.29 shows the 
calculated values of k as a function of the detected signal flux. A clear trend is 
evident at each gain voltage, the value of k increases with decreasing incident 
flux. 
The fact that the same trend is seen at different gains, but the same 
incident flux, suggests that this characteristic is predominantly due to the 
photocathode itself. If saturation of the MCP channels or the phosphor were 
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responsible, then correlation with high gains voltages (hence short integration 
times) should be observed. The change in overall quantum efficiency was 
therefore associated with a reduction in the steady state quantum efficiency of the 
photocathode itself [13]. 
During a decay acquisition this change in the detection unit quantum 
efficiency should not have any systematic effect on the calculated lifetime for 
any given pixel, although the signal-to-noise may show slight variation between 
pixels, particularly at the higher gain voltages. This is due to the fact that for a 
given pixel the flux on the photocathode is essentially steady state, fluorescence 
decays being measured occur on shorter time scales than the time response of the 
photocathode (typically nanosecond) and the photocathode is constantly 
illuminated, unlike the MCP, phosphor and CCD, which "see" a gated signal. 
3.6 	Delay Box Characterisation 
Two different delay generators were used in conjunction with the fluorescence 
lifetime acquisition programme. The original delay box (Precision Delay 
Generator, Kentech Instruments Ltd) comprised a large number of calibrated 
delay lines. The programmed delay change was selected by switching relays and 
passing the trigger signal through the requisite number of delay lines. Due to the 
relay switching, a delay change took —250ms, the smallest incremental delay 
being 25ps over a 2Ons range. 
A new all solid state delay box (HDG, Kentch Instruments Ltd), which 
works by changing the relative phase of an input signal, was designed and built 
for our experiments and incorporated into the set up. It produces incremental 
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Figure 3.30: Plots showing (a) typical trace with fit produced from delay box, (b) 
calculated phase (wrapped) and (c) actual delay as a function of programmed delay. 
To check the calibration of the fast delay box a sinusoidal signal was 
applied to the input of the delay unit and the output signal sampled every 200ps 
and recorded using an oscilloscope (TDS 320, Tektronix). The programmed 
delay was then adjusted and the shifted output signal recorded. Finally a sinusoid 
was fitted to each recorded trace, shown in Figure 3.30(a), using a nonlinear least 
squares fitting algorithm (MATLAB 7.0, optimisation toolbox). From the 
frequency and phase coefficients the relative delay was calculated (see Equations 
3.15 and 3.16). The calculated root mean square error on the programmed delay 
was —50ps over a 5ns range (-1% uncertainty). 
y = A sin(Bx +C)+D 	 3.15 
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Typically, both delay boxes were incorporated into the lifetime system. 
The original delay box used to manually adjust the relative delay of the 
excitation pulse, while the fast delay box interfaced with the control programme 
to provide fast switching during a FLIM acquisition. 
3.7 Conclusion 
In this chapter the noise characteristics of the combined GOI and CCD detection 
unit were measured as a function of both incident flux and the intensifier gain 
voltage. An obvious conclusion from these experiments is that working at lower 
gain values has a number of clear advantages. Firstly, the dynamic range of the 
system improves with decreasing gain voltage, that is to say the number of 
detected signal photons per digital number increases. Secondly, gains of 1000 
and 1100v display Poisson-like noise statistics since the square of the noise 
varies proportionally to the signal. 
Other characteristics of the system have also been measured. To ensure 
even, radial gating across the photocathode gates widths >600ps should be used. 
Gated intensity images also display vignetting due to a combination of uneven 
gain and the coupling optics between the phosphor and the CCD. This can result 
in intensity reduction of up to 40% towards the edge of the field of detection. 
While this effects the gated intensity images, the calculated fluorescence lifetime 
images should remain unaffected from systematic error (a part from a reduction 
in the SNR) since they are inherently ratio-metric in nature. 
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This chapter has not considered the noise in a gated intensity image as a 
function of the acquisition speed. This is explored in the next chapter when a 
series of gated images are recorded to calculate a fluorescence lifetime image. A 
trade off can be made however between the gate width and the integration time. 
To increase the acquisition speed of a gated intensity image the gate width can be 
increased (up to 2.5ns) and a corresponding decrease in integration time will be 
observed without affecting the noise characteristics. Increasing the gate width 
will also increase the ratio of the number of photons detected to the number 
incident on the photocathode, improving the overall photon efficiency of the 
system. 
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4 	Wide-field Time Domain 
Fluorescence Lifetime Imaging 
In this chapter the accuracy of different wide-field time domain FLIM 
acquisition methods are examined using the noise characteristics measured in the 
last chapter. Initially, FLIM techniques that require iterative fitting algorithms for 
fluorescence lifetime determination are investigated. These include techniques 
where the acquisition parameters are kept constant, the CCD integration time is 
increased with gate-delay position and areas of the image are saturated in short 
gate-delay positions. After examining these iterative methods, analytic FLIM 
techniques are examined, where just two or three intensity gates are acquired and 
the fluorescence lifetime is directly calculated. In the final part of the chapter, 
TCSPC and wide-field FLIM techniques are compared. This comparison is 
undertaken on the basis of accuracy of the determined fluorescence lifetime as a 
function of the number of signal photons acquired and the actual time of 
acquisition. 
• Iterative wide-field FLIM 
• Varying CCD integration time with gate delay 
• Saturated CCD FLIM 
• Analytic Rapid FLIM 
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• Simulated comparison of acquisition speed and fluorescence lifetime 
accuracy of TCSPC and wide-field FLIM 
4.1 	Iterative Wide-field Time Domain Fluorescence Lifetime 
Imaging 
In the major fluorescence lifetime measurement techniques (i.e. TCSPC, time-
domain and frequency domain) a number of intensity measurements are 
acquired, with the fluorescence lifetime calculation performed subsequently 
using an iterative fitting technique. In the case of TCSPC and time-domain 
FLIM, a decay model (e.g. a single exponential) is directly applied to the 
measured data, while frequency-domain FLIM applies a sinusoidal function, with 
subsequent lifetime calculation from the sinusoid characteristics (see Section 
2.2.3). For the remainder of this thesis, the technique of acquiring a number of 
time delayed intensity gates followed by iterative fitting, will be referred to as the 
"standard" FLIM technique. 
Figure 4.1: Schematic system design for a time-domain FLIM system. 
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In the standard FLIM acquisition technique, a number of linearly spaced 
time gated images are recorded with respect to the excitation pulse. Each gated 
image is actually a summation of many gated events incident on the 
photocathode at the laser repetition rate, amplified and emitted from the 
phosphor and finally integrated by the CCD (GOI rate typically 10's MHz, CCD 
rate typically —Hz). 
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Figure 4.2: Representations of acquired gated decay data (a) with respect to a single 
excitation pulse and fluorescence decay and (b) the actual acquisition method. 
4.1.1 	Standard Acquisition Procedure 
During an acquisition the GOI is triggered at the repetition rate of a 
pulsed laser source (typically 80MHz) via a temporal delay box. The CCD is 
then externally triggered by the acquisition programme and integrates the signal 
from the GOI for a user defined period. After integration, the CCD reads out and 
the delay box switches to the next temporal delay (gate shifts with respect to 
excitation pulse). This process is then repeated for a user defined number of 
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delays. The acquisition settings and hardware are controlled using an in-house 
developed programme written in LabView 7.1. 
Figure 4.2(a) shows a fluorescence decay and acquired gate positions 
plotted with respect to a single excitation pulse, and represents the data exported 
to the fitting programme. Each gated image, however, is actually a summation 
over many excitation pulses (typically —106) as represented in Figure 4.2(b). 
Since the CCD is used in external triggering mode, which allows control over the 
integration time, it works in an analogous way to a full frame CCD. Therefore, 
during readout from the CCD, no signal is recorded, although the sample is still 
being illuminated and the GOI is still gating. For this reason the gates are 
acquired in reverse order, starting with the longest delay (see Figure 4.2(a)). This 
reduces the effect of the previous gated signal on the next required frame (decay 
time of phosphor — switching time of fast delay box). In some implementations, a 
shutter can be deployed to block the excitation unless the CCD is actually 
recording. The time required for CCD readout is binning dependent, the values 
listed in Table 4.1. 
Binning Readout Time (ms) 
lx1 119.7 
2x2 60.77 
4x4 34.42 
8x8 22.07 
Table 4.1: Readout times of CCD as function of binning [1]. 
4.1.2 	Fitting Strategies for Exponential Decay Data 
Before describing the effect of sampling strategies, noise and acquisition settings 
on the accuracy of the determined fluorescence lifetime, a brief introduction to 
the fitting technique used during this work is given. There are a number of 
standard fitting techniques that can be used to determine the fluorescence decay 
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time, including the least squares [2], maximum likelihood estimation [3] and 
maximum entropy techniques [4]. At the time of writing this thesis a number of 
different approaches are being investigated in terms of convergence speed and 
accuracy [5], with the Levenberg-Marquardt [2,6] least squares approach 
currently incorporated into the in-house fitting programme (implemented in 
C++). Therefore the least squares fitting technique is used for the work 
throughout this thesis. 
The least squares method is based on the assumption that the individual 
measurement points are governed by a normal distribution, therefore 
minimisation of x2 results in the best fit to the data (N data points), where 
x2 = 	(yi f (Xi))2  
2 
	 4.1 
1=1 	ay! 
yi are the measured data points, f(xi) the function used to fit the data and ayi the 
width or error associated with each data point. If y = f(x) is a linear equation then 
the expression for x2 can be differentiated with respect to the coefficients 
(gradient and offset) and analytic expressions derived for both [7]. This 
technique is called linear least squares fitting. For a single exponential fit this is 
achieved by taking the natural log of the decay equation 
I =10 exp(— —t 	In® = 14 	t0 )— - 	 4.2 
The lifetime is therefore --(gradient)-1. This linearisation of the equation, 
however, also requires a change in the noise distribution associated with each 
measurement, resulting in a noise characteristics no longer represented by a 
normal distribution. Therefore this analytic technique is not utilised. 
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Since f(x) is not linearised (or for more complex models cannot be 
linearised) an iterative method, which finds the minimum of x2 numerically, can 
be used, called nonlinear least squares fitting (NLLS). The Levenberg-Marquardt 
algorithm [2,6], which calculates both a change in direction and magnitude of the 
fitting coefficients when converging on the minimum of x2, was used to fit 
fluorescence decays. 
Weighting factors were included (although the algorithm can be 
implemented with equal weighting of every data point) since particular data sets 
may span several decades of intensity. If single exponential photon counting data 
is considered (shot noise limited data), then the expected error is the square root 
of the measured value (i.e. al = ). If the first data point is —10000 counts, then 
after 3T the signal will be —500, so the absolute expected error on the second 
point is —0.22 times smaller than that on the first point, therefore a greater 
weighting is applied to this more accurate point. In the case of shot noise limited 
data the x2 equation can be simplified to 
x2 = 1E1 (Yi f(Xir or x2 = 	(YI f(Xir 
1=1 	Yi 	 f(x) 
4.3 
the Nyman's and Pearson's X2 test respectively. The Pearson's test, which 
weights by the decay model f(x), was implemented in the fitting programme for 
the work reported here. 
4.13 Sampling and Fitting Using a Standard Wide-field FLIM 
Acquisition 
In the standard technique, the acquisition settings are selected with reference to 
the shortest delay value (brightest gate), with the gain, gate width and CCD 
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integration time set such that the full dynamic range of the CCD is utilised (gain 
and gate width are typically pre-selected, i.e. 1100v and 1000ps). Naturally, since 
decays are being sampled, the signal recorded reduces with increasing delay. 
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Figure 4.3: Generated plots showing (a) a single exponential decay with GOI-noise error 
bars and (b) the data points represented on a SNR curve. 
Figure 4.3(a) shows a simulated single exponential decay linearly 
sampled over 5T (where i is the fluorescence lifetime) at a gain voltage of 1100v, 
while (b) shows the data points plotted on the SNR curve for this gain voltage as 
a function of the CCD signal. One rule of thumb suggests sampling the decay as 
long as the signal exceeds the noise [8]. In the case of a gain voltage of 1100v the 
SNR (values in Table 3.1) is given by 
3.76S 
SNRiloo — 
which suggested a sampling extent of —5.4T. For 1000v, 1200v and 1300v the 
limiting sampling extents given by the SNR curves are —6.5T, —4T and —3T 
respectively. 
Using the noise characteristics measured in the last chapter, noisy 
exponential decay data (assuming Gaussian noise) was simulated and then fitted 
to explore the effect of the gain voltage and sampling strategy on fluorescence 
lifetime determination accuracy. 
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Figure 4.4: Graphs showing simulated accuracy of fitted lifetimes as a function of 
sampling extent for gain voltages (a) 1000v, (b) 1100v, (c) 1200v and (d) 1300v. Graph 
(b) also shows measured fluorescence lifetime standard deviations for the dye 
Stilbene_3. 
Figure 4.4 shows the standard deviation in the calculated lifetime for 
simulated data sampled to different extents by eleven time gates. In the 
simulation the brightest gate had a mean maximum value of DN=DNmax-2Vgain, 
where Vgain is the noise in a gated intensity measurement at a given gain voltage 
(see Section 3.5.4). 
Figure 4.4(b) also shows the standard deviation in the determined lifetime 
for experimental data from a multiwell-plater fluorescence lifetime acquisition 
using the fluorescent dye Stilbene_3 [9] with a gain voltage of 1100v, gate width 
1000ps and integration time of 0.05s per frame. To calculate the standard 
deviation, pixels in the first time gate with intensity values in the range 
1  Acquired using the macroscope. See Section 5.2.2. 
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2500<DN<3500 were selected. It is clear that the measured standard deviation 
was greater than that expected from the simulations, especially at increased 
sampling extents. This difference is attributed to two causes; the breakdown of 
the noise model at low signal levels and the distribution of pixel intensities. 
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Figure 4.5: Intensity histograms for intensity gates at lOns and Ons delay for Stilbene_3 
(a and b respectively) and simulated (c and d respectively) data. 
Figure 4.5 shows the measured (a,b) and simulated (c,d) intensity 
histograms for gates at delays of 10 and Ons (the darkest and brightest gates 
respectively). The simulated noise assumes a normal distribution of values 
around a mean, the width of which are listed in Table 3.1, Section 3.5.4, 
calculated from the noise measurements. If the shot noise model is considered, 
then a normal distribution no longer accurately describes the probability density 
function of a small number of detected events (<10 typically assumed to be the 
limit), instead the Poisson distribution should be employed. At a gain of 1100v 
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the mean expected number of detected photons per integration time falls below 
10 at a delay of —4T. Therefore for all gates simulated with delays greater than 
4T, the noise is underestimated and leads to a more accurate lifetime 
determination than was experimentally observed. This explains why the standard 
deviation curves (simulated and measured) deviate with increasing sampling 
extent beyond this 4T value. 
The reason for the slight increased standard deviation of the experimental 
data compared to the simulation at values less than 4T can be understood by 
considering the histograms of the brightest intensity gate. Having selected pixels 
with values 2500<DN<3500 the resultant histogram, shown in Figure 4.5(b), 
shows a skew towards the lower limit (i.e. mean < 3000DN), due to uneven 
illumination/collection across the field of view. This reduced the SNR and 
ultimately increased the error in the calculated lifetime. This effect is however 
small and the curves agree to within 1% below the 4T limit. 
While a 4T sampling extent is optimum for the brightest features in the 
field of view (those that use the full dynamic range of the CCD), this condition is 
realistically only apparent in a small percentage of the image. Therefore, 
considering that the mean signal level is — 3/4 DN.,„ the optimum sampling 
extent reduces to —3T. This value will be adopted as the optimum sampling extent 
for the remainder of this thesis. 
4.1.4 	Integration vs. Averaging 
Figure 4.4 has shown that, for a given gain (with a given SNR curve), there is an 
optimum sampling extent that minimises the error in the fitted lifetime. Also the 
most accurate lifetime determinations are achieved using a gain voltage of 1000v 
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(resulting from the greatest number of photons acquired). However, more than 
one image can be acquired at a given delay setting and an averaged (or simply 
summed) image can be calculated at each delay and then the fluorescence 
lifetime calculated. 
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Signal(DN 
Figure 4.6: Graphs showing SNR curves for 1000v (red) and 1100v (blue) with n 
averaged frames. 
In the case where a number of frames are summed, the new signal 
(DN/pixel) is directly proportional to the number of frames. The noise in the 
summed image however is proportional to the square root of the number of 
frames since the uncertainties are summed in quadrature. Therefore 
DN,„, = n.DN1 	 4.5 
VDN,L,r„ 	VDN1 •\r1  
n.D1\11  SNR,„,, 	= SNRorn 
VDN, n 
where DN is the CCD signal, VDN the associated error and n the number of 
summed frames. The subscript 1 refers to a single acquisition. Figure 4.6 shows a 
SNR comparison at voltage gains of 1000v and 1100v, the latter also having been 
averaged from 2 to 5 times. Even though 1100v has inferior SNR characteristics, 
by summing four images together the SNR of the composite image is similar to a 
single acquisition at 1000v. By summing four images the acquisition time at 
4.6 
4.7 
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1100v obviously increases. The different gain settings were therefore compared 
by the total acquisition time. 
intgain = 
DN 
4.8 
kgain4s 
Equation 4.8 describes the integration time required to achieve a CCD 
signal, DN, given a signal flux 4)s at a particular gain. Since fluorescence lifetime 
acquisitions are set up with reference to the brightest gate (i.e. the integration 
time), the relative time taken to use the full dynamic range of the CCD can be 
calculated for 1000v and 1100v using Equation 4.8. 
DN1000 k1100 	3829 3.7577 5.9 
	
4.9 
k1000 DNiloo  0.68123 3555 
Given a fixed flux therefore, a gain voltage of 1000v takes —6 times 
longer to "fill" the CCD compared to 1100v. Consequently, an average of four 
1100v frames had a comparable SNR to the 1000v case, but only takes — % of 
the total integration time. The total acquisition time, however, also includes the 
readout time of the CCD per integration, reducing this advantage. A similar 
reduction in total acquisition is also apparent between 1100v and 1200v at low 
CCD signal levels. At larger signals (e.g. using the full dynamic range of the 
CCD), the SNR curve at 1200v flattens out such that the SNR is no longer 
comparable across the full dynamic range (see Figure 3.26, Section 3.5.4). 
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Figure 4.7: Lifetime histograms and images for (a) a single acquisition at 1000v, (b) 4 
averages at 1100v and (c) 6 averages at 1100v of Stilbene_3. 
Figure 4.7 shows fluorescence lifetime histograms and images2 obtained 
using eleven time gates to sample the fluorescence decay profile of Stilbene_3 
[9], acquired at (a) 1000v, (b) 1100v with four averages and (c) 1100v with six 
averages. The single gate integration time for the 1000v acquisition was 0.3s, 
while at 1100v it was 0.05s (four or six frames acquired at each gate position). 
This resulted in total integration times of 3.3s, 2.2s and 3.3s for the three 
acquisitions respectively, achieving standard deviations of 51ps, 54ps and 43ps. 
Comparing the acquisitions at 1000v and four averages at 1100v, the lifetime 
accuracy (standard deviation) was almost equal, but the latter took % of the 
time. Not only would this improve the speed of acquisition, but the total power 
2  Acquired using the macroscope. See Section 5.2.2. 
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incident on the sample would also be reduced, decreasing possible photo-toxic 
effects of the excitation radiation. Taking six averages at 1100v resulted in an 
improved accuracy compared to the 1000v acquisition with equal total 
integration times or equal integrated power on the sample. 
The CCD, however, was used in externally trigged mode (see Section 
4.1.1), therefore the readout time of the CCD increased the total acquisition time 
by —34ms per frame. The total acquisition times were 3.7s, 3.7s and 5.6s for the 
three acquisitions, reducing the advantage of the higher gain in terms of speed of 
acquisition, but not in terms of integrated power incident on the sample if a 
shutter is incorporated into the illumination channel. At increased integration 
times, 1100v regains its time advantage since the readout time is constant 
(independent of integration time). For example at an integration time of 0.6s and 
0.1s for 1000v and 1100v respectively the total acquisition times for equal 
accuracy would be 7.0s and 5.9s for an eleven gate acquisition. 
4.2 	Varying the CCD Integration Time 
Figure 4.3 showed the CCD signal and the equivalent SNR values obtained if the 
integration time remains constant during an acquisition. To optimise the SNR for 
each delay measurement, the full dynamic range of the CCD should be utilised, 
achievable by increasing the integration time with increasing delay. 
113 
IH I 	 
E 2000 
15013 - 
1000 - 
500 . Standard 
Varying Int 
° 0 U.S 1 1:5 2 2.5 3 3.5 4 4.5 
Time (n) 
Figure 4.8: Graph showing generated raw and adjusted data for increasing integration 
time with GOI-noise error bars. 
In the optimum case (shown in Figure 4.8), the series of recorded time 
gated images can exhibit a constant intensity by appropriate adjustment of the 
CCD integration time. This case of course requires a priori knowledge of the 
fluorescence lifetime since the required integration time as a function of delay is 
given by 
int = int, .exp 
where int ( is the integration time for the brightest gate (shortest delay). To regain 
the decay curve, each data point must be adjusted by the integration time, giving 
DNadj  
VDNadi 
SNRadj = 
DNmeas 
DNmeas 
4.11 
4.12 
4.13 
int ) 
l int 
int 
DNmeas 
VDN1„,es 
In the optimum case DN. would be equal for every point, therefore the SNR 
for each point would be constant. As a result, different weighting factors should 
be employed since the noise varies as exp , and not exp --t as in the 
shot noise limited case. 
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Figure 4.9: Graphs showing (a) average intensity gate measurements and (b) lifetime 
histograms for a standard (blue) and an increasing integration time (red) acquisition. 
Lifetime images for the (c) standard acquisition and (d) increasing integration 
acquisition. 
Figure 4.9(a) shows the average gated intensity values for a well-plate 
lifetime acquisition3 of the fluorescent dye Stilbene_3 [9], acquired using the 
standard fixed integration and the increasing integration methods (both raw and 
scaled data shown). From these two acquisitions, the mean lifetimes, calculated 
from the histograms in Figure 4.9(b), were 988±112ps and 890±55ps for the 
standard and increasing integration time method respectively. By increasing the 
subsequent integration times, the width of the lifetime histogram was reduced by 
—50%, but at the expense of acquisition time. In terms of total integration time 
(ignoring readout and delay switching which are equal in both cases) the standard 
method took 0.3s, while the increasing integration method took 5.92s, almost 20 
3 Acquired using the macroscope. See Section 5.2.2. 
1 1 5 
times longer. Figure 4.9(c,d) show the resultant lifetime images of the multiwell-
plates. 
Along with the reduction in the standard deviation of the fluorescence 
lifetime, a shift in the mean lifetime was also observed (from 988ps to 890ps). 
This shift is due to the effect that noise has on the decay curve fitting. Using the 
NLLS technique, dim measurements (i.e. those no longer governed by a 
Gaussian noise distribution) cause a shift to longer lifetime values. This 
systematic fitting error is investigated further in the thesis by Ian Munro [5]. 
Using this acquisition method, the fluorescence decay could be sampled 
at arbitrarily large delays, but an upper limit is imposed by background light and 
ultimately by the maximum integration time of the CCD. Using this particular 
CCD (OrcaER, Hamamatsu Photonics) the maximum integration time is 10s, but 
significant fixed pattern noise (significant and repeated spatial variation of the 
dark frame signal) was observed for integration times >5s. At a delay of 3; the 
optimum integration time would increase by a factor of —20 compared to the 
shortest integration time. As a result decays are not realistically sampled at larger 
delays than in a standard fluorescence lifetime acquisition. 
4.3 	Saturated Acquisition 
As has been mentioned previously, when setting the integration time for a 
lifetime acquisition the full dynamic range of the CCD should be utilised. 
Typically this condition can not be satisfied for the whole image, whether due to 
uneven illumination, vignetting, uneven fluorescence from the sample itself or a 
combination of factors. 
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One possible solution is to average (or sum) (see Section 4.1.4) a number 
of frames that resulted in a satisfactory lifetime accuracy for a given signal level. 
For example if a "dark" area of an image has one half the intensity of the 
brightest area, then summing four images results in a SNR value equal to the 
brightest area after one acquisition (assuming Poissonian-like noise and no 
offset). A relative accuracy difference in the lifetime determination would still 
exist however since the brightest area would also be imaged four times, 
improving its accuracy. 
An alternative approach would use the full dynamic range of the CCD for 
the darker area of the image. This would of course saturate areas with higher 
intensity and care must be taken to avoid damaging the CCD. As the delay 
increases, the signal in each pixel would fall and a decay curve could be fitted for 
the brighter pixels when the CCD signal falls below saturation. 
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Figure 4.10: Curves showing actual (lines) and measured gated intensities (points) for 
saturated acquisition. 
The curves in Figure 4.10 show two simulated single exponential decays, 
one with twice the initial intensity. If the acquisition settings are set such that the 
darker curve uses the full dynamic range of the CCD the initial points of the 
brighter curve are saturated (circles), therefore an exponential decay can only be 
fitted after the third data point. 
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Figure 4.11: (a) First time gated images of different concentrations of Stilbene_3 using a 
standard (top) and a saturated acquisition, and decay curves for each well in (b) the 
standard and (c) saturated acquisitions. 
To assess this acquisition technique, four different concentrations of 
Stilbene_3 [9] (1%, 4%, 20% and 100% from left to right in Figure 4.11(a)) from 
a stock solution of 0.25g/1 (4.4x104M) were imaged. The top image in Figure 
4.11(a) shows the first time gated image in a standard acquisition with an 
integration time of 0.1s, together with the mean intensity decays for each well 
shown in (b). In the lower gated image the integration time was increased to ls, 
the full dynamic range of the CCD utilised for the 1% solution with the decay 
curves shown in (c). 
To calculate the lifetime in the saturated acquisition each well could be 
fitted separately, starting from the appropriate data point (the first below 
saturation). A composite lifetime image could then be reconstructed from the 
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four separate analyses. Each well would therefore have a lifetime calculated 
using a different number of data points sampling a different range of delays. This 
method would become time consuming if a more realistic object is imaged, since 
areas of similar intensity would not be neatly grouped together as they are in a 
multiwell-plate. 
An alternative approach is to create a set of composite gated intensity 
images from the data. This approach identifies the delay point at which a pixel 
value falls below saturation, and then shifts that delay point and a fixed number 
of subsequent delay points to a common origin (i.e. zero delay). The result is a 
set of composite decay images where the intensity across the field of view in the 
first composite gate is uniform. These composite images are created from the 
original data using an appropriate set of binary masks. 
Figure 4.12 shows the binary masks generated form the first fifteen 
images of the saturated run in the demonstration experiment with a series of 
thirty time-gated images. The white areas in each mask represent the pixels 
which have just fallen below the saturation level at that particular gate delay. The 
first composite time gate was created from the sum of the first fifteen images 
multiplied by their corresponding mask. The next time gate was the sum of 
images two to sixteen multiplied by the masks and for the final time gate, the 
sum of images fifteen to twenty-nine multiplied by the masks. These images 
were then used in the processing programme. 
119 
OD 
CO 
C1) 
CU it 
N 
2 
;10 
• 
WI* .11•011. 
N 
ILO 
t 
• 
S. 
t_ 
CO 
2 
Figure 4.12: Binary masks (white=1, black=0) created from the first fifteen time gated 
images of the saturated run showing areas just falling below CCD saturation (white). 
Comparing Figure 4.13(a,b) and Figure 4.11(a,b) it is clear that the 
composite time gates created from the saturated acquisition had a much more 
uniform appearance. This was confirmed by plotting the mean decay from each 
well (Figure 4.13(b)) which shows four curves with similar initial intensity and 
fluorescence lifetimes despite the difference in concentration of Stilbene_3. As a 
result the accuracy of the lifetime across all the wells was approximately equal, 
shown in Figure 4.13(c). 
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Figure 4.13: Images showing (a) composite first time gated image, (b) composite decay 
curves from each well and (c) the standard deviation in each well from the standard (red) 
and saturated (blue) acquisitions. 
The acquisition method described in this section relies on the fact that the 
start position of the fluorescence decay (to) in any pixel can be arbitrarily chosen. 
This only holds for the single exponential decay model. Therefore, if a sample 
with complex decay characteristics was imaged using this technique, the 
resultant lifetime image would contain systematic "shifts" in the calculated 
lifetimes due to the different to position, unless a priori knowledge allowed for 
correction. In general, the multiple fluorescence species encountered in 
autofluorescence imaging of tissue together with complex optical properties (i.e. 
significant scattering) make this technique unsuitable for such samples (see 
Section 6.1.1). 
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4.4 	Analytic Rapid FLIM 
The standard lifetime acquisition procedure typically takes 10's of seconds to 
produce a fluorescence lifetime image. This time is split approximately equally 
(depending on number of gates, integration time, etc) between recording the 
series of delayed images and the iterative fitting procedure. In certain instances 
increasing the rate of acquisition and processing (independently) can be 
important, e.g. for real-time (clinical) imaging applications or for high-
throughput screening. 
Since time domain FLIM is dependent on serial acquisition of the time-
gated images, any movement of the sample by a few pixels during the acquisition 
results in lifetime artefacts [10], with movements on larger scales preventing the 
calculation of a useful FLIM image at all. Image registration software could be 
used for re-alignment of the images, but would increase the processing time and 
would have to cope with low signal-to-noise images (for gates at long delay 
times), probably reducing its effectiveness. Reduced total acquisition times 
would naturally lead to reduced exposure of a sample to excitation radiation, 
which could help reduce photo-bleaching and/or photo-toxicity experienced by 
the sample. Reducing the processing time required would have the simple benefit 
of a more immediate visual result. This could allow for a live update, ultimately 
running at the acquisition rate of the hardware. 
To increase both the acquisition and processing speed, analytic solutions 
can be used to calculate the characteristic decay time of simple exponential 
decays [11]. In the simplest case, a single exponential with no offset, only two 
separated (delayed) intensity measurements are required. Similar rapid analytic 
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techniques have been demonstrated at 25Hz [12] in the frequency domain and up 
to 100Hz in the time domain [13]. The latter [13] relied on an optical delay path 
to acquire both gated images (delayed with respect to each other) simultaneously 
on the same intensifier (single shot acquisition). As a result, the gate separation 
remained fixed, precluding further optimisation of the acquisition parameters 
(see Sections 4.4.1 and 4.4.2). A novel segmented GOI, capable of single shot 
time-domain FLIM, has also been demonstrated [14], allowing flexible 
positioning of up to four independent time gates. Both techniques [13,14], 
however, rely on image registration before the analytic lifetime calculation can 
be carried out. 
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Figure 4.14: Representations of the (a) two gate and (b) three gate analytic lifetime 
acquisition, gate delay separation s and gate width AT. 
The equation for the fluorescence lifetime calculation can be derived 
considering two separated intensity points or two intensity areas (shown in 
Figure 4.14(a)), the latter being the more realistic case since large gate widths 
(e.g. ---r) will help reduce the acquisition time. Assuming that a gate opens at 
position t1 , the integrated intensities (Igi and Ig2) are given by 
t AT = lo T eXP — 	1 — eXP — 
\ 	\ 	ti 
4.14 
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where s is the gate separation and AT the gate width. When expressed in this 
form it can be seen that the gate width AT affects the magnitude of the 
measurement (i.e. Igi and Ig2), but their relative values remain unchanged by this 
gate function. To extract the fluorescence lifetime (the decay constant) a ratio of 
the gates is taken and rearranged, to give 
ti= 
In I gl 
I g2 
4.16 
To calculate more complex exponential decays, further intensity gates are 
required. In the case of a single exponential with a d.c. offset (Figure 4.14(b)) 
three gates are required and the decay characteristics are given by 
and offset = Ig2 	
I g2 — Ig3 
1- 1—exp AT 
4.17 
S 
4.4.1 	Optimisation of Analytic Rapid FLIM: Fixed Integration Time 
Since the gate widths were equal (a characteristic of the GOI used), the 
separation of the gates was the only variable which could be optimised for the 
analytic lifetime determination acquisition. Of course the position of the first gate 
with respect to the pulse is another variable, but it should be positioned as close 
as possible to the excitation pulse to maximise both the photon efficiency of the 
system and minimise the total acquisition time (minimum integration time for 
first gate). The expected error in the calculated lifetime was determined by error 
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propagation of the two measurements, 10,2, in the equation for the lifetime, 
giving 
2,\ 2 	7 	\ 
.g 2  
igl 	g2  
for the two gate case, where al is the error associated with the intensity 
measurement I. 
Assuming that the noise in a gated intensity measurement is Poisson-like, 
as is the case at gain voltages of 1000v and 1100v (see Table 3.1, Section 3.5.4), 
the error in the lifetime is given by 
S a, 	2 
In 
Ig1 
ig2 
2 
4.18 
- 	 _1 
T2 
	Wig, + c k'Ig2 +C 2 	T2 
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g1 	I  
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S 	
2 	
S I  
( s k'+k'exp — 
iii  
Igl 
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4.19 
    
where c and k'= B  are the fitted coefficients from the noise analysis, and the 
CCD noise is assumed negligible in the final expression. Differentiating this 
expression with respect to s, an expression for the optimum gate separation can 
be found, namely 
expo— S\ —   s — + 1= 0 
'C ./ 2T 
4.20 
Solving Equation 4.20, the optimum gate separation is —2.22-c for the two gate 
expression, and --2.71T for the three gate expression. Assuming a maximum 
signal of 3829 DN (two standard deviations from saturation at gain voltage of 
1100v, DN=DN.-2Vgain) in the first time gate, then the optimised acquisition 
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settings give an expected error of —9.3% and —11% for the two and three gate 
expressions respectively. 
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Figure 4.15: Lifetime errors and images (lns gated images on left) for the dye 
Stilbene_3 using the (a) two gate RLD and (b) three gate RLD. Red curves are analytic 
expressions for errors. 
To check the results from the error propagation and optimisation of the 
analytic lifetime expressions, the dye Stilbene_3 [9] was imaged in a multiwell-
plate4. The fluorescence decay of the dye was sampled every 100ps over a 8ns 
range for gate widths of lns and 2.5ns. A fluorescence lifetime image was then 
calculated using the first time gate and every other time gate in turn (similarly for 
the three gate expression). Figure 4.15 shows the standard deviation of the 
lifetime histogram (for a mean DN of 1500 in the first gate) as a function of gate 
separation for (a) the two gate expression and (b) the three gate expression 
together with the optimal lifetime images. The graphs also include the curves 
calculated from the error propagation of the analytic expression. Equation 4.19. 
In both the two and three gate cases, the optimum theoretical and 
experimental gate separations agreed well with each other, as did the actual 
4 Acquired using the macroscope. See Section 5.2.2. 
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expected error for the two gate case. For the three gate case the experimental data 
was —5% above the expected values. This was due to the third gate being 
positioned at relatively large delays (twice the gate separation) such that the 
noise properties of the acquired image were not well described by the noise 
model (described in Section 3.5.4 and examined in Section 4.1.3). As result the 
measured noise in the lifetime image was greater than expected. 
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Figure 4.16: Graph showing the expected reduction of a FLIM acquisition using a gate 
width of 2.5ns, as opposed to lns, as a function of the fluorescence lifetime. 
Comparing the acquisitions using lns and 2.5ns gate widths, no 
significant difference was observed. This was expected for Stilbene_3 since it 
displays a single exponential decay and the effect of the gate width on the 
lifetime is removed when the ratio of the gates is calculated. The benefit of using 
wider gates came in the reduction of the required integration time to utilise the 
full dynamic range of the CCD. The integration times were 0.05s and 0.04s for 
the lns and 2.5ns gates respectively, giving both a reduction in total acquisition 
time and integrated power incident on the sample for the larger gate width. In 
this particular example, the fluorescence lifetime of Stilbene_3 is —1ns. 
Therefore, only a marginal improvement in acquisition time by increasing the 
gate width from lns to 2.5ns was observed. This relative improvement in 
acquisition time, however, improves as the fluorescence lifetime increases 
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int ins = 
2.5ns 
1  
1— exp 
t) 
1— exp 
( 2.5 
4.21 
relative to the gate widths (shown in Figure 4.16). The relative integration times 
for the two gate widths can be calculated from the integrated intensity acquired 
by the two gate widths, namely 
where int ins is the relative integration time of the two different gate widths. 
2.5ns 
4.4.2 	Optimisation of Analytic Rapid FLIM: Varying Integration Time 
As was discussed in Section 4.2, by increasing the integration times for gates at 
larger delays, the accuracy of the determined lifetime can be improved. Applying 
this to the two gate analytic technique the integration time of the second gate 
would need to be e2.2 (-9 times) longer than gate one. This would increase the 
total integration time (ignoring the readout time of the CCD) by a factor of five. 
In terms of SNR and time of acquisition, it would be better to acquire ten linearly 
spaced gates with a constant integration time and fit them as opposed to 
acquiring two gates with these acquisition settings. 
Rather than simply increasing the integration time of the second gate to 
improve the SNR, the total integration time can be kept constant, with any 
increase in the dimmer gate leading to a corresponding reduction in the 
integration time of the brighter gate. The lifetime and optimisation equations are 
then modified by the uneven integration times to give 
ti= 
 
and intR expo—
s  
--- +1 = 0 
T 2T 
4.22 
InntR Igl  
Ig2 
where intR is the ratio of the integration time of gate two to gate one. 
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Figure 4.17: Graph showing the standard deviation of the calculated lifetime for 
Stilbene_3 as a function of intR and (b) surface showing expected error (colour coded) in 
the lifetime fit as a function of both gate separation and intR (red line shows optimal gate 
separation at each intR). Both are normalised to optimal conditions with equal integration 
times. 
Figure 4.17(a) shows the change in the calculated standard deviation of 
Stilbene_3 [9] as the ratio of the integration time of gates one and two was 
varied; the data is plotted relative to the equal integration time-point. The total 
integration time was kept constant at 80ms at a gate separation of 2.5ns (-2.5r). 
The optimum integration time ratio for the gates was at 3.6 (integration times of 
17.5ms and 62.5ms for gates one and two respectively). Figure 4.17(b) shows an 
error surface produced from the error propagation equations, relative to the 
optimal separation at equal integration times (separation -2.2T), as a function of 
gate separation and intR (ratio of second gate integration time to the first). 
Following the red line, which shows the optimum gate separation, it can be seen 
that as the value of intR increases the gate separation should also be increased. 
Optimising both parameters results in a gate separation of -2.5T and integration 
ratio of -4. In this vicinity the expected error should be decreased by a factor of 
-0.88 compared to the equal integration case. 
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4.4.3 Analytic Rapid FLIM and Complex Decays 
Unlike the standard lifetime acquisition, the analytic FLIM technique requires an 
a priori assumption about the functionality of the fluorescence decay. In 
particular the two gate technique assumes that the fluorescence decay is a single 
exponential with no offset. Therefore any difference between the assumed model 
and the actual decay function leads to an incorrect lifetime calculation. Assuming 
that the two gate technique is employed on a single exponential decay with an 
offset, the measured integrated intensities for the two gates are (see Figure 4.14) 
Igi =10 exp(— 	exp(— —AT)] + CAT 
	
4.23 
Ig2 =10 exp( t + s11 exp(— OT 	 CAT 	 4.24 
where C is a time independent offset. If the offset is known and can be subtracted 
(e.g. the dark readout level of CCD, see Section 3.5.2), this simply leads to a 
reduction in the final SNR of the calculated fluorescence lifetime (due to a 
reduced number of measured signal photons per integration). 
If the background is unknown, the integrated signal in the second 
intensity gate, Ig2, will appear greater than expected compared to the first 
intensity gate. As described earlier, the acquisition settings are such that the first 
intensity gate uses the full dynamic range of the CCD (i.e. DN=DN.-2Vgain, see 
Section 4.4.1). Therefore, the measured intensity in the second intensity gate 
including the offset is given by 
Ig2 = Ig, exp(—!-T ) + CAT 1— exp(— -is)] 	 4.25 
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where 10,2 are the measured gate intensities. Using Equations 4.25 and 4.16, the 
calculated fluorescence lifetime can be simulated for the optimum acquisition 
conditions (i.e. gate separation of 2.22t) at a gain voltage of 1100v. 
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Figure 4.18: Graph showing the shift of the calculated fluorescence lifetime using the 
two gate analytic expression for a single exponential as a function of increasing offset 
(GOI characteristics at 1100v gain voltage used). 
Since the offset which has not been accounted for can effectively be 
described as an increase in the intensity of the second gate, the observed increase 
in the calculated lifetime as a function of offset is expected (shown in Figure 
4.18). The dark readout level of the CCD represents a —5% offset, resulting in a 
20% increase in the calculated lifetime if not subtracted. 
It should also be noted that the offset is a function of the GOI gate width, 
AT. While this does not affect the dark readout level of the CCD (which is only a 
function of the integration time), it will vary in the presence of a "real offset" 
(e.g. ambient room light, long fluorescence lifetime components, 
phosphorescence, etc). As a result, increasing the gate width to reduce the 
acquisition time can lead to an increase in the calculated lifetime. 
If increasingly complex decay models are considered, the effect on the 
lifetime calculation is dependent on the decay constants, relative weighting of the 
various components and the position of the intensity gates. In general, however, 
any decay can be modelled as a single exponential plus a time dependent offset 
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(the other decay components and offset sources), allowing estimation of the 
effect on the lifetime calculation. 
4.5 	Simulated Comparison of TCSPC and Wide-field Time 
Domain FLIM 
As has been discussed earlier in this chapter, the noise characteristics of the GOI 
limit the achievable signal-to-noise level in the fmal calculated lifetime image, 
depending on the acquisition settings. At a gain voltage of 1100v in particular, 
the signal-to-noise ratio associated with an intensity measurement was -2 times 
worse than the shot noise limit. In this section the acquisition methods of TCSPC 
and wide-field time domain FLIM are compared on the basis of acquisition time 
and accuracy using numerical simulations (and not considering the properties of 
imaging systems). 
To compare these two time domain techniques (i.e. TCSPC and time 
gating), the accuracy of fluorescence lifetime determination using iterative fitting 
techniques, for single exponential decays with no offset, as a function of the 
acquisition time will be considered. 
4.5.1 	Time Correlated Single Photon Counting 
A brief description of time correlated single photon counting (TCSPC) can be 
found in Section 2.2.1 (and [15,16,17] for more detailed descriptions). It is based 
on the measurement of arrival times of signal photons with respect to a train of 
excitation pulses. A decay function is then fitted to this histogram of arrival 
times, resulting in the fluorescence lifetime. To achieve this detection and time 
binning of single photons, a sensitive single-channel detector is required such as 
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an avalanche photodiode (APD) or a photo-multiplier tube (PMT). TCSPC 
measurements are almost shot noise limited, but are restricted to measuring a 
single spatial point and detecting a single photon at a time, resulting in a limited 
maximum count rate. An image is produced by scanning the illumination spot 
across the sample in a confocal or multiphoton microscope. 
The acquisition speed of TCSPC is governed by two main limits. The 
first of these is the requirement that only a single photon is detectable per 
excitation pulse. Theoretically this could be the repetition rate of the excitation 
source (e.g. 80 MHz), but ensuring single photon detection realistically means 
working at a detection rate of a few percent of the excitation rate. If the detection 
rate is too high a pulse pile up effect [16] can be observed, which leads to 
systematic errors in the measured fluorescence lifetime. 
The second limit is imposed by the detection electronics. With every 
photon detected there is an associated deadtime [18]. This is typically of the 
order 100ns. Together these limit the maximum detection rate to —106s-1 for an 
80MHz excitation system. In practice the detection rate is usually defined by the 
sample, rather than the counting technique or the instrumentation: to prevent 
photodamage or rapid photobeaching, particularly of biological samples, the 
excitation power used must be moderated, resulting in typical detection rates of 
—104s-1 for an 80MHz excitation system. 
4.5.2 Assumptions Made for TCSPC and Time-Gating Comparison 
To compare wide-field time gated FLIM with TCSPC, a number of "typical 
acquisition" parameters were chosen. The fluorescence decay data simulated was 
single exponential with no offset. The maximum sampling extent of the decay 
was set to 6-r, based on a 2 ns lifetime sampled over a 12 ns range (typical values 
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Fluorescence 
Decay 
I NINO 
Time Bins 
for a biological sample in an 80MHz excitation system). For TCSPC, an image 
size of 256x256 pixels and 64 time bins was selected, while a gate width of 0.5T 
(i.e. 1 ns) was chosen for the wide-field time gated system (see Figure 4.19). 
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Figure 4.19: Sampling strategies for (a) TCSPC and (b) wide-field time gated 
acquisitions. 
The TCSPC data was modelled as 64 contiguous time bins sampling over 
6T of the decay. The wide-field data was generated from linearly spaced time 
gates with a gate width of 0.5T, sampling a 3T range (approaching the optimum 
sampling extent for gain voltage of 1100v). When generating the decay data 
Poisson noise was added to the TCSPC time bins, Gaussian noise was added to 
the wide-field time gates using the characteristics measured in Section 3.5.4. In 
both cases the fluorescent sample was assumed to be uniform (as was the 
illumination for both scanning and wide-field excitation), therefore the mean 
detection rate in the TCSPC case was equal to the detection rate for a single pixel 
under a point measurement regime. 
To calculate the total acquisition time for the TCSPC data, the total 
number of photons detected was divided by the detection rate and then multiplied 
by the number of pixels. This ignored time increments due to scanning effects 
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such as fly-back when scanning in a single direction. The acquisition time was 
then 
tiMeacq = Npixels 
where Npixeis is the number of pixels (2562), Stow the total number of detected 
photons and (1)s the mean photon detection rate. 
In the wide-field case, the single gate integration time was calculated for 
the brightest gate. The probability that a photon arrives during the first gate is 
given by 
110 eX10(-- —t)dt 
p=  0 	r-z,' 0.39 
510 exp(— —t d`t 
0 
while the number of photons required to "fill" a pixel is 
4096 — 
S = 
	2V1100 946 
1(1100v 
where k and V are values for the GOI from the noise measurements (Section 
3.5.4), and 4096 is the full-well CCD signal. The total acquisition time was 
therefore 
( S timeacq = Ngates.N. p4s + RO 
where Ngates,ave  is the number of time gates and averages, 4s  the mean photon 
detection rate and RO the readout time from the CCD. 
4.5.3 TCSPC Simulation 
Seven TCSPC data sets were generated with different numbers of photons in the 
first time bin. These were 10, 50, 100, 500, 1000, 5000 and 10000. Figure 
Stotal 	 4.26 4). 
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4.20(a,b) shows a single pixel and an image averaged decay for data sets with 10 
and 10000 photons in the first time bin. If many photons were "detected", as in 
(b), then a smooth decay histogram was formed and as a result an accurate 
lifetime calculated. When the number of photons was relatively small, however, 
a number of the time bins were empty leading to problems when calculating the 
x2, especially if Nyman' s x2 test was used which divides by the data point rather 
than the model point (see Equation 4.3). 
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Figure 4.20: Graphs showing a single pixel and an image averaged decay for (a) 10 and 
(b) 10000 photons in the first time bin. 
An in-house developed LabView fitting programme was used to fit the 
simulated data and calculate the standard deviation in the lifetime images. Figure 
4.21(a) shows the percentage error with the total number of detected photons. 
100 	 100 
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10 	100 	1000 	101300 	100000 	1000000 
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Figure 4.21: Graphs showing the standard deviation (% oft) against (a) the total number 
of detected photons and (b) the time of acquisition for two different detection rates. 
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Assuming pixel detection rates of 106s-1 and 104s-1, Figure 4.21(a) was re-
plotted in terms of the time of acquisition. To reach an accuracy of 3% 
approximately 1000 photons were required. This resulted in effective acquisition 
times of —87s and —8660s (-1.5 minutes and —2.5 hours) for detection rates of 
106s-1 and 104s-1 respectively. 
4.5.4 	Wide-field Simulation 
The wide-field data was generated as a series of linearly spaced gates, from 2 to 
36, averaging up to five integrations for each number of time gates. The same in-
house developed LabView fitting programme was used to calculate the 
fluorescence lifetimes and standard deviations. Figure 4.22(a) shows the standard 
deviation as a function of the number of linearly spaced gates over a 3T extent 
with no averaging. 
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Figure 4.22: Graphs showing the accuracy of the lifetime fit as a function of (a) the 
number of time gates and (b) the acquisition time. 
Again, similarly to the TCSPC data, this data has been re-plotted as a 
function of the acquisition time, shown in Figure 4.22(b). Even at the lower 
detection rate of 104s-1 and using 36 linearly spaced gates a standard deviation of 
3% can be achieved in 10s. While an improvement in the calculated fluorescence 
lifetime with the number of time gates used for sampling is obvious (more gates 
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result in more detected signal photons), Figure 4.22(b) does not suggest the 
number of gates to use, particularly when compared to TCSPC. 
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Figure 4.23: Graph showing the error in the calculated lifetime as a function of the 
number of CCD integration averages for eleven time gates. 
Figure 4.23 shows an example plot of the standard deviation in the 
fluorescence lifetime as a function of the number of CCD integration averages 
for eleven time gates. By fitting a curve of the form V%, = ae , the coefficients 
a and p can be used to compare the effect of the number of gates used. 
Figure 4.24(a,b) shows the values of the coefficients a and 13 for the 
standard FLIM acquisition method as a function of the number of simulated time 
gates. The a coefficient gives an estimate of the upper-bound limiting accuracy, 
i.e. for an acquisition time extrapolated towards t=Os the expected accuracies for 
2-36 gates lie in the range 7.5%<Vv,<9.5%. This range is reasonably small, 
although it does suggest that a reduced number of time gates result in improved 
lifetime determination for short acquisition times. 13 is the more crucial of the two 
coefficients, since it gives the temporal functionality of the lifetime 
determination accuracy. For the standard FLIM acquisition method, as the 
number of time gates increase the value of 13 decreases. Therefore, the greater the 
number of time gates used, the faster the determined lifetime accuracy will 
improve with increasing acquisition time. Indeed, for >26 linearly spaced time 
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gates the 13 coefficient is superior to that calculated for TCSPC (13<-0.51, see 
Figure 4.21(b)). 
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Figure 4.24: Graphs showing (a,b) a and p coefficients for standard FLIM acquisition 
method and (c,d) a and f3 coefficient for the increasing integration time FLIM 
acquisition method, both as a function of the number of time gates. 
Figure 4.24(c,d) show the a and [3 coefficients for the varying CCD 
integration time FLIM acquisition method (outlined in Section 4.2). The 
coefficients using this acquisition method display no strong functionality with the 
number of time gates. This is due to the equal signal-to-noise ratio of each time 
gate, which is itself produced by an increase of the individual time gate 
integration time with increasing delay. 
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Figure 4.25: Figure showing all the simulated data for varying numbers of gates and 
numbers of averages, for both standard (squares) and varying integration (circles) 
acquisition methods. 
Although there was an improvement with greater numbers of gates and 
averages, plotting all the data points on the same graph, Figure 4.25, it can be 
seen that there was a strong correlation between acquisition time and standard 
deviation regardless of the absolute number of gates. These global relationships 
between standard deviation and time of acquisition were compared with the 
TCSPC characteristics. 
4.5.5 	Comparison of TCSPC and Wide-field Acquisitions 
Figure 4.26 shows the fitted TCSPC and wide-field curves on the same graphs. 
The wide-field data has been plotted assuming the same photocathode quantum 
efficiency as the TCSPC detector (equal detection rates, green and light blue 
curves) and one quarter the quantum efficiency (red and purple curves). These 
latter curves represent a more realistic comparison since the quantum efficiency 
of the GOI photocathode is —5%, compared to —20% for a typical PMT. In both 
cases the wide-field acquisition is significantly faster than the TCSPC acquisition 
to achieve the same accuracy in the fluorescence lifetime determination. 
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Figure 4.26: Graphs showing the expected error as a function of acquisition time for 
TCSPC and wide-field acquisition (standard and varying) at signal flux of (a) 106s1  and 
(b) 104s-1. Red and purple curves show wide-field detector with photocathode of 1/4QE. 
The slopes of the curves (given by the power (3) give the accuracy per 
second of the measurement technique. Looking at the graphs above, TCSPC is 
slightly superior to the wide-field technique in this regard. In Figure 4.24(c), 
however, the p value improves with the number of time gates used to sample the 
decay in the standard wide-field case. When —31 gates were used the 13 values for 
both techniques is --0.51. An expression comparing the time taken to achieve a 
particular accuracy is given by 
( 	% 
twF 	aTCSPC 
At a detection rate of 106s-1 the ratios are —86 and —73 for equal QE and '/4QE 
respectively. At the more realistic detection rate of 104s-1 the ratios are —1320 
and —398 for the two different quantum efficiencies. 
At the higher detection rate of 106s-1, the optimum acquisition technique 
is the varying integration method. The difference between the two wide-field 
gating modalities, however, is small. As the detection rate falls the standard 
acquisition outperforms the varying integration method (see Figure 4.26(b)). 
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4.6 	Conclusion 
In this chapter the effect of different sampling strategies on the accuracy of 
lifetime fitting was examined. In the standard acquisition mode, a number of 
linearly spaced time gates with equal integration times were used to sample the 
decay. The optimum sampling extent was governed by the gain voltage while the 
integration time was set by this and the time gate with the shortest delay. For a 
gain voltage of 1100v the optimum extent was measured as —3-4T. 
For a single lifetime acquisition (no averaging) 1000v gave the most 
accurate lifetime results. However by averaging four images at each delay point 
at a gain voltage of 1100v, the same accuracy was achieved, but in % the total 
integration time. With the CCD used in internal triggering mode this would result 
in a y reduction in the acquisition time. More commonly however the CCD 3 
was used in externally triggered mode, therefore this advantage was reduced 
(integration time dependent). However, by incorporating a shutter into the 
excitation path this reduction in the total integration time would lead to a 
reduction in the integrated power on the sample by a factor of y ' reducing 3  
possible photo-toxic effects. 
To increase the lifetime accuracy further, the integration time of the CCD 
was increased as a function of delay. In the optimum case a "flat" decay curve 
would be measured and every decay point have the same signal-to-noise ratio. 
An optimum acquisition would require a priori knowledge of the lifetime, but by 
increasing the integration time sub-optimally, a reduction in the lifetime error of 
50% was achieved. 
142 
To overcome the problem of dynamic range in a single time gated image 
a "saturated acquisition" mode was investigated. From an increased number of 
time gated images, in some of which the brightest objects in the field of view 
saturated the CCD, a composite time gated decay series of images was produced 
and fitted. The composite first time gate displayed a more even fluorescence 
intensity and the resulting lifetime error across the field of view was also more 
even. This method, however, does require fluorescence lifetimes which are 
predominantly single exponential and is therefore unsuitable for complex 
fluorescence decays (see Section 6.1.1). 
To increase the acquisition and processing speed an analytic lifetime 
determination method was introduced. This utilised a few time gates (typically 
two) with simple analytic expressions to calculate a single exponential decay. 
The reduction in acquisition time could reduce motion artefacts (allowing events 
on faster time scales to be imaged) and the analytic processing would allow 
lifetime images to be generated at the CCD camera readout rate. At 1100v the 
optimum achievable accuracy was —9.3% of T, but when unequal integration 
times were used for each gate (such that the total integration time remained 
constant) this improved to 8.2% of T. 
Finally time correlated single photon counting was compared to the 
standard and varying integration time acquisitions on a time vs accuracy basis 
using simulated data. For a detection rate of 104s-1 (typical for TCSPC) the 
standard wide-field acquisition was >1000 faster for comparable accuracies. 
Even when the photocathode was assumed to be one quarter the efficiency of a 
PMT detector the wide-field acquisition was still —400 times faster. This 
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improvement in speed was attributed to user definable sampling of the decay 
curve and, more importantly, parallel pixel acquisition. 
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5 	Wide-Field Time Domain 
Instrumentation and Optical 
Systems 
The previous chapters introduced the GOI as a detector for FLIM, including the 
effect of the GOI noise characteristics on the accuracy of determined 
fluorescence lifetimes. In this chapter the different optical systems used for 
FLIM in this thesis are introduced. This includes the pulsed excitation sources 
(Ti:Sapphire, super continuum source and Nd:Vanadate) and the imaging 
systems (wide-field microscope, macroscope and various endoscopes). 
• Excitation sources for fluorescence lifetime imaging. 
• Optical system design; microscope, macroscope and endoscopes. 
• Fibre delivery of excitation. 
5.1 	Excitation Sources for Time Domain FLIM 
Excitation sources for time domain FLIM have to fulfil two main criteria. Firstly 
they must be pulsed, with a pulse duration that is preferably short relative to the 
fluorescence lifetime of the sample. This simplifies the analysis since the 
147 
temporal profile of the excitation pulse need not be taken into account and the 
time gated images are simply recorded post-excitation. Secondly, the wavelength 
of the source must be appropriate to excite fluorescence. This entails matching 
the source with extrinsic fluorophores that have the appropriate absorption 
spectra or selecting a suitable wavelength to excite intrinsic fluorophores in 
unstained samples. This second requirement usually implies the excitation should 
be in the visible and near UV (-300-600nm) for single photon excitation of 
biological tissue and most extrinsic fluorescence probes. The development of 
fluorescence probes in the far visible and near infrared is, however, an active 
area of research [1,2]. 
The need for short pulses (< —100ps) is easily satisfied by the use of 
mode-locked lasers, but they have a limited spectral coverage. At longer 
wavelengths (-650-1100nm) solid state lasers, notably the Ti:Sapphire laser, 
provide good coverage, while, at shorter wavelengths, gas and diode lasers are 
available at a few discrete wavelengths. For tuneable excitation with ultrashort 
pulses, it is increasingly common to use the second harmonic of mode-locked 
Ti:Sapphire lasers or to use multi-photon excitation. This approach still does not 
cover the excitation range —500-700nm and this must usually be addressed using 
complex and expensive systems exploiting optical parametric amplification and 
harmonic generation. 
5.1.1 Ti:Sapphire 
The main source used for the wide-field fluorescence lifetime microscope was a 
commercial Ti:Sapphire laser (Mai Tai, Spectra-Physics). The Mai Tai is a 
mode-locked diode-pumped solid-state laser that produces —100fs pulses at 
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80MHz repetition rate and is tuneable between 780-920nm, with an average 
power of up to —1W. 
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Figure 5.1: Major components in the Mai Tai. HR - high reflector, OC - output coupler, 
AOM - acousto-optic modulator, BS - beam splitter, PD - photodiode. 
Figure 5.1 shows the major intra-cavity components in the Mai Tai [3] 
and a simplified cavity design. It is a regeneratively mode locked laser, which 
means that a periodic loss is induced by an acousto-optic modulator driven at the 
laser repetition rate using a signal detected from a photodiode. To achieve short 
pulse durations, a four prism sequence [3] is included in the cavity to provide 
negative group velocity dispersion (GVD). This counteracts the positive GVD 
induced by the other intra-cavity components. Tuning is controlled by a slit in 
between the prism pairs where the laser spectrum is spatially dispersed. 
L2 	 Doubled 
M 	 Output 
 
BBO Prism 
Pair 
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Figure 5.2: Set-up used to double output from Mai Tai. M - mirror, Ll - f = 50mm lens, 
L2 - f = 100mm lens, BBO — barium borate doubling crystal. 
To achieve suitable wavelengths for single photon excitation the output 
from the Mai Tai was frequency doubled using a home built doubler (see Figure 
5.2). The infrared radiation was focussed into a 0.5mm thick crystal of 13-barium 
borate (BBO) using a 50mm focal length lens (50PB25, Comar). This 
generated radiation at twice the optical frequency (i.e. tuneable from 390- 
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rystal 
460nm), separated from the fundamental wavelength (see Figure 5.2) and used 
for excitation. Up to 40mW of doubled light was generated, although much lower 
powers were typically used for FLIM microscopy. 
Second harmonic generation [4] relies on the non-linear response of a 
material to an electric field (there are many texts on nonlinear optical effects, e.g. 
[5,6]). Briefly, the electric polarisation of an incident wave causes the 
displacement of charge (electrons) in a medium, and for low intensities can be 
described as a driven damped harmonic oscillator. 
eE. 	. 	2 	 = X-1-7X±(00 X 
m 
where e is the electronic charge, m the mass, Ea, the applied field (angular 
frequency (o), x the displacement, 7 the damping coefficient and coo the 
oscillating frequency, * represents differentiation with respect to time. The 
solution to this equation is an oscillating displacement given by 
x(t) = x0e6t 
where xo represents 
eEm 2 	2  0)0 — 170) 
the mean displacement 
5.2 
5.3 x0 = m _ ((° 0 2 	0)2 	+ 72(1)2 
Assuming that there are N such oscillators per unit volume then the total electric 
polarisation per unit volume is given by 
P = 
Ne[  	2 — — 170) 
 1E. =sox  (1)(0P. 
m 	(CO 02 — CO2 y +7202 5.4 
where x(I)(co) is the linear susceptibility. This linear susceptibility can be related 
to refractive index and separating the real and imaginary parts provides 
expressions for dispersion and dissipation. 
5.1 
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In the presence of a large electric field, however, the oscillations become 
anharmonic (non-linear restoring force). The expression for the electric 
polarisation is therefore generalised (expanded) to include higher order terms 
P = co (X(1)E X(2)E2 X(3)E3  +....) 
	
5.5 
By inserting an electric field oscillating at a single frequency the electric 
polarisation becomes (up to second order terms) 
P = so [X(1)(Ee6t + 	+ x(2) (Ee6t + E*e-la't yi 	 5.6 
P = Ea [x(1)(Ee iwt + E*e-cwt  )+ x(2)2EE* x(2)(E2ei2cot +E*2e—i2cat)] 
	
5.7 
where E* represents the complex conjugate. It can be seen that the non-linear 
response of the material leads to the generation of new frequencies. In particular, 
the term on the far right hand side of Equation 5.7 is at twice the optical 
frequency of the applied field, i.e. second harmonic generation [4]. In any 
parametric non-linear optical process energy and momentum are conserved, 
defining two requirements, namely 
co+o)=2co 	 5.8 
n(co)= n(2o) 	 5.9 
The first expression defines the processes as parametric (i.e. no energy is 
transferred to medium) while the second describes a phase matching condition 
that must be satisfied. To double the near infrared radiation from the Ti:Sapphire 
laser, this condition was satisfied by use of a uniaxial crystal and type I phase 
matching. 
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Figure 5.3: Index ellipsoid for a uniaxial crystal. 
Figure 5.3 shows the index ellipsoid for a uniaxial crystal. Light 
travelling along the c-axis will see a polarisation-independent refractive index. If 
the relative angle between the propagation direction and the c-axis is varied, 
however, a polarisation dependent refractive index results. For a particular input 
polarisation (parallel to the tilt axis), a fixed refractive index (no) is observed 
while the orthogonal polarisation sees a tilt dependent index (ne(0)). This relative 
tuning of the refractive index for orthogonal polarisations is used to satisfy the 
phase matching condition, namely 
(o)),,, ne(0,20) 	 5.10 
The resultant second harmonic, therefore, has an orthogonal polarisation to the 
pump beam. 
Since a pulsed laser was employed, the radiation was not monochromatic. 
Consequently, the finite bandwidth and focussing of the pump (infrared) beam 
into the crystal limits the system to a quasi-phased matched state, but —40mW of 
second harmonic radiation was generated, sufficient for wide-field microscopy in 
the —400-450nm range. If significantly higher conversion efficiencies are 
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required alternative SHG materials can be utilised. They include bismuth 
triborate (BiBO) [7] and periodically poled potassium titanyl phosphate (ppKTP) 
[8,9]. BiBO is a relatively new nonlinear crystal (previously poor optical quality 
negated use) with superior nonlinear characteristics compared to BBO. 
Therefore, by simply replacing the BBO crystal in Figure 5.2 with BiBO, an 
increase in the conversion efficiency should be realised. ppKTP, on the other 
hand, increases the interaction length by effectively rotating the crystal axis by 
180° every coherence length. This prevents "walk-off' between the fundamental 
and the second harmonic producing much greater conversion efficiencies. 
5.1.2 Super-Continuum Source 
As discussed earlier in Section 5.1, there is not continuous coverage of excitation 
wavelengths across the visible and near UV spectral range from a single user-
friendly laser source. There are of course incoherent white-light sources (e.g. 
thermal and arc sources) that can be spectrally filtered, but these cannot be 
pulsed to achieve sub 100ps pulse widths, which makes them unsuitable for time 
domain FLIM. As has been discussed in the previous section, visible coverage is 
available via the nonlinear optical properties of certain materials. Through the 
combination of harmonic generation and optical parametric 
amplification/oscillation, coverage of the full visible an near UV spectrum is 
possible. However, such systems typically require high power (often amplified) 
infrared pulsed sources (e.g. amplified Ti:Sapphire). The systems are expensive, 
complicated and typically require a degree of experience to use, making them 
less attractive to non-laser specialists. 
The recent development of advanced fibre-optics has opened up new 
directions in the field of optical sources. By controlling the dispersion and 
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effective geometry of these optical fibres, specific design requirements can be 
met (e.g. endlessly single-mode fibre [10]). One particular development has led 
to fibres with small effective core diameters (<2.5µm) and short zero dispersion 
wavelengths (-600nm [11]), which can be used for generating radiation at new 
wavelengths including super continua [12]. Super continuum generation can be 
achieved in fibre tapers [13] and more recently in micro-structured fibre (MF) or 
photonic crystal fibre (PCF) [14]. 
Figure 5.4: Image showing SEM of a single mode MF1 [15]. Core size —2.5µm. 
MFs for continuum generation consist of a silica core surrounded by an 
array of holes which travel the length of the fibre (see Figure 5.4). No doping is 
used to vary the relative refractive indices of the core and cladding, rather the air-
silica mix produces an effective lower refractive index surrounding the silica 
core. Despite silica fibre having relatively low nonlinearity (compared to 
common nonlinear crystals) the small effective core size and long interaction 
length of the fibres can result in very efficient wavelength generation (e.g. 99% 
pump depletion [16]). 
The continuum source set-up [17] (see Figure 5.5) was pumped by a 
commercial titanium sapphire laser (Mai Tai, Spectra-Physics) tuned to a central 
wavelength of 790nm. A variable attenuator and isolator were used to control the 
pump power and prevent feedback into the oscillator from reflection at the face 
of the MF. A 1:2 telescope (L1 and L2) was used to expand the pump beam to 
1  From Crystal Fibre A/S website. http://www.crystal-fibre.com/support/Supercontinuum%20-
%20General.pdf.  
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match the NA of the MF. Due to the birefringence of the MF, the beam 
polarisation was adjusted by a second half waveplate (ACWP-700-1000-10-2, 
Elliot Scientific) and finally focussed by an aspheric coupling lens (L3, 
C230TM-B, Thorlabs) with an anti-reflection coating and an NA of 0.55. The 
MF (NL-740.2.0, Crystal Fibre A/S) was —30cm long with a core diameter of 
2ium and a zero GVD at 740nm. Two steering mirrors (5102, New Focus) and a 
three axis translation stage (MDE 123, Elliot Martock) were used to optimise the 
coupling efficiency (-50%). 
The output from the MF was collimated using an achromatic objective 
(L4, x40 0.65 NA, Olympus) and the spectrum spatially dispersed using a prism. 
The spectrum was collimated using an f = 180mm achromatic lens (L5, 
01LA0139, Melles Griot) and retro-reflected from a mirror (M3, 1501, New 
Focus) one focal length from the collimating lens. A motorised (adjustable) slit 
in front of M3 was used for spectral selection and a knife edge mirror (M4, 1501, 
New Focus) used to pick off the selected retro-reflected wavelength range. The 
collimating lens was positioned slightly off axis (vertically down) so that the 
reflected beam was one beam diameter below the emission from the PCF to 
allow pick off by the knife edge mirror. 
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Figure 5.5: Experimental setup for super-continuum generation and typical generated 
continuum (inset). 
The resulting continuum covered a continuous range from 435nm to 
>1200nm (visible region shown in Figure 5.5), with the spectral selection set-up 
allowing tuning from 435-1150nm. A photodiode (210/579-7227, Thorlabs) was 
used to measure the pulse-to-pulse stability of the continuum source in a spectral 
window 510-530nm. The pulse-to-pulse variability was —20%, which was large 
compared to the pump laser (see Figure 5.6(a,b)). This large variability, however, 
did not have an adverse effect on the fluorescence lifetime accuracy since, on 
average, less than one photon per pixel per excitation pulse was acquired, when 
applied to TCSPC (a requirement) and in wide-field time gated FLIM. On a time 
scale of 10 minutes the continuum source average power was stable to within 2% 
rms. On much longer time scales (hours) the continuum generation efficiency did 
fall steadily. This was a direct result of reduced coupling efficiency into the MF 
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due to laser/fibre drift and was easily corrected by adjustment of the MF 
translation stage. 
Figure 5.6: Photodiode traces from (a) Ti: Sapphire laser and (b) continuum source at a 
wavelength of 520nm. 
The physical processes behind continuum generation are, of course, 
nonlinear effects in the MF. The relative importance of the different effects is 
still a topic of research, but it has been shown that the fibre properties (zero GVD 
wavelength, birefringence, etc) as well as the pump properties (power, pulse 
duration, polarisation) are of critical importance in generation of the continuum. 
The regime outlined above consisted of a MF (-2um core) with a single 
(effectively) zero GVD wavelength (740nm) pumped in the anomalous 
dispersion region (790nm) by linearly polarised, 100fs (nJ energy) pulses. To 
follow the effects, the perturbed nonlinear Schrodinger equation is used 
(following description in [18]) 
where 63, s and "C represent the effects of third order dispersion, self steepening 
and intrapulse Raman scattering. The above equation has been written in 
transformed units where 
157 
= 
t -131z 
To 
5.12 
z — Z 	 5.13 
u 	VIYILD A 	 5.14 
where X31 = vil (inverse group velocity), Z is the distance along the optical axis, 
To a temporal scaling factor (typically the pulse duration), LD the dispersion 
length, y is coefficient of nonlinear propagation (higher order nonlinear effects) 
and A describes the pulse wave packet. Once a pulse is coupled into the MF, a 
high order soliton is formed in the anomalous dispersion region (at a slightly 
longer wavelength than the zero GVD). The higher order effects named above 
then initiate the formation of the super continuum. 
Intrapulse Raman scattering has two main effects on the propagating 
higher order soliton. The scattering will cause fission of the soliton into several 
constituent solitons at different central frequencies. Solitons with slight blue 
shifts (w.r.t. the pump) propagate at faster speeds than the red shifted constituent 
solitons, separating them in temporally (spatially along optical axis). Intrapulse 
Raman scattering also leads to a increasing redshift in the solitons' central 
frequencies. The "red" spectral components of the soliton undergo Raman 
amplification pumped by the "blue" spectral components, leading to the 
continuous spectral shift. 
Self steepening also causes the high order soliton to split into 
fundamental solitons (different wavelengths) via propagation at different speeds. 
Raman scattering is, however, the dominant process behind soliton fission 
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Third order dispersion has a negligible effect on the solitons when their 
central frequencies are far from the zero GVD wavelength. Close to this 
wavelength, however, (as in the MF) the third order dispersion causes the 
spectrum of a soliton to split into two separated spectral regions (at either 
extreme of the maximum achievable broadening attributable to self-phase 
modulation). Of these two spectral regions the red shifted part can form another 
soliton since it is located in the anomalous dispersion region of the MF, while the 
blue shifted region undergoes normal dispersion (i.e. non-solitonic) and is 
situated at the short end of the visible spectrum. 
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Figure 5.7: Schematic showing initial stages of continuum generation. (a) Fission of 2nd 
order soliton by intrapulse Raman scattering and (b) splitting of the fundamental solitons 
into two spectral region by third order dispersion. 
Figure 5.7 shows the initial steps of continuum generation for a 2nd order 
soliton (typical MF and pump pulse parameters suggest soliton order —10 [19]). 
In (a) the higer order soliton splits [20], with the resulting solitons undergoing 
self spectral shift. In (b) third order dispersion splits the fundamental solitons 
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into the skeleton of the continuum including spectral coverage at the blue end of 
the visible spectrum. The generation of further visible components is driven by 
four wave mixing involving the solitonic, non-solotonic and pump radiation 
components, resulting in a "smooth" visible super continuum. 
The majority of the FLIM acquisitions described in this thesis are applied 
to macroscopic fluorescence lifetime measurements of unstained fresh biological 
tissues (described in Chapter 6). Due to the excitation wavelengths of the 
common tissue fluorophores (predominantly in the near UV spectral region), the 
current super continuum described has limited use for such applications. The 
super continuum is, however, a very flexible source across the visible spectrum 
allowing, for example, tuneable excitation in confocal microscopy [17,21] and 
excitation spectroscopy in cell imaging [17]. 
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Figure 5.8: Successive FLIM acquisition of five different fluorescent dyes at different 
excitation wavelengths using the supercontinuum source (a) integrated intensity image 
and (b) FLIM image. 
Figure 5.8 shows the acquisition of five adjacent wells in a FLIM 
multiwell-plate reader (described in Section 5.2.2). The dyes are (from left to 
right) DASPI in 100% ethanol, Coumarin, Rhodamine, Eosin and DASPI in a 
mixture of 60% glycerol and 40% ethanol. Figure 5.8(a) shows the integrated 
intensity of the five wells varying as the wavelength scans the individual 
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excitation profiles of the different dyes. Figure 5.8(b) shows that the fluorescence 
lifetime is independent of the excitation wavelength, since relaxation to the 
ground state occurs from the same excited state2 (Kasha's rule [22], see Section 
2.1.2). As long as the excitation wavelength can cause an electronic transition 
(absorption), the lifetime measured should be independent of it. 
5.1.3 Portable UV Source 
The light sources above both offer tunability across the visibile and near 
infrared spectrum. Both, however, rely on a commercial Ti:Sapphire laser, which 
includes a control box (containing the pump diodes and control electronics) and a 
water chiller to for temperature stabilisation of the laser crystal. This makes these 
excitation sources impractical for a portable FLIM system (e.g. a FLIM 
endoscope). Also neither source provided coverage in the near ultraviolet 
spectral region meaning they were unable to efficiently excite many of the 
common intrinsic fluorophores in tissue (e.g. NADH, collagen, etc, Section 
2.3.2). 
To realise portability and UV excitation wavelengths, a newly available 
tripled neodymium vanadate laser (Vanguard 350-HM355, Spectra-Physics) was 
used. 
2 Lowest vibrational level of first excited electronic state. 
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Figure 5.9: (a) Photograph of Vanguard laser and (b) major components3 in the 
Vanguard. HR - high reflector, OC - output coupler, L - lens, M — mirror, DM — dichroic 
mirror. 
Figure 5.9(a) is a photograph of the Vanguard laser, consisting of an 
oscillator and a tripling unit. It has a single control box, containing the pump 
diodes and control electronics, which can be rack mounted. Figure 5.9(b) shows 
a simplified schematic of the oscillator and tripler design. The oscillator is 
passively mode-locked using a semiconductor saturable absorber mirror 
3 This schematic represents a possible optical layout since the laser was a sealed unit and the 
cavity design was not outlined in the manual. 
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(SESAM) at one end of the cavity. A SESAM has an intensity dependent 
reflectivity such that small intensity fluctuations in the cavity evolve into short 
pulses of —10ps duration (to author's knowledge the oscillator design does not 
include dispersion compensation). The output from the oscillator is at 1064nm at 
a repetition rate of 80MHz. 
The output from the oscillator is initially doubled (second harmonic 
generation, see section 5.1.1). The fundamental and second harmonic radiation 
(1064nm and 532nm) is then subsequently mixed in a nonlinear crystal and 
undergoes sum frequency generation to produce 355nm. Sum frequency 
generation is also a second order susceptibility process (of which second 
harmonic generation is a specific case). Inserting a field with two frequency 
components into the equation for the electric polarisation gives 
P = go ki (Eien'',t  + E2e1")2t + c.c.)+ x2 (Ele" +E2e1"2t + c.c.1 	 5.15 
P = El 2e12°)'t + E2 2e 2c,t 
+ 2E,E2el(("1'2)t 
+ 2E,E2*e1(''''2)t 
	
5.16 
+ 2E1E; + 2E2E; 
+ c.c. 
The five lines of Equation 5.16 represent second harmonic generation (of both 
frequencies), sum frequency generation, difference frequency generation, optical 
rectification and the complex conjugates of each term. The dominant process is 
determined by the phase matching conditions, with sum frequency generation 
requiring 
coink)+ co2n(o2 )= co3n(co3) 	 5.17 
The Vanguard laser achieves phase matching using angle tuning and crystal 
ovens (control refractive index of crystals by temperature, n = n(T)). The 
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resultant output is 355nm radiation at 80MHz repetition rate with a pulse 
duration of <25ps4. 
5.2 	FLIM Imaging Systems 
The first part of this chapter described the different pulsed laser sources that have 
been used for time-domain FLIM during this work. The following sections 
outline the different imaging systems that have been demonstrated for FLIM. In 
general these systems must fulfil two main requirements. Firstly, the 
fluorescence signal emitted by the sample under investigation must be 
transmitted to the photocathode of the GOI. Secondly, the temporal 
characteristics of the fluorescence signal should not be significantly modulated 
by the imaging system. Outside these requirements, there are no further' 
restrictions on the optical system, therefore a varied range of instruments can be 
considered. For the work presented here this includes a wide-field microscope, 
macroscope and endoscopes. 
5.2.1 Wide-field FLIM Microscope 
The wide-field FLIM microscope was built around a standard inverted 
microscope body (IX-71, Olympus). The basic features on the system included 
white-light transmission imaging (direct viewing or CCD capture), selective 
spectral line illumination/excitation from a 100W mercury lamp, two alternative 
(fluorescence) imaging ports and an illumination port for excitation by an 
external source (see Figure 5.10(a)). 
4 Manufacturer specifications give a pulse duration of —10ps. Measured using a streak camera 
(00S-01, Hamamatsu) with —25ps measurement limit. 
5 Other properties of the systems (e.g. transmission efficiency, aberrations, etc) are considered to 
affect the overall system efficiency, but are not critical criteria of FLIM measurements. 
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When used for FLIM, pulsed illumination was directed to the sample 
through the external illumination port. Figure 5.10(b) shows a schematic of the 
FLIM microscope set-up. The excitation was initially incident on a rotating 
diffuser (50DHOO, Comar) and then collimated (f=50mm) A further lens 
(f=150mm) focussed the excitation light to the back focal plane of an infinity 
corrected objective (after transmission through a dichroic) to produce collimated 
(Kohler) illumination. The excited fluorescence was collimated by the objective 
and reflected by the dichroic through a long pass emission filter. A tube lens (U-
TLU, Olympus) then formed an image of the sample on the photocathode of the 
GOI. The choice of excitation wavelength, dichroic and emission filter was 
governed by the sample (constituent fluorophores), while the desired 
magnification was determined by the objective selected. 
Set No.°  Part No. Filter Type Wavelength (nm) 
11000v2 400DCLP Dichroic <400 E420LPv2 LP >420 
11005v2 440DCLP Dichroic <440 E455LPv2 LP >455 
11001v2 495DCLP Dichroic <495 E515LPv2 LP >515 
11002v2 565DCLP Dichroic <565 E590LPv2 LP >590 
10010v2 590DCP Dichroic <590 E610LPv2 LP >610 
21000 50/50 Visible Spectrum 
Table 5.1: Typical filter sets in cube holder. LP - long pass filter [23]. 
5.2.2 FLIM Well-Plate Reader and Macroscope 
The macroscope was designed to image large (>>1cm) fields of view and was the 
simplest optical system used. A camera lens formed an image on the 
photocathode of the GOI, with the excitation directly incident on the sample (free 
space coupled) or fibre delivered (see section 5.3.2 for fibre delivery set up). 
6 Complete filter sets from Chroma Technology Corp (part no. refers to individual filters). 
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For use as a multiwell-plate reader [24,25] the GOI and CCD were 
mounted horizontally. The optical axis, folded upwards using a broadband mirror 
at 45° (PF20-03-F01, Thorlabs Inc), above which the multiwell-plate was 
mounted on a three dimensional translation stage with plate holder (home-built 
by D.S. Elson [24]). The excitation light was also delivered via the folding mirror 
whether fibre or free space coupled. 
(a) 
	
(b) 
Figure 5.11: Photographs showing the macroscope set-up for (a) the multiwell-plate 
reader and (b) tissue imaging. 
For the wide-field tissue imaging, the macroscope was mounted vertically 
(imaging downwards). This was achieved by attaching the GOI and CCD to a 
small breadboard (MB3045/M, Thorlabs Inc) and using two mounting legs to 
secure it in an upright position. The excitation was fibre delivered. This vertical 
arrangement was used to facilitate the imaging of large specimens (10's of cm2) 
without the need for mounting. The largest distance between the detector and 
sample was 160mm imaging an area of 46mm by 36mm. This could be reduced 
by raising the object plane (for smaller samples). 
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5.3 	Endoscopic FLIM Systems 
As described in Section 2.4.2, current endoscopic technology falls into two broad 
groups; rigid rod-lens based instruments (e.g. arthroscope, laparoscope, etc) and 
flexible instruments (e.g. colonoscope, bronchoscope, etc). In both cases, the 
complete system (light-source, scope and video processor) is mounted on a 
trolley for portability (Figure 5.12). 
Figure 5.12: Photograph' of a clinical endoscopic system. 
In the case of rigid instruments, CCD technology is incorporated at the 
proximal end (outside the patient) of the instrument, effectively replacing the 
endoscopist's eye. This allows direct application of wide-field FLIM detector 
technology without modification to the endoscope (see Section 5.3.1). Modern 
flexible endoscope design, however, has incorporated CCD sensors at the distal 
tip (inside the patient) of the endoscopes. Therefore, flexible designs utilising 
coherent fibre-bundles were used to demonstrate flexible FLIM endoscopy (see 
Sections 5.3.2 and 5.3.3). 
From http://fujifilmjp/busimessimedical/endoscope/sapientia/component/index.html 
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White-light illumination is typically provided by Xenon arc lamps. The 
light is often coupled into an incoherent bundle via a liquid light-guide. Section 
5.3.4 outlines the fibre-delivered excitation source for FLIM endoscopy, based 
around a UV diode-pumped solid-state laser (Vanguard 350-HM355, Spectra-
Physics). 
5.3.1 Arthroscopic FLIM System 
A standard medical arthroscope (4mm Dyonics ,Smith&Nephew) was initially 
used for FLIM endoscopy. The arthroscope has an outer diameter of 4mm, a 
115° angular field of view at 30° with respect to the optical axis and a working 
distance of 5-45mm. The image transmitted through the arthroscope is nominally 
collimated (for direct viewing by eye) so an external lens is required to form a 
real image. 
Figure 5.13: Schematic of arthroscope set-up. L — lens, F — emission filter. 
Figure 5.13 shows a schematic of the arthroscopic FLIM set-up. An 
image is formed on the photocathode of the GOI, through a suitable emission 
filter, by a 100mm focal length lens (LA1050-A, Thorlabs Inc). This lens 
produced an angular field of view of —77°x60° for maximal use of the CCD 
sensor. Illumination was provided either by optical fibre (shown in Figure 5.13) 
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or direct free-space illumination through a holographic diffuser (see Section 
5.3.4). 
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Figure 5.14: (a) White-light image of graph paper (showing angular field of view) 
through the arthroscope, (b) fluorescence lifetime image of a fluorescent test slide, (c) 
average decays from areas A and B and (d) pathlength difference for wide-angle 
imaging. 
Due to the arthroscope's wide-angle field of view, the image produced 
suffers from barrel distortion. This is caused by an effective reduction in the 
magnification with increased displacement from the optical axis, seen in Figure 
5.14(a) as curving of the lines on the graph paper. The wide-angle field of view 
can also lead to radial lifetime artefacts. Figure 5.14(b) shows a standard lifetime 
acquisition (10 time gates) of a uniform fluorescent polymer film [26]. 
Examining the fluorescence decays from the two areas, A and B, the effective 
pulse position shifts to greater delays at the greater radial position (see Figure 
5.14(c)). According to this graph, there is —200ps shift in the effective pulse 
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position, leading to fluorescence lifetime values of 600±10ps and 890±50ps for 
A and B respectively. This can be accounted for by the extra distance travelled 
by the excitation pulse and the fluorescence emission due to the angle. In Figure 
5.14(d), the extra distance travelled by the excitation and the fluorescence 
emission is 2z2. This distance is given by 
2z = 2x[(1 + tan2 0y = 2x[ 1 	11 
cos 0 
5.18 
A value of 0=57° gives 2z=1.67x. To produce a shift of 200ps the distance 
between the arthroscope and the sample —35mm, inside the working distance of 
the scope. Therefore, if the periphery of the field of view is required, particularly 
the diagonals, the gate position must be positioned with reference to excitation 
pulse position at the extreme angle. Apart from the effect of the geometry on the 
effective excitation pulse position, the arthroscope has no significant effect on 
the overall temporal response of a lifetime measurement (i.e. temporal response 
function still dominated by the GOI, see Section 5.3.3). 
5.3.2 Standard Flexible FLIM Endoscope 
The initial flexible endoscope (a custom construction by Endoscan Ltd) was 
based on the characteristics of a colonoscope (see Figure 5.15). The diameter of 
the endoscope was 12mm and was —1m in length. It contained four channels 
(Figure 5.15(b)); one for water/air, a biopsy (i.e. instrument) port, an illumination 
guide and an imaging channel. The essential difference between a modern 
colonoscope and this endoscope is the inclusion of an imaging bundle in the 
imaging channel, rather than a CCD sensor. 
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(a) 
	
(b) 
Figure 5.15: Photograph of (a) standard endoscopic FLIM system and (b) distal tip 
design. 
At the proximal end of the endoscope, the image transmitted by the 
coherent fibre-bundle was quasi-collimated using an adjustable eyepiece (Kellner 
type) for direct viewing. Since this design was based on a standard colonoscope8, 
it is referred to as the "standard flexible FLIM endoscope" in this thesis. 
When used for lifetime imaging, the proximal end of the endoscope was 
mounted on an optical bench with the surface of the bundle (effectively the 
object) collimated by the eye-piece. An image of the bundle was then formed on 
the photocathode of the GOI using a 100mm focal length lens (LA1050-A, 
Thorlabs Inc) through an appropriate long pass filter (similar set-up shown in 
Figure 5.13). The useful working distance of this endoscope covered 5-50mm 
with an angular field of view —50°, resulting from the properties of the graded 
index (GRIN) lens used at the distal tip to form an image on the surface of the 
coherent image bundle. The reduced angular field of view, compared to the 
arthroscope, meant that the effective shift in the excitation pulse position was not 
8 Indeed, before the incorporation of CCD technology, this was the design of clinical flexible 
endoscopes. 
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observed. At the maximum working distance of 50mm, the effective shift in the 
pulse was only —30ps. Also, like the arthroscope, the imaging bundle did not 
affect the temporal response function of the system (see Section 5.3.3). 
A complete flexible endoscopic FLIM system was realised by delivering 
the excitation pulses via optical fibre (see Section 5.3.4) through the biopsy port 
of the endoscope. The tip of the excitation fibre was angled at —10° with respect 
to the optical axis to overlap the excitation and imaging fields at a working 
distance of —30mm (biopsy port and imaging channel separated by —10mm). 
5.3.3 Thin Flexible FLIM Endoscope 
While the standard flexible FLIM endoscope was used to demonstrate 
endoscopic FLIM, it could not be used alone as a clinical instrument since the 
proximal end was anchored to an optical bench and the only optical path 
included the GOI (i.e. no colour CCD for white-light imaging). Both of these 
reasons make it unattractive for clinical endoscopy. 
(b)  
Figure 5.16: (a) Schematic of the thin endoscope optical system and (b) the distal tip of 
the thin endoscope. 
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To address this, a thin endoscopic probe was envisaged as a design for a 
biopsy port instrument to be used in conjunction with a standard video 
endoscope. It was constructed from a 2m long, 0.8mm diameter coherent fibre-
bundle (IGN-08/30, Sumitomo Electric) containing 30000 fibres, single fibre NA 
—0.35. A GRIN objective (ILW-1.00, NSG Europe) was fixed to the distal end 
and a protective jacket covered the whole length of the instrument (custom 
construction by Endoscan Ltd). The GRIN lens had an effective NA of —0.125 at 
an object distance of 4mm, but varied with working distance. Away from the 
optimal working distance the image quality suffered significantly. 
The proximal end of the bundle was imaged onto the photocathode of the 
GOI using a x20 infinity corrected objective and tube lens (x20 Ach NA 0.4, U-
TLU, Olympus) via an appropriate long pass filter (Figure 5.16(a)). The NA of 
this imaging system was greater than that of the fibres in the bundle so that all 
the fluorescence transmitted by the bundle was collected. The image of the 
bundle was —16mm in diameter to efficiently use the area of the GOI imaged by 
the CCD sensor (Figure 5.17(a)). 
Figure 5.17(b-d) shows images of a USAF test chart through the thin 
endoscope at different object distances. In all cases the individual fibres can be 
observed (defined by the imaging of the proximal surface of the bundle onto the 
photocathode of the GOI). Figure 5.17(b) shows an image at the optimal distance 
of 4mm, the limiting resolvable feature being group 4-2, corresponding to a 
resolution of —18 1pmm-I . Figure 5.17(c,d) shows the acquired images when the 
object distance was changed by 2mm (reduced and increased respectively). The 
resolution was reduced, but structures on the order of —1 Ipmm-1 could still be 
resolved. 
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Figure 5.17: (a) Schematic showing image of bundle projected onto GOI photocathode. 
Images through the thin endoscope at object distances of (b) 4mm, (c) 2mm and (d) 
6mm. 
The instrumental response of the endoscope and GOI combination was 
measured to evaluate the effect of the imaging bundle (2m of glass fibre) on the 
transmitted fluorescence signal. This was done using the same method outlined 
previously (see Section 3.2.2), although a different GOI was used and 
illuminating wavelength of 430nm (doubled Ti:Sapphire) since the endoscope 
did not transmit in the UV. 
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Figure 5.18: Graph comparing instrument response function of the GOI alone and the 
thin endoscope and GOI combination. 
Figure 5.18 shows the measure instrument response of the GOI and the 
thin endoscopic system. No significant distortion in the system response was 
apparent, suggesting that the fibre-bundle did not have an observable affect on 
the transmitted pulse above that of the closing edge of the GOI gate. The GOI 
was therefore the limiting component of all optical systems examined in terms of 
the instrument response. Using the bundle to transmit broadband fluorescence 
(typical in a fluorescence measurement) may highlight a wavelength dependent 
instrument response however (wavelength dependent refractive index). 
5.3.4 Fibre Delivered Illumination for Endoscopy 
To deliver the excitation for the endoscopes (and the inverted macroscope) the 
output from the UV laser was fibre coupled. The important characteristics of the 
fibre were its dispersion properties and its transmission efficiency, in particular 
there had to be negligible UV-induced fluorescence. The fibre selected was 
multimode with a core diameter of 200um and an NA of 0.39 (FT-200-UMT, 
Thorlabs Inc). 
The pulses were coupled into the low order modes of a 2m length of fibre 
(see Figure 5.19(a)) using an aspheric lens (C280TM-A, Thorlabs Inc). For this 
fibre length no measurable pulse broadening was observed (pulse duration below 
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the 30ps resolution of streak camera) and a maximum coupling/transmission 
efficiency of —60% was achieved. The NA of the fibre gave a maximum 
illumination cone angle of —45°, but typically an angle of —10-20° was observed 
for the lower order modes. This resulted in under-filling of the field of view for 
both the standard and thin endoscopes (field of view angle —50°). To improve 
field of illumination, a holographic diffuser (LSD6OPC10-1, Physical Optics 
Corporation) was position after the optical fibre, producing an illumination cone 
of —60°. 
(a) 	 (b) 
1.2m 
0.6m 
(c) 
Figure 5.19: Images showing fibre illumination through the standard FLIM endoscope 
(a) without, (b) with holographic diffuser and (c) Schematic of hospital based system 
(M—mirror, L—lens, PD—photodiode, FC—fibre coupling). 
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Figure 5.19(a) shows the illumination field without the holographic 
diffuser, while (b) shows the illumination achieved including the holographic 
diffuser. Since a multimode fibre was used a speckle pattern was evident on the 
sample. Even illumination was realised by agitating the illumination fibre. 
During an acquisition this agitation was done on a time scale faster than the 
integration time of the CCD. 
Figure 5.19(c) shows a schematic of the portable breadboard system 
deployed in the hospitals. The limiting size of the breadboard (1.2x0.6m, 
PBG51507, Thorlabs Inc) was defined by the length of the UV laser (Vanguard 
350-HM355, Spectra-Physics). A simple optical system was constructed to 
couple the laser into an optical fibre using two steering mirrors (M, 1500, New 
Focus) and a 3-axis fibre-coupling stage. M1 and M2 are a periscope and a UV 
mirror respectively (1500, New Focus), the former used to adjust the beam 
height. The leakage through M2 was used as a trigger signal for FLIM 
measurements, focussed by L (50 PQ 25, Comar) on to a photodiode (DET210, 
Thorlabs Inc). The remaining area of the breadboard was used for the different 
imaging systems (macroscope and endoscopes) as pictured in Figure 5.15(a). 
5.4 	Conclusion 
This chapter introduced the specific imaging technology used throughout this 
thesis, initially the pulsed laser sources were described. The main solid-state 
ultrafast laser system, which is the work horse of many research laboratories, was 
a regeneratively mode-locked Ti:Sapphire. This delivered 100fs pulses, tuneable 
from 780-920nm at 80MHz. To achieve appropriate wavelengths for single 
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photon excitation, the Ti:Sapphire output was doubled using a nonlinear crystal 
resulting in —40mW in the range —400-450nm. 
A novel super continuum source based on a microstructred-fibre (MF) 
coupled Ti:Sapphire was also described. The combination of short pulse 
durations (-100fs), small fibre core diameter (-211m) and long interaction length 
(-10s cm) produced a broad spectral continuum, ranging from —435nm to 
>1200nm, due to a number of nonlinear optical processes. This resulted in an 
extremely attractive coherent source for fluorescently labelled cell imaging, such 
that the biology could define the fluorescent probes used and not the available 
laser lines (e.g. Ar+ lines). 
Both the doubled Ti:Sapphire and the continuum source, however, did not 
provide spectral coverage in the near UV (important for imaging of tissue 
autofluorescence). Also, the ultrafast Ti:Sapphire laser is a reasonably bulky 
system (requiring water cooling), proving unsuitable for easy portability. 
Therefore, a commercial, air-cooled, pulsed UV laser was utilised, which 
operated at a wavelength of 355nm, pulse duration of —10ps and repetition rate of 
80MHz. This made it both portable and an appropriate excitation for FLIM of 
unstained tissue. 
FLIM can be undertaken on any optical instrument providing the 
fluorescent signal is transmitted to the detector (e.g. the GOD and the optics do 
not significantly perturb the fluorescence temporal signature. A microscope, 
macroscope and a number of endoscope FLIM systems were described. In all 
cases, the temporal response function of the complete system was dominated by 
the GOI (no perturbation by the optics). The endoscopic systems included a 
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"thin" flexible instrument (diameter <3mm), presented as a possible biopsy port 
probe for use in conjunction with a standard clinical endoscope. 
Finally, a breadboard-mounted portable UV FLIM system was described. 
This system was deployed in two hospitals (measurements described in Chapter 
6) for macroscopic and endoscopic imaging of freshly resected biological tissue. 
The UV source was fibre-coupled for flexibility, including a holographic diffuser 
at the fibre-output to evenly illuminate the field of view, particularly during 
endoscopic acquisitions. 
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6 	FLIM of Biological Tissue: 
Towards Clinical FLIM 
This chapter describes the autofluorescence lifetime imaging of tissue. In all 
examples outlined here the excitation source utilised was the fibre-coupled 
ND:YVO4, producing a —10ps pulse at 80MHz and a wavelength of 355nm. First 
the application of this excitation source to freshly resected human tissue in 
conjunction with the FLIM macroscope will be discussed, using the standard 
iterative FLIM technique providing intrinsic (label-free) contrast of different 
tissue pathologies. In subsequent sections, examples of endoscopic FLIM 
imaging through both rigid and flexible instruments will be presented. Both the 
standard iterative fitting and rapid analytic lifetime determination techniques 
have been applied and compared. This chapter concludes with a discussion of the 
efficacy of FLIM for unstained tissue imaging as a research tool and possible 
clinical diagnostic instrument. 
• Complexity of autofluorescence decay characteristics. 
• Effect of gate positions relative to excitation on fitting of single 
exponential to complex data. 
• Macroscopic FLIM of freshly resected human tissue (liver, colon and 
skin). 
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• FLIM through rigid and flexible endoscopes. 
6.1 	FLIM Using a Hospital Based Macroscopic System 
To investiage the efficacy of en face wide-field time-domain FLIM, a portable 
breadboard mounted fluorescence lifetime system was deployed in Hammersmith 
and Charing Cross Hospitals over a six month period. During the period of 
deployment many freshly excised (typically within a few hours) tissue specimens 
where imaged using the macroscope and the standard fluorescence lifetime 
acquisition technique. Where possible, later histological classification of the 
tissue pathology was compared to the wide-field autofluorescence lifetime 
images obtained to explore possible correlations between endogenous 
fluorescence lifetime and tissue pathology. The standard FLIM acquisition 
settings were kept constant for all samples, namely twenty-five 1 ns time-gated 
acquisitions at 250ps intervals with five images recorded at each delay. The 
twenty-five gates sampled the fluorescence decays over a 6ns window, optimum 
for a fluorescence lifetime of 2ns (see Section 4.1.3), the opening edge of the 
gate positioned 200ps after the excitation pulse. Fluorescence lifetimes were then 
calculated using a single exponential decay model with an offset. 
To ensure that "signal-bleaching" was not a significant effect, five 
individual images were acquired at each delay rather than an average of five 
frames. This gave a simple visual display of bleaching via a reduction in the 
amplitude of successive acquisitions. The GOI gain voltage was fixed at 1100v 
and the CCD integration time adjusted to use the full dynamic range for the first 
delay position. The optical power at the sample was kept between 20-30mWcm-1. 
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This power level was selected since it did not appear to cause significant photo-
bleaching over the acquisition time and it resulted in signal levels requiring CCD 
integration times in the region of —0.1s. 
All the work undertaken in this chapter was done so in collaboration with 
Dr Neil Galletly. In particular the macroscopic imaging of freshly resected 
human tissue (sections 6.1.2, 6.1.3, 6.1.4), presented as example acquisitions in 
this thesis, are examined in greater detail in Dr Galletly's PhD thesis [1]. 
6.1.1 Demonstration of Tissue Autofluorescence Decay Complexity 
The vast majority of analysis in this thesis assumes and fits a single exponential 
decay with a constant offset. It then follows that the position of the gates after the 
pulse can be arbitrary, since to (temporal start position of decay) is not a critical 
variable required in the fitting. If the decays are complex, however, the gate 
positions do have an effect on the calculated lifetime, which becomes important 
if calculated lifetime values are to be compared between different acquisitions 
taken at different times. 
To demonstrate the effect of decay sampling on the calculated 
fluorescence lifetime, a piece of freshly resected liver was imaged, changing the 
relative shift between the pulse and the first time gate. Apart from this, the only 
other variable adjusted was the CCD integration time (increased with gate shift to 
utilise CCD full dynamic range). 
Excitation 	 Excitation 	 Excitation 
Pulse Pulse Pulse 
Fluorescence 
Decay 
Time gates shifted 
Fluorescence 
Decay 
Time Gates 
Time Time Time 
Figure 6.1: Position of gates shifted with respect to excitation pulse. 
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The experiment was carried out twice, initially increasing the relative 
delay, then decreasing it (on a separate specimen) to confirm that photo-
bleaching was not a contributing factor. 
(b) 
Figure 6.2: Increasing relative delay position and (b) mean lifetime values for 
acquisitions as a function of the first time gate position. 
Figure 6.2(a) shows the calculated single exponential lifetime images for 
the increasing shift acquisitions plotted with the same lifetime bounds, 950-
5000ps (images for decreasing shift not shown). A clear trend showing the 
increase of the fluorescence lifetime as a function of shift was observed. This 
trend was attributed to reduced sampling of short lifetime fluorophores (or 
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components). Explicitly, when the first gate was positioned 3ns after the 
excitation pulse the signal from components with a lifetime of 1 ns would have 
fallen to 1% of their initial value. Figure 6.2(b) shows the average lifetime of the 
whole field of view as a function of the first time gate shift for acquisitions with 
increasing and decreasing delays. In both acquisitions the average lifetime 
followed the same trend, including a kink at 600-800ps shift (Figure 6.2(b), 
attributed to the extent of the instrumental response function). 
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Figure 6.3: (a-b) Standard FLEA images of the same sample with the initial gate 
positiones at 0 and 3000ps respectively (insets show unmerged images), and (c) the 
integration time as a function of the first time gate position. 
Figure 6.3(a,b) shows the first and last images from Figure 6.2(a) plotted 
on individual scales. The effect of inefficient sampling was to reduce the inherent 
contrast and increase the width of the measured lifetime histogram (suggesting a 
greater effect of noise, possibly scattering). Plotting the integration time of each 
acquisition as a function of the gate shift (Figure 6.3(c)) gives an indication that 
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"signal-bleaching" was not a significant phenomenon during these acquisitions. 
If it were, the gradient for acquisition two (starting at the greatest shift and 
working backwards) would be lower than acquisition one since bleaching would 
lead to a reduced signal at the shorter delays and require a (relatively) longer 
integration time. 
Having observed that the fluorescence lifetime increased with the relative 
delay of the first time gate, it does not follow that the fluorescent species in the 
sample display complex decays, with components ranging from 1-5ns. Rather, 
individual species with short fluorescence lifetimes may simply have fallen 
before the sampling window of the gates (i.e. tissue contains numerous 
endogenous fluorophores). To examine this, a stretched exponential function [2] 
was applied to the data sets (see Section 2.1.3). 
(a) 
	
(b) 
Figure 6.4: (a) Merged and standard (inset) heterogeneity image for initial gate 
positioned at Ops and (b) plot of average heterogeneity as a function of the first time gate 
position. 
Figure 6.4(a) shows a merged heterogeneity image of the sample with no 
gate shift. Compared to the lifetime image there was a marked reduction in 
contrast. This suggested that the different areas of the tissue, despite containing 
different relative concentrations of fluorophores, displayed a reasonably constant 
heterogeneity. Plotting the mean heterogeneity as a function of the shift in the 
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In order to obtain an estimate for how well a particular decay model 
described the data, the autocorrelation of the residuals was calculated for no shift 
and a 3000ps shift in the gate positions (Figure 6.3(a,b)). In Figure 6.5(a, b), the 
lower plots show the residuals for both single and stretched exponential fitted 
decays (raw data and fitted curves shown in Figure 6.5(c d)). The calculated 
correlation coefficients for the single exponential fits were 0.993 and 0.998. 
While the stretched exponential produced 0.999 for both data sets. 
Taking these factors into account, the complexity of the autofluorescence 
lifetime of tissue is dominated by an ensemble of many fluorescent species 
(multi-exponential decay function with many terms) perturbed by the optical 
properties of the sample (scattering), and not by fluorophores with individual 
highly complex decays. Despite the obvious complex nature of the measured 
fluorescence decays, the single exponential model with an offset is still used as 
the basic fitting model for the remainder of this chapter. This is done for two 
main reasons; firstly, the heterogeneity image (Figure 6.4(a)) contains limited 
spatial contrast. Rather than highlighting areas of different complexity, it 
demonstrates the overall complexity of the tissue in terms of fluorophore content 
and optical properties (i.e. scattering). Secondly, the fluorescence lifetime images 
generated using the single and stretched exponential models result in very similar 
spatial contrast. While the calculated fluorescence lifetimes may vary between 
the two models, the contrast between regions is typically maintained and effects 
of relative gate shift (discussed above) are observed in both decay models, 
especially when the position of to (start of fluorescence decay) is ill defined. 
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6.1.2 Liver Specimens 
Although liver surveillance is not carried out endoscopically (typically through 
biochemical tests, CT, MRI and intraoperative ultrasound), the number of liver 
surgeries at Hammersmith Hospital made the specimens relative accessible. Also 
the samples did display a number of favourable features. The first attractive 
feature of the specimens was that a reasonably accurate diagnosis of the liver 
disease state was known before surgery. The second was the obvious contrast 
between the healthy liver and the diseased/damaged areas under white-light 
examination, even to the untrained eye. Both of these favourable characteristics 
are linked to the fact that the majority of the specimens imaged were not effected 
by a liver complaint, but rather a metastatic invasion from distant organs. 
(a) 
	
(b) 
(c) 
	
(d) 
Figure 6.6: Images showing a healthy resected liver specimen (a) photograph, (b) 
standard merged lifetime image, (c) discrete lifetime image and (d) lifetime histogram 
from different areas of the sample. 
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Figure 6.6(a) shows a photograph of a section of healthy liver —1 hour 
after resection. The method used in the surgery was radiofrequency (RF) assisted 
hepatic resection [5], which is used to induce cell necrosis and ultimately 
coagulation (to prevent significant blood loss during surgery, a major problem in 
hepatic procedures). While healthy liver can be observed as dark brown/red, the 
radiofrequency damaged area is much lighter in colour. In the fluorescence 
lifetime image (see Figure 6.6(b)) clear lifetime contrast was observed between 
the shorter lifetime healthy tissue and the necrotic damaged tissue, enhanced by 
plotting the lifetime on a discrete scale (see Figure 6.6(c)). 
The radiofrequency probe causes cell necrosis (death), completely 
destroying the cell membranes and organelles. Therefore complete loss of 
intracellular fluorophores (NADH, FAD, etc) was expected. Spectrally resolved 
measurements during radiofrequency ablation (RFA) [6] have been undertaken 
by other groups [7,8] and show a reduction in the fluorescence intensity at 
—470nm, a similar wavelength to the emission maximum of NADH. Having 
removed the intracellular fluorophores, the remaining contributors will be the 
components of the extra-cellular matrix including collagen. 
As well as observing the contrast between damaged and healthy tissue, 
vessel and duct walls (circulatory and bile systems) displayed an increased 
lifetime compared to the healthy liver tissue. Such vessel walls are rich in 
collagen and elastin producing a comparatively long lifetime. Normalised 
lifetime histograms of healthy tissue, vessels and damaged tissue (see Figure 
6.6(d)) show the achievable separation between the different tissues having mean 
fitted lifetimes of 1455, 1807 and 2075ps for healthy liver, vessel walls and 
radiofrequency damaged liver respectively. 
192 
- Cancer 
	Normal Liver 
- Burnt Liver 
7alpi s 
OcID 
1443p_  
11COps 
1000 1200 1400 1800 1800 2000 2200 2400 2600 280 3000 
Lifetime (ps) 
Metastatic invasion of the liver from colo-rectal cancer is a major cause 
of cancer related death [9]. Figure 6.7(a) shows a photograph of a colo-rectal 
tumour present in the liver. The demarcation between the tumour (white area) 
and the neighbouring liver tissue (dark red) was obvious, as well as a third area 
damaged by the radiofrequency procedure. Along the bottom edge green ink 
staining could be seen, such ink staining is used as an orientation marker during 
histopathology. 
As in the healthy specimen examined (Figure 6.6), clear demarcation 
between the healthy liver and the damaged tissue was apparent. A number of 
vessels with slightly longer fitted lifetime and larger integrated intensity where 
also observed in the healthy tissue. 
(a) 
	
(b) 
(c) 
	
(d) 
Figure 6.7: Images showing resected liver specimen with colo-rectal tumour (a) 
photograph, (b) standard merged lifetime image, (c) discrete lifetime image and (d) 
lifetime histogram from different areas. 
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Histopathology of the tumour classified it as a metastatic nodule 
(originating from an adenocarcinoma) with a small focus of necrosis. In the 
fluorescence lifetime image (necrotic area not in field of view) the nodule 
displayed a shorter lifetime than the adjacent liver tissue due to the foreign nature 
of the invading cells (originating from colo-rectal cancer). This again allowed 
clear separation of the three macroscopically visible areas and well separated 
lifetime histograms for the tumour, healthy and damaged liver tissue (Figure 
6.7(c,d)). 
6.1.3 Colon Specimens 
The colon, like all the hollow organs, has a layered structure as shown in Figure 
6.8. Broadly speaking this can be divided into two main layers; the upper most 
layer called the mucosa, which is involved in absorption/secretion, and the 
submucosa below, which is a dense support layer containing blood vessels, 
lymphatics and other support structures. 
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Figure 6.8: Cross-sectional schematic' through the colon wall. 
From http ://www.patientcenters.com/colon/news/crc.0 1 0 1 .gif 
194 
Muco sa 
Early abnormal changes occur in the epithelium and are classified from 
low to high grade dysplasia, depending on how abnormal the cells appear. In 
terms of treatment, diagnosing dysplastic tissue optimises the chance of 
successful intervention. Detecting dysplastic changes as early as possible is the 
impetus behind screening examinations such as the pap smear in cervical 
screening. There is a significant risk of high grade dysplasia developing into 
carcinoma in situ (carcinoma confined to its native environment, i.e. the mucosa) 
and then invasive carcinoma (invasion into neighbouring structures, i.e. 
submucosa and beyond). 
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Figure 6.9: Schematic' showing normal tissue, dysplastic tissue and a adenomatous 
polyp. 
Figure 6.9 [10] illustrates the typical colon morphology in the early 
development stages of dysplasia. During white-light endoscopy polyps are easily 
identified and can be removed and sent for histological examination. Flat lesions 
on the other hand are often undetectable under white-light observation, the 
endoscopist relying on random biopsies to detect possible occurrence. While 
polyps can have adenomatous (glandular) and non-adenomatous origins, 
From figure 1 in [10]. 
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adenomatous polyps have a greater association with dysplasia and have a much 
greater probability of developing into cancer. 
There has only been one research publication on the application of time-
resolved fluorescence measurements in the colon [11]. In that publication, an in 
vivo single fibre probe was brought into contact with the surface of polyps 
identified under white-light endoscopy for resection, and UV induced 
fluorescence decay profiles were measured using an avalanche photodiode and 
digitizing oscilloscope. The measured "lifetimes"1 of adenomatous polyps were 
reported to be shorter than those of non-adenomatous polyps and this observation 
was generally extended to dysplastic tissue displaying a relatively shorter 
lifetime compared to healthy tissue. 
To investigate the efficacy of fluorescence lifetime imaging for the 
surveillance of bowel pathology, freshly resected specimens were imaged using 
the FLIM macroscope. Due to the invasive nature of the surgery, the samples 
often presented with advanced tumour growth. Figure 6.10(a) shows a white-
light image of a sessile (flat) adenomatous polyp. It is a pre-cancerous state 
defined by an area of high-grade dysplasia. The bottom of the image shows the 
submucosal (white) and fatty/connective tissue layer (yellow) below the surface 
mucosa. 
Figure 6.10(b,c) show the lifetime images on continuous and discrete 
colour scales. A clear reduction in the relative lifetime of the dysplastic tissue 
was observed compared to the surrounding healthy tissue (shown in the lifetime 
histogram Figure 6.10(d)), including the small dysplastic region towards the top 
of the image. The inset in Figure 6.10(b) shows a field of view including the 
Decay time given as the width of the normalised time profile, including rising edge. 
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themselves have longer lifetimes compared to the mucosa, and the relative 
contribution to the measured en face lifetime of the colon of the submucosa can 
be modulated by the thickness of the mucosa. 
(a) 
	
(b) 
 
(c) (d) 
Figure 6.10: Images showing resected colo-rectal specimen with early stage cancer (a) 
photograph, (b) standard merged lifetime image, (c) discrete lifetime image and (d) 
lifetime histogram from different areas. 
Due to the invasive nature of colorectal surgery, many of the samples 
presented with advanced colon cancer. Figure 6.11(a) shows a large tumour 
several cm in diameter, and around it the normal mucosal surface of the colon. A 
fluorescence lifetime acquisition displayed an increased fluorescence lifetime of 
the tumour compared to the healthy mucosa, again allowing good demarcation of 
the tumour when displayed on a discrete lifetime scale (Figure 6.11(c)). 
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Figure 6.11: Images showing resected colon specimen with colon cancer (a) photograph, 
(b) standard merged lifetime image, (c) discrete lifetime image, (d) decay data from 
different areas (shown in (b)) and (e) H&E stained section. 
In an advanced tumour the layered structure of the organ is completely 
disrupted, as shown on the right hand side of Figure 6.11(e). On the far left hand 
side of this H&E stained image a small section of normal mucosa can be seen 
(thin purple stained surface layer), where the cells are regular and the mucosal 
thickness is approximately constant. The rest of the image shows a significant 
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thickening of the mucosa and invasion into the submucosa and connective tissue 
below. Due to the depth of tumour invasion (>1cm) the long lifetime was solely 
attributed to the abnormal growth and may include areas of necrosis. 
(a) 
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Figure 6.12: Images showing specimen with polyp downstream from cancer (a) 
photograph (inset shows tumour), (b) standard merged lifetime image, (c) discrete 
lifetime image and (d) lifetime histogram from different areas. 
Around the tumour margin however there also appeared to be a slight 
increase in the lifetime compared to the normal mucosa far from the tumour (see 
Figure 6.11(d) blue and green curves). The mean fitted lifetime from the squares 
shown in Figure 6.11(b) had lifetimes of 1283, 1338 and 1588ps for the normal 
mucosa, the mucosa adjacent to the tumour and the tumour respectively. It is 
suggested that this could been either a contribution from tumour tissue via 
scattering from the adjacent tumour or the lateral migration of abnormal cells 
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into the surrounding healthy tissue. This could not be investigated more closely 
since the histology was done separately from these acquisitions. 
During surgery a significant (-10cm) section of the bowel downstream is 
also removed to check for and prevent local reoccurrence. In one specimen 
(shown in Figure 6.12(a)) a small irregularity with a diameter of —1cm was 
observed downstream from the main tumour (shown inset). Outwardly it had the 
appearance typical of a polyp, but in the fluorescence lifetime image it displayed 
a slightly longer lifetime (unlike dysplastic tissue) and a decreased fluorescence 
intensity (shown in Figure 6.12(b-d)). Subsequent histology identified this 
feature as a small early stage adenocarcinoma (tumour). If left unchecked it 
would develop into a large tumour similar to Figure 6.11(a). Other polyps 
imaged displayed no lifetime or intensity variation compared to the surrounding 
mucosal tissue. 
6.1.4 Skin Specimens 
The skin is another layered organ and is the most common location for cancer. 
The skin itself can be broadly divided into three main layers, the epidermis 
(outermost), the dermis and the subcutis (analogous to the mucosa, submucosa 
and connective tissue in the bowel). The epidermis is comprised of keratinocytes 
(also called squamous cells) which migrate upwards towards the surface of the 
skin. As they near the surface the cells become increasingly keratinised, 
eventually dying and forming the stratum comeum (surface layer of dead cells 
providing water-proofing). The epidermis comprises five different strata, 
marking the transitions of the squamous cells as they migrate to the surface. The 
epidermis and dermis are separated by a single layer of basal cells. This layer is 
rapidly dividing, supplying squamous cells for the epidermis. 
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Figure 6.13: Diagram showing cross-section through skin. 
The dermis provides the skin with its strength and flexibility. It is 
subdivided into two layers, papillary and reticular layers. The papillary layer 
extends into the epidermis and supplies it with nutrients, while the reticular layer 
is comprised of a collagen fibre matrix produced by fibroblast cells. It also 
contains blood vessels, lymph vessels, muscle fibres, hair follicles and various 
glands. The subcutis is the lowest layer and comprises mainly fat and connective 
tissue. 
The main draw back of white-light identification of skin tumours is the 
great variability in outward appearance. They can present as a slight 
discolouration, a pink/red irritation, a growth on the skin as well as possibly 
bleeding. Not only does this make diagnosis of the tumour type difficult by 
outward appearance, but many of these traits are also displayed by non-cancerous 
pathologies (e.g. psoriasis, warts, etc). Standard identification [12] is carried out 
by punch biopsy (removing a —1mm diameter cylinder of skin) followed by 
histological examination. After identification as a tumour, the tissue is removed 
or undergoes photodynamic therapy, radiotherapy, etc [13]. 
Basal cell carcinoma (BCC) is the most common type of skin cancer. It is 
slow growing and rarely metastasizes, but can cause significant local damage. It 
originates in the basal layer and typically migrates into the dermis below 
breaking down the collagen matrix. The second most common skin cancer is 
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squamous cell carcinoma (SCC). This is characterised by abnormal growth of the 
keratinocytes (or squamous cells) in the epidermis, initially as carcinoma in situ 
until it breaches the basement membrane and becomes invasive. Both cancers are 
associated with a number of risk factors including excessive Sun (UV radiation) 
exposure, hereditary occurrence, chemical irritants and, in the case of SCC, 
smoking. 
(a) 
	
(b) 
(c) 
	
(d) 
Figure 6.14: Resected skin specimens with BCC (left) and SCC, (a) photograph, (b) 
standard merged lifetime image, (c) discrete lifetime image and (d) lifetime histograms 
(BCC - solid lines, SCC — dashed lines). 
Figure 6.14(a) shows white-light images of fresh skin resections 
displaying a BCC (left) and an SCC. This particular BCC demonstrates how 
subtle the outward appearance of skin carcinoma can be; in this case the only 
outward sign was a very slight skin discolouration. The SCC shows a raised area, 
which is often associated with SCC due to the abnormal growth of squamous 
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epidermal cells, but similar growths can be attributed to other causes (e.g. see 
Figure 6.15(a)). 
The two samples shown in Figure 6.14 display obvious opposite trends; a 
reduction in the lifetime of the BCC and an increase for the SCC compared to 
healthy surrounding tissue. In the case of the BCC samples examined, this 
reduction in the fluorescence lifetime was a consistent trend. In this example the 
lifetimes of the carcinoma and the surrounding tissue were —1330ps and 15 1 Ops 
respectively. While BCCs displayed a consistent trend, SCCs were far more 
variable. While some samples displayed an increase in lifetime (like the example 
shown) others showed no significant lifetime contrast. One possible reason for 
this increased variability could be due to the graduation of squamous cells in the 
epidermis. Therefore the maturity stage at which abnormal growth occurs may 
impact the characteristic fluorescence properties. 
Another observed variation was in the lifetime of healthy skin. In the 
examples shown the mean lifetimes of the healthy tissue were 1510ps, 1385ps 
and 1316ps for the BBC, SCC (in Figure 6.14(b)) and the viral wart sample 
respectively (Figure 6.15(b)). Such variability could be due to a number of 
reasons. These include skin tone, exposure to sunlight (affecting the elastin 
content of skin), position on the body and patient age, among others. Such 
fluorescence lifetime variability suggests that absolute lifetime values in variable 
and heterogeneous samples (such as tissue) may not directly correlate to 
pathology, but relative changes between diseased areas and healthy tissue can 
provide contrast. Similar variability has been observed in clinical trials, for 
example in fluorescence spectroscopy during cervical screening [14,15], and was 
attributed to physiological rather than pathological origins. 
203 
(a) 
(c) 
(b) 
	 Healthy 
- Wart 
	 Healthy 
SCC 
1100 1200 1300 1400 1500 1600 1700 1E100 1900 
Lifetime (pa) 
(d) 
Figure 6.15: Resected skin specimen with a keratinised viral wart, (a) photograph, (b) 
standard merged lifetime image, (c) discrete lifetime image and (d) lifetime histograms 
(wart — solid lines, SCC — dashed lines). 
Figure 6.15 shows the photograph and lifetime images acquired for a 
keratinised viral wart (no carcinoma), which too displays an increased lifetime 
for the central growth. Previous in vivo temporally resolved (TCSPC) two-
photon microscopy [16] has suggested that keratin in the stratum corneum 
displays a lifetime of 1900ps. Therefore, in both the SCC and the wart, the 
increased lifetime was attributed to an increase in the thickness of the keratin rich 
upper layers. This could also help explain the variation observed in the range of 
SCC measured. The point at which the squamous cells start to show abnormal 
growth will determine how differentiated they are and their keratin content 
(increases as surface of the skin is approached). As a result, the SCC and wart 
examples show very similar characteristics with respect to the surrounding 
healthy tissue (Figure 6.15(d)). 
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While the use of FLIM (or indeed fluorescence imaging) is unlikely to be 
used as the main diagnostic tool in a skin clinic, it could possibly aid the clinician 
in determining the borders of a skin lesion, especially flat lesions like the BCC 
shown in Figure 6.14(a). For cosmetic reasons the area of skin excised should be 
minimal, but this must be balanced with the requirement that all the abnormal 
cells must be removed to prevent reoccurrence of the tumour. The current 
optimal method of excision is Mohs Micrographic Surgery [17], but this 
technique is time consuming and not widely available. Fluorescence based 
techniques are being widely investigated for the characterisation and demarcation 
of skin tumours [e.g. 18,19,20,21], and fluorescence lifetime has previously been 
used to investigate skin tumours [22,23]. These particular fluorescence lifetime 
based measurements relied on the sensitizer 8-aminolevulinic acid (ALA), 
however, which promotes the accumulation of protoporphyrin IX, a fluorescent 
species. The use of such sensitizers increases the overall clinical procedure (-1 
hour wait for accumulation effect) and also makes the skin photo-sensitive since 
ALA is also used in photodynamic therapy. 
6.1.5 Conclusions for Fresh Tissue Imaging 
The preceding sections have demonstrated that FLIM can result in intrinsic 
contrast in unstained fresh tissue. In particular Figure 6.10 shows a clear 
reduction in the measures fluorescence lifetime of a dysplastic area in a colon 
compared to the healthy surrounding tissue. Such identification of pre-cancerous 
pathologies has obvious benefits in terms of patient treatment. The origins of 
such fluorescence lifetime changes, however, are still a topic of active research. 
More advanced tissue models of light propagation and fluorescence 
signals in layered tissue structures are under development by a number of 
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research groups (e.g. [24,25,26]). While tissue is a strongly scattering medium, 
structural and biochemical characteristics of particular tissues are increasingly 
incorporated into more advanced tissue models. For example, in developing 
models for epithelial lined organs (e.g. colon, cervix, etc), the healthy mucosa is 
not an optically thick structure (i.e. governed by the diffusion approximation), 
but rather a significant proportion of excitation light reaches the submucosa via 
"snake-like" propagation (see Section 2.3.1). The thicker and heavily scattering 
submucosa is then modelled as a semi-infinite layer governed by the diffusion 
approximation. 
Along with improved structural/optical properties, the different sources of 
the fluorescence signals (i.e. the fluorophore distributions) can also be included 
in these tissue models. For example, NADH fluorescence will originate in the 
mucosa, while the predominant fluorophore in the submucosa is collagen. 
Investigating such a model [26,27], the effect of physiological changes (e.g. 
increases in the mucosal thickness) together with changes in fluorophore 
quantum yield would seem to account for observed changes in fluorescence 
lifetime measurements [11], rather than changes in optical properties (i.e. 
scattering coefficient) or fluorescence lifetime of individual fluorophores. 
During the tissue imaging work, a number of specimens displayed 
significant variation (e.g. skin samples with areas of SCC). The work carried out 
in these investigations was unable to confidently attribute lifetime changes to 
specific origins. For example, major abdominal surgery takes many hours, so the 
"fresh" colon specimens imaged may vary in "age" by several hours. This can 
have an effect on the measured fluorescence signal considering the degradation 
of NADH after resection [28] (half life —2 hours). 
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6.2 	Rapid FLIM of Tissue 
The previous section addressed the application of a portable, stand-alone 
fluorescence lifetime macroscopic imaging system, for which the main effort was 
directed toward wide-field imaging of freshly resected tissue. The preliminary 
investigations of clinical utility outlined above are discussed in greater detail in 
the PhD thesis by Neil Galletly. If one accepts the efficacy of fluorescence 
lifetime as a useful parameter for wide-field (particularly en face) imaging, the 
next step towards clinical application is to investigate both rapid acquisition 
techniques and the coupling of time-gated and endoscopic technology. Apart 
from the work outlined in this thesis, Mizeret et al [29] are the only group to 
report endoscopic FLIM. In that case, a rigid bronchoscope was used (rod lens 
based instrument) in conjunction with an iterative frequency-domain technique 
and limited spatial sampling (64x64 pixels in the field of view). In contrast, this 
work reports time-gated FLIM endoscopy with field of view comprised of 
256x336 pixels. 
6.2.1 Wide-field Rapid Analytic FLIM Acquisition of Tissue 
The technique for analytic rapid fluorescence lifetime imaging was outlined in 
Section 4.4. Briefly, it calculates the gradient of the decay when the intensity is 
plotted on a logarithmic scale. This reduces the calculation to a ratio (as opposed 
to using an iterative fitting algorithm) allowing a lifetime image to be calculated 
for every pair of intensity images acquired or to immediately convert a sequence 
of time-gated fluorescence intensity images to a series of FLIM images. 
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Figure 6.16: Images of resected pancreas, (a) H&E stained image, (b) standard lifetime 
and (c) rapid analytic lifetime image. 
Figure 6.16(a) shows a H&E stained mosaic of a freshly resected human 
pancreas. This particular specimen displays areas of tumour, necrosis, fibrosis 
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and an artery. The H&E image does not correspond exactly to the wide-field 
lifetime images since the tissue was sectioned and stained after fluorescence 
imaging. The standard lifetime image (Figure 6.16(b)) is calculated from five 
consecutive acquisitions containing 25 time-gates at 250ps intervals, using a gate 
width of fns and the FLIM macroscope, taking a total time of 30s (i.e. the same 
technique as used in Section 6.1). This extended acquisition produces areas of 
clear distinction between different areas including tumour and necrotic tissue. 
Also the fitted lifetimes occur in the expected range for endogenous fluorophores 
of 1-3ns. 
Figure 6.16(c) shows a frame (see Movie_6.1) from an analytic two-gate 
RLD acquisition. The gate width was increased to 2.4ns and the integration time 
was 0.1s, permitting a lifetime image update rate of 7.7Hz. Having been 
calculated from just two images, the lifetime variation in an area with expected 
similar lifetime (e.g. tumour area) was greater since the total number of photons 
acquired was significantly reduced (-95% reduction). Despite the expected 
increase in noise, the observed contrast in the two FLIM acquisitions (iterative 
and analytic) correlates well. In both cases the cancer displays the shortest 
lifetime, the fibrosis has the longest with necrotic and fatty tissue having 
intermediate lifetime values. 
Despite the relative contrast in the images correlating well, the lifetimes 
calculated using the analytic technique were significantly longer than those 
assigned using the iterative fitting technique. This shift in lifetime can be due to a 
number of factors, for example an offset (typically present in a macroscopic 
acquisition due to limited exclusion of ambient light). In the case of tissue 
autofluorescence the shift in the lifetime is also a consequence of the complexity 
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of the total decay produced by multiple fluorescence species in a highly 
scattering medium (see Section 4.4.3). 
6.2.2 Rigid Endoscopic FLIM 
Rigid endoscopes are used in minimally invasive procedures, for example joint 
inspection/surgery (i.e. arthroscopy) and keyhole surgery (i.e. laparoscopy). 
Increasingly fluorescence measurements are being explored for laparoscopic 
minimally invasive techniques [30,31], but not as yet in arthroscopic 
surveillance, although the fluorescence lifetime properties of cartilage has shown 
correlation with disease pathology ex vivo in Clifford Talbot's PhD thesis [32]. 
The developed rigid endoscopic FLIM system was based on an 
arthroscopic, described in Section 5.3.1. The arthroscopic FLIM system was used 
to image a (refrigeratedl) bisected lamb's kidney as a representative sample (see 
Figure 6.17(a)). It was selected as a sample because of the obvious distinct 
regions, namely the cortex, medulla, calyces and renal pelvis. Figure 6.17(b,d,f) 
show standard analytic lifetime acquisitions through 375nm, 435nm and 515nm 
long pass emission filters respectively (GG375, GG435, GG515, Comar Optics 
Inc). The total acquisition times for these acquisitions were —30s using a gate 
width of lns and gain voltages from 1100-1135v. 
1  Not a fresh tissue sample, therefore autofluorescence signal results from extra-cellular 
fluorophores. 
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Figure 6.17: Images of a bisected lamb's kidney, (a) white-light image, (b,d,e) standard 
lifetime images and (c,e,f) rapid lifetime images through 375nm, 435nm and 515nm 
long pass filters respectively. 
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The corresponding rapid analytic acquisitions, through the same emission 
filters and acquired with the same gate width, are shown in Figure 6.17(c,e,g). 
The integration time was set to 0.12s (frame rate of —6.7Hz) at similar gain 
voltages. Comparing the standard and the rapid lifetime images, a shift to longer 
calculated lifetimes is again observed due to complex nature of the decays (see 
Section 4.3.3). Examining Figure 6.17(b,c) the two acquisition techniques result 
in the same relative contrast of the sample; long lifetime pelvis and short lifetime 
cortex with the medulla having an intermediate value. The trend in the relative 
contrast between the standard and analytic acquisitions is maintained as the 
emission filter is changed, namely a reduction in the lifetime of the pelvis and 
calyces with increase in the emission filter. 
Naturally, a desirable requirement of any endoscopic procedure is real-
time visual feedback for the clinician. Therefore, to increase the frame rate the 
integration time can be reduced in exchange for an increased gain voltage. This 
will also lead to a reduction in the number of collected signal photons and 
consequently a reduction in the final signal-to-noise of the lifetime images. 
The developed in-house acquisition programme is flexible enough that 
important parameters are adjustable during an acquisition. Figure 6.18 shows six 
frames from a rapid analytic lifetime acquisition of a chicken leg (refrigerated). 
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Figure 6.18: Rapid analytic arthroscope images. Increasing gain for a reduction in 
integration time, (a) 1155v, 0.5s, (b) 1199v, 0.25s, (c) 1254v, 0.1s, (d) 1284v, 0.075, (e) 
1294v, 0.05s and (e) 1329v, 0.03s. 
Examining Figure 6.18(a), the short lifetime area corresponds to fat while 
the longer lifetimes above and below are areas of muscle. The individual frames 
from (a-f) show the deterioration in the signal-to-noise as the integration time is 
reduced, with a corresponding increase in gain voltage. The gain voltage is 
increased from 1155v to 1329v, increasing the effective FLIM frame rate from 
—1.9Hz to —16.7Hz. The FLIM movie also shows the step changes between 
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acquisition parameters, the decrease in intensity with reduction in integration 
time followed by an increase with gain. Despite the fall in signal-to-noise in 
Figure 6.18(f), a qualitative contrast between the fat and muscle is still observed, 
with the time averaging of the successive frames helping this contrast (see 
Movie_6.2 and Movie_6.3 for real time and "fast" versions) 
6.2.3 Flexible Endoscopic FLIM 
Compared to the rod-lens rigid equivalents, flexible endoscopes have reduced 
transmission efficiency due to the limited fibre fill-factor and transmission 
through optical fibre-bundle of lengths >1 m. Despite these reductions in 
efficiency and the possible influence of optical dispersion, the temporal 
characteristics of the fluorescence decays are still limited by the temporal 
response of the GOI and not the fibre-bundle. 
Figure 6.19(a) shows the standard flexible FLIM endoscope (discussed in 
Section 5.3.2) used in the portable set-up at Charing Cross Hospital. A excitation 
fibre was attached to the side of the instrument (for ease of use between the 
endoscope and macroscope) and the distal end of the scope held in a clamp stand. 
The sample shown in Figure 6.19(a,b) is the resected colon with the sessile 
dysplastic polyp (macroscopic acquisition in Figure 6.10), which displayed a 
shortening of the fluorescence lifetime under macroscopic imaging. 
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Figure 6.19: Acquisition through large endoscope, (a) photograph of the system, (b) 
white-light image of sample, (c) discrete lifetime image and (d) lifetime histograms. 
During endoscopic imaging the excitation intensity was —25mWcm-1 with 
a gain voltage of 1100v (matching the macroscopic acquisition). This required an 
integration time of 0.79s to utilise the full dynamic range of the CCD, leading to 
a total acquisition time of —60s for three measurements at 25 gate positions. This 
compared to —17s for the equivalent macroscopic acquisition. Figure 6.19(c,d) 
show the discrete lifetime image and the lifetime histogram for the polyp and 
healthy tissue, producing mean lifetimes of 1143±60ps and 1294±70ps 
respectively. 
Comparing Figure 6.19(c) and Figure 6.10(c), a similarity in the resultant 
lifetime contrast is notable with a reduction in the fluorescence lifetime observed 
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for the polyp. The absolute lifetime values calculated are slightly reduced when 
measured through the endoscope, however. Since the instrument itself was found 
not to compromise the temporal profile of the decays, this shift is probably the 
result of two effects; the relative position of the first gate with respect to 
excitation pulse and the spectral transmission characteristics of the endoscope. 
Accepting that tissue autofluorescence decays are complex the position of the 
first time gate becomes important. As shown in Figure 6.2, the greater the shift 
away from the pulse, the greater the fitted fluorescence lifetime. Another 
possible effect is the reduced short wavelength transmission of the endoscope. 
For example, the GRIN lens on the distal tip of the fibre-bundle does not transmit 
the excitation wavelength of 355nm. This spectral attenuation, which is far less 
evident in the macroscope, will have an effect on the measured decay profile 
through the weighting of the different fluorophore components (effect seen in 
section 6.2.2). 
With a view that any new clinically viable instrument should ideally be 
compatible with current endoscopic technology, a thin (diameter <3mm), fibre-
bundle based instrument suitable for introduction through the biopsy port of a 
conventional endoscope was also examined for fluorescence lifetime imaging 
(see Section 5.3.3). The particular device fabricated had a short focal length and 
depth of focus (working distance —4±1mm), resulting in a field of view of 
diameter —5min. 
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Figure 6.20: Frames from analytic lifetime acquisition of Nile Red in glycerol:ethanol 
mixtures, (a) micro-well plate set-up, (b) frame showing movement artefact, (c) 0%, (d) 
20%, (e) 40% glycerol and (f) histograms. 
Figure 6.20(a) shows the schematic of a microscope slide multi well-
plate, with well diameters of 5mm, imaged through the thin ensoscope. This was 
loaded with the dye Nile Red (concentration 0.04g/1) in different relative 
concentrations of glycerol/ethanol. The relative concentration of the two solvents 
results in a spectral (see Section 2.4.1) and, as will be demonstrated here, a 
lifetime shift as a function of the relative polarity of the solution. A rapid analytic 
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lifetime acquisition was used to image the well-plate, with a gate width if 2.4ns, 
a gate separation of 4ns and integration time of 0.1s, corresponding to a FLIM 
frame rate of —7.7Hz. The well-plate was translated relative to the thin endoscope 
and the resulting FLIM images can be seen in a movie (see Movie_6.4) as well as 
in Figure 6.20. 
Figure 6.20(c-e) shows single frames from the acquisition with relative 
concentrations of 0:10, 2:8, 4:6 of glycerol:ethanol producing mean lifetimes of 
6767±514ps, 7365±620ps and 7843±778ps respectively. Figure 6.20(f) shows 
the fitted normal distributions to the histograms from the three lifetime images, 
demonstrating the distinction between the calculated lifetime and also the 
significant overlap due to the signal-to-noise of the analytic lifetime calculation. 
Figure 6.20(b) is a single frame from the images acquired during movement 
between wells. The effect of motion artefacts can be observed at the lower edge 
of the well, the speed of such movements defining the required frame rate to 
negate such effects. 
A final example using the thin endoscope and rapid lifetime acquisition is 
given in Figure 6.21. Here, two areas of chicken leg were imaged, an area of 
muscle and fat. The acquisition settings were a gate width of 2.4ns, gate 
separation of 3ns and integration time of 0.25s (frame rate —3.6Hz). Figure 
6.21(a,c) show single frames from an area of muscle and fat respectively, with a 
shortening of the calculated fluorescence lifetime from (a) to (c). 
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Figure 6.21: Rapid analytic autofluorescence lifetime imaging of chicken leg, (a) area of 
fat, (b) movement between areas and (c) area of fat. 
Again, due to the relatively long integration time and the small field of 
view, motion artefacts were be observed. Figure 6.21(b) shows an intermediate 
frame from the movement between the two areas, in particular an artery entering 
and traversing the field of view during a single integration time (see Movie_6.5). 
6.3 	Conclusion 
This chapter has described the application of wide-field time domain FLIM to the 
autofluorescence imaging of tissue. All the tissue images were acquired using a 
portable, breadboard mounted FLIM system based around an air cooled, diode-
pumped solid state UV laser (Vanguard 350-1-1M355, Spectra-Physics). This 
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system has been transported and deployed in Hammersmith and Charing Cross 
Hospitals to allow the imaging of freshly resected human tissue. 
Biological tissue is a heterogeneous and heavily scattering medium 
containing many fluorophores and, as a result, the true fluorescence decay 
profiles are complex, but useful contrast can be generated assuming a simple 
decay model (i.e. single exponential). This was empirically found to provide the 
equivalent useful contrast as the stretched exponential model. For standard FLIM 
techniques, however, quantitative comparison between different acquisitions is 
difficult unless the relative position of the excitation pulses and the time-gates 
are known accurately. One answer to this problem is dense sampling across the 
excitation pulse as well as the decay profile, but such an approach will increase 
the acquisition and data processing time. 
The efficacy of iterative time-domain FLIM as a tool for tissue pathology 
imaging was demonstrated with a number of tissue types. Strong intrinsic 
contrast was observed en face in the colon and skin (of high grade dysplasia and 
BCC respectively). This suggests that FLIM has the potential to become a useful 
tool for in vivo (endoscopic) tissue surveillance. 
While iterative FLIM techniques are sensitive to intrinsic tissue 
pathology, acquisition times are typically on the order of —10s. These limit the 
application of iterative lifetime imaging to systems that are static (both spatially 
and temporally) on this time scale. Rapid analytic lifetime techniques have also 
been applied to unstained human tissue. Due to the complex nature of the tissue 
autofluorescence, the calculated lifetimes using analytic techniques often over 
estimate the lifetime, but importantly the relative lifetime contrast is maintained. 
This rapid analytic technique allows antofluorescence acquisitions up to —10Hz 
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currently, but improvements in detector technology will increase this imaging 
rate (e.g. improvement of photocathode quantum efficiency). 
Anticipating the possible development of FLIM as a clinical tool, 
endoscopic FLIM through both rigid rod lens based and flexible fibre-bundle 
based instruments was investigated. The instruments themselves were previously 
shown not to distort the temporal characteristic of the fluorescence decays, but 
rather to have an adverse effect on collection/transmission efficiency and 
possibly introduce some spectral modulation in the blue and near UV spectral 
region. Both iterative and analytic FLIM techniques were demonstrated, with a 
compromise between signal-to-noise and imaging rate possible to increase speed 
for improved visual feedback. 
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7 	High Speed FLIM Applied to 
Microscopy 
In the previous chapter fluorescence lifetime imaging was applied to the 
characterisation of unstained tissue. With a view to the development of clinical 
instrumentation, the need for increased acquisition rates to combat motion 
artefacts and high processing rates for real-time visual feedback and immediate 
decision making were outlined. In this chapter the rapid analytical wide-field 
FLIM technique is applied to high-speed microscopy. For these particular 
applications the emphasis is more toward rapid acquisition such that dynamic 
events can be resolved and characterised. The two examples outlined both utilise 
fluorescent dyes to sense and image the local fluorophore environment in the 
field of view. The first example relates to imaging the viscosity profile across a 
microfluidic channel as two liquids mix. The emphasis here is on the spatially 
dynamic environment as the fluid flow velocity is changed and the field of view 
is moved during the acquisition. The second is the characterisation of membrane 
order in live cells. For this case, both spatial and temporal changes are imaged as 
the plasma membrane undergoes chemically induced cholesterol depletion and 
the high speed FLIM technology permits a study of the characteristic time scale 
of this process. 
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• The application of wide-field rapid FLIM techniques to microscopy. 
• Rapid measurement of the dynamic microfludic environment in a T-
sensor. 
• Rapid FLIM applied to the characterisation of plasma membrane order. 
• Rapid FLIM for characterisation of the temporal dynamics of cholesterol 
depletion in plasma membranes. 
7.1 	High Speed FLIM Applied to Microfluidic Technology 
The miniaturisation of generic chemical analysis systems is described in [1,2]. 
Described as a micro-Total chemical Analysis System (µ-TAS), the device 
undertakes all steps of preparation and analysis such as mixing, reaction, 
separation and detection. As well as the benefit of a single portable system that 
performs the necessary preparation/analysis, other potential benefits of this 
miniaturisation include faster and more efficient chromatography, faster 
electrophoresis and shorter characteristic transport times. 
Since the initial description of µ-TAS [1], interest in the field has grown 
substantially. There are now many research groups and companies that specialise 
in the design and manufacture of microfluidic devices for an array of 
applications, with the ultimate goal of producing a disposable lab-on-a-chip. The 
benefits afforded by microfabrication include a reduction in amount of reagents 
used, a reduction in waste products, increased surface-to-volume ratio and the 
opportunity for mass production leading to reduction in device cost [3]. 
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Microfluidic devices have been demonstrated for PCR1 and proteomic assay 
[4,5], cell sorting [6], single cell analysis [7,8], parallelism [9,10] and a tuneable 
chip-based light source [11]. 
Due to their nature, microfluidic devices are closed systems, often with 
channel lengths on the order of 1 Os of cm. Therefore measurements for device 
characterisation (e.g. temperature zones, diffusion scales, etc) and indeed and any 
monitoring during use (e.g. imaging cell suspensions, assay screening, etc) 
typically must be non-invasive. Fluorescence techniques offer a flexible 
methodology for non-invasive measurement, and in particular fluorescence 
lifetime imaging (in conjunction with an appropriate dye) offers an intrinsically 
ratiometric technique for environmental characterisation. Fluorescence intensity 
[12] and lifetime [13] measurements have been used to characterise temperature 
in heated microfluidic devices using fluorescent dye Rhodamine B. FLIM has 
also been used to characterise turbulent [14] and diffuse [15,16,17] mixing. 
While these measurements were performed on macroscopic systems (i.e. 
fluorescence microscopes) developments in the field of integrated microfluidic 
systems are progressing, e.g. built in optical filters [18] and on-chip fluorescence 
lifetime measurements [19]. 
7.1.1 Fundamentals of Fluid Mechanics and Microfluidic Devices 
Fluid flow can be divided into two main categories: inviscid flow where 
frictional forces (due to viscosity) are small compared to inertial forces (which 
occurs when the liquid's associated Reynolds number2 is large) and viscous flow 
where viscosity has a significant effect. Viscous flow accounts for the majority 
1  PCR — polymerase chain reaction. Method used to enzymatically 
replicating/amplifying)DNA without using a living organism (e.g. a bacterium). 
2 The Reynolds number is the ratio of the inertial forces to viscose forces in a fluid flow. 
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of cases (e.g. water flow in a pipe or micro-channel), with viscosity representing 
a liquid's resistance to shear forces, often leading to turbulent flow. There are 
many introductory texts on fluid dynamics (e.g. [20,21]). 
Working in the viscous regime, the nature of a flow is controlled by its 
key physical parameters. These are its characteristic length scale (i.e. 
channel/pipe diameter), the average flow velocity and its viscosity. From these 
values a dimensionless parameter called the Reynolds number can be calculated, 
given by 
R = vD 
	
7.1 
where v is the velocity, D the flow diameter and v the kinematic viscosity. For a 
given flow in a particular geometry a critical Reynolds number can also be 
defined such that if R<Rcnt the flow will be laminar. For a smooth, straight 
circular pipe the critical Reynolds number is 2300 [20], defining the boundary 
between turbulent and laminar flow. The reduction in scale has one obvious 
effect in microfluidic devices, small channel diameters and reduced fluid velocity 
result in laminar flow. Therefore when two liquids are introduced into the same 
microfluidic channel an interface is formed (see Figure 7.1(a)). 
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Figure 7.1: Schematics showing a H-sensor, (a) interface formed due to the laminar 
nature of the flow and (b) purification (by separation) of an input mixture by diffusion. 
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Transport across this interface is only via diffusion, therefore coherent 
control of mixing or separation is achieved by design of the device (e.g. 
dimensions) for particular fluid characteristics (i.e. diffusion coefficient). Figure 
7.1(b) shows a schematic of a H-sensor separating a fluid from a mixture 
containing particles, which works due to the diffusion length of the fluid being 
larger than that of the particles over the transit time through the common 
channel. 
7.1.2 Viscosity Imaging in a Microfluidic T-Sensor 
A simple microfluidic T-sensor was fabricated on-site by Andrew deMello's 
group in the Chemistry Department, Imperial College London. The sensor was 
fabricated by poly(dimethylsilone) (PDMS) moulding on a negative photoresist 
master (SU-8) (see [16] for details). A 10:1 ratio by weight of monomer and 
hardener (Sylgard 184, Dow Corning) was degassed under vacuum, poured onto 
the master and then cured at 95°C. The cured PDMS was placed between a glass 
microscope slide and coverslip, with access holes and tubes inserted in the slide 
for fluid inlets and an outlet. The design (see Figure 7.2) comprised of two inlets 
and a single outlet. The inlets were 100p,m wide, 60pm deep and lcm long. The 
mixing channel had the same dimensions, but was —7cm long. 
The chip was imaged on the wide-field microscope using a x10 objective 
(x10 Ach NA 0.25, Olympus), resulting in a field of view of —0.85x0.65mm. 
Illumination was provided by a doubled Ti:Sapphire (Mai Tai, Spectra-Physics), 
producing 100fs pulses at 80MHz and a wavelength of 460nm (see Figure 
7.4(b)). The HRI gain was set to 1100v and the gate width to 500ps with a gate 
separation of 150ps. The integration time of the CCD was 0.03s, resulting in a 
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frame rate of —16Hz due to 0.03s readout time (integration time alone represents 
—33Hz frame rate). 
0.6cm 
 
3.5cm 
 
Figure 7.2: Fluorescence intensity image of the input junction and schematic showing 
the design of the microfluidic device. 
To investigate the effect of flow rate on interface formation and diffusive 
mixing in the microfluidic device, the fluorescent dye DASPI was used. DASPI 
is comprised of two conjugated rings joined by a CH=CH bond (see Figure 
7.3(a)). The major non-radiative decay process in DASPI is the relative rotation 
of the conjugated rings, making the fluorescence lifetime of the molecule 
sensitive to solvent viscosity. Figure 7.3(b) shows a time-gated fluorescence 
lifetime image of DASPI in varying concentration of ethanol:glycerol using a 
standard acquisition technique (10:0, 8:2, 6:4 and 6:4 from top to bottom) [221]. 
The clear trend shown in Figure 7.3(b) is an increase in the fluorescence lifetime 
of DASPI with the concentration of glycerol, a positive correlation with the 
viscosity of the solvent. 
1  Figure 2(c) in reference. 
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Figure 7.3: (a) Chemical structure of DASPI and (b) well-plate fluorescence lifetime 
image of DASPI in different ethanol:glycerol mixtures. 
Two 70µmol solutions of DASPI with different viscosities were 
produced, one in 100% ethanol and the other in a 50:50 mixture of 
ethanol:glycerol. These were loaded into two gas tight syringes of 0.5mL and 
lmL respectively (MD-0050 and MD-0100, BASi) and mounted onto a syringe 
pump (MD-1001, BASi) with variable flow control (see Figure 7.4(a)). 
Figure 7.4(c) shows a merged rapid lifetime image of the input channels 
of the microfluidic device acquired in 0.12s. Clear contrast between the short 
lifetime low viscosity and the longer lifetime higher viscosity solutions can be 
observed. Also the interface formed between the two solutions is clear, 
displaying the laminar nature of the fluid flow. In Figure 7.4(d) the lifetime 
histograms from the two input channels are shown (white squares). The mean 
lifetimes from each area were —180±12ps and —235±19ps, and displayed a 
normal distribution around these mean lifetimes. 
231 
Pump 
B 
Chip 
140 205 270 
Lifetime fps) 
335 40 
IIIMLeft Input 
Right Input 
Tubing 
(a) 
	
(b) 
(c) 
	
(d) 
Figure 7.4: (a) Schmatic showing syirnges containing DASPI in solvents of differeing 
viscosity, (b) the microscope setup, (c) a lifetime image and (d) lifetime histograms from 
the two input channels (white squares). 
To examine the diffusive mixing of the liquids, two areas of the common 
channel were imaged (A and B shown in Figure 7.4(a)). Figure Figure 7.5(a) 
shows the lifetime images from positions A and B, with the extreme edges of the 
channels displaying the native lifetimes of the two solutions. Figure 7.5(b) shows 
lifetime plots across the channels. Again the extreme values of the lifetime plots 
correspond to those quoted previously for the solutions, while the transition 
between these extreme values contains information about the diffusive mixing at 
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the interface. At position A the gradient of the change is larger, showing that the 
interface is sharp and limited diffusion had occurred. While at position B the 
gradient is reduced, showing that a greater degree of mixing has led to a range of 
intermediate viscosities and therefore lifetimes. This is as expected since the 
greater contact time between the solutions (given by the distance from the T-
junction) the greater the degree of diffusion. 
0 
260 
240 
220 
200 
100 
160 
 
Distance la.u.] 
 
(a) (b) 
Figure 7.5: (a) Rapid lifetime images of positions A and B and (b) shifted plot of 
lifetime values across channels. 
The images shown in Figure 7.4(c) and Figure 7.5(a) are single lifetime 
"frames" from a continuous acquisition (frame rate —16Hz). Therefore using the 
rapid lifetime acquisition mode, a lifetime movie of a dynamic event can be 
acquired. Figure 7.6 shows every tenth frame in an extended acquisition period 
during which the flow rate of the syringe-pump was varied. By increasing the 
flow rate the interaction time is reduced (increased flow speed) leading to an 
increasingly abrupt interface. In Figure 7.6(a) at a low flow rate no clear 
interface is observed and the low viscosity environment dominates (given by the 
short lifetime). The flow was then started and the development of an interface 
from Figure 7.6(b-d) can be observed both in the lifetime images and the lifetime 
plots across the channel (see Movie 7.1). 
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Figure 7.6: Time course of position B after flow rate change. (a-e) Frames 1, 11, 21 and 
31 from acquired time course. 
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In the figures presented, the results are displayed in terms of the 
fluorescence lifetime, not the viscosity. Therefore it is not a quantitative 
measurement of the spatially varying fluid viscosity as a function of flow 
characteristics, but rather shows the relative changes. To quantify the viscosity, a 
set of calibrated measurements are required at known viscosities to form a look 
up table or functional relationship between lifetime and viscosity (as was 
demonstrated in [16] for temperature characterisation using lifetime). Alternative 
non-invasive techniques using model probes have also been demonstrated for the 
direct quantification of viscosity [16]. In this case polarisation resolved imaging 
using a novel multi-beam two-photon microscope (TriMScope, LaVision 
BioTec) was used to measure the time-resolved depolarisation of the 
fluorescence due fluorophore tumbling. Modelling the shape and tumbing 
dynamics of the fluorophore, the viscosity of the fluid can be directly inferred. 
7.2 	High Speed FLIM Applied to Live Cell Imaging 
Imaging, particularly fluorescence imaging, is becoming an increasingly 
important tool in cell biology and bio-chemistry. In its simplest guise it is used 
for the spatial location of fluorescent labels (e.g. dye molecules, fluorescent 
proteins, etc), indirectly indicating the position of target proteins through 
functionalisation of the label. More sophisticated imaging modalities result in 
increased information concerning the fluorophore and possibly quantitative 
characterisation (e.g. concentration, binding state, pH, etc), but such information 
requires an increase in dimensionality (e.g. temporal, spectral, polarisation 
resolution, etc) often prolonging the time and complexity of data acquisition. The 
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ability to visualise dynamic temporal evolution therefore is restricted by the 
imaging rate of the particular modality used. 
The increase in acquisition speeds in fluorescence intensity imaging has 
shown that transient and temporally coherent behaviour in cell biology plays an 
important role in many cellular processes. One example is the propagation of 
calcium waves across cells and cell networks. 
Figure 7.71: Calcium wave (red indicates higher concentration) propagating across two 
live human cells. (a) Os, (b-e) 132ms interval and (0 at 6s after stimulation. 
Figure 7.7 (from Niggli et al, [23]) shows a calcium wave propagating 
across two live cells, acquired using ratio-metric spectral imaging. The first and 
last images (a,f) were acquired at Os and 6s respectively, while images (b-e) 
cover a 132ms interval after stimulation. Therefore, if the imaging rate were on 
1 Figure 2B from [23]. 
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the order of —1Hz the calcium signal would appear as a step function rather than 
a propagating wave. Such spatial and temporal organisation is common in live 
cell signalling, along with the physical movement of live cells at physiological 
temperatures, and highlights the need for imaging rates > 1Hz. 
7.2.1 Investigation in to Membrane Lipid Domains 
It has long been suggested that the membranes in mammalian cells may 
incorporate local areas of spatially coherent organisation, called micro-domains 
or lipid rafts (e.g. [24] for recent review). This local organisation is thought to 
directly effect the membrane functionality, including possible influences in 
molecular trafficking, signalling, lipid sorting and cellular level disease processes 
[25]. These two possible organisation states of the membrane have been termed 
liquid-ordered (lipid rafts) and liquid-disordered phases. 
Discrete liquid-ordered and disordered domains have been observed in 
artificial membranes comprised of sphingolipids, unsaturated phospholipids and 
cholesterol. The domains were micron-sized (resolved during fluorescence 
microscopy), but only observed at sub-physiological temperature and cholesterol 
level. Subsequent measurements on artificial membranes utilising fluorescence 
quenching [26] demonstrated sub-optical resolution micro-domains at 
physiological temperatures and membrane constituents. 
Most of the previous imaging research into membrane order has relied on 
preferentially partitioning probes, selectively labelling either ordered or 
disordered phases. The dye Laurdan, conversely, completely stains the 
membrane and exhibits a spectral shift depending on the local order [27]. 
Imaging of membrane order in live cells however has not been widely reported. 
This is because the fluorescent dye is typically included at the preparation stage 
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of the artificial membranes and is not directly applicable to live cell staining 
(although Laurdan has been used in live cell imaging). 
7.2.2 Di-4-ANEPPDHQ: a Novel Dye for Membrane Characterisation 
Recently a membrane staining dye di-4-ANEPPDHQ (di-4), a combination of the 
di-8-ANEPPS chromophore and the ammonium headgroup of the membrane 
staining dye RH795 [28], has been used to demonstrate liquid-order in both 
artificial membranes and mammalian cells [29,30,31]. In [29,31] a spectral blue-
shift of 60nm in areas of local liquid-order was utilised. While this method 
produced clear distinction between order phases in artificial membranes, the 
relatively small spectral shift compared to the wide emission spectrum (see 
Figure 7.8(a)) may reduce the achievable separation in more realistic samples. 
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Figure 7.8: (a) Spectral' and (b) lifetime2 (solid lines at 20°C, dashed line at 37°C) 
characteristics of di-4 dye in artificial liquid-ordered and disordered phases. 
In [30] the fluorescence lifetime of di-4 artificial membranes was 
measured on a confocal microscope using TCSPC. The measured lifetimes were 
3550ps and 1850ps in ordered and disordered artificial membranes respectively, 
with clear separation in the lifetime histograms (see Figure 7.8(b)). When used 
for observation of live cells the separation between the two phases was markedly 
Figure I in [29]. 
2 Figure 1 in [30]. 
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reduced (as observed in the lifetime histogram), but clear regions of increased 
lifetime were observed. 
To correlate the spectral and lifetime characteristics of di-4 with the 
liquid order phase, the cholesterol level in the cell membranes was depleted by 
incubation with methyl-13-cyclodextrin (MI3CD) [30,31]. It is known that 
cholesterol has an effect on the packing of lipids in the cell membrane [32] as 
well as the membrane's dipole potential. Therefore a spectral red shift and 
reduction in fluorescence lifetime correlated with a reduction in cholesterol and 
therefore a reduction in the liquid ordered phases. 
7.2.3 Time-Dependent Measurement of Cholesterol Depletion 
To investigate the time-dependent depletion of cholesterol and its effect on the 
lifetime of di-4, rapid lifetime acquisitions were undertaken on live cells. 
(a) 
	
(b) 
Figure 7.9: (a) Standard lifetime acquisition of di-4 stained HEK cells using a 
continuous colour scale (top) and a discrete scale (bottom) and (b) lifetime histograms of 
the synapse, membrane and intra-cellular signal. 
Human Embryonic Kidney (HEK293) cells were incubated in glass-
bottomed dishes in a mixture of DMEM, L-glutamine, 1000mg1-1 glucose, 
pyruvate and 25mM HEPES buffers. 30 minutes before imaging a final 
concentration of 5µM of di-4 was added to the mixture in the incubator to stain 
Standard medium for cell culturing. 
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the cellular membranes. The dishes were imaged on an inverted microscope (IX-
71, Olympus), illuminated at 430nm using a doubled Ti:Sapp (see Figure 7.4(c)). 
Figure 7.9(a) shows a standard FLIM acquisition of two di-4 stained HEK 
cells in contact on both a continuous and discrete lifetime scale. The cells can be 
divided into two main regions; the cells' plasma membranes and the intra-
cellular components (e.g. endoplasmic reticulum, Golgi apparatus, etc). Clearly 
the membranes on average have a longer lifetime than the intra-cellular signal 
suggesting higher degree of liquid order. Beyond this division, the contact 
between the cells shows a further increase in lifetime. This possibly suggests a 
greater degree of membrane order, possibly due to the formation of structures for 
inter-cell signalling. Taking these three regions separately the mean lifetimes 
were 2202±32ps, 2307±35ps and 2419±30ps for the intra-cellular, membrane and 
synapse signals respectively (see Figure 7.9(b)). 
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Figure 7.10: Images showing (a) fluorescence intensity and (11) masked lifetime image 
for HEK cell before MI3CD is added. 
To investigate the time-dependence of the cholesterol depletion caused by 
MI3CD a rapid lifetime acquisition was undertaken. The gate width was 1000ps 
with a gate separation of 5ns. The gain voltage set to 1100v and the integration 
time to 0.11s, corresponding to an update rate of —7Hz. 
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Figure 7.11: (a-f) Single frames from the extended rapid acquisition of cholesterol 
depletion in HEK cells and (g) whole cell mean lifetime as a function of time. 
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Examining the early lifetime images (see Figure 7.10(b)) the calculated 
lifetime (mean —8.5ns) was significantly longer than measured using the standard 
acquisition and the expected range for di_4. This was attributed to significant 
background fluorescence from the medium and ambient light (see Section 4.4.3). 
After a few seconds 15mM solution of MPCD was added to the medium to 
initiate cholesterol depletion. 
A clear trend in the reduction of the mean lifetime was observed after 
M13CD was added to the medium (see Figure 7.11(g)). The characteristic decay 
time of the cholesterol depletion (i.e. the lifetime change) was —30s. A similar 
time scale (15-30s) was measured for cholesterol depletion in human B-cells 
using polarisation-resolved two-photon microscopy [33]. In [33] the orientation 
of the dye BODIPY-PC was measured by absorption polarisation resolved 
imaging (linear dichroism), and indirectly inferred the reduction in liquid order 
of the membrane with the depletion of cholesterol. 
Along with the problems of background fluorescence, the acquisitions 
outlined above suffered from a spatial integration in the axial direction (wide-
field microscope). For this reason, imaging modalities in cell-biology preferably 
utilise sectioning microscopes (e.g. confocal, two-photon) for the benefit of axial 
sectioning and, as a result, improved contrast through the rejection of out of 
focus fluorescence. Using a wide-field sectioning microscope (e.g. the Nipkow 
spinning disk microscope [34,35] or the multi-focal, multi-photon microscope 
[16]) in conjunction with wide-field fluorescence lifetime technology, improved 
contrast in the fluorescence lifetime images can be observed through the 
reduction in out of focus light, as shown in Figure 7.12. 
242 
x Betc, Der. et, 
+After Depletion 
(a) 
	
(b) 
2500 2600 2700 2800 2900 3000 3100 3200 3300 3400 
Lifetime (ps) 
(c) 
Figure 7.12: Standard fluorescence lifetime images acquired of a Nipkow microscope (a) 
before, (b) 5 minutes after cholesterol depletion and (c) their lifetime histograms. 
Application of fluorescence lifetime instrumentation to wide-field 
sectioning microscopy is outside the scope of this thesis, but Figure 7.12 shows 
standard fluorescence lifetime images of HEK cells acquired (in —10s) on a 
Nipkow microscope (a) before and (b) 5 minutes after depletion by Mi3CD. Also 
the excitation was provided by an electronically tuneable super-continuum 
source. It demonstrates that by a combination of improved optical and detection 
technology, fluorescence lifetime measurements with spatial resolution 
approaching that of the confocal microscope can be acquired on shorter time 
scales with improved SNR compared to TCSPC. 
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7.3 	Conclusion 
This chapter has outlined two applications of rapid fluorescence lifetime imaging 
in microscopy. Fluorescence microscopy is becoming an increasingly essential 
tool in biology and bio-chemical research, with extensions to standard intensity 
imaging (e.g. fluorescence lifetime imaging) supplying environmentally specific 
and quantitative information. Increasingly there is a demand for high-speed 
FLIM. 
Microfluidic technology is set to revolutionise many analysis techniques 
(e.g. PCR, electrophoresis, purification, etc) as well as open a new modality for 
coherent control and diagnostic system design (e.g. cell sorting, cell 
manipulation, point of care quantitative assays, etc). Whether it is for chip 
characterisation at the design/prototype stage or non-invasive monitoring of 
intra-device processes (e.g. monitoring a trapped cell), rapid quantitative 
measurements are important given the dynamic nature of complex flows. 
Currently the vast majority of quantitative fluorescence imaging 
undertaken in biological research is done so with scanning sectioning 
microscopes (e.g. confocal microscopes). This limits the frame rate at which data 
is acquired, especially for increased dimensionality (e.g. temporal resolution for 
lifetime, polarisation resolution for fluorescence anisotropy, etc), leading to 
temporal averaging during transient events (e.g. calcium waves) and artefacts due 
to sample motion. Wide-field fluorescence lifetime imaging addresses this 
problem by parallel acquisition of all the pixels in the field of view, and can 
further improve temporal sampling by utilising rapid (analytic) lifetime 
acquisitions. By applying such techniques transient behaviour on the —ls time 
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scale can clearly be resolved whether it is spatial movement or functional 
dynamics. The combination of rapid wide-field FLIM and optically sectioned 
microscopes, such as the Nipkow disc microscope, appear to be highly promising 
for live cell imaging. 
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8 	Conclusions and Outlook 
Fluorescence measurement techniques are becoming increasingly important in 
the lifesciences and biomedicine. Recent developments in both optical probes 
(e.g. dyes, florescent proteins, etc) and commercial microscope systems (e.g. 
confocal, two-photon, etc) offer improved sensitivity and specificity compared to 
traditional bright-field imaging techniques. As discussed in Chapter 2, the 
fluorescence signal can be further resolved to increase the information gathered 
from the sample. Extensions to simple fluorescence intensity imaging include 
spectral and temporal techniques. Such imaging techniques not only localise the 
fluorescence signal, but can also contain information about the fluorophore 
environment (e.g. viscosity, pH, etc) or interactions (e.g. quenching, FRET, etc). 
Fluorescence techniques are not limited to fluorescently labelled systems. A 
number of endogenous fluorescent molecules are found in mammalian cells (e.g. 
NADH, amino acids, etc) and in the extra-cellular matrix of biological tissue 
(e.g. collagen, elastin, etc). These endogenous species can be utilised to 
investigate cellular processes or tissue pathology without the need for "foreign" 
chemical or genetic markers. 
This thesis addresses the application of wide-field time resolved 
fluorescence imaging (in particular fluorescence lifetime imaging) in a range of 
optical instruments. The method was based around a time-gated intensifier tube 
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(double MCP) coupled to a CCD applied to wide-field microscopy, macroscopy 
and endoscopy. 
8.1 	Conclusions of Work 
The discussion of the work in this thesis began by evaluating the measurement 
characteristics of the CCD coupled GOI. Decreasing the gain voltage effectively 
increased the dynamic range of the detector by permitting a greater number of 
signal photons to be acquired before CCD saturation. While photon counting 
methods (i.e. TCSPC) approach Poisson noise statistics ( 61 2 = I ), for gain 
voltages -1100v the GOI displayed "Poisson-like" noise statistics, but included 
an excess noise factor, 61 2 = B.I , This led to the actual noise on GOI intensity 
measurements being larger than for an equivalent TCSPC measurement detecting 
the same number of signal photons. For gain voltages >1100v, the relationship 
between the square of the noise and the signal becomes nonlinear, increasing the 
noise at a greater rate than the Poisson limit. In terms of the signal-to-noise ratio, 
1100v was the optimum gain voltage for signal levels <1600 photons 
(SNRmax=16). 
Wide-field time-gated FLIM is based on sequential acquisition of a 
number of time-gated images recorded at varying delays with respect to a train of 
excitation pulses. Considering the noise characteristics of the GOI, 1100v was 
found to be the optimum gain voltage for such FLIM measurements. Allowing 
for frame averaging, this gain voltage can lead to a FLIM image with the same 
SNR obtained with a gain voltage of 1000v, but at y the total integration time. 3 
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This would lead to a similar reduction in the total optical power incident on the 
sample if a shutter was incorporated into illumination channel to block the 
excitation light when the system was not actually recording images. 
Using the standard FLIM acquisition technique at a gain voltage of 
1100v, the optimum temporal sampling extent after excitation is —3T. Sampling 
beyond this point reduces the SNR in the final FLIM image because the noise 
statistics of these delayed images is no longer described by a normal distribution, 
as assumed by the fitting procedure. An alternative acquisition procedure, for 
which the integration time was increased with gate-delay, was also investigated. 
This method aimed to equalise the SNR of individual gated-images by adjusting 
the integration time as a function of delay. The improved SNR of the individual 
gated intensity measurements both increased the FLIM image SNR and also 
reduced the lifetime shift associated with the standard acquisition method. It led 
to much longer acquisition periods, however, if the full dynamic range of the 
CCD was utilised. In practice there would be a trade-off between total 
acquisition time and improved SNR by acquiring images at reduced DN. 
To increase both the acquisition and processing speed, an analytic FLIM 
procedure was implemented. This utilised only two time-gated images to 
calculate the fluorescence lifetime based on a single exponential decay model 
with no offset. This analytic method was optimised by unequal division of the 
integration time for the two time gates while keeping the total integration time 
constant. The optimum conditions were a gate separation of —2.5t and integration 
ratio of —4, resulting in a minimum lifetime variation of 8.2% at a gain voltage of 
1100v. 
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TCSPC, since it approaches the Poisson noise limit, results in the best 
SNR for fluorescence lifetime images as a function of the number of photons 
acquired. TCSPC is limited, however, in terms of acquisition speed since the 
detection rate must only be a few percent of the excitation rate (limited by the 
photon counting electronics and pulse pile-up) and the technique is performed in 
scanning microscopes. Wide-field time-domain FLIM, although inferior in terms 
of noise per detected photon, acquires all the image pixels in parallel and permits 
flexibility in sampling the fluorescence decay profiles. As a result, wide-field 
FLIM using a GOI was found to be —400 times faster than TCSPC for the 
equivalent SNR in the fluorescence lifetime values despite a reduction in the 
modelled quantum efficiency by a factor of y in the GOI-based system. 4 
While fluorescence lifetime techniques are becoming increasingly 
common in cell biology (typically making use of exogenous labels), there is 
relatively little work applying these techniques to fresh tissue. Of the research 
that has been done, the majority relies on fibre-based single point probes. Such 
single point techniques are prone to sampling error when used in a clinical 
setting (as indeed is excision biopsy). During this work, a portable FLIM system 
designed for macroscopy and endoscopy, built around a newly available UV 
solid-state laser, was developed and deployed in Charing Cross and 
Hammersmith Hospitals. This was applied to a range of unstained tissue 
specimens including fresh colon resections. Using both the macroscope and 
endoscope, wide-field FLIM produced similar lifetime contrast between 
dysplastic (precancerous) and healthy mucosa as previously reported from single 
point measurements. Further encouraging results were observed with skin 
samples displaying basal cell carcinoma. 
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To investigate the efficacy of FLIM as a possible clinical tool, a number 
of wide-field FLIM endoscopes were built and demonstrated. They included a 
FLIM arthroscope and a thin, flexible "biopsy port" endoscope (<3mm 
diameter). During characterisation, these instruments were shown not to degrade 
the overall temporal response function (which was still limited by the GOI). 
Instead, the reduction in the collection NA of the endoscopes along with reduced 
transmission efficiency led to increased acquisition times compared to 
microscopy/macroscopy. These instruments were demonstrated using both 
standard and rapid analytic FLIM acquisition techniques. 
The final chapter of this thesis presents applications of rapid analytic 
FLIM to microscopy of dynamic systems. One of the applications was for 
environmental monitoring in a microfluidic chip. Microfluidics, or "Lab on a 
chip" technology, is a rapidly developing field of research, providing miniature 
enclosed instrumentation with features size down to the micron scale. This 
technology requires non-invasive techniques for both evaluation of new devices 
and on-line monitoring during use. Rapid analytic FLIM was demonstrated 
monitoring the diffusive mixing in a simple T-mixer microfluidic device using 
the dye DASPI, which is sensitive to local solvent viscosity. FLIM images were 
acquired at 16Hz, allowing the effect of fluid flow rate to be studied dynamically 
and the recording of FLIM movies of fluid mixing. 
FLIM has been shown by many research groups to be a powerful tool in 
many fields of biological sciences. Current commercial systems suffer from 
extended acquisition times and the relatively limited spectral coverage of 
appropriate excitation sources. The reduction in acquisition time afforded by the 
wide-field FLIM technology described in this thesis would aid research in the 
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biological sciences by either allowing the study of dynamic events or reducing 
the integrated excitation intensity incident on the sample (reducing effects of 
photo-damage and photo-bleaching). Further, wide-field FLIM has been shown 
to offer intrinsic contrast in the autofluorescence imaging of fresh tissue. This 
may permit the development of new label-free imaging instrumentation for 
clinical diagnosis and research. 
8.2 	Future Work 
There are many avenues of further work, both for the development of wide-field 
time-gated FLIM technology and applications of FLIM techniques. With regard 
to current FLIM technology, the photocathode of the characterised GOI has a 
limited quantum efficiency (-5%). Any improvement in this quantum efficiency 
would directly lead to a reduction in the total FLIM acquisition time. Also, 
further research into novel gating strategies could improve the FLIM accuracy as 
a function of acquisition time. For example, constant gate widths were used 
during FLIM acquisitions throughout the work reported in this thesis. Varying 
the gate width as a function of delay may improve the SNR instead of, or as well 
as, varying the integration time. Currently, the CCD incorporated in the detection 
unit performs as a frame transfer CCD when used in external triggering mode. 
This limits the frame-rate due to the readout time after every integration period 
(34ms at 4x4 binning). As different CCD and other cameras become available, it 
will be possible to further in crease the FLIM frame rates. 
As described in Chapters 5, the GOI detection unit is applicable to 
numerous optical instruments. One area not described in this thesis is the 
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application to wide-field sectioning microscopes. These include structured 
illumination [1,2,3], Nipkow disc [4,5] and multi-focal multi-photon [6] 
microscopy. These instruments offer rapid, optically sectioned images (important 
for background rejection) using wide-field detectors. The combination of the 
GOI and such microscopes could provide imaging performance to rival confocal 
microscopy in terms of sectioning and offer improved SNR FLIM images in 
reduced acquisition times. 
Outside the area of traditional cell biology, there is a demand for new 
molecular imaging tools in the field of small animal imaging and in vivo biology 
(for general reviews and outlook see [7,8,9]). Just as many cellular imaging 
techniques have evolved from fixed to live cells (allowing measurement of 
temporal and spatial dynamics), tissue cultures and small animals are 
increasingly used to represent more realistic biological systems. This has seen the 
development of imaging modalities to cope with new challenges (e.g. microPET, 
microCT, etc) including fluorescence techniques which can no longer be 
performed on a microscope. Wide-field time-gated FLIM or diffuse optical 
tomography [10] offers molecular contrast with highly parallel detection 
compared to current fibre-probe based photon counting techniques. 
In conclusion, a wide-field time gated detector has been characterised for 
applications in FLIM. This detector was applied to various optical instruments, 
including microscopy, macroscopy and endoscopy. Wide-field FLIM of 
unstained fresh tissue was shown to provide intrinsic contrast between areas of 
different pathology in both macroscopes and endoscopes, suggesting a role for 
FLIM as a useful clinical technique. 
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