ABSTRACT In virtue of the rapid development of the Internet of Things (IoT), Organizations have grown to rely on their cyber systems and networks. However, this phenomenon also creates many new information security issues. In this paper, we propose an evolutionary algorithm improved cuckoo search (ICS) to pretrain a back-propagation neural network (BPNN) for the sake of improving the accuracy and stability. Using this pre-training process, the BPNN can surmount the defect of falling into the local minima and greatly improve its efficiency. Then, this neural network is used as a part of information security risk assessment (ISRA) processes for a miniature IoT system. An illustration example is introduced to demonstrate that the ICS-BPNN outperforms other neural networks in this ISRA process.
I. INTRODUCTION
With digital communications and computing penetrate into every field of our life, the IoT is born [1] . There is no doubt that the IoT is leading innovation in many fields [2] , [3] . It will eventually form Cyber-Physical-Social Computing and Networking (CPSCN) and create great changes of whole society [4] , [5] . However, this process is still facing many challenges and information security is one of the most important [6] - [8] . Information security issues have become an increasing concern for organizations whose operations rely on information systems. Due to the fact that most risk factors are inevitable, an effective risk management process is vital to information systems. The ultimate goal of information risk management is to keep risks at an acceptable level using risk identification and risk assessment [9] . Over the years, various methods for information security risk assessment have been put forward include the Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE), the CCTA Risk Analysis and Management Method (CRAMM), and the Expression of Needs and Identification of Security Objectives (EBIOS) [10] , [11] . Organizations can apply these methods to assess risks periodically. However, Risk assessment is a complex and nonlinear real time analysis process. With the wide application of the IoT, the problem of information security has become more severe. Unknown security risks are constantly being discovered, and the information security environment is increasingly complex and changeable [12] , [13] . Current risk assessment approaches are unsuitable for these new challenges and highlight the need for new approaches to ensure information security [14] . In recent years, A series of Artificial Neural Networks is applied to risk assessment processes for prediction and examine because of its excellent ability to address nonlinear problems and the characteristics of self learning [15] . The improved neural networks such as Bayesian Network and Wavelet Neural Network (WNN) have been applied to risk assessments and have obtained many achievements [16] , [17] . However, improved neural networks also have some disadvantages such as slow convergence speed and easy arrival at the local minima. In this paper, we present a BPNN-based risk assessment method optimized by an improved cuckoo search (ICS) algorithm. The initial weights and biases of BPNN are pre-trained by the ICS to make it more effective and stable. Then, we put the improved algorithm into a risk assessment model for Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. a miniature IoT system. In setting up this risk assessment model, we try to take into account the new risk factors that the IoT platform will face. At the end, an illustrative example is given to prove that in contrast to other methods, the proposed method has better performance. This paper is organized as follows. The information security risk assessment is briefly introduced in Section II. The improved method of CS is presented in Section III. Section IV presents the method of CSBPNN. Risk assessment model and parameter study are given in Section V. Illustrative example and results discussion are given in Section VI. Finally, Section VII contains the conclusions.
II. INFORMATION SECURITY RISK ASSESSMENT
ISRA is a comprehensive evaluation process [18] . As the crux process of information risk management, risk assessments generally fit into the following two categories: qualitative and quantitative [19] - [21] .
Qualitative assessment methods are the earliest and most widely applied methods in the risk assessment process. They use qualitative indicators to assess risks, and the results are often expressed as a qualitative risk level. These methods are more comprehensive, in-depth, and simple under certain circumstances. However, the process of risk identification is somewhat subjective [22] . In contrast, quantitative risk assessment methods adopt specific quantitative indicators to conduct risk assessment, and the results are often in forms of specific risk values. Compared with qualitative methods, quantitative methods are more intuitive and reasonable. However, it is very difficult to reach a state of full quantization due to the lack of statistical data [23] . The above gives a brief idea of the differences between quantitative and qualitative risk assessments [24] . Individual organizations may choose different methods according to their own scenarios. Usually, most organizations tend to look into predefined standards and tools such as ISO/IEC or CRAMM to make the assessment more standardized [25] .
Due to different characteristics between organizations and different evaluation methods they may choose, risk assessment models are vary in both form and structure. However, most of models abide by the following evaluation processes [26] , [27] (fig. 1) .
i. Risk assessment preparation: The first step in the whole process of risk assessment. The main task of this step is to compose a plan for the overall assessment, determine the criteria and methods of the evaluation, and set up a professional evaluation team.
ii. Risk factor assessment: A step to classify the risk factors and related attributes of the system being evaluated. This step is the basis for subsequent assessment work.
iii. Risk determination: This step is usually based on the results of the previous step and is combined with the corresponding assessment method to assess the degree of risk.
iv. Risk evaluation: This step is mainly based on the corresponding evaluation criteria to assess the degree of risk and determine whether the degree of risk is acceptable. 
v. Risk control:
The ultimate goal of risk assessment is to provide security services for the organization. Therefore, the corresponding risk control measures and suggestions should be provided to the organization.
III. IMPROVED CUCKOO SEARCH (ICS) ALGORITHM
The Cuckoo Search (CS) algorithm is proposed by Yang and Deb [28] in 2009, which is a novel meta-heuristic technique that is inspired by the reproductive characteristics of cuckoos and Levy Flight. To simplify the description, the CS algorithm abides by the following three idealized rules [30]-[32]:
1. At one time, each cuckoo only lays one egg and puts it into a nest chosen randomly.
2. The best nesting solution will be passed on the next generations.
3. Available host nests are fixed in the algorithm, and a P a [0, 1] is used to indicate the discovered probability of an alien egg, which means the host bird will abandon the alien egg or build a new nest instead.
For simplicity, a fraction P a , which represents the probability of the n nests being replaced by new nests, is used to approximate the last rule. Based on the three rules, when building a new solution X i (t + 1) for the i th cuckoo, the algorithm is performed as:
Here, λ > 0 is the step size, which scales as related to the interest of specific problems. The product ⊕ represents the entry-wise multiplications in this formula. Levy(λ) is the Levy Flights, which are characterized a series of straight jumps based on a heavy-tailed probability density function. It is an algorithm of global optimization for finding a global minimum in statistical terms. It can be simple expressed as:
Here λ is a probability distribution function with a heavy-tail. The Mantegna algorithm can calculate a levy flight process step length, and the formula is as follows:
Where s is the simulation of Levy Flights and β = λ − 1. µ, v are the normal distributions as follows:
is the standard Gamma function. In the CS algorithm, the local search speed will be increased because most new solutions built by the Levy walk are close to the best solution. However, there is still a considerable part of the new solutions that are far from the current best solution and are generated via far field randomization. This factor prevents the system from falling into the local minima.
Pseudo code of CS algorithm is shown in Algorithm 1. The performance of a traditional CS algorithm mainly depends on the parameters P a (probability factor) and α (step size), which are kept fixed. Through a simulation, we can easily find the following two conclusions:
Algorithm 1 Pseudo Code of CS Algorithm
For smaller P a and larger α, the CS algorithm requires a large number of iterations to obtain globally enhanced solutions.
For smaller α and larger P a , the convergence rate of the CS algorithm has been significantly improved, but finding the optimal solution was difficult.
To overcome the limitations described above, the ICS algorithm improves the performance of the algorithm by using variables P a and α. At the beginning of the algorithm, P a and α are given larger values to enhance the diversity of the solution vectors. However, their values are gradually updated varied dynamically based on the generation number. The following formulas are used to fine-tune the solution vectors:
Here, M and l represent the number of total iterations and current iteration, respectively.
The pseudo code of the ICS algorithm is shown in Algorithm 2.
Algorithm 2 Pseudo Code of ICS Algorithm
Start
Update the value of P a , a, k using the formulas given above; (6) While (generation < max generation) or (satisfy stop criterion) 
IV. PROPOSED ICSBP ALGORITHM
A BP neural network is a supervised learning artificial neural network algorithm, which was proposed in 1986 by Rumelhart, Hinton and Williams. The algorithm has extensive applications in many fields and usually contains three layers (Fig. 2) . Due to the ability of back-propagating, the BP neural network has excellent adaptability in solving nonlinear problems. The gradient descent method is the most common learning rule of BPNN which adjusted the weights by calculating the least mean squared (LMS) between the actual and the desired outputs. The error calculation formula is as follows:
Here, d k is the desired output of the k th unit and O k is the current output of the k th unit. h is the count of the output units. Then, the weights W ij and W jk can be adjusted by following formula:
Here, η is the learning rate and t is the number of epochs. BPNN has been widely used in many fields due to its excellent nonlinear problem solving ability. However it also has some defects such as slow convergence rate under certain conditions and the tendency to fall into local minimum. In this paper, we use the ICS algorithm to optimize the BPNN in order to overcome the aforementioned defects. The process of optimization of BP neural network with ICS is sketched in Fig. 3 .
Step1: Construct and initialize a BP neural network and encode the initial weights and biases of this neural network for further optimization. Then, the algorithm moves to the ICS part.
Step 2: Initialize an ICS algorithm which nests represent a possible group of weights and biases and use the training error as the fitness function. The other parameters P a min , P a max , α min, α max, λ, M are also initialized in this step.
Step3: Input the pre processed data and calculate the fitness value. Obtain a nest (say i) randomly via Levy flights and calculate the fitness F i of the nest. Then, select a nest j randomly and compare the fitness F i and F j . If F i is better than F j , the new solution is used to replace j.
Step 4: A fraction P a of nests with bad fitness are abandoned and the same quantity of new ones are built. Then, update the generation and find the current best nest.
Step 5: Determine whether the termination condition of the algorithm is satisfied. If satisfied, stop the ICS process and return the best weights and biases to BPNN. Otherwise, update the parameters P a , a, k by the equation (5, 6, and 7) and continue optimization.
Step 6: After being optimized by ICS, the best weights and the biases are returned to the BP neural network and the algorithm also back to BP part. The neural network would keep training until satisfying the termination condition. In addition, output the prediction results.
V. RISK ASSESSMENT MODEL AND PARAMETER STUDY
In this paper, a kind of miniature IoT system in a service company is used as experimental samples. A typical network topology of this system is as shown in Fig. 4 . In virtue of this system, users can reserve through wireless communication devices and get services in the self-service outlets by human service ports or themselves. Employees can also get the condition of outlets and carry on the daily remote management and maintenance through monitoring devices and networks.
A risk assessment model has been constructed after identifying the risk factors of this miniature IoT system. In IoT systems, the control of information flow and the protection of user privacy are the key points of the security protection, and the disclosure of privacy is mostly caused by human factors. Therefore, we analyze risk factors from three aspects: assets, information flow control and human factors. Our risk assessment model is shown as follows (Fig. 5) , in which the risk factors are classified into 9 categories. In the aspect of assets risk assessment, we divide risk factors into hardware failure (X1) and data information leakage (X2). Four threats, physical link destruction (X3), imperfect encryption measures (X4), malicious attacks from the network (X5) and context privacy leakage (X6), are used as risk factors in the information flow control aspect. For human factors aspect, we consider separately from service providers and users as staff disoperation and abuse of power (X7) and the protection awareness lack of users (X8). Moreover, we consider that the privacy cognitions of people are different. For an information leakage, some people may think it is violating their privacy, but others do not think so. Consequently, we append privacy cognition(X9) as a risk factor in our assessment. We use 70 assessment results of this miniature IoT system obtained from different areas or different months as experimental data. Sixty of assessment results are used for training the ICSBP neural network, and others are used as test data.
A classical three layer structure model is used to build the BP network. We set 9 neurons at the input layer and 1 neuron at the output layer after considering the experiment data. We find that the network has good generalization ability when the number of neurons in hidden layers is seven throughout the experimental test. The dimension of the nest in the ICS algorithm is 78 which computed by the following formula:
There I , H , O are the number of neurons in the input layer, the hidden layer, and the output layer. In order to further study the algorithm, we set some of the parameters as follows. For the BP network parts, parameters settings are as follows: epoch = 100, learning rate = 0.1 and objective = 0.00001. For the ICS parts, we set λ = 1.5. Because the charge of discovery rate P a and step size α are influenced by max generation in equation (5, 6 , and 7). We set P a max = 0.5, P a min = 0.01, α max = 0.25, α min = 0.001. Then, we carry out parameter study on population size and max generation.
Parameter settings are of paramount importance to the performance of the algorithm. Here, we study the influence of population size and max generation for ICSBPNN (Table 1) .
We find that, when the quantities of population size increased, the accuracy of prediction results is gradually rising. The same trend also exists on max generation, which is not as obvious as population size. However, the CPU time also increased with rise of values in these two parameters. We also find that, population size and max generation have few influence to prediction results, when the quantity of population is large than 50 and the quantity of max generation is large than 30. Therefore, we set population size = 50 and max generation = 30 in our further experiments. We also carry out parameter study on discovery rate P a and step size α. We find that discovery rate and step size have few influence on prediction results with confirmed population size and max generation as long as initial values of P a min , P a max , α min , α max in large enough ranges. Furthermore, all the simulation experiments are performed on MATLAB R2016a. 
VI. ILLUSTRATIVE EXAMPLE AND RESULTS DISCUSSION
In order to test the stability of the algorithm, several experiments are carried out with different initial values using ICSBPNN algorithm. Trend diagrams of portion experimental results are shown in Fig. 6 , in which we find that ICSBPNN algorithm have stable performance in the process VOLUME 6, 2018 of simulation. In addition, a comparison between simulation results obtained using ICSBP with actual results is shown in Fig. 7 . We find that the simulation results of ICSBPNN are relatively consistent with the actual evaluation results. All errors between the results are less than 3%. Therefore ICSBPNN can predict the risk assessment results well.
To further verify the performance of ICSBP algorithm, we use the same data for BPNN, CSBPNN, ICSBPNN and genetic algorithm optimization back-propagation neural network (GABPNN) comparative tests. Due to the randomness of the neural network, we choose the average results of the ten times as the final results, which are shown as follows ( Table 2 , Fig. 8) :
From the experimental results we can see that the BPNN algorithm has the shortest CPU time, which is less than 1/5 of the other methods. The other three methods have little difference in CPU timečwhereas GANN is slower than others. However, in terms of accuracy, the performance of ICSBPNN is significantly better than BPNN and CSBPNN. The performance is also slightly better than GABPNN. The prediction results of BPNN have largest experimental errors, which indicate that BPNN is not fit as risk prediction method. The prediction results of CSBPNN also have a larger error because the experimental results are unstable. There is a huge variation within the prediction results of CSBPNN, and some of them are not perfect. In comparison with BPNN and CSBPNN, the performances of ICSBPNN and GABPNN are more stable and acceptable. The error of the results predicted by ICSBPNN is controlled in a satisfactory range. These results prove that using the ICS algorithm to optimize the initial weights and biases can make notable advances in the performance of the BP neural network. Furthermore, our improvement in the CS algorithm can make this process more effective and stable.
VII. CONCLUSION
This study presented an ICSBP algorithm to overcome the shortcomings of traditional neural networks and used as a part of information security risk assessment (ISRA) processes for a miniature IoT system. A simulation experiment was performed to validate the performance of the proposed algorithm. Despite the successful development of the proposed method, there are still aspects of the algorithm that can be further improved. The algorithm needs to be further improved to reduce the running time, and the risk assessment model is limited to a single system. These issues will be left as a direction for future work. 
