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In this paper we study the convergence analysis of the Modiﬁed
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A is a two-cyclic matrix. Convergence conditions and optimum val-
ues of the parameters are determined in case the eigenvalues of the
associated Jacobi iterationmatrix are either all real or all imaginary.
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1. Introduction
The Preconditioned Simultaneous Displacement (PSD) iterative method was introduced in [5] and
studied for the numerical solution of the linear system
Au = b, (1)
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where A ∈ Cn,n is a nonsingular, sparsematrix with nonvanishing diagonal entries and u, b ∈ Cn with
b given and u to be determined. PSD is a ﬁrst order extrapolation of SSOR and as such it was shown
to be asymptotically twice as fast as SSOR for the natural ordering [5]. When A in (1) is a two-cyclic
matrix, PSD attains a maximum rate of convergence equivalent to Extrapolated Gauss–Seidel method
(EGS) method [9] if the associated Jacobi iteration matrix possesses only real eigenvalues (real case),
whereas if these eigenvalues are all imaginary (imaginary case), its convergence is improved by an
order of magnitude and becomes equal the Extrapolated SOR (ESOR) for the optimum values of its
parameters [7]. In [10] the convergence analysis of Modiﬁed PSD (MPSD) was studied in the real case
under the assumption that zero is an eigenvalue of the Jacobi iteration matrix. It was shown that
MPSD is equivalent to SOR in the sense that bothmethods possess the same rate of convergence. In the
present work, we introduce an additional parameter in the MPSDmethod with the hope of increasing
its rate of convergence. Our starting point is the derivation of a functional equation which relates the
eigenvalues of the MPSD iteration matrix to its associated two-cyclic Jacobi iteration matrix. Then, we
ﬁnd sufﬁcient and necessary conditions for MPSD to converge as well as determine optimum values
of its parameters in case the associated Jacobi iteration matrix possesses either real or imaginary
eigenvalues. It is shown that the optimumMPSDmethod is equivalent to the optimumMSORmethod
thusanswering thequestionposedby the titleof thepaper.Ananalogous resultwasproven in [8] for the
MSSORandSORmethodsonly for the real case andassuming that zero is aneigenvalueof theassociated
Jacobi iteration matrix. The paper is organized as follows. In Section 2, we derive the MPSD functional
relationship for two-cyclic matrices. In Section 3, sufﬁcient and necessary conditions are found for
MPSD to converge under the assumption that the eigenvalues of the associated Jacobi iterationmatrix
are either all real or all imaginary. As a by-product of our analysis we ﬁnd convergence conditions for
theModiﬁed Extrapolated SOR (MESOR) and for theModiﬁed SSOR (MSSOR)methods. Under the same
assumptions we determine optimum values for the parameters of all the aforementioned methods in
Section 4. In Section 5, we present our numerical results. Finally, in Section 6, we state our remarks
and conclusions.
2. The functional relationship
Let A ∈ Cn,n be a two-cyclic and consistently ordered matrix of the form
A =
[
D1 H
K D2
]
, (2)
where H ∈ Cn1 ,n2 , K ∈ Cn2 ,n1 and D1 ∈ Cn1 ,n1 , D2 ∈ Cn2 ,n2 are diagonal nonsingular matrices,
respectively with n1 + n2 = n. Let A possess the splitting
A = D − L − U, (3)
where
D =
(
D1 0
0 D2
)
, L =
(
0 0
−K 0
)
, U =
(
0 −H
0 0
)
.
The Jacobi iteration matrix is
B = D−1(L + U) = L˜ + U˜ (4)
with
L˜ = D−1L =
(
0 0
L 0
)
and U˜ = D−1U =
(
0 U
0 0
)
, (5)
where L = −D−12 K and U = −D−11 H. For the numerical solution of (1), we consider the iterative
scheme
u(m+1) = u(m) + R−1T(b − Au(m)), (6)
where R is the nonsingular matrix
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R = (D − ΩL)D−1(D − ΩU)
with T andΩ the diagonalmatrices T = diag(τ1I1, τ2I2), with τ1, τ2 ∈ R \ {0}, Ω = diag(ω1I1,ω2I2)
with ω1,ω2 ∈ R, I1 ∈ Cn1 ,n2 , I2 ∈ Cn2 ,n1 identity matrices, u = (u1, u2) and b = (b1, b2)T , where
u1, b1 are n1 × 1 vectors and u2, b2 are n2 × 1 vectors. Alternatively, (6) takes the form
u(m+1) = DT,Ωu(m) + δT,Ω , (7)
where DT,Ω is the iteration matrix of the MPSD method, with
DT,Ω = I − (D − ΩU)−1D(D − ΩL)−1TA, (8)
and
δT,Ω = (D − ΩU)−1D(D − ΩL)−1Tb.
For various values of the parameters τ1, τ2, ω1 and ω2, (7) yields some known iterative methods.
Indeed, if ω1 = 0 we obtain the Modiﬁed Extrapolated SOR (MESOR) method [1,12], if ω1 = ω2 = 1
the backward Modiﬁed Extrapolated Gauss–Seidel (MEGS) method [9], if ω1 = ω2 = ω and τ1 =
τ2 = ω(2 − ω) the Symmetric SOR (SSOR) method [16], if τ1 = τ2 = ωˆ and
ωˆ = ω1 + ω2 − ω1ω2 (9)
the Unsymmetric SOR (USSOR)method [3,15,16] and ﬁnally if τ1 = τ2 = τ andω1 = ω2 = ω the PSD
method [5].
Since similar matrices have the same eigenvalues, we can use
D′T,Ω = (D − ΩU)DT,Ω(D − ΩU)−1
or
D′T,Ω = I − D(D − ΩL)−1TA(D − ΩU)−1
instead of the iteration matrix DT,Ω . In fact, we will use D˜′T,Ω , which is similar to D′T,Ω , where
D˜′T,Ω = D−1D′T,ΩD
or
D˜′T,Ω = I − (D − ΩL)−1TA(D − ΩU)−1D, (10)
which, because of (3) and (5), becomes
D˜′T,Ω = I − (I − Ω L˜)−1T(I − L˜ − U˜)(I − ΩU˜)−1. (11)
It is easily veriﬁed from (11), using (5), that the iteration matrix of the MPSD method D˜′T,Ω is given by
D˜′T,Ω =
[
(1 − τ1)I1 τ1(1 − ω1)U
(τ2 − τ1ω2)L (1 − τ2)I2 + (τ1ω2 + τ2ω1 − τ1ω1ω2)L U
]
,
where we have used the fact that (I − ω2L˜)−1 = I + ω2L˜ and (I − ω1U˜)−1 = I + ω1U˜, since L˜2 = 0
and U˜2 = 0. In the sequel we will use
D˜′T,Ω − I =
[ −τ1I1 τ1(1 − ω1)U
(τ2 − τ1ω2)L −τ2I2 + (τ1ω2 + τ2ω1 − τ1ω1ω2)L U
]
(12)
to ﬁnd the functional relationship between the eigenvalues λ of the iteration matrix DT,Ω (or equiva-
lently of D˜′T,Ω ) with the eigenvalues of the associated Jacobi iteration matrix.
Theorem 2.1. Let A ∈ Cn,n be of the form (2). If λ ∈ σ(DT,Ω) \ {1 − τ1} and μ( /= 0) satisﬁes
λ2 − λ[2 − τ1 − τ2 + (τ1ω2 + τ2ω1 − τ1ω1ω2)μ2]
+(1 − τ1)(1 − τ2) + (τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2)μ2 = 0, (13)
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then μ is an eigenvalue of the associated Jacobi iteration matrix. Conversely, if μ( /= 0) is an eigenvalue of
the Jacobi iteration matrix, associated to A, and λ /= 1 − τ1 satisﬁes (13), then λ ∈ σ(DT,Ω).
Proof. Let μ be a non-zero eigenvalue of the Jacobi iteration matrix and x = [x1, x2]T ∈ Cn \ {0},
x1 ∈ Cn1 , x2 ∈ Cn2 the corresponding eigenvector. Then we have that
Bx = μx,
where, because of (4) and (5),
B =
[
0 U
L 0
]
(14)
or equivalently
Ux2 = μx1 and Lx1 = μx2. (15)
If we eliminate x1 from (15), it follows that
L Ux2 = μ2x2, (16)
where x2 /= 0. Indeed, if x2 = 0 then because μ /= 0 we would have x1 = 0 from the ﬁrst of (15).
However, this cannot hold since from our hypothesis, x is an eigenvector of the Jacobi iterationmatrix.
Therefore, from (16), it follows that x2 is an eigenvector of thematrix L U and its associated eigenvalue is
μ2. From (12), we remark that if λ is an eigenvalue ofDT,Ω , or equivalently of D˜′T,Ω , then an eigenvalue
of the matrix D˜′T,Ω − I will be ν = λ − 1. Therefore, if y = [y1, y2]T ∈ Cn \ {0}, y1 ∈ Cn1 , y2 ∈ Cn2
is the associated eigenvector, the partitions of y corresponding to the partitions of A in (10), or in (8),
then (D˜′T,Ω − I)y = νy, which because of (12) becomes[ −τ1I1 τ1(1 − ω1)U
(τ2 − τ1ω2)L −τ2I2 + (τ1ω2 + τ2ω1 − τ1ω1ω2)L U
] [
y1
y2
]
= ν
[
y1
y2
]
. (17)
From (17) we obtain the following system of equations
τ1(1 − ω1)Uy2 = (ν + τ1)y1, (18)
(τ2 − τ1ω2)Ly1 = [(ν + τ2) − (τ1ω2 + τ2ω1 − τ1ω1ω2)L U]y2. (19)
Next, we distinguish the following two cases: (a) ν /= −τ1 and (b) ν = −τ1.
(a) If ν /= −τ1 or λ /= 1 − τ1 then (18) becomes
y1 = τ1(1 − ω1)
ν + τ1 Uy2. (20)
Further, (19), in view of (20), becomes
(τ2 − τ1ω2)τ1(1 − ω1)
ν + τ1 L Uy2 = [(ν + τ2) − (τ1ω2 + τ2ω1 − τ1ω1ω2)L U]y2
or
[(τ2 − τ1ω2)τ1(1 − ω1) + (ν + τ1)(τ1ω2 + τ2ω1 − τ1ω1ω2)]L Uy2 = (ν + τ1)(ν + τ2)y2.
(21)
From (21), because y2 /= 0, we have that (ν+τ1)(ν+τ2)(τ2−τ1ω2)τ1(1−ω1)+(ν+τ1)(τ1ω2+τ2ω1−τ1ω1ω2) is a non-zero
eigenvalue of L U which, because of (16), is equal to μ2, hence
(ν + τ1)(ν + τ2) = [(τ2 − τ1ω2)τ1(1 − ω1) + (ν + τ1)(τ1ω2 + τ2ω1 − τ1ω1ω2)]μ2
or
2802 M.A. Louka et al. / Linear Algebra and its Applications 432 (2010) 2798–2815
ν2 + ν[τ1 + τ2 − (τ1ω2 + τ2ω1 − τ1ω1ω2)μ2] + τ1τ2(1 − μ2) = 0. (22)
Letting ν = λ − 1, (22) becomes
(λ − 1)2 + (λ − 1)[τ1 + τ2 − (τ1ω2 + τ2ω1 − τ1ω1ω2)μ2] + τ1τ2 − τ1τ2μ2 = 0,
which yields (13).
(b) If ν = −τ1 then from (18) and (19) we have that y2 = 0 and y1 ∈ N (U), where N (U) is the
null space of the matrix U. Hence, ν = −τ1 or λ = 1 − τ1 is an eigenvalue of DT,Ω and its associated
eigenvector is (yT1 , 0)
T , where y1 ∈ N (U). Therefore, the eigenvalues λ (except for λ = 1 − τ1) of
the matrix DT,Ω and the non-zero eigenvalues μ of the Jacobi iteration matrix satisfy the functional
relationship (13). 
3. Convergence
In this section we study the convergence of the MPSD, MESOR and MSSOR methods. In particular,
we derive sufﬁcient and necessary conditions for the aforementioned methods to converge under the
assumption that the eigenvalues of the Jacobi iteration matrix B are either all real or all imaginary.
3.1. The MPSD method
The real case
We assume that the Jacobi iteration matrix possesses only real eigenvalues {μj}nj=1 with μ =
min1 j n |μj|, μ¯ = max1 j n |μj|.
Theorem 3.1. Let the Jacobi matrix B be of the form (14) and possess only real eigenvalues. Then MPSD
converges if and only if
I. ω1 < 1 and either
i. μ¯<1 with ω2, τ1, τ2 satisfying any one of the cases given by Table 1 or τ1<0,
4
τ1(1−μ2)<τ2<0
and ω2 ∈ (ω∗2(μ),ω∗1(μ¯)), where ω∗1 and ω∗2 are given by (29).
ii. μ > 1 with ω2, τ1, τ2 satisfying any one of the cases given by Table 2 or Table 3.
II. ω1 > 1with the same convergence ranges for τ1, τ2 and ω2 as in case I but now the end points of the
intervals for ω2 are interchanged.
Proof. Applying Lemma 2.1 page 171 of [16] to (13) we obtain the following set of inequalities
−2 + τ1 + τ2 − 1
2
τ1τ2(1 − μ2) < (τ1ω2 − τ1ω1ω2 + τ2ω1)μ2, (23)
(τ1ω2 − τ1ω1ω2 + τ2ω1)μ2 < τ1 + τ2 − τ1τ2(1 − μ2), (24)
0 < τ1τ2(1 − μ2). (25)
In order for (24) and (23) to exist we must have τ1τ2(1 − μ2) < 4, which because of (25) yields
0 < τ1τ2(1 − μ2) < 4. (26)
We consider the following three cases for μ: Case I: μ¯ 1, Case II: μ 1 and Case III: μ < 1 < μ¯.
Case III: μ < 1 < μ¯. Then, from (25) for μ2 = μ¯2 we must have τ1τ2 < 0, while for μ2 = μ2 we
must have τ1τ2 > 0. This implies that there are no values of τ1, τ2, which satisfy (25) simultaneously.
Case I: μ¯ 1. First, we observe that if μ¯ = 1, then (25) is not valid for μ2 = μ¯2 = 1. We assume
now that μ¯ < 1. Then, since μ¯2 < 1 we have that (26) is equivalent to
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Table 1
Necessary and sufﬁcient conditions for MPSD to converge for ω1 < 1 and μ¯ < 1.
Case τ1Domain τ2Domain ω2Domain
1 (0, 2) (0, 2) (ω∗1(μ¯),ω∗2(μ¯))
2
(
0, 2
1+μ
] (
2, 4
τ1(1−μ2)
)
(ω∗1(μ),ω∗2(μ¯))
3
(
2
1+μ , 2
] (
2,
τ1
τ1−1
)
(ω∗1(μ),ω∗2(μ¯))
4
(
2
1+μ , 2
] [
τ1
τ1−1 ,
4
τ1(1−μ2)
)
(ω∗1(μ),ω∗2(μ))
5
(
2, 2
1−μ2
) [
τ1
τ1−1 , 2
] (
ω∗1(μ),ω∗2(μ)
)
6
(
2, 2
1−μ2
) (
2, 4
τ1(1−μ2)
)
(ω∗1(μ¯),ω∗2(μ))
7
[
2
1−μ2 ,
2
1−μ
) [
τ1
τ1−1 ,
4
τ1(1−μ2)
)
(ω∗1(μ),ω∗2(μ))
8
(
2, 2
1−μ
) (
0,
τ1
τ1−1
) (
ω∗1(μ),ω∗2(μ¯)
)
9
[
2
1−μ ,+∞
) (
0, 4
τ1(1−μ2)
)
(ω∗1(μ),ω∗2(μ¯))
Table 2
Necessary and sufﬁcient conditions for MPSD to converge for ω1 < 1 and μ > 1.
Case τ1Domain τ2Domain ω2Domain
1
(
0, 2
1+μ¯
) (
4
τ1(1−μ¯2) ,
τ1
τ1−1
]
(ω∗1(μ¯),ω∗2(μ))
2
(
0, 2
1+μ¯
) (
τ1
τ1−1 , 0
)
(ω∗1(μ¯),ω∗2(μ¯))
3
[
2
1+μ¯ , 1
) (
4
τ1(1−μ¯2) , 0
)
(ω∗1(μ¯),ω∗2(μ¯))
4 (1, 2]
(
4
τ1(1−μ¯2) , 0
)
(ω∗1(μ¯),ω∗2(μ¯))
5 (2,+∞)
(
4
τ1(1−μ¯2) , 0
)
(ω∗1(μ),ω∗2(μ¯))
Table 3
Necessary and sufﬁcient conditions for MPSD to converge for ω1 < 1 and μ > 1.
Case τ1Domain τ2Domain ω2Domain
1
(
−∞, 2
1−μ¯
] (
0, 4
τ1(1−μ¯2)
)
(ω∗2(μ),ω∗1(μ¯))
2
(
2
1−μ¯ , 0
) (
0,
τ1
τ1−1
]
(ω∗2(μ),ω∗1(μ¯))
3
(
2
1−μ¯ ,
2
1−μ¯2
] (
τ1
τ1−1 ,
4
τ1(1−μ¯2)
)
(ω∗2(μ¯),ω∗1(μ¯))
4
(
2
1−μ¯2 , 0
) (
τ1
τ1−1 , 2
]
(ω∗2(μ¯),ω∗1(μ¯))
5
(
2
1−μ¯2 , 0
) (
2, 4
τ1(1−μ¯2)
)
(ω∗2(μ¯),ω∗1(μ))
0 < τ1τ2 <
4
1 − μ2 , μ¯ < 1. (27)
Case II:μ 1. First, we observe that ifμ = 1, then (25) is not valid forμ2 = μ2 = 1.We assume now
that μ > 1. Then, since μ2 > 1 we have that (26) is equivalent to
4
1 − μ2 < τ1τ2 < 0, μ > 1. (28)
Next, we will only study (27) since (28) can be treated similarly. From (24) and (23) we have
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max
μ2 μ2  μ¯2
ω∗1(μ) < ω2 < min
μ2 μ2  μ¯2
ω∗2(μ),
where
ω∗1(μ) =
1
(1 − ω1)μ2
[
− 2
τ1
+ 1 + τ2
τ1
− 1
2
τ2(1 − μ2) − τ2
τ1
ω1μ
2
]
and
ω∗2(μ) =
1
(1 − ω1)μ2
[
1 + τ2
τ1
− τ2(1 − μ2) − τ2
τ1
ω1μ
2
]
. (29)
Studying the monotonicity of ω∗1(μ) and ω∗2(μ) with respect to μ2 we have
sign
∂ω∗1(μ)
∂μ2
= sign{τ1(1 − ω1)(τ1 − 2)(τ2 − 2)}
and
sign
∂ω∗2(μ)
∂μ2
= sign
{
(1 − ω2)
[
τ2(τ1 − 1) − τ1
τ1
]}
.
If we assume that ω1 < 1, then
sign
∂ω∗1(μ)
∂μ2
=
{+1, if τ1 < 2, τ2 < 2 or τ1 > 2, τ2 > 2,−1, 0 if τ1  2, τ2 > 2 or τ1 > 2, τ2  2, (30)
sign
∂ω∗2(μ)
∂μ2
=
{+1, 0 if τ1 > 1, τ2  τ1τ1−1 ,−1, if τ1 > 1, τ2 < τ1τ1−1 or 0 < τ1  1. (31)
In the sequel, we prove only case 4 of Table 1 as the rest of the cases are proved similarly. From (27),
the ﬁrst part of the lower branch of (30) and the upper branch of (31) it follows that
1 < τ1  2, max
{
2,
τ1
τ1 − 1
}
 τ2 <
4
τ1(1 − μ2)
or
1 < τ1  2,
τ1
τ1 − 1  τ2 <
4
τ1(1 − μ2) . (32)
The second inequality of (32) exists if and only if
2
1 + μ < τ1 <
2
1 − μ. (33)
From the ﬁrst inequality of (32) and (33) we have that the range of τ1 is
max
{
1,
2
1 + μ
}
< τ1 min
{
2,
2
1 − μ
}
. (34)
Since 1 < 2
1+μ < 2 <
2
1−μ2 <
2
1−μ , (34) is equivalent to
2
1 + μ < τ1  2. (35)
Clearly, (35) and the second inequality of (32) are the convergence ranges of τ1 and τ2 given by case
4 of Table 1. Note that, in the present case ω∗1 and ω∗2 are decreasing and increasing functions of μ2,
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respectively, due to (30) and (31). By considering the combination of the other parts of (30) and (31)
we can easily prove the rest of the cases of Table 1. If instead of (27) we consider (28), then a similar
treatment will produce the results of Case I(ii) presented in Tables 2 and 3. Finally, Case II is easily
veriﬁed by (29). 
Corollary 1. Under the hypothesis of Theorem 3.1 and ifμ = 0, thenMPSD converges if and only if μ¯ < 1,
0 < τ1 < 2, 0 < τ2 < 2 (36)
and ω2 ∈ I with
I =
{
(ω∗1(μ¯),ω∗2(μ¯)), ω1 < 1,
(ω∗2(μ¯),ω∗1(μ¯)), ω1 > 1,
(37)
where ω∗1 , ω∗2 are given by (29).
Proof. Ifμ = 0 then, considering Case I of Theorem 3.1, only case 1 of Table 1 produces a convergence
range forω2, which is given by the upper branch of (37). Hence (36) holds. Similarly, considering Case
II of Theorem 3.1 yields (36) and the convergence range for ω2, which is given by the lower branch of
(37). 
The imaginary case
Here, we assume that the Jacobi iteration matrix possesses only imaginary eigenvalues {±iμj}nj=1
with μ¯ = max1 j n |μj| and μ = min1 j n |μj|, where i = √−1. This case occurs when, for
example, A is a skew-Hermitian matrix.
Theorem 3.2. Let the Jacobi matrix B be of the form (14) and possess only imaginary eigenvalues. Then
MPSD converges if and only if
I. ω1 < 1 with ω2, τ1, τ2 satisfying any one of the cases given by Table 4, or
τ1 < 0,
4
τ1(1+μ¯2) < τ2 < 0 and ω2 ∈ (ω∗4(μ¯),ω∗3(μ)).
II. ω1 > 1 with the same convergence ranges for τ1, τ2 and ω2 as in Case I but now the end points of
the interval for ω2 are interchanged,
where
ω∗3(μ) =
1
(1 − ω1)μ2
[
τ2(1 + μ2) − 1 − τ2
τ1
− τ2
τ1
ω1μ
2
]
and
ω∗4(μ) =
1
(1 − ω1)μ2
[
2
τ1
− 1 − τ2
τ1
+ 1
2
τ2(1 + μ2) − τ2
τ1
ω1μ
2
]
. (38)
Table 4
Necessary and sufﬁcient conditions for MPSD to converge for ω1 < 1.
Case τ1Domain τ2Domain ω2Domain
1
(
0, 2
1+μ¯2
)
(0, 2)
(
ω∗3(μ¯),ω∗4(μ¯)
)
2
(
0, 2
1+μ¯2
) (
2, 4
τ1(1+μ¯2)
)
(ω∗3(μ¯),ω∗4(μ))
3
[
2
1+μ¯2 , 2
) (
0, 4
τ1(1+μ¯2)
)
(ω∗3(μ¯),ω∗4(μ¯))
4 (2,+∞)
(
0, 4
τ1(1+μ¯2)
)
(ω∗3(μ¯),ω∗4(μ))
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Proof. If B possesses only imaginary eigenvalues, then letting μ2 = −μ2 (13) becomes
λ2 − λ[2 − τ1 − τ2 − (τ1ω2 + τ2ω1 − τ1ω1ω2)μ2]
+(1 − τ1)(1 − τ2) − (τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2)μ2 = 0. (39)
The proof of the present theorem is completed by manipulating (39) in a similar manner to (13)
following the approach of the proof of Theorem 3.1. 
Corollary 2. Under the hypothesis of Theorem 3.2 and if μ = 0, then MPSD converges if and only if
ω2 ∈ (ω∗3(μ¯),ω∗4(μ¯)) and
0 < τ1 <
2
1 + μ¯2 , 0 < τ2 < 2 (40)
or
2
1 + μ¯2  τ1 < 2, 0 < τ2 <
4
τ1(1 + μ¯2) , (41)
where ω∗3 , ω∗4 are given by (38).
Proof. Ifμ = 0 then it follows fromTheorem3.2 that only cases1and3of Table 4produce convergence
ranges for ω2. In particular, these cases yield (40), (41) and the range of ω2. 
3.2. The MESOR method
We recall that MPSD degenerates into the MESOR method if ω1 = 0. As a result, the functional
relationship of the MESOR method is given by
λ2 − λ(2 − τ1 − τ2 + τ1ω2μ2) + (1 − τ1)(1 − τ2) + τ1(ω2 − τ2)μ2 = 0, (42)
where we have setω1 = 0 in (13). Moreover, we can obtain the following results by letting ω1 = 0 in
Theorems 3.1 and 3.2.
Theorem 3.3. Let the Jacobi matrix B be of the form (14) and possess only real eigenvalues. Then MESOR
converges if and only if
I. μ¯ < 1 with ω2, τ1, τ2 satisfying any one of the cases given by Table 1, or
τ1 < 0,
4
τ1(1−μ2) < τ2 < 0 and ω2 ∈ (ω∗6(μ),ω∗5(μ¯)), where ω∗5 and ω∗6 are given by (29) with
ω1 = 0.
II. μ > 1 with ω2, τ1, τ2 satisfying any one of the cases given by Table 2 or Table 3,
where now ω∗1 and ω∗2 are replaced by ω∗5 and ω∗6 , respectively.
Corollary 3. Under the hypothesis of Theorem 3.1 and ifμ = 0, thenMESOR converges if and only if μ¯ < 1
0 < τ1 < 2, 0 < τ2 < 2 and ω2 ∈ (ω∗5(μ¯),ω∗6(μ¯)),
where ω∗5 and ω∗6 are given by (29) with ω1 = 0.
In case B possesses only imaginary eigenvalues, then letting μ2 = −μ2 in (42) we have
λ2 − λ(2 − τ1 − τ2 − τ1ω2μ2) + (1 − τ1)(1 − τ2) − τ1(ω2 − τ2)μ2 = 0.
Theorem 3.4. Let the Jacobi matrix B be of the form (14) and possess only imaginary eigenvalues. Then
MESOR converges if and only if ω2, τ1, τ2 satisfy any one of the cases given by Table 4, or τ1 < 0,
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4
τ1(1+μ¯2) < τ2 < 0 and ω2 ∈ (ω∗8(μ¯),ω∗7(μ)), where ω∗7 and ω∗8 are given by (38) with ω1 = 0 and
ω∗3 and ω∗4 are replaced by ω∗7 and ω∗8 , respectively.
Corollary 4. Under the hypothesis of Theorem 3.4 and if μ = 0, then MESOR converges if and only if
ω2 ∈ (ω∗7(μ¯), ω∗8(μ¯)) and τ1, τ2 satisfy (40) or (41).
3.3. The MSSOR method
We recall that MPSD degenerates into the MSSORmethod if τ1 = τ2 = ωˆ, where ωˆ is given by (9).
As a result, the functional relationship of the MSSOR method is given by
λ2 − λ[2(1 − ωˆ) + ωˆ2μ2] + (1 − ωˆ)2 = 0. (43)
Theorem 3.5. Let the Jacobi matrix B be of the form (14) and possess only real eigenvalues. Then MSSOR
converges if and only if μ¯ < 1 and either
ω1
ω1 − 1 < ω2 <
2 − ω1
1 − ω1 , ω1 < 1 (44)
or
2 − ω1
1 − ω1 < ω2 <
ω1
ω1 − 1 , 1 < ω1. (45)
Proof. If B has real eigenvalues, the functional relationship for the MSSOR method is given by (43).
However (43) is the functional relationship of the SORmethod and according to Theorem 2.2 page 172
of [16] we have that μ¯ < 1 and
0 < ωˆ < 2 (46)
for MSSOR to converge. Expressing ωˆ in terms of ω, using (9), we obtain (44) and (45). 
Theorem 3.6. Let the Jacobi matrix B be of the form (14) and possess only imaginary eigenvalues. Then
MSSOR converges if and only if
ω1
ω1 − 1 < ω2 <
2 − (1 + μ¯)ω1
(1 + μ¯)(1 − ω1) , ω1 < 1 (47)
or
2 − (1 + μ¯)ω1
(1 + μ¯)(1 − ω1) < ω2 <
ω1
ω1 − 1 , 1 < ω1. (48)
Proof. If the Jacobi matrix B has imaginary eigenvalues the functional relationship for the MSSOR
method is obtained by letting μ2 = −μ2 in (43), which gives
λ2 − λ[2(1 − ωˆ) − ωˆ2μ2] + (1 − ωˆ)2 = 0. (49)
By Lemma 2.1 of [16] it follows that |λ| < 1 if and only if
0 < ωˆ < 2 (50)
and
ωˆ2(1 − μ2) − 4ωˆ + 4 > 0. (51)
In the following, we consider the three cases: Case 1: μ¯ 1, Case 2: 1μ and Case 3: μ < 1 < μ¯.
Case 1: μ¯ 1. In this case inequality (51) is satisﬁed for either
ωˆ <
2
1 + μ¯ or ωˆ >
2
1 − μ¯ . (52)
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Combining (52) and (50) we have
0 < ωˆ <
2
1 + μ¯ . (53)
Case 2: 1μ. In this case inequality (51) is satisﬁed for
2
1 − μ¯ < ωˆ <
2
1 + μ¯ . (54)
Combining (54) and (50) we obtain (53).
Case 3: μ < 1 < μ¯. Let α, β be two positive integers such that μα = max{|μ| | |μ| 1},μβ =
min{|μ| | |μ| 1} and consider the following two cases: (i) μ |μ|μα and (ii) μβ  |μ| μ¯. But
both cases (i) and (ii) yield (53). Inequality (53), because of (9), yields (47) and (48). 
4. Optimum parameters
In this section we determine optimum values for the parameters of the MPSD, MESOR and MSSOR
methods.
4.1. The MPSD method
The real case
Theorem 4.1. Let the Jacobi matrix B possess real eigenvalues and be of the form (14). If the MPSDmethod
converges, then, S(Dτ1 ,τ2 ,ω1 ,ω2), the spectral radius of the MPSD method, is minimized at
ω2,opt = τ2,opt(τ1,opt − ω1)
τ1,opt(1 − ω1) , ω1 /= 1 arbitrary, (55)
where
I. If μ¯ < 1
τ1,opt = 2
1 − μ¯μ + [(1 − μ¯2)(1 − μ2)]1/2 , (56)
τ2,opt = 2
1 + μ¯μ + [(1 − μ¯2)(1 − μ2)]1/2 (57)
and its corresponding value is given by
S(Dτ1,opt ,τ2,opt ,ω1 ,ω2,opt ) =
(1 − μ2)1/2 − (1 − μ¯2)1/2
(1 − μ2)1/2 + (1 − μ¯2)1/2 . (58)
II. If μ > 1
τ1,opt = 2
1 − μ¯μ − [(μ¯2 − 1)(μ2 − 1)]1/2 , (59)
τ2,opt = 2
1 + μ¯μ − [(μ¯2 − 1)(μ2 − 1)]1/2 (60)
and its corresponding value is given by
S(Dτ1,opt ,τ2,opt ,ω1 ,ω2,opt ) =
(μ¯2 − 1)1/2 − (μ2 − 1)1/2
(μ¯2 − 1)1/2 + (μ2 − 1)1/2 . (61)
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Proof. From (13) we have that
(λ + τ1 − 1)(λ + τ2 − 1)
= [λ(τ1ω2 + τ2ω1 − τ1ω1ω2) − (τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2)]μ2. (62)
The optimum values of τ1, τ2, ω1 and ω2 will be determined such that
S(Dτ1 ,τ2 ,ω1 ,ω2) = max
μ2 μ2  μ¯2
|λ|
is minimum. The roots of (62) are the intersection points of the parabola
g(λ) = (λ + τ1 − 1)(λ + τ2 − 1)
τ1τ2
and the straight lines
h(λ) =
{
λ
[
ω1
τ1
+ ω2
τ2
(1 − ω1)
]
−
[(
ω1
τ1
− 1
)
+ ω2
τ2
(1 − ω1)
]}
μ2, 0 < μ2 μ2  μ¯2.
Following a similar argument as in [14, pp. 124–125], h(λ) are straight lines through the point
(0,
[(
1 − ω1
τ1
)
+ ω2
τ2
(ω1 − 1)
]
μ2) and g(λ) is a parabola passing through the point (1, 1). It is also
evident that the largest abscissa of the two points of intersection of h(λ) and g(λ) decreases until
h(λ) becomes tangent to g(λ) which occurs when the discriminant of (13) becomes equal to zero, i.e.
(τ1, τ2,ω1,ω2;μ2) = 0, or
[2 − τ1 − τ2 + (τ1ω2 + τ2ω1 − τ1ω1ω2)μ2]2
−4[(1 − τ1)(1 − τ2) + (τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2)μ2] = 0.
Note that the straight lines h1(λ) =
{
λ
[
ω1
τ1
+ ω2
τ2
(1 − ω1)
]
−
[(
ω1
τ1
− 1
)
+ ω2
τ2
(1 − ω1)
]}
μ¯2 and
hn(λ) =
{
λ
[
ω1
τ1
+ ω2
τ2
(1 − ω1)
]
−
[(
ω1
τ1
− 1
)
+ ω2
τ2
(1 − ω1)
]}
μ2 include all the lines h(λ) ={
λ
[
ω1
τ1
+ ω2
τ2
(1 − ω1)
]
−
[(
ω1
τ1
− 1
)
+ ω2
τ2
(1 − ω1)
]}
μ2. Then the spectral radius is given by
S(Dτ1 ,τ2 ,ω1 ,ω2) = max{|λ˜1|, |λ˜n|}, (63)
where λ˜1, λ˜n are the abscissas of the points of tangent of h1(λ), hn(λ), respectively. But, it is readily
veriﬁed that
|λ˜1| = [(1 − τ1)(1 − τ2) + (τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2)μ¯2]1/2
and
|λ˜n| = [(1 − τ1)(1 − τ2) + (τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2)μ2]1/2. (64)
From (63) it follows that the minimum value of S(Dτ1 ,τ2 ,ω1 ,ω2) is attained when
λ˜1 = −λ˜n,
which, because of (64), yields
τ1ω2 + τ2ω1 − τ1ω1ω2 − τ1τ2 = 0. (65)
Now, if (65) holds, then (13) becomes
λ2 − λ(2 − τ1 − τ2 + τ1τ2μ2) + (1 − τ1)(1 − τ2) = 0, (66)
which is the functional relationshipof theMSORmethod [16] and (56)–(61) holddue to [2,6,13]. Finally,
(55) is obtained from (65). 
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Corollary 5. Under the hypothesis of Theorem 4.1 and if μ = 0, μ¯ < 1, then ω2,opt = τopt−ω11−ω1 , ω1 /= 1
arbitrary, τopt = τ1,opt = τ2,opt and
S(Dτopt ,τopt ,ω1 ,ω2,opt ) = τopt − 1,
where
τopt = 2
1 + (1 − μ¯2)1/2 .
Corollary 6. Under the hypothesis of Theorem 4.1 and if μ = μ¯, then
ω2,opt = 1 + μ¯2 ω1
1 − ω1 , ω1 /= 1 arbitrary,
τ1,opt = 1
1 − μ¯2 , τ2,opt = 1
and
S(Dτ1,opt ,τ2,opt ,ω1 ,ω2,opt ) = 0.
The imaginary case
Theorem 4.2. Let the Jacobi matrix B possess imaginary eigenvalues and be of the form (14). If the MPSD
method converges, then S(Dτ1 ,τ2 ,ω1 ,ω2) is minimized at
ω2,opt = τ2,opt(τ1,opt − ω1)
τ1,opt(1 − ω1) , ω1 /= 1 arbitrary, (67)
where
τ1,opt = 2
1 − μ¯μ + [(1 + μ¯2)(1 + μ2)]1/2 , (68)
τ2,opt = 2
1 + μ¯μ + [(1 + μ¯2)(1 + μ2)]1/2 (69)
and its corresponding value is given by
S(Dτ1,opt ,τ2,opt ,ω1 ,ω2,opt ) =
(1 + μ¯2)1/2 − (1 + μ2)1/2
(1 + μ¯2)1/2 + (1 + μ2)1/2 . (70)
Proof. In the present case the functional relationship is (39). Following a similar approach as in
Theorem 4.1, we can prove that (65) holds. Moreover, (39) simpliﬁes into
λ2 − λ(2 − τ1 − τ2 − τ1τ2μ2) + (1 − τ1)(1 − τ2) = 0. (71)
But (71) is the MSOR functional relationship and (68)–(70) have been proved to hold in [2]. Finally,
using (65) we ﬁnd (67). 
Corollary 7. Under the hypothesis of Theorem 4.2 and ifμ = 0, thenω2,opt = τopt−ω11−ω1 ,ω1 /= 1 arbitrary,
τopt = τ1,opt = τ2,opt and
S(Dτopt ,τopt ,ω1 ,ω2,opt ) = 1 − τopt ,
where
τopt = 2
1 + (1 + μ¯2)1/2 .
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Corollary 8. Under the hypothesis of Theorem 4.2 and if μ = μ¯ then ω1 /= 1 arbitrary
τ1,opt = ω2,opt = 1, τ2,opt = 1
1 + μ¯2
and
S(Dτ1,opt ,τ2,opt ,ω1 ,ω2,opt ) = 0.
Remark. Note that (58), (61) and (70) are also the expressions for the minimum value of the spectral
radius for the MSOR method in the real and imaginary cases, respectively [2,6,13]. Therefore, both
methods (MPSD and MSOR) attain the same rate of convergence for the optimum values of their
parameters. Furthermore, if μ = 0, MPSD and MSOR become equivalent to SOR (Corollaries 5 and 7).
4.2. The MESOR method
Recall that MPSD degenerates into the MESORmethod ifω1 = 0. Consequently, we can determine
the optimum values of the parameters for the MESOR method following a similar approach to MPSD.
Theorem 4.3. Let the Jacobi matrix B possess real eigenvalues and be of the form (14). Then S(Dτ1 ,τ2 ,ω2),
the spectral radius of the MESOR method, is minimized at
ω2,opt = τ2,opt , (72)
where
I. If μ¯ < 1 then τ1,opt , τ2,opt are given by (56), (57) and the value of S(Dτ1 ,τ2 ,ω2) is given by (58).
II. If μ > 1 then τ1,opt , τ2,opt are given by (59), (60) and the value of S(Dτ1 ,τ2 ,ω2) is given by (61).
Corollary 9. Under the hypothesis of Theorem 4.3 and if μ = 0, μ¯ < 1 then τopt = τ1,opt = τ2,opt =
ω2,opt and
S(Dτopt ,τopt ,τopt ) = τopt − 1,
where
τopt = 2
1 + (1 − μ¯2)1/2 .
Corollary 10. Under the hypothesis of Theorem 4.3 and if μ = μ¯, then
τ1,opt = 1
1 − μ¯2 , ω2,opt = τ2,opt = 1
and
S(Dτ1,opt ,τ2,opt ,ω2,opt ) = 0.
Theorem 4.4. Let the Jacobi matrix B possess imaginary eigenvalues and be of the form (14). Then
S(Dτ1 ,τ2 ,ω2), the spectral radius of MESOR, is minimized at
ω2,opt = τ2,opt , (73)
where τ1,opt , τ2,opt are given by (68), (69) and the value of S(Dτ1 ,τ2 ,ω2) is given by (70).
Corollary 11. Under the hypothesis of Theorem 4.4 and ifμ = 0 then τopt = τ1,opt = τ2,opt = ω2,opt and
S(Dτopt ,τopt ,τopt ) = 1 − τopt ,
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where
τopt = 2
1 + (1 + μ¯2)1/2 .
Corollary 12. Under the hypothesis of Theorem 4.4 and if μ = μ¯, then
τ1,opt = 1, ω2,opt = τ2,opt = 1
1 + μ¯2
and
S(Dτ1,opt ,τ2,opt ,ω2,opt ) = 0.
Remark. Note that (58), (61) and (70) are also the expressions for the minimum value of the spectral
radius for the MPSD and MSOR methods (the real and imaginary cases), respectively [2,6,13]. There-
fore, MESOR, MPSD and MSOR attain the same rate of convergence for the optimum values of their
parameters. Furthermore, if μ = 0, then all these methods become equivalent to SOR (Corollaries 9
and 11).
4.3. The MSSOR method
In this section we determine optimum values for the parameters of the MSSORmethod. Using (43)
we have the following [16].
Theorem 4.5. Let the Jacobi matrix B possess real eigenvalues and be of the form (14). If μ¯ < 1, then
S(Dωˆ0 ,ωˆ0), the spectral radius for the MSSOR method is minimized at
ω2,opt = ωˆ0 − ω1
1 − ω1 , ω1 /= 1 arbitrary, (74)
where
ωˆ0 = 2
1 + (1 − μ¯2)1/2 (75)
and its corresponding value is given by
S(Dωˆ0 ,ωˆ0) = ωˆ0 − 1. (76)
In the imaginary case we have [11].
Theorem 4.6. Let the JacobimatrixBpossess imaginaryeigenvaluesandbeof the form (14).ThenS(Dωˆ0 ,ωˆ0)
is minimized at
ω2,opt = ωˆ0 − ω1
1 − ω1 , ω1 /= 1 arbitrary, (77)
where
ωˆ0 = 2
1 + (1 + μ¯2)1/2 (78)
and its corresponding value is given by
S(Dωˆ0 ,ωˆ0) = 1 − ωˆ0. (79)
Remark. From (76) and (79) it follows that MSSOR attains the same rate of convergence to the SOR
method [11,16] for the optimum values of their parameters. Since optimum MPSD and MSSOR are
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equivalent to MSOR and SOR, respectively, it follows that MPSD has a better rate of convergence than
MSSOR for large values of μ (see Section 5 of [7]).
5. Numerical results
The model problem considered here is that of solving the second order convection diffusion
equation
u − f (x, y)∂u
∂x
− g(x, y)∂u
∂y
= 0 (80)
on a domainΩ = {(x, y)}|0 x 1, 0 y 2}, where u = u(x, y) is prescribed on the boundary ∂Ω .
The discretization of (80) on a rectangular gridM1 × M2 unknowns within Ω leads to
uij = ijui−1,j + rijui+1,j + tijui,j+1 + bijui,j−1,
i = 1, 2, . . . , M1, j = 1, 2, . . . , M2
with
ij = k
2
2(k2 + h2)
(
1 + 1
2
hfij
)
, rij = k
2
2(k2 + h2)
(
1 − 1
2
hfij
)
tij = h
2
2(k2 + h2)
(
1 − 1
2
kgij
)
, bij = h
2
2(k2 + h2)
(
1 + 1
2
kgij
)
,
whereh = 1/(M1 + 1), k = 2/(M2 + 1), fij = f (ih, jk)andgij = g(ih, jk). For simplicityweassume
that the coefﬁcients of the PDE are constant, that is the functions f (x, y), g(x, y) are constants, then [4]
μ(k1, k2) = 2
(√
r cos
k1π
M1 + 1 +
√
tb cos
k2π
M2 + 1
)
, (81)
where k1 = 1, 2, . . . , M1 and k2 = 1, 2, . . . , M2. From (81) we ﬁnd
μ¯ = 2
(√
r cosπh + √tb cosπk
)
and
μ = 2
(√
r cos
π(1 − h)
2
+ √tb cos π(1 − k)
2
)
.
Furthermore, we see that the eigenvaluesμ(k1, k2)may be either all real or all imaginary. In the sequel
we distinguish these cases.
Case 1: μ(k1, k2) are real. This case applies when r  0 and tb 0. The optimum values of the
MSOR parameters are given by [2,6,13]ω1,opt = τ1,opt andω2,opt = τ2,opt , where τ1,opt , τ2,opt are given
by Theorem 4.1. Also, the optimum values of the MPSD parameters are given by the same theorem,
whereas the optimumvalues of theMESOR parameters are given by Theorem4.3. Finally, the optimum
values of the MSSOR parameters are given by Theorem 4.5.
Case 2: μ(k1, k2) are imaginary. This case applies when r  0 and tb 0. The optimum values of
the MSOR parameters are given by [2] ω1,opt = τ1,opt and ω2,opt = τ2,opt , where τ1,opt , τ2,opt are given
by (68) and (69), respectively. The optimum values of theMPSD parameters are given by (67), (68) and
(69), whereas the optimum values of the MESOR parameters are given by (73), (68) and (69). Finally,
the optimum values of the MSSOR parameters are given by (77) and (78).
In order to test our theoretical results we considered the numerical solution of (80) with u = 0 on
the boundary of the unit square. The initial vector was chosen as u(0)(x, y) = xy(1 − x)(1 − y). The
solution of the above problem is zero. For comparison purposes we considered the application of the
MSOR, MPSD, MESOR and MSSOR methods. In all cases the iterative process was terminated when
the criterion ‖u(n)‖∞  10−6 was satisﬁed. Two functions for the coefﬁcients f (x, y) and g(x, y) were
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Table 5
Study of dependence upon ω1 for the MPSD and MSSOR methods for the real and imaginary cases for h = 1/81. ∗ indicates
that there was no convergence after 50,000 iterations.
Real case Imaginary case
ω1 MPSD MSSOR MPSD MSSOR
−1000 228 228 1090 ∗
−100 200 200 1032 ∗
−10 183 183 978 6660
−1.5 179 180 934 6260
−0.5 179 179 850 5974
0 179 179 709 4566
0.5 178 178 894 6137
1.5 179 179 964 6537
10 178 178 978 6660
100 192 193 1033 ∗
1000 228 228 1090 ∗
chosen such that the eigenvaluesμ(k1, k2) to be all real or all imaginary. The coefﬁcients used in each
problem are:
(1) f (x, y) = g(x, y) = 0 (the real case).
(2) f (x, y) = 105, g(x, y) = 500 (the imaginary case).
To study the dependence of the convergence of the MPSD and MSSOR methods upon ω1 we let
this parameter vary in the interval [−1000, 1000]. Using h = 1/81 we have that for the real caseμ =
0.0194 and μ¯ = 0.9992, whereas for the imaginary caseμ = 6.0133 and μ¯ = 309.8683. The number
of iterations for the problems considered for each of the aforementioned methods are presented in
Table 5.
We remark that the number of iterations for the MPSD method vary within the interval IMPSDr =
[178, 228] for the real case, whereas for the imaginary case they vary within the interval IMPSDi =[709, 1090]. This shows that the convergence behavior of MPSD does not depend heavily upon the
choice ofω1 (at least for the real case). The number of iterations of the MSSORmethod are identical to
the number of iterations of theMPSDmethod for the real case. Thiswas expected since for the real case
μ is near to zero and according to Corollaries 5, 9 and Theorem 4.3, MPSD, MESOR, MSOR and MSSOR
become equivalent to the optimum SOR method. For the imaginary case the number of iterations of
the MSSOR method are worse compared to the number of iterations for the MPSD method. This is in
agreement to the remark after Theorem 4.6 since μ possesses a value which is away from zero. The
number of iterations for the MSOR method are 179 for the real case and 709 for the imaginary case.
Note that this corresponds to the case where ω1 = 0 in the MPSD (or MSSOR) method. Furthermore,
the number of iterations of theMESORmethod are identical to those of theMSORmethod as expected
(Theorems 4.3 and 4.4). Finally, divergence occurs for the MSSOR method in the cases where the
optimum value of ω2 is close to one of the endpoints of its convergence interval.
6. Remarks and conclusions
In this paper we studied the convergence analysis of the MPSD iterative method if A is of the form
(2) and its associated Jacobi iteration matrix B possesses either real or imaginary eigenvalues. Under
these assumptions we were able to ﬁnd sufﬁcient and necessary conditions for MPSD to converge.
Further, we determined the optimum values of the parameters such that the MPSDmethod attains its
optimum rate of convergence. As a by-product of our analysis we were able to study the MESOR and
MSSOR methods.
The main result of our analysis is that the MPSDmethod becomes equivalent to the MSORmethod
for the optimum values of their parameters if the eigenvalues of the associated Jacobi iteration matrix
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are either all real or all imaginary. Table 5 presents a simple comparison of the MPSD and MSSOR
methods. We observe that while both methods have the same convergence behavior in the real case
where μ is near to zero, a small increase of μ in the imaginary case (μ = 6.0133) causes the MPSD
method to converge signiﬁcantly faster than theMSSORmethod. Further, the best value forω1 in both
aforementionedmethods for the real and imaginary cases is zero indicating that there is no reason for
the existence of this parameter. In addition, as μ increases, the spectral radius of MPSD (and MSOR)
decreases and it becomes much smaller than the spectral radius of the SOR method. It is interesting
to note that if zero is an eigenvalue of the associated Jacobi iteration matrix, then all methods studied
become equivalent to the SOR method for the optimum values of their parameters except MSSOR,
which is equivalent to SOR independent of the value of μ.
The PSD method has a completely different convergence behavior compared to MPSD, which de-
pends heavily on the type of the eigenvalues of its associated Jacobimatrix. Indeed, in [7] it was shown
that PSD behaves like EGS when its eigenvalues are real whereas its rate of convergence increases by
an order of magnitude for purely imaginary eigenvalues. In the latter case PSD becomes equivalent to
ESOR for the optimum values of their parameters. Subsequently, the additional parameters in MPSD
have increased its convergence behavior (by an order of magnitude in the real case) and it seems
worthwhile to persue this goal further by considering the case of using variable parameters. Finally,
another interesting research direction is the study of MPSD (and MSOR) for complex parameters with
σ(B), the spectrum of the associated Jacobi matrix B, belonging to the complex plane C.
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