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THE KALTON-LANCIEN THEOREM REVISITED: MAXIMAL
REGULARITY DOES NOT EXTRAPOLATE
STEPHAN FACKLER
Abstract. We give a new more explicit proof of a result by Kalton and
Lancien stating that on each Banach space with an unconditional basis not
isomorphic to a Hilbert space there exists a generator A of a holomorphic
semigroup which does not have maximal regularity. In particular, we show
that there always exists a Schauder basis (fm) such that A can be chosen
of the form A(
∑∞
m=1
amfm) =
∑∞
m=1
2mamfm. Moreover, we show that
maximal regularity does not extrapolate: we construct consistent holomorphic
semigroups (Tp(t))t≥0 on L
p(R) for p ∈ (1,∞) which have maximal regularity
if and only if p = 2. These assertions were both open problems. Our ap-
proach is completely different than the one of Kalton and Lancien. We use the
characterization of maximal regularity by R-sectoriality for our construction.
1. Introduction
The generator −A of a strongly continuous semigroup (T (t))t≥0 on a Banach
space X is said to have (p, T )-maximal regularity (T > 0, 1 < p < ∞) if for all
f ∈ Lp((0, T );X) the mild solution u(t) = ∫ t
0
T (t− s)f(s) ds of the inhomogeneous
abstract Cauchy problem {
u˙(t) +Au(t) = f(t)
u(0) = 0.
satisfies u ∈ W 1,p((0, T );X)∩Lp((0, T );D(A)). One can show that this property is
independent of p ∈ (1,∞) and T ∈ (0,∞). Therefore one simply speaks of maximal
regularity.
The property of maximal regularity has attracted the attention of many mathe-
maticians as it is a tool to solve non-linear partial differential equations by means of
linearization and applying a fixed point theorem. It was known for a long time that
for −A to have maximal regularity it is necessary that −A generates a holomorphic
semigroup [Dor93, Theorem 2.2]. Conversely, it is known that all generators of
holomorphic semigroups on a Hilbert space have maximal regularity by a result
of L. de Simon [dS64, Lemma 3,1]. Moreover, one can show maximal regularity
for large classes of differential operators on Lp-spaces, e.g. generators of holomor-
phic semigroups satisfying Gaussian bounds. This leads H. Brézis to the question
whether all generators of holomorphic semigroups on Lp (1 < p <∞) have maximal
regularity.
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Definition 1.1. A complex Banach space X has the maximal regularity property
(MRP) if every generator of a holomorphic semigroup on X has maximal regularity.
Besides Hilbert spaces L∞([0, 1]) has (MRP) for the simple reason that every
generator of a strongly continuous semigroup is already bounded by a famous result
of H.P. Lotz [Lot85, Theorem 3]. In contrast, N.J. Kalton and G. Lancien gave the
following negative answer to the maximal regularity problem in [KL00, Theorem 3.3]
(extensions for UMD-spaces with finite-dimensional Schauder decompositions can
be found in [KL02, Theorem 3.4]).
Theorem 1.2 (N.J. Kalton, G. Lancien). Let X be a complex Banach space with
an unconditional basis that has (MRP). Then X is isomorphic to ℓ2.
For p ∈ (1,∞) the Haar basis is an unconditional basis for Lp([0, 1]). Hence for
p 6= 2 by Kalton-Lancien’s result, there exists a generator of a holomorphic semi-
group on Lp not having maximal regularity. However, Kalton-Lancien’s approach
only yields the pure existence of such a counterexample. Moreover, on the basis of
their arguments it seems impossible to write down a counterexample explicitly. In
particular in this situation, the following questions remain open:
• Does there always exist a counterexample for which the generator is given
as a Schauder multiplier?
• Does maximal regularity extrapolate? By this we mean the following ques-
tion: let (T2(t))t≥0 and (Tp(t))t≥0 be consistent semigroups on L2 and Lp
(p ∈ (1,∞)\{2}) such that (T2(t))t≥0 is holomorphic. Does (Tp(t))t≥0 have
maximal regularity automatically (cf. [Are04, 7.2.2])?
We will give answers to these questions. Before we make some comments. Kalton
and Lancien’s proof suggests naively that a counterexample could be given as a
Schauder multiplier with respect to the given unconditional basis. However, we
will recall in Theorem 2.5 that the unconditionality of the basis forces semigroups
generated by Schauder multipliers on large classes of Banach spaces, in particular
Lp-spaces with p ∈ (1,∞), to have maximal regularity. So a counterexample can
only be found if the basis is conditional.
In this paper we will give a new proof of Kalton-Lancien’s result which in par-
ticular brings light to this phenomenon. We will use the unconditional basis to
construct systematically a conditional one which then can be used to write down
an explicit counterexample.
Secondly, Kalton-Lancien’s method only yields a counterexample for each single
Banach space with an unconditional basis. In particular, it is not clear whether
such a counterexample on an Lp-space for p ∈ (1,∞) \ {2} extends to a semigroup
on L2. Therefore one can ask whether, given a holomorphic semigroup on L2 (which
has maximal regularity by the result of Simon) which extrapolates to semigroups
on Lp for p ∈ (1,∞), maximal regularity always extrapolates to those p as well.
The Stein interpolation theorem says that this question has a positive answer if
maximal regularity is replaced by the weaker property of holomorphy. In this
paper we will give a negative answer to this question. Indeed, our method is explicit
enough to construct consistent holomorphic semigroups on Lp for 1 < p <∞ such
that maximal regularity is violated for p 6= 2. Under additional assumptions, this
cannot happen. For example, if the semigroup satisfies Gaussian estimates and is
holomorphic in L2, then maximal regularity extrapolates to all p ∈ (1,∞) [HP97,
Theorem 3.1].
Our alternative approach uses the characterization of maximal regularity by the
Rademacher boundedness of the semigroup in a sector. We now introduce the
necessary terminology. Let X be a Banach space. A family of operators T ⊂ L(X)
is called Rp-bounded if there exists a constant Cp > 0 such that for all n ∈ N, all
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T1, . . . , Tn ∈ T and all x1, . . . , xn ∈ X(∫ 1
0
∥∥∥∥
n∑
k=1
rk(ω)Tkxk
∥∥∥∥
p
dω
)1/p
≤ Cp
(∫ 1
0
∥∥∥∥
n∑
k=1
rk(ω)xk
∥∥∥∥
p
dω
)1/p
, (1.1)
where rk(ω) := sign sin(2
kπω) denotes the k-th Rademacher function. The closure
of the finite Rademacher sums (as in (1.1)) in Lp([0, 1];X) is denoted by Radp(X).
One can show that the norms on Radp(X) are equivalent (the Kahane-Khintchine
inequality) for all p ∈ [1,∞) and consequently one writes simply Rad(X). Hence,
Rp-boundedness holds for some p ∈ [1,∞) if and only if it holds for all p. We there-
fore speak simply of R-boundedness. The smallest constant such that (1.1) holds is
denoted by Rp(T ) and one often omits the subindex if one is merely interested in
the finiteness of the constant. For a detailed exposition of maximal regularity and
R-boundedness see [KW04] and [DHP03]. We can now give the characterization of
maximal regularity. For this let Σδ := {z ∈ C \ {0} : |arg z| < δ} denote the sector
of angle δ in the complex plane.
Definition 1.3 (R-analyticity). Let X be a complex Banach space and −A the
generator of a holomorphic C0-semigroup (T (z))z∈Σδ˜ on X . (T (z))z∈Σδ˜ is called
R-analytic if there exists a δ˜ > δ > 0 such that
R{T (z) : z ∈ Σδ, |z| ≤ 1} <∞.
Theorem 1.4. Let X be a complex Banach space and −A the generator of a
holomorphic C0-semigroup (T (z))z∈Σ on X. Then the following hold:
(a) If −A has maximal regularity, then (T (z))z∈Σ is R-analytic.
(b) Conversely, on a UMD-space X, R-analyticity of (T (z))z∈Σ implies maxi-
mal regularity.
Assertion (a) is due to P. Clément and J. Prüss [CP01, Proposition 1] and as-
sertion (b) is due to L. Weis [Wei01, Theorem 4.2]. A proof of both can be found
in [KW04]. Notice that the UMD-property is only needed in the proof of part (b).
For the definition of and details on UMD-spaces see [RdF86] and [Bur01]. We only
remark that all Lp-spaces for p ∈ (1,∞) are UMD-spaces.
In particular, for constructing generators of holomorphic semigroups not having
maximal regularity it is sufficient (independently of the UMD-property) to give
examples of holomorphic semigroups which are not R-analytic.
We outline very shortly our approach and the contents of this paper. We start by
giving a short introduction into the theory of Schauder bases and explain how we can
use them to construct generators of holomorphic semigroups. We then explain how
we can associate to an R-analytic semigroup a holomorphic semigroup on Rad(X),
an idea which goes back to W. Arendt and S. Bu [AB03]. In this paper, we show
that on Banach spaces with an unconditional basis we can construct semigroups out
of Schauder multipliers which are holomorphic but whose associated semigroups on
Rad(X) are not holomorphic, thereby giving our new proof of the Kalton-Lancien
result. Before doing this in the general abstract case of a Banach space with an
unconditional basis, we exemplify our approach for the spaces c0 and ℓ
1. Thereafter
we will apply our abstract construction to give counterexamples on the ℓp-spaces.
For this one uses a non-standard representation of these spaces which is well-known
in the geometry of Banach spaces. After embedding these counterexamples into
Lp(R), we can give a counterexample to the extrapolation problem for maximal
regularity. In the last section we show that the same techniques can be used to
construct systematically bases which are not R-bases.
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2. Schauder multipliers as generators of holomorphic semigroups
For the rest of the paper we will only consider infinite-dimensional and complex
Banach spaces. In this section we give the necessary definitions from the theory of
Schauder bases and show how to construct semigroups with the help of Schauder
bases.
Definition 2.1 (Schauder basis). A sequence (em)m∈N in a Banach space X is
called a Schauder basis if for each x ∈ X there is a unique sequence of scalars
(am)m∈N such that
x =
∞∑
m=1
amem.
A sequence (em)m∈N is called a basic sequence if it is a basis for the closed linear
span of (em)m∈N. The functional e∗m ∈ X∗ which maps x to the unique m-th
coefficient in the expansion of x is called the m-th coordinate functional.
The mere concept of a Schauder basis is sometimes too general to be useful in
practice, therefore one often considers special bases with additional properties. The
most important example is that of an unconditional basis.
Definition 2.2 (Unconditional basis). A Schauder basis (em)m∈N for a Banach
space X is called unconditional if for each x ∈ X the unique expansion x =∑∞
m=1 amem converges unconditionally, i.e.
∑∞
m=1 aπ(m)eπ(m) = x for each per-
mutation π of the natural numbers.
For unconditional bases one can show that the convergence of
∑∞
m=1 amem im-
plies the convergence of
∑∞
m=1 bmamem for all (bm)m∈N ∈ ℓ∞. The closed graph
theorem and the uniform boundedness principle show that there exists a smallest
constant K ≥ 0 such that∥∥∥∥
∞∑
m=1
bmamem
∥∥∥∥ ≤ K
∥∥∥∥
∞∑
m=1
amem
∥∥∥∥
holds for all (am)m∈N for which the expansion converges and all choices of sequences
(bm)m∈N with ‖(bm)‖∞ ≤ 1. This constant is called the unconditional constant of
(em)m∈N.
It is now time to link Schauder bases with semigroup theory.
Definition 2.3 (Schauder Multiplier). Let (em)m∈N be a Schauder basis for a
Banach space X . For a complex sequence (γm)m∈N the closed linear Schauder
multiplier A associated to (γm) is defined by
D(A) =
{
x =
∞∑
m=1
amem :
∞∑
m=1
γmamem exists
}
A
( ∞∑
m=1
amem
)
=
∞∑
m=1
γmamem.
A nice feature of Schauder multipliers is that they can be used to construct
systematically generators of semigroups. The proof of the following theorem can
be found in [Ven93, Theorem 3.2].
Theorem 2.4. Let (em)m∈N be a basis for a Banach space X. Let (γm)m∈N be an
increasing sequence of positive real numbers and let A be the multiplier associated
to (γm). Then −A generates a holomorphic C0-semigroup (T (z))z∈Σpi/2 and T (z)
is the multiplier associated to the sequence (e−zγm)m∈N.
KALTON-LANCIEN REVISITED: MAXIMAL REGULARITY DOES NOT EXTRAPOLATE 5
The situation is much simpler if the basis (em)m∈N is unconditional. In this case
a Schauder multiplier is bounded if and only if the associated sequence is in ℓ∞.
Hence, the multiplier associated to a sequence (−γm)m∈N generates a holomorphic
semigroup if γm ∈ Σδ for all m ∈ N for some δ < π2 . In this case one always has:
Theorem 2.5. Let (em)m∈N be an unconditional basis for some UMD-space X and
let A be the multiplier associated to some sequence (γm)m∈N with γm ∈ Σδ for all
m ∈ N for some δ < π2 . Then −A has maximal regularity.
Proof. We show that A has a bounded H∞(Σϕ)-calculus for π2 > ϕ > δ. This
implies maximal regularity by a result of Kalton and Weis [KW01, Theorem 5.3]
(notice that UMD-spaces have property (∆)). Let f ∈ H∞0 (Σϕ). Notice that
f(A) is the multiplier associated to the sequence (f(γm))m∈N. If K denotes the
unconditional constant of (em)m∈N, we have∥∥∥∥
∞∑
m=1
f(γm)amem
∥∥∥∥ ≤ K ‖f‖∞
∥∥∥∥
∞∑
m=1
amem
∥∥∥∥,
which is exactly the boundedness of the H∞(Σϕ)-calculus of A. 
Remark 2.6. Conversely, for a conditional basis the multiplier associated to the
sequence (2m)m∈N never has a bounded H∞-calculus as the sequence is interpolat-
ing. We refer to [Are04, Example, p. 29] for details. Notice that this is enough to
show that having a bounded H∞-calculus does not extrapolate: the trigonometric
basis (eimx)m∈Z on Lp([0, 2π]) for p ∈ (1,∞) is unconditional if and only if p = 2.
Hence, the consistent semigroups generated by
−Ap
( ∞∑
m=1
ame
imx
)
= −
∞∑
m=1
2mame
imx
have a bounded H∞-calculus if and only if p = 2. Nevertheless, these generators
have maximal regularity [Are04, Example, p. 31] (notice that BIP implies maximal
regularity on UMD-spaces). There is also a positive result: as in the case of maximal
regularity the boundedness of the H∞-calculus extrapolates to Lp if the semigroup
satisfies Gaussian bounds [DR96, Theorem 3.1].
3. Transference to Rad(X)
In this section we explain how we can describe R-analyticity of a semigroup in
terms of holomorphy of an associated semigroup on Rad(X). In our counterexam-
ples we will always show that the holomorphy of this semigroup is violated instead
of working directly with R-analyticity.
Definition 3.1 (Associated Semigroup on Rad(X)). Let (T (z))z∈Σ be a holomor-
phic C0-semigroup on a Banach space X . Given a sequence (qn)n∈N ⊂ (0, 1), one
defines the associated semigroup (T (z))z∈Σ on the finite Rademacher sums by
T (z)
( N∑
n=1
rnxn
)
:=
N∑
n=1
rnT (qnz)xn (z ∈ Σ, N ∈ N).
For x ∈ X one often uses the notation rn ⊗ x for the function ω 7→ rn(ω)x in
Rad(X).
Remark 3.2. Let (T (z))z∈Σ be the holomorphic C0-semigroup generated by the
multiplier −A associated to a sequence (−γm)m∈N as in Theorem 2.4. Then for
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T (z) we have
T (z)
( N∑
m,n=1
anmrn ⊗ em
)
=
N∑
n=1
rnT (qnz)
( N∑
m=1
anmem
)
=
N∑
n,m=1
e−qnγmzanmrn ⊗ em.
(3.1)
We will only show part (a) of the following transference theorem because the
converse is not necessary for constructing counterexamples (for a proof of part (b)
see [AB03, Theorem 3.6]).
Theorem 3.3 (W. Arendt, S. Bu). Let (T (z)) be a holomorphic C0-semigroup on
a Banach space X. Then the following hold:
(a) If (T (z)) is R-analytic, then the associated semigroup extends to a holo-
morphic C0-semigroup (T (z)) on Rad(X). Moreover, there exist M,ω > 0
such that
‖T (z)‖ ≤Meω|z|
holds independently of the chosen sequence (qn)n∈N ⊂ (0, 1).
(b) Conversely, if the associated semigroup (T (z)) is strongly continuous and
holomorphic for some (qn)n∈N being dense in (0, 1), then (T (z)) is R-
analytic.
Proof. For z in some sufficiently small sector Σ one has
∥∥∥∥T (z)
( N∑
n=1
rnxn
)∥∥∥∥ =
∥∥∥∥
N∑
n=1
rnT (qnz)xn
∥∥∥∥ ≤ R{T (λz) : λ ∈ (0, 1)}
∥∥∥∥
N∑
n=1
rnxn
∥∥∥∥.
Since the finite Rademacher sums are dense in Rad(X), T (z) extends to a bounded
linear operator on Rad(X). Now let z ∈ Σ be arbitrary and M be given by M :=
R{T (z) : z ∈ Σ, |z| ≤ 1}. There exist unique n ∈ N, s ∈ [0, 1) such that z =
(n+ s) z|z| . Then for ω = logM one has
‖T (z)‖ ≤
∥∥∥∥T
(
z
|z|
)∥∥∥∥
n∥∥∥∥T
(
s
z
|z|
)∥∥∥∥ ≤Men logM ≤Meω|z|.
The strong continuity can easily be checked for finite Rademacher sums and can be
extended to arbitrary elements of Rad(X) by the local boundedness of z 7→ T (z)
in operator norm. 
4. Warm-up: Counterexamples on c0 and ℓ
1
Before we consider counterexamples on general Banach spaces with an uncondi-
tional basis, we construct counterexamples for the concrete Banach spaces c0 and
ℓ1. They also illustrate our approach. The following elementary lemma will be
useful in the future and throws light on the special role played by the sequence
(2m)m∈N when used as multiplier sequence.
Lemma 4.1. The function d(t) = e−2
mt − e−2m+1t (m ∈ N) possesses a unique
maximum in [0, 1] at t0 =
log 2
2m . Moreover, the maximum value d(t0) =
1
4 is inde-
pendent of m.
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4.1. The space c0. Let (em)m∈N be the standard unit vector basis of c0. Then
the summing basis (sm)m∈N given by sm :=
∑m
k=1 ek is a conditional basis of
c0 [AK06, Example 3.1.2].
Proposition 4.2. Let (sm)m∈N be the summing basis of c0. Then −A given by
D(A) =
{
x =
∞∑
m=1
amsm :
∞∑
m=1
2mamsm exists
}
A
( ∞∑
m=1
amsm
)
=
∞∑
m=1
2mamsm
generates a holomorphic C0-semigroup (T (z))z∈Σpi/2 that is not R-bounded on [0, 1].
Proof. Assume that R{T (t) : 0 < t ≤ 1} < ∞. Then (T (t))t≥0 is a C0-semigroup
on Rad(c0). We now consider xN :=
∑N
m=1(s2m − s2m−1) ⊗ rm for N ∈ N. Its
norm in Rad(c0) is∥∥∥∥
N∑
m=1
(s2m − s2m−1)⊗ rm
∥∥∥∥ =
∫ 1
0
∥∥∥∥
N∑
m=1
rm(ω)e2m
∥∥∥∥
∞
dω = 1.
One has by (3.1)
T (1)(xN ) =
N∑
m=1
(e−2
2mqms2m − e−2
2m−1qms2m−1)⊗ rm.
In particular for the choice qm =
log 2
22m−1 the first coordinate of the above expression
in ω is given by − 14
∑N
m=1 rm(ω). Contradictory to our assumption that T (1) is
bounded this shows that
‖T (1)(xN )‖ ≥ 1
4
∫ 1
0
∣∣∣∣
N∑
m=1
rm(ω)
∣∣∣∣dω ≥ C−14
√
N
by Khintchine’s inequality. So (T (t))t≥0 is not R-bounded on [0, 1]. 
4.2. The space ℓ1. Let (em)m∈N denote the standard unit vector basis of ℓ1. Then
(fm)m∈N given by f1 = e1 and fm = em − em−1 for m ≥ 2 is a conditional basis
for ℓ1 [Sin70, Example 14.2]. Again this conditional basis can be used to construct
a counterexample.
Proposition 4.3. Let (fm)m∈N be the basis of ℓ1 defined above. Then −A given
by
D(A) =
{
x =
∞∑
m=1
amfm :
∞∑
m=1
2mamfm exists
}
A
( ∞∑
m=1
amfm
)
=
∞∑
m=1
2mamfm
generates a holomorphic C0-semigroup (T (z))z∈Σpi/2 that is not R-bounded on [0, 1].
Proof. One proceeds as in the proof of Proposition 4.2. This time one looks at
the vector xN =
∑N
n,m=1 rn ⊗ fm =
∑N
n=1 rn ⊗ eN in Rad(ℓ1) for N ∈ N. By
Khintchine’s inequality, its norm in Rad(ℓ1) is∥∥∥∥
N∑
n,m=1
rn ⊗ fm
∥∥∥∥ =
∫ 1
0
∥∥∥∥
N∑
n=1
rn(ω)eN
∥∥∥∥
ℓ1
dω =
∫ 1
0
∣∣∣∣
N∑
n=1
rn(ω)
∣∣∣∣dω ≤ C√N.
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A short calculation using (3.1) shows that T (1)xN is given by
N∑
n,m=1
e−2
mqnrn ⊗ fm =
N∑
n=1
e−2
Nqnrn ⊗ eN +
N−1∑
m=1
N∑
n=1
(e−2
mqn − e−2m+1qn)rn ⊗ em
Now, a second application of Khintchine’s inequality shows that one has
‖T (1)xN‖ ≥
N−1∑
m=1
∫ 1
0
∣∣∣∣
N∑
n=1
(e−2
mqn − e−2m+1qn)rn(ω)
∣∣∣∣dω
≥ C−1
N−1∑
m=1
( N∑
n=1
∣∣∣e−2mqn − e−2m+1qn ∣∣∣2)1/2.
We again choose qm =
log 2
2m . By estimating the right hand side, we obtain
‖T (1)xN‖ ≥ C−1
N−1∑
m=1
1
4
=
N − 1
4C
.
As in the last proposition, this shows that (T (t))t≥0 is not R-bounded on [0, 1]. 
5. A new proof of the Kalton-Lancien Theorem
We now consider Banach spaces with an unconditional basis. The following
notions from the geometry of Banach spaces will be useful.
Definition 5.1 (Equivalence of Bases). Two basic sequences (em)m∈N and (fm)m∈N
for two Banach spaces X and Y are called equivalent if for each sequence (am)m∈N
of complex numbers
∞∑
m=1
amem converges in X if and only if
∞∑
m=1
amfm converges in Y .
Notice that if (em)m∈N is an unconditional basis for a Banach space X , then
(eπ(m))m∈N is an unconditional basis for X for all permutations π : N→ N.
Definition 5.2 (Symmetric Basis). An unconditional basis (em)m∈N for a Banach
space X is symmetric if (em)m∈N is equivalent to (eπ(m))m∈N for all permutations
π of N.
Proposition 5.3. Let X be a Banach space with an unconditional, non-symmetric
normalized Schauder basis (em)m∈N. Then there exists a generator −A of a holo-
morphic C0-semigroup (T (z))z∈Σpi/2 on X which is not R-bounded on [0, 1]. More
precisely, there exists a Schauder basis (fm)m∈N of X such that A is given by
D(A) =
{
x =
∞∑
m=1
amfm :
∞∑
m=1
2mamfm exists
}
A
( ∞∑
m=1
amfm
)
=
∞∑
m=1
2mamfm.
Proof. As in the first part of the proof of [Sin70, Proposition 23.2] one deduces
from the fact that (em)m∈N is non-symmetric that there exists a permutation π
of the even numbers such that the unconditional basic sequences (e2m−1)m∈N and
(eπ(2m))m∈N are not equivalent. Exactly as in the proof, both
f ′m =
{
em m odd
eπ(m) + em−1 m even
and f ′′m =
{
em + eπ(m+1) m odd
eπ(m) m even
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are Schauder bases for X . Since (e2m−1)m∈N and (eπ(2m))m∈N are not equivalent,
there exists a sequence (am)m∈N such that the expansion with respect to the co-
efficients (am)m∈N converges for (e2m−1)m∈N or for (eπ(2m))m∈N but not for both.
For the rest of the proof we will assume without loss of generality that the ex-
pansion converges for (eπ(2m))m∈N (if not simply replace f ′m by f ′′m in the next
steps). Let fm := f
′
m. We now define A as in the statement of the proposition.
By Theorem 2.4, −A generates a holomorphic semigroup (T (z))z∈Σpi/2 . Assume
that (T (t))t≥0 is R-bounded on [0, 1]. Then for each choice of (qn)n∈N ⊂ (0, 1) the
associated semigroup (T (t))t≥0 - as defined in Definition 3.1 - is a (holomorphic)
C0-semigroup on Rad(X) by Theorem 3.3(a). We now show that
∞∑
m=1
ameπ(2m) ⊗ rm (5.1)
converges in Rad(X). Indeed, for fixed ω ∈ [0, 1] the series ∑∞m=1 amrm(ω)eπ(2m)
converges by the unconditionality of (eπ(2m))m∈N as rm(ω) ∈ {−1, 1} for every
m ∈ N. Hence, the above series defines a measurable function as the pointwise
limit of measurable functions. Moreover, if K denotes the unconditional constant
of (eπ(2m))m∈N, one has for each ω ∈ [0, 1]∥∥∥∥
∞∑
m=1
rm(ω)ameπ(2m)
∥∥∥∥ ≤ K
∥∥∥∥
∞∑
m=1
ameπ(2m)
∥∥∥∥. (5.2)
This shows that the series (5.1) is in L1([0, 1];X). Using an analogous estimate as
(5.2), one sees that the sequence of partial sums
∑N
m=1 ameπ(2m) ⊗ rm converges
to
∑∞
m=1 ameπ(2m) ⊗ rm in Rad(X). Notice that eπ(2m) = f2m − f2m−1. By the
continuity of T (1), we obtain from (3.1) that
h := T (1)
( ∞∑
m=1
am(f2m − f2m−1)⊗ rm
)
= lim
N→∞
N∑
m=1
am
(
e−2
2mqmf2m − e−22m−1qmf2m−1
)
⊗ rm
= lim
N→∞
N∑
m=1
e−2
2mqmameπ(2m) ⊗ rm + am(e−2
2mqm − e−22m−1qm)e2m−1 ⊗ rm
exists in Rad(X). Now choose qm =
log 2
22m−1 as discussed in Lemma 4.1. Then after
choosing a subsequence (Nk) there exists a set N ⊂ [0, 1] of measure zero such that
1
4
Nk∑
m=1
(
amrm(ω)eπ(2m) − amrm(ω)e2m−1
) −−−−→
k→∞
h(ω) for all ω ∈ NC . (5.3)
Applying the coordinate functionals for (em)m∈N to (5.3) shows that for ω ∈ NC
the unique coefficients (e∗m(h(ω))) of the expansion of h(ω) with respect to (em)m∈N
satisfy e∗2m−1(h(ω)) = −am4 rm(ω). Since (em)m∈N is unconditional,
∞∑
m=1
amrm(ω)e2m−1 and therefore
∞∑
m=1
ame2m−1 converge.
This contradicts our assumptions and (T (t))t≥0 cannot be R-bounded on [0, 1]. 
Remark 5.4. Notice that in the spaces Lp([0, 1]) (p ∈ (1,∞) \ {2}) every uncon-
ditional basis is non-symmetric [Sin70, Theorem 21.1]. So the above construction
in particular works for the normalized Haar basis.
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The next proposition originally due to J. Lindenstrauss and M. Zippin [LZ69,
Note (1) at the end] shows that the above result is applicable to almost all Ba-
nach spaces with an unconditional basis. We only present a sketch of the proof
from [McA72, Theorem 7.6] to show a link to the next section.
Proposition 5.5 (Existence of non-symmetric Bases). Let X be a Banach space
with an unconditional basis. If X is not isomorphic to c0, ℓ
1 or ℓ2, then X has a
normalized unconditional, non-symmetric basis.
Proof. Assume that every normalized unconditional Schauder basis for X is sym-
metric. Let (em)m∈N be a normalized unconditional, hence symmetric, basis for
X . Then it can be shown that (em)m∈N is equivalent to all of its normalized block
basic sequences, i.e. (em)m∈N is perfectly homogeneous. By a famous theorem of
M. Zippin [AK06, Theorem 9.1.8], X is isomorphic to c0 or ℓ
p for 1 ≤ p < ∞.
However, we will see in Section 6 the well-known result that for p ∈ (1,∞) \ {2}
the spaces ℓp have a non-symmetric, unconditional Schauder basis. 
Remark 5.6. Conversely, all normalized unconditional bases in the spaces c0, ℓ
1
and ℓ2 are symmetric for the simple reason that all normalized unconditional bases
in these spaces are unique up to equivalence [LT77, Theorem 2.b.10].
Now, the main result of this section is an easy consequence.
Theorem 5.7 (Kalton-Lancien Revisited). Let X be a Banach space with an un-
conditional basis. Assume that X has (MRP). Then X ≃ ℓ2. More precisely, for
X 6≃ ℓ2 there exists a Schauder basis (fm)m∈N for X such that −A given by
D(A) =
{
x =
∞∑
m=1
amfm :
∞∑
m=1
2mamfm exists
}
A
( ∞∑
m=1
amfm
)
=
∞∑
m=1
2mamfm
generates a holomorphic C0-semigroup (T (z))z∈Σpi/2 on X that is not R-bounded
on [0, 1] and in particular does not have maximal regularity.
Proof. If X is not isomorphic to c0 or ℓ
1, Proposition 5.5 shows that we can apply
Proposition 5.3 which yields the desired counterexample. In the cases of X ≃ c0 or
X ≃ ℓ1 we showed the theorem by hand in Proposition 4.2 and Proposition 4.3. 
6. Counterexamples on Lp-spaces
In this section we want to show that the property of having maximal regularity
does not extrapolate. In particular, we construct consistent semigroups (Tp(t))t≥0
on Lp for p ∈ (1,∞) with the following properties: (T2(t))t≥0 and therefore all
(Tp(t))t≥0 are holomorphic but (Tp(t))t≥0 has maximal regularity if and only if
p = 2. This is done by using a concrete non-symmetric basis for ℓp for which
the general results of Section 5 apply. The basis is obtained from a non-standard
representation of the space ℓp using the following construction.
Definition 6.1. Let (Xn)n∈N be a sequence of Banach spaces. Then for p ∈ [1,∞)
the ℓp-sum ⊕nℓpXn of (Xn)n∈N is given by
⊕nℓpXn :=
{
(xn) ∈
∞∏
n=1
Xn :
∞∑
n=1
‖xn‖pXn <∞
}
, ‖(xn)‖ :=
( ∞∑
n=1
‖xn‖pXn
)1/p
.
We will be interested in the spaces Xp := ⊕nℓpℓ2n. Observe that the standard unit
vector basis of Xp seen as a sequence space is normalized and unconditional. For
p ∈ (1,∞)\{2} it is not equivalent to the standard basis of ℓp. Indeed, for 1 < p < 2
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consider the sequence xk =
p
√
1
2n for k =
(2n−1)2n
2 + 1, . . . ,
2n(2n+1)
2 (n ∈ N) and
xk = 0 in any other case. Then one has
∑∞
k=1 |xk|p =
∑∞
n=1 2
n 1
2n =∞, but
‖(xk)‖pXp =
∞∑
n=1
(2n(1−
2
p ))p/2 =
∞∑
n=1
2n(
p
2−1) <∞ as p < 2.
In the case 2 < p < ∞ let (xk)k∈N be the sequence obtained by inserting the
sequence ( 1√
k
)k∈N into the set ∪∞n=1[ (2
n−1)2n
2 + 1,
2n(2n+1)
2 ]. Then
∑∞
k=1 |xk|p =∑∞
k=1 k
−p/2 <∞ as p > 2. However, one has∑ 2n(2n+1)2
k= (2
n
−1)2n
2 +1
|xk|2 ≥ 12 by the well-
known argument for the divergence of the harmonic series. Hence, ‖(xk)‖Xp =∞.
Moreover, using Pełczyński’s decomposition technique, one can show that for
fixed p ∈ (1,∞) one has Xp ≃ ℓp. Since the standard basis (em)m∈N of Xp is not
equivalent to the standard basis of ℓp (for p ∈ (1,∞) \ {2}), the general theory
shows that (em)m∈N cannot be symmetric [Sin70, Proposition 21.5]. More easily,
choose π(2m) = (m−1)m2 +1 and use successively π(2m+1) to fill up the rest. Then
[eπ(2m)]m∈N is isometrically isomorphic to ℓp and versions of the counterexamples
above show that (eπ(2m))m∈N is not equivalent to (e2m)m∈N. Note that one sees
directly that X2 is isometrically isomorphic to ℓ2 and that the standard basis of
X2 is equivalent to the standard Hilbert space basis of ℓ2.
One can now use Proposition 5.3 to obtain a counterexample on Xp ≃ ℓp for
p ∈ (1,∞) \ {2}. However, we want to do more: we want to define a consistent
family of counterexamples onXp in the scale p ∈ (1,∞)\{2}. For this it is necessary
to find explicitly p-independent choices of both the permutations and the bases fm
used in the proof of Proposition 5.3.
Proposition 6.2. Let (em)m∈N be the standard unit vector basis of Xp (p ∈
(1,∞)). Then there exists a p-independent permutation π of the even numbers such
that the choice f ′m yields semigroups without maximal regularity for p ∈ (2,∞).
Proof. The permutation π of the even numbers is defined as follows. Let b0, b1, b2, . . .
be the first even numbers in the blocks Bk := [
(k−1)k
2 +1,
k(k+1)
2 ] (k ∈ N), so b0 = 2,
b1 = 4, b2 = 8, b3 = 12, b4 = 16, b5 = 22, b6 = 30 and so on. Now, we define
π(m) =


m m odd
bk m = 4k + 2
min 2N \ ({bn : n ∈ N} ∪ π([1,m− 1])) m = 4k.
The permutation π jumps to the first even number of some block Bk in every second
permutation step of the even numbers and collects all other even numbers in the
other steps. Notice that a sequence of the form (a1, 0, a2, 0, a3, 0, . . .) converges with
respect to (eπ(2m))m∈N if and only if (am)m∈N ∈ ℓp. This observation together with
a slight modification of the above counterexamples shows that (eπ(2m))m∈N is not
equivalent to (e2m+1)m∈N.
Moreover, the above arguments show that for p ∈ (2,∞) there exists a sequence
(am)m∈N which converges with respect to (eπ(2m))m∈N but not with respect to
(e2m+1)m∈N. Thus in the case p ∈ (2,∞) one can use (f ′m)m∈N to construct a
counterexample. 
The above arguments leave open what happens in the case p ∈ (1, 2). As we can
construct a counterexample to the extrapolation problem without addressing this
issue, we will postpone the discussion of this question to the end of the section.
Notice that we have not yet found a counterexample to the extrapolation problem
although we have found consistent semigroups on Xp with the desired properties.
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For thisXp ≃ ℓp is not sufficient because we also need the consistency of the isomor-
phisms for different p. Sadly, the usual argument using Pełczyński’s decomposition
technique does not seem to yield such consistent isomorphisms. In a different direc-
tion one could try to apply Proposition 5.3 to the normalized Haar basis of Lp. This
works perfectly for a fixed p ∈ (1,∞), but the Haar basis cannot be simultaneously
normalized for all or two different choices of p. This issue was overlooked in the
presentation given by the author in [Fac13a].
However, there is a way to embed the above family of counterexamples on Xp
consistently into a scale of Lp-spaces.
Theorem 6.3. There exist consistent holomorphic C0-semigroups (Tp(z))z∈Σpi/2 on
Lp((0,∞)) for p ∈ (1,∞) such that (Tp(z))z∈Σpi/2 does not have maximal regularity
for p ∈ (2,∞).
Proof. Let r1, r2, r3, . . . be the Rademacher functions. Notice that for each n one
has an isomorphism
ℓ2n ≃ span{r1, . . . , rn} =: Radn (a1, . . . , an) 7→
n∑
k=1
akrk.
It follows from this explicit representation that the above isomorphisms are con-
sistent. Moreover, by Khintchine’s inequality there exist Cp > 0 such that for all
n ∈ N, a1, . . . , an ∈ C
C−1p
( n∑
k=1
|ak|2
)1/2
≤
∥∥∥∥
n∑
k=1
akrk
∥∥∥∥
Lp([0,1])
≤ Cp
( n∑
k=1
|ak|2
)1/2
.
Therefore the isomorphisms are uniformly bounded in n. Hence, one has consistent
isomorphisms ip : X
p = ⊕nℓpℓ2n ∼−→ ⊕nℓp Radn. The right hand side is a subspace of
⊕nℓpLp([0, 1]) ≃ Lp((0,∞)). We now show that there exist consistent projections
Qp from Lp((0,∞)) onto this subspace. Indeed, for a fixed p ∈ (1,∞) the space
Radn in L
p([0, 1]) is uniformly complementable in n [DJT95, Theorem 1.12(c) and
comments after the proof], where the projections explicitly given by
Pn : f 7→
n∑
k=1
rk
∫ 1
0
f(ω)rk(ω) dω
are consistent for all p. By the uniform complementability one obtains consis-
tent projections Qp as desired. From these we obtain consistent decompositions
Lp((0,∞)) ≃ (⊕nℓp Radn) ⊕ Zp. Let (Tp(z))z∈Σpi/2 be the family of semigroups
obtained from Proposition 6.2. Using the above decomposition we can define con-
sistent holomorphic semigroups (Sp(z))z∈Σpi/2 (p ∈ (1,∞)) on Lp((0,∞)) by
Sp(z) := ip ◦ Tp(z) ◦ i−1p ⊕ Id .
Clearly, (Sp(z))z∈Σpi/2 has maximal regularity if and only if (Tp(z))z∈Σpi/2 has max-
imal regularity. Hence, by Proposition 6.2 (Sp(z))z∈Σpi/2 does not have maximal
regularity for p ∈ (2,∞). 
We can now easily modify the above counterexample to obtain the main result
of this section.
Corollary 6.4 (Maximal Regularity does not extrapolate). There exist consis-
tent holomorphic C0-semigroups (Rp(z))z∈Σpi/2 on L
p(R) for p ∈ (1,∞) such that
(Rp(z))z∈Σpi/2 has maximal regularity iff p = 2.
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Proof. Let (S∗p (z))z∈Σpi/2 be the adjoint semigroups (which are again strongly con-
tinuous and holomorphic) of the semigroups (Sp(z))z∈Σpi/2 constructed in Theo-
rem 6.3. By [KW04, Corollary 2.11], (S∗p(z))z∈Σpi/2 does not have maximal regu-
larity for p ∈ (1, 2). Now, the direct sum Rp(z) = Sp(z) ⊕ S∗p(z) of both has the
desired properties. 
Remark 6.5. Maximal regularity extrapolates from (T2(t))t≥0 on L2 to (Tp(t))t≥0
on Lp under the additional assumption R{Tp(t) : 0 < t < 1} <∞ by [AB03, The-
orem 4.1] or [Fac13b, Corollary 6.2]. The above counterexample shows that we
cannot omit this assumption.
We now return to the basis f ′m obtained from Proposition 6.2. In the case
p ∈ (1, 2) left open before we have the following technical result.
Proposition 6.6. The basis f ′m constructed in Proposition 6.2 is unconditional for
p ∈ (1, 2].
Proof. Assume that
∑∞
m=1 amf
′
m converges. We have to show that
∑∞
m=1 εmamf
′
m
converges for any choice of signs (εm)m∈N ∈ {−1, 1}N. Obviously, the even part∑∞
m=1 ε2ma2meπ(2m) converges as there is no interference between two different
components of (em)m∈N. For the odd part we have to check the convergence of the
series( ∞∑
k=1
(∑
l∈Bk
l odd
|εlal + εl+1al+1|2
)p/2)1/p
≤
( ∞∑
k=1
(∑
l∈Bk
l odd
|al + al+1|2
)p/2)1/p
+
( ∞∑
k=1
(∑
l∈Bk
l odd
|(εl+1 − εl)al+1|2
)p/2)1/p
The first term converges by assumption. Again, we split the second term. First
notice that (a4m+2)m∈N ∈ ℓp. Observe that for p ≤ 2 we have the inclusion ℓp →֒ ℓ2
which yields ℓp →֒ ⊕nℓpℓ2n. From this inclusion we deduce that the part of the second
term where l runs over the numbers l with l+ 1 ≡ 2 mod 4 converges. Finally, we
have to show that the part of the second term where l runs over the numbers with
l + 1 ≡ 0 mod 4 converges. This part is built from the convergent series
∞∑
m=1
a4meπ(4m)
by eventually inserting zeros. The following lemma shows that this procedure does
not destroy the convergence and finishes the proof. 
Let (am)m∈N be a sequence and (bm) = (0, . . . , 0, a1, 0, . . . , 0, a2, . . .) be a se-
quence built from (am)m∈N by inserting zeros. We can then introduce a mapping
ϕ : N→ N which maps k to the position of ak in the new sequence (bm)m∈N.
Lemma 6.7. Let (am)m∈N ∈ Xp (1 ≤ p < ∞), (bm)m∈N and ϕ : N → N be as
above and suppose that
M := sup
k∈N
ϕ(k + 1)− ϕ(k) <∞.
Then (bm)m∈N ∈ Xp as well.
Proof. It suffices to consider the case M = 2 as the general case then follows
inductively. Let B := {Bn : n ∈ N} be the set of all blocks. By considering
the worst cases, one sees that for each A ∈ B there exist at most three different
B ∈ B such that ϕ(A) ∩ B 6= ∅ and likewise for each B ∈ B there exist at most
three different A ∈ B such that ϕ(A) ∩ B 6= ∅. Choose C ≥ 1 such that for every
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α, β, γ ∈ R one has (α2 + β2 + γ2)1/2 ≤ C(αp + βp + γp)1/p. Then for each B ∈ B
one has(∑
m∈B
|bm|2
)1/2
≤
( ∑
A∈B
ϕ(A)∩B 6=∅
∑
m∈A
|am|2
)1/2
≤ C
( ∑
A∈B
ϕ(A)∩B 6=∅
(∑
m∈A
|am|2
)p/2)1/p
Therefore one obtains
‖(bm)‖pXp =
∑
B∈B
(∑
m∈B
|bm|2
)p/2
≤ Cp
∑
B∈B
∑
A∈B
ϕ(A)∩B 6=∅
(∑
m∈A
|am|2
)p/2
= Cp
∑
A∈B
∑
B∈B
ϕ(A)∩B 6=∅
( ∑
m∈A
|am|2
)p/2
≤ 3Cp
∑
A∈B
(∑
m∈A
|am|2
)p/2
. 
Corollary 6.8. There exist consistent holomorphic C0-semigroups (Tp(z))z∈Σpi/2
on Lp((0,∞)) for p ∈ (1,∞) such that (Tp(z))z∈Σpi/2 has maximal regularity iff
p ∈ (1, 2] (iff p ∈ [2,∞)).
7. Schauder bases that are not R-bases
In this section we show that our methods also directly give examples of bases
that are not R-bases. Let (em)m∈N be a Schauder basis for a Banach space X .
Then one can define projections PN : X → X (N ∈ N) by
PN
( ∞∑
m=1
amem
)
=
N∑
m=1
amem.
It follows from the uniform boundedness principle that the projections are always
uniformly bounded in operator norm [AK06, Proposition 1.1.4]. This motivates the
following definition.
Definition 7.1. A Schauder basis (em)m∈N is called an R-basis if the set {PN :
N ∈ N} of projections is R-bounded.
One can show that each unconditional basis on a UMD-space (this actually holds
for spaces with property (∆) [KW01, Theorem 3.3 (4)]) is an R-basis, in particular
this holds for Lp-spaces for 1 < p <∞.
Theorem 7.2. Let X be a Banach space that admits an unconditional, non-
symmetric normalized Schauder basis (em)m∈N. Then there exists a Schauder basis
for X that is not an R-basis.
Proof. As in the proof of Proposition 5.3 we choose f ′m respectively f
′′
m. Again, we
only consider the case of f ′m. Suppose that (f ′m)m∈N is an R-basis and let (PN )N∈N
be the associated projections. Then
∑n
m=1 rmxm 7→
∑n
m=1 rmP2m−1xm extends to
a bounded operator P˜ ∈ L(Rad(X)). In particular, we have
−
N∑
m=1
rmame2m−1 = −
N∑
m=1
rmamf
′
2m−1 =
N∑
m=1
rmamP2m−1(f ′2m − f ′2m−1)
=
N∑
m=1
rmamP2m−1eπ(2m) = P˜
( N∑
m=1
rmameπ(2m)
)
.
The boundedness of P˜ implies that the left hand side converges in Rad(X) when-
ever
∑N
m=1 rmameπ(2m) converges for N → ∞, which exactly as in the proof of
Proposition 5.3 yields a contradiction. 
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In particular, this applies for the spaces Lp([0, 1]) (1 < p 6= 2 <∞) and answers
an open problem stated at the end of [KLM10].
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