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Re´sume´
Soit X un espace analytique complexe compact et lisse. Nous de´montrons que X est
alge´brisable si et seulement si sa dg-cate´gorie de´rive´e cohe´rente borne´e est sature´e.
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1 Introduction
Pour un sche´ma X propre et lisse sur SpecC (et plus ge´ne´ralement pour un espace alge´brique
complexe propre et lisse X), la cate´gorie triangule´e Dparf (X) des complexes parfaits de OX -
modules posse`de de remarquables proprie´te´s de finitudes. Dans [B-V] il est de´montre´ que
Dparf (X) est sature´, au sens ou ses Ext globaux sont de dimension finie et de plus tout foncteur
cohomologique de type fini H : Dparf (X)
op −→ V ect est repre´sentable. De plus, Bondal et Van
den Bergh de´montrent aussi que si X est une surface complexe compacte qui ne posse`de pas
des courbes compactes alors Dparf (X) n’est pas sature´e. Ils sugge`rent alors que toute varie´te´
complexe compacte X dont la cate´gorie de´rive´e parfaite est sature´e est alge´brisable (voir [B-V,
Rem . 5.6.2]). Le but de ce travail est de de´montrer cette assertion lorsque l’on remplace la
cadre e´trique´ des cate´gories triangule´es par celui plus flexible des dg-cate´gories.
Pour X une varie´te´ complexe compacte, la cate´gorie triangule´e Dparf (X) est la cate´gorie
homotopique d’une dg-cate´gorie naturelle Lparf (X) (voir [To-Va] et la de´finition 3.7). De plus,
une notion de dg-cate´gorie sature´e est introduite dans [To-Va], qui est proche de celle de cate´gorie
triangule´e sature´e (voir l’appendice A pour une comparaison). Le the´ore`me principal de ce travail
est le suivant.
The´ore`me 1.1 Soit X un espace analytique compact et lisse (i.e. une varie´te´ complexe com-
pacte et lisse). Alors X est alge´brisable (par un espace alge´brique) si et seulement si la dg-
cate´gorie Lparf (X) est sature´e.
La ne´ssite´ de la condition est bien connue, nous rappellerons une esquisse de preuve dans
l’appendice B. La partie difficile est la suffisance, dont la preuve est une application du re´sultat
principal de [To-Va] qui affirme le caracte`re alge´brique du champ des modules des objets dans une
dg-cate´gorie sature´e. Plus pre´cise`ment, nous commencerons par conside´rer l’espace alge´brique
M des objets simples dans la dg-cate´gorie Lparf (X). L’existence de cet espace alge´brique est as-
sure´e par les re´sultats de [To-Va] (voir le the´ore`me 4.8). Nous montrerons ensuite que l’analytifie´
Man de cet espace alge´brique est un espace de modules (au sens analytique) pour les complexes
parfaits et simples sur X (voir Prop. 5.4). Nous conside´rons alors le morphisme j : X −→Man
qui a` un poit x de X associe le faisceau gratte-ciel k(x), et nous montrons que j est une im-
mersion ouverte (voir Prop. 5.6). Enfin, en retreignant les fonctions me´romorphes de Man a` X
nous de´duisons que X est un espace de Moishezon et donc est un espace alge´brique (voir Prop.
5.7).
Ce travail est de´coupe´ en quatres sections et trois appendices. Dans une premie`re partie
nous rappelons quelques faits sur les foncteurs de changement de sites pour les faisceaux. Nous
introduirons aussi la notion de contextes ge´ome´triques et de faisceaux ge´ome´triques, qui nous
permettront de construire le foncteur d’analytification. La section suivante rappelle quelques
re´sultats de la the´orie des cate´gories de´rive´es en ge´ome´trie analytique. Ces deux premie`res
sections consistent essentiellement en des rappels de re´sultats connus, et le lecteur pourra com-
mencer sa lacture a` la section §4 et consulter les sections §2,3 lorsque cela est ne´cessaire. La
2
section §4 pre´sente d’une part le re´sultat d’existence d’un espace alge´brique de modules pour les
dg-modules simples sur une dg-alge`bre propre et lisse, anisi qu’une description de l’analytifie´ de
cet espace. Enfin, la section §5 pre´sente la preuve du the´ore`me principal.
Dans les appendices, le lecteur trouvera tout d’abord une comparaison entre les notions
de cate´gories triangule´es sature´es et de dg-cate´gorie sature´e, ce qui permet de remettre notre
the´ore`me dans le cadre de [B-V]. L’appendice B pre´sente tre`s brie`vement une preuve de la
ne´cessite´ du the´ore`me 1.1, qui est probablement un fait de´ja` connu. Enfin, l’appendice C pre´sente
un formalisme qui permet de manipuler des cate´gories de´rive´es non borne´es a` l’aide de techniques
de cate´gories de mode`les. L’existence de cette structure de mode`les sera utilise´e tout au long de
ce travail.
2 Rappels sur le foncteur d’analytification
Dans cette section nous rappellerons les constructions de foncteur de changements de sites
pour les faisceaux. Nous introduirons aussi la notion de contextes ge´ome´triques et de faisceaux
ge´ome´triques relatifs a` ces contextes. Nous montrerons alors que sous certaines conditions les
foncteurs de changement de sites pre´servent les objets ge´ome´triques. Nous appliquerons cela
aux contextes alge´brique et analytique, et nous obtiendrons ainsi un foncteur d’analytification
des espaces alge´briques vers les espaces analytiques. Mises a` part les notions de contextes et de
faisceaux ge´ome´triques les re´sultats de cette section sont bien connus.
2.1 Changements de sites pour les faisceaux
Soit C une cate´gorie posse´dant des limites finies. Nous notons Pr(C) la cate´gorie des pre´faisceaux
sur C, c’est-a`-dire la cate´gorie des foncteurs de Cop a` valeurs dans la cate´gorie Ens des ensem-
bles.
Pour tout x ∈ C nous de´finissons le pre´faisceau hx par
hx(y) = C(y, x).
Le foncteur h : C −→ Pr(C) est un pleinement fide`le et nous appelons pre´faisceau repre´sentable
tout pre´faisceau dans son image essentielle. Tout pre´faisceau F ∈ Pr(C) admet une re´solution
par des pre´faisceaux repre´sentables, c’est-a`-dire peut eˆtre obtenu comme colimite de pre´faisceaux
repre´sentables.
Un foncteur f : C → D de´finit une adjonction entre les cate´gories de pre´faisceaux
Pr(C)
f! // Pr(D)
f∗
oo ,
ou` le foncteur adjoint a` droite f∗ est de´fini par f∗(F )(x) := F
(
f(x)
)
pour tout pre´faisceau F
dans SPr(D) et pour tout x dans C. Le foncteur adjoint a` gauche f! est de´fini sur les pre´faisceaux
repre´sentables par f!(hx) := hf(x) pour tout x dans C, et est e´tendu au pre´faisceaux par extension
de Kan a` gauche.
Nous rappelons qu’un foncteur f : C −→ D est dit exact a` gauche s’il pre´serve les limites
finies, c’est-a`-dire s’il pre´serve les produits fibre´s et l’objet final.
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Proposition 2.1 Soient C et D deux cate´gories posse´dant des limites finies, et f : C −→ D
un foncteur exact a` gauche. Alors le foncteur induit f! : Pr(C) −→ Pr(D) est exact a` gauche.
Preuve: Comme C posse`de un objet final ∗ et que f(∗) ≃ ∗, nous avons ∗ = h∗ et f!(∗) ≃
hf(∗) ≃ h∗.
Il nous reste a` montrer que un diagrammes de pre´faisceaux F // H Goo , le morphisme
naturel
f!
(
F ×H G
)
−→ f!(F )×f!(H) f!(G)
est un isomorphisme dans Pr(D). Comme les colimites d’ensembles sont universelles (i.e. stables
par changement de bases) elles sont aussi universelles dans la cate´gorie des pre´faisceaux. De
plus, comme tout pre´faisceau peut eˆtre obtenu comme colimite de pre´faisceaux repre´sentables
nous pouvons supposer que les pre´faisceaux F et G sont de la forme respectivement hx et hy.
Nous sommes donc ramene´s a` montrer que le morphisme naturel
f!
(
hx ×H hy
)
−→ hf(x) ×
h
f!(H)
hf(y)
est un isomorphisme.
Nous rappelons que si x, y et z sont des objets de C nous avons des isomorphismes naturels
hx×zy ≃ hx ×hz hy.
Par conse´quent, comme le foncteur f commute aux produits fibre´s, nous trouvons le re´sultat
dans le cas ou` H est lui aussi repre´sentable:
f!
(
hx ×hz hy
)
≃ hf(x×zy) = hf(x)×f(z)f(y) ≃ f!(hx)×f!(hz) f!(hy) .
De ceci, est du fait que les sommes sont disjointes dans Pr(C), il est facile de montrer le re´sultat
pour le cas ou` H est isomorphe dans Pr(C) a` une somme de pre´faisceaux repre´sentables.
Venons en au cas ge´ne´ral. Choisissons un e´pimorphisme p : X0 −→ H, avec X0 isomorphe
dans Pr(C) a` une somme de repre´sentables. Soit
X1 := X0 ×H X0 ⇒ X0
la relation d’e´quivalence sur X0 de´finie par p. Comme p est un e´pimorphisme dans Pr(C) le
morphisme naturel
X0/X1 −→ H,
du quotient de X0 par la relation X1 dans H, est un isomorphisme dans Pr(C) (cela se voit
par exemple en conside´rant les fibres de X0/X1 −→ H, qui sont des co-e´galiseurs des deux
projections Z × Z ⇒ Z pour un certain ensemble Z non vide).
Soit Yi := f!(Xi) pour i = 0, 1, et conside´rons les morphismes naturels
Y1 ⇒ Y0.
Nous de´duisons de la proposition 2.1 dans le cas ou` H est une somme de repre´sentables que Y1
est encore une relation d’e´quivalence sur Y0. De plus, comme f! est adjoint a` gauche il commute
aux colimites, et on a
Y0/Y1 ≃ f!(X0/X1) ≃ f!(H) .
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Par conse´quent nous avons
f!(X0 ×H X0) ≃ f!(X1) = Y1 ≃ Y0 ×f!(H) Y0 ≃ f!(X0)×f!(H) f!(X0) .
Comme le morphisme p : X0 → H est un e´pimorphisme, les morphismes hx → H et hy → H se
factorisent par X0. Par conse´quent nous avons
hx ×H hy ≃ hx ×X0 (X0 ×H X0)×X0 hy.
D’apre`s ce qui pre´ce`de cela implique que le morphisme naturel
f!(hx ×H hy) −→ f!(hx)×f!(H) f!(hy)
est un isomorphisme dans Pr(D). ✷
Nous supposons maintenant que la cate´gorie C est munie d’une topologie de Grothendieck
τ . La sous-cate´gorie de Pr(C) forme´e des faisceaux pour cette topologie sera note´e Sh(C), et
le foncteur de faisceautisation sera note´
a : Pr(C) −→ Sh(C).
On rappelle que le foncteur a est exact a` gauche.
Proposition 2.2 Soient C et D deux cate´gories posse´dant des limites finies, et τ (resp. ρ) une
topologie sur C (resp. sur D). Soit f : C −→ D un foncteur ve´rifiant les conditions suivantes.
1. Pour toute famille couvrant {Ui −→ X} dans C, la famille {f(Ui) −→ f(X)} est couvrante
dans D.
2. Le foncteur f est exact a` gauche.
Alors le foncteur
f∗ : Pr(D) −→ Pr(C)
pre´serve les faisceaux. De plus, le foncteur induit
f∗ : Sh(D) −→ Sh(C)
posse`de un adjoint a` gauche
fa! := a ◦ f! : Sh(C)
f! // Pr(D)
a // Sh(D)
qui est exact a` gauche.
Preuve: Le fait que fa! de´fini comme le foncteur compose´ a ◦ f! soit exact a` gauche de´coule
du fait que a est exact a` gauche et de la proposition 2.1. De plus, si l’on sait que f∗ pre´serve les
faisceaux il est formel de voir que fa! est adjoint a` gauche de f
∗. Il nous suffit donc de montrer
que f∗ pre´serve les faisceaux.
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Pour cela, soit F ∈ Sh(D), X ∈ C et {Ui −→ X} une famille couvrante. On conside`re le
morphisme de pre´faisceaux
U :=
∐
i
hUi −→ hX
et R := U ×hX U ⇒ U la relation d’e´quivalence de´finie sur U . Dire que f
∗(F ) posse`de la
proprie´te´ de descente par rapport au recouvrement {Ui −→ X} est e´quivalent a` dire que le
morphisme naturel
HomPr(C)(U/R, f
∗(F )) −→ HomPr(C)(hX , f
∗(F ))
est bijectif. Or, par adjonction ce morphisme est isomorphe au morphisme naturel
HomPr(D)(f!(U/R), F ) −→ HomPr(D)(f!(hX), F ).
Par hypothe`se sur f , le quotient f!(U/R) est isomorphe au quotient V/R
′, ou` V :=
∐
i hf(Ui), et
R′ := V ×hf(X) V ⇒ V
est la relation d’e´quivalence de´finie par la projection V −→ hf(X). Ainsi, dire que le morphisme
HomPr(D)(f!(U/R), F ) −→ HomPr(D)(f!(hX), F )
est bijectif est e´quivalent a` dire que le pre´faisceau F posse`de la condition de descente pour la
famille couvrante {f(Ui) −→ f(X)}. Comme F est un faisceau, cette condition de descente
est satisfaite, et donc f∗(F ) posse`de la condition de descente pour {Ui −→ X}. Cela finit de
montrer que f∗(F ) est un faisceau. ✷
2.2 Contextes et champs ge´ome´triques
De´finition 2.3 Un contexte ge´ome´trique (complet) est un triplet (C, τ,P), ou` C est une cate´gorie,
τ est une topologie de Grothendieck sur C et P est une classe de morphismes dans C, ve´rifiant
les conditions suivantes.
1. La topologie τ est sous-canonique (nous identifierons alors C a` une sous-cate´gorie pleine
de la cate´gorie Sh(C) des faisceaux sur C).
2. La cate´gorie C posse`de des limites finies et des sommes finies. De plus, les sommes sont
disjointes dans C.
3. La classe de morphismes P est stable par composition, changements de bases, et contient
les isomorphismes.
4. Pour toute famille couvrante {Xi −→ X} dans C, il existe des morphismes Yi −→ X dans
P et des diagrammes commutatifs
Xi

Yi
>>
}
}}
}}
}}
// X
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tels que nous ayons un e´pimorphisme de faisceaux
∐
i
hYi −→ hX
5. Soit f : Y −→ X un morphisme dans C tel qu’il existe une famille couvrante {Yi −→ Y }
dans C, telle que tous les morphismes Yi −→ Y et Yi −→ X soient dans P. Alors le
morphisme f est dans P.
6. La cate´gorie C posse`de des sommes finies, et pour toute paire d’objets X et Y dans C le
morphisme naturel
X −→ X
∐
Y
est dans P. De plus, la famille de morphismes
{X −→ X
∐
Y, Y −→ X
∐
Y }
est couvrante.
7. Soit h : C −→ Sh(C), le plongement de Yoneda de C dans la cate´gorie des faisceaux sur
C pour la topologie τ . Soit X un objet de C tel qu’il existe un isomorphisme dans Sh(C)
hX ≃ F1
∐
F2.
Alors il existe des objets X1 et X2 dans C tels
F1 ≃ hX1 F2 ≃ hX2 .
8. Soient X ∈ C et F −→ X un morphisme de faisceaux sur C. On suppose qu’il existe
une famille couvrante {Xi −→ X} dans C telle que chacun des faisceaux F ×X Xi soit
repre´sentable par un objet de C. Alors F est repre´sentable par un objet de C.
Remarque 2.4 Nous ne mentionerons pas le terme complet de la de´finition 2.3. Il fait re´fe´rence
aux proprie´te´s (2) et (8), alors qu’il existe une notion plus ge´ne´rale de contextes ge´ome´trique
pour la quelle ces conditions ne sont pas satisfaites (voir [To2]). Tous les contextes ge´ome´triques
que nous utiliserons dans ce travail seront complets par convention.
Fixons un contexte ge´ome´trique (C, τ,P), et conside´rons la cate´gorie Sh(C) des faisceaux
sur le site (C, τ). Nous allons de´finir une sous-cate´gorie pleine de Sh(C) forme´e des espaces
ge´ome´triques obtenus par recollement d’objets de C. La de´finition se fait par re´currence et suit
les meˆmes e´tapes que celle de [HAGII]. Pour cela rappelons que l’on dispose d’un plongement
de Yoneda
h : C −→ Pr(C)
qui se factorise en un foncteur pleinement fide`le (car τ est suppose´e sous-canonique)
h : C −→ Sh(C).
Nous identifierons la cate´gorie C a` son image essentielle par le foncteur h, et omettrons ainsi de
mentioner h.
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1. Nous commenc¸ons par de´cre´ter qu’un faisceau F ∈ Sh(C) est (-1)-ge´ome´trique s’il est
repre´sentable (i.e. isomorphe dans Sh(C) a` un objet de la forme hX pour X ∈ C).
2. Un morphisme f : F −→ G de faisceaux est (-1)-repre´sentable si pour tout X ∈ C, et tout
morphisme X −→ G le faisceau F ×G X est (-1)-ge´ome´trique.
3. Un morphisme (-1)-repre´sentable f : F −→ G est dans P si pour tout X ∈ C et tout
morphisme X −→ G le morphisme induit entre faisceaux repre´sentables
F ×G X −→ X
est dans P.
4. Soit n ≥ 0 et supposons que les trois notions de faisceaux m-ge´ome´triques, de morphismes
m-repre´sentables et de morphismes m-repre´sentables et dans P soient de´finies pour tout
m < n.
(a) Un faisceau F est n-ge´ome´trique s’il existe une famille d’objets {Ui} dans C et un
morphisme
U :=
∐
i
Ui −→ F
satisfaisant les deux conditions suivantes
i. Le morphisme U −→ F est un e´pimorphisme de faisceaux.
ii. Chacun des morphismes Ui −→ F est (n− 1)-repre´sentable et dans P.
La donne´e des Ui et du morphisme
∐
i
Ui −→ F
sera appele´e un n-atlas pour F .
(b) Un morphisme f : F −→ G est n-repre´sentable si pour tout X ∈ C et tout morphisme
X −→ G le faisceau F ×G X est n-ge´ome´trique.
(c) Un morphisme n-repre´sentable f : F −→ G est dans P si pour tout X ∈ C et tout
morphisme X −→ G il existe un n-atlas {Ui} de F ×GX tel que tous les morphismes
induits
Ui −→ X
soient dans P.
Nous posons alors la de´finition suivante.
De´finition 2.5 1. Un faisceau F ∈ Sh(C) est ge´ome´trique s’il est n-ge´ome´trique pour un
certain n.
2. Un morphisme de faisceaux f : F −→ G est dans P s’il est n-repre´sentable et dans P pour
un certain n.
On remarque que le proce´de´ inductif de la de´finition pre´ce´dente s’arre`te en re´alite´ a` n = 1.
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Lemme 2.6 Si n > 1, alors tout faisceau n-ge´ome´trique est (n− 1)-ge´ome´trique.
Preuve: Soit F un faisceau n-ge´ome´trique et
U :=
∐
i
Ui −→ F
un n-atlas. Nous allons montrer que les morphismes Ui −→ F sont en fait 0-ge´ome´trique. Pour
cela, soit X ∈ C et X −→ F un morphisme. Le faisceau Ui×F X est un sous-faisceau de Ui×X.
Soit ∐
j
Vi,j −→ Ui ×F X
un (n− 1)-atlas. Alors, pour tout Y ∈ C et tout morphisme Y −→ Ui ×F X, on a
Vi,j ×Ui×FX Y ≃ Vi,j ×Ui×X Y.
Comme C a des limites finies on voit que Vi,j ×Ui×FX Y est repre´sentable pour tout j et tout i.
Cela implique que pour tout i et tout j, le morphisme
Vi,j −→ Ui ×F X
est (−1)-ge´ome´trique, et donc que Ui ×F X est 0-ge´ome´trique. ✷
Remarque 2.7 En termes ge´ome´triques, les faisceaux (−1)-ge´ome´triques correspondent aux
objets affines, les faisceaux 0-ge´ome´triques aux espaces ayant une diagonale affine, et les faisceaux
1-ge´ome´triques aux espaces sans aucune condition de se´paration.
Comme dans [HAGII] on ve´rifie que les faisceaux ge´ome´triques sont stables par limites finies,
sommes disjointes infinies et quotients par des relations d’e´quivalences qui sont dans P. On ren-
voie a` [HAGII] pour plus de de´tails, que nous ne reproduirons pas ici. Nous utiliserons en
particulier le lemme suivant.
Lemme 2.8 Soit X ∈ C et F −→ X un morphisme dans Sh(C).
1. Supposons qu’il existe une famille couvrante {Xi −→ X} dans C telle que pour tout i le
faisceau F ×X Xi soit ge´ome´trique. Alors le faisceau F est ge´ome´trique.
2. Supposons qu’il existe une famille couvrante {Xi −→ X} dans C telle que pour tout i le
morphisme F×XXi −→ Xi soit ge´ome´trique et dans P. Alors le faisceau F est ge´ome´trique
et F −→ X est dans P.
Preuve: D’apre`s le point (4) de la de´finition 2.3 on peut supposer que pour tout i le mor-
phisme Xi −→ X est dans P. Si pour tout i on choisit un 1-atlas {Ui,j −→ F ×X Xi}, alors on
ve´rifie facilement que la famille totale {Ui,j −→ F} est encore un 1-atlas. Ceci implique que F
est ge´ome´trique. Si de plus chaque F ×X Xi −→ Xi est dans P, alors on peut choisir Ui,j de
sorte a` ce que Ui,j −→ Xi soit dans P. Ceci implique que F −→ X est dans P. ✷
Nous terminons cette section par la notion de changement de contextes ge´ome´triques. Pour
cela, soient (C, τ,P) et (D, ρ,Q) deux contextes ge´ome´triques. Soit f : C −→ D un foncteur.
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Proposition 2.9 On suppose que le foncteur f ve´rifie les deux conditions suivantes.
1. Le foncteur f commute aux limites finies et est continu pour les topologies τ et ρ (i.e. f∗
pre´serve les faisceaux).
2. L’image par f d’un morphisme de P est un morphisme de Q.
Alors le foncteur induit de la proposition 2.2
fa! : Sh(C) −→ Sh(D)
pre´serve les faisceaux ge´ome´triques et envoie les morphismes de P dans des morphismes de Q.
Preuve: Commenc¸ons par montrer que fa! pre´serve les morphismes n-repre´sentables et envoie
les morphismes n-repre´sentables et dans P dans des morphismes n-repre´sentables et dans Q.
Nous proce`derons par re´currence sur n. Pour n = −1 c’est la formule
fa! (hX) ≃ hf(X)
et les conditions sur le foncteur f . Supposons que tout cela soit vrai pour m < n, et soit
g : F −→ G un morphisme n-repre´sentable dans Sh(C). Soit Y ∈ D et Y −→ fa! (G) un
morphisme dans Sh(D).
Lemme 2.10 Il existe un famille d’objets {Xi}i∈I dans C, une famille couvrante {Yj −→ Y }j∈J
dans D, une application u : J → I, un morphisme
∐
i
Xi −→ G
et pour tout j un diagramme commutatif dans Sh(D)
Yj //

fa! (Xu(j)) ≃ f(Xu(j))

Y // fa! (G).
Preuve du lemme 2.10: Le foncteur fa! pre´serve les e´pimorphismes de faisceaux, car il com-
mute aux limites finies et aux colimites arbitraires. Soit donc
∐
iXi −→ G un e´pimorphisme
dans Sh(C) avec Xi des objets de C. Alors le morphisme induit
∐
i
f(Xi) −→ f
a
! (G)
est un e´pimorphisme dans Sh(D), ce qui implique le lemme par de´finition des e´pimorphismes. ✷
Revenons a` la preuve de la proposition 2.9. Il nous faut montrer que fa! (F ) ×fa! (G) Y est
un faisceau n-ge´ome´trique. Le lemme pre´ce´dent et le lemme 2.8 permettent de supposer que le
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morphisme Y −→ fa! (G) se factorise par un morphisme f
a
! (X) −→ f
a
! (G) pour un X ∈ C et un
morphisme Y −→ fa! (X). Mais dans ce cas, on a
fa! (F )×fa! (G) Y ≃ f
a
! (F )×fa! (G) f
a
! (X)×fa! (X) Y ≃ f
a
! (F ×
h
G X)×f(X) Y.
On est ainsi ramene´s a` de´montrer que fa! pre´serve les faisceaux n-ge´ome´triques, mais cela se
de´duit imme´diatement de l’hypothe`se de re´currence.
Il nous reste a` voir que si de plus le morphisme g est dans P alors fa! (g) est dans Q. Le
meˆme argument montre alors que l’on peut supposer que G = X est un objet de C. Dans ce
cas cela se de´duit encore des hypothe`ses de re´currence. ✷
2.3 Analytification des espaces alge´briques
Nous allons maintenant spe´cifier deux contextes ge´ome´triques, le contexte alge´brique et le con-
texte analytique (tous deux au-dessus des nombres complexes).
Nous commencerons par le contexte alge´brique. Pour cela nous de´finissons un contexte
ge´ome´trique (C, τ,P), pour lequel C := Aff est la cate´gorie des C-sche´mas affines et de type
fini, τ := et est la topologie e´tale, et P est la classe des morphismes e´tales. Ces notions de´finissent
un contexte ge´ome´trique (Aff, et, et) au sens de la de´finition 2.3.
De´finition 2.11 1. Un espace alge´brique est un faisceau ge´ome´trique pour le contexte (Aff, et, et)
de´fini ci-dessus.
2. La sous-cate´gorie pleine de Sh(Aff) forme´e des espaces alge´briques sera note´e Espalg.
Remarque 2.12 Tels que nous les avons de´finis ci-dessus les espaces alge´briques seront toujours
localement de type fini sur C. Cela provient du choix du contexte (Aff, et, et) pour lequel nous
nous restreignons aux sche´mas affines de type fini. Il existe une notion plus ge´ne´rale d’espaces
alge´briques non-ne´cessairement localement de type fini en conside´rant tous les sche´mas affines
(voir [HAGII]). Cette notion plus ge´ne´rale ne sera pas utilise´e dans ce travail.
Passons maintenant a` la description du contexte analytique (C, τ,P). Pour cela nous posons
C := Ste, la cate´gorie des espaces analytiques de Stein1, τ := top la topologie usuelle sur les
espaces analytiques complexes, et pour P nous prenons la classe des morphismes e´tales entre
espaces analytiques (i.e. des isomorphismes biholomorphes locaux). Ces notions de´finissent un
contexte ge´ome´trique (Ste, top, et) au sens de la de´finition 2.3.
De´finition 2.13 1. Un espace analytique est un faisceau ge´ome´trique pour le contexte (Ste, top, et)
de´fini ci-dessus.
2. La sous-cate´gorie pleine de Sh(Ste) forme´e des espaces analytiques sera note´e Espan.
1Dans ce travail, un espace analytique X est de Stein s’il est de´nombrable a` l’infini et si Hi(X,F) = 0 pour
tout i > 0 et tout faisceau cohe´rent F .
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Remarque 2.14 Les de´finitions d’espaces alge´briques et d’espaces analytiques ci-dessus sont
plus ge´ne´rales que celles que l’on rencontre usuellement dans la litte´rature. Par exemple, nos es-
paces alge´briques n’ont pas des diagonales quasi-compactes alors que cette hypothe`se est souvent
incluse dans la de´finition d’espaces alge´briques (cf. [Kn]). De meˆme, nos espaces analytiques
sont plus ge´ne´raux que les espaces analytiques usuels. Par exemple, si Γ est un groupe discret
qui ope`re sans points fixes, mais non proprement, sur un espace analytique X, alors le fais-
ceau quotient X/Γ est un espace analytique au sens de la de´finition pre´ce´dente. Cependant,
ce quotient peut ne pas exister en tant qu’espace analytique au sens usuel (e.g. au sens de
[Ba-St, Gr-Re]) . De plus, meˆme lorsqu’un quotient X//Γ existe en tant qu’espace analytique
au sens usuel, en ge´ne´ral X/Γ et X//Γ ne sont pas isomorphes. Le lecteur pourra garder en teˆte
l’exemple suivant: X = C×, et Γ = Z qui ope`re par z 7→ q.z avec |q| = 1 et qui n’est pas une
racine de l’unite´. Dans ce cas X//Γ est re´duit a` un point mais X/Γ ne l’est pas.
Conside´rons maintenant le foncteur d’analytification (voir [SGA1, Exp. XII])
Aff −→ Ste
X 7→ Xan.
Ce foncteur posse`de toutes les proprie´te´s de la proposition 2.9, et ainsi donne lieu a` un foncteur
au niveau des faisceaux
(−)an : Sh(Aff) −→ Sh(Ste).
Ce foncteur commute aux limites finies, envoie les espaces alge´briques sur les espaces analytiques
et pre´serve les morphismes e´tales. Nous disposons donc d’un foncteur induit
(−)an : Espalg −→ Espan.
Pour terminer cette section nous allons donner une description explicite de l’analytifie´ d’un
faisceaux F ∈ Sh(Aff), tout au moins localement en chaque points. Pour cela, si x ∈ X est un
point dans un espace de Stein et si F ∈ Sh(Ste) est un faisceau nous noterons
F (Xx) := Colimx∈U⊂XF (U),
ou` la colimite est prise sur l’ensemble filtrant des ouverts de Stein de X contenant x. En d’autres
termes, F (Xx) est la fibre du faisceau F restreint au petit site des ouverts de Stein de X. La
notation Xx de´signe le germe d’espaces analytiques de X en x. Pour tout Y ∈ Ste nous poserons
aussi
Hom(Xx, Y ) := Colimx∈U⊂XHom(U, Y ),
les germes de morphismes en x de X vers Y .
Soit Ox la C-alge`bre des germes de fonctions holomorphes sur X au point x. Pour toute
C-alge`bre commutative de type fini B, il existe une application
Hom(Xx, (SpecB)
an) −→ HomC−Alg(B,Ox),
qui a` u : Xx −→ (SpecB)
an associe le morphisme
u∗ : O((SpecB)an) −→ O(Xx) = Ox
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compose´ a` droite avec le morphisme naturel
B −→ O((SpecB)an)
(qui a` un e´le´ment de B associe la fonction holomorphe sur (SpecB)an correspondante).
Lemme 2.15 L’application ci-dessus
Hom(Xx, (SpecB)
an) −→ HomC−Alg(B,Ox),
est bijective.
Preuve du lemme: Il est facile de voir que l’ensemble des C-alge`bres B pour lesquelles la
conclusion du lemme est ve´rifie´e est stable par colimites finies. Il nous suffit donc de ve´rifier le
lemme pour B = C[X], qui est alors e´vident. ✷
On conside`re maintenant l’ensemble filtrant des sous-C-alge`bres de type fini A ⊂ Ox. Notons
f : Aff −→ Ste le foncteur d’analytification, et f! : Pr(Aff) −→ Pr(Ste) le foncteur induit
sur les pre´faisceaux. Comme ci-dessus, on pose pour tout F ∈ Pr(Ste)
F (Xx) := Colimx∈U⊂XF (U).
Le lemme pre´ce´dent implique que pour toute sous-C-alge`bre de type finie A ⊂ Ox on dispose
d’un germe de morphisme naturel
Xx −→ (SpecA)
an.
Pour F ∈ Pr(Aff), on dispose donc d’un morphisme naturel
f!(F )((SpecA)
an) −→ f!(F )(Xx).
En composant avec le morphisme d’analytification
F (SpecA) = Hom(SpecA,F ) −→ f!(F )((SpecA)
an) = Hom(f!(SpecA), f!(F ))
on en de´duit un morphisme
F (SpecA) −→ f!(F )(Xx)
fonctoriel en A ⊂ Ox. Cela de´finit un morphisme
φ : ColimA⊂OxF (SpecA) −→ f!(F )(Xx).
Proposition 2.16 Avec les notations ci-dessus le morphisme
φ : ColimA⊂OxF (SpecA) −→ f!(F )(Xx)
est bijectif.
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Preuve: Nous dirons qu’un pre´faisceau F ∈ Pr(Aff) a` la proprie´te´ P , si le morphisme de
la proposition
φ : ColimA⊂OxF (SpecA) −→ f!(F )(Xx)
est bijectif (le couple (X,x) e´tant fixe´). Il est facile de voir que la sous-cate´gorie pleine de
Pr(Aff) forme´e des pre´faisceaux ayant la proprie´te´ P est stable par colimites et limites finies.
Comme tout pre´faisceau est colimite de repre´sentables, on voit qu’il nous suffit de montrer que
les repre´sentables posse`dent la proprie´te´ P . Soit donc F = SpecB, avec B une C-alge`bre de
type finie. Le pre´faisceau F s’e´crit alors comme un produit fibre´ de la forme
F //

(SpecC[X])n

SpecC // (SpecC[Y ])m.
Comme l’ensemble des pre´faisceaux posse`dant la proprie´te´ P est stable par limites finies on est
ramene´s au cas ou` F = A1 = SpecC[X] pour lequel la proposition est e´vidente. ✷
Supposons maintenant que F ∈ Sh(Aff) soit un faisceau. Le morphisme de faisceautisation
f!(F ) −→ a(f!(F )) = F
an
induit alors une bijection f!(Xx) ≃ F
an(Xx). Le morphisme φ de la proposition 2.16 peut donc
aussi eˆtre conside´re´ comme une bijection
φ : ColimA⊂OxF (SpecA) ≃ F
an(Xx).
C’est sous cette dernie`re forme que nous utiliserons la proposition 2.16.
3 Cate´gories de´rive´es des espaces analytiques
Pour un espace analytique X (voir nos conventions a` la section §2) pour la notion d’espace
analytique que nous utilisons), nous disposons de sa cate´gorie des OX -modulesMod(OX). C’est
une cate´gorie de Grothendieck, et nous noterons D(X) sa cate´gorie de´rive´e non-borne´e (voir
l’appendice C). La sous-cate´gorie pleine de D(X) forme´e des complexes a` cohomologie cohe´rente
sera note´e Dcoh(X).
De´finition 3.1 Un objet E ∈ D(X) est parfait (nous dirons aussi complexe parfait) s’il est
localement sur X isomorphe a` un complexe borne´ de OX -modules localement libres de rangs
finis.
La sous-cate´gorie pleine des objets parfaits dans D(X) sera note´e Dparf (X).
Nous avons bien entendu des inclusions
Dparf (X) ⊂ Dcoh(X) ⊂ D(X).
La cate´gorie D(X) est munie d’une structure tensorielle − ⊗L − (voir l’appendice C). La
sous-cate´gorie Dparf (X) est stable par −⊗
L− et he´rite donc elle aussi d’une structure tensorielle.
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Soit maintenant f : X −→ Y un morphisme d’espaces analytiques. Il induit une adjonction
f∗ :Mod(OY )⇄Mod(OX ) : f∗.
Comme il est explique´ dans l’appendice C cette adjonction se de´rive alors en une adjonction au
niveau des cate´gories de´rive´es
Lf∗ : D(Y )⇄ D(X) : Rf∗.
Le foncteur Lf∗ est naturellement compatible avec les structures tensorielles.
Proposition 3.2 Soit f : X −→ Y un morphisme propre et plat d’espaces analytiques. Alors
Lf∗ et Rf∗ pre´servent les objets parfaits et induisent une adjonction
Lf∗ : Dparf (Y )⇄ Dparf (X) : Rf∗.
Preuve: Que Lf∗ pre´serve les parfaits est clair, et ne demande d’ailleurs pas que f soit
propre ou plat. Il nous faut donc montrer que Rf∗ pre´serve les complexes parfaits. Nous allons
de´duire ceci des e´nonce´s de finitude et de changement de bases pour les faisceaux analytiques
cohe´rents.
Lemme 3.3 Pour tout complexe parfait E sur X le complexe Rf∗(E) est a` cohomologie cohe´rente
et localement borne´e sur Y .
Preuve du lemme 3.3: Pour E un faisceau cohe´rent le lemme se de´duit de [Ba-St, Thm.
4.1](prendre M = OY ). Par re´currence sur le nombre de faisceaux de cohomologie non-nuls on
de´duit alors le lemme pour tout complexe E a` cohomologie cohe´rente et borne´e. Par proprete´
on en de´duit le lemme pour tout complexe E a` cohomologie cohe´rente et localement borne´e. En
particulier il est vrai pour les complexes parfaits. ✷
Lemme 3.4 Pour tout complexe parfait E sur X, et tout faisceau cohe´rent F sur Y , le mor-
phisme naturel
Rf∗(E)⊗
L F −→ Rf∗(E ⊗
L Lf∗(F ))
est un isomorphisme sur Y .
Preuve du lemme 3.4: Comme pour le lemme 3.3 on se rame`ne a` de´montrer l’assertion du
lemme pour un faisceau cohe´rent E sur X. De plus, l’assertion e´tant locale sur Y , on peut
supposer que le faisceau F posse`de une re´solution par des OY -libres de rangs finis
. . . Fn // Fn−1 // . . . F1 // F0 // F
(on peut par exemple remplacer Y par un recouvrement par des ouverts de Stein relativement
compacts dans des voisinages ouverts de Stein). On peut aussi supposer d’apre`s le lemme 3.3
que Rf∗(E) est a` cohomologie borne´e sur Y .
Soit p ∈ Z. Nous affirmons qu’il existe un entier m, tel que le morphisme naturel
F∗[≤ m] −→ F
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induise un isomorphisme sur les faisceaux de cohomologie
Hp(Rf∗(E)⊗ F∗[≤ m]) −→ H
p(Rf∗(E)⊗ F∗)
Hp(Rf∗(E ⊗ f
∗(F∗[≤ m]))) −→ H
p(Rf∗(E ⊗ f
∗(F∗))),
ou` F∗[≤ m] est la re´solution tronque´e de´finie par
(F∗[≤ m])n = Fn si n ≤ m et 0 sinon.
Ces deux assertions se de´duisent aise´ment du fait que Rf∗(E) soit un complexe a` cohomologie
borne´e sur Y . Le diagramme commutatif dans D(Y )
Rf∗(E ⊗ f
∗(F∗[≤ m])) //

Rf∗(E ⊗ f
∗(F∗))

Rf∗(E)⊗ F∗[≤ m] // Rf∗(E)⊗ F∗
montre alors qu’il suffit de de´montrer que pour tout m le morphisme naturel
Rf∗(E ⊗ f
∗(F∗[≤ m])) −→ Rf∗(E)⊗ F∗[≤ m]
est un isomorphisme dans D(Y ). Mais cela se rame`ne facilement par re´currence sur m au cas
ou` m = 0 qui est e´vident. ✷
Nous pouvons maintenant de´montrer la proposition 3.2. Comme l’assertion est locale sur
Y on peut utiliser le lemme 3.3 et supposer que Rf∗(E) est a` cohomologie borne´e sur Y . On
applique alors le lemme 3.4 a` F = k(y), le faisceau gratte-ciel en un point y ∈ Y . Comme f est
plat on a Lf∗(k(y)) ≃ OXy , ou` Xy est la fibre de f en y.
Cela nous dit que le morphisme naturel
Rf∗(E)⊗
L k(y) −→ Rf∗(E ⊗
L OXy)
est un quasi-isomorphisme. Or, le second membre est quasi-isomorphe au complexe d’hyper-
cohomologie de Xy a` coefficient dans le complexe parfait E ⊗
L OXy . Ceci implique donc que
pour tout y ∈ Y , le complexe Rf∗(E)⊗
L k(y) est cohomologiquement borne´.
Lemme 3.5 Soit F un complexe sur Y a` cohomologie cohe´rente et borne´e. Soit y ∈ Y tel que
le complexe F ⊗L k(y) soit cohomologiquement borne´. Alors il existe un voisinage Y ′ de y tel
que la restriction de F sur Y ′ soit un complexe parfait.
Preuve du lemme 3.5: Quitte a` restreindre F a` un voisinage de y on peut supposer que
F est quasi-isomorphe a` un complexe F ′∗ de OY -modules libres de rangs finis borne´ a` droite.
Supposons alors que H i(F ⊗L k(y)) = 0 pour tout i < n, pour n ≤ 0. Soit τ≥nF
′
∗ le tronque´ de
F ′∗ (par de´finition la cohomologie de τ≥nF
′
∗ coincide avec celle de F
′
∗ en degre´s supe´rieurs a` n et
est nulle ailleurs). On a donc
(τ≥nF
′
∗)n := Coker(F
′
n−1 −→ F
′
n).
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Par hypothe`se on trouve que
TorOYi ((τ≥nF
′
∗)n, k(y)) = 0
pour tout i > 0. Ceci implique donc que (τ≥nF
′
∗)n est localement libre dans un voisinage de
y. Quitte a` restreindre Y , on voit donc que le complexe τ≥nF
′
∗ est parfait, et de plus que le
morphisme naturel
F ′∗ −→ τ≥nF
′
∗
induit un quasi-isomorphisme
F ′∗ ⊗
L k(y) −→ τ≥nF
′
∗ ⊗
L k(y).
Ceci implique alors que le coˆne C du morphisme F ′∗ −→ τ≥nF
′
∗ est tel que C ⊗
L k(y) soit
contractile. Comme C est un complexe a` cohomologie cohe´rente et borne´e cela implique par
Nakayama que C est quasi-isomorphe a` 0 dans un voisinage de Y . Ainsi, F ′∗ −→ τ≥nF
′
∗ est un
quasi-isomorphisme dans un voisinage de y, ce qui implique que F est parfait dans un voisinage
de y. ✷
Le lemme 3.5 applique´ au complexe Rf∗(E) termine alors la preuve de la proposition. ✷
On de´duit de la proposition et de sa preuve la formule du changement de bases suivante.
Corollaire 3.6 Soit
X ′
q

g // X
p

Y ′
f
// Y
un diagramme carte´sien d’espaces analytiques avec p un morphisme propre et plat. Alors, pour
tout complexe parfait E sur X, le morphisme naturel
Lf∗Rp∗(E) −→ Rq∗Lp
∗(E)
est un isomorphisme dans D(Y ′).
Preuve: Tout d’abord, le lemme 3.4 applique´ a` F = k(y), le faisceau gratte-ciel en un point
y ∈ Y , implique que le corollaire 3.6 est vrai lorsque Y ′ est un point. Les objets Lf∗Rp∗(E) er
Rq∗Lp
∗(E) e´tant parfaits sur Y ′ (d’apre`s la proposition 3.2), le morphisme
Lf∗Rp∗(E) −→ Rq∗Lp
∗(E)
est un isomorphisme dans D(Y ′) si et seulement si pout tout y′ ∈ Y ′ d’inclusion iy′ : {y
′} →֒ Y ′,
le morphisme induit
Li∗y′Lf
∗Rp∗(E) −→ Li
∗
y′Rq∗Lp
∗(E)
est un isomorphisme dans D({y′}). Ainsi, les formules de changement de bases pour {y′} −→ Y ′
et {y′} −→ Y ′ impliquent le corollaire. ✷
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Nous terminons cette section par la de´finition de la version dg des cate´gories de´rive´es. Pour
cela nous rappelons l’existence de la cate´gorie de mode`les C(OX) des complexes de OX -modules
sur un espace analytique X (voir l’appendice C). Cette cate´gorie de mode`les est une C(C)-
cate´gorie de mode`les au sens de [Ho, 4.2.18], ou` C(C) est la cate´gorie de mode`les monoidale des
compelxes de C-espaces vectoriels (pour la quelle les e´quivalences sont les quasi-isomorphismes
et les fibrations sont les e´pimorphismes). Nous conside´rons alors la dg-cate´gorie Int(C(OX),
des objets fibrants et cofibrants dans C(OX) (voir [To1] pour plus de de´tails sur la construction
Int).
De´finition 3.7 La dg-cate´gorie de´rive´e des OX-modules est
L(X) := Int(C(OX)).
La dg-cate´gorie de´rive´e des OX -modules parfaits est la sous-dg-cate´gorie pleine de L(X) forme´e
des complexes parfaits.
4 Analytification des espaces de modules d’objets dans des dg-
cate´gories
Dans cette section nous rappelons l’existence d’un espace alge´brique M(B), classifiant les B-dg-
modules simples sur une dg-alge`bre B propre et lisse. Nous expliciterons aussi le foncteur des
points de l’espace analytique M(B)an. Nous supposerons le lecteur familie´ avec les notions de
dg-alge´bres, dg-modules et de lissite´ et proprete´, tels que pre´sente´es par exemple dans [To-Va].
4.1 Rappels sur les espaces de modules de dg-modules simples
Conside´rons une dg-alge`bre B sur C. On supposera que B est propre est lisse, c’est a` dire qu’elle
ve´rifie les deux conditions suivantes (voir e.g. [Ko-So, To-Va]).
1. Le complexe sous-jacent a` B est parfait (i.e. B est a` cohomologie borne´e et de dimension
finie).
2. B est un objet compact dans D(B ⊗Bop), la cate´gorie de´rive´e des B ⊗Bop-dg-modules.
Pour toute C-alge`bre commutative A, non ne´cessairement de type fini, on dispose d’une
nouvelle C-dg-alge`bre B⊗A et de sa cate´gorie de´rive´e D(B⊗A). Si A −→ A′ est un morphisme
de C-alge`bres commutatives, le mophisme B ⊗A −→ B ⊗A′ induit un foncteur de changement
de bases
−⊗LA A
′ = −⊗LB⊗A B ⊗A
′ : D(B ⊗A) −→ D(B ⊗A′).
La cate´gorie B ⊗ A −Mod, des B ⊗ A-dg-modules, posse`de un enrichissement naturel dans la
cate´gorie mono¨ıdale C(A) des complexes de A-modules. En effet, pour E ∈ B ⊗ A −Mod et
L ∈ C(A), on forme L ⊗A E qui est encore un B ⊗ A-dg-module en utilisant la structure de
B-dg-module sur E et celle de A-dg-module sur L. En clair, l’action de B ⊗ A sur L⊗A E est
donne´e par le morphisme
(B ⊗A)⊗ (L⊗A E) ≃ (A⊗ L)⊗A (B ⊗ E)
µL⊗µE// L⊗A E,
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ou` µL et µE sont les actions de A et B sur L et E. Cet enrichissement de B ⊗ A −Mod dans
C(A) fait de B⊗A une C(A)-cate´gorie de mode`les au sens de [Ho, 4.2.18] (on peut aussi voir cela
en remarquant que B ⊗A−Mod est aussi la cate´gorie des B ⊗A-modules dans C(A), lorsque
B ⊗ A est vu comme un mono¨ıde dans C(A) (i.e. comme une A-dg-alge`bre)). De ceci nous
de´duisons l’existence d’un enrichissement de D(B ⊗ A) dans D(A). En particulier, on dispose
de Hom a` valeurs dans D(A) que nous noterons
RHomB(−,−) : D(B ⊗A)
op ×D(B ⊗A) −→ D(A).
De´finition 4.1 1. Un objet E ∈ D(B ⊗ A) est parfait si le complexe de A-modules sous-
jacent a` E est un complexe parfait.
2. un objet E ∈ D(B ⊗ A) est rigide si pour tout morphisme de C-alge`bres commutatives
A −→ A′, et pour tout i < 0 on a
Exti(E ⊗LA A
′, E ⊗LA A
′) = 0,
ou` les Ext sont calcule´s dans D(B ⊗A′).
3. Un objet E ∈ D(B ⊗ A) est simple s’il est rigide et si de plus pour tout morphisme de
C-alge`bres commutatives A −→ A′ le morphisme naturel
A′ −→ Ext0(E ⊗LA A
′, E ⊗LA A
′)
est un isomorphisme.
Remarque 4.2 La notion d’objet parfait ci-dessus correspond en re´alite´ a` la notion d’objet
pseudo-parfait de [To-Va]. Cependant, comme B est propre est lisse on sait que les objets
pseudo-parfaits sont exactement les objets parfaits (voir [To-Va, Lem. 2.8 (3)] pour une preuve
de ce fait).
Nous aurons besoin des quelques re´sultats suivants.
Proposition 4.3 Soient A une C-alge`bre commutative et e´crivons A = ColimiAi, ou` la colimite
est prise sur l’ensemble filtrant des sous-C-alge`bres de type fini Ai ⊂ A.
1. Le foncteur naturel
Colim(−⊗LA Ai) : ColimD(B ⊗Ai) −→ D(B ⊗A)
induit une e´quivalence sur les cate´gories d’objets parfaits
ColimDparf (B ⊗Ai) ≃ Dparf (B ⊗A).
2. Soit Ei ∈ D(B⊗Ai) un objet parfait. Alors Ei⊗
L
Ai
A ∈ D(B⊗A) est simple si et seulement
s’il existe Ai ⊂ Aj ⊂ A, avec Aj de type fini et telle que Ei⊗
L
Ai
Aj ∈ D(B⊗Aj) soit simple.
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Preuve: Le point (1) est une conse´quence de [To-Va, Lem. 2.10]. La suffisance de la condition
dans (2) se de´duit des de´finitions, car eˆtre simple est clairement stable par changement de bases.
Il nous reste a` montrer la ne´cessite´. Pour cela, supposons que E := Ei ⊗
L
Ai
A soit simple dans
D(B ⊗A). On pose Ej := Ei ⊗
L
Ai
Aj pour tout j tel que Ai ⊂ Aj (nous dirons alors que j ≥ i).
Pour tout j ≥ i, on dispose d’un morphisme de complexes de Aj-modules
Aj −→ RHomB(Ej , Ej),
ou` le membre de droite fait re´fe´rence a` l’enrichissement naturel de D(B ⊗ Aj) dans D(Aj).
Comme le complexe de A-modules sous-jacent a` B ⊗ A est parfait et que Ej est un B ⊗ A-dg-
module parfait on voit que le complexe de A-modules RHomB(Ej , Ej) est parfait. De plus, le
fait que Ej soit parfait implique aussi que le morphisme naturel
RHomB(Ei, Ei)⊗
L
Ai
Aj −→ RHomB(Ej , Ej)
est un quasi-isomorphisme. On de´duit de cela et du point (1) que le morphisme naturel
RHomB(Ei, Ei)⊗
L
Ai
A ≃ colimj≥iRHomB(Ei, Ei)⊗
L
Ai
Aj −→ RHomB(E,E)
est un quasi-isomorphisme.
On conside`re maintenant le morphisme naturel
A −→ RHomB(E,E),
qui est un morphisme de complexes parfaits de A-modules. On note K son coˆne. D’apre`s ce
que l’on a vu, on a K ≃ Ki ⊗
L
Ai
A, ou` Ki est le coˆne du morphisme
Ai −→ RHomB(Ei, Ei).
Par hypothe`se E est simple, ce qui est e´quivalent au fait que K soit de Tor amplitude contenue
dans ]0,∞[.
Lemme 4.4 Soit A = colimiAi une colimite filtrante d’anneaux commutatifs et Ki un complexe
parfait de Ai-modules pour un indice i donne´. Si le complexe de A-modules Ki ⊗
L
Ai
A est de
Tor amplitude contenue dans [a, b] alors il existe un indice j ≥ i tel que Ki ⊗
L
Ai
Aj soit de Tor
amplitude contenue dans [a, b] en tant que complexe de Aj-modules
Preuve du lemme 4.4: On supposera que Ki est un complexe borne´ de Ai-modules projectifs
et de rangs finis. Par hypothe`se, il existe un complexe de A-modules projectifs de type fini L,
avec Ln = 0 pour tout n /∈ [a, b], et une e´quivalence d’homotopie u : L −→ K. Le complexe L et
le morphisme u sont alors tous deux de´finis sur un Aj avec j ≥ i, et il existe donc un morphisme
de complexes
uj : Lj −→ Ki ⊗Ai Aj
avec uj ⊗Aj A = u (dans cette notation Lj est un complexe de Aj-modules projectifs de type
fini avec Lnj = 0 pour tout n /∈ [a, b], et tel que Lj ⊗Aj A ≃ L). On peut faire de meˆme avec
un inverse a` homotopie pre`s v : K −→ L de u. Quitte a` prendre un j plus grand on peut aussi
trouver vj : Ki ⊗Ai Aj −→ Lj tel que vj ⊗Aj A = v. Enfin, les homotopies h et k reliant vu et
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uv avec les identite´s sont elles aussi de´finissables sur un Aj pour j assez grand. Ainsi, quitte a`
prendre j assez grand on voit que le morphisme
uj : Lj −→ Ki ⊗Ai Aj
est une e´quivalence d’homotopie. Cela implique que Ki ⊗
L
Ai
Aj est de Tor amplitude contenue
dans [a, b]. ✷
Le lemme pre´ce´dent implique qu’il existe Ai ⊂ Aj ⊂ A tel que Ki ⊗
L
Ai
Aj doit de Tor
amplitude contenue dans ]0,∞[. Comme nous avons vu que Kj est le coˆne du morphisme
Aj −→ RHomB(Ej , Ej),
nous en de´duisons que Ej est simple. ✷
Corollaire 4.5 Soient A une C-alge`bre commutative et e´crivons A = ColimiAi, ou` la colimite
est prise sur l’ensemble filtrant des sous-C-alge`bres de type fini Ai ⊂ A. Notons Dpasi(B ⊗ A)
et Dpasi(B ⊗Ai) les cate´gories d’objets parfaits et simples. Alors le foncteur naturel
ColimDpasi(B ⊗Ai) −→ Dpasi(B ⊗A)
est une e´quivalence.
Preuve: De´coule de la proposition 4.3. ✷
Proposition 4.6 Soit (A,m) une C-alge`bre locale et noethe´rienne. Alors un objet parfait E ∈
D(B ⊗A) est simple si et seulement s’il satisfait aux deux conditions suivantes.
1. Pour tout i < 0 on a
Exti(E ⊗LA A/m,E ⊗
L
A A/m) = 0,
ou` les Ext sont calcule´s dans D(B ⊗A/m).
2. Le morphisme naturel
A/m −→ Ext0(E ⊗LA A/m,E ⊗
L
A A/m)
est un isomorphisme.
Preuve: Comme nous l’avons utilise´ lors de la preuve de la proposition 4.3, E est simple si
et seulement si le coˆne du morphisme
A −→ RHomB(E,E)
est de Tor amplitude contenue dans ]0,∞[. Or, comme A est noethe´rien, on sait qu’un A-module
de type fini M est plat si et seulement si TorAn (M,A/m) = 0 pour n > 0. On de´duit facilement
de cela qu’un complexe parfait K sur A est de Tor amplitude contenue dans un intervalle [a, b]
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si et seulement si K ⊗LA A/m est de Tor amplitude contenue dans [a, b] (i.e. si et seulement
si TorAn (K ⊗
L
A A/m) = 0 pour n /∈ [−b,−a]). Ainsi, E est simple si et seulement si K est de
Tor amplitude contenue dans ]0,∞[, et donc si et seulement si K ⊗LAA/m est de Tor amplitude
contenue dans ]0,∞[. Comme E est un B ⊗A-dg-module parfait on sait que K ⊗LA A/m est le
coˆne du morphisme induit
A/m −→ RHomB(E ⊗
L
A A/m,E ⊗
L
A A/m).
Ce qui termine la preuve de la proposition. ✷
Nous de´finissons maintenant un pre´faisceau M ′(B) sur Aff de la fac¸on suivante. Pour A
une C-alge`bre de type finie, nous noterons M ′(B)(A) l’ensemble des classes d’isomorphismes
d’objets parfaits et simples dans D(B ⊗ A). Les changements de bases pre´servent les objets
parfaits et simples. Ainsi, un morphisme A −→ A′ entre C-alge`bres de type fini induit une
application
−⊗LA A
′ :M(B)(A) −→M(B)(A′).
Ceci de´finit un pre´faisceau M ′(B) ∈ Pr(Aff).
De´finition 4.7 Le faisceau des B-dg-modules parfaits et simples est le faisceau associe´ au
pre´faisceau M ′(B). Il sera note´
M(B) := a(M ′(B)).
Un important corollaire du the´ore`me principal de [To-Va] est la repre´sentabilite´ de M(B)
par un espace alge´brique localement de type fini.
The´ore`me 4.8 (Voir [To-Va, Cor. 3.29, Rem. 3.30]) Le faisceau M(B) est un espace alge´brique
au sens de la de´finition 2.11. Il est de plus quasi-se´pare´ (c’est a` dire que le morphisme diagonal
M(B) −→M(B)×M(B) est quasi-compact).
4.2 Description de l’espace M(B)an
Comme pre´ce´demment, soit B une C-dg-alge`bre propre et lisse. Dans cette section nous nous
proposons de donner une description de l’espace analytique M(B)an.
Rappelons que pour tout espace de Stein S, on dispose d’une cate´gorie de mode`les C(OS)
des complexes de OS-modules (sur le petit site des ouverts de Stein de S, voir l’appendice C).
Cette cate´gorie de mode`les est de plus une C(C)-cate´gorie de mode`les. On peut donc parler de
B-dg-modules dans C(OS): il s’agit d’objets E ∈ C(OS) munis de morphismes
m : B ⊗ E −→ E
qui sont unitaires et associatifs en un sens e´vident (le produit tensoriel B⊗E est ici pris au-dessus
de C). Les morphismes entre B-dg-modules dans C(OS) sont les morphismes dans C(OS) qui
commutent avec les morphismes structuraux m. Nous noterons la cate´gorie des B-dg-modules
par B −Mod(S).
On peut aussi voir un B-dg-modules dans C(OS) comme un module sur B ⊗OS conside´re´
comme mono¨ıde associatif et unitaire dans la cate´gorie mono¨ıdale (C(OS),⊗OS ). Ainsi, [S-S]
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implique l’existence d’une structure de cate´gorie de mode`les sur B−Mod(S), dont les fibrations
et les e´quivalences sont de´finies dans C(OS) par oubli de l’action de B. Nous noterons
D(S,B) := Ho(B −Mod(S))
la cate´gorie homotopique des B-dg-modules sur S. De plus, cette cate´gorie de mode`les est
naturellement enrichie dans la cate´gorie de mode`les mono¨ıdale C(OS). On dispose ainsi de
Hom dans D(S,B) a` valeurs dans D(S) = Ho(C(OS)) note´s
RHomB(−,−) : D(S,B)
op ×D(S,B) −→ D(S).
Soit maintenant f : S −→ S′ un morphisme entre espaces de Stein. On dispose d’une
adjonction de Quillen
f∗ : C(OS′)⇄ C(OS) : f∗.
Comme le foncteur f∗ est de plus muni d’une structure naturelle de foncteur mono¨ıdal syme´trique,
cette adjonction induit une nouvelle adjonction de Quillen
f∗ : B −Mod(S′)⇄ B −Mod(S) : f∗
sur les cate´gories de mode`les de B-dg-modules. On obtient donc une adjonction de´rive´e
Lf∗ : D(S′, B)⇄ D(S,B) : Rf∗.
De´finition 4.9 Soit S un espace de Stein.
1. Un objet E ∈ D(S,B) est parfait si le complexe de OS-modules sous-jacent a` E est un
complexe parfait.
2. un objet E ∈ D(S,B) est rigide si pour tout point is : {s} →֒ S, et pour tout i < 0 on a
Exti(Li∗s(E),Li
∗
s(E)) := 0,
ou` les groupes Ext sont calcule´s dans D({s}, B) ≃ D(B).
3. Un objet E ∈ D(S,B) est simple s’il est rigide et si de plus pour tout point is : {s} →֒ S,
le morphisme naturel
C −→ Ext0(Li∗s(E),Li
∗
s(E))
est un isomorphisme.
Nous de´finissons maintenant un foncteur
FB : Ste
op −→ Ens
de la fac¸on suivante. Pour S ∈ Ste, l’ensemble FB(S) est le sous-ensemble des classes d’isomorphismes
d’objets parfaits et simples de D(S,B). Pour f : S −→ S′ un morphisme entre espaces de Stein,
on dispose du changement de bases
Lf∗ : D(S′, B) −→ D(S,B).
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Par de´finition ce foncteur pre´serve les conditions objets parfaits et simples et donc induit une
application
Lf∗ : FB(S
′) −→ FB(S).
Ceci de´finit le foncteur FB .
Proposition 4.10 Soit S un espace de Stein et E ∈ D(S,B) un objet parfait. Supposons qu’il
existe un point s ∈ S tel que Li∗s(E) soit un objet simple dans D({s}, B) ≃ D(B). Alors il existe
un voisinage ouvert de Stein s ∈ U ⊂ S tel que la restriction de E a` U soit un objet simple dans
D(U,B).
Preuve: C’est le meˆme principe que pour la proposition 4.6, on montre que l’ensemble des
points s de S tels que Li∗s(E) soit un objet simple est le lieu ou` un certain complexe parfait est de
Tor amplitude strictement positive. Pour cela, on conside`re la cate´gorie de mode`les B−Mod(S).
On rappelle que cette cate´gorie est naturellement enrichie sur la cate´gorie mono¨ıdale C(OS) des
complexes de OS-modules. Cet enrichissement fait de B −Mod(S) une C(OS)-cate´gorie de
mode`les. Les Hom enrichis de B −Mod(S) a` valeurs dans C(OS) seront note´s HomB , et leur
version de´rive´e sera note´e RHomB .
Avec ces notations, on dispose d’un morphisme de complexes de OS-modules
OS −→ RHomB(E,E),
bien de´fini dans D(S). Nous commenc¸ons par remarquer que RHomB(E,E) est un complexe
parfait sur S. En effet, on dispose d’un foncteur bi-exact entre cate´gories triangule´es
D(B ⊗Bop)×D(S,B) −→ D(S,B),
qui a` P ∈ D(B ⊗ Bop) et F ∈ D(S,B) associe P ⊗LB F . Ce foncteur envoie le couple (B,E)
sur E. Or, comme B est lisse, on sait que B appartient a` la sous-cate´gorie triangule´e et e´paisse
engendre´e par B⊗Bop. Cela implique que E ≃ B⊗LBE appartient a` la sous-cate´georie triangule´e
et e´paisse engendre´e par (B ⊗ Bop) ⊗LB E ≃ B ⊗ E. On en de´duit que E appartient a` la sous-
cate´gorie triangule´e et e´paisse engendre´e par les objets de la forme B⊗F , ou` F est un complexe
parfait sur S. Ainsi, le complexe RHomB(E,E) appartient a` la sous-cate´gorie triangule´e et
e´paisse de D(S) engendre´e par les objets de la forme RHomB(B ⊗ F,E). Or, comme B ⊗ F
est un B-dg-module libre, le complexe RHomB(B⊗F,E) s’identifie naturellement au complexe
RHom(F,E) des morphismes de F vers E en tant que complexes de OS-modules. Comme E
et F sont parfaits, on en de´duit que RHomB(E,E) est un complexe parfait. De plus, le meˆme
argument montre que pour tout point s ∈ S, le morphisme naturel
Li∗s(RHomB(E,E)) −→ RHomB(Li
∗
s(E),Li
∗
s(E))
est un quasi-isomorphisme.
Revenons au morphisme
OS −→ RHomB(E,E),
et notons K son coˆne. C’est un complexe parfait, et par de´finition Li∗s(E) est un objet simple si
et seulement si H i(Li∗s(K)) = 0 pour tout i ≤ 0. Cela est e´quivalent au fait qu’au voisinage du
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point s le complexe K est quasi-isomorphe a` un complexe borne´ de fibre´s vectoriels concentre´
en degre´s strictement positifs. Comme cela est une condition ouverte, la proposition en de´coule.
✷
Nous sommes maintenant en mesure de de´montrer la proposition suivante, qui donne une
description de l’analytifie´ du faisceau M(B) des B-dg-modules simples.
Proposition 4.11 Il existe un isomorphisme naturel entre M(B)an est le faisceau associe´ a`
FB.
Preuve: Notons f : Aff −→ Ste le foncteur d’analytification et f! : Pr(Aff) −→ Pr(Ste) le
foncteur induit sur les pre´faisceaux. Rappelons queM(B) est le faisceau associe´ a` un pre´faisceau
M ′(B). Il nous suffit donc de construire un morphisme de pre´faisceaux
φ : f!(M
′(B)) −→ FB
qui induise un isomorphisme sur les faisceaux associe´s.
Pour construire φ il nous suffit par adjonction de construire un morphisme
M ′(B) −→ f∗(FB).
Soit X = SpecA ∈ Aff . Nous disposons d’un foncteur d’analytification
−⊗A OXan : C(A) −→ C(OXan).
Ce foncteur est un foncteur de Quillen compatible avec l’enrichissement dans C(C). Il induit
donc un foncteur de Quillen a` gauche sur les cate´gories de B-dg-modules
−⊗A OXan : (A⊗B)−Mod −→ B −Mod(X
an),
et donc un foncteur de´rive´
−⊗LA OXan : D(A⊗B) −→ D(X
an, B).
Pour un point x ∈ X(C), correspondant a` un morphisme d’alge`bres A −→ C, le diagramme
suivant
D(A⊗B)
−⊗LAC ''OO
OO
OO
OO
OO
O
−⊗L
A
OXan// D(Xan, B)
Li∗x

D(B)
commute a` isomorphisme pre`s. Ceci implique que le foncteur −⊗LAOXan envoie M
′(B)(A) dans
FB(X
an), et donc induit une application
φ :M ′(B)(A) −→ f∗(FB)(A).
Cette application est fonctorielle en A et donc fournit un morphisme de pre´faisceaux
φ :M ′(B) −→ f∗(FB)
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et par adjonction un morphisme de pre´faisceaux sur Ste
φ : f!(M
′(B)) −→ FB .
Il nous reste a` voir que ce morphisme induit un isomorphisme fibres a` fibres. Pour cela, soit
X ∈ Ste, x ∈ X, et conside´rons le morphisme induit
f!(M
′(B))(Xx) −→ FB(Xx).
D’apre`s la proposition 2.16 ce morphisme est isomorphe a`
ColimA⊂OxM
′(B)(A) −→ Colimx∈U⊂XFB(U).
Le corollaire 4.5 permet de calculer la colimite de gauche. En effet, elle implique que l’on a
ColimA⊂OxM
′(B)(A) ≃M ′(B)(Ox).
Il nous reste donc a` montrer que le morphisme naturel
M ′(B)(Ox) −→ FB(Xx)
est une bijection. Nous allons commencer par de´crire ce morphisme. Pour cela, soit x ∈ U ⊂ X
un voisinage ouvert de Stein de x dans X. Soit L(U) := Int(C(OU )) la dg-cate´gorie des objets
fibrants et cofibrants dans C(OU ) (voir [To1] pour plus de de´tails sur la construction Int), et
Lparf (U) la sous-dg-cate´gorie pleine de L(U) forme´e des complexes parfaits de OU -modules.
D’apre`s [To1, Thm. 4.2] nous avons une bijection naturelle entre les classes d’isomorphismes
d’objets dansD(U,B) et l’ensemble des morphismes [B,L(U)] dans la cate´gorie homotopique des
dg-cate´gories. Ainsi, FB(U) s’identifie naturellement au sous-ensemble de [B,Lparf (U)] forme´
des morphismes B −→ Lparf (U) tels que pour tout point s ∈ S, le B-dg-modules correspondant
au morphisme
B // Lparf (U)
Li∗s // Lparf ({s})
soit un objet simple dans D(B). Cela implique donc que FB(Xx) s’identifie naturellement
a` un sous-ensemble de Colimx∈U⊂X [B,Lparf (U)]. Or, B e´tant propre et lisse, c’est une dg-
cate´gorie homotopiquement de pre´sentation finie (voir [To-Va, Cor. 2.13]), et donc nous avons
une bijection
Colimx∈U⊂X [B,Lparf (U)] ≃ [B,Colimx∈U⊂XLparf (U)].
Conside´rons maintenant U un voisinage ouvert de Stein de x et le foncteur fibre en x
C(OU ) −→ C(Ox).
Ce foncteur est de Quillen a` gauche, et comme tous les objets dans C(Ox) sont fibrants il induit
un morphisme de dg-cate´gories
Int(C(OU )) −→ Int(C(Ox)).
En se retreignant aux objets parfaits on trouve un morphisme
Lparf (U) −→ Lparf (Ox)
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des complexes parfaits de OU -modules vers les complexes parfaits sur l’anneau Ox. Ce mor-
phisme induit un morphisme de dg-cate´gories
Colimx∈U⊂XLparf (U) −→ Lparf (Ox)
qui est une quasi-e´quivalence. Ainsi, d’apre`s ce que l’on a vu, FB(Xx) s’identifie donc a` un
sous-ensemble de
[B,Colimx∈U⊂XLparf (U)] ≃ [B,Lparf (Ox)].
D’apre`s la proposition 4.10 il n’est pas difficile de voir que ce sous-ensemble est pre´cise`ment
le sous-ensemble des classes d’isomorphismes de D(B ⊗ Ox) forme´ des objets compacts E qui
sont tels que E ⊗LOx Ox/mx soit un objet simple dans D(B). D’apre`s la proposition 4.6 ce
sous-ensemble correspond aussi au sous-ensemble M ′(B)(Ox) de [B,Lparf (Ox)]. Ceci termine
la preuve que l’application
M ′(B)(Ox) −→ FB(Xx)
est bijective, et donc termine la preuve de la proposition. ✷
5 Le the´ore`me de caracte´risation
Nous arrivons maintenant a` l’e´nonce´ du the´ore`me principal de ce travail. Pour cela, rappelons
qu’une dg-cate´gorie T est sature´e s’il existe une dg-alge`bre propre et lisse B et une quasi-
e´quivalence T ≃ Lparf (B) entre T est la dg-cate´gorie des B-dg-modules cofibrants et parfaits
(voir [To-Va] pour plus de de´tails sur cette notion, ou` cette dg-cate´gorie est note´ B̂oppe).
The´ore`me 5.1 Soit X un espace analytique connexe, compact et lisse. Alors X est alge´brisable
si et seulement si la dg-cate´gorie Lparf (X) est sature´e.
La ne´cessite´ est bien connue. Lorsque X est un sche´ma propre et lisse cela est de´montre´
dans [To-Va, Lem. 3.27] (noter que l’on a Lparf (X) ≃ Lparf (X
an) d’ape`s GAGA). Dans le cas
ge´ne´ral ou` X est un espace alge´brique propre et lisse on peut utiliser le lemme de Chow pour
montrer que Lparf (X) est sature´e (voir l’appendice B pour les de´tails).
Le reste de cette section est consacre´ a` la preuve de la suffisance de l’e´nonce´ du the´ore`me.
Pour cela on se fixe X un espace analytique compact et lisse tel que Lparf (X) soit sature´e. On se
fixe aussi une quasi-e´quivalence Lparf (B) ≃ Lparf (X) avec B une dg-alge`bre propre et lisse. Cela
revient a` se fixer un objet E ∈ Dparf (X), dont l’enveloppe triangule´e et e´paisse est Dparf (X),
et tel que REnd(E) soit propre et lisse. Nous nous fixerons plus pre´cise´mment un objet fibrant
et cofibrant E ∈ C(OX) dans la cate´gorie de mode`les des complexes de OX-modules qui soit un
repre´sentant pour E. Nous prendrons alors B := End(E) la dg-alge`bre des endomorphismes de
l’objet E.
5.1 Alge´brisation de M(X)
Nous allons de´finir un faisceau M(X), associe´ a` un pre´faisceau M ′(X).
De´finition 5.2 Soit S ∈ Ste. Nous dirons que E ∈ Dparf (X × S) est simple s’il ve´rifie les
deux conditions suivantes:
1. pour tout s ∈ S, le morphisme naturel
C −→ Ext0(Lj∗s (E),Lj
∗
s (E))
est un isomorphisme,
2. pour tout s ∈ S et tout i < 0, on a
Exti(Lj∗s (E),Lj
∗
s (E)) = 0,
ou` js : X × {s} →֒ X × S est l’inclusion naturelle et les groupes Ext
i sont calcule´s dans
D(X).
On de´finit alors M ′(X)(S) comme e´tant l’ensemble des classes d’isomorphismes d’objets
simples dans Dparf (X × S). Pour un morphisme f : S −→ S
′ le changement de bases
Lf∗ : Dparf (X × S
′) −→ Dparf (X × S)
pre´serve les deux proprie´te´s pre´ce´dentes et induit donc une application
Lf∗ :M ′(X)(S′) −→M ′(X)(S).
Ceci de´finit un pre´faisceau M ′(X) sur Ste.
De´finition 5.3 Le faisceau des complexes parfaits simples sur X est le faisceau associe´ au
pre´faisceau M ′(X). Il sera note´ M(X).
Le but de cette partie est de de´montrer la proposition suivante.
Proposition 5.4 Le faisceau M(X) est un espace analytique alge´brisable.
Preuve: Nous allons montrer plus pre´cisemment qu’il existe un isomorphisme de faisceaux
M(X) ≃M(B)an.
Comme nous savons queM(B) est un espace alge´brique (voir 4.8) cela impliquera la proposition.
Pour cela nous e´tudierons la situation ge´ne´rale suivante. Soit C une cate´gorie de mode`les
syme´trique mono¨ıdale qui est stable et qui ve´rifie les conditions de [S-S]. SoitM une C-cate´gorie
de mode`les, dont nous noterons Hom les morphismes enrichis dans C. Soit E0 ∈ M un objet
cofibrant et notons B0 := End(E0) le mono¨ıde des endomorphismes de E0 dans C. D’apre`s les
re´sultats de [S-S], il existe sur B0 −Mod, la cate´gorie des B0-modules dans C, une structure de
cate´gorie de mode`les pour la quelle les fibrations et les e´quivalences sont de´finies dans C. On
de´finit alors un foncteur
φE0 :M −→ B0 −Mod
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qui associe a` un objet X ∈ M l’objet Hom(E0,X) muni de l’action naturelle a` gauche du
mono¨ıde End(E0). Ce foncteur est un foncteur de Quillen a` droite, dont l’adjoint a` gauche sera
note´ ψE0 . Nous en de´duisons une adjonction
LψE0 : Ho(B0 −Mod)⇄ Ho(M) : RφE0 .
Soit maintenant S ∈ Ste un espace de Stein. Nous appliquons les conside´rations pre´ce´dentes
a` la C(OS)-cate´gorie de mode`les C(OX×S), et a` E0 := E ⊠OS (rappelons que E ∈ C(OX) est
un repre´sentant fibrant et cofibrant d’un ge´ne´rateur de Lparf (X)). Nous avons donc un foncteur
φE0 : D(X × S) −→ D(B0 −Mod),
ou` B0 = End(E0). On dispose de plus d’un morphisme naturel de mono¨ıdes dans C(OS)
B ⊗OZ = End(E) ⊗OZ −→ End(E0)
induit par le foncteur image inverse
C(C) −→ C(OS)
associe´ au morphisme S −→ ∗. Ce morphisme induit un foncteur d’oubli sur les cate´gories de
modules
D(B0 −Mod) −→ D(B −Mod) = D(S,B).
En composant avec φE0 on obtient un foncteur
φ : D(X × S) −→ D(S,B).
Ce foncteur est le compose´ de deux foncteurs adjoints a` droite, et donc posse`de un adjoint a`
gauche
ψ : D(S,B) −→ D(B0 −Mod).
Pour F ∈ D(X × S), l’objet de D(S) sous-jacent a` φ(F ) est Rp∗(E
∨
0 ⊗
L F ), ou` E∨0 est le
dual du complexe parfait E0 et p : X × S −→ S est la projection sur le second facteur. Comme
E∨0 est parfait sur X × S, la proposition 3.2 implique que le foncteur φ envoie Dparf (X × S)
dans la sous-cate´gorie pleine de D(S,B) forme´e des objets qui sont parfaits comme complexes
de OS-modules.
Nous avons donc un foncteur induit entre cate´gories d’objets parfaits
φ : Dparf (X × S) −→ Dparf (S,B).
La proprie´te´ de changement de bases (voir corollaire 3.6) implique que φ est compatible, a`
isomorphisme pre`s, aux changement de bases induit par des morphismes S′ −→ S. De plus,
comme E est ge´ne´rateur de Lparf (X), le foncteur
φ : Dparf (X × S) −→ Dparf (S,B)
est une e´quivalence lorsque S = ∗ est re´duit a` un point. Ces deux proprie´te´s impliquent que le
foncteur
φ : Dparf (X × S) −→ Dparf (S,B)
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pre´serve aussi les objets simples au sens des de´finitions 4.9 et 5.2. Il induit donc un morphisme
de faisceaux sur Ste
φ :M(X) −→M(B)an.
Il nous reste a` montrer que φ est un isomorphisme. Pour cela, nous allons montrer que pour
tout S ∈ Ste, le foncteur
φ : Dparf (X × S) −→ Dparf (S,B)
est une e´quivalence. On conside`re le foncteur
ψ : D(S,B) −→ D(X × S),
adjoint a` gauche du foncteur φ : D(X × S) −→ D(S,B).
Lemme 5.5 Le foncteur
ψ : D(S,B) −→ D(X × S)
pre´serve les objets parfaits.
Preuve du lemme: Comme nous l’avons vu lors de la preuve de la proposition 4.10,Dparf (S,B)
est la plus petite sous-cate´gorie triangule´e e´paisse de D(S,B) contenant les objets de la forme
B⊗F , ou` F ∈ Dparf (S) (avec la structure de B-dg-module est donne´e par l’action de B sur elle-
meˆme). Ainsi, pour montrer que ψ pre´serve les objets parfaits il suffit de montrer que ψ(B⊗F )
est parfait sur X × S lorsque F est parfait sur S. Or, on voit par adjonction que l’on a
ψ(B ⊗ F ) ≃ E ⊠L F.
✷
D’apre`s le lemme on dispose d’une adjonction
ψ : Dparf (S,B)⇄ Dparf (X × S) : φ.
De plus, cette adjonction est compatible aux changements de bases sur S. Ainsi, pour voir que
les morphismes d’adjonction
Id −→ φψ ψφ −→ Id
sont des isomorphismes on peut supposer que S est e´gal a` un point (cela est justifiable du fait
que tous les objets conside´re´s sont des complexes parfaits sur S et sur X × S, et donc qu’eˆtre
un quasi-isomorphisme peut se tester points par points). Mais dans ce cas, le fait que cette
adjonction soit une e´quivalence de´coule du fait que E soit un ge´ne´rateur de la dg-cate´gorie
Lparf (X).
Nous venons de voir que
φ : Dparf (X × S) −→ Dparf (S,B)
e´tait une e´quivalence compatible aux changements de bases en S. Cela implique qu’en passant
aux classes d’isomorphismes d’objets simples ce foncteur induit un isomorphisme de faisceaux
φ :M(X) ≃M(B)an.
✷
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5.2 Plongement de X dans M(X)
Le but de cette section est de de´finir un plongement ouvert de X dans l’espace alge´brisable
M(X) ≃ M(B)an. Pour cela on envoie un point x de X dans le faisceau gratte-ciel k(x) ∈
Dparf (X), qui est un objet simple et donc un point de M(X).
Proposition 5.6 Il existe un morphisme injectif et e´tale
j : X −→M(X).
Preuve: Soit S ∈ Ste un espace de Stein et u : S −→ X un morphisme, conside´re´ comme un
e´le´ment de X(S). Notons Γ(u) ⊂ X × S le graphe de u, qui est un sous-ensemble analytique de
X × S dont nous noterons I(u) ⊂ OX×S l’ide´al. Notons F (u) le faisceau cohe´rent OX×S/I(u),
que l’on conside`re comme un objet dans Dparf (X × S). L’objet F (u) est simple au sens de la
de´finition 5.2, car pour s ∈ S on a
Rj∗s (F (u)) ≃ k(u(s)),
ou` k(u(s)) est le faisceau gratte-ciel centre´ au point u(s) ∈ X. La construction u 7→ F (u) induit
ainsi une application
j : X(S) −→M ′(X)(S).
Lorsque S varie dans Ste cela de´finit un morphisme de pre´faisceaux
j : X −→M ′(X)
et donc de faisceaux
j : X −→M(X).
La morphisme j est injectif car si deux points x et x′ dans X sont tels que k(x) et k(x′)
soient isomorphes dans D(X) alors x = x′ pour des raisons de supports. Il nous reste a` montrer
que j est e´tale.
Nous commencerons par montrer que j est un monomorphisme. Pour cela, soit u, v : S −→ X
deux morphismes avec S ∈ Ste tels que j(u) = j(v). Dire que j(u) = j(v) dans M(X)(S) est
e´quivalent a` dire que les faisceaux structuraux des graphes Γ(u) et Γ(v) de u et v sont isomorphes
comme faisceaux cohe´rents sur X × S, au moins localement sur S. Comme la proprie´te´ u = v
est locale sur S, on peut supposer que faisceaux structuraux des graphes Γ(u) et Γ(v) sont
isomorphes. Cela implique facilement que les sous-espaces analytiques de´finis par ces graphes
sont e´gaux (en tant que sous-espaces analytiques de X ×S). Ceci implique bien entendu que les
morphismes u et v sont e´gaux. Ainsi, j est non-seulement injectif mais aussi un monomorphisme.
Il nous reste donc a` montrer que j est aussi formellement lisse, ce qui impliquera qu’il est e´tale.
Soit donc S ∈ Ste un espace de Stein et i : S0 ⊂ S un sous-espace analytique ferme´ de´fini
par un ide´al de carre´ nul. Supposons que l’on ait un diagramme commutatif de faisceaux
X
j //M(X)
S0
u
OO
i
// S.
v
OO
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On cherche a` montrer qu’il existe un morphisme w : S −→ X faisant commuter le diagramme
X
j //M(X)
S0
u
OO
i
// S
w
bbFFFFFFFFFF
v
OO
Comme nous savons de´ja` que j est un monomorphisme, et donc non-ramifie´, l’existence de
ce morphisme w est une condition locale sur S. On peut donc supposer que le morphisme
v : S −→M(X) se factorise par un morphisme v′ : S −→M ′(X) de sorte a` ce que le diagramme
X
j //M ′(X)
S0
u
OO
i
// S
v′
OO
soit un diagramme commutatif de pre´faisceaux. La donne´e de ce dernier diagramme est e´quivalente
a` la donne´e d’un couple (u,E), ou`
1. u : S0 −→ X est un morphisme dont le faisceau structural du graphe Γ(u) ⊂ X × S0 sera
note´ E0(u).
2. E ∈ Dparf (X × S) est un objet simple tel que Li
∗(E) et E0(u) soit isomorphes dans
Dparf (X × S0).
Pour montrer que le rele`vement w comme ci-dessus existe il suffit de montrer qu’il existe un
morphisme w′ : S −→ X, dont le faisceau structural du graphe sera note´ E(w′) ∈ Dparf (X×S),
et qui est tel que
E(w′) ≃ E w′ ◦ i = u.
Comme le morphisme j est un monomorphisme il nous suffit en re´alite´ de montrer l’existence
de w’ tel que E(w′) ≃ E, la seconde condition e´tant alors automatique.
Pour commencer, nous avons E ∈ Dparf (X × S) tel que Li
∗(E) soit un faisceau cohe´rent
et plat sur S0. Comme dans [An-To, Lem. 5.2] cela implique que E est lui-meˆme un faisceau
cohe´rent et plat sur S. On conside`re alors la projection p : X × S −→ S, et l’image directe
Rp∗(E) de E sur S. Par la proprie´te´ de changement de bases du corollaire 3.6 on voit que
pour tout s ∈ S, le complexe Lj∗sRp∗(E) est quasi-isomorphe a` C concentre´ en degre´ ze´ro. Cela
implique que Rp∗(E) est un fibre´ en droite L sur S. Quitte a` restreindre S si ne´cessaire on peut
aussi supposer que L est trivial et choisir une trivialisation e : OS ≃ Rp∗(E). Le morphisme
e correspond par adjonction a` un morphisme de faisceaux cohe´rents f : OX×S −→ E. En
utilisant que Li∗(E) ≃ E0(u) on voit, points par points sur X × S, que le morphisme f est
un e´pimorphisme. Ainsi, E est-il isomorphe au faisceau structural d’un sous-espace analytique
Z ⊂ X × S, plat sur S. Enfin, le morphisme Z −→ S est plat et tel que le morphisme induit
Z ×S S0 ≃ Γ(u) −→ S0
soit un isomorphisme, et donc est lui-meˆme un isomorphisme. Cela implique l’existence d’un
morphisme w′ : S −→ X dont le graphe est e´gal au sous-espace Z. On a donc bien E(w′) ≃
OZ ≃ E. ✷
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5.3 Alge´brisation de X
Pour achever la preuve du the´ore`me il nous reste a` de´montrer la proprosition suivante.
Proposition 5.7 Soit M un espace alge´brique quasi-se´pare´ (i.e. le morphisme diagonal M −→
M ×M est quasi-compact). S’il existe un morphisme injectif et e´tale
j : X −→Man
alors X est alge´brisable (i.e. il existe un espace alge´brique Y tel que Y an ≃ X).
Preuve: Soit {Ui −→ M} une famille couvrante de morphismes e´tales avec Ui des sche´mas
affines. Comme M est quasi-se´pare´ chacun des morphismes Ui −→ M est e´tale et de type fini.
L’image de Ui −→ M est donc un sous-espace alge´brique ouvert Mi ⊂ M de type fini. Ainsi,
l’espace alge´brique M est une re´union de sous-espaces ouverts de type fini. Par compacite´ de
X on peut donc supposer que j se factorise en X −→ (M ′)an ⊂ Man, avec M ′ un sous-espace
alge´brique ouvert de type fini. En d’autres termes on peut supposer que M est de type fini.
L’espace analytique X est irre´ductible (au sens analytique), et donc le morphisme j : X −→
Man se factorise en X −→ Z ⊂Man, ou` Z est une composante irre´ductible analytique de Man.
Comme le morphisme compose´
X −→ Z →֒Man
est e´tale et que Z −→ Man est un monomorphisme, on voit que le morphisme X −→ Z est
encore injectif et e´tale. De plus, d’apre`s [SGA1, Exp. XII, Prop. 2.4], il existe une composante
irre´ductible M0 de M (au sens alge´brique) tel que Z ≃ M
an
0 . Cela implique que l’on peut
supposer que M est irre´ductible. De la meˆme fac¸on, comme X est re´duit on pourra supposer
que M est re´duit.
L’immersion ouverte j : X →֒ Man induit un morphisme injectif sur les corps de fonctions
me´romorphes
K(Man) →֒ K(X).
De plus, comme j est une immersion ouverte nous avons les e´galite´s
dim(X) = dim(Man) = dim(M)
(voir [SGA1, Exp. XII, Prop. 2.1]). Comme M est quasi-se´pare´ il existe un ouvert affine dense
U de M ([Kn, Prop. I.5.19]) qui est de dimension n = dim(X). Ainsi, on trouve un plongement
K(U) ≃ K(M) ⊂ K(Man) →֒ K(X),
ou` K(U) et K(M) de´signe les corps de fractions rationnelles sur U et M . Comme K(U) est de
degre´ de transcendance e´gal a` n, l’espace analytique X est un espace de Moishezon, et donc est
alge´brisable d’apre`s [Ar]. ✷
Pour finir la preuve du the´ore`me 5.1 nous appliquons la proposition 5.7 au morphisme injectif
et e´tale
j : X −→M(X) ≃M(B)an
de la proposition 5.6. Ceci est possible car M(B) est un espace alge´brique quasi-se´pare´ d’apre`s
le the´ore`me 4.8.
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A Dg-cate´gories sature´es et cate´gories triangule´es sature´es
Dans cette section nous comparons les notions de saturation dans les cadres des dg-cate´gories
et des cate´gories triangule´es, et nous comparons ainsi les notions de [B-V] et [To-Va]. Pour cela
nous nous restreindrons au cas ou` k est un corps.
Commenc¸ons par rappeler la de´finition d’une cate´gorie triangule´e k-line´aire sature´e au sens
de [B-V, Def. 1.2].
De´finition A.1 Une cate´gorie triangule´e k-line´aire D est sature´e si elle ve´rifie les deux condi-
tions suivantes.
1. Pour toute paire d’objets (x, y) dans D, on a
DimkExt
∗(x, y) <∞,
ou` Ext∗(x, y) = ⊕i∈Z[x, y[i]].
2. Tout foncteur cohomologique
H : Dop −→ V ect(k)
tel que pour tout x ∈ D on ait
Dimk ⊕i∈Z H(x[i]) <∞,
est repre´sentable.
Comme on peut s’y attendre la notion de saturation pour les dg-cate´gories est plus forte que
celle pour les cate´gories triangule´es.
Proposition A.2 Soit T une dg-cate´gorie sature´e sur k. Alors la cate´gorie [T ], munie de sa
structure triangule´e naturelle (voir [To-Va, §2.2]), est sature´e au sens de la de´finition A.1.
Preuve: Par de´finition on peut supposer que T est de la forme Lparf (B), pour B une dg-
alge`bre propre et lisse sur k. Dans ce cas [T ] ≃ Dparf (B) est la cate´gorie triangule´e des B-
dg-modules parfaits (munie de sa structure triangule´e naturelle). On dispose d’un foncteur
bi-exact
Dparf (B ⊗B
op)×Dparf (B) −→ Dparf (B),
qui envoie un B ⊗ Bop-dg-module P et un B-dg-module M sur P ⊗LB M . Ce foncteur envoie
(B,M) sur M , et (B ⊗ Bop,M) sur le B-dg-module libre B ⊗ M . Comme B appartient a`
l’enveloppe triangule´e e´paisse de B ⊗Bop, il existe un entier n tel que B ∈< B ⊗Bop >n (avec
les notations de [B-V]). Cela implique facilement que M ∈< B >n, et ce pour tout M . En
d’autres termes, B est un ge´ne´rateur fort (strong generator dans la terminologie de [B-V]) de
Dparf (B). Comme Dparf (B) satisfait la condition (1) de la de´finition A.1, le the´ore`me principal
de [B-V] implique que Dparf (B) est sature´e. ✷
Nous ne savons pas s’il est raisonnable d’attendre a` ce qu’une re´ciproque de la proposition
A.2 soit vraie. On dispose cependant de la re´ciproque partielle suivante.
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Proposition A.3 Soit T une dg-cate´gorie triangule´e (voir [To-Va, Def. 2.4]). On suppose que
les trois conditions suivantes sont satisfaites.
1. La cate´gorie triangule´e [T ] ≃ Dparf (T
op) posse`de un ge´ne´rateur classique (au sens de
[B-V]).
2. Pour toute paire d’objets (x, y) dans [T ], on a
DimkExt
∗(x, y) <∞,
ou` Ext∗(x, y) = ⊕i∈Z[x, y[i]].
3. La cate´gorie triangule´e [ ̂T ⊗ T oppe] est sature´e.
Alors la dg-cate´gorie T est sature´e.
Preuve: La premie`re hypothe`se implique qu’il existe une dg-alge`bre B telle que T soit quasi-
e´quivalente a` Lparf (B). La seconde hypothe`se implique de plus que B est une dg-alge`bre propre.
La dg-cate´gorie ̂T ⊗ T oppe est quasi-e´quivalente a` Lparf (B ⊗ B
op). On conside`re alors le
foncteur cohomologique
H : Dparf (B ⊗B
op) −→ V ect(k),
qui a` M un B ⊗Bopdg-module parfait associe [M,B], l’ensemble des morphismes de B vers M
pris dans D(B ⊗Bop) la cate´gorie de´rive´e de tous les B ⊗ Bop-dg-modules. Ce foncteur ve´rifie
bien la condition de finitude (2) de la de´finition A.1 car B ⊗ Bop est un ge´ne´rateur classique
de Dparf (B ⊗ B
op), et H(B ⊗ Bop[n]) = H−n(B) pour tout n ∈ Z. Il existe donc un B ⊗ Bop-
dg-module P parfait qui repre´sente le foncteur H. Choisissons un isomorphisme de foncteurs
H ≃ [−, P ]. L’identite´ de P de´finit alors un morphisme dans D(B ⊗Bop)
u : P −→ B.
Par construction, ce morphisme est tel que pour tout M ∈ Dparf (B⊗B
op) le morphisme induit
u∗ : [M,P ] −→ [M,B]
soit bijectif. En appliquant cela aux M = B ⊗ Bop[n], on trouve que pour tout n ∈ Z le
morphisme induit
Hn(u) : Hn(P ) −→ Hn(B)
est un isomorphisme. Ainsi, u est un isomorphisme dans D(B ⊗Bop) ce qui implique en parti-
culier que B est un objet de Dparf (B ⊗B
op). Par de´finition cela signifie que B est lisse. Ainsi,
T ≃ Lparf (B) avec B propre et lisse et donc T est sature´e au sens de [To-Va]. ✷
B Cate´gories de´rive´es des espaces alge´briques propres et lisses
Le but de ce second appendice est de montrer la proposition suivante.
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Proposition B.1 Soit X un espace alge´brique propre et lisse sur un corps k de caracte´ristique
nulle. Alors la dg-cate´gorie Lparf (X) est sature´e.
Preuve: Lorsque X est un sche´ma cela est de´montre´ dans [To-Va, Lem. 3.27]. La meˆme
preuve marcherait aussi dans le cas ge´ne´ral si l’on savait que Dparf (X) posse`de un ge´ne´rateur,
ce que nous allons montrer. Par le lemme de Chow et la re´solution des singularite´s, il existe un
sche´ma propre et lisse X ′ et un morphisme birationnel surjectif p : X ′ −→ X. Ce morphisme
ve´rifie Rp∗(OX′) ≃ OX car X est lisse et donc a` singularite´s rationnelles. Ceci implique par la
formule de projection que le foncteur
Lp∗ : Dparf (X) −→ Dparf (X
′)
est pleinement fide`le. Mais cela implique en particulier que l’image d’un ge´ne´rateur classique de
Dparf (X
′) par Rp∗ est un ge´ne´rateur classique de Dparf (X). ✷
C Cate´gories de´rive´es non borne´es
Dans cette dernie`re section nous de´finissons une cate´gorie de mode`les mono¨ıdale syme´trique dont
la cate´gorie homotopique est la cate´gorie de´rive´e non-borne´e des complexes de O-modules sur
un site annele´ (C,O). L’existence de cette structure de mode`les nous permet alors de conside´rer
les 4 ope´rations standards (images directes, inverses, produits tensoriels et Hom internes) au
niveau des cate´gories de´rive´es non borne´es.
Fixons (C,O) un petit site annele´ en anneaux commutatifs. Nous notons C(O) la cate´gorie
des complexes de pre´faisceaux de O-modules sur C. Ses objets sont les donne´s de O(U)-modules
M(U) pour tout objet U de C, fonctoriels en U en un sens e´vident. Nous munissons la cate´gorie
C(O) d’une premie`re structure de mode`les, appele´e la structure niveaux par niveaux pour la
quelle on a:
1. Un morphisme f : M −→ N est une fibration si pour tout U ∈ C le morphisme de
complexes de O(U)-modules M(U) −→ N(U) est un e´pimorphisme.
2. Un morphisme f : M −→ N est une e´quivalence si pour tout U ∈ C le morphisme
M(U) −→ N(U) est un quasi-isomorphisme.
Il est facile de voir que ces notions de´finissent une structure de cate´gorie de mode`les engendre´e
par cofibrations, propre et cellulaire sur C(O).
Nous introduisons maintenant la notion suivante d’e´quivalence locale. Pour cela rappelons
que pour M ∈ C(O) et tout n ∈ Z on dispose de pre´faisceaux Hnpr(M) sur C, qui a` U associe
le n-e`me groupe de cohomologie du complexe M(U). Le faisceau associe´ a` ce pre´faisceau sera
note´ Hn(M).
De´finition C.1 Un morphisme f :M −→ N dans C(O) est une e´quivalence locale si pour tout
n ∈ Z le morphisme induit
Hn(M) −→ Hn(N)
est un isomorphisme de faisceaux sur C.
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La de´finition pre´ce´dente permet de de´finir des nouvelles notions de cofibrations, fibrations et
e´quivalences locales sur C(O). Pour cela nous de´finissons les cofibrations locales comme e´tant
les cofibrations pour la structure niveaux par niveaux, et les fibrations locales comme e´tant les
morphismes posse`dant la proprie´te´ de rele`vement a` droite des cofibrations qui sont aussi des
e´quivalences locales.
The´ore`me C.2 Les notions pre´ce´dente de fibrations, cofibrations et e´quivalences locales de´finissent
une structure de cate´gorie de mode`les sur C(O), propre et engendre´e par cofibrations.
Nous ne donnerons pas la preuve de ce the´ore`me, elle est tout a` fait similaire a` la preuve de
l’existence de la structure locale projective pour les pre´faisceaux simpliciaux donne´e par exemple
dans [HAGI, Thm. 3.4.1].
Remarque C.3 La cate´gorie homotopiqueHo(C(O)) est naturellement e´quivalente a` la cate´gorie
de´rive´e des faisceaux de O-modules sur le site C. En effet, le foncteur d’inclusion des complexes
de faisceaux de O-modules dans les complexes de pre´faisceaux de O-modules induit clairement
une e´quivalence apre`s avoir localise´ le long des e´quivalences locales.
La cate´gorie C(O) est naturellement munie d’une structure mono¨ıdale syme´trique, note´e ⊗,
et pour la quelle on a
(M ⊗N)(U) =M(U)⊗N(U).
Proposition C.4 Supposons que C posse`de des produits finis, alors C(O) munie de la structure
mono¨ıdale ⊗ est une cate´gorie de mode`les mono¨ıdale au sens de [Ho, §4]. Elle ve´rifie de plus
l’axiome du mono¨ıde de [S-S].
Esquisse de preuve: On commence par montrer que C(O) est une cate´gorie de mode`les
mono¨ıdale lorsqu’elle est munie de sa structure niveaux par niveaux. Pour cela, nous appli-
querons l’e´nonce´ ge´ne´ral de [Ho, Cor. 4.2.5], et nous aurons donc besoin d’expliciter les ensem-
bles ge´ne´rateurs I et J de cofibrations et cofibrations triviales. Pour tout U ∈ C, le foncteur
d’e´valuation en U
j∗U : C(O) −→ C(O(U)),
qui a` M associe le complexe de O(U)-modules M(U), est de Quillen a` droite (pour la structure
projective sur C(O(U)) de [Ho], pour la quelle les fibrations sont les e´pimorphismes et les
e´quivalences sont les quasi-isomorphismes). L’adjoint a` gauche de ce foncteur sera note´
(jU )! : C(O(U)) −→ C(O).
Si I(U) et J(U) de´signe alors les ensembles ge´ne´rateurs de cofibrations et cofibrations triviales
dans C(O(U)), il est facile de voir que
I := {(jU )!(u)}U∈C,u∈I(U) J := {(jU )!(u)}U∈C,u∈J(U)
sont des ensembles ge´ne´rateurs de cofibrations et cofibrations triviales pour la structure niveaux
par niveaux de C(O).
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Soit maintenant
(jU )!(A) −→ (jU )!(B) (jV )!(C) −→ (jV )!(D)
deux e´le´ments de I, pour deux objets U, V ∈ C. Alors, il est facile de voir qu’il existe un
isomorphisme naturel
(jU )!(X) ⊗ (jV )!(Y ) ≃ (jU×V )!(X ⊗ Y ).
Ainsi, le morphisme induit
((jU )!(A)⊗ (jV )!(D))
∐
((jU )!(A)⊗(jV )!(C))
((jU )!(B)⊗ (jV )!(C)) −→ (jU )!(B)⊗ (jV )!(D)
est-il isomorphe au morphisme naturel
(jU×V )!((A⊗D)
∐
A⊗C
B ⊗ C) −→ (jU×V )!((B ⊗D)).
Ce dernier morphisme est bien une cofibration car (jU×V )! est de Quillen a` gauche. De plus
cette cofibration est aussi une e´quivalence si l’un des deux morphismes A −→ B ou C −→ D est
une e´quivalence. Ceci fini de montrer que C(O) munie de sa structure niveaux par niveaux est
une cate´gorie de mode`les mono¨ıdale. On en de´duit aise´ment que C(O) munie de sa structure de
mode`les locale est encore une cate´gorie de mode`les mono¨ıdale.
Il reste a` voir que C(O) ve´rifie a` l’axiome du mono¨ıde [S-S]. Pour cela il suffit de montrer
que si X −→ Y est une cofibration triviale locale dans C(O), etM est un objet de C(O) alors le
morphisme X ⊗M −→ Y ⊗M est une e´quivalence locale. On conside`re la suite de morphismes
dans C(O)
X ⊗M −→ Y ⊗M −→ Y/X ⊗M.
Comme Y/X est cofibrant dans C(O), il est plat niveaux par niveaux. Ainsi, la suite pre´ce´dente
est une suite exacte, et il nous suffit donc de montrer que Y/X ⊗M est e´quivalent a` 0 (pour
la structure locale). Pour cela, soit p : QM −→ M un remplacement cofibrant de M . Le
morphisme p est une fibration triviale et donc une e´quivalence niveaux par niveaux. Comme
Y/X est plat niveaux par niveaux on voit que le morphisme induit
Y/X ⊗QM −→ Y/X ⊗M
est une e´quivalence niveaux par niveaux. Ainsi, on a un isomorphisme dans Ho(C(O))
Y/X ⊗L M ≃ Y/X ⊗M,
ce qui montre bien que Y/X ⊗M est e´quivalent a` 0. ✷
En corollaire de la proposition, on peut de´finir une cate´gorie mono¨ıdale syme´triqueD(C,O) :=
Ho(C(O)), pour la structure mono¨ıdale de´rive´e ⊗L. De plus, cette structure mono¨ıdale est
ferme´e. Le fait que l’axiome du mono¨ıde soit ve´rifie´ entraine l’existence de structures de mode`les
sur les cate´gories de mono¨ıdes et de modules dans C(O) comme de´montre´ dans [S-S].
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Pour terminer, supposons que f : C −→ D soit un foncteur exact a` gauche et continu entre
sites posse´dant des limites finies. Supposons que OC et OD soient deux faisceaux d’anneaux
commutatifs sur C et D munis d’un morphisme
OC −→ f
−1(OD).
On peut alors de´finir une adjonction
f! : C(OC)⇄ C(OD) : f
∗,
dont il est facile de montrer qu’il s’agit d’une adjonction de Quillen en remarquant que f!
commute a` la formation des pre´faisceaux de cohomologie H∗pr.
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