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Abstract. In this paper, we investigate the relationship between
di¤erential polynomials and meromorphic functions of ﬁnite order of
some second order linear di¤erential equations with meromorphic
coe‰cients. We obtain some precise estimates.
1 Introduction and Statement of Results
Throughout this paper, we assume that the reader is familiar with the
fundamental results and the standard notations of the Nevanlinna’s value dis-
tribution theory (see [9], [13]). In addition, we will use lð f Þ and lð1=f Þ to denote
respectively the exponents of convergence of the zero-sequence and the pole-
sequence of a meromorphic function f , rð f Þ to denote the order of growth of f ,
lð f Þ and lð1=f Þ to denote respectively the exponents of convergence of the
sequence of distinct zeros and distinct poles of f .
Consider the second order linear di¤erential equation
f 00 þ A1ðzÞePðzÞf 0 þ A0ðzÞeQðzÞf ¼ 0; ð1:1Þ
where PðzÞ, QðzÞ are nonconstant polynomials, A1ðzÞ, A0ðzÞ ðD 0Þ are entire
functions such that rðA1Þ < deg PðzÞ, rðA0Þ < deg QðzÞ. In [11], Ki-Ho Kwon
has investigated the hyper order of solutions of (1.1) when deg PðzÞ ¼ deg QðzÞ.
Gundersen showed in [7, p. 419] that if deg PðzÞ0 deg QðzÞ, then every non-
constant solution of (1.1) is of inﬁnite order. If deg PðzÞ ¼ deg QðzÞ, then (1.1)
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may have nonconstant solutions of ﬁnite order. For instance f ðzÞ ¼ ez þ 1
satisﬁes f 00 þ ezf 0  ezf ¼ 0.
In [3], Z. X. Chen and K. H. Shon have investigated the case when
deg PðzÞ ¼ deg QðzÞ and have proved the following results:
Theorem A ([3]). Let AjðzÞ ðD 0Þ ð j ¼ 0; 1Þ be meromorphic functions with
rðAjÞ < 1 ð j ¼ 0; 1Þ, a, b be complex numbers such that ab0 0 and arg a0 arg b
or a ¼ cb ð0 < c < 1Þ. Then every meromorphic solution f ðzÞD 0 of the equation
f 00 þ A1ðzÞeazf 0 þ A0ðzÞebzf ¼ 0 ð1:2Þ
has inﬁnite order.
In the same paper, Z. X. Chen and K. H. Shon have investigated the ﬁxed
points of solutions, their 1st and 2nd derivatives and the di¤erential polynomial
and have obtained:
Theorem B ([3]). Let AjðzÞ ð j ¼ 0; 1Þ, a, b, c satisfy the additional
hypotheses of Theorem A. Let d0, d1, d2 be complex constants that are not all
equal to zero. If f ðzÞD 0 is any meromorphic solution of equation (1.2), then:
(i) f , f 0, f 00 all have inﬁnitely many ﬁxed points and satisfy
lð f  zÞ ¼ lð f 0  zÞ ¼ lð f 00  zÞ ¼y;
(ii) the di¤erential polynomial
gðzÞ ¼ d2 f 00 þ d1 f 0 þ d0 f
has inﬁnitely many ﬁxed points and satisﬁes lðg zÞ ¼y.
Recently Theorem A has been generalized to higher order di¤erential
equations by the author as follows (see [1]):
Theorem C ([1]). Let PjðzÞ ¼
Pn
i¼0 ai; jz
i ð j ¼ 0; . . . ; k  1Þ be nonconstant
polynomials where a0; j; . . . ; an; j ð j ¼ 0; 1; . . . ; k  1Þ are complex numbers such
that an; jan;00 0 ð j ¼ 1; . . . ; k  1Þ, let AjðzÞ ðD 0Þ ð j ¼ 0; . . . ; k  1Þ be mero-
morphic functions. Suppose that arg an; j0 arg an;0 or an; j ¼ can;0 ð0 < c < 1Þ
ð j ¼ 1; . . . ; k  1Þ, rðAjÞ < n ð j ¼ 0; . . . ; k  1Þ. Then every meromorphic solution
f ðzÞD 0 of the equation
f ðkÞ þ Ak1ðzÞePk1ðzÞf ðk1Þ þ    þ A1ðzÞeP1ðzÞf 0 þ A0ðzÞeP0ðzÞf ¼ 0; ð1:3Þ
where kb 2, is of inﬁnite order.
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The main purpose of this paper is to study the relation between meromorphic
functions of ﬁnite order and di¤erential polynomials of second order linear
di¤erential equation (1.1). For some related results of linear di¤erential equations
with entire coe‰cients, we refer the reader to [2]. In fact we will prove the
following results:
Theorem 1.1. Let PðzÞ ¼ Pni¼0 aizi and QðzÞ ¼ Pni¼0 bizi be nonconstant
polynomials where ai, bi ði ¼ 0; 1; . . . ; nÞ are complex numbers, an0 0, bn0 0 such
that arg an0 arg bn or an ¼ cbn ð0 < c < 1Þ and A1ðzÞ, A0ðzÞ ðD 0Þ be mero-
morphic functions with rðAjÞ < n ð j ¼ 0; 1Þ. Let d0ðzÞ, d1ðzÞ, d2ðzÞ be poly-
nomials that are not all equal to zero, jðzÞD 0 is a meromorphic function with
ﬁnite order. If f ðzÞD 0 is a meromorphic solution of (1.1) with lð1=f Þ <y, then
the di¤erential polynomial gðzÞ ¼ d2 f 00 þ d1 f 0 þ d0 f satisﬁes lðg jÞ ¼y.
Remark 1.1. In the following Theorem 1.2, we remove the condition
lð1=f Þ <y.
Theorem 1.2. Suppose that PðzÞ, QðzÞ, A1ðzÞ, A0ðzÞ satisfy the hypotheses of
Theorem 1.1. If jðzÞD 0 is a meromorphic function with ﬁnite order, then every
meromorphic solution f of (1.1) satisﬁes lð f  jÞ ¼ lð f 0  jÞ ¼ lð f 00  jÞ ¼y.
2 Preliminary Lemmas
We need the following lemmas in the proofs of our theorems.
Lemma 2.1 ([6]). Let f be a transcendental meromorphic function of ﬁnite
order r, let G ¼ fðk1; j1Þ; ðk2; j2Þ; . . . ; ðkm; jmÞg denote a ﬁnite set of distinct pairs
of integers that satisfy ki > jib 0 for i ¼ 1; . . . ;m and let e > 0 be a given constant.
Then the following estimations hold:
(i) There exists a set E1H ½0; 2pÞ that has linear measure zero, such that if
c A ½0; 2pÞ  E1, then there is a constant R1 ¼ R1ðcÞ > 1 such that for all z












dt, where wE2 is the characteristic function of E2, such that for
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Lemma 2.2 ([3]). Let f ðzÞ be a transcendental meromorphic function of order
rð f Þ ¼ r < þy. Then for any given e > 0, there exists a set E3H ½0; 2pÞ that
has linear measure zero, such that if c1 A ½0; 2pÞnE3, then there is a constant
R2ðc1Þ > 1 such that for all z satisfying arg z ¼ c1 and jzj ¼ rbR2, we have
expfrrþega j f ðzÞja expfrrþeg: ð2:3Þ
Lemma 2.3. Let PðzÞ ¼ anzn þ    þ a0, ðan ¼ aþ ib0 0Þ be a polynomial
with degree nb 1 and AðzÞ ðD 0Þ be a meromorphic function with rðAÞ < n.
Set f ðzÞ ¼ AðzÞePðzÞ, z ¼ reiy, dðP; yÞ ¼ a cos ny b sin ny. Then for any given
e > 0, there exists a set E4H ½0; 2pÞ that has linear measure zero, such that if
y A ½0; 2pÞnðE4 UE5Þ, where E5 ¼ fy A ½0; 2pÞ : dðP; yÞ ¼ 0g is a ﬁnite set, then for
su‰ciently large jzj ¼ r, we have
(i) if dðP; yÞ > 0, then
expfð1 eÞdðP; yÞrnga j f ðzÞja expfð1þ eÞdðP; yÞrng; ð2:4Þ
(ii) if dðP; yÞ < 0, then
expfð1þ eÞdðP; yÞrnga j f ðzÞja expfð1 eÞdðP; yÞrng: ð2:5Þ
Proof. Set f ðzÞ ¼ hðzÞeðaþibÞzn , where hðzÞ ¼ AðzÞePn1ðzÞ, Pn1ðzÞ ¼ PðzÞ
ðaþ ibÞzn. Then rðhÞ ¼ l < n. By Lemma 2.2, for any given e ð0 < e < n lÞ,
there is E4H ½0; 2pÞ that has linear measure zero, such that if y A
½0; 2pÞnðE4 UE5Þ, where E5 ¼ fy A ½0; 2pÞ : dðP; yÞ ¼ 0g, then there is a constant
R2 ¼ R2ðyÞ > 1, such that, for all z satisfying arg z ¼ y and rbR2, we have
expfrlþega jhðzÞja expfrlþeg: ð2:6Þ
By jeðaþibÞðre iyÞ n j ¼ edðP;yÞr n and (2.6), we have
expfdðP; yÞrn  rlþega j f ðzÞja expfdðP; yÞrn þ rlþeg: ð2:7Þ
By y B E5 we see that:
(i) if dðP; yÞ > 0, then by 0 < lþ e < n and (2.7), we know that (2.4) holds
for a su‰ciently large r;
(ii) if dðP; yÞ < 0, then by 0 < lþ e < n and (2.7), we know that (2.5) holds
for a su‰ciently large r.
Lemma 2.4 ([5]). Let A0;A1; . . . ;Ak1, FD 0 be ﬁnite order meromorphic
functions. If f is a meromorphic solution with rð f Þ ¼y of the equation
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f ðkÞ þ Ak1 f ðk1Þ þ    þ A1 f 0 þ A0 f ¼ F ; ð2:8Þ
then lð f Þ ¼ lð f Þ ¼ rð f Þ ¼y:
Lemma 2.5 [8, p. 344]. Let f ðzÞ ¼ Pyn¼0 anzn be an entire function, mðrÞ be
the maximum term, i.e., mðrÞ ¼ maxfjanjrn; n ¼ 0; 1; . . .g and let nf ðrÞ be the
central index of f , i.e., nf ðrÞ ¼ maxfm; mðrÞ ¼ jamjrmg. Then
nf ðrÞ ¼ r d
dr
log mðrÞ < ½log mðrÞ2a ½log Mðr; f Þ2; ð2:9Þ
outside a set E6H ð1;þyÞ of r of ﬁnite logarithmic measure.
Remark 2.1 (see [10, pp. 33–35], [12, p. 51]). We have the following basic
properties of mðrÞ and nf ðrÞ:
(i) mðrÞ is strictly increasing for all r su‰ciently large, is continuous and tends
to þy as r !y;
(ii) nf ðrÞ is increasing, piecewise constant, right-continuous and also tends to
þy as r !y.







Lemma 2.7 (Wiman-Valiron, [8], [14]). Let f ðzÞ be a transcendental entire







ð1þ oð1ÞÞ ðkb 1 is an integerÞ; ð2:11Þ
holds for all jzj outside a set E7 of r of ﬁnite logarithmic measure.
Lemma 2.8 ([4]). Suppose that f ðzÞ is a meromorphic function with
rð f Þ ¼ b <y. Then for any given e > 0, there is a set E8H ð1;þyÞ of ﬁnite
logarithmic measure, such that
j f ðzÞja expfrbþeg ð2:12Þ
holds for jzj ¼ r B ½0; 1UE8, r ! þy.
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Lemma 2.9. Let f ðzÞ be a meromorphic function with rð f Þ ¼y and the
exponent lð1=f Þ of convergence of the poles of f ðzÞ is ﬁnite, lð1=f Þ <y. Let
djðzÞ ð j ¼ 0; 1; 2Þ be polynomials that are not all equal to zero. Then
gðzÞ ¼ d2ðzÞ f 00 þ d1ðzÞ f 0 þ d0ðzÞ f ð2:13Þ
satisﬁes rðgÞ ¼y.
Proof. We suppose that rðgÞ ¼ r <y and then we obtain a contradiction.
First we suppose that d2ðzÞD 0. Set f ðzÞ ¼ wðzÞ=hðzÞ, where hðzÞ is canonical
product (or polynomial) formed with the non-zero poles of f ðzÞ, lðhÞ ¼ rðhÞ ¼
lð1=f Þ ¼ r1 <y, wðzÞ is an entire function with rðwÞ ¼ rð f Þ ¼y. We have
f 0ðzÞ ¼ w
0h h 0w
h2




































By Lemma 2.1 (ii), there exists a set E1H ð1;yÞ that has ﬁnite logarithmic




a jzj jðr11þeÞ ð j ¼ 1; 2Þ: ð2:17Þ
Substituting (2.17) into (2.15) and (2.16), we obtain for all z satisfying














where a ð0 < a <yÞ is a constant and may be di¤erent at di¤erent places.














þ d0ðzÞ ¼ gðzÞhðzÞ
wðzÞ : ð2:20Þ





þ ðOðzaÞd2ðzÞ þ d1ðzÞÞw
0
w












where m ð0 < m <yÞ is some constant. By Lemma 2.7, there exists a set
E2H ð1;þyÞ with logarithmic measure lmðE2Þ < þy and we can choose z






ð1þ oð1ÞÞ ð j ¼ 1; 2Þ: ð2:23Þ
Since rðgÞ ¼ r <y and rðhÞ ¼ lð1=f Þ ¼ r1 <y, by Lemma 2.8 there exists a
set E3 that has ﬁnite logarithmic measure, such that for all z satisfying
jzj ¼ r B ½0; 1UE3, we have
jgðzÞja expfrrþ1g; jhðzÞja expfrr1þ1g: ð2:24Þ
By Lemma 2.5, there is a set E4H ð1;þyÞ that has ﬁnite logarithmic measure,
such that for all z satisfying jzj ¼ r B ½0; 1UE4, we have
jnwðrÞj < ðlog Mðr;wÞÞ2: ð2:25Þ
Since rðwÞ ¼ lim
r!þy
log nwðrÞ






Set the logarithmic measure of E1 UE2 UE3 UE4,
lmðE1 UE2 UE3 UE4Þ ¼ g < þy;
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Then for a given arbitrary large b > 2 ðr1 þ rþmþ 3Þ,
nwðrnÞb rbn ð2:29Þ
holds for su‰ciently large rn. Now we take point zn satisfying jznj ¼ rn and












where L > 0 is some constant. By Lemma 2.5 and (2.29), we get
Mðrn;wÞ > expðrb=2n Þ: ð2:31Þ
Hence by (2.24), (2.31) as rn ! þy
jgðznÞhðznÞj
Mðrn;wÞ ! 0 ð2:32Þ
holds. By (2.29), (2.30), (2.32), we get
jd2ðznÞjrbn a jd2ðznÞjnwðrnÞa 2LKrmþ1n ; ð2:33Þ
where K > 0 is some constant. This is a contradiction by b > 2 ðr1 þ rþmþ 3Þ.
Hence rðgÞ ¼y.
Now suppose d21 0, d1D 0. Using a similar reasoning as above we get a
contradiction. Hence rðgÞ ¼y.
Finally, if d21 0, d11 0, d0D 0, then we have gðzÞ ¼ d0ðzÞ f ðzÞ and by d0 is
a polynomial, then we get rðgÞ ¼y.
Lemma 2.10. Let PðzÞ ¼ Pni¼0 aizi and QðzÞ ¼ Pni¼0 bizi be nonconstant
polynomials where ai, bi ði ¼ 0; 1; . . . ; nÞ are complex numbers, an0 0, bn0 0 such
that arg an0 arg bn or an ¼ cbn ð0 < c < 1Þ. We denote index sets by
L1 ¼ f0;Pg;
L2 ¼ f0;P;Q; 2P;PþQg:
(i) If Hj ð j A L1Þ and HQD 0 are all meromorphic functions of orders that are
less than n, setting C1ðzÞ ¼
P
j AL1
HjðzÞe j, then C1ðzÞ þHQeQD 0.
(ii) If Hj ð j A L2Þ and H2QD 0 are all meromorphic functions of orders that
are less than n, setting C2ðzÞ ¼
P
j AL2
HjðzÞe j, then C2ðzÞ þH2Qe2QD 0.
(iii) Let C20ðzÞ, C21ðzÞ, C22ðzÞ, C23ðzÞ, C24ðzÞ have the form of C2ðzÞ which
is deﬁned as in (ii), H2QD 0 are all meromorphic functions of orders that are less
than n, jðzÞD 0 and fðzÞD 0 are meromorphic functions with ﬁnite order. Then











þC20ðzÞ þH2Qe2QD 0: ð2:34Þ
Proof. The proof of (i) and (ii) are similar, we prove only (ii). We divide
this into two cases to prove:
Case 1: Suppose ﬁrst that arg an0 arg bn. Then arg an, arg bn, argðan þ bnÞ
are three distinct arguments. Set rðH0Þ ¼ b < n. By Lemma 2.2, for any given
e 0 < e < min 14 ; n b
  
, there is a set E1 that has linear measure zero such that
if arg z ¼ y A ½0; 2pÞnE1, then there is R ¼ RðyÞ > 1 such that for all z satisfying
arg z ¼ y and jzj ¼ r > R, we have
jH0ðzÞja expfrbþeg: ð2:35Þ
By Lemma 2.3, there exists a ray arg z ¼ y A ½0; 2pÞnE1 UE2 UE0, E2;E0H ½0; 2pÞ
being deﬁned as in Lemma 2.3, E2 having linear measure zero, E0 being a ﬁnite
set, such that
dð2P; yÞ ¼ 2dðP; yÞ < 0; dðPþQ; yÞ < 0; dð2Q; yÞ ¼ 2dðQ; yÞ > 0
and for the above e, we have for su‰ciently large jzj ¼ r
jH2Qe2Qjb expfð1 eÞ2dðQ; yÞrng; ð2:36Þ
jHQeQja expfð1þ eÞdðQ; yÞrng; ð2:37Þ
jHPþQePþQja expfð1 eÞdðPþQ; yÞrng < 1; ð2:38Þ
jH2Pe2Pja expfð1 eÞ2dðP; yÞrng < 1; ð2:39Þ
jHPePja expfð1 eÞdðP; yÞrng < 1: ð2:40Þ
If C2ðzÞ þH2Qe2Q1 0, then by (2.35)–(2.40), we have
expfð1 eÞ2dðQ; yÞrnga jH2Qe2Qja expfrbþeg þ expfð1þ eÞdðQ; yÞrng þ 3
a 3 expfrbþeg expfð1þ eÞdðQ; yÞrng: ð2:41Þ
By 2ð1 eÞ  ð1þ eÞ ¼ 1 3e > 14 and b þ e < n, we obtain from ð2:41Þ a con-
tradiction. Hence C2ðzÞ þH2Qe2QD 0.
Case 2: Suppose now an ¼ cbn ð0 < c < 1Þ. Then for any ray arg z ¼ y, we
have
dðP; yÞ ¼ cdðQ; yÞ; dð2P; yÞ ¼ 2cdðQ; yÞ;
dðPþQ; yÞ ¼ ð1þ cÞdðQ; yÞ; dð2Q; yÞ ¼ 2dðQ; yÞ:
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Then by Lemma 2.2 and Lemma 2.3, for any given e 0 < e < min 1c4 ; n b
  
there exist EjH ½0; 2pÞ ð j ¼ 0; 1; 2Þ that have linear measure zero, where E0,
E1 and E2 are deﬁned as in the case 1 respectively. We take the ray
arg z ¼ y A ½0; 2pÞnE1 UE2 UE0 such that dðQ; yÞ > 0 and for su‰ciently large
jzj ¼ r, we have (2.35)–(2.37) and
jHPePja expfð1þ eÞcdðQ; yÞrng; ð2:42Þ
jHPþQePþQja expfð1þ eÞð1þ cÞdðQ; yÞrng; ð2:43Þ
jH2Pe2Pja expfð1þ eÞ2cdðQ; yÞrng: ð2:44Þ
If C2ðzÞ þH2Qe2Q1 0, then by (2.35)–(2.37) and (2.42)–(2.44) we have
expfð1 eÞ2dðQ; yÞrng
a jH2Qe2Qja expfrbþeg þ 2 expfð1þ eÞð1þ cÞdðQ; yÞrng
þ 2 expfð1þ eÞ2cdðQ; yÞrng: ð2:45Þ
By b þ e < n and 4e < 1 c, we have as r ! þy
expfrbþeg
expfð1 eÞ2dðQ; yÞrng ! 0; ð2:46Þ
expfð1þ eÞð1þ cÞdðQ; yÞrng
expfð1 eÞ2dðQ; yÞrng ! 0; ð2:47Þ
expfð1þ eÞ2cdðQ; yÞrng
expfð1 eÞ2dðQ; yÞrng ! 0: ð2:48Þ
By (2.45)–(2.48), we get 1a 0. This is a contradiction, hence C2ðzÞ þH2Qe2QD 0.
(iii) Set r ¼ maxfrðjÞ; rðfÞg <y. Then by Lemma 2.1, for any given
e > 0, there exists a set EH ½0; 2pÞ that has linear measure zero, such that if
y A ½0; 2pÞ  E, then there is a constant R ¼ RðyÞ > 1 such that for all z satisfying








a jzjkðr1þeÞ ðk ¼ 1; 2Þ: ð2:49Þ
It follows that on the ray arg z ¼ y A ½0; 2pÞ  E,
jðkÞðzÞ
jðzÞ HjðzÞe





j ð j A L2Þ; f
0ðzÞ
fðzÞ HjðzÞe
j ð j A L2Þ
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keep the properties of HjðzÞe j ð j A L2Þ which are deﬁned as in (2.35), (2.37)–
(2.40) or (2.35), (2.37), (2.42)–(2.44). By using similar reasoning to that in the
proof of (ii), the proof of (iii) can be completed.
3 Proof of Theorem 1.1
Suppose that f ðzÞD 0 is a meromorphic solution of equation (1.1) with
lð1=f Þ <y. Then by Theorem C we have rð f Þ ¼y. First we suppose that
d2ðzÞD 0. Set w ¼ d2 f 00 þ d1 f 0 þ d0 f  j, then by Lemma 2.9 we have rðwÞ ¼
rðgÞ ¼ rð f Þ ¼y. In order to prove lðg jÞ ¼y, we need to prove lðwÞ ¼y.
Substituting f 00 ¼ A1ePf 0  A0eQf into w, we get
w ¼ ðd1  d2A1ePÞ f 0 þ ðd0  d2A0eQÞ f  j: ð3:1Þ
Di¤erentiating both sides of equation (3.1) and replacing f 00 with f 00 ¼
A1ePf 0  A0eQf , we obtain
w 0 ¼ ½d2A21e2P  ððd2A1Þ0 þ P 0d2A1 þ d1A1ÞeP  d2A0eQ þ d0 þ d 01 f 0
þ ½d2A0A1ePþQ  ððd2A0Þ0 þQ 0d2A0 þ d1A0ÞeQ þ d 00 f  j 0: ð3:2Þ
Set
a1 ¼ d1  d2A1eP; a0 ¼ d0  d2A0eQ; ð3:3Þ
b1 ¼ a 01 þ a0  a1A1eP
¼ d2A21e2P  ððd2A1Þ0 þ P 0d2A1 þ d1A1ÞeP  d2A0eQ þ d0 þ d 01; ð3:4Þ
b0 ¼ a 00  a1A0eQ ¼ d2A0A1ePþQ  ððd2A0Þ0 þQ 0d2A0 þ d1A0ÞeQ þ d 00: ð3:5Þ
Then we have
a1 f
0 þ a0 f ¼ wþ j; ð3:6Þ
b1 f
0 þ b0 f ¼ w 0 þ j 0: ð3:7Þ
Set
h ¼ a1b0  a0b1
¼ ðd1  d2A1ePÞ½d2A0A1ePþQ  ððd2A0Þ0 þQ 0d2A0 þ d1A0ÞeQ þ d 00
 ðd0  d2A0eQÞ½d2A21e2P  ððd2A1Þ0 þ P 0d2A1 þ d1A1ÞeP
 d2A0eQ þ d0 þ d 01: ð3:8Þ
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Now check all the terms of h. Since the term d 22A
2
1A0e
2PþQ is eliminated, by (3.8)
we can write h ¼ C2ðzÞ  d 22A20e2Q, where C2ðzÞ is deﬁned as in Lemma 2.10 (ii).
By d2D 0, A0D 0 and Lemma 2.10 (ii) we see that hD 0. By (3.6), (3.7) and
(3.8), we obtain
hf ¼ a1ðw 0 þ j 0Þ  b1ðwþ jÞ; ð3:9Þ
hf 0 ¼ a0ðw 0 þ j 0Þ þ b0ðwþ jÞ: ð3:10Þ
Di¤erentiating both sides of equation (3.10) we obtain
ðhf 0Þ 0 ¼ a0ðw 00 þ j 00Þ þ ðb0  a 00Þðw 0 þ j 0Þ þ b 00ðwþ jÞ: ð3:11Þ
On the other hand by (1.1), (3.9) and (3.10)






ða0ðw 0 þ j 0Þ þ b0ðwþ jÞÞ
 A0eQða1ðw 0 þ j 0Þ  b1ðwþ jÞÞ: ð3:12Þ
By (3.11), (3.12) we get











þ b1A0eQ  b 00
 
ðwþ jÞ ¼ 0: ð3:13Þ
Hence by (3.3), (3.4), (3.5), (3.13) we have
a0w
00 þF1w 0 þF0w





































j 0  b0
h 0
h




¼ F ; ð3:14Þ
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where F1ðzÞ and F0ðzÞ are meromorphic functions with rðF1Þa n, rðF0Þa n. By


















C24ðzÞ ¼ a0 ¼ d0  d2A0eQ;
C23ðzÞ ¼ A1ePa0 ¼ d2A0A1ePþQ  d0A1eP;
C22ðzÞ ¼ b0 ¼ d2A0A1ePþQ  ððd2A0Þ0 þQ 0d2A0 þ d1A0ÞeQ þ d 00;
C21ðzÞ ¼ A0eQa 01  A1ePa 00  b 00 þ d0A0eQ
¼ d 00A1eP þ ½A0d 01 þ ðd2A0Þ00 þ ðQ 0d2A0Þ0 þ ðd1A0Þ0 þQ 0ðd2A0Þ0
þ ðQ 0Þ2d2A0 þ d1A0Q 0 þ d0A0eQ
þ ½ðd2A0Þ0A1 þQ 0d2A1A0  A0ðd2A1Þ0  P 0d2A1A0  ðd2A1A0Þ0
 ðP 0 þQ 0Þd2A0A1ePþQ  d 000 :
By rðhÞa n, d2D 0, A0D 0, rðjÞ <y and Lemma 2.10 (iii) we see that FD 0
and by Lemma 2.4, we obtain lðwÞ ¼ rðwÞ ¼y.
Now suppose d21 0, d1D 0. Using a similar reasoning as above we get
lðwÞ ¼ rðwÞ ¼y.






































By jðzÞ being a meromorphic function of ﬁnite order and d0ðzÞ is a polynomial,
then
jðzÞ
d0ðzÞ has ﬁnite order and by Theorem C we have















¼y (d0 is a polynomial). Then
lðwÞ ¼y, i.e., lðd0 f  jÞ ¼y.
4 Proof of Theorem 1.2
Suppose that f ðzÞD 0 is a meromorphic solution of equation (1.1). Then
by Theorem C we have rð f Þ ¼ rð f 0Þ ¼ rð f 00Þ ¼y. Since rðjÞ <y, then
rð f  jÞ ¼ rð f 0  jÞ ¼ rð f 00  jÞ ¼y. By using similar reasoning to that in the
proof of Theorem 1.1, the proof of Theorem 1.2 can be completed.
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