Abstract-Vehicles today are equipped with control systems that improve their handling and stability. Knowledge of road bank angle and vehicle parameters is crucial for good behavior in this type of control. This paper develops a new method for estimating different states, such as vehicle roll angle, road bank angle, and vehicle parameters. This method combines a dual Kalman filter with a probability density function truncation method to consider the parameter physical limitations. Experimental results show the effectiveness of the proposed method and demonstrate that the incorporation of parameter constraints improves its estimation accuracy. The proposed method provides an estimation of the parameters and the states' physical meaning and the stable values within the real boundary limits in contrast to other estimation methods.
I. INTRODUCTION

W
ITH the recent advancements in the vehicle industry, driving safety in vehicles is one of the key issues in the design of any vehicle. Nowadays, vehicles are equipped with control systems in order to improve their handling and stability [1] - [5] . These control systems need to know the behavior of vehicle (states), such as the sideslip angle, the yaw rate, the roll angle, among others, [6] - [8] during different maneuvers in order to perform appropriately. Specifically, knowledge of the road bank and vehicle roll angles is useful in lateral and rollover stability control systems.
To improve the vehicle lateral stability, the yaw rate and the sideslip angle are controlled so that they follow their target values. The yaw rate can be directly measured by a yaw rate sensor (gyroscope). In addition, the sideslip angle can be obtained from a dual-antenna GPS, but this is a very expensive technique.
For this reason, the value of the sideslip angle is currently estimated by a control system. Some methods estimate the sideslip angle by means of the estimated roll angle [9] - [11] . The problem with these methods is that neither of them estimate the vehicle roll angle and the road bank angle separately. In [6] , the sideslip angle is estimated considering the vehicle roll angle and road bank separately. Nevertheless, the road bank angle estimation algorithm was not experimentally evaluated. It is necessary to highlight the fact that the road bank angle is not only important for the performance of designed vehicle stability control systems, but also prevents their unnecessary activation when the vehicle is on a road bank [12] , [13] .
The rollover stability control systems are based on lateral load transfer, which is directly related to the vehicle roll angle [1] . To improve the performance of these systems, an accurate measure of the vehicle roll angle is needed. One of the problems is that many commercial sensors provide global information on the roll angle (vehicle roll angle + road bank angle) which cannot be directly used as a control variable to drive the Roll Stability Control (RSC) systems [14] . For this reason, it is necessary to design observers to estimate both variables separately.
Several observers and control systems proposed in the literature are based on mathematical models. In this case, it is necessary to know the vehicle parameters in detail in order to obtain real vehicle response. Some of the vehicle parameters can be easily measured such as the mass, the track width or the wheelbase. However, there are other parameters that are unknown and directly unmeasurable such as roll stiffness, roll damping coefficient, tire cornering stiffness, etc. These parameters are usually estimated through an identification process.
Therefore, a good deal of research has been carried out to estimate different vehicle parameters. A TS (Two-Stage) approach has been developed by Garatti and Bittanti [15] to estimate the tire parameters of the Pacejka model from measurements of the car behavior. Bolhasani and Azadi [16] use a genetic algorithm optimization method to estimate vehicle parameters such as tire cornering stiffness, mass moments of inertia about longitudinal and vertical axes, sprung mass and roll stiffness and roll damping coefficients of the suspension system.
Because there is no guarantee that model behavior does not change over time, the model adjustment through the time variation of parameters together with state variables is crucial. Accordingly, a procedure that can provide the simultaneous estimate of states and parameters is required. There are different methods, which are used to obtain simultaneously the parameter and states estimates for dynamic systems, such as joint state/parameter estimation and dual state/parameter estimation. The former method concatenates both states and parameters into a joint state vector. The latter method considers a separate state-space formulation for states and parameters [17] . Using the dual state/parameter estimation, it is possible to switch off the parameter estimator, once a sufficiently good set of estimates for the parameters have been found [18] . This should increase the performance of the state estimator, as it reduces the parameter uncertainties as well as disturbances arising from the varying model parameters. Regarding the joint state/parameter estimates method, it has been known to have convergence problems [17] . Furthermore, if the sensitivity matrix of the stateto-output equations is ill-conditioned, the joint state/parameter estimation method results in deteriorated accuracy for parameters estimation [19] .
Some researches use a Dual Kalman Filter (DKF) to identify the vehicle parameters and the vehicle state simultaneously [20] . Hong et al. [21] estimate three inertial parameters: the sprung mass, the yaw moment of inertia and the longitudinal position of the center of gravity using a Dual Unscented Kalman Filter (DUKF). Nada et al. [22] provide a model based estimator using DUKF to enhance the real time performance of the algorithm. The model-based estimator deals with both estimation of vehicle states and vehicle parameters such as tire road friction coefficient and vehicle mass. Wenzel et al. [18] use a Dual Extended Kalman Filter (DEKF) in order to estimate both vehicle states and vehicle parameters such as vehicle mass, moment of inertia about vertical axis and the distance between the center of gravity and the front axle.
In most physical systems, process parameters and states are normally bounded by their physical limitations. This aspect implies that the estimates of the states and parameters have to satisfy their respective constraints. The incorporation of constraints increases the computational effort of Kalman filters but significantly improves their estimation accuracy.
Different methods have been developed to deal with constraints in Kalman filters. The projection method conducts a projection to transform the unconstrained estimate so that the new estimate lies on a constrained surface [23] - [25] . In the pdf (probability density function) truncation method, the pdf is taken from the state/parameter estimate, which is calculated by Kalman filters (assuming that it is Gaussian) and truncated at the constraint edges. The constrained state/parameter estimate becomes equal to the mean of the truncated pdf [23] . The pdf truncation approach has been used in different engineering applications: for estimating the pose of a human hand and refining the 3D shape of the given hand model from a monocular image sequence which contains no depth data [26] , for estimating the aircraft turbofan engine health parameter [27] and for correcting the localization and registration of a surgical robot [28] .
The main contribution of the work presented in this paper is a constrained dual state and parameter estimation algorithm using a DKF for analysis of lateral vehicle dynamics. The pdf truncation algorithm is proposed for handling constraints on parameters in order to estimate vehicle parameters and road bank angle. The proposed algorithm retains the advantages of DKF, while being able to systematically handle constraints on parameters. Experimental results show the effectiveness of the proposed algorithm. This paper is organized as follows. The vehicle model for estimator design is described in Section II. The model considers the road bank angle and vehicle roll angle separately. In Section III, a DKF is designed for estimation of lateral vehicle states and parameters combined with the pdf method. The DKF uses data obtained from sensors mounted on a real vehicle: the sideslip angle, β, the yaw rate, r, the total roll angle, φ and the roll rate,φ. In this case, different problems appear. First of all, the sensor provides global information on the roll angles (road bank angle + vehicle roll angle). Secondly, the number of parameters to estimate is high. Third, the parameters model is a non-linear model. And finally, the number of sensor measurements is low compared with the number of states and parameters to estimate. For these reasons, the solution of this problem is very complex: several solutions can be obtained, even solutions with non-physical meaning. In this case, a constrained method is necessary in order to take into account the known constraints on the parameter vector. In this paper, the pdf method to limit the parameter vector is used. The reason is due to the fact that the possible values of the vehicle parameters are included in well-known ranges and the pdf truncation method is designed for inequality constraints. In Section IV, the real vehicle and sensors mounted on it are described. In addition, the proposed estimator is evaluated using real tests and the results are illustrated. Finally, the summary and conclusions are given in Section V.
II. VEHICLE MODEL WITH ROAD BANK
In Fig. 1 , the vehicle roll model with road bank is shown. It is assumed that the vehicle sprung mass rotates around the roll center of the vehicle. The vehicle model has three degrees of freedom (DOF): the sideslip angle (β), the yaw rate (r) and the roll angle (φ v ). The equations of lateral motion for a vehicle model with road bank angle and linear tire characteristics are [12] , [13] , [29] , [30] : where
m is the vehicle mass; C αf and C αr are the cornering stiffness of the front and rear tire, respectively; a and b are the distances of the front and rear axles from the Center of Gravity (COG); h cr is the distance from roll center to COG; I x is the moment of inertia about the roll axis; I z is the moment of inertia about the yaw axis; g is the acceleration of gravity; K susp is the roll stiffness, C susp is the roll damping coefficient; δ is the steering wheel angle; V x is the longitudinal velocity; p f is the x component of the angular velocity vector of the vehicle frame with respect to the inertial coordinates and φ r is the road bank angle. The rate of the road bank angle (φ r ) can be calculated by defining a new variable r and assuming the vehicle pitch angle is small [29] :φ
The road bank angle (φ r ) and the time derivate of p f can be considered as two disturbances to vehicle dynamics. Since the road changes independently, the disturbances due to the road vary independently of the vehicle dynamics. However, the two disturbances are not independent of each other [29] . Therefore, the dynamics of the disturbances can be described as follows assuming that the disturbances due to the road changes are the result of white noise forcingp f andε r [30] :
III. PARAMETER AND ROAD BANK ESTIMATION
The proposed estimator architecture is shown in Fig. 2 . The estimation process is based on DKF for parameter and state estimation [18] , [21] , [22] , [31] . DKF uses the data obtained from steering wheel sensor, inertial sensor and dual GPS antenna mounted on a real vehicle. However, the number of estimated parameters is so large that it could give false solutions. In this sense, a constrained method based on pdf is used to take into account the known constraints on the parameter vector.
A. Dual Kalman Filter
The Kalman filter is a mathematical tool used for estimating vehicle motion. This filter includes data with a substantial amount of noise and unobserved states in the system which must be estimated. For this reason a Kalman filtering technique has been employed in this work.
In a general case, a vehicle model can be expressed as:
where x s represents the variable states, x p represents the variable parameters and w is the process noise vector.
Assuming that the system in Section II is linear, then, the continuous time state space system is:
where
T and v is the measurement noise vector. w and v are assumed to be white, zero mean and uncorrelated:
where Q and R are the covariance matrices describing the second-order properties of the state and measurement noise. The values of matrices A, B, and C are defined in equation (15), shown at the bottom of the next page. In order to operate with the sensors data, the discrete state space system is obtained:
where, 
T . In this work, a DKF algorithm has been used to estimate both the parameters of vehicle model and the vehicle states. At every time step k, a Kalman state filter estimates the state using the current parameter estimatex p , while a Kalman parameter filter estimates the vehicle parameters using the current state estimatex s .
The DKF is summarized as the following recursive equations: 1) Parameter prediction: 2) State prediction:
3) State correction:
4) Parameter correction: (27) where P p and P s are the error covariance matrices for parameters and states, respectively. K p and K s are the optimal Kalman gain matrices for parameters and states, respectively.
The DKF depends on the definition of the four covariance matrices: R p , R s , Q p , and Q s . Since parameter and state estimators depend on the same output, y obs , the measurements for noise covariances are the same:
The measurements for noise covariances are given by sensor errors [32] 
The process noise covariance matrix of state estimator is given by:
where R 0 is a large value [18] . In our case, R 0 takes the value 100,000. The process noise covariance matrix of parameter estimator is given by:
The variables (31), shown at the bottom of the page.
B. Probability Density Function Truncation Approach
In most physical systems, their parameters and states are normally bounded between their physical limits. This implies that the estimation of the parameters and states has to satisfy their respective constraints. To consider this fact, the DKF has to be modified in order to incorporate the constraints. In this work, only parameter constraints are considered. States can be also constrained but this implies more computational effort and achieved results (see Section IV) show that it is not necessary to take them into account. The parameters should stay within certain positive ranges:
where vectors LB and U B represent the lower and upper bounds of the vehicle parameters, respectively. The proposed constrained dual estimation is based on pdf truncation algorithm [23] , [27] , [33] . In this approach, the pdf, which is calculated by the Kalman filter, is taken and truncated at the constraint edge. The constrained parameters become equal to the mean of the truncated pdf. The DKF estimatex p (k) is a Gaussian random variable with a mean of x p (k) and a covariance of P p,k|k . Suppose that at time k, p scalar parameter constraints are given
where a k,i < b k,i . This is a two-sided constraint on the linear function of the parameter D T k,i ·x p,k|k . Now suppose at time k that we have a Kalman Filter estimate x p with covariance P p,k|k . The problem is to truncate the Gaussian pdf N (x p,k|k , P p,k|k ) at the p constraints, and then find the meañ x p,k|k and covariance P p,k|k of the truncated pdf.
Because of the difficulty of computing the distribution truncated with all parameter constraints, the algorithm is approximated by a sequential truncation with each single constraint.
To compute (x p,k|k , P p,k|k ) given the associated i-th parameter constraint in equation (33) , the first step is to initialize
We perform the transformation:
T i and W i are obtained from the Jordan canonical decomposition of P p,i (k), which satisfies
S i is an orthogonal matrix obtained by using Gram-Schmidt orthogonalization that satisfies [23] :
From equations (35)- (37), it is shown that vector z k,i has a mean 0 and covariance matrix of identity, and the constraint is transformed in a normalized scalar constraint:
Since z k,i has an identity covariance matrix, its elements are statistically independent of one another. Only the first element of z k,i is constrained, so the pdf truncation reduces to a onedimensional truncation.
We normalize the truncated pdf so that it has an area of one, and the first element of z k,i is constrained between c k,i and d k,i
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where erf(·) represents the error function. In this case, the truncated mean μ i and covariance σ 2 i are computed as:
We can compute the mean and variance of the first element of z k,i after constraint enforcement as
where diag(a, b, . . .) represents a diagonal matrix whose diagonal elements are a, b, . . .. The mean and variance of the parameter state, after enforcement of the first constraint, are obtained taking the inverse of the transformation of equation (35):
Then, i is incremented by one and the process is repeated from equations (35)-(47) to obtain the parameter estimate after enforcement of the next constraint. After going through this process p times, once for each constraint, the final constrained parameter estimate and covariance at time k is given bỹ 
IV. EXPERIMENTAL RESULTS AND DISCUSSION
The vehicle used for this research was a Mercedes Sprinter as shown in Fig. 3 . It was equipped with a steering angle sensor MSW 250 Nm from Kistler, a Vbox 3i dual-antenna data logger, an IMU (Inertial Measurement Unit) sensor and two GPS antennas from Raceologic.
The IMU was mounted on the vehicle floor near its COG. The two antennas were mounted 90 deg to the true heading of the vehicle on the roof in order to measure the sideslip and roll angles with high precision [32] .
The data obtained from sensors mounted in the vehicle are: steering wheel, δ, yaw rate, r, sideslip angle, β, roll angle, φ r + φ v , and roll rate,φ v + p f as depicted in Fig. 2 .
The performance of the proposed estimator has been proved for a real vehicle travelling on a dry pavement under different maneuvers. Straight line, J-turn and slalom maneuvers are shown in Figs. 4 and 5 . The speed profile is depicted in Fig. 6 . From point A to point B, a straight line test is conducted during 24 seconds; from point B to point C a J-turn test is conducted during 30 seconds; from point C to point D, a slalom test is conducted during 31 seconds; from point D to point E, a J-turn test is conducted during 27 seconds; and finally, from point E to point F, a slalom test is conducted during 35 seconds.
In order to demonstrate the improvement provided by the proposed algorithm, its results have been compared with other estimators: an estimator without considering parameters constraints and an estimator which uses a modified projection method in order to take into account the parameters inequalities constraints [27] . Following, the modified projection method is described. Suppose that we have p inequalities constraints, and q of the p inequalities are active (they are out of boundaries). Denote byD k,i the q rows of D k,i that correspond to the active constraints, and denote by d the q components of LB and U B that correspond to the active constraints. Then, the inequalityconstrained problem is equivalent to an equality-constrained problem in form of:
(50) The solution to the above problem is: In Figs. 7, 8 , 11, and 13 it can be seen that the approach does not provide a good estimation of parameters because some do not have physical meaning: the values cannot be negative. The estimation of vehicle roll angle φ v and road bank angle φ r also is not suitable (see Fig. 14) . The values obtained for these angles are not realistic, achieving values over 1000 degrees, although the estimation of output state (total roll angle) was very similar to sensor measurements (see Fig. 15 ).
The results of vehicle parameters estimation using a constrained DKF based on modified projection approach are shown in Figs. 7-13 (light grey) . In this case, the value of the parameters does not converge and the majority of them oscillate between their boundary limits. This method provides an unrealistic road bank angle estimate, with values above 100 degrees, completely out of the physical range.
Finally, the results of vehicle parameters estimation using a constrained DKF based on pdf truncation approach are shown in Figs. 7-13 The estimate of vehicle roll angle φ v (grey) and road bank angle φ r (black) is shown in Fig. 16 . The results of the estimated road bank angle have been validated using a calibrated inclinometer with an accuracy of 0.1 degree. These experimental measurements allow us to set a real range of road bank Fig. 16 with horizontal lines for each stretch of road. In the straight section, the 82% of the road bank angle estimate data are included between the experimental boundaries limits with a maximum error of 0.5 degrees. However, this percentage is reduced to 60% considering all sections. It is necessary to take into account the fact that the measurements have been carried out for a heavy vehicle in which the height of COG and the stiffness of tire greatly affects the vehicle roll angle. These perturbations have an important influence on the road bank estimation. This effect can be mainly seen during the slalom maneuvers, where the amplitude of road bank estimation (about 4 degrees) is higher than estimated values for J-turn maneuvers. In the slalom maneuver, the tire deformation is more affected by rapid dynamic changes. Vehicle roll angle (gray) and road bank angle estimation (black) using a DKF algorithm without constraints. Fig. 15 . Sensor measurement of the total roll angle (gray) and the total roll angle estimation (black) using a DKF algorithm without constraints. Fig. 16 . Vehicle roll angle (gray) and road bank angle (black) estimation using a constrained DKF algorithm based on pdf truncation.
V. CONCLUSION AND FUTURE WORKS
This paper presents a new method based on a constrained DKF for estimation of vehicle states and parameters. DKF does not work well if the number of states and parameter to estimate is high, so that the consideration of constraints is beneficial in this case. The constraint enforcement method presented in this paper is based on a pdf truncation algorithm that updates the Kalman filter with the mean and covariance of the region of the pdf that lies outside of the constraint hyperplane.
Experimental results show the effectiveness of proposed method and demonstrate that the incorporation of parameters constraints improves its estimation accuracy. In comparison with the DKF method and the DKF with a modified projection method, the proposed method provides a parameters and states estimation with physical meaning and stable values within the real boundary limits.
Further research could focus on including the non-linear behavior of the tire and suspension system. It should improve the vehicle roll angle estimate and, consequently, the road bank estimate. 
