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Lithium-ion batteries are increasingly used as energy storage devices in electric
power systems, transportation, and portable applications. An accurate monitor-
ing of their state of charge and state of health is of paramount importance to
guarantee an efficient, reliable, and safe operation of batteries. However, existing
methods employed in commercial battery monitoring cannot provide complete
information with regard to the complex electrochemical dynamics of the internal
battery processes, and this often leads to inaccurate monitoring.
Electrochemical Impedance Spectroscopy (EIS) is a well-established and
high-accurate diagnostic technique for the characterisation and monitoring of the
battery dynamics in the frequency domain. Nevertheless, several limitations
still impede the transfer of this technique from the laboratory to commercial
applications, including the unaffordable and bulk instrumentation as well as the
long measurement duration. This thesis is therefore devoted to the development
of low-cost and small-size solution for commercial battery condition monitoring,
based on the use of DC-DC power converter typically connected to the battery
to create the current and voltage perturbations required to measure the battery
impedance. To achieve this goal, this thesis proposes an embedded system (based
on the BeagleBone Black board) that combines real-time digital signal processing
with the high computational power and user-friendly interface of affordable off-
the-shelf hardware. In more detail, the work focuses on the EIS measurements on
v
3.3-Ah 18650-size lithium-ion batteries, and it shows how the proposed hardware
can control the converter, acquire measurable signals, properly process them in
time and frequency domains, and estimate battery state by using a memory-
efficient method based on battery equivalent circuit model.
Experimental results show that impedance measurements can be success-
fully obtained from the proposed system, with the measurement uncertainty of
around 2 mΩ within the frequency range from 1.0 Hz to 1320 Hz. The accuracy of
the prototype is validated by comparison to state-of-the-art laboratory equipment.
Finally, feasible approaches to estimate the battery state of charge and state of
health, based on the estimation of the solid electrolyte interface resistance and
pure ohmic resistance, respectively.
vi
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Worldwide energy consumption has radically increased over the past decades [1–
4], and traditional energy use currently faces several challenges. The paramount
challenge has been the environment pollution by fossil fuels, which have been the
most popular energy source since internal combustion engines became significant
generators of the kinetic energy for machines in the early 20th century [5]. Viable
alternative energy sources have gradually replaced traditional energy sources,
which has started to be a primary trend of energy revolution. It is also worth
noting that with the widespread use of fossil fuels over past years, the emissions
of greenhouse gases such as carbon dioxide and nitrous oxide in the earth’s
atmosphere have increased, with negative effects on our homes, agriculture, and
well-being. As an effort to tackle this serious problem, more sustainable energy
sources can be deployed [6, 7]. These energy sources play an important role to
reduce greenhouse gas emissions.
Sustainable energy sources include wind, solar and tide, which can con-
tribute to the generation of electricity without any pollution. Nevertheless, the
generated electricity is not widely used on grids and electrical components because
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of variable and unpredicted electricity generating and transferring conditions. To
handle the unstable effects on electricity transformation, exploiting stationary
energy storage and conversion systems is a possible solution.
In particular, electrochemical battery systems are economically viable
and operationally effective for grid support in the transmission and distribution
functions [8]. The properties of the electrochemical system are significantly
determined by electrode and electrolyte materials. Different battery materials
lead to differences in battery abilities in energy storage or conversion. On the
market, universal electrolytes can be classified into three categories: liquid, solid
and gas. According to the composition of electrolyte, traditional batteries can
be sorted: lead-acid battery, fuel cells, nickel-metal hydride battery, and lithium-
ion battery. These batteries have been broadly applied to several areas. For
example, traditional and smart grid systems have benefited from the contribution
of batteries on efficient energy storage [9].
Batteries are also utilised as the dominant power supply for the majority
of portable applications, such as portable electronic devices, electric vehicles
and mobile robots [10–14]. Popular implementations such as portable electronic
devices (including mobile phones and laptops), are mainly powered by lithium-
ion batteries [15]. This is due to lithium-ion batteries featuring higher energy
conversion efficiency, light weight, low maintenance, and long service life [16]. In
this case, lithium-ion batteries enable the mentioned above features to increase
the lifespan for large scale battery applications, for example electric vehicles [16].
Therefore, for the coming years, the demand for lithium-ion batteries is expected
to significantly increase in the UK and Europe (as well as in other countries or
regions), in response to governments’ policies of decarbonisation especially for
transportations aimed at reducing the emissions of greenhouse gases (to zero in
the UK and 20% in EU by 2050) by using electrical vehicles (EVs), instead of
combustion engine cars [6, 17].
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Figure 1.1: Schematic of Typical BMS Monitoring Functions
Despite the fact that lithium-ion batteries are increasingly required in
many applications, the energy storage performance of batteries still needs further
improvements to guarantee key aspects for commercial considerations, including
efficiency, reliability, and cost. In past decades, the majority of efforts toward
such improvements concentrated on battery structural design [18] and advanced
material technology [19–23]. Nowadays, in-situ battery monitoring of battery
management system (BMS) could be enhanced as batteries are used at a large
scale. This is because the BMS is a real-time monitoring platform that can provide
substantial information about battery operation as well as help detect trouble
spots hidden in the battery system. For instance, the BMS of portable devices
(powered by battery) is able to measure voltages, currents, and temperature for
safety purposes and to monitor state-of-charge (SOC), state-of-health (SOH) and
other metrics, as shown in Figure 1.1. In a commercial BMS, the DC voltage and
current are measured and then used to estimate SOC. Additionally, the battery
capacity degrades over time, which can be deployed to estimate SOH. Moreover,
battery temperature is measured for safe and optimal performance where high
temperatures resulting in fires, venting and electrolyte leakage must be avoided
[24]. However, the traditional BMS employed in commercial applications cannot
provide sufficient information on the cause of the battery degradation, so it cannot
support an accurate prediction on the residual life of the battery.
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To achieve accurate battery monitoring, a state-of-the-art BMS could be
enhanced by monitoring techniques, such as updating SOC and SOH estimation
algorithms [25–27], developing measurement methods for battery impedance [13],
or detecting advanced monitoring parameters [28–30]. The impedance of a battery
is a critical parameter that has been used to design batteries in the industry,
and is capable of enhancing BMS behaviour to offer useful information on the
performance of the battery and diagnosing operation faults hidden in the battery
system.
Electrochemical impedance spectroscopy (EIS) is a popular impedance-
based method for battery state estimation in the laboratory, which characterises
the electrochemical dynamics of the battery. These dynamics can be used to ac-
curately indicate battery performances, such as SOC and SOH [31, 32]. Thus,
EIS would help existing battery monitoring systems to improve the monitoring
accuracy in commercial or industrial applications. Its further development there-
fore focuses on the transfer of the EIS measurement technique from laboratories
to commercial or industrial area.
EIS characterisations within a wide frequency range reflect small elec-
trochemical changes inside a battery, mainly including mass-transport process,
charge-transfer and double-layer reaction on the electrode/electrolyte interface,
and physical capacitor and inductance growth of electrodes. In most advanced
studies [31, 33–37], the non-invasive measurement approach of EIS has been ap-
plied to battery charge/discharge to measure specific response to injected AC
perturbations at different frequencies. Besides, the studies report that a properly
designed battery impedance model is usually needed in the EIS measurement,
which can replace massive EIS data stored in the embedded BMS, saving large
amounts of memory. Researchers over past years had studied EIS to deduce var-
ious valid methods on battery monitoring, based on either a partial or the whole
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spectrum to predict SOC, and on specific changes of impedance to evaluate SOH
and the battery operating temperature [35–37].
SOC estimation of a battery based on battery impedance is reported in
the publications [2, 38–45], where authors collected the observed values of battery
impedance in the whole or partial frequency range and then compared them to
the figures in the impedance model or the ideal measurement to determine the
SOC. The SOH is estimated with not only the effect of the battery impedance
but also the influence of other factors, including temperature, aging, and cycle
life [44, 45]. In this case, more measurement or monitoring elements are required
in a BMS that create a challenge to current low-frequency data sampling of BMS.
Although EIS provides more details on the battery dynamics when com-
pared to single DC voltage measurement and single current measurement, the use
of EIS in real battery operations and commercial or industrial applications is still
limited. The limitations are caused by not only sophisticated measurement tech-
niques but also measurement instruments. The challenges of the measurement
techniques are associated with the creation of high-quality AC perturbations, the
simultaneous acquisition of a large number of battery signals, and the amplifica-
tion of small AC voltage signals. In addition, the existing measurement instru-
mentations cannot be directly used for battery powering devices due to their large
size and high cost, as shown in Table 1.1 and Figure 1.2 [46–48].
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Table 1.1: SPECIFICATIONS OF COMMERCIAL INSTRUMENTATIONS FOR EIS
MEASUREMENTS
Instrument Measurement Type Basic Cost
(£)1
Size (W x D x H)
Bio-Logic VSP Potentiostat/Galvanostat 14,088 435 x 335 x 95 mm
EIS Box Potentiostat 12,500 415 x 457 x 133 mm
WaveDriver 200 Potentiostat/Galvanostat 10,343.09 160 x 324 x 255 mm
(1) Prices are obtained by the ‘require a quote’ service of official websites [46–48] and
exchanged from US dollar to pound at the rate of 0.81 on 24th April, 2020.
Figure 1.2: Photographs of Commercial Instruments for EIS Measurements
Fortunately, the aforementioned challenges can be partially solved by de-
veloping techniques. For instance, switch-mode power converters have become a
feasible solution in recent years to measure the EIS under real battery operating
conditions (for online measurement), as well as to implement the EIS in com-
mercial applications at a lower cost [13], whereas additional hardware is required
to provide specific control strategies to the converter (this consists of a real-time
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control system that asks to integrate real-time performance into the impedance
measurement programme and operate in parallel with non-real-time functions,
such as the signal processing and impedance calculation), which creates other po-
tential challenges to commercialise a user-friendly EIS measurement. Thus, even
though the use of power converter is able to tackle the AC perturbation gener-
ation and the measurement during battery normal operation, the measurement
instrumentations for acquiring online signals and calculating impedance are still
barriers for small-scale battery powering devices.
Overall, the implementation of EIS measurement in commercial BMS is
limited by expensive and bulk EIS instrumentations, slow impedance measure-
ment speed (due to long measurement duration), and complicated control strategy
(real-time control implementation for the power converter).
Therefore, this thesis aims to develop an affordable and user-friendly
online EIS measurement platform for lithium-ion batteries. The platform is
based on a DC-DC boost converter, allowing to measure EIS over a wide
frequency range from millihertz to kilohertz during battery normal operation. It
consists of the whole measurement process (including generating perturbations,
measuring battery signals and calculating battery impedance) for single-cell
(potentially expanding to 7-cell) applications. In addition, it could provide
a solution for integrating EIS converter-based measurement system into cost-
efficient development board (such as BesgleBone Black), in this way reducing
cost of the measurement system, as well as size of measurement device. As a
benefit from this work, EIS techniques could be ultimately applied to enhance the
functionality of existing BMS on battery state estimations in battery powering
devices. The remainder of the contents is organised as follows:
 In Chapter 2, the structural base of lithium-ion battery and the discharge
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processes inside the battery are described; Also, battery discharge dynamics,
battery impedance models, and impedance measurements are described;
 The proposed measurement method based on the low-cost and small-size
hardware are explained in Chapter 3;
 The configurations of hardware and integrated circuits as well as the EIS
measurement system design are shown in Chapter 4;
 Chapter 5 illustrates the performance of an innovative controller for the
switch-mode power converter, and the results of multiple dependencies of
EIS measured by the proposed method. In addition, the appropriate battery
impedance model is presented in the same chapter;
 Chapter 6 focuses on analysing the measurement error and discussing the
performance of the online fast SOC and SOH estimations;




Lithium-ion batteries have been used in a broad range of portable electronic
devices in our daily life. The use of the lithium-ion battery in technological
applications is wide-spread because of their high energy density, long cycle and
shelf life. During battery discharge, internal electrochemical changes influence
specific parameters of the voltage, current, temperature and internal impedance.
To better understand these activities, in this chapter, the lithium-ion battery
structure, the chemistry behind discharging and electrical dynamics behind the
chemical reactions are described. Next, the performance of battery impedance
spectrum in response to electrochemical changes is discussed. Furthermore,
modelling impedance characteristics based on the battery equivalent circuit
method is depicted. Finally, the impedance-based measurement techniques used
to develop the proposed measurement are reviewed.
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2.1 Lithium-Ion Battery Discharging Chemistries
Lithium-ion batteries are facing an ever-increasing demand for portable electronic
applications [49]. Technological improvements in lithium-ion batteries are being
driven by this demand in order to enhance battery properties regarding energy
density, lightweight design and lifespan. In general, these critical properties are
associated with battery compositions and structure, which is described in the
following section.
2.1.1 Lithium-Ion Battery Structural Composition
Figure 2.1 shows the components of a cylindrical lithium-ion battery, anode,
cathode, electrolyte, separators and a cell can. The anode is made of natural or
synthetic graphite or hybrid carbons, and the cathode uses lithium metal oxide
in modern lithium-ion batteries. Separators are always set between electrodes
to split chemical oxidation-reduction processes into two parts: oxidation (anode)
and reduction (cathode); this is due to the separators only allowing lithium ions
to transport. The electrolyte is a salt solution that bathes the anode and cathode,
supporting ion transport to maintain charge balance. Finally, the collectors
(shown in Figure 2.2) enable the transport of electrons to and from the electrodes.
Collectors are typically made of metals (aluminium for the cathode and copper
for the anode) in contact with the electrodes, while the collectors cannot react
with the electrodes.
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Figure 2.1: Lithium-Ion Battery Structural Composition; (a) A Cylindrical Lithium-
Ion Battery and (b) Cell Construction
The properties of lithium-ion battery have been improved in past decades
as battery materials have developed over time. For example, low-crystallinity
carbon-based materials used at the anode in 1990 [19]. However, these materials
are prone to low power capacity, so they are not ideal for long-time usage batteries.
In order to prolong operating time and improve compactness for lithium-ion
batteries, graphite with advantages such as lightness and high-power capacity
has been gradually used since the mid 20th century [50]. Nevertheless, engineers
began to find that the power capacity of the lithium-ion battery is dominated by
the cathode material rather than the anode one in the late 20th century. Thus,
more and more investigations moved from anode to cathode. For instance, the
cathode was firstly utilised by pure lithium in the 1980s but was taken off on the
market in 1989 [19]. This design caused safe operating problems, such as growing
instabilities of metallic lithium electrode and lithium losses [51].
Besides, the energy storage ability and cycle life of lithium batteries would
deteriorate due to the chemical instability of the pure metal cathode. Fortunately,
since the first commercial rechargeable lithium-ion battery was produced by the
Canadian company Moli in the late 1980s [19], the energy storage ability of
lithium-ion batteries has been improved by advanced cathode materials. Lithium
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Figure 2.2: Discharge of A Rechargeable Battery Represented as A Lithium-Ion
Cell, with Electrons, Lithium Ions and Current Direction
cobalt oxide (LiCoO2, LCO) and lithium iron phosphate (LiFePo4, LFP) are
popular elements in composition, increasing specific energy to 180 Wh/kg and
160 Wh/kg, respectively. When compared with the cathode composed of pure
lithium, the energy capacity of a multi-metal oxide cathode can be significantly
increased [52]. Also, the cycle life has been increased from an initial value of fewer
than 1000 cycles in mid last century to a maximum value of 20000 cycles in recent
years [53, 54]. Consequently, the service life of lithium-ion batteries is able to last
for over 5 years [54].
2.1.2 Lithium-Ion Battery Discharge Reactions
Discharge reactions of the lithium-ion battery are closely related to battery
active materials, such as positive and negative materials. These materials work
reversibly in the battery, moving or inserting into a host without a significant
structural change to it. During the discharging process of the battery, the negative
(anode) material is oxidised, and the positive (cathode) material is reduced.
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Mainly, oxidation and reduction processes are characterised by electron donation
and acceptance in electrochemical reactions, shown as below:
Anode : LiY → Li+ + Y + e−
Cathode : Y + Li+ + e− → LiY
Where Y (Y − as the negative charge format is shown in Figure 2.2) denotes
a surface site or an arbitrary molecule fragment of the electrode materials; for
example, graphite carbon and lithium metal oxide [53]. When a lithium-ion
battery discharges, lithium ions are intercalated into the positive material and
de-intercalated from the negative electrode and migrate across a lithium salt
electrolyte in the separator, as shown in Figure 2.2. However, electrons are
stopped from free movement in the battery due to the separator, which only
permits the transport of ionic charge carriers. By contrast, the oxidation reaction
at the anode releases electrons; therefore, different numbers of positive and
negative ions gather at the electrodes. As a result, a potential difference occurs
between electrodes due to an unbalanced ionic distribution. This is the essential
reason that lithium-ion batteries have terminal voltages.
The battery discharge process is actually reducing this potential difference.
Theoretically, electrons in a larger concentration should rearrange themselves to
compensate for the places where fewer electrons are gathering. The only place is
the cathode of the battery because fewer electrons are left at the cathode after the
initial electrons of the cathode have been used in the reduction reaction. However,
the specific separators stop the electrons going straight from the anode to cathode
[55]. In this situation, if a load connects electrodes, electrons can move along the
conductor and arrive at the cathode. As a consequence, the current can flow along
the load from cathode to anode, as the red arrow (outside of battery) presented
in Figure 2.2.
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Figure 2.3: Typical Discharge Curve for 18650 Lithium-Ion Cell; The lithium battery
discharges with a constant current rate (of 0.5 C) from the full Voltage (of around
4.1 V) to the cut-off voltage (of 2.5 V) under the room temperature of 25°C
2.1.3 Lithium-Ion Battery Discharging Performances
The discharge process of lithium-ion battery is complicated because the battery
has elements such as capacitors. In most battery dynamic systems, when the
current and ambient temperature act as inputs, the systematic outputs can be
battery terminal voltage, core temperature and states [56]. When a load is
connected to a battery, electrons at the cathode are able to move; meanwhile,
the battery discharge process is launched. As shown in Figure 2.3 [57], the
power is transmitted from the battery into the load profile during the discharge
process. If a constant discharge rate (current rate in mAh) is considered, the
discharge voltage of a lithium-ion cell drops observably at the beginning, and
then reaches a voltage plateau where voltage reduces slightly. However, when
the power consumption approaches to the maximum capacity (from 2500 to 3300
mAh), the terminal voltage of the battery decreases radically until the voltage
moves to a cut-off value.
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Additionally, the battery internal temperature rises in the discharge
process due to the thermal evolution of current heating and oxidoreduction
reaction. High battery temperatures (above 80°C), which accelerates heat
generation due to solid electrode interface decomposition (that break down
exothermic reactions) and electrolyte melting (including an internal short circuit
[58]) could result in unsafe performances, including fires, venting and electrolyte
leakage [24].
In order to protect battery discharge from overdischarge and high operating
temperature, the BMS tracks battery discharge dynamics in real time [59–63].
The state of charge is the parameter showing how much energy remains in the
battery and the state of health is the term describing the performance of the
battery relative to its new state. However, the state of charge and state of
health cannot be directly measured. These two states are generally estimated
by measuring battery terminal voltage, current and temperature, as discussed in
Section 2.1.4. Besides, the changes of the states during battery discharge not only
depend on the time variation but also are applicable to calendar parameters, such
as discharge cycles [59] and aging [60].
Battery states always change with the internal electrochemical dynamics
during discharge. Electrochemical influences are mainly created by internal
ion propagations and specific structural properties [61]. According to different
time performances during battery discharge, electrochemical influences can be
sorted into short-term history and long-term history. The short-term history
ones contain electric and magnetic effects, electric double-layer effects and mass
transport effects, which can last from microseconds to seconds. In contrast, the
effects related to aging, reversibility and cycling influences last from a few minutes
to several years. During a battery’s entire life, electrochemical effects are fully
contained in most of the electrochemical models. These mentioned effects are
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also considered as modelling parameters in power management systems in order
to provide an accurate dynamic performance for the simulation.
2.1.4 SOC and SOH Estimations
Many SOC estimation methods have been proposed, as shown in [60–63], [64–
67] and [68–72]. Three kinds of SOC estimation approaches in the citations are
mainly discussed, called current-based estimation, voltage-based estimation, and
impedance-based estimation, as shown in Table 2.1.
Firstly, current-based estimations in [61, 63] divide SOC in two parts:
capacity and energy. In current-based estimations, capacity accounting and
energy accounting methods are usually deployed. The former method focuses
on coulomb counting. In this method, the SOC is defined by the ratio between
the stored charge capacity and the total charge capacity. The SOC calculation
can be derived from the charge consumption through calculating discharge current
over a time variation [73]. The coulomb-counting method is straightforward to
implement, but its accuracy suffers from an unknown initial SOC value (due to
battery capacity loss) and error accumulation in the integration process. In order
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to improve coulomb-counting accuracy, the modified method can be adopted,
as shown in [63]. The method establishes that the discharge current can be
modified with the corrected current by a quadratic relationship. Ultimately, this
modification optimises the SOC expression that combines accurate current to
improve SOC estimation.
The other current-based estimation mechanism for SOC is associate with
energy usage. The mechanism applies the power behaviour (the multiplication of
voltage and current within a certain time) to link SOC numerical performances.
A conventional combination between SOC and power activity relies on the ratio
between the retained energy and total energy. During battery discharge, the
energy transferred to a load can employ the counting voltage (V (t)) and current
(I(t)) method. In this method, voltage and current should be measured in a
time-continuous mode in term of recording energy dynamics without interruption.
Therefore, to express the SOC associated with the energy consumption one needs:
energy transferred from initial time (0) to a recent time (t) and energy recorded
by a full discharging (the time lasts from 0 to total), as shown in (2.1). Notably,
the energy counting method is used to estimate current SOC(t) roughly because








Secondly, estimating SOC of a battery depends on a voltage-based rela-
tionship. Such the authors reported in [63, 64, 74, 75]. There are two main types
of voltage discussed in studies, called terminal voltage and open circuit voltage
(OCV). Battery terminal voltage performance (terminal voltage drops) can reflect
the electromotive force (EMF), which results approximately linearly proportional
to the SOC [63]. Therefore, the numerical performance of SOC is linked with
voltage measurements that can be used for battery powering applications. For
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instance, an approximate linear relationship between the SOC and open-circuit
voltage (of the battery) was implemented for lead-acid batteries [74]. On the con-
trary, the OCV relationship with SOC for the lithium-ion battery, is non-linear
[64].
Even though several dependencies need to be taken into account in the
SOC equilibrium in a complicated non-linear system, the SOC-VOC method
is still reported by many authors [64–66, 74]; this is because some developing
techniques can boost the estimation performance of the method. For example,
the dual Kalman filter (KF) employed with more parameters (than the OCV
method) to optimise the SOC algorithm, thereby improving the accuracy of the
SOC estimation [65].
Additionally, the artificial network algorithm reported in [67] provides a
further accurate process for the factors of SOC in the KF algorithm, so the desired
SOC estimation can be obtained. Nevertheless, KF has the drawback that it
linearises the non-linear behaviour of SOC, which may result in potential errors,
especially for high dynamic load profiles [66].
Thirdly, the magnitudes of several parameters provided by impedance
measurements may relate to the SOC of battery [68, 69]. A given battery could
rely on impedance-SOC relationship to estimate the SOC in a wide range of
impedance measurements. However, ongoing research is required to develop high-
accurate relationships between the variations of impedance and the dependencies,
such as degradation, operating temperature and cycle life [70–72].
The SOH of battery indicates how well a battery system is functioning
relative to its nominal and end-life states. The battery energy storage is
significantly affected by capacity fade and resistance deterioration. According
to many relative contributions for the SOH estimation, the applied methods can
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be classified into two main categories: model-based methods and data-driven
methods [70, 76–82], as shown in Table 2.2. The model-based methods are always
applied with parameters of battery, such as load condition, material properties
and degradation, to estimate SOH, while the data-driven methods usually depend
on mathematical algorithms to analyse data and give an evaluation for battery
health states without a manual model process. Since the SOH estimation methods
are developed in the frequency domain, the electrochemical impedance spectrum
has become an accomplished calibration method to validate battery degradation
[35, 70, 72, 78]. This is due to the fact that irreversible losses (fade and
deterioration) inside of batteries cause a typical reflection of impedance increment.
When compared to SOC and SOH estimations with a time parameter, the
impedance-based methods track battery state changes in the frequency domain
by impedance specific variations, which solves the problem of obtaining initial
values for SOC and SOH. To better understand this tracking mechanism in the
frequency domain, the battery impedance is described in the next section.
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2.2 Lithium-Ion Battery Impedance Character-
istics
As discussed in Section 2.1.3, battery discharge dynamics are significantly influ-
enced by short-time and long-time effects, including mass-transport effects, charge
transfer effects and physical effects (magnetic and electric). In particular, these
effects can be characterised by the impedance spectrum, where they result in
observations of battery AC impedances over a frequency range from millihertz
to kilohertz. During battery AC impedance tests, AC excitations are injected
to a battery amid regular operation in which DC constant components and AC
variables are simultaneously contained.
The battery complex impedance (Z) at a given frequency (f) uses the
amplitude and phase of the AC component of the voltage (V (f)) and current





where the phase (θ(f)) is the phase shift between the voltage and current of the
battery. The impedance values include a real part, an imaginary part, absolute
value, and phase, and they are capable of characterising the electrochemical
dynamics of a battery. According to the duration of electrochemical effects, the
electrochemical processes characterised by the EIS can be segmented into three
frequency regions [34, 61, 83], as demonstrated in the Nyquist plane in Figure 2.4.
These processes include slow physiochemical processes, such as mass-transport,
with a time constant slower than 1.0 second. Also, they contain fast processes
like charge transfer with a time constant in the range between 1.0 millisecond to
1.0 second. For even faster processes, physical inductive and capacitive responses
have a time constant faster than 1.0 millisecond.
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Figure 2.4: Representation Nyquist Plot for Electrochemical Cell; Impedance
variations caused by the discussed effects are characterised in the targeted frequency
range (or time scale): 1) In the frequency range of below 1Hz (more than 1 second
represented in time scale), a linear relationship between real and negative imaginary
parts (of the impedance) is shown; 2) The semicircle within the mid frequency (from
1.0 Hz to 1.0 kHz, equalling the time variation from 1 millisecond s to 1 second)
window is presented; 3) In the high frequency range, the positive imaginary part of
the impedance increases with the frequency increasing, shown by a curve
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2.2.1 Impedance performance Caused by Mass-Transport
Effects at Low Frequencies
Figure 2.5: Representation of Li-Ion Mass Transfer Phenomenal
The mass-transport effects are caused by the lithium-ion transport in the elec-
trolyte from anode to cathode, as shown in Figure 2.5, due to an ohmic potential
difference over the electrolyte. In contrast, anions in the electrolyte diffuse from
cathode to anode and create a concentration phenomenon; thereby an additional
potential difference is generated in a discharge of a cell as studied by [84–86].
Battery impedance behaviours in low frequency range are generated by Faradic
current and potential difference. The diffusion creates Faradic current and poten-
tial difference expressed by linear equations in [33]. These equations show that if
a small sinusoidal signal is injected, the variables of the current and the potential
are sinusoidal as well. Accordingly, the quantification of Faradic impedance is
reported by the variations for the unit surface area of electrodes in [33]. The
frequency response of Faradic impedance cover a wide bandwidth, of which the
maximum value is around 1.0 Hz. In particular, the impedance spectrum charac-
teristics in response to SOC variations mainly occurs in this low-frequency range
[87, 88], which reflects the transport of ions having a significant effect in trans-
forming the energy from electrical energy to chemical energy or vice versa.
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2.2.2 Impedance Performance Caused by Charge-Transfer
and Double-Layer Effects within Mid-Frequency
Range
Figure 2.6: Simplified Concept of Electrical Double-Layer Capacitance; (a) Liquid
Double-Layer Capacitor for Lithium-Ion Battery (b) Connected Series Plate Capacitor
(Wire Connection in Blue)
As for battery discharges, the current flowing in the battery leads to unbalance
distributions of positive and negative ions in a cell. The cathode has more positive
ions than the anode, while the anode owns a more significant number of electrons.
These electrons would gather around separators and absorb ionic charge carriers
on the surface of the separator (which can be described on the surface of the
electrodes as well). As a result, an electric field is created between the electrolyte
which negative ions distribute on the cathode’s surface, and positive ions allocated
on the anode’s surface, as shown in Figure 2.6(a). This arrange of ions around the
electrode’s and the separator’s surfaces creates a typical capacitive performance,
where the equivalent performance can be seen as two actual capacitors connected
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in series, as shown in Figure 2.6(b). Consequently, a double-layer capacitive effect
is caused, and the equivalent capacitors work in parallel in the discharging process.
It is noteworthy that the capacitance would have a larger value in rechargeable
batteries than in non-rechargeable batteries because the structure of the former
is designed with a larger surface area and shorter distance between electrodes.
In the mid-frequency range, the dominant impedance variances come
from equivalent capacitances, which had been justified by an analytical equation
presented in [89]. The area of the plate and surface density of the electrodes
determine the capacitance in its numerical performance. The frequency range
of a double-layer effect is of interest for researchers. Kularatna presents a time
range for electrochemical effects in the literature [90]. The time-varying range
for double-layer effects can be read from the illustration: approximately, from
milliseconds to minutes (in hertz: from millihertz to kilohertz). Likewise, Moya
points out that the characteristics of the double-layer effect can approach a
frequency of 1.0 kHz [91]. A common view is gained from the literature that
a frequency of 1.0 kHz can be used as a maximum frequency for double-layer
effects during battery impedance investigation.
Electrode’s surface characteristically varies within this frequency range,
causing an observed impedance rise [92]. In most cases, the rise of this response
is used to indicate battery aging process due to the surface variations (especially
the solid electrolyte interface film growth) mainly depending on the battery cycle
life.
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2.2.3 Impedance Performance Caused by Physical Effects
at High Frequencies
When compared to the long-time effects of mass transport and the electrochemical
double layer, physical effects cause impedance changes with a shorter time
constant. Physical phenomena can be classified into three aspects: ohmic
resistance, inductance, and capacitance.
The ohmic resistance for each cell is the sum of multiple resistances,
including electrolyte resistance, the current collector resistance, the electrode
resistance and the transition resistance between electrodes and the current
collector [93], which does not significantly change over frequencies.
For the inductance behaviour, this is caused by the geometry of the cell;
inductance performance is closely related to the cell’s size [94]; the smaller size
a cell has, the more obvious effect of inductive components will be caused.
Besides, capacitive components are created by the change of the specific structural
parameter (such as penetration depth of the ions [94]) that causes both electrodes
behaving like flat surfaces. Therefore, a pair of flat surfaces become a pure plate
equivalent capacitor when the frequency exceeds 1.0 kHz.
It worthy noting that the battery looks inductive at high frequency in EIS-
based researches because the capacitive reactance which is inversely proportional
to frequency is less than the inductive reactance which is proportional to the
frequency. With the frequency increasing (over 1.0 kHz), this inductive reactance
of battery becomes the dominant effect on the impedance variation [2, 95].
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2.3 Modelling Electrochemical Dynamics of
Lithium-Ion Battery
Electrochemical dynamics can be numerically identified by a lithium-ion battery
model. In the literature [1, 33, 96–100], lithium-ion battery models mainly consist
of two categories: physiochemical and electrochemical-based impedance ones.
In the former type, battery electrochemical behaviours at the structural
compositions are quantified by differential equations. In order to ensure an
accurate performance of the battery model, the primary cell model consisting
of the main effects (for examples, Faradaic currents and potentials for electrodes)
cooperates with sub-models where some possible effects are covered, such as
humidity, battery temperature and battery aging [60, 96, 98, 101–103]. Although
multi-physical conditions are considered into models to describe the battery
internal dynamics accurately, these models for the lithium-ion battery are complex
and not easily followed by non-chemical researchers due to the difficulty of
understanding complex dynamics. Therefore, only a few research purposes suit
the physical models, such as investigations on thermal and aging [101, 102].
In the second category, the electrochemical-based impedance model is a
good way to study battery internal characteristics on the impedance responses
[1, 33, 99, 100]. As the discussion shown in [33], the impedance expression
delivers electrochemical processes of lithium-ion battery within a frequency range
in which the previous electrochemical effects are contained. This model enables
the tracked parameters (including constant parameters and dynamic parameters
[33]) to be used as a metric of battery impedance. In fact, the electrochemical-
impedance models are similar to the physiochemical ones that require a high-level
understanding of battery physical properties and mathematical skills to derive
differential equations.
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Figure 2.7: Simple Equivalent Circuits for a Lithium-Ion Battery Cell
On the other side, in most of the efforts to evaluate the performance
of battery impedance in an efficient way, the equivalent circuit models (ECM)
as illustrated in Figure 2.7 have been widely deployed [1, 43, 74, 90, 99, 100].
For instance, the simple models presented in Figure 2.7(a) and Figure 2.7(b),
include resistive (Rohm and Rt) and capacitive (Cdl) performances in order to
model battery electrochemical activities, which are popularly used to investigate
battery state changes of EVs [43, 74]. Figure 2.7(c) and Figure 2.7(d) illustrate
slightly more complex models for lithium-ion batteries that include battery
internal ion behaviour (diffusion and transportation) via a Warburg element (Zω).
Historically, Randle et al. created this element to describe the effects caused by
lithium ion activity related to internal impedance dynamics of batteries. In the
applied Randle models, the Warburg element is connected to a RC network (Rt
and Cdl) and then together connected to a pure resistor (Rohm) in series, as shown
in the illustration (the first-order model is shown in Figure 2.7(c) and the second-
order model is shown in Figure 2.7(d)). For complex models, such as the ones
using high-order RC circuits (3-order, 4-order and so on, which are excluded in
the illustration) and inductive elements (also excluded in the illustration), they
can be employed for large-scale battery storage (such as electrical grid storage)
with sufficient accuracy [43, 90]. For the Warburg element presented in Figure
2.7(c) and Figure 2.7(d), a common understanding is that this element represents
ion diffusion dynamics from mass-transport effects and the pure resistor serves
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as the resistive phenomenon, which dominants the effects in the low-frequency
range. In addition, the first-order RC network is fundamentally used in the ECM
to stand for the effects of double layers, as shown in Figure 2.7(c). In this case,
the total battery impedance (Z) can be derived with a frequency variety (ω):











where Aw is the Warburg coefficient.
It is worth addressing that the model shown in Figure 2.7(c) has a specific
name: the Randle model. The complex impedance visible in the Nyquist plot
of a lithium-ion battery can be characterised by the Randle model, as shown
in Figure 2.8. In the low-frequency range from millihertz to hertz, the value of
impedance increases linearly in a capacitive manner. As expressed in (2.4), the
increase ratio of the Warburg impedance in the low-frequency zoom is 1.0. At
middle frequencies, the spectrum shows a capacitive semicircle which poses the
maximum of the real part at the value Rohm + Rt and the minimum real part
occurs at Rohm. Besides, the peak of the imaginary part reaches the frequency of
1/2πRtCdl. At a high frequency around kilohertz, the spectrum only represents a
resistive behaviour (Rohm). For further development at much higher frequencies
(over kilohertz), the spectrum would cross the real axis and tend to the imaginary
infinity, which specifically delivers its inductive property (not presented in the
illustration). Other complex equations in response to complex models are not
considered in this thesis, but can be found in [43, 90]
Apart from presenting the impedance spectrum in the Nyquist plot, the
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Figure 2.8: Impedance Spectrum Based on the Randel Circuit
Figure 2.9: Impedance Spectrum of Randel Circuit (via Simulation) Presented by
Bode Plot
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magnitude and phase representations (Bode Plot) are usually used to obtain a
little more insight into the impedance variation with respect to the frequency. As
studied in[104, 105], the magnitude shown in Figure 2.9 suffers a gradual decline
in the frequency range from millihertz to around kilohertz, while the phase curve
in the illustration experiences a complex change in that frequency region, which
can be described into three parts. Phase slowly moving occurs at low frequencies
below hertz. Next, with the value of the frequency moving toward hertz, the
value of the phase decreases. Finally, an increase of the phase is observed as the
frequency rises from hertz to kilohertz.
Even though the Randle model allows researchers to gain electrochemical
dynamics in an efficient way, its results impede the application of designing high-
performance battery management systems. This is the result of a lack of a
direct relationship to explain battery’s internal physiochemical properties. In
order to tackle this issue, researchers have attempted to boost the performance
of the Randle model with more physiochemical effects [1, 100, 106], which should
be related to electrochemical changes. As Li and the other authors reported
in [1], they put forward a cell model to reflect the electrical equivalents of
physical electrochemical processes. Also, a structure-based version of battery
impedance mode was unveiled. The model provides a clear combination between
the impedance spectrum and the battery composition (including anode, cathode
and electrolyte). Furthermore, the extended circuit consists of an inductor to
represent the charge-transfer effect and two RC networks in order to indicate
impedances of the anode and cathode, respectively. When compared with the
models (shown in Figure 2.7(a) and Figure 2.7(b)) based on partial battery
dynamics [100, 106], the fulfilled effects (especially involving film impedance
arising from electrode reactions) reported by Li et al. are well covered in the
model. As a result, the model may be possibly used to improve the accuracy of
BMS.
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In these years, lithium-ion battery models have been slightly modified by
[1, 99] in order to become user-friendly. Recently, ECM has focused on high-
performance properties in mapping EIS data, aimed at benefiting EIS techniques
to battery online applications, such as battery state estimations [2, 44].
2.4 Impedance Measurement Techniques
As mentioned before, battery impedance-based methods have been employed to
model battery electrochemical dynamics in order to forecast battery discharging
performance and improve the accuracy of SOC and SOH estimations. Battery
resistive characterisation in general consists of two performances: DC performance
and AC performance. The direct current causes the DC performance of impedance
and the alternative elements result in the AC performance of impedance. Several
studies have delivered impedance measurement techniques [13, 44, 102, 103, 107,
108]; these measurements can be sorted into two types: DC resistive measurement
and AC impedance measurement.
2.4.1 Direct Current Resistive Measurement
Batteries have an internal resistance (R), which is the target of direct current
resistive measurement. When a battery is connected to a load profile, the power
of the battery is automatically transferred to the load. Figure 2.10 shows that
the voltage drop (∆V ) is obtained as a discharge current pulse (∆I) is applied
with a long duration (∆t). The main cause of voltage drop is due to the fact that
DC resistive performance (R) consumes the majority of power. Thus, based on
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Therefore, the first technique for obtaining battery DC resistance consists
in applying a current pulse to the battery and to measure the resulting voltage
drop during battery discharge, as reported in [13, 34, 44]. The battery DC
resistance (DCR) is always mentioned in most battery impedance measurement
to stress the battery transient response [44]. However, DCR cannot fully describe
the electrochemical dynamics and depends on the battery current, which limits its
application; for instance, using the DC resistance to only estimate SOC with the
OCV method [13]. Besides, the DC voltage variation not only contains voltage
drop on the internal resistance of the battery but also consists of a variation
in the electromotive force (EMF) (a long-time measurement causes a change in
the lithium surface concentration of the active mass particles, which leads to a
change of EMF that is included in the total voltage drop, as studied in [44]),
which cannot be easily distinguished in the DC resistance measurement. In this
case, the measurement would obtain a lager DC resistance than the truth value.
Besides, the time duration of the DCR measurement always lasts for a quite
long time in order to obtain transient settlements. Such a specific period of 10
seconds was set to the measurement in [44], and a longer time (up to 2.0 h) was
configured in [13]. Thus, the time durations are not consistent in the mentioned
works, which would result in a difference in the DCR measurement, leading to an
incorrect estimation.
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Figure 2.10: Schematic Representation of a Current Pulse Applied to the Battery
and Its Voltage Response
2.4.2 AC Impedance Measurement
On the other hand, battery AC impedance characteristics have been introduced
in three different frequency ranges. These characterisations can be modelled by
the equivalent circuit method used to investigate electrochemical dynamics. In
order to measure AC impedance in the mentioned frequency range, the AC signal
injection method can be adopted. This is because batteries are DC power sources
that cannot independently create AC signals for impedance measurements. In
these measurements, AC injections are usually superimposed to the operating
voltage or current of a battery. There is no specific limitation for DC signals
(as batteries work under safe conditions) during the measurements; however, for
AC excitations the method addresses that only a small AC current or voltage
signal is allowed to superimpose to battery operation given that the negative
effects of large AC injections may result in possible damages and durability
decrease on lithium-ion batteries [95]. Also, the linear response of a battery
(either current or voltage) can be introduced by the small AC excitation. Finally,
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the ratio between responded AC excitation (current or voltage) and AC injection
(voltage or current) is calculated in terms of the values of battery impedance,
as shown in (2.2). Conventionally, an AC impedance measurement requires
essential functions: an AC signal generator creating AC excitations at given
frequencies, signal acquisitions collecting the battery current and voltage signals,
and a microprocessor processing collected signals and calculating impedances.
Here, a typical AC impedance measurement is presented by the most popular
EIS measurement.
Electrochemical Impedance Spectroscopy Measurement
EIS is able to characterise sophisticated electrochemical dynamics involved in
the change of the impedance spectrum within a broad frequency range. To
obtain the impedance spectrum, a proper EIS measurement is needed. Several
EIS measurement methods have been shown in [2, 40–44, 103, 107–112]. The
EIS measurement methods can be divided into two main categories: offline
measurement [43, 103, 108, 109] and online measurement [2, 107]. In the
offline measurement method, as illustrated in Figure 2.11(a), the battery is
extracted from real operating circuits and tested by using an electrochemical
instrument. The common feature of using these devices is to provide an ideal
measurement conditions in which the SOC of battery is maintained. Hence,
battery power storage (SOC) performs consistently during the whole measurement
process, which can eliminate the influence of SOC variation on the impedance
measurement. However, it is worth addressing that electrochemical instruments
are expensive and not user-friendly for portable applications, such as EIS box,
Bio-Logic VSP, or impedance analyser, as shown in Figure 1.2.
In the measurement of using an electrochemical instrument, the instrument
supplies key functions, including creating AC excitations, acquiring battery
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Figure 2.11: Diagram of EIS Measurements: (a) Offline Measurement Method; (b)
Traditional Online Measurement Method
signals and calculating impedances, which are embedded by an integrated program
using the aforementioned instruments. For example, the instrument named Bio-
Logic VSP offers an integrated impedance measurement platform in which the AC
injection can be flexibly configured in amplitude and phase, and the measurement
frequency range can be set with maximum and minimum frequencies. Besides,
the impedance calculation works with a mean measurement algorithm to reduce
the influence of noise. Although the offline measurement delivers easy-to-use and
high-level accuracy properties, it is very expensive and the battery needs to be
removed from the current.
An online measurement method can be employed due to battery impedance
measurement performing in a regular battery operation. As illustrated in Figure
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2.11(b), in a traditional online measurement, the battery can regularly work with
a load profile [13, 107]. At the same time, the impedance measurement works
with an AC signal generator in order to create AC excitations for the battery
operating circuit, and with a signal acquisition (or a frequency analyser) device
to acquire battery signals (such as voltage, current, and surface temperature). If
an acquisition instrument is used in the measurement, impedance calculations can
be included in the acquisition system or built from the acquired data with the
help of external software. Notably, battery signals cannot be sensed directly
by the acquisition device. Thus, the voltage sensor and current transducer
are used to sense signals on voltage and current, respectively. If a frequency
analyser, alternatively, completes the online impedance measurement, additional
current transducer and voltage sensor may be not required. However, the
drawback of using these instruments is that the complexity and cost of impedance
measurements would increase significantly.
Developed Techniques of Online EIS Measurement
In recent years, online EIS measurement techniques have been developed, which
is going to meet the requirements demanded by potential markets in terms of
requiring a proper measurement instrument with the features, such as lower-cost,
user-friendly, smaller size and high-accuracy [2, 13, 40–43, 103, 107, 108, 113].
Here, the cost of online EIS measurement is the first challenge in the technical
transition process from laboratory to commercial application, which determines
whether the EIS technique can be used broadly in commercial applications or not
[40].
The vast majority of existing online impedance measurements focuses
on hardware and software parts to improve performances of the measurement
system, such as how to develop a circuit to create current excitation for online
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impedance measurements [13, 107, 108, 113], or improve performance of SOC
and SOH estimation algorithms [40–42, 114, 115]. From the hardware side, the
initial target is reducing the measurement cost in AC signal generator because AC
signals over a wide frequency range are generally created by the generator that
leads to additional cost during the measurement. Recently, the implementation
of AC signal generator have been replaced by using a cost-efficiency switch-mode
power converter with a proper control theory [13, 40, 107]. For example, the
power converter method was reported in [13, 40–42, 107, 114]. Huang’s team
used a DC-DC power converter to create a sinusoidal perturbation of the voltage
(or the current) at different frequencies [13, 40, 114]. The converter was properly
controlled in the measurement based on the duty-cycle/current control theory
(where a sinusoidal reference was set in the control system of which details will
be discussed in Chapter 3) [13, 40, 114]. Moreover, the effort on measuring
EIS based-on the power converter during the discharge and charge processes
was taken by Qahouq’s team [107]. They focused on the use of a bidirectional
power converter (DC-DC buck-boost converter) while batteries are in operation.
The same sinusoidal control theory was deployed in the measurement to create
sinusoidal excitations over a wide frequency range. So the implementation of
the power converter in the mentioned studies gives an opportunity to create the
desired excitations in EIS measurement, potentially resulting in a low and small
measurement platform for commercial applications (Another benefit of using a
power converter in battery operation is regulating the voltage for the specific
requirement of the output, which will be explained in Section 3.1).
Although Huang and Qahouq have utilised a lower cost switch-mode con-
verter to replace the AC signal generator and reached a wide frequency mea-
surement range, expensive and sophisticated acquisition instruments cannot be
ignored in their measurements. However, in [2], Din et al. devoted to decrease
further investment in the measurement by adopting a comprehensive method. In
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this method, a comparable lower-cost microprocessor (field-programming gate ar-
ray (FPGA)) was deployed to control a power converter and deal with measurable
signals by an integrated conditioning circuit and a MATLAB platform.
An general online impedance measurement technology has been reported
by [2] to verify the achievements on the accurate and wide-frequency range
measurement. FPGA is discussed in the publication, which can provide a
compatible option to take over additional functions to the point where some are
now marked as a full system on chips. However, a hardware description language
of FPGA is complicated, so high-level programming skills would be required,
which adds complexity to the design. Even though the discussed methods based
on the power converter shown in [2, 13] seem promising to enable an uninterrupted
AC impedance measurement of a battery during battery discharge or charge, as
well as without additional AC signal generations, they still need to face the battery
state variations caused by a long-term measurement.
Related studies in [2] and [13] allow only one AC frequency for the
impedance measurement at a time, which means that measuring an impedance
spectrum over a broad frequency range from millihertz to kilohertz would need
to be sequential. It is worth mentioning that continuous measurements require
batteries to operate continuously, which would cause changes on the battery op-
erating state such as voltage, SOC (shown in Chapter 5) and temperature [24].
Those state changes would lead to impedance variation during a long-term mea-
surement. To reduce the measurement duration, multi-frequency measurement
approaches have been used. For example, in [44], a single perturbation was con-
structed by a fundamental component and nine odd harmonic components to the
impedance measurement, in which a total number of ten corresponding responses
can be obtained at the same time. The impedance spectrum in the citation can
be partially constructed at the given frequencies.
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Other examples are shown in [103, 108] where the multi-frequency method
only replies on a few numbers of frequencies, such as Dotelli et al. employing five
individual frequencies for low frequencies and another five components (including
a fundamental frequency and four harmonics for high frequencies to investigate
the effects of current ripple at low-frequency range and high-frequency range,
respectively) [108]. In a word, the multi-frequency measurement method benefits
from harmonic performances of a DC-DC converter in which several impedance
responses can be fetched simultaneously at the specific frequencies (including a
basic switching frequency and the numbers of harmonic frequencies). Typically,
several frequencies of the harmonics are fixed at integer times the switching
frequency of the converter, which are characterised at high frequency above 10
kHz. In fact, one of the challenges in the electrochemical impedance measurements
by using the DC-DC converter consists in the difficult to cover the frequency range
from around millihertz to kilohertz (a common frequency range of interest in this
thesis ranges from 50 mHz to 2.0 kHz [1, 2, 13, 43, 94, 116–118], but some works
can reach a maximum frequency of around 10 kHz [2, 13] or even 100 kHz [117]).
On the one hand, at lower frequencies of approximately 10 mHz, only a
few studies reported their findings in [116, 119]. This is due to the negative
effect of a long measurement duration, which would lead to battery states to vary
significantly. On the other hand, the impedance spectrum performs within a much
higher frequency range (more than 2.0 kHz), which would be an impossible mission
for the online EIS measurements because the high-frequency impedance requires
a much faster sampling rate to acquire high-frequency voltage and current signals.
Apart from the previous concern for high frequencies, the higher frequency range
should be comprehensively considered along with the switching frequency of
the power converter and the filtering elements in the power circuit, which are
requirements not easy to satisfy at higher frequency margin.
Starting from the review on the development of online EIS measurements
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[2, 13, 40–43, 103, 107, 108, 113], the measurement cost has been decreased
efficiently by using a switch-mode converter. A further reduction in the investment
of the measurement method is achieved by reasonable lower-cost measurement
devices, such as FPGA. Besides this, the online measurement time is shortened
by the single multi-point injection in a single measurement. Despite their efforts
to ensure that the properties of the measurement are cost-efficiency and with fast
responses, there is still an implementation gap between experimental attempts and
commercial requirements due to instrument size and user-friendly programming.
In this case, relevant applications based on the EIS measurement, such as battery
state monitoring (SOC and SOH) and degradation detection, cannot be used to
further improve the accurate of the measurements in commercial products.
Overall, the challenges to develop an EIS measurement system for com-
mercial implementations are manifold:
 The measurement instrument needs to be of low-cost and small size.
 The system is required to measure the relevant signal, support the controller
for a switch-mode power converter and allow fast data transfer.
 The implementation of the system should be capable of being undertaken
with low-level programming skills.
This work will present a modified method which allows EIS measurements
to be done at a lower cost and with smaller size chip than commercial EIS
instrumentations. A high-level block diagram of the proposed system is shown in
Figure 2.12. In the proposed system architecture, a fully embedded solution for
the converter control, signal acquisition and impedance calculation is depicted,
entirely based on a low-cost off-the-shelf hardware system. The system highlights
the multiple combinations to potentially commercialise online EIS measurement:
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Figure 2.12: Proposed Online EIS Measurement System for Implementation
 Between real-time signal generation and acquisition;
 Between real-time signal acquisition and DC-DC converter control;
 Between real-time operation and non-real-time operation for data transfer.
Moreover, the system uses an innovative DC-DC converter control strategy
and a control algorithm to assess the synchronised measurement at high frequen-
cies. Finally, the system has the potential not only to allow high-speed SOC and
SOH estimations based on the multi-frequency spectrum but also to diagnose the
fault of battery operation depending on the variation of the battery impedances.
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2.5 Chapter Summary
This chapter focuses on the material technique, state monitoring, modelling and
impedance measurement developments of lithium-ion batteries. The estimation
of the battery state of charge and state of health are critical aspects of battery
monitoring systems. The most common state of charge and state of health
estimation methods are reviewed, concentrating on the use of electrochemical
impedance spectroscopy (EIS). The EIS is a non-invasive detection that tracks
the battery internal dynamics based on the battery internal signal measurement,
which can reflect battery state variations sensitively in the frequency domain.
Lithium-ion battery models are reviewed in this chapter, which quantify internal
dynamics in a memory-saving way. EIS measurement techniques are developed
in the direction of the online measurement based on DC-DC power converters.
Recent research developments in this area are reviewed and current limitations





In this chapter, a novel cost-efficient and small-size impedance measurement
method is described. The method was evolved from one of the existing online
impedance measurement approaches that uses a switch-mode DC-DC boost
converter to generate AC perturbations required for the impedance measurement.
A low-cost credit-card-sized device, BeagleBone Black (BBB), was creatively
employed, which provides a combination between a general-purpose processor
and programmable real-time units to which real and non-real time processes
for impedance measurements can be integrated. In this way, the low cost and
small size purpose of this work can be reached. In the proposed impedance
measurement, an onboard analog-to-digital converter acquisition and a real-time
switching controller were firstly put forward to acquire and generate AC signals
at high frequencies (over 1 kHz). The measurement allows the synchronous
behaviour between signal acquisition and switching control. Additionally, a
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dynamic data transfer tube was created to combine real-time and non-real-time
operation environments, and a time-saving domain transform algorithm was used
to achieve a fast impedance calculation.
3.1 EIS Measurement Method Based on a DC-
DC Boost Converter
Electrochemical impedance spectroscopy (EIS) is a popular method employed
to characterise the impedance performance of a lithium-ion battery over a wide
frequency range. Impedance characteristics show an accurate response to internal
electrochemical dynamics in that frequency range. These dynamics can be
applied to diagnose battery operations and predict battery states [2, 13, 31, 33–
37]. Therefore, the developing technique of EIS measurement aims to move
the diagnostic and predictive implementation from the laboratory to commercial
and industrial applications, helping battery monitoring systems to reach a more
accurate performance.
Notably, DC-DC converters are used in most battery applications. The
reason behind the wide use is to regulate the output voltage to meet the load
demand due to low voltage of the battery. In the past few years, EIS applications
based on the power converter have been put forward by many researchers
[1, 2, 13, 103, 107, 108, 113, 116, 117, 120]. Currently, affordable EIS measurement
systems are being developing to improve the performances of the conventional
BMS. With the same research proposal to seek a reliable solution to commercialise
EIS measurement, the DC-DC boost converter is introduced.
AC excitations can be created automatically by a proper control (such as
single sinusoidal-control method method that sets a sinusoidal reference for the
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Figure 3.1: Basic Circuit Diagram of DC-DC Boost Power Converter
control system of the power converter, which will be discussed in the following
section). As a benefit from generating AC perturbations, the signal generator
can be replaced in the EIS measurement. Thus, the investment on the battery
impedance measurement could be reduced.
3.1.1 DC-DC Boost Converter for Battery Voltage Step-
up and Regulation
A switch-mode DC-DC boost converter is normally used with DC power sources,
such as batteries. The advantage of employing DC-DC boost converter to the
proposed measurement are not only to meet the research proposal under a
cost-efficient condition but also to satisfy the requirement related to batteries
driving loads on a higher voltage (than battery terminal voltage) with low energy
transmission losses. Therefore, when a DC-DC boost converter contributes to the
impedance measurement, a boosted voltage (compared with the original output
voltage of the battery) can be obtained and then it can be used to drive a higher
voltage (than the battery terminal voltage) load.
The basic circuit diagram of a traditional DC-DC boost converter is shown
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in Figure 3.1. Four main electronic components are contained in the diagram. The
semiconductor switch S is connected to an inductor L, and in parallel with the
series connection of the free-wheeling diode D and the capacitor C. The outputs
(in voltage and current) of converter have different characteristics due to the
different switch states. Next, the output characteristics are introduced in two
switch states: switch-on and switch-off.
When the switch (S) turns on, and the converter circuit acts as two parts,
shown in Figure 3.2(a), the input current through the load is shortened. In this
case, the voltage drop VL, across the inductor, conducting the input current Ii,
equals the input voltage Vi. Thus,




Consequently, the current in the inductor increases linearly in time, and it is





where ton stands for the duration of the ON state of the switch.
As the status of switch changes to OFF state, displayed in Figure 3.2
(b), the input current decreases. If a resistor R is used as an active load, the
current in the switch-off situation induces three voltage drops across the inductor,
the diode D, and the load resistor. The voltage drop VR through the resistor
is identical to the output voltage Vo. Analysing the output current Io in the
switch-off condition is similar to analysing the input current under the switch-on
condition. The output current decrement in the switch-off time is opposite to the
input current rise during the switch-on duration. A typical ripple behaviour can be
obtained since the output peak-to-peak current ripple ∆Io has a linear relationship
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Figure 3.2: Two Statuses of Switch Operation in the Converter
(a) switch on and (b) switch off
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with the switch-off duration (toff ). That relationship can be expressed with the
input voltage, diode forward voltage stresses VD, output voltage and inductance
coefficient.
∆Io =
Vo + VD − Vi
L
toff (3.3)
During the steady-state operation, the mean input current is constant.
Even though the slopes of the current during the switch-on and switch-off phases
are different, the peaks and valleys of the current ripple are still maintained.
Therefore, the derivative of the output voltage can be expressed by identifying
the current increment in the switch-on time and decrement in the switch-off time:
Vo =
Vi(ton + toff )
toff
− VD (3.4)
Ideally, voltage drops across the diode (VD) are simplified or even neglected
when their values are negligible. As a result, the output voltage is merely
determined by the time intervals (ton and toff ):
Vo =
Vi(ton + toff )
toff
(3.5)
Notably, the output voltage regulation is related to the input voltage and the
duration of the switch state. If the input voltage is fixed during applications,
the switch operating time can be used to control the output voltage. This digital
control signal with a fixable period is popularly known as Pulse Width Modulation
(PWM). PWM is the process of modifying the width of the pulse in a pulse train,
in direct proportion to a small control signal. In particular, it tracks an average
value of the converter’s outputs [121], including current and voltage. In this case,
a typical stage is needed to identify the width of pulse, the so-called the duty cycle
d. In the derivation of (3.6), the duty cycle is used here to obtain the formula of












Figure 3.3: Amplification of Output Voltage of DC-DC Converter
When assuming that the power converter is only used to create the high
voltage for the output (Vo), a variable duty-cycle (d) could be used to amplify the
output voltage at different levels, as presented in Figure 3.3. The theoretical ratio
of voltage amplification can span from 1.0 to infinity (the practical operating area
of converter is shown by a sub-plot in Figure 3.3).
In steady-state conditions, the input current and output voltage of the
converter contain a high frequency ripple at the switching frequency (of the
converter), which is not sinusoidal (for example input current is triangular), and
so it involves harmonic components. What matters here is that the frequency
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content is at the switching frequency and above. Therefore, the filter elements
are normally designed to eliminate those high frequency components (discussed
in Section 4.2.2).
3.1.2 EIS Measurements for Lithium-ion Battery Based
on the DC-DC Boost Converter
Several requirements for the developed measurement can be met by the imple-
mentation of the power converter, including size reduction of the measurement
system and feasible voltage regulation for load profiles [13, 120]. EIS measure-
ments demand AC excitations to perturb the normal operation of batteries (given
that batteries are a DC power source). As mentioned earlier, AC voltage or cur-
rent responses can be obtained from a properly controlled power converter. In this
condition, received AC responses can be seen as perturbations for battery normal
operations, so an additional AC signal generator is not required for battery EIS
measurements. Consequently, instruments for impedance measurement demand
a smaller space, which reduces the size of the whole measurement system.
In these years, a wide-use approach for the impedance measurement by
controlling a DC-DC converter properly to create desired AC perturbations has
been adopted [13, 107, 122].
However, the biggest challenge for converter-based EIS measurement is
how to control the converter to create perturbations at various frequencies. Unlike
the control implementation with a fixed reference (such as the DC voltage/current
reference to keep output voltage/current constant), the proposed control of the
measurement needs to combine measurable signals (of the battery) in real time,
and then implement a proper modification to meet the AC voltage/current
reference (for AC perturbations to keep output voltage/current periodic change).
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The real time function is required to define frequencies for AC perturbations
(discussed in Section 3.2.2).
In many related works, two control strategies, voltage-model control and
current-model control, have been reported [13, 15, 107]. Those control strategies
are developed from the basic control method on the duty cycle [13, 107]. The
voltage-mode control mechanism is described in [13, 107], in which the output
voltage is targeted and compared to the voltage reference for the control panel.
After this comparison, the control algorithm can determine the corresponding
value of the duty cycle for the switch operation.
Similarly, in the current-mode control strategy [15], the current in the
measurement circuit is compared to a current reference while the duty cycle
corresponds to the comparison and is given by the control algorithm.
A conventional design process for the control uses three steps. Firstly,
clarify an individual control target; secondly, set a control reference for the target;
finally, develop an appropriate control algorithm for the power converter. The
control reference offers a sinusoidal waveform for the proposed measurement in
response to the single-frequency measurement strategy. Sinusoidal excitations are
created by a properly controlled power converter, as shown in Figure 3.4. It is
possible to produce a waveform of which the average item varies sinusoidally for
AC impedance measurement. In references [13, 107], the control voltage strategy
was used to induce a perturbed voltage into impedance measurements.
Same papers [15, 113] have unveiled a current control strategy for the EIS
measurement. For the current control, there is no need to concern about oversized
currents taking place in the measurement, which efficiently avoids dangerous
issues caused by a large current. As Jaber A. Abu reported [107], the duty
cycle control was applied to the converter in order to create a corresponding
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voltage at the given frequency. When the safe operation of the battery and
current dependence are taken into account in the impedance measurement, the
proposed method of work utilises current control in the real-time condition to
obtain a characterised Ohm’s response from the battery. The real-time control
strategy for the converter aims to guarantee that AC perturbations are generated
at the desired frequencies; in this way, the battery impedance can be obtained
at given frequencies. How to choose a suitable control system depends on the
research target of the EIS measurement. When considering a safe work condition
for the battery and investigating a relationship between the discharge current and
the SOC, discharge current control would be a better choice. If the DC values
(including voltages, currents and duty cycle) are considered during the battery
operation, the output elements (output voltage and current) are theoretically
determined by the input elements (input voltage and current) and the duty cycle,
as shown in (4.1).
During an EIS measurement, a small AC sinusoidal current (Ii AC) is
superimposed to the DC base (Ii DC). Therefore, the value of mixed current
should vary periodically between the maximum amplitude (Ii max = Ii DC + A)
and minimum amplitude (Ii min = Ii DC −A). The frequency of variation is given
by fp, and the amplitude of the AC component A (A > 0), is presented in (3.9):
Ii = Ii DC + Ii AC(t) (3.8)
Ii AC(t) = A sin(2πfpt) (3.9)
Since such AC perturbations are injected to the discharge current, the
battery can reflect those current variations in voltage due to the Ohm’s response
of the electrochemical system. In consequence, the terminal voltage of the battery
is perturbed by a sinusoidal voltage component, as shown in Figure 3.4(b). Here,
a linear performance is assumed for the electrochemical cell since a sufficiently
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small change of the current is injected to the system. It is worth mentioning
that the amplitudes of voltage responses only depend on the amplitude of current
perturbations, which cannot be defined prior to the impedance measurements.
The proposed measurement has been introduced based on AC impedance
techniques [13, 107, 113], as reported in Chapter 2. Figure 3.4(a) shows a diagram
of the DC-DC boost power converter with the single-frequency AC impedance
measurement approach. In this method, a sinusoidal current perturbation can be
generated at a given frequency by the power converter. The DC current Ibatt dc is
shown in the diagram since the battery is powering a resistive load profile.
When the measurement time approaches tl, the current perturbation Iac
is superimposed to the DC current Ibatt dc, which triggers the voltage response
in the battery power system. If a linear battery power system is assumed for
the measurement, the amplitude of perturbed voltage (Vac) has a proportional
relationship with the amplitude of the injected current perturbation.
Moreover, a corresponding perturbed voltage (Vbatt ac) to the DC voltage
base (Vbatt dc) during the measurement. Nevertheless, the voltage perturbation
in response to the AC current injection can not be predicted. Here, Vbatt ac is
used to represent the amplitude of the voltage response; from this, the voltage
performance of the battery in the measurement system can be obtained according
to (3.11).
Importantly, the amplitude of AC perturbation should be carefully con-
sidered in the measurement. Some papers [95, 108, 123, 124] have pointed out
the adverse effects that AC perturbations may create on electrochemical devices.
These undesired effects are an increase in the power losses and the possibility of
damages, as well as decrease the durability. Although all hazard phenomena of
batteries caused by the impacts have not been fully understood and there is not
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Figure 3.4: Illustration Diagram of Battery Impedance Measurement Methods
Single-perturbation-cycle closed-loop sinusoidal function online EIS measurement
method employed in this thesis (top) and the corresponding waveforms of the battery
voltage responses (bottom); The waveform of Vo is sinusoidal when the perturbation
frequency is less than the filtering frequency (about 231 Hz) of the DC-DC converter.
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an acceptable indication of the maximum allowed perturbation, a reasonable exci-
tation amplitude that can be used around 10% peak-to-peak of the rated current
[15, 125].
In equations (3.11) and (3.12), the symbols for battery voltage and current
are Vbatt and Ibatt, respectively. All perturbed signals (voltage, current, and duty
cycle) perform with the same excitation frequency fp. By transforming the time-
domain values of battery voltage and current to the frequency domain during
some perturbation cycles, the magnitude of the battery AC impedance at the
frequency fp can be expressed as in (3.12). As a phase shift exists between the
battery voltage and the battery current, the phase at the same frequency is given
by (3.13), where φV is the phase of the battery voltage, while the battery current
phase is denoted by φI :
Ibatt(t) = Iac sin(2πfpt+ φI) + Ibatt dc (3.10)





∠Zbatt(fp) = φV − φI (3.13)
3.1.3 Control System for DC-DC Boost Converter
Closed-loop and Open-loop Control Systems
Using the online measurement method based on the power converter introduced
previously, to achieve desirable AC perturbations during the measurement, the
converter (included in the plant, as shown Figure 3.5) needs a proper control. In
general, there are two classifications of control systems to be considered, called
closed-loop control system and open-loop control system, shown in Figure 3.5.
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Figure 3.5: Closed-Loop (top) and Open-Loop (bottom) Controllers
Open-loop control systems, in which the output does not influence the input to
the control process, have advantages such as simple construction, fast response
and dramatic stability. They are popularly used in traffic lights and TV remote
controls.
When considering most electrical or electronic control systems, those
systems need to combine the control behaviour with the measurable signals or
and the processed signals. So, in these systems, controls demand an accurate
performance in order to reach the control purpose. One way that can be accurately
used to control the process is by monitoring the system’s output and feeding it
back to compare it with the desired output. In this way, the control error can be
reduced, and the system brings the output back to the expected level. The value
of the output, which is measured and brought back to the system is called the
feedback signal, and this control system is named the closed-loop control system.
With the feedback contribution, the main characteristics of the closed-loop
control system consist in reducing control error, reforming stability of the unstable
system, and producing reliable and repeatable performance. When compared with
the open-loop control system, the closed-loop control system can be used for the
proposed measurement in order to minimise the control errors and stabilise the
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system. In Figure 3.5, the control object flows into the system. At the output
terminal, the closed-loop control system can monitor the outputs directly and
send them to the control system feedback loop. In the feedback loop, the control
difference between the setting level and the output can be strictly quantified.
When compared with the output performance within open-loop control systems,
the output level of closed-loop control is mainly modified by the feedback process.
Besides, unlike open-loop control without any output combination, closed-loop
controllers modify the output performance for every single input, so the result of
control performance can reach the proposed level effectively and accurately.
Closed-loop PI Controller
The boost DC-DC converter is always used to enhance the voltage outputs. This is
because the output voltages can be controlled by the switch operation of the power
converter. Additionally, in the proposed measurement, the power converter’s
switch responds to the control setting. The switch operates periodically in
the measurements, and the switching frequency can reach megahertz. A fast-
switching frequency can minimise the effect of ripples when the parameters
of input voltage, inductance and duty cycle are fixed, as shown in (3.2). It
should be noted that the switching frequency determines the upper limit of
the frequency range for the AC perturbations, due to the fact that the AC
perturbation frequency must be at least ten times lower than the switching
frequency. Besides, the control performances, such as rise time and steady-
state error, are closely associated with control strategy and algorithm. However,
different control strategies have different algorithms to calculate the duty cycle
for the power converter. As a result, to define a pseudo sinusoidal duty cycle for
the measurement, choosing controller strategy is a top priority.
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Figure 3.6: Continuous-Time Mode of PI Controller Schematic
Several controller categories have been included in industrial implemen-
tations, such as adaptive controller, and proportional-integral-differential (PID)
controller. Adaptive controllers are able to deal with non-linear systems that
strongly affect process disturbances and uncertainties [126]. PID controllers, are
a more conventional control scheme, widely used in industries due to its straight-
forward implementation. During the EIS measurement, a PI controller was chosen
for stability and ease of implementation.
The duty cycle is defined by a traditional linear PI controller in the
measurement system. PI controllers are used as a fundamental closed-loop control
technique in many applications, especially in electronic controls [127].
A PI controller structure in the continuous-time model contains two crucial
parts that are proportional, as well as integral items. The PI controller is mainly
concerned with the disparity between the measured process variable (y(t)) and
the setting point (x(t)), which is involved in both items, as shown in Figure 3.6.
Therefore, an expression for the controller’s time-variant error can be obtained:
e(t) = x(t)− y(t) (3.14)
Hence, the corresponding PI controller representation is
µ(t) = kpe(t) + ki
∫
e(t)dt (3.15)
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where µ(t) is the output of the controller and
∫
e(t)dt represents a discrepancy
on the present error (it also is an accumulation of the past error).
In a traditional continuous-time mode of a PI controller, the error is
determined without any interruption. Conversely, in the discrete-time controller
model, measured variables are acquired with a constant time resolution. In this
case, the difference between the reference and measurement will be updated with
the same time resolution. Thus, the discrete-time controller mode is more suitable
than the continuous time used for the proposed measurement due to sampling
signals.
The impedance definition (3.12) shows a relationship with current and
voltage signals. In the signal classification, current and voltage signals are a kind
of analog signals. To obtain these during the measurement, they need to be
converted into digital signals. In this case, the system can use them to calculate
the battery impedance.
In practice, an analog-to-digital converter (ADC) is needed to convert ana-
log signals to digital ones, in agreement with the requirement of the impedance
identification. Depending on the discrete-time behaviour of the ADC, all mea-
sured values for the controller are firstly sampled with a configured time resolution
before they are injected into the control system. The transition of the PI controller
from the continuous-time model to the discrete-time model entails a proportional
operation denoted by the discrete expression e(n) in (3.16). For the integral item,
it changes to a discrete summation (Ierr), as presented in (3.17):
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Figure 3.7: Conventional Discrete-Time System Digram with PI Digital Controller
where y′(n) is the output of the sensor. From Figure 3.6, measurable
variables and the setting value in continuous-time mode are converted to the
discrete-time format. These are shown as y(n) and x(n) in Figure 3.7. Here,
n equals the multiplication of the sample number k. It should be noted that
measurable signals would require sensors to acquire their values, so a sensor mode
is embedded in the digital control diagram.
When considering the PI controller algorithm, two adjusted gains for the
proportion and the integration influence the controller. These gains pertain to the
controller activities particularly to the transient response, the rise time, the setting
time steady-state error and the overshoot. For more details, the gain effects of PI
controller on the controller behaviour are discussed in Section 4.2.1 along with an
explicit model (where battery, converter and PI control are included).
3.1.4 Requirements of Battery Impedance Measurement
A proper battery impedance measurement system requires several conditions to
fully meet the measurement purposes, including a frequency range from millihertz
to kilohertz and a proper operating frequency for the PI controller. Initially, to
satisfy the measurement ranges of battery impedance, covering from millihertz
to kilohertz, the switching frequency of the power converter must be much larger
(around ten times) than the maximum measurement frequency of the battery
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Figure 3.8: The Proposed EIS Measurement System Based on DC-DC Boost
Converter
impedance. For example, 100 ksps set to measure the impedance at the frequency
of 10kHz [13]. Under this condition, current ripples can be distinguished at
perturbed frequencies and harmonic frequencies. Thus, a wide frequency gap
between perturbation frequency and the switching frequency would be obtained
under this condition, which makes the design regarding the cut-off frequency of
the low-pass filter easier (shown in Section 4.2.2). Next, PI controllers involve
both features of the P controller and the I controller, which can be used to the
measurement system to control the proposed signal efficiently and precisely. The
control needs to operate with a specific frequency, which performs synchronously
with the switching frequency.
Traditionally, the PI control is programmed in a microprocessor. In the
proposed PI control system, as shown in Figure 3.8, the defined duty cycle
(d) should be passed to the switch without any data loss. It requires that
signal acquisition and control operation are synchronous, which means that the
operating frequencies of controller, PI algorithm and signal acquisition must
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be identical. The same operating frequency phenomena is well known as a
synchronous operation. To meet the synchronous requirement, hardware devices
should have the ability to provide a compatible operating environment, in which
the PI algorithm, controller and signal acquisition can work at the same time, as
well as allowing the work duration to be accounted.
The operating time of the PI control is used to verify the control frequency.
A short execution time of the instruction guarantees a fast control frequency. In
particular, if there is a restrictive time consideration for executing a single in-
struction, it should introduce the real-time processing firstly. Real-time process-
ing features a fixed time for every single instruction occurring in a specific unit.
The execution time for instruction relies on the performance of the unit; a shorter
execution time represents a faster speed of the unit. Accordingly, the proposed
measurement is able to employ a real-time function to force a precise operation
time for the control. Therefore, the operating time of PI control can be configured
accurately.
Finally, the measurement needs multiple-channel and fast ADC to acquire
several analog signals simultaneously. As previously discussed on the synchroni-
sation, the frequency of updating duty cycle of the PWM signal is the same as the
switching frequency, updating duty cycle once every switching period. Notably,
the definition of duty cycle is based on control inputs and settings, as given by
(3.18). Based on this constant time resolution, the sampling frequency of the
ADC can be determined. In particular, the ADC sampling rate will be set iden-
tically to the control and switching frequencies, in agreement with [13]. In the
control platform, the ADC sends the acquired data to duty cycle determination.
The updating duty cycle has been configured similarly with the switching fre-
quency in order to ensure that all data used in the calculation. When considering
the requirement for ADC on the acquiring data frequency for the same measure-
ment purpose, the sampling rate should be set at the synchronised frequency. In
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summary, the requirements for the proposed synchronised measurement are next
listed:
1. A high switching frequency (over10 kHz) for the DC-DC power boost
converter and the control system, at least ten times larger than the
excitation frequency of the AC perturbations.
2. A clear and fixed control frequency that can be identified within a real-time
operation by a specific unit.
3. A fast sampling rate ADC, which can meet the frequency of the switch and
control system.
3.2 Real-time Measurement System for Battery
Impedance
The real-time operating condition is considered in the measurement system to
capture current perturbations at specific frequencies, as shown in Figure 3.9. Real-
time systems impose a hard restriction on the response time to one or more events.
In a conventional real-time system, systematic events always consist in the arrival
of new inputs or in the requirement that new outputs have to be generated; new
inputs in the time-constrained system are captured periodically. For instance,
in the system of perturbed signal injection with the DC-DC boost converter,
AC perturbations would be pre-sampled by the number of samples. Then, their
amplitudes in mathematical representation are calculated. On the other hand,
their frequencies correspond to the period T , which depends on the frequency of
the real-time system. In the proposed battery impedance measurement system,
the desirable frequency of the perturbed signal is defined by the operating system
period under a real-time condition.
64 3.2 Real-time Measurement System for Battery Impedance
Figure 3.9: Overall Diagram of the Proposed Measurement and Control System
Architecture
3.2.1 Analog-to-Digital Conversion
In order to monitor signals in the proposed impedance measurement system,
continuous-time voltage and current are converted into digital signals. The
process of converting analog signals to digital ones is called analog-to-digital
conversion and is usually performed by an analog-to-digital converter (ADC),
as shown in Figure 3.10.
Digital information differs from its continuous counterpart in two critical
aspects: sampling and quantisation. Sampling is the digitisation in time
and quantisation digitalises the amplitude. If sampling and quantisation are
represented by the x-y axes, they generate different polarisations (the horizontal
pole normally denotes time and the vertical pole usually represents the amplitude,
which affect the information that the input signal delivers, such as signal real-
time acquisition speed and amplitude. A more detailed discussion of sampling
and quantisation will now follow.
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Figure 3.10: Block Diagram of ADC
Figure 3.11: Example of Analog Signal and Discrete-time Signal x(nTADC)
Sampling
In the illustration, the analog signal xanaolg(t) first passes through a sampler and
quantiser in sequence; then, the signal is converted to the digital signal xADC(n).
During the process of sampling, the amplitude (y − axis) of the analog signal is
presented with a sequence of values, but in time scale (x− axis), several samples
are fetched with an identical time interval (TADC).
When those samples are used to restructure the analog signal, the recon-
struction of an analog signal is discrete in the time region. For example, an analog
sinusoidal signal is sampled with an 8-point sampling, resulting from a restoration
of the signal shown by red dots in Figure 3.11.
The intermediate signal is a discrete-time one with a continuous value
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at the discrete-time nTADC , n = 0, 1, 2. . . 7. In the mathematical definition of
the sampling frequency, an ideal sampler can be considered as a switch that






where fs is the sampling rate (or sampling frequency) in hertz (or cycles per
second).
The sampling frequency has a significant impact on the reconstruction of
analog signals. When an unsuitable sampling rate is set to ADC, the digitalised
signal cannot recover the analog signal. The result of the mismatched situation
is essentially caused by the sampling frequency, called aliasing. Therefore,
in practice, to represent an analog signal xanalog(t) by a discrete-time signal
x(nTADC) accurately, two conditions must be satisfied:
1. The analog signal, xanalog(t), must be limited by the bandwidth of the signal
f .
2. The sampling frequency, fs, ought to be at least twice the maximum of the
frequency component in the analog signal f , that is
fs > 2f (3.19)
This is Shannon’s sampling theorem and is normally deployed to acquire
signals in the real word at a higher-level (the sampling rate is slightly larger
than two times of the maximum frequency of the targeted signal). For example,
in the proposed measurement, AC signals will vary in the frequency range from
millihertz to kilohertz; that means that the sampling rate should be just above
than twice of the kilohertz. Under this consideration, approximately a hundred
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thousand samples per second are desired, which cannot lead to an aliasing problem
for signal acquisition.
It should be noted that switching frequency components will be filtered in
the proposed measurement so there is no need to set the sampling rate to meet
the sampling theorem in order to sample switching frequency components.
In the proposed measurement, multiple signals of the battery (including
voltage, current, and temperature signals) should be sampled by the ADC. There
are two possible sampling options for multi-channel ADCs: simultaneous sampling
can be achieved with a separate ADC for each channel; alternatively, the use of
a multiplexer allows using an ADC (which is cheaper), but introduce time delay
between active channels. Nevertheless, the time delay would result in an apparent
phase shift between the measurable signals of the battery, which has a negative
effect on the measurement accuracy and will be discussed later.
Quantisation and Encoding
The quantisation is the second stage of signal processing shown in Figure 3.10,
which aims to represent the amplitudes of quantised signals corresponding to stair-
stepped digitalisation. If the discrete-time signal x(nTADC), as depicted in Figure
3.13, is considered to have an infinite number of bits, the quantified amplitudes
of the signal will correspond exactly to original values of continuous-time signals.
Nevertheless, in real DSP applications, the quantisation is always driven
by a finite number of bits to represent the discrete-time signal as a binary number.
This process of exhibiting binary numbers is called quantisation and encoding.
Figure 3.12 displays an example with the 4-level quantisation of unipolar ADC.
Six samples are acquired periodically, and the corresponding signal amplitudes in
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Figure 3.12: Digital Samples by Using 2-bit Quantizer
Symbol ‘o’ stands for discrete-time value xADC(n) and the quantified value is marked
by red filled cycle.
the same numbers are quantified. Between consecutive quantisation levels, the
spacing is named the quantisation width, step or resolution.
When compared with the discrete-time value x(nTADC), represented by
the symbol ‘o’, the digital signal marked by the red filled circle has the observed
difference on signal quantisation. The difference of quantisation results is
called the quantisation error. Conventionally, there are two different types of
quantisation errors, called round and truncation, both shown in the illustration.
Round happens if xADC(n) is replaced by the value of the nearest quantisation
level and truncation occurs when the smaller value of the level is used to quantify
xADC(n).
If an average value is located between two close quantisation levels, the
value of the signal exceeding the mean value is assigned to the higher quantisation
level; on the other hand, the signal value that does not exceed the value is allocated
to a lower quantisation level. Therefore, the maximum varying range can be
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where eq(n) denotes the quantisation error.
It is worth noting that the quantiser is uniform in the spacing between
quantisation levels. The resolution of a quantiser is identified by the ratio of
full-scale (FS) range and the number of levels 2B, where B denotes the weight
of a particular bit of ADC. The resolution can be expressed in terms of 2B − 1





Recalling that the quantisation error aims to consider the noise perfor-
mance of ADC’s output, the quantisation error is a discrepancy between the
quantised value and the real value of the analog signal. Specifically, tt appears
in ADC outputs as noise and thus, is also called quantisation noise. The quan-
tisation noise is assumed to be a random variable that is uniformly distributed.
When a B-bit ADC is used, the signal-to-quantisation-ratio (SQNR) as the signal
quality indicator is approximated by
SQNR ≈ 6B dB (3.22)
The unit dB is the an abbreviation of decibel, which expresses the power ratio
between variance of the domain signal and quantisation error. The bigger SQNR
is, the higher quality of the signal is obtained. Accordingly, the quantisation error
can be reduced in the signal conversion as ADC is implemented with a larger bit.
For the effect of quantisation error, it would result in unavoidable measurement
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differences in amplitude, and is better to discuss with experimental results, as
well as seen in Chapter 6.
During the proposed measurement, it should note that the DC components
of the measurable signals (of the battery) are much bigger than the AC compo-
nents (less than 5% of the DC base is used for the AC amplitude configuration).
This means that the AC targets will cover only a very small part of the ADC
range. On the other hand, the relatively high sampling frequency and the cost
constrains limit the maximum number of bits so a common choice of quantisa-
tion level of around 12-bit will be considered in this work, in agreement with the
references [2, 107, 128].
3.2.2 Real-time Controller System
As mentioned before, the frequencies of AC perturbations injected to the mea-
surement are defined by the real-time system. In a complete measurement system
for battery impedance, the measurement circuit and the controller system are in-
volved. Measurement circuits include a power source, a power converter and a
load profile, as shown in Figure 3.9.
Normally, the power source and load file have a negligible effect on small
time variations, while the time performance of the control system is necessarily
considered for the converter’s high-speed control. The control system includes
three parts: ADC (signal acquisitions), PI controller scheme and PWM. The
control process starts from reading ADC values, via operating PI controller
computation and ends with the PWM behaviour. Therefore, the execution time of
the real-time system should be accounted from data reading to the end of PWM.
In order to achieve an accurate time performance of the system, the
CHAPTER 3. Cost-Efficient Impedance Measurement System for Lithium-Ion
Battery 71
Figure 3.13: Photograph of BeagleBone Black
microprocessor must allow to account the system operating time. In this way,
the operation period for the controller system can be obtained, so the period (or
frequency) can be used to determine the flexible frequencies of AC perturbations.
3.3 Real-Time Measurement and Control Sys-
tem Developed by BeagleBone Black
BeagleBone Black (BBB) is a well-known open-source prototyping platform
(shown in Figure 3.13), which is used as a central control unit for many embedded
control implementations such as robotics and 3D printers. BBB is a low-cost
(around £36) development single-board computer, which features portability due
to its small size. When compared with other low-cost and low-power chips, such
as Raspberry Pi and Arduino, BBB has high-frequency real-time processing. The
real-time action of BBB is primarily required for the project while Raspberry
Pi does not have a real-time function. Besides, analog signals cannot be directly
measured by Raspberry Pi due to the lack of onboard ADC. When considering the
implementation of Arduino, although it has a real-time processor, its real-time
complex system performance is reduced by the processor specification. When
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BBB is compared to some building high-performance devices, such as application-
specific integrated circuits (ASICs), digital signal processors (DSPs) and field-
programmable gate arrays (FPGAs), BBB does not demand a long duration
to access its programming language. It is worth noting that BBB features
its simpler ARM architecture and data communication, as well as its a more
energy-efficient way that favours acceptable real-time activities to the battery
impedance measurement under a lower power consumption and cost condition,
when compared with the implementations of DSP and FPGA for the proposed
measurement.
The particular advantage of the BBB for the proposed battery impedance
measurement consists in that it favours desired real-time configurations within two
existing “programmable real-time units” (PRUs). The on-board microprocessor
AM335x is the core that includes PRUs and other subsystems, as shown in
Figure 3.14. Before PRUs are called to reach a time-constrained measurement,
the microprocessor should be introduced in advance. The AM355x processor is
developed from the ARM Core-A8 core and widely used in image and graphics
processing, as well as in industrial real-time interfaces. The processing ability of
the processor can reach 1.0 GHz. Moreover, the processor is capable of working
with high-level operation systems (HLOS). For example, Linux is an open-source
OS available for free.
Figure 3.14 also provides more information on the subsystems of the
AM335x processor [129], which will contribute to the measurement. For all the
presented subsystems, PRU-ICSS is the most primary subsystem, which offers a
time-critical condition where the execution time for introductions can be recorded.
The low-cost purpose of this work has introduced. One of the methods is
deployed in which DC-DC boost converter creates AC perturbations to battery
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Figure 3.14: AM335x Functional Block Diagram
Red rectangles present the requirements of the proposed measurement on signal
acquisitions, controller scheme and PWM.
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operations. Another cost-effective enhanced approach focuses on the affordable
device, named BeagleBone Black, which is used to acquire analog signals with
ADC and generate PWM via embedded hardware PWM (eHRPWM or GPIO),
as shown in Figure 3.14. Advantages of implementing BBB for the impedance
measurement are:
1. Two decent PWM modes that can be invoked to control the converter’s
switch, up to 200 MHz;
2. Two individual real-time units that are assembled on the board and
embedded within PRU-ICSS, with a real-time processing frequency of up to
200 MHz (5 nanoseconds);
3. The overall sampling rate of the on-board ADC is 200 ksps and the ADC
channels are multiplexer.
In particular, all real-time functions, including ADC signal acquisition, the
PI algorithm and PWM, would be contained by the PRU-ICSS environment in
terms of measuring execution time of functions. In this case, the requirement
regarding the frequency of the control system can be defined. The following
section will focus on BBB’s typical architecture used to deliver the root of EIS
measurement system based on the real-time performance.
3.3.1 The PRU-ICSS Architecture
The programmable real-time unit and industrial communication subsystem (PRU-
ICSS) on the AM335x processor contains two 32-bit 200MHz RISC (Reduced
Instruction Set Computer) cores, where the instruction set architecture (ISA)
allows them to use few cycles per instruction, which can be used as the real-
time indicator. PRUs’ individual memories are allocated separately from the
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core processor. Importantly, the specific performance of the PRU is allowing
independent operation and clocking for decent efficiency and flexibility. The time
interval in PRUs is constrained to 5 nanoseconds per cycle, meaning that a flexible
time-critical platform can be established and capture a theoretical frequency of up
to 200 MHz. Additional peripheral interfaces and real-time protocols are capable
of being implemented with PRUs.
The PRU-ICSS architecture also allows data transfer, which would con-
tribute to the impedance calculation for the on-line impedance measurement. In
the PRU-ICSS functional block diagram outlined in Figure 3.15 [130], two inde-
pendent 32-bit RISC PRU cores (PRU0 and PRU1) are involved. Each of them
are connected to 8 KB of program memory and 8 KB of data memory. The pro-
gram memory mainly stores instructions that are required to be executed in the
PRU, while the data memory is primarily used to save temporary data that is
obtained from data arrays, indicators, etc. For data storage in the PRU, there
are two data memories: Data RAM0 and Data RAM1, contributing to PRU0
and PRU1, respectively. However, there is a drawback of having separated data
memory for the PRU; data stored in different PRUs cannot be transferred mu-
tually. Therefore, only a single PRU would be used to save experimental data
in real-time operation. For data saved in ARM, a 12 KB general-purpose shared
RAM is activated to resolve the data transfer between PRU and ARM, as shown
in Figure 3.15. The shared RAM is employed as a communication bridge between
PRU and ARM core (Host), which can offer significant support for measurement
applications in non-real-time operation, such as battery impedance determination
and state estimation.
Essential developments for the proposed measurement occur in real-time
conditions. PRUs are primary time restrictive chips, and the way to invoke them
to count the measurement program duration is discussed below.
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Figure 3.15: PRU-ICSS Functional Block Diagram
3.3.2 Programmable Real-time Units Activations
The real-time measurement system for battery impedance operates via BBB’s
host processor (ARM) creating an appropriate executive event to wake up the
PRU and then let the PRU work following the memory-storage instruction. How
to activate and execute the program for PRU is shown in Figure 3.16. Generally,
BBB enables on-board functions and Input/Output pins for all applications via
device tree overlays. Therefore, a customer device tree overlay presented in the
illustration is initially active.
Real-time applications require ARM to manage PRU’s operation; thus,
there are two code files (for single PRU implementation) allocated to ARM and
PRU, named host code file and PRU code file. The host code file is normally
written in a high-level programming language, such as the C language. This
file contains a primary program to invoke the PRU and allows it to operate the
instructions that are written in the PRU code file. Next, once the host program
(.c) and the binary PRU program (.p) are created, they can be compiled or
assembled in the core processor (ARM). The compiling and assembly actions
aim to translate the programming language into instructions that BBB can use.
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Figure 3.16: Summary of Steps Involved in Deploying PRU-ICSS Program
Afterwards, the compiled PRU programme in binary format can be loaded to
the C host program and passed to the PRU-ICSS. During this process, the host
program acts as the communications bridge between the PRU and the ARM
within Linux OS. For further applications on the data transfer between PRU
and the host core, the communication bridge is improved significantly. For more
details regarding the data transfer technique, these will be introduced in Section
3.5.
3.3.3 Time Counter of PRUs
Regarding the time-critical implementation, time counters of PRUs are tradition-
ally used to count the execution time of the system. PRUs have several counters,
such as clock cycle counter, microsecond counter, millisecond counter and so on.
Among these counters, the clock cycle counter is a straightforward counter (also
a minimum counter in time scale) to deploy. The PRU’s clock cycle counter is
a 32-bit time indicator, which merely shows the number of clock cycles since the
operation approaches counter instruction. It should be mentioned that the clock
cycle counter does not work to drive an infinite number of clock cycles because the
counter cannot be wrapped automatically. The threshold time is around 20 sec-
onds since the maximum number n of clock cycles used in the PRU (5 ns per clock
cycle) is 232−1, as shown in Figure 3.18. When the counter reaches the threshold,
it stops immediately. However, for the proposed impedance measurement system
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for lithium-ion batteries, the power converter requires a fast-switching frequency
to reduce ripple effects; in general, the value of the switching frequency is not
less than 10 kHz (100 microseconds). Since the system operating time is much
shorter than 20 seconds, then the PRU cycle counter can sufficiently meet the
requirement related to the recoding system executive time. If a high-level cycle
is needed in PRUs, an optimised method with the Industrial Ethernet Peripheral
(IEP) can be implemented to wrap a large number of clocks automatically [131].
Particularly, the frequency (fp) of an AC perturbation has a close rela-
tionship with the real-time system operating frequency (fsystem). The switching
frequency synchronises with the control system frequency, which is much larger
than the perturbation frequency (fp). The system should spend time to match
the perturbation period. In practice, the frequency ratio method is employed to
obtain AC perturbations at different frequencies.
Analytically, the time interval tsystem between two cycles of the system
is 1/fsystem seconds. When a fixed number (N) of samples are contained by
the perturbation, all samples read by the real-time system will require N/fsystem
seconds. As an assumption, the value of the fundamental frequency fp equals
fsystem/N Hz; this means that once a single period of perturbations includes
N samples, the period of N/fsystem seconds can be fetched. If the N-sample
system is repeated K times, the period duration of the perturbation is extended
K times. Consequently, a new frequency is created for the perturbation with
value (1/K) × (N/fsystem). In this case, feasible frequencies for the N-sample
perturbations are given by fp/K Hz, where k takes the values 1, 2, 3 and so on.
The maximum frequency for the AC perturbation in this case is fsystem/N Hz,
but there is no limitation for the minimum frequency due to a wrapped clock
cycle implementation to measure the operating time in the PRU.
CHAPTER 3. Cost-Efficient Impedance Measurement System for Lithium-Ion
Battery 79
3.3.4 Real-Time Control Functions in the PRU
The real-time control-relative functions have been discussed previously, which
consist of ADC signal acquisition, PI control algorithm and PWM. These
functions require an accurate operating time record in terms of the measurement
system working with a single frequency under real-time condition. The execution
time in the PRU is recorded by the number of clock cycles. As discussed about
the real-time controller, the proposed controller must run within certain execution
time in order to define values of the frequencies for AC perturbations.
Figure 3.17 illustrates the real-time controller established by a single PRU.
The PRU has the behaviour of a fixed execution time for a single instruction.
Typically, a single instruction of PRU only uses a single clock cycle of 5
nanoseconds (in Hertz, 200 MHz) for execution. In the illustration, three functions
contained by the real-time system are considered. The ADC execution time (t1)
includes the ADC acquiring individual data from the measurement circuit and
passing the data to the data array (shown in Section 3.5). In the second time
period (t2), the duty cycle for PWM is calculated. The last quantity (t3) denotes
the period of the PWM.
A simple relationship between the function operating time (toperation) and
PRU’s clock cycle (ncycle) in nanoseconds is
toperation = 5ncycle (3.23)




t1 + t2 + t3
(3.24)
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Figure 3.17: Real-time Functions Operating in Series
Even though the frequency of the measurement system can be obtained
from (3.26), it cannot guarantee a synchronous frequency for all real-time
functions (ADC signal acquisitions, PI controller algorithms, and PWM). This
is because the execution time of the functions are independent and sequent; as a
result, it is impossible to obtain an identical operating time between the system
(tsystem) and PWM (t3): tsystem = t3, as shown in Figure 3.18. In more detail, if
the operating durations of ADC and PI algorithm are constant, the total execution
time (t1 + t2) of ADC and PI algorithm is therefore fixed. When an additional
execution time (of PWM, not equal zero but also fixed) is added to the system,
it means the previous fixed time (of ADC and PI algorithm, t1 + t2) would be
extended, resulting equal to t1 + t2 + t3. In this situation, the frequency of the
system becomes much slower than the frequency of PWM. Unfortunately, the
synchronous frequency cannot be achieved.
How to tackle execution time for obtaining a synchronous performance
among real-time functions is the second challenge in this work. As previously
discussed on the time allocation for real-time functions, a possible solution is to
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Figure 3.18: Illustration of Two Optional Time Overlaps for Real-Time Functions
(a) The execution time of ADC and PI controller algorithm overlap with the on-time
region of GPIO; (b) The operating period of ADC and PI controller algorithm is
covered in the off-time region of GPIO.
use a functional management to put one of the execution durations into the other
ones. This means that two of the real-time functions (ADC signal acquisitions
and PI algorithm) operate in series and the PWM function would work entirely or
partially in parallel with the ADC acquisitions and the PI algorithm. Fortunately,
a flexible PWM mode, named software mode (GPIO), can be developed with the
BBB, which allows the execution of each real-time function in parallel in the time
domain.
Based on this method, the execution time of the PWM imposes a parallel
performance with the ADC and PI control functions, as shown in Figure 3.18.
There are two reasons to employ a parallel execution. On the one hand,
PWM activities involve ON and OFF states, which have time gaps between
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states; this provides a chance to insert functions in order to share the operating
time simultaneously. On the other hand, the software mode completes PWM
performance through GPIO techniques, which indicates that a single digital pin
can operate in the ON (high-voltage output) and OFF (low-voltage output) states
with a timer periodically and flexibly. During the ON or OFF state, the ADC
acquisition and control algorithm can be allowed to operate with ON (or OFF)
state at the same time. On the BBB, the hardware PWM model is included
by the enhanced high-resolution pulse-width modulator (EHRPWM), and seven
individual EHRPWMs in total can be exploited. The modulator is programmed
by a single function, which cannot provide independent ON state (or OFF state) to
contain the ADC and PI algorithm functions. According to above explanations,
the time “contained” method is put forward, which can be used to handle the
functions of the ADC and PI algorithms operating with PWM in parallel.
The time-contained method is employed, depending on the flexibility of
the software PWM mode. The software PWM mode drives a general-purpose
input/output (GPIO) pin, which is activated periodically at two states on output
voltages of 3.3 V and 0 V. A single GPIO pin is configured in the software
mode, which performs with a fast nanosecond-level I/O in the PRUs. It should
be mentioned that the activated GPIO output varies periodically at either the
high output (3.3 V) or the low output (0 V). In this case, the GPIO outputs
present a similar performance with the traditional PWM (regarding high and low
behaviours). Additionally, using PRU clock cycles to set the time allocation
for ON state (ton) and OFF state (toff ) in the software, PWM is the same
configuration as the setup of the duty cycle in the traditional PWM. Using the
time-contained method, a flexible execution time of the PWM can be used in the
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programme:









where the period of the system being ttotal and the frequency of the system fsystem.
Next, to implement the PWM execution time overwrite ADC and that PI
algorithm operating times, two strategies regarding time ranges are considered
due to the duty cycle: on-time range and off-time range.
Figure 3.18 shows the time-contained method for different GPIO operating
states. In the illustration, the left plot shows the ADC and PI algorithm functions
covered in the on-time range. The system spends t1 seconds reading ADC
data and t2 seconds to complete the PI algorithm. Since the duty cycle (d) is
determined by the ratio of ton and ttotal (ton + toff ), then on-time compensation
(tcomp on) would be superimposed to PWM because there is a possibility for ton
to ask for additional time (tcomp on) in order to compensate the time difference
between ton and real execution time t1 + t2, as shown in (3.29). In this situation,
the ratio of the on-time duty cycle is initialised by a small value (due to the small
sum of t1 and t2 being larger than zero), which never reaches a zero value:
ton = ttotal × d (3.28)
tcomp on = ton − t1 − t2 (3.29)
Another time-contained strategy focuses on the off-time region of GPIO.
Different from the aforementioned on-time range approach, the off-time filed
involves reading ADC data and running the PI algorithm; this is illustrated in
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Figure 3.18(b). As the PI algorithm defines the duty cycle, the value of the duty
cycle is used to allocate the GPIO on-time duration directly. On the contrary,
the GPIO off-time duration (toff ) is given by the difference between the total
time (ttotal) and the on-time (ton), shown in (3.30). As a result, the off-time
compensation (tcomp off ) is a discrepancy between the off-time toff and the sum
(t1 + t2) of the ADC and PI algorithm presented in (3.31):
toff = ttotal − ton (3.30)
tcomp off = toff − t1 − t2 (3.31)
When compared those two time-contained strategies, the former (on-time
strategy) implies a minimum duration ton (in which the minimum value of duty
cycle is limited), whereas the latter (off-time strategy) results in a minimum
duration toff (which means a limit on the maximum value of the duty cycle).
The off-time strategy is, therefore, more appropriate as the converter does not
normally work with a very high duty cycle.
3.4 Digital Signal Processing on Domain Trans-
fer Algorithm
Digital signal processing (DSP) is used on digital representation of signals to
analyse, modify, store or extract information from measured signals. In battery
impedance measurements, the equation for the impedance (3.12) is concerned with
two measurable signals: terminal voltage and discharge current of the battery.
These signals change continuously in the time domain. However, time-continuous
signals cannot be used directly for impedance calculations. In general, they should
be properly processed by the ADC, which digitalises the signals to a discrete-time
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format (well-known as samples), as discussed in Section 3.2.2. Obtained samples
perform with a fixed time resolution and their amplitudes are quantified by 2B
bits.
As the previous discussion about the real-time controller, measurable
signals of battery need to be converted to digital signals, and then they can
be processed by the microprocessor. Here, two categories of DSP operating
conditions are considered in practice, called real-time and non-real-time. The
real-time controller functions (ADC, PI algorithm and PWM) are involved in the
time-constrained condition to generate required AC excitations. By contrast, the
aspects of battery impedance computation with the domain transfer algorithm
and SOC estimation, have no specific requirement for the constrained time.
Therefore, the non-real-time operation in the RAM is considered.
So far, the measurable voltage and current are shown as functions that
depend on time, given by (3.10) and (3.11). Besides, impedance expressions
related to the voltage and current measurements are displayed in (3.12) and (3.13),
which need to transfer measurable data into the frequency domain. Analytically,
for the continuous-time signals, such as voltage and current, they consist of a range
of frequencies, which can be transferred from the time domain to the frequency
domain via a Fourier transform (FT, X(f)). According to [132], the FT algorithm









−j2πkn/NFT , k = 0, 1..., NFT − 1 (3.33)
The discrete-time signal x(n) is transformed into a sequence by the
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x(n)e−j2πkn/NFT , k = 0, 1..., NFT − 1 (3.34)
where the analog signal is denoted by a continuous-time format x(t), while x(n)
is the discrete-time counterpart; here, j stands for the unit imaginary number.
According to the expression (3.32), a Fourier transform delivers an essential
connection between time-domain and frequency-domain. In addition, the FT
offers critical information: two signal formulae in different domains are equivalent
if they are obtained with the same measurement circumstances, such as the
sampling rate. This said, in the proposed battery impedance measurement
platform, the observed continuous-time signals must be sampled and quantised
by the unipolar ADC; the latter, supports signal acquisitions that guarantee the
measurement under the same sampling rate and quantisation level. In response
to discrete-time performance for ADC samples, a discrete-time Fourier transform
is therefore deployed.
The DFT is the discrete-time equivalent of the continuous-time Fourier
transforms. As the derivation for discrete Fourier series is shown in (3.33) and
(3.34), where the number of samples of the signal are NFT and ck denotes the
Fourier series coefficients, the DFT performs a sum to obtain the amplitudes
for all samples. When the number of samples increases, the sum requires more
amplitude elements, resulting in a longer operation. In practice, the number of
samples are taken into a DFT depends on several aspects, such as the frequency
of the measurable subject, the sampling rate and the measurement duration.
Additionally, the DFT defined in (3.34) can be represented with the
CHAPTER 3. Cost-Efficient Impedance Measurement System for Lithium-Ion
Battery 87





x(n)W knNFT , k = 0, 1..., NFT − 1 (3.35)
where
W knNFT = e
−j2πkn/NFT , k = 0, 1..., NFT − 1 (3.36)
The parameter W knNFT is known as the twiddle factor. The twiddle factor
is a periodic and symmetric function which period can be found by WNFTNFT =
e−j2π = 1 and its symmetry is a consequence of the e−jπ (equalling -1), as shown
in Figure 3.19. The illustration exhibits the periodic and symmetric characters
of the twiddle factor in an 8-point DFT. It can be proved that the symmetry of




= −W kNFT , 0 ⩽ k ⩽ (NFT/2)− 1 (3.37)
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For DFT implementations, the DFT coefficients are equally spaced on the
unit circle with the frequency intervals of fs/NFT or 2π/NFT . This means that, in
the frequency domain, the resolution of two close frequency components of DFT
are identical and the value is the frequency intervals. Therefore, the frequency




, k = 0, 1, ..., NFT − 1 (3.39)
However, the DFT is an expensive floating-point computation. If NFT points are
required by DFT to calculate each X(k), there are NFT complex multiplications
and NFT complex additions in the definition (3.34). Yet, for computing the NFT
samples of x(k), as k varies from 0 to NFT −1, about N2FT complex computations
and NFT × (NFT − 1) complex sums are needed. When considering four real
multiplications included and two real additions in a complex multiplication, the
number of arithmetic operations of computing N-point DFT is as large as 4N2FT .
As NFT becomes larger, the computation would last for a longer time,
which causes a very low speed to measure battery impedance. In this case, to
overcome the issue of DFT’s requirement on long-term computations, an efficient
algorithm called the fast Fourier transform (FFT) can be adopted. Historically,
FFT was put forward by Cooley and Tukey in the mid-twentieth century [132].
With developments in the past several decades, FFT algorithms have become
popularly and been applied to most frequency domain presentations. This is
because FFT only requires NFT log2NFT operations, which replaces teh number
of large operations for DFT as NFT samples are referred. Notably, the Cooley-
Tukey algorithm consist in dividing the transfer into two pieces of size of NFT/2
at each step and is therefore limited to power-of-two sizes. There is a clear
computational comparison if NFT is valued at 1024, FFT needs about 10
4
operations, while the DFT requires 106. Statistically, FFT only demands 1%
of DFT operations to complete the same sample computation. This computation
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normally occurs under non-real-time conditions (in microprocessors). Fewer
actions of the microprocessor indicate shorter time for the execution. Afterwards,
this work focuses on how FFT decimates the operating time efficiently. FFT
also requires the number of samples to meet the fast calculation algorithm. The
recommended number of samples (NFT ) for FFT is power of two, NFT = 2
r,
where the integer r can be calculated as
r = log2NFT (3.40)
In the FFT algorithm, the signal x(k) is split into two NFT/2 samples that
are categorised as an odd item xo(ko) and an even item xe(ke). For these odd
and even elements, they consist of the identical signal samples, which can use a
(NFT/2)× 1 transposed matrix [132], where n stands for an integer varying from
0 to NFT/2:
xe = [x(0), x(2), ..., x(2n)]
T (3.41)
xo = [x(1), x(3), ..., x(2n− 1)]T (3.42)
The basic idea of the FFT is based on the DFT definition (3.34), which can be




















x(2n)W knNFT /2 (3.44)
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Figure 3.20: Flow Graph of kth Order Butterfly Computation
Notice that the factorW 2knNFT appears in both odd and even sequences (3.43)
and it only requires to be computed once. Furthermore, when the programmable
FFT is driven by a microprocessor, the appeared factors are usually precomputed
and stored in the random-access memory (RAM). For the coefficients of the FFT,
they are obtained by combing the odd and even sequences using these formulae:
X(k) = Xe(k) +W
k
NFT
Xo(k), k = 0, 1..., (NFT/2)− 1
X(k + (NFT/2)) = Xe(k)−W kNFTXo(k), k = 0, 1..., (NFT/2)− 1 (3.45)
As the periodic property is governed by the factor NFT/2, Xe(k) and Xo(k)
are not changed as k increases with integer multiples of NFT/2. Consequently,
the simplified formulae (3.48) take the following form (where needs 0 ⩽ k ⩽
(NFT/2)− 1):
Y (k) = W kNFTXo(k) (3.46)
X(k) = Xe(k) + Y (k) (3.47)
X(k + (NFT/2)) = Xe(k)− Y (k) (3.48)
In the above simplifications, a temporary variable is used to reduce the
number of complex multiplications from two to one. Notably, the simplified
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Figure 3.21: Computational Operations of N-point FFT and DFT
computations in (3.47) and (3.48) are used for a kth order butterfly. This name
comes from the computational representation of (3.47) and (3.48): schematically,
the computations can be imagined as a ‘wing’ of a butterfly [132], which is shown
in Figure 3.20.
As an assumption, given NFT samples applied to the FFT computation,
there are NFT butterflies per stage with a total of log2NFT stages. Each butterfly
owns one complex multiplication and two complex additions. Thus, a total
number of (NFT/2)log2NFT complex multiplications and NFT log2NFT complex
additions are involved by the FFT. When the FFT is compared to the DFT
on computational operations ( see Figure 3.21), a substantial saving occurs as
the number NFT is larger than 20, but for computational operations driven by
microprocessors, the significant time saving that would be observed as NFT is
larger than 2000.
Therefore, in the battery impedance measurement system, FFT is used to
fully support the frequency domain representations to transform battery voltage
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and its discharge current from the time domain to the frequency domain given
that it contributes to a fast operation. Depending on the desired operational
efficiency of the FFT, that systemic requirement on the operation time can be
decimated decently even though if a high-speed processor drives the FFT.
Consequently, with the FFT computational effort, the aim of this thesis to
boost the performance of the BMS on fast SOC estimations can be guaranteed.
However, if the AC perturbation is sinusoidal and its generation is perfectly
synchronised with the sampling (which is the case in the proposed design), then
it is always possible to acquire and process an integer number of cycles of the AC
perturbation. This means that there is no need to calculate all the points of the
Fourier spectrum, but only one point is required by the measurement.
Therefore, an efficient transfer algorithm, named the Goertzel algorithm,
is required to calculate only one point of Fourier spectrum. In this way, a fast
online impedance measurement system can be achieved. In the following section, a
fast-online measurement method is implemented with two supportable techniques,
dynamic data transfer and Goertzel transfer algorithm.
3.5 Single Tone Detection for Online Battery
Impedance Measurement
A simple tone detection for the online impedance measurement method for
electrochemical batteries, such as lithium-ion batteries, is discussed in this section.
Based on the impedance expression (3.13) of battery, the impedance at the
specific frequency is defined, depending on the single-frequency consideration.
This is because the proposed approach on the impedance measurement applies
a single perturbation to trigger the battery Ohm’s response, so the main target
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Figure 3.22: Data Transfer Diagram Between ARM and PRU
frequency is important in this work. Furthermore, in order to guarantee a fast
response on the domain transfer calculation, the targeted frequency (also called
tone detection) algorithm is used in the non-real-time operation environment
to efficiently transfer measurable data from the time domain to the frequency
domain. In this case, the concepts of online impedance measurements are divided
into two main parts: data transfer and single tone detection of domain transfer
algorithm.
3.5.1 Data Transmission between PRU and ARM in BBB
Onboard data transfer was developed to support impedance calculation and
battery state estimations. Fortunately, the ARM 335X architecture provides a
possibility for fast data communication between PRUs and ARM. PRUs enable
the time restriction to process real-time tasks, while the ARM mainly deals with
tasks within a non-real-time environment. In the real-time environment, target
signals in battery impedance measurements are acquired periodically by the ADC,
and then 12-bit (quantified by the ADC) data is stored synchronously with an
ADC sampling frequency in the PRU’s RAM. There are two categories of memory
margins, one for data and anther for instructions. So, the names for these two
margins are called Data RAM and Instruction RAM, respectively.
In the diagram of the underlying interaction among ARM, memory and
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Figure 3.23: Line Buffer and Circular Buffer
PRU, as shown in Figure 3.22, RAM is employed here as a communication tube to
transit stored data from the PRU to the ARM. Currently, this tube transmission is
a convenient way to meet the high-speed requirement of online battery impedance
measurement as compared to the implementation of GPS data acquisitions and
phaser measurement applications [133]. Besides, register-based memory addresses
and global addresses pointed by entries in the constant table are accessed by the
RAM; where the address memory of Data RAM has an address in both the local
data memory map and global memory map. Notice that RAM memory is mapped
to PRUs in a slightly different way between PRU0 and PRU1. If PRU0 is used to
execute a real-time program, the corresponded function prussdrv map prumem()
for RPU0 will be active [134], which identifies the address of the PRU memory
map using a pointer. Pointer operations can be used to read data from the specific
PRU memory directly only when the correct PRU is called.
A circular buffer (also called ring buffer) as a memory-saving contributor
is used for onboard data transfer. Due to BBB assembling with only 8 kB size
of RAM Data memory, it is impossible to store massive data in a line buffer
individually in the memory. In this case, when the buffer is wrapped as a circle,
the stored data in the buffer can be overwritten in such a way that data can fill
the buffer until it is full. Subsequently, the new data can be allowed to fill the
buffer again from the initial position as the buffer is fulfilled and the saved data
is read.
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Figure 3.23 shows how an 8-element line buffer wraps into a circular
buffer. When a circular buffer is built, the way is employed importantly. In
the implementations of circular buffers, array and pointer are always customised
to indicate data and memory addresses, respectively. For instance, an array D[8]
is called into the data storage program in the C language, and it has two critical
meanings. Firstly, D[8] means that 8 elements are involved in this array, and
these elements are ordered by integer numbers from 0 to 7, shown in Figure 3.23.
Secondly, with an address symbol (&) ahead of a specific portion of an array, the
memory address of this element can be indicated. In other words, an array is
used not only as a data indicator but also as an address pointer. To avoid the
confusion related to indicate data or memory address, different pointers specifying
memory addresses can be deployed. There are two conventional pointers, read and
write pointers, used to indicate data reading and the data writing in the buffer at
the pointed address. In practice, for battery discharge signal acquisitions in the
proposed system, data writing occurs under real-time conditions, and the data
is written in the buffer in a clockwise direction, starting form the initial address
of the array. Besides, the frequency of data writing would be the same as the
frequency of the established real-time system of battery impedance measurement.
On the other hand, the data reading works in the ARM, where non-real-
time operation environment is provided. Importantly, the speed of the data
reading process is faster than the data writing’s one because the processing ability
of the ARM is more powerful than PRUs’. Therefore, the speed for data reading
and writing should be fully considered to avoid the saturation that the data in
the buffer is overwritten before reading it. To handle asynchronous saturation
between data reading and data writing, a comparison between read and write
pointers is carried out every time in the data writing program. If the read pointer
is the same as the write pointer, the buffer is empty, which means all data in the
buffer has been read already. In this case, the read pointer should hold its current
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value and wait for the next comparison. On the contrary, if the write pointer is
located ahead of the read pointer, data reading is executed continuously in a
non-real-time environment.
3.5.2 Single Tone Detection of Domain Transfer Algo-
rithm
The concept of domain transfer algorithms has been discussed in the previous
section. In spite of FFT and the DFT reducing the time necessary to obtain
a spectrum at several frequencies, there is still some operating time wasted as
single points of the DFT (by the single AC injection technique) are computed
via the FFT and DFT algorithms. To efficiently calculate the impedance at
a single frequency component, the single tone detection algorithm is adopted
[135, 136]. The tone detection, named Goertzel algorithm, utilises much less
ARM horsepower than other Fourier transforms, such as the FFT and DFT, so
that impedances at specific frequencies can be calculated within a short duration
[137].
The single tone detection operates by generating individual DFT coeffi-
cients for the target frequency component, which mainly reduces vast calculations,
while the FFT algorithm calculates input components and gives the amplitudes of
all components in the frequency domain. There is an example that can be used to
compare the different calculating activities of the DFT, the FFT and the Goertzel
algorithm. If an 8 samples are used to the FFT algorithm, the frequency compo-
nents should be computed in this order k = 0, 1, 2, 3, ..., 7. Totally, 8log28 = 24
complex multiplications are involved in the FFT computation.
The Goertzel algorithm, only requires 8 real multiplications and a single
complex multiplication since an 8-point signal is used. About one-third of the
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Figure 3.24: LTI Filtering Process Based the Goertzel Algorithm
computations for the FFT are required for the Goertzel computation. To find out
the reason why the Goertzel algorithm is an efficient method for computing X(k)
with a given k, the details of the Goertzel algorithm are introduced next. The
derivation of the algorithm is obtained from the expression (3.34) for the DFT
and grows when the display is convoluted to gain its time-invariant performance.
Initially, a simple expression is developed form the symmetry property of the
phase factor (see equation (3.36)), where W−NFTNFT = 1/e








Again, simplify (3.49) in convolution:
X(k) = (x(n) ∗W−nkNFT )|n=NFT (3.50)
Finally, if an impulse is applied to equation (3.50) to characterise a system
performance, which does not change the form of the equation, X(k) can be
expressed as:
X(k) = [x(n) ∗ (W−nkNFTµ(n))]|n=NFT (3.51)
In particular, (3.51) can be obtained as signal x(n) through a linear time-invariant
(LTI) filter with the impulse response h(n) = W−nkNFTµ(n) evaluating the result,
y(n), at n = NFT . This filtering process is illustrated in Figure 3.24. When
represented the impulse response h(n) by the z-transform method, the transfer
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Alternatively, another equivalent performance (3.53) is referred to the proposed
algorithm in the programmable application when normalise the denominator
of H(z) with its conjugate, 1 − W kNFTZ
−1. Hence, as studied in [137], a new








Therefore, according to the transfer function (3.53), only the output of the
filtering process is evaluated at yk(NFT ), where the factor −W kNFT only need to
be calculated at n = NFT . With this in mind, the proposed Goertzel algorithm
requires a total of NFT real multiplications and a single complex multiplication to
compute the target frequency. In particular, the programmable implementation
of the proposed tone detection is given by the effort of alternative equation (3.54),
which will be discussed in the following chapter.
3.6 Chapter Summary
The proposed EIS measurement system is developed with a DC-DC power
converter and a low-cost embedded device (BBB) in this chapter. The use of
a DC-DC power converter offers a chance to measure battery impedance during
battery normal operation. Besides, the required AC excitations of the impedance
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measurements can be generated by controlling the converter in the real-time
condition. Three real-time functions implemented in the BBB are discussed,
including the acquisition of measurement signals, the execution of the PI control
algorithm and the generation of the PWM signal to control the converter. The
proposed implementation method, based on software PWM, allows to achieve the
synchronisation of all three functions. An additional non-real-time function is
used to transform the measurement signals to the frequency domain, in order to
calculate the battery impedance. For this part, the Goertzel algorithm is used to
minimise the time required to complete the domain transfer calculation, based on
the fact that the AC perturbation contains a single frequency component.




In this chapter, the proof-of concept implementations in the proposed measure-
ment, such as the design of the DC-DC boost converter and the model based
on the averaged state-space method, are discussed. Besides, the definition and
the configuration of the sampling rate for the onboard ADC are described. The
concept of this chapter also includes the SOC determination, which is used as one
of dependencies of the impedance measurement. Apart from this, other depen-
dencies, such as battery ageing and discharge currents, are taken into account as
well. Furthermore, conditioning circuits for battery signals are used to properly
process these signals for BBB-based signal acquisitions. A domain transfer algo-
rithm is needed to transfer data from the time domain to the frequency domain.
In practice, the single tone detection of the Goertzel algorithm with a flexible data
length is employed. Finally, the experimental prototype of the online impedance
measurement system is presented.
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4.1 The Choice of Battery
Panasonic NCR18650B lithium-ion batteries are used in this thesis due to the
cost efficiency. The main specifications of the battery are shown in Table 4.1 [57].
In the prototype (shown in Figure 4.16), several battery operating variables, such
as SOC and internal temperature, are considered during the measurement, which
would affect the impedance results of the battery.
Figure 4.1: Photo of PANASONIC NCR18650B
Table 4.1: PANASONIC NCR18650B SPECIFICATIONS
Nominal voltage 3.6 V
Cut-off voltage 2.5 V
Full charge voltage 3.9 V
Nominal capacity 3350 mAh
Maximum discharge/charge 1.0 C/0.5 C
Firstly, the discharge current is related to the battery full discharge
duration directly. According to the battery impedance measurement with variable
discharge currents, two common current levels of 0.3 C and 0.5 C are used. Much
higher current rates (more than 0.5 C) are not employed because those current
rates plate lithium metal at the negative electrode, which may cause rapid cell
capacity fade [138]. Here, it should be noted that the C-rate is a measurable rate
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on the current. For example, 0.5 C rate indicates that the battery discharges
with 0.5 current rate continuously. The total discharge time lasts about two
hours (in theory). So the current rate can be seen as a constant discharge
current is approximately 1.7 A for 3350 mAh lithium-ion batteries. Secondly,
when the SOC dependence of the proposed measurement is considered, different
levels of SOC should be set. However, the SOC cannot be directly acquired
from the measurement. Many SOC estimation approaches have been discussed in
the papers [66, 139–141], such as the ampere-hour counting method, discharge
test based on remaining capacity method, measurement of the electrolyte’s
physical properties method and open-circuit voltage method. Among mentioned
SOC estimation approaches, the open-circuit voltage method is deployed by the
electrochemical instrumentations to measure SOCs. In practice, the SOC levels
used for the proposed measurement are identical to the SOC levels defined by
the electrochemical instrumentation (BioLogic VSP/VMP3). The SOC-OCV
relationships are shown in Figure 4.2.
In Figure 4.2, the curves of SOC- OCV are represented for the single-cell
under the condition where the discharge rate is 0.5 C and the ambient temperature
is around 21-23 °C. The instrumentation (BioLogic VSP/VMP3) provides an
integrated measurement system to measure the battery SOC from full charge
(100%) to the nominal lowest level (20%). The minimum value of SOC is taken
into account for the healthy and safe operation of the battery.
In the SOC-OCV illustration, five levels of SOCs (100%, 80%, 60%, 40%
and 20%) are indicated by five terminal voltages of the battery: 3.90 V, 3.70 V,
3.55 V, 3.38 V and 3.18 V, respectively. The range of SOC below the cut-off
voltage of 2.5 V is avoided in order to prevent irreversible damage.
On the other hand, the SOC application for multiple cells in a series
connection were developed with the linearity method. In this method, the total
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Figure 4.2: Battery SOC Corresponds to Voltage for Single Lithium-Ion Cell in
BioLogic VSP/VMP3
terminal voltage of the series-connected cells is only related to the number of
cells (assuming that all cells are in consistency), meaning that the total terminal
voltage increases with the increase in cell number. For example, if two of the
same cells are connected in series in a battery pack, the total voltage of the two
cells are obtained at 7.8 V, 7.40 V, 7.10 V, 6.76 V and 6.36 V, corresponding to
five SOC levels at 100%, 80%, 60%, 40% and 20%, respectively.
4.2 Hardware Design and Implementation
The boost power converter is to step up output voltage for the battery and
generate desirable AC perturbations at multiple frequencies. A single board
computer BBB is used to process signal conversions, digital PI controllers and data
transfers in real-time conditions. Moreover, other necessary efforts of electrical
components to improve the measurement quality for lithium-ion battery AC
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Figure 4.3: System Diagram of Battery Impedance Measurement
impedances, such as conditioning circuits and current sensors, will be explained
in the following section. The system for measuring battery AC impedance is
illustrated in Figure 4.3.
4.2.1 DC-DC Boost Converter
Figure 4.4: A Typical Circuit Diagram of A DC-DC Boost Converter, Inductor
Resistance Included
The circuit diagram of a DC-DC boost converter is shown in Figure 4.4. The
battery is used as a power supply and powers a resistor (R) in the diagram.
Here, the PWM operation of the converter is taken into account for the proposed
measurement. During this operation, if the duty cycle varies slowly, the power
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converter introduces specific components (the harmonic of which frequencies
are related to the power converter’s switching frequency). Those components’
frequencies are equal to integer multiples of the switching frequency fsw.
The selection of the reactive components (input inductor L and output
capacitor C) relies on the battery operating characteristics (including terminal
voltage and discharge current), the peak-to-peak ripple amplitudes of the input
current (∆Ii) and the output voltage (∆Vo), as well as the converter switching
frequency and the duty cycle. Notably, the peak-to-peak amplitude of the current










In (4.3), all output ripples of the current are assumed to flow through
the capacitor. Based on this assumption, the peak-to-peak magnitude of the
output voltage is maximised. Nevertheless, the ripples cause undesired influences
on the battery. For example, large ripples might cause potential negative effects
on the battery lifespan, such as loss increases, possible damages and durability
decreases [95, 123, 124, 142, 143]. Thus, the amplitude of the current ripple
needs to be properly restricted. According to the band value of the current
ripple which researchers have used in related tests, as discussed in [13, 95], the
maximum 5% amplitude (peak-to-peak amplitude is 10%) of the rated current
can be configured, which provides reliability on both aspects: safe and healthy
operation of the battery.
Based on above mentioned assumptions, when a 1.7 A rated current
CHAPTER 4. Proof-of-Concept Implementation and Experimental Setup 107
(working with the terminal voltage of 3.55 V) and a switching frequency of 10
kHz are used in the inductance calculation [143], the maximum inductance can
be calculated as the maximum duty cycle is taken into account (the maximum






104 × (2× 10%)
= 1.24mH (4.3)
In order to calculate the output capacitance, the peak-to-peak value of the voltage
ripple should be restricted. Normally, this restriction is related to the DC base
(voltage) during the measurement. Here, the rated nominal voltage of 0.72 V (20%
of the nominal voltage [144], 20% × 3.6V = 0.72V ) is employed. Therefore, the
maximum capacitance C of 69 µF can be calculated via the quadratic equation
(4.2) when the duty cycle of 0.5 is taken.
In the DC-DC boost converter design, the filtering effect is considered
for analysing perturbation influence on the load. It can be evaluated via low-
pass filter method when the rest of the circuit behaves as a current source at
ripple frequency is assumed. Under the assumption, the cut-off frequency can
be calculated via capacitor (C) and resistor (R): 1
2π×10×69×10−6 = 231Hz when
the resistance of the load is 10 Ω. In practice, the frequencies of perturbations
(of interest in this thesis) vary from 0.05 Hz to 1.32 kHz. However, the
filtering influence only works at frequencies of over 231 Hz, meaning that some
perturbations (whose frequencies are less than 231 Hz) still exist at the output of
the converter. It should be noted that the components of harmonic (related
to switching frequency) can be entirely removed in this case, which lead to
significant interferences when compared to other factors (such as lower-frequency
components).
The unfiltered perturbations at lower frequencies may have a negative
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impact on the load, which can be easily eliminated (discussed in Section 6.5) by
using two DC-DC boost converters [107].
Modelling Boost Converter By State-Space Averaging
This subsection discusses a state-space averaging technique in order to model
a boost converter in order to explain control dynamics and stability issues. The
boost converter works with periodical changing configurations due to the inherent
switching operation (ON and OFF states), as described in Section 3.1.1.
Each configuration is expressed in that section with separate equations.
However, it is difficult to solve these equations in sequence for transient analysis
and control design [145]. The state-space averaging technique can simplify the
separate equations to a single equation by using a linearly weighted average, which
may be a solution to this problem.
Figure 4.4 shows a detailed circuit DC-DC converter where an inductor’s
resistance (RL) is taken into account, resulting in more accurate converter’s
performances when compared to its real behaviours. In this situation, the state-




























where (4.5) and (4.6) present the ON and OFF states, respectively. Besides, the
inductor current (Ii) and the output capacitor voltage (Vo) are the two elements
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of the state vector, whilst the input voltage (Vi) is the single state element of the
input vector. The state-space averaged equation of the converter is, therefore,
derived by the equations (4.5) and (4.6) with the weighted state parameters (which
are derived by the duty cycle, d for the ON state and 1− d for the OFF state in
















It can be seen that the averaged state-space equation is linear as Ii and Vo
are the state vectors and Vi is the input vector. Here, the symbols of state vectors
in the averaged equation (4.7) may be seen as averaged state vectors, which are
different from their meanings in equations (4.5) and (4.6).
Current-Mode Control
In order to properly control the converter to create AC perturbations for the
EIS measurements, the input current of the converter is regulated by closing
a feedback loop as discussed in Section 3.1.3, which is specifically designed for
batteries. A linear relationship between the state variables is expressed in (4.7),
whilst the input current state variation has a non-linear relationship with the duty
cycle variables. To derive this non-linear relationship, the small-signal variation is
conventionally used. A small sinusoidal variation is superimposed on a constant
current base, then this mixed current is used to compare the measured current, as
shown in the EIS measurement diagram (see Figure 3.8). When the small state
variations are taken into account, the averaged state-space equation (4.7) with
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where ∆Ii, ∆Vo and ∆d denote the input current variation, the output voltage
variation and the duty cycle variation, respectively. Here, the input voltage
variation is not considered due to a constant input voltage under an ideal
modelling scenario. The small-signal model can be simplified by the state

















When combining those two state equations with (4.9) again, the state vectors Vo
and IL can be expressed by Vi. Hence, the control-to-output (for the current-
mode control measurement system where the input current is controlled by the





(sRC + 1)(1− d)RVi
((1− d)2R +RL)(s2LRC + sRCRL + (1− d)2R)
(4.9)
where ’s’ is the symbol of the Laplace transform.
When the PI controller (the transfer function C(s) of the PI control:
C(s) = kp +
ki
s
) is set to control the converter, the typical system of controlling
small signals (based on the DC-DC boost converter for EIS measurements) is
established, as shown in Figure 4.5.
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Figure 4.5: A Typical Diagram of the Small Signal System for the DC-DC Boost
Converter








Table 4.2 shows the parameter values of the passive components (inductor
L, capacitor C, and resistor R, referring to the calculation results and nominal
operating conditions). Besides, the nominal duty cycle of 0.5 is employed in the
model. As a result, all parameters of the transfer function H(s) are given and
then the established system including the PI controller can be obtained, as shown
in Figure 4.6.
Figure 4.6: The Proposed System Established via Simulink
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Figure 4.7: Open-Loop and Closed-Loop Control-To-Output Frequency Response
Ii(s)/d(s) Plot
There are two ways to obtain the frequency response of the control in
MATLAB: coding or implementing Simulink. In Simulink, analysing control
dynamics and stability of the converter can employ the linear analysis tool.
For the linear analysis, the output of C(s) is chosen as an open-loop input and
the output of H(s) is used as an open-loop output. The open loop control-to-
output frequency response ∆Ii/∆d. Alternatively, coding the transfer functions
(C(s)×H(s) and C(s)×H(s)
1+C(s)×H(s) for open-loop and closed-loop systems, respectively)
in Matlab is preferred in this work. The difference between the two controllers is
shown in Figure 4.7. As expected, the closed-loop provides more efficient control
of the converter, especially of the magnitude. In the proposed measurement
frequency range (from 0.05 Hz (equalling 0.314 rad/s) to 1.32 kHz (equalling
8289.6 rad/s)), the magnitude of the control object (input current) performs at
around 0 dB. In addition, the stability of the system in the range has a reasonable
CHAPTER 4. Proof-of-Concept Implementation and Experimental Setup 113
phase margin of approximate 135 °, resulting in a control bandwidth of around 3
kHz.
By contrast, when the open-loop control is employed in the system, it leads
to instability with increasing frequencies, such as large overshot and insufficient
phase margin [2].
It is worth addressing that the continuous-time controller gains of kp
(proportional gain) and ki (integral gain) are used in the above conditions at
1.0 and 1/900, respectively. Those parameters of the controller were obtained
from tests, according to the control performance of the current amplitude of
5% DC current base. A sufficient bandwidth results in a reasonable controller
performance for the proposed impedance measurements.
4.2.2 Conditioning Circuits for Battery Voltage and Cur-
rent
Employing conditioning circuits during the impedance measurement system aims
to extract undesired measurable signals such as components of the switching
frequency. Another implementation purpose is to restrict the measured voltages
for the onboard ADC’s signal acquisition (the voltage range of the ADC from 0
V to 1.8 V).
The vital conditioning measurement is to remove undesired ripples created
by the converter. It is well known that when power electronic converters are
used, currents and voltages contain high-frequency ripples. Assuming that a
constant switching frequency is set to operate the converters, those components
particularly appear at the switching frequency and integer multiples of the
switching frequency. If the switch operates at a frequency of around one
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kilohertz, all of components will typically perform in the high-frequency range
(as compared to frequencies of AC perturbations) where the lowest frequency
boundary equals the switching frequency of the converter. In order to extract
those switching frequency components (for voltage and current measurements),
traditional filtering techniques could be adapted. A first-order low-pass filter
is the most straightforward implementation, which is capable of removing high-
frequency components efficiently, as shown in Figure 4.8. Fortunately, the filtering
property can cooperate with voltage division in term of simplifying monitoring
circuits and controlling cost.
Voltage divisions are required by the monitoring circuit because the ADC’s
maximum accepted voltage is 1.8 V. Here, the acquired voltages consist of two
voltage elements: cell terminal voltage and current transducer’s output voltage.
During battery signal acquisitions, the maximum and the minimum voltages are
applicable to the full voltage of about 3.9 V (100% SOC) and the lowest operating
voltage of 3.18 V (20% SOC).
Unfortunately, both battery terminal voltages exceed the maximum ADC
allowable voltage of 1.8 V. Likewise, the excess range situation happens in the
current measurement. Discharge currents were arranged in the tests with various
levels because the dependency of the current rate is one of the interests focused on
in this thesis. During the measurements, there were two different levels (presented
in C rate) for the discharge current: 0.5 C and 0.3 C. The maximum values of
discharge currents in response to the aforementioned levels are approximate 1.7
A and 1.0 A.
A current transducer LTS 6-NP was chosen to measure the current signal of
the battery. It offers a wide bandwidth of 100 kHz to the measurement as the gain-
magnitude varies from 0 to -0.5 dB. Importantly, the reason for choosing this type
of current transducer is that it has an adjustable measurement sensitivity (most
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sensitive to below 2.0 A currents). A linear relationship between the measured
current and output voltage is given by:
Itrans = 3.2Vtrans − 8 (4.10)
where Itrans represents the primary current and the measured voltage of the
current transducer is Vtrans.
The LTS 6-NP has desired measurement accuracy (±0.2% at room tem-
perature of 25 °C) and cost efficiency (at around £17), which respects the purpose
of reducing the cost and size of the system. Its operating voltage of the current
transducer is 5 V and the current consumption is around 28 mA, which can be
directly powered by the BBB (onboard voltage is 5 V and current reaches 100
mA), so there is no need to use an external power supply to the current trans-
ducer. As a result, the current transducer can be integrated with conditioning
circuits, which helps reduce the space size of the measurement hardware.
However, the relationship between the primary current and measurement
voltage gives an output voltage of the transducer of 2.5 V when the value of the
current is 0 A. It should be noted that the value of the output voltage is over 1.8 V.
In this case, voltage dividers are implemented with the maximum gains of 0.4 (the
ratio of 1.8 to 4.2) and 0.5 for voltage and current measurements, respectively.
According to the mentioned requirements for conditioning circuits (regarding
high-frequency ripples and dividing high voltages), a typical combination for the
circuit, including a voltage divider and a low-pass filter, is shown in Figure 4.9.
The voltages for ADC acquisitions including measured voltages of the
battery and the output of the current transducer are divided in the same way
with traditional voltage dividers, consisting of resistors R1 f and R2 f . The DC
output voltage (Vout f ) of the combination circuit is obtained without reactive
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Figure 4.8: Voltage Divider and Filtering Circuit
impedance (or capacitive resistance):
Vout f =
R2 f
R1 f +R2 f
Vin f (4.11)
where Vin f is the input voltage of the battery or transducer’s terminal and Vout f
is specific to the ADC measures. Equations (4.12), (4.13) and (4.14) are used in
the implementation of the low-pass filter. The resistors are connected in parallel
and their equivalent resistance can be analysed by Thevenin’s theorem. So the
equivalent resistor Req f (shown in Figure 4.7 in dashed line) of the circuit can be
given as the capacitive impedance is neglected.
Req f = R1 f ||R2 f (4.12)





Determining the bandwidth of the filter depends on the maximum pertur-
bation frequency. The maximum frequency of AC perturbations can be created
at 1.32 kHz by the real-time control system in this work, which will be discussed
in Section 4.2.4. It means that the cut-off frequency of the filter should be larger
than 1.32 kHz. Table 4.3 and 4.4 show the theoretical values and practical values
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Table 4.3: COMPONENT VALUES OF DIVIDER AND LOW-PASS FILTER FOR
SINGLE CELL
Designator Theoretical Value Real Value Unit
R1 f 90 99.6 kΩ
R2 f 60 54.6 kΩ
C f 2.2 - nF
Table 4.4: COMPONENT VALUES OF DIVIDER AND LOW-PASS FILTER FOR
MULTIPLE CELLS
Designator Theoretical Value Real Value Unit
R1 f 334 328 kΩ
R2 f 40 38.8 kΩ
C f 2.2 - nF
for preventative components of the first-order filters. The symbol ’-’ means no
measurement for the value identification. As the same capacitor is used in the
filter, the equivalent resistances are also identical so the cut-off frequencies are
equal. Therefore, the cut-off frequency of the filters is obtained at 2.0 kHz, where
the passband sufficiently covers the maximum frequency of perturbations.
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Figure 4.9: Bode Plot for First-Order Low-Pass Filter, Showing Theoretical and
Real Performances
Analytically, the output voltage of the filter at the frequency of 1.32 kHz
is 1.21 V as the voltage of 1.44 V (the 3.6 V battery nominal voltage is divided
by the voltage divider with a division ratio of 0.4 in theory; but in practice, the
ratio of 0.354 is considered in data normalisation) is input.
Despite a small voltage attenuation for the output voltage of the filter
at 1.32 kHz, an acceptable gain of -1.5 dB (83.6%, which is larger than -3 dB
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(70.7%)) for the output is still achieved at the corresponding frequency, as shown
in Figure 4.9.
Relative calculations for the voltage gain are expressed by (4.15) and
(4.16). It is worth addressing that the switching frequency components will
be attenuated if they are taken into account for the proposed measurement.
Those components display at integer multiples of the switching frequency (66kHz,
log1066k equals approximately 5). At these frequencies, the amplitude is much
smaller than -35dB, which means that the amplitude is completely attenuated
(−35dB approximately equals 0.018, which is almost zero). In this situation,
the switching frequency components are so small that they can be considered
negligible in the measurement.
In Figure 4.9, it is also observed that the phase shift at the frequency of
1.32 kHz is about 38° (around 45° at the cut-off frequency). It means that the
output signal would lag the input signal with a constant phase difference of 38° at






2× π × 1.32k × 2.2n
= 54.8kΩ (4.14)








Vin f = 0.836Vin f (4.15)
Where Xc f is the capacitive impedance at the frequency of 1.32 kHz.
Particularly, in the single-cell measurements, the same low-pass filters
(with the same resistors and capacitor) were used for voltage and current
acquisitions. In theory, the same phase shift can be obtained in both signal
acquisitions, which will be eliminated in the impedance calculation. Actually, the
tolerance of the resistor and capacitor results in a slight difference between the
filters, which leads to the difference of the cut-off frequency between the design
and the test. More details will be discussed in Section 6.2.
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It is worthy of notice that the voltage performances in response to current
perturbations are not included in the discussion due to the amplitude of AC
voltage responses depending on Ohm’s law, which cannot be depicted by a
certain expression (several assumptions on the battery ohmic behaviour have been
discussed in Section 2.3).
For the output voltage of the current transducer processed by the same
conditioning circuit, the battery discharges with the mixed current, including the
DC offset of 1.7 A and the oscillation of 0.085 A. After this mixed current passes
the current transducer, the current is measured and converted to the voltage
measurement. The 1.7 A current is measured by the transducer that results in a
voltage of approximately 3.06 V. After the conditioning circuit properly processes
the output voltage, the acquired voltage by the ADC is around 1.04 V, which is
smaller than the voltage limitation of 1.8 V. After the battery discharge voltage
and the current are filtered and divided by the conditioning circuits, the maximum
values of voltage and current acquired by the onboard ADC are nearly 1.21 V and
1.04 V, respectively.
Again, the AC excitation of the terminal voltage is not discussed. In
general, a higher level of quantisation used in analog signal measurements brings
more accurate result, but the ADC sampling rate would be significantly reduced.
Balancing quantisation level and sampling rate acts as the substantial rule in this
work, which will be explained in the following section.
4.2.3 Onboard Analog-to-Digital Converter
BeagleBone Black has assembled an 8-channel SAR (successive approximation
register) ADC on the board. The SAR ADC works with a low power consumption
and is frequently used for medium-to-high-resolution applications (a common
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Table 4.5: MAXIMUM ClOCK SPEED FOR INTERFACING MULTIPLE ADCs







resolution range is 8 to 16 bits). Notably, the BBB shows its compatibility
regarding the peripheral ADCs while the maximum clock speed for ADCs would
be reduced in the TSC ADC subsystem (see Figure 4.10) as the number of ADCs
increases [133]. The relationship between the number of ADCs and the maximum
clock speed is shown in Table 4.5.
Particularly, as only one ADC is active, the clock speed of the onboard
ADC reaches 24 MHz. In this situation, the maximum sampling rate of ADC
could be obtained at full throughput (200 ksps). In practice, considerable signals
(voltage and current signals) can be adequately acquired by a single ADC, so
there is no need to add other ADCs to the BBB.
On the other hand, the ADC sampling rate is closely related to several
active channels. This is due to the sampling consistency of active channels. Thus,
it is necessary to decide how many signals should be measured in the proposed
system in priority. Firstly, in term of calculating the battery AC impedance, as
expressed by (3.12), at least two channels need to be active to measure the battery
terminal voltage and the discharge current. Secondly, temperature as a key factor
should be of interest in all relevant measurements, especially in the EIS tests. So,
the temperature measurement is included.
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For temperature measurements, two categories of measurement methods
can be used: one for battery surface measurement and another for battery core
temperature detection. The surface thermal measurement is an easy-measure
method that has been widely used. However, this method results in a low accuracy
on the monitoring temperature for a long-time measurement [24].
The second method is measuring the battery core temperature. This
method provides a more accurate trace of the battery temperature dynamic during
long-term operation. However, detecting battery core temperature is difficult.
The core temperature detection needs to plug a temperature sensor into the
battery. If this step is followed, the battery would have irreversible damage,
which leads to a potentially unsafe operation for the measurements.
To guarantee a safe operating condition for the battery, an non-invasive
approach is employed. The approach is detecting surface temperature of the
battery in less 50 seconds, which was observed in [24], depending on the
temperature similarity between the surface and core of the battery when battery
works with a short time. By this way, a significant effect on the internal
temperature of the battery can be avoided when a long-time measurement
happens.
So, the surface temperature is measured by an analog thermal sensor,
representing the ‘core’ temperature. In total, three ADC channels are required to
be set in the proposed measurement system.
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ADC Conversion Process
Figure 4.10: Diagram of ADC Operation
The onboard ADC is typically governed by the core processor (ARM) of the
BBB. In the ADC application, the ARM sends an initialised signal to the ADC
to launch the conversion process, as presented in Figure 4.7. After the Enable
(pin’s name) receives the start signal from the ARM, the ADC allows the signal to
pass the converter, and then the first conversion is launched, as shown in Figure
4.10. It is worth noticing that the IDLE step configuration always enables the
Fast-Multiple Sampling (FMS) mechanism, which cannot be avoided. The ADC
has to experience the initial IDLE state, following the IDLE configuration in
the first conversion process. After that, the ADC could operate with the actual
configuration. Thus, it is necessary to monitor the perturbation before it is used
in the measurement system in terms of removing the effect of the IDLE activity.
Onboard ADC Sampling Rate
The sampling rate of the ADC is determined by the total number of clock cycles.
How many clock cycles used for the conversion depends on the ADC configuration.
The main considerations in the configuration include the maximum ADC clock
speed, sampling delay, open delay, clock divider, averaging sampling and the
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Figure 4.11: Timing Diagram for Sequencer FMS
number of active channels. Next, the number of clock cycles used in the process
of the conversion is discussed.
Traditionally, the conversion process spends an identical execution time to
convert analog signals in an ADC. However, the conversion process of the onboard
ADC is a bit different. As mentioned before, during the fist conversion process
shown in Figure 4.11, the ADC works with the IDLE configuration where the
execution time is larger than the expected set for the ADC.
A number of clock cycles are allocated to different conversion states. The
open delay (OpenDly) exists before the start of conversion. It is normally used
to increase the waiting time before the conversion begins.The start of conversion
(SOC ADC) focuses on the conversion part. The conversion is terminated until
the state approaches the end of conversion (EOC ADC). The next conversion only
occurs when the (EOC ADC) sends the signal to the FMS. During this process,
the FMS skips to the sample delay (SampleDly) state from the open delay state
which uses the minimum of one clock cycle, and the ADC completes sampling the
channel data in 13 cycles. Statistically, the sum of open delay and sample delay
together with fixed cycles of 14 is the execution period for the individual channel
of the ADC.
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Figure 4.12: Timing of Clocks Across Three Active Channels of ADC
After the ADC finishes the first default process of the IDLE, the conversion
moves to the next stage and follows the ADC set to convert signals. In the second
stage, there is no IDLE step to extend conversion time so the sampling rate of the
ADC from this process begins to follow the configuration. Hence, the sampling
rate can be calculated as the averaging sampling is taken into account.
fs =
24MHz
clk div × 2× channels× (Opendly + Avg × (14 + SampleDly))
(4.16)
Where clk div is the ADC clock divider and represented as a number to the power
of two [146, 147]. The average configuration for samples only happens to sampling
time that increases the total sampling duration of active channels due to sampling
processes being iterated when the average is called. In the ADC implementation,
the clock divider is 4, and the open delay is set at 5, resulting in a sampling
frequency for 3-channel active ADC at the full throughput frequency of 200 kHz.
The operating frequency of the ADC is valued by one-third of the full throughput
of 66 ksps. This is due to active channels being allocated by the same sampling
duration and the active channels acquiring the signals in sequence, as shown in
Figure 4.12.
Due to the sequent sampling mechanism of the ADC, acquiring battery
signals has the problem of the time delay of the sampling, resulting in a phase
shift. Figure 4.13 shows a related phase difference between two sinusoidal signals
in the time domain. For a sinusoidal signal, two common assumptions are used
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to mark the start of the cycle: (1) the point approaches the maximum value; (2)
the point occurs at the values changing from positive to negative zero-crossing.
Correspondingly, two presentations for the phase difference between two sinusoidal
signals can be deployed, as shown in Figure 4.13(a). The phase difference is caused
by the sampling latency td. The onboard ADC samples battery signals (voltage
and current for impedance calculation) at 200 ksps with two channels, AIN0 and
AIN1, which means that the latency between channels is caused as those channels
sample signal in series. In this case, the theoretical phase shift (ϕtd , in degrees)





where the latency is td and Ts denotes the period of the sinusoidal signal.
Figure 4.13(b) shows a ADC acquisition test with two active channels at
the sampling rate of 100 ksps. It can be observed that time delay between the
voltage (in blue) and current (in red) at the measurement frequency of 1 kHz.
The time shift in the illustration is 10 µs, resulting in phase shifts of 3.6 degrees
((10us/1ms) × 360 = 3.6). This test can provide an evidence that phase delay
effect of ADC is caused by the time delay, and the time shift equals to sampling
rate between two closed channels of the ADC.
Therefore, in the proposed measurement, the minimum period of the sinu-
soidal signal (AC perturbation) is approximately 0.75 milliseconds (1.32 kHz, dis-
cussed in Section 4.2.4), leading to about 2.37° phase difference ((5µs/0.75ms)×
360 = 2.37) when the sampling rate is set at 200 ksps. This phase shift caused
by the sampling time delay is certained and it acts as a systematic error in the
impedance measurement, which means it is possible to compensate for it in the
measurement calculation. The true phases of battery signals are obtained by an
extra phase shift calculation as the ADC sampling rate is fixed (see Section 4.2.5).
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(a)
(b)
Figure 4.13: Voltage and Current Waveforms with A Relative Phase Difference
(a) the time scale is arbitrary; (b) two active ADC channels acquiring 1 kHz
sinusoidal signal at the sampling rate of 100 ksps.
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Onboard ADC Quantisation
The ADC of the BBB has optional levels of the quantisation: 10-bit and 12-bit. As
previously discussed, a larger bit of quantisation leads to a smaller quantisation
error. Consequently, measurement performance can be reformed. In practice,
the onboard ADC performs as the 12-bit quantiser, yielding nominally 4096 (212)
quantification levels for the inputs of all active channels. Hence, the voltage
resolution (∆V ) of the ADC under the 1.8 V reference voltage and the 12-bit





Accordingly, the corresponding quantisation error is less than 0.22 mV as
rounding and truncations occur in the quantisation that refers to the half values
of the quantisation resolution equalling the absolute of quantisation error, as
expressed by (3.21). In fact, battery signals consist of two parts: DC and AC.
For the DC part, the battery nominal operating voltage is around 3.6 V, and the
minimum working voltage is located at the cut-off voltage of 3.0 V. Besides, the
current measurement results obtained from the current transducer are over 2.5
V (it is the minimum value measured directly from the current transducer). All
values of measured voltages will be processed for the onboard ADC acquisitions
below 1.8 V (discussed in Section 4.2.2). The analysis of quantisation performance
on the proposed measurement will be given in Chapter 5.
On the contrary, for the AC part, the amplitude of the AC current
perturbation is restricted within 5% of the DC set. If the DC set of battery
discharge current is 1.7 A, the peak-to-peak value is 0.17 A. The voltage response
(in peak-to-peak value) in this condition would be around 0.17 mV as the battery
impedance is assumed at 1 mΩ, which is almost close to the quantisation error
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(if equal to the quantisation error, it results in 100% error). Actually, the
impedance values of the lithium-ion battery used in this thesis are 40x higher than
those traditionally quoted for a new Lithium-ion battery used in transportation
[2, 13, 107, 120]. It means that the error for signal acquisition is less than 2.5%.
Even though the voltage signal is filtered by the first-order filter, the quantisation
error would not exceed 6.25% (under the 0.4-rated dividing condition), which
can be accepted for the measurement based on low-cost devices. Therefore, the
onboard ADC shows a reasonable accuracy for the proposed measurement system.
Other factors, including ±2LSB gain error, ±0.5LSB differential non-
linearity, ±1LSB integral non-linearity, and ±2LSB offset error (all values
are typical values), contribute to the overall errors of ADC [129]. During the
measurement, the offset error does not affect the AC measurement and therefore
it does not affect the impedance measurement. On the contrary, the gain error
influences the amplitude of measured signal but it can be neglected when the
signal is small. Besides, the differential non-linearity and integral non-linearity
affect measurement value directly so those two errors are kept in this work [148].
In this case, the error reference of ADC of 1 LSB is used (this is the maximum error
among quantisation error, differential non-linearity and integral non-linearity). In
the future, those errors will be minimised when the largest bit of ADC of 16 is
implemented.
4.2.4 Perturbation Setting Values for PI controller
A direct storage method was implemented on loading the perturbed current
setting values to the PI controller in the PRU. As the introduction on the BBB’s
physical memories in Section 3.5.1, shared RAMs act as data tubes, connecting to
two critical units: PRU and ARM, which yields data to communicate interactively
and efficiently. The shared RAM has a 12 kB memory size, which is sufficient
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to contain a few samples for the PI control’s AC perturbation setting. If 50
samples for constructing an AC perturbation is set as unsigned short integers (2
bytes memory space occupied) in the C program, only 100 bytes memory size is
demanded. When comparing with the full memory size of 12 kB, no more than
1.0% of the storage size of the shared RAM is used to reserve those samples.
Here, 50 samples were used to construct the perturbation in a single period.
The frequency of the AC perturbation is created by the proposed real-time system.
This construction process is similar to sampling analog signals by ADCs. In
practice, every sample is read with a constant time interval in the PRU of the
BBB. So, the frequency fp of perturbation is defined by the system’s frequency
fsystem multiplied by the coefficient of 1/Nsamples where Nsamples denotes number
of samples for the perturbation setting in the PI control algorithm. The definition
of the frequency fp of an AC perturbation is given as:




The more samples are configured to the perturbation, the more accurate
sinusoidal waveform is constructed. Nevertheless, for the proposed measurement,
more samples are read by the real-time system, meaning that a lower frequency
of perturbation is obtained. This frequency variation significantly affects the
maximum frequency of the AC perturbation for the measurement, whereas it
does not limit the minimum frequency of the AC perturbation.
As the real-time system operates at 66 kHz, 50 samples read by the




= 1.32kHz) and the minimum frequency is temporarily set at 0.05 Hz




In this condition, the frequency bandwidth (from 50 mHz to 1.32 kHz) covers
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the vast majority of electrochemical characteristics: mass-transport effects (in
the low-frequency range from millihertz to hertz), charge-transfer and double-
layer effect (within the middle-frequency margin between hertz and kilohertz)
and resistive effect (at over kilohertz frequencies), which meets the purpose in the
frequency range for the EIS measurement.
Next, discrete-time values of the perturbation are employed as references in
the PI controller. When the current-mode control is taken into account, only the
AC current perturbation needs to be set in the control algorithm. In practice, the
current is sensed by the current transducer and then acquired by the ADC. Thus,
two data conversions exist in the current acquisition. If the battery discharges
with the configuration on the discharge current rate of 0.5 C, in agreement with
5% of the AC amplitude limitation, the operating current of the battery will
consist of the DC base of 1.7 A and the AC component of 0.085 A, as shown
in Figure 4.14(a) by red circles. Besides, the sensed current is shown in Figure
4.14(b) by blue circles.
In the same situation, the current acquisition exceeds the ADC’s measure-
ment limitation because the output voltage of the transducer is initialised at 2.5 V
and increases linearly with positive current clamping. As a gain of 0.4 of the volt-
age divider was set ( in order to meet the requirement of the ADC on the voltage
measurement range from 0 V to 1.8 V), the measured current (by the transducer)
varies in an acceptable voltage range from 1.04 V to 1.22 V (for the onboard ADC
acquisition), corresponding to a battery discharge current rates of 0.3 C and 0.5
C, respectively. Afterwards, the ADC can acquire it directly. When the ADC
completes the signal acquisition (including sampling and conversion), the current
data (in12-bit digital formula) is transferred to the CPU (of the BBB) and then
used by the PI controller algorithm. Thus, it is necessary to keep the AC setting
in the same data formula for the control algorithm. The current perturbation is
presented by the 12-bit ADC conversion, as illustrated in Figure 4.14(c).
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Figure 4.14: Settings for the PI Controller Based on I-V Conversion and 12-bit
Perturbation Setting Values for the PI Controller
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4.2.5 Data Length Implementation for Single Tone Detec-
tion in Online Impedance Measurement
In this thesis, the “online” battery impedance measurement method is deployed.
During the impedance measurement, the online system operates continuously
and periodically without any interruption on the impedance measurement. The
flexible data length is decided to be used in the measurement in order to accelerate
the measurement. This measurement speed has a significant influence on the
operating duration of the EIS-based state estimations for lithium-ion batteries
(discussed in Section 5.6).
Data Length Consideration for the Goertzel Algorithm
Figure 4.15 shows the flowchart of the online impedance measurement in the
non-real-time operating environment of the BBB. The flowchart includes four
processes of fixed data length for the proposed measurement. The first relevant
process is data selection. Selecting data occurs in the ARM at the beginning
of the measurement in terms of guaranteeing that all the data comes from
the system underlying the steady-state condition. In practice, accounting the
selection duration can be replaced by counting the data length because of the
constant speed of data transfer between the PRU and the ARM.
If the fixed data length of (Ldata selection) is set for the data selection, the
time of the data selection (tdata selection) equals the ratio of the data selection






During the selection period, data can be transferred from the PRU but does
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Figure 4.15: Flowchart for the impedance algorithm in ARM
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not allow to be saved by the data array in the ARM. Once the measurement
approaches static battery operation, measurable data starts to be sent to the
impedance calculation through the ring buffer. In the data transfer process, these
data should be classified properly due to ADC subsequent acquisition.
As presented in Figures 4.9, the ADC data is transferred from the PRU
to the ARM via shared memory, following the order from first to last, which is
similar to the order of storing data in the FIFO buffer. Besides, data are saved in
sequence in the FIFO with the order: AIN0, AIN1, AIN2. To classify those data
into ADC channels, the data allocation is used prior to saving data into the data
array.
It is worth addressing that the data length acts as an important vector
in the impedance measurement, which affects the impedance accuracy and the
impedance calculation speed (which therefore affects the speed of the whole
measurement system). In theory, a larger data length brings a higher accuracy for
the domain-transfer calculation. However, a larger data length results in a longer
duration not only for the transfer calculation but also for the data transfer. In
order to balance the data length issue for impedance measurements at different
frequencies, a constant measurement time window (this is an initial decision and
more tests are still on-going) is deployed.
Additionally, a fixed data number setting is applied to the data allocation
in order to guarantee the number of data required by the transfer algorithm.
This setting allows the data length stored in arrays to be a bit bigger than the
actual requirement of data length L. In this case, the data length L is a flexible
identification. Theoretically, determining data length is related to two items: the
excitation frequency and the sampling frequency of the ADC. If the excitation
frequency is fp and sampling frequency is fs, the data length L of a measurement
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In addition, the data length is used for a single channel (of the ADC),
including at least two measurement time windows. By this way, the domain
transfer algorithm can average the amplitude of the tone spectrum, so that a
more accurate result can be gained. As a consequence, the data length (L) is
more than twice as the total data length stored in the ring buffer. Finally, the
result of the battery impedance at the given frequency can be obtained by the
posted Goertzel algorithm.
Tone Detection in the Full-Scale Amplitude Spectrum
Since the definition of the data length L is confirmed, how to detect the tone
frequency is critical. According to the proposed algorithm, some intermediate
processing is completed with the independent sample, and the actual tone
detection happens every kth sample. When compared to the FFT on the k-
sample consideration, the proposed algorithm on the target frequency demands
only k calculations, whereas FFT demands a larger number of klog2k to result in
full-scale frequencies. In practice, the single-frequency injection method is utilised
for impedance measurements, so only a single spectrum at a certain frequency is
concerned.
As shown in Figure 4.16, five frequency elements are chosen for examples,
including 50 Hz, 120 Hz, 200 Hz, 300 Hz and 400 Hz. The sampling rate of 1000
sps and the data length of 100 are applied to the Goerztel algorithm and FFT.
Consequently, the detected frequency of 120 Hz can be found at the number of
13 (ktarget = 13) in all 50 frequency samples (blue circles shown in Figure). The
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(a)
(b)
Figure 4.16: Goertzel Algorithm vs FFT At Five Exampled Frequencies
The transformed targets are multiple sinusoidal signals with five frequency
components of 50 Hz, 120 Hz, 200 Hz, 300 Hz and 400 Hz; their corresponding
amplitudes are 0.7, 0.9, 0.8, 0.6 and 0.6.
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where fT is the target frequency. Particularly, the single frequency detection
algorithm is developed from the FFT algorithm (discussed in the next section).
An external 1 is added to the derivation because of the DC component (0 Hz) of
the spectrum being involved. It is noteworthy that the ratio of sampling frequency
fs and the data length L indicates the frequency resolution in the FFT spectrum.
Moreover, the full scale of frequency presented in the spectrum is half of the
sampling frequency based on the single side amplitude implementation for the
FFT. Therefore, the single frequency detection algorithm (or Goertzel algorithm)
can correctly estimate the frequency component of interest.
Programmable Implementation for the Goertzel Algorithm
The Goertzel algorithm is a way of calculating an individual Fourier coefficient.
It turns calculating a Fourier coefficient into implementing a second-order filter
and using that filter for a fixed number of steps. Figure 4.17 shows the direct
form of the second-order filter implementation [149] for the Goertzel algorithm.
When considering the z-domain transfer function (3.54) of the Goertzel algorithm
in the filter application, three different time states are relevant to the function.
The current time activity (c(n)) is governed by three factors, called the last time
state (Z−1), the two times ago state (Z−2) and the input sample x(n), which can
be represented in the program by three variables, P0, P1, and P2.
P0 = coeff × P1 − P2 + x(n) (4.23)
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Figure 4.17: Direct Form of IIR Filter Implementation Base on the Transfer Function
in (3.54)
The constant coefficient (coeff) is equal to 2 cos(2πk
N
), where k is the detected
number of the target frequency as derived by (4.23). N is the total data samples
(or data length L) used by the algorithm. However, time states are not constant
due to the time moving forward without any interruption in the measurement.
It means the previous current-time state (P0) changes to the last-time state
(P1) and the original last-time state (P1) turns to the last two-time state (P2).
Accordingly, the time-passing states can be defined in the application.
P2 = P1 (4.24)
P1 = P0 (4.25)
Before the start of computing different time states, apposite constant
parameters that contribute to determining coeff and k should be initialised,
such as sampling rate fs, sample number N (or data length L) and the target
frequency fT . In addition, the past time performances on P1, and P2 should be
defaulted to zero, corresponding to the zero activity of IIR during the past time
(t < 0) before the start time (t = 0). After the algorithm runs N times, the
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numerical real and imaginary parts can be obtained:








If the magnitude of the tone is desired, two optional ways can be used:
magnitude = real2 + imag2 (4.28)
magnitude =
√
P 21 + P
2
2 − P1P2coeff (4.29)
Finally, the initial phase (φ) calculations for battery signal measurements
are expressed, which can be deployed to remove the phase difference caused by





The atan function provides a straightforward way to obtain φ in the C program.
For the voltage phase (φV ) calculation, the phase definition (4.31) is directly
used for the initial phase for the voltage measurement. But for the current phase
calculation (φI), an additional sum should be added to the calculation (4.31)
in order to fetch the initial phase (φI initial). This is because the phase shift
moves in the right direction, as shown in Figure 4.13, which means that the phase
shift of about 2.37° is added to the current signal at 1.32 kHz (in mathematics,
φI initial = φI + 2.37). Alternatively, the phase shift can be eliminated in the
impedance calculation. A simple compensation for phase calculation (φimpedance)





CHAPTER 4. Proof-of-Concept Implementation and Experimental Setup 141
Other phase shifts, responding to impedance measurements at different frequen-
cies, will be discussed in Section 5.2.
4.3 Experimental Prototype Setup
A poof-of-concept prototype is built in the laboratory in order to validate the
proposed online impedance measurement method. The prototype provides a
possibility to estimate battery SOC online. The experimental prototype consists
of only one kind of cylindrical lithium-ion battery of 3.3-Ah 18650-size, a bespoke
DC-DC boost converter and a resistive load.
The switching frequency of the DC-DC boost converter is synchronous
with the ADC operating frequency. As three ADC channels are used for signal
acquisition, the operating frequency of the ADC operates at 66 kHz. Notice that
the operating frequency equals to the switching frequency of the converter, and
in this case, only one ADC sample is captured during a switching period.
Figure 4.18 shows the flowchart of the proposed online impedance mea-
surement system. This flowchart is split into two parts. The first part (a) depicts
the complete real-time processes of the BBB on the signal acquisition, the PI dig-
ital control and the soft PWM (set by the GPIO). In this part, a small sinusoidal
perturbation of the current is defined to the PI controller in terms of updating
the duty cycle of the power converter that starts the impedance measurement
operation. The acquired data by the ADC is read from the FIFO and then writ-
ten into a fixed-size ring buffer dynamically. The time resolution of the buffer
writing between samples synchronising to the period of the real-time loop is 15
microseconds.
The second part operating in the ARM describes the online impedance
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Figure 4.18: Flowchart of the Proposed Online Impedance Measurement System
(a) complete real-time signal acquisitions and controllers in the PRU; (b) online data
transfer and impedance calculation in the ARM.
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calculation process. This part mainly shows a short-time strategy for data
processing for the Goertzel algorithm in order to achieve a fast impedance
evaluation. After the data is read from the ring buffer, the data selection abandons
the first number of data. The number of the data elements obtained is at the
trade-off between the impedance measurement accuracy and the time that the
impedance measurement process takes. If a larger number is set for the data
selection, it will expand the total time on the data transfer, leading to a slower
online measurement speed.
The data allocation happens after the data selection, which is set to allo-
cate the transferred data into three categories: current, voltage and temperature.
The lengths of data are utilised to the measurement depending on how many
windows are configured for the Geortzel algorithm. As discussed previously, at
least two periodic data length should be employed by the algorithm in order to
average the amplitude to reduce random errors in the measurement. According
to this method, if two measurement time windows are configured for the Goertzel
algorithm, the measured signal can be averaged in amplitude at the detected fre-
quency (A measurement time window contains the constant length of data where
the length is defined by the ratio of sampling frequency fs and perturbation
frequency fp). Another averaging impedance technique is applied to the online
measurement system, which enhances the accuracy of the measurement. Con-
ventionally, one periodic perturbation (fp) can be calculated to obtain numerical
impedance in complex format. Nevertheless, the battery voltage (Vreal + jVimag)
and current (Ireal + jIimag) are measured in practice over M (more than one)
consecutive measurements, aiming that the system is not operating in a transient
condition and reduce the random measurement errors during the measuring pro-
cess. A relevant investigation on the measurement cyclesM [13], where they chose
the value M of 5 to achieve the trade-off between the measurement accuracy and
speed, is referenced in the experimental prototype, as shown in Figure 4.16.
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Figure 4.19: Photographs of the Experiment Setup, Voltage Measurement in Blue
and Current Measurement in Red
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Photographs of the prototype are shown in Figure 4.19. A single cell is
directly connected to a bespoke DC-DC converter and drives a resistive load. In
addition, the data communication between the BBB and the PC is achieved via
Ethernet.
The visible inductor in the illustration is the 1.0 mH designed for a 66
kHz switching frequency and the capacitor in the illustration is the 470 uF
implemented with a wide rated voltage range (from 6.3 V to 450 V). The control
strategy of the electronic switch is provided by a comprehensive input/output
system, where the computer controls the BBB’s RPU, ADC and GPIO remotely
via Eclipse IDE (Integrated Development Environment). The control algorithm
contained in the system is employed in the 200 MHz real-time processor unit of
the BBB. The cell current is measured by a Hall effect current transducer, the
bandwidth of which is up to 100 kHz. Besides, the output voltage and the battery
voltage are processed by the conditioning circuits, the ratio of voltage division and
the cut-off frequency of which are 0.35 and 2.0 kHz, respectively.
Afterwards, the processed signals are captured by the 12-bit onboard ADC
of the BBB with 6.6 × 104 samples-per-second sampling rate. Meanwhile, those
data can be transferred to the non-real-time platform in the BBB’s ARM so that
the calculations for impedance are accelerated. Finally, the impedance results
excluding phase shift (caused by the sampling delay) can be displayed on the
computer’s screen.
It is worth noting that for the commercial implementation on battery
AC impedance measurements, many measurement circuits are integrated in the
instrumentation already. So based on this method, the measurement circuits were
integrated and embedded on the PCB (Printed Circuit Board), as shown in Figure
4.18. Therefore, the cost and space size of battery AC impedance measurement
is reduced.
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4.4 Chapter Summary
In this chapter, hardware designs and implementations are mainly discussed for
the proposed impedance measurement system. The values of the inductor and
capacitor of the DC-DC boost converter are determined based on the design rule
on the low ripple and high switching frequency as well as operating specifications
of the chosen battery. Oversize voltages (including battery terminal voltage and
measured voltage of the current transducer) cannot be directly measured by the
ADC because of voltage limitation, so the same conditioning circuits are set in
the voltage and current measurements. The benefit of using the same circuit
is avoiding the effect of the phase difference on the measurement. Under the
same consideration, the theoretical phase difference caused by the time delay
of the ADC sampling is included, which only affects the current measurement.




This chapter mainly shows the experimental results of the prototype, including
the power transfer performance of the bespoke power converter, the real-time
controller, and various dependencies of impedance measurement on battery state-
of-charge, discharge current rate, and ageing. Meanwhile, the equivalent circuit
model developed by fitting these measurable results is included. Finally, mea-
surement duration is exhibited as a critical factor to determine the measurement
frequency of the system.
5.1 Measurement System Verifications
The first test was carried out to research the power transfer performance and
examine the proposed controller strategy of the bespoke DC-DC boost power
converter. In practice, the converter is connected to a lithium-ion battery,
operating with a constant discharging current. An AC perturbation at 0.5 Hz
is injected into the battery operation. In addition, the switching frequency of
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the converter consists in 66 kHz and the controller gains (for proportional and
integral items in the control scheme) are kp = 1 and ki = 1/900.
5.1.1 DC-DC Converter Performance of the Proposed
Online Measurement System
The performance of the bespoke converter (shown in Section 4.2) is evaluated in
an online measurement system where the battery powers a 10 Ω resistive load. In
the measurement regarding power transfer performance, a NI USB-6366 (DAQ)
was used to monitor the terminal voltage (of the battery), the discharge current
(of the battery) and the load current, as shown in Figure 5.1.
Figure 5.1: Measurements for Calculating Power Efficiency of the Bespoke Con-
verter
Statistically, the cell voltage holds a DC base of around 3.855 V, and the
input current performs with the DC value of around 1.7 A at the frequency of
0.5 Hz. In addition, the DC value of the load current is approximately 0.78 A.
Therefore, the efficiency of the power transfer from the battery to the load can
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be roughly calculated with DC value:
(0.78)2 × 10
3.855× 1.7
× 100% = 92.8% (5.1)
5.1.2 Real-Time Controller Performances of Proposed
Measurements
Despite the fact that the nominal value of battery impedance is usually given
in the specifications of the battery at the frequency of 1.0 kHz [150–153], the
proposed impedance measurement method is used in this work to measure
the impedance at multiple frequencies. Frequencies of AC excitations directly
determine the frequency of impedance. In practice, AC excitations were generated
by the power converter with the real-time controller mechanism, and seventeen
frequencies were considered (not limited to these frequencies, except for the
maximum frequency) in the measurement system: 0.05 Hz, 0.5 Hz, 1.0 Hz, 2.1
Hz, 4.3 Hz, 6.5 Hz, 10 Hz, 100 Hz, 111 Hz, 121 Hz, 167 Hz, 190 Hz, 220 Hz, 333
Hz, 440 Hz, 660 Hz and 1320 Hz.
The above mentioned frequencies have a close association with the max-
imum frequency. A common understanding is that values of frequencies are
obtained from a maximum frequency value (1320 Hz in the proposed system),
dividing it by the frequency divider (nfrequency divider). In fact, the single operat-
ing frequency of the system is the baseline for frequency variations. During the
measurement based on the single-frequency perturbation method, all frequency
behaviours are modified by the single system operating frequency of 66 kHz. As
discussed in Section 3.3, the frequency performance can be presented by the time
clock cycle due to constant time resolution (5.0 nanoseconds) of the PRUs of the
BBB. The clock cycles are counted from the first instruction of ADC acquisition
to the completion of the PWM off state. Theoretically, the total number of clock
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Figure 5.2: Real-Time Control Based on Timing-Clock-Counting Method
cycles of 3000 should be measured. Corresponding clock cycles for the maximum
frequency of 1320 Hz are recorded by a single system operation in five experi-
ments. There are 50 measurable targets shown in the illustration for a single test
due to 50 individual samples for the AC reference setting in the PI controller.
The illustration also portrays that the vast majority of cases maintain approxi-
mately 3000 clock cycles, but a few cases act around 2980 clock cycles. This is
caused by the clock cycle resolution in the PRU. Besides, the number of clock
cycles in five tests are around 3000, which determines the frequency at 1.32 kHz
(66kHz/50 = 1.32kHz), meeting the expected result of the maximum frequency.
Analytically, some samples hold observed differences as compared to the
desired number of clock cycles in Figure 5.2. The observations show that clock
cycles for the real-time system slightly vary within the value range from 2980
to 3010, and the maximum variations are 18 cycles at around the fifth sample.
Consequently, these discrepancies would cause the real-time performance of the
system with an error of no more than 0.6% ( 18
3000
× 100% = 0.6%). On the one
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hand, the vast majority of clock cycles vary within the range from 2990 to 3010
because the minimum resolution of 10 cycles is developed to compensate for PWM
execution time under the C operating condition, shown in Figure 5.3(c). For the
differences over 10 clock cycles, in the most possibility, this is due to the floating-
point controller algorithm. In Figure 5.3(a), data are read from ADC to PRU
with static execution time (266 or 265 clock cycles, equalling 1.33 microseconds),
but variable numbers of clock cycles are consumed by the PI controller algorithm.
Thus, such performance of the clock cycle in the PWM compensation is obtained
in response to those varieties. Even though PI controller algorithm and PWM
activity need to face reported tiny variations of clock cycles, their operating
frequency still meet with each other due to the unique time performance of the
real-time system.
In theory, clock cycles for the fixed-point behaviour (such as add and
subtract computations) in a fixed-point processor should be stable. Nevertheless,
the operation of fractional multiplications (such as integral coefficient of 1/900
in the PI controller algorithm and other fractional coefficients in the PWM
compensation algorithm) are employed to the fixed-point operating condition.
They require more complicated codes to maintain the fixed-point position from
the floating-point position, so various numbers of clock cycles are needed. In fact,
slight frequency variations would not mark significant effects on the frequency
determination, which is identified by the representations of AC excitations in
the frequency domain, as shown in Section 5.1.2. If it is desired to improve the
stability performance of the clock cycle, a floating-point processor could be used,
but the cost of the improvement increases.




Figure 5.3: Counting PRU’s Clocks in Five Tests for Different Functions: (a) Signal
Acquisitions via ADC; (b) PI Controller; (c) PWM Compensation
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Figure 5.4: Performance of Current-Mode PI Controller At Perturbation Frequency
of 1.0 Hz; Sub-plots No.1 and 2 are used to represent the control in transient and
state conditions; The sub-plot No.3 shows the different set on proportional parameter
of the PI controller, kp = 10, where the integral parameter does not change.
Current-Mode Controller Performance Baesd on DC-DC Boost Con-
verter
The performance of the proposed real-time current-mode control strategy for the
online battery impedance measurement is compared to the simulation result. The
averaged method of DC-DC converter modelling and a traditional PI control
were deployed to model the proposed control strategy (as discussed in Section
4.2.1). The experimental data was collected under the condition where the current
reference for the control strategy includes DC current base of 1.7 A and 0.085 A
(5% DC current base) AC excitation. Besides, the frequency of the AC excitation
is 1.0 Hz and the battery operating voltage works at around 3.88 V with a 10 Ω
resistive load, resulting in the duty cycle varying at around 0.52. Likewise, the
modelling data was collected in the corresponding condition.
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Both sets of data are presented in Figure 5.4. It can be observed that
the experimental data has a matched performance with the theoretical result
(modelling result) when the system approaches its steady state at around 75
milliseconds. In the time range from 0 to 75 milliseconds, as shown in the sub-
plot No.1 both results include transient responses, such as the overshoot. Notably,
the value of the overshoot collected from experiments is apparently larger than the
model’s. When the converter model is compared to the prototype, the differences
between them consists of resistive losses of passive electronic components (such as
inductor and capacitor) and battery effects. The resistive losses only impact power
dispersion, while the battery effects such as capacitance would affect transient
responses. Thus, based on the above analysis, the apparent discrepancies should
be caused by the effect of the battery capacitance (that can boost the transient
responses as its state is suddenly changed).
In another sub-plot No.2, the experimental result shown in the illustration
is expected. The AC perturbation has an amplitude of 0.085 A, performing with
the current base of 1.7 A, which is in agreement with the control purpose. The
modelling data was collected under the same parameter configuration (see Table
4.2). The amplitude of the AC perturbation is approximately 0.085 A, matching
the control setting. Both amplitudes (of the model and experiment) are not
attenuated. The frequencies of AC perturbations are of the interest (reported in
Section 2.2), covering the range form millihertz to kilohertz. However, the model
acts with a smaller current base (at around 1.5 A) than the expectation due to a
smaller proportional parameter of PI controller. As shown in the sub-plot No.3,
this difference decreases as the proportional parameter increases.
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5.1.3 AC Perturbations for Impedance Measurements
Although the maximum frequency of AC perturbation is limited, it still contains
the main discharge dynamics as reviewed in Chapter 2 within the frequency range
from 1.0 Hz to 1.0 kHz. As mentioned above, seventeen frequency candidates
have been shown for the proposed measurement. When the battery dynamic
characteristics distribute at low, middle, and high frequencies, corresponding
impedance measurements should meet the requirement on the frequency region
from millihertz to kilohertz. Ideally, it is necessary to measure all frequencies
to reconstruct the electrochemical impedance spectrum for lithium-ion batteries.
But in practice, especially during the online measurement, if all frequency
components are measured, the duration of the measurement will last for several
hours, which cannot be accepted by small-scale battery applications. To tackle
this issue, the multiple-point impedance spectrum method can be adapted.
In this method, the impedance spectrum is reconstructed by partial spectrum
components in the proposed frequency range (discussed in Section 5.2).
In general, a battery operates at the nominal condition as the baseline
for comparison. So, the tests were arranged with a single cell powering a 10
Ω resistance load at the nominal voltage value of around 3.55 V (equalling the
SOC level at 60%) at a room temperature of 22-23°C. To monitor the impedance
spectrum, waveforms of terminal voltage and discharge current were obtained at
the mentioned frequencies in tests. The frequency values, including 0.05 Hz, 1.0
Hz and 1320 Hz, are selected as examples and illustrated in Figure 5.5 (a), (b)
and (c).
As discussed previously, the battery operating current is sinusoidally
controlled at multiple frequencies, which varies around its steady-state DC base
of around 1.7 A (in response to 0.5 C current rate). In the illustrations (Figure
5.5(a) and Figure 5.5(b)) at low frequencies (0.05 Hz and 1.0 Hz), the DC base is
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Figure 5.5: Monitoring Battery Signals at Example Frequencies Under Different
Measurement Conditions; (1) 60% and 0.5 C :(a) 0.05 Hz, (b) 1.0 Hz and (c) 1.32
kHz; (2) 20% and 0.5 C: (d) 0.05 Hz, (e) 1.0 Hz and (f) 1.32 kHz; (3) 60% and
0.3 C: (g) 0.05 Hz, (h) 1.0 Hz and (i) 1.32 kHz; All signals were monitored during
battery steady-state operation (operating time exceeds 0.075 seconds)
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valued at the discharge current of around 1.7 A (or 0.5 C discharge current rate
based on the battery capacity), and the peak amplitude of the current oscillation
is 0.085 A (5% DC base). Therefore, the value of the current varies between
1.65 A and 1.82 A in a sinusoidal manner. Corresponding terminal voltage values
of the battery can be obtained between 3.55 V and 3.61 V, performing with
amplitudes of approximate 0.01 V and 0.008 V, respectively. Additionally, the
remaining sinusoidal waveform illustrated at the maximum frequency (1320 Hz),
works with a smaller current variation (peak-to-peak value less than 0.1 A). As
a consequence, the amplitude of the voltage response at 1320 Hz is much smaller
than the previous discussed voltage behaviours at low frequencies.
A larger peak-to-peak amplitudes of current oscillations (than the expected
value of 0.17 A) can be observed at low frequencies in the illustration because the
noise measurements are included. This noise may come from the off-the-shelf
board, conditioning circuits, or the current transducer. In fact, noise components
would not influence the impedance results as proper processing with a domain
transfer algorithm is used. For example, the single tone detection algorithm
will be employed to deal with experimental data from the time domain to the
frequency domain, as a consequence only the main frequency components are
targeted in the impedance calculation.
On the contrary, a smaller current amplitude is shown at 1320 Hz,
which is an expected phenomenon (caused by the frequency responses of the
PI controller and the low-pass filter as shown in Figure 4.4 and Figure 4.6) as
the fixed control parameters and first-order filtering technology were deployed. In
theory, the amplitude attenuation would not affect the result of the impedance
measurement. This is because the same filter results in current and voltage
attenuations identically, which can be eliminated in the impedance calculation.
Besides, the PI controller only impacts the amplitude of current executions. A
smaller current amplitude would receive a smaller voltage response. The result
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of the battery impedance would not vary with the current amplitude variation as
the measurement occurs at the given frequency.
Another worthily notable measurement phenomena at different frequencies
is voltage drift. As shown in Figure 5.5(a), Figure 5.5(b) and Figure 5.5(c), the
voltage decrease during the monitoring duration is around 0.035 V at 0.05 Hz
in the measurement duration of 50 seconds. However, the voltage drops are
nearly 0.015 V at 1.0 Hz in 6 seconds and almost zero at 1320 Hz in 0.003
seconds. These measurement results indicate that a long-term measurement leads
to a larger power consumption so a larger voltage drift responds to this regard.
For the online impedance measurement system, terminal voltage variation is a
severe problem that significantly influences on the accuracy of the impedance
measurements. More details regarding the effect caused by voltage drift will be
discussed in Chapter 6.
In addition, the long-time battery operation would cause an increment of
the internal temperature of the battery [24], which results in negative effects to
the measurements. As a consequence, impedance measurements at extremely low
frequencies are avoided as far as possible in practice.
Waveform Dependency on SOC and Current Rate
In general, the dependency of the electrochemical impedance spectrum is investi-
gated on the SOC and the current rate in many studies [24, 27, 53, 72, 99]. These
studies have pointed out that the SOC variation leads to a significant change in
impedance values and the spectrum responds to that variation uniquely in the
specific frequency region[7, 154, 155]. For the current rate dependency, relative
works show that different current rates would not trigger such crucial variation
to the impedance spectrum [13, 107]. In order to examine the influences of SOC
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variation and current rate on the impedance of battery, the lowest healthy SOC
value of 20% and a lower current rate of 0.3 C were chosen as a comparison. For
more details, experiments were set with two underlying battery operating condi-
tions: the SOC value of 20% (terminal voltage of about 3.18 V, shown in Figure
4.2) for the current rate of 0.5 C and the SOC value of 60% for the current rate
of 0.3 C. The former would provide a comparison with normal battery operation
(60% SOC and 0.5 C) to identify SOC dependency of the impedance spectrum.
The latter would provide a reference to analyse the effect of current rate on the
impedance spectroscope in the concerned frequency range.
Figure 5.5(d), Figure 5.5(e) and Figure 5.5(f) demonstrate the examples
of sinusoidal excitations under the 20% SOC and 0.5 C measurement condition.
Similarly, the sinusoidal perturbation values of the battery current were set with
1.7 A DC base and 0.085 A AC variation, obeying the 0.5 C measurement rule.
But the terminal voltage of the battery reduces to 3.18 V in response to 20% SOC.
It can be observed that the effect of the frequency response of the PI controller also
attenuates the amplitude of the current at the maximum frequency. The voltage
drift is about 0.02 V at the frequency value of 0.05 Hz with measurement duration
of 50 seconds. Besides, the voltage drift value of 0.01 V meets at the frequency
value of 1.0 Hz in the measurement time of 5 seconds. They are slightly different
from the reported values of the voltage drift at the corresponding frequencies (0.05
Hz and 1.0 Hz) under the same measurement duration (50 seconds and 5 seconds,
respectively) and current rate (of 0.5 C). The reason behind this difference may
be a lower sensitivity of the battery to OCV changes at a lower SOC.
Moreover, a lower current rate of 0.3 C (about 1.0 A) was set in terms of
investigating the effect of current rate on impedance measurements, as shown in
Figure 5.5(g) and Figure 5.5(h) and Figure 5.5(i). The lower current rate (less
than 1.7 A) could cause a lower amplitude of AC excitation (due to the amplitude
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limitation of AC perturbation followed in this thesis: 10% DC current base) and
a lower voltage drift (if the measurement duration is identical).
In this case, the amplitude of current perturbations was also configured at
5% of the 0.3 C current rate. It means that the AC amplitude of excitations
reduces to 0.05 A. Under this measurement condition, voltage drifts can be
observed at two frequencies: 0.05 Hz and 1.0 Hz, the values of which (about
0.012 V and 0.005 V) perform in the same time scale much smaller than the
values (about 0.03 V and 0.01 V) obtained in the nominal current rate (0.5 C)
measurements. Other measurements regarding battery impedance will be shown
in the following sections.
5.2 Online Impedance Measurement Results
In this section, the results of the online impedance measurements under nominal
battery operation (0.5 C and 60% SOC) are discussed in priority. Impedance-
related signals were measured at seventeen frequency elements in response to the
aforementioned frequencies in Section 5.12.
It is worth noting that the physical connection resistance (Rconnection, the
pure resistance) would be included in the measurement due to the resistivity of
metal materials (such as connectors of the battery holder and traces of the PCB),
as shown in Figure 5.7. These connection resistances result in a voltage difference
(Vdifference) between the object (V object) and the measurement port (V measurement).
Table 5.1 gives voltage differences in five repeated tests (where the battery
was replaced by a DC source because the object voltage should be stable during
the tests). An assumption was put forward that the voltage of the battery remains
the same in AC conditions. It is worth noting that the mean voltage difference is
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Table 5.1: CONNECTION RESISTANCE FOR SINGLE CELL
No. I load (A) V object (V) V measurement (V) Vdifference (V) Rconnection (Ω)
1 1.754 9.55 9.48 0.07 0.0399
2 1.754 9.55 9.48 0.07 0.0399
3 1.754 9.55 9.48 0.07 0.0399
4 1.754 9.55 9.48 0.07 0.0399
5 1.754 9.55 9.48 0.07 0.0399
All tests happened under the same measurement was condition where the 9.55 V DC
power supply connected with a 5 Ω load resistor, and the operation lasted for a few
minutes; A RS PRO RS14 Handheld Digital Multimeter was used to measure voltages
and the load current.
around 0.072 V and the mean connection resistance is 0.0399 Ω. For an accurate
impedance representation, the 0.0399 Ω connection resistance will be subtracted
from the calculated impedance results.
Figure 5.6: Battery Current and Voltage Performance for Identifying Steady-State
Operation, Monitored by NI USB-6366
Impedance calculations have a close relationship with the battery terminal
voltage and current, as expressed in (3.12) and (3.13). During the measurement,
the data of voltage and current were acquired by the onboard ADC and then
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sent to the impedance calculation (including a domain transfer algorithm). Two
kinds of data lengths affect the impedance measurement accuracy, as discussed in
Section 4.2. One exists in the data selection, which was used to guarantee that all
the measured data was collected in the battery steady-state operation. In terms
of protecting all measurable signals from transient influences, a constant waiting
period method for the data selection was deployed.
Figure 5.7: Battery Current and Voltage Performance for Identifying Steady-State
Operation, Monitored by NI USB-6366
Figure 5.7 shows the current performance and corresponding voltage
behaviour. Meeting the stable operating condition means the current should
vary around the control setting of 1.7 A and the voltage response needs to be
sinusoidal. According to the illustration, the current approaches its steady state
at around 4.675 s (including about 4.60 s operating time without battery) and
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the expected response of the voltage nearly starts from 4.62 s (including the same
operating time without battery).
In theory, a longer waiting time can protect the measurement form
transient influences. However, it would lead to several problems during the battery
operation, such as a bigger voltage drift and a higher temperature rise. Therefore,
the threshold of the waiting time of 0.075 (4.675 − 0.075 = 0.075) seconds is
decided to be used in this work, which could minimise such effects.
The other type of the data length considered in the measurement is the
actual data length applied to the domain transfer algorithm. As is well known,
the data length of the transfer algorithm relates to the frequency resolution as the
sampling rate is fixed. In general, a larger data length can access more precise
resolution for identifying the target frequency.
However, in the online impedance measurement, processing massive data
means that not only an extremely high ability of CPU and large space of the
memory are required but also a long duration for the measurement is needed. In
order to balance the accuracy of the impedance calculation and the data length
(see Section 5.6), the fixed measurement time window method for controlling data
length was used.
The data length used in the domain transfer algorithm is related to the
measurement time window. A measurement time window focuses on the constant
number of data for a specific sinusoidal signal. The total length of data covered by
a single window equals the ratio of sampling rate to the frequency of sinusoidal
perturbation, as expressed in (4.19). When the number of measurement time
window of 10 is used in measurements at frequencies: 1320 Hz and 440 Hz, and a
single measurement time window is employed in the measurement at the frequency
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of 0.05 Hz, the lengths of data of 10× 50, 10, and 1 correspond to the frequencies
of 1320 Hz, 440 Hz, and 0.05 Hz, respectively.
The phase compensation algorithm is also taken into account for the
domain transfer algorithm. As discussed in Section 4.2.5, the sampling delay
would cause a phase shift to the battery signal acquisition (for the current).
When seventeen frequency candidates are used in the measurement, it means that
seventeen phase compensations are required. Those compensations (in degree) can
be calculated via (4.15): 2.37 (for 1320 Hz), 1.19 (for 660 Hz), 0.79 (for 440 Hz),
0.59 (for 333 Hz), 0.40 (for 222 Hz) and etc.. With the frequency decreasing, the
phase shift declines. Therefore, the maximum phase shift in the measurements is
2.37 degrees at 1320 Hz and the minimum phase shift (of around 9×10−5) occurs
at 0.05 Hz.
Figure 5.8: Nyquist Plot of Impedance Measurements of a Single Lithium-Ion
Battery at 60% SOC and 0.5 C, rebuilding the impedance spectrum with seventeen
frequency candidates (marked by blue filled circles); The 5-point reconstructing
method is shown here by orange circles; A shape-preserving interpolant algorithm
is employed and the fitting result is presented by the dash line.
Figure 5.8 shows the Nyquist plot impedance measurements of a single
lithium-ion cell at a nominal voltage of 3.6 V and the current rate of 0.5 C. All
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data were acquired in the battery steady-state operation by the BBB’s ADC and
processed for impedance calculations with a 10-window size of the data length
(except for 0.05 Hz that processed with the data length in a single window).
A common detected number k (k = 11) for the vast of majority of targeted
frequencies could be configured in the transfer algorithm (the detected number for
0.05 Hz is 2, corresponding to a single-window configuration for the data length).
It should point out that even though a minimum data length was set for the
measurement at 0.05 Hz, the measurement duration still exceeds the measurement
duration limitation of 50 seconds. So, the impedance result at 0.05 Hz is only
presented in this section and will be removed from the remaining measurements
in order to reach the temperature constancy purpose, as studied from [24].
In the illustration, the spectrum is reconstructed by seventeen frequency
candidates. Besides, the low-frequency range from 0.05 Hz to 1.0 Hz shows that
the spectrum in this area mostly has a straight tail of which slope is smaller than
1 (equalling 45 degrees in phase). When the frequency increases, the negative
imaginary value of the spectrum gradually climbs up to the maximum value which
occurs at 167 Hz frequency and then moves down to the minimum value of around
zero at the frequency of 1320 Hz. According to the spectrum changes at middle
and high frequencies, the spectrum can be described by a nearly smooth curve.
Typically, this curve cannot be verified by a single semi-circle because the half
difference of real parts between 1.0 Hz and 1320 Hz does not equal to the imaginary
value of impedance at the frequency of 167 Hz. This finding provides evidence
for identifying the equivalent circuit model of the lithium-ion battery in which at
least two RC branches are included (discussed in Section 5.3).
The variations of magnitude and phase of the impedance are also taken
into account. As shown in Figure 5.9(a), the value of the impedance magnitude
declines from about 47 mΩ to 29 mΩ in the given frequency region. Besides,
the phase performances are obtained in the same frequency range, as shown in
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Figure 5.9(b). The phase increases as the frequency rises in the first frequency
stage (from 0.05 Hz to 1.0 Hz). Afterwards, it falls sharply with the frequency
rise in the zoom between 1.0 Hz and 167 Hz; finally, a significant phase increase
is achieved as the frequency grows (from 167 Hz). These results regarding the
magnitude and phase dynamics in the proposed frequency range are in agreement
with [44, 156, 157].
(a)
(b)
Figure 5.9: Battery Impedance Variations with Frequencies on the Amplitude (a)
and Phase (b)
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5.3 Equivalent Circuit Model
In general, the equivalent circuit model is used to predict battery performance and
provide SOC and SOH estimations within online battery monitoring applications.
In most studies [73, 92, 104, 158, 159], the model of a single cell is conventionally
employed as the base. If several single-cell models are connected in series or
parallel, the new model is therefore capable of representing the performance of
multiple cells for a large-scale battery package.
For online SOC and SOH estimates (shown in Chapter 6), the equivalent
circuit model supplies a memory-saving way to map massive EIS data in the
embedded battery measurement systems [103]. As introduced in Section 2.3,
equivalent circuit models are also evolved to reflect electrical equivalents of
sophisticated dynamics inside the battery. An efficient and simplified combination
between dynamics and electrical performances of the battery by the structure-
based equivalent circuit has been reported in [1]. This thesis focuses on a cell
structural version of the impedance model, which points out a direction to design
customised ECM in this subsection.
The baseline of ECM corresponds to the impedance measurement under
the fundamental measurement condition of 60% SOC and 0.5 C, as shown in
Figure 5.8. The illustration unveils the characteristics of the impedance spectrum:
at least two semi-circles and a straight trail consist of the spectrum in the given
frequency margin. In order to fit the result captured from the basic impedance
measurement, the first assumption is put forward to developing the ECM so that
two RC branches are considered into the equivalent circuit model in response
to the characteristic of the impedance spectrum shown in Figure 5.8. The RC-
branch is supposed to model slow effects, for example, diffusion, as studied from
[158, 159].
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Figure 5.10 shows a redesigned second-order RC equivalent circuit for
the lithium-ion battery. Unlike the complex model described in [1], the evolved
model provides further simplifications on the replaced variables where Faradaic
impedance (caused by lithium ion activities, such as gathering on the surface of
the electrode [1]) and solid-phase diffusion impedance are validated by using the
Warburg element (Zw), taken from the Randel circuit as studied from [2]. It also
extracts the less critical inductance due to the relatively low frequency (when
compared to extremely high frequencies, for instance ten or hundred kilohertz, as
shown in [95, 107]).
In RC branches, different values of resistance (R1 and R2) and capacitance
(C1 and C2) are applicable to electrodes due to the different reflections of
electrodes on discharge dynamics inside of the battery. The concerned reflections
involve the growth of solid electrolyte interface and the change of double-layer
capacitance, which are significantly associated with the proposed estimations on
SOC and ageing, as explained in Chapter 2.
Moreover, the same Warburg element is involved by the model in order
to indicate low-frequency electrochemical dynamics on both electrodes, such as
ion diffusion and transport. To easily model those dynamics, the assumption
that Warburg element is same on both electrodes is made[1, 2]. In this case, the
ECM presented in Figure 5.10 only consists of an anode impedance (Zanode), a
cathode impedance (Zcathode), and a pure ohmic resistor (R0). Here, the pure
ohmic resistance R0 is used to typically represent the compositions inside of the
cell: electrolyte, separator, and current collectors.
Zbattery = R0 + Zanode + Zcathod (5.2)
Zanode = (R1 + Zw)||C1 (5.3)
Zcathode = (R2 + Zw)||C2 (5.4)
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Figure 5.10: 2-RC Full Battery Cell Impedance Model, Modified from [1, 2]
For the sake of determining the parameter values of the ECM, the non-
linear least square fitting method was deployed. By this method, the model
result can optimally match the experimental data. In addition, the trust-region
regression is one of the best optimisations for the non-linear problems [160, 161],
which involves a constrained minimisation of a quadratic subject to one non-linear
constraint [162]. When compared to another popular regression, called Levenberg-
Marquardt regression, the previous regression is more suitable for small size of the
sample (such as five samples used in this work). Notably, the regression was used
on only the real part of the impedance to minimise percentage error at proposed
frequencies.
Table 5.2: VALUES OF COMPONENTS IN THE BATTERY CELL IMPEDANCE
MODE
R0 (Ω) R1 (Ω) C1 (F) R2 (Ω) C2 (F) Aw (mΩ/s
0.5)
0.0286 0.007 0.0625 0.0052 2.5 1.39
Table 5.2 includes all component values for the battery cell impedance
model. It should be noted that the mathematical expression of the Warburg
element (Zw) has been shown in Eq.(2.4), where the Warburg coefficient (Aw) is
fixed in this work (therefore, only five parameters (R0, R1, R2, C1 and C2) need
to be calculated).
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Figure 5.11 shows validation of the model for a single lithium-ion battery at
the frequencies of 1.0 Hz, 10 Hz, 167 Hz, 440 Hz and 1320 Hz. Five results respond
to five unknown parameters of the ECM, which can be used to reconstruct the
impedance spectrum in the expected frequency range, as presented in Figure 5.8.
Those impedance measurements correspond to five unknown ECM parameters
(as the Warburg coefficient keeps constant). In this case, the whole impedance
measurement can be accelerated, and eventually, a short period for the whole
process (including impedance measurement and state estimation) is proposed.
This is an important goal that the online impedance measurement system desires
to reach in small-scale battery powered devices.
Figure 5.11: Point-Fitting Regression for Panasonic 18650 Cell at 60% SOC, 0.5 C
In Figure 5.11, all available test data (at specific frequencies) are utilised in
the optimisation process and the performance of the ECM is therefore expected.
Two RC-branch hypotheses for the equivalent model could be reasonably ap-
proved in the given frequency range (from 1.0 Hz to 1320 Hz). It should be noted
that the spectrum at lower frequencies such as 0.05 Hz and 0.5 Hz are not used for
the fitting algorithm due to instability of SOC caused by prolonged measurements
at these two frequencies. Besides, obvious differences between the prototype and
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modelling can be found at 440 Hz and 1320 Hz, which may arise from the accu-
racy of the proposed measurement system regarding domain transfer algorithm
with relatively short data length (for battery signals at high frequencies).
Still, the regression is capable of reasonable matching, and obtained
component values instead of the data for all frequency candidates (discussed in
Section 5.1.2) can be used as a time-efficient way not only to track battery internal
processes but also to estimate battery states (discussed in Chapter 6).
5.4 Dependency of Impedance Spectrum Char-
acteristic on SOC, Aging and Current Rate
5.4.1 Impedance Spectrum Characteristic on SOC and
Aging
Figure 5.12: Impedance Measurements at different SOCs and Ages
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5.4 Dependency of Impedance Spectrum Characteristic on SOC, Aging and
Current Rate
Figure 5.12 shows electrochemical impedance various (including magnitude and
phase changes) obtained under different measurement conditions where 20% and
60% SOCs, as well as brand-new and 3-year aged cells are included. When the
value of SOC declines from the nominal level of 60% to the minimum level of 20%
(in this work), the impedance spectrum at given frequencies shifts to the right in
the Nyquist plot. The minimum rise (of about 0.1 mΩ) of the real part of the
impedance appears at 167 Hz, whereas the maximum rise (of around 5 mΩ) of the
impedance in real part is held at 1 Hz. This says that long-term electrochemical
dynamics (of which frequencies perform around 1 Hz, as discussed in Chapter 2)
dominantly affect SOC values. A possible reason can be that the reducing number
of ions causes weak ion diffusion and transport [44].
Likewise, the real part of the impedance of aged cell increases slightly,
varying from near 31 mΩ to 42 mΩ in the given frequency range, as compared
to the brand-new cell impedance performances under the same SOC and current-
rate measurement condition. This is an expected result because the impedance
magnitude tends to rise as the cell becomes aged, as reported by [44, 163].
In an ageing progress, battery electrodes would be degraded, especially on the
electrodes’ surfaces [163]. Both degradations can increase the increase of the
charge transfer resistance, and eventually increases overall the impedance of the
battery [163].
In advanced offline applications within the lower frequency region, the
obvious variations of amplitude at low frequencies as SOC varies are deeply
concentrated by some studies where impedance variations at the low-frequency
range have been applied as one of the critical indicators to predict SOC values
[69, 87]. However, for the online SOC estimations, the impedance measurements
at lower frequencies have to face the problem that measurements require a long
duration to obtain a whole period of AC excitation, which eventually results in
the proposed system performing with a low speed to estimate SOC values.
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Additionally, if the EIS-based method is only applied to estimate SOC at
lower frequencies, the problem could be exposed in practice that almost the same
impedance spectrum obtained in the frequency range of 10 Hz to 1320 Hz, which
is difficult to distinguish the dominant effect caused by SOC or ageing (further
research will focus on this problem). However, battery degradation is applied
to examine the proposed measurement system in this thesis, the confusing issue
would not appear in the SOC estimation (discussed in the next chapter) where
only brand-new cells were used in all cases.
5.4.2 Dependency of Impedance Measurement on Current
Rate
Figure 5.13 shows the other experiment on exploring the effects of the current
rate on the impedance measurement for lithium-ion batteries. Results at five
frequencies is demonstrated in Figure 5.13(a) at 0.5 C and 0.3 C rates.
In most cases, they shows the differences between different current rates
are smaller than 0.001 Ω in both parts (including real and imaginary parts) of
the impedance. This says, the magnitudes and phases perform with a high- level
similarity at the concerned frequencies, as shown in Figure 5.13(b) and Figure
5.13(c).
This finding would help to implement the EIS-based state estimation in
the real word such as EVs and mobile robots in which the influence of discharge
current can be neglected. Besides, the current rate has a close relationship with
the amplitude of AC perturbations during the proposed measurement (5% DC
base for configuring AC perturbation). The almost identical impedance spectrum
can indicate that amplitudes of AC excitations would not influence the impedance
spectrum in the given frequency range, which can be approved by [164].
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Figure 5.13: (a) Impedance Measured at 60% SOC and Different C-Rates of 0.3 C
and 0.5 C; Comparisons on Magnitude (b) and Phase (c) in Bode Plot
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However, when the current rate declines from 0.5 C to 0.3 C, it means the
amplitude of AC perturbation reduces from 0.085 A to 0.05 A, as shown in Figure
5.5 (a) and (g) (or Figure 5.5(b) and (h), or Figure 5.5(c) and (i)). This change
would bring a challenge to the bit-fixed ADC, which may impact the measurement
accuracy, especially for the quantisation of the ADC (discussed in Chapter 6).
5.5 Impedance Measurement of Multiple Cells
Connected in Series
As mentioned above, a single cell has a low voltage and a low power capacity,
which cannot satisfy the load’s requirements for high voltage and long time
operation. To solve those issues, a battery package is normally used, which
increases the output voltage and expands the power capacity. In a battery package
(consisting of at least two cells), batteries are connected in series and parallel. In
this section, the impedance measurement is taken into account in many multiple-
cell applications.
The impedance performances in those applications (including series-
connected and parallel-connected batteries) can be predicted theoretically (as the
equivalent circuit model is known). However, several factors (caused by multiple
cells and connections) significantly affect the prediction, such as unbalanced SOC,
inconsistency of batteries and physical connections between batteries, which lead
to measurement results larger than expected in magnitude.
These effects (especially arising from the series-connected cells) are of
interest regarding EIS-based state estimations for lithium-ion batteries in the
real world. So the proposed impedance measurement system can be employed to
explore those interesting problems. Notably, the parallel connection for two cells
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Figure 5.14: AC Coupled Waveforms for Two Cells (Left) and Four Cells (Right)
in Series Connection at around 1.0 Hz and 60% SOC, Monitored by NI USB-6366
is neglected in tests due to a high-level operating risk that is caused by relatively
high current transient responses.
A consistent impedance measurement was considered in tests where two
and four cells were connected in series, and a single power converter was used
to generate AC perturbations to the proposed measurements at the frequency
of 1.0 Hz. In the experiments, the single power converter method is different
from many other studies in which multiple converters are employed to obtain an
independent EIS result for each cell. In this condition, the cost efficiency and
control consistency can be guaranteed in the applications where a high voltage
is demanded. In order to compare the impedance performance at nearly 60%
SOC (7.1 V for two series-connected cells and 14.2 V for four series-connected
cells), batteries are restricted to operate at those voltages. Both amplitudes of
AC perturbations for the tests are around 85 mA, equalling 5% of the DC base of
the battery operating current (0.5 C), as presented in Figure 5.14. It should be
clarified that the value of the resistive load profile increased to 12 Ω due to the
input voltage increase of the converter. So, the duty cycle can vary within the
constraint caused by the real-time system (less than the maximum duty cycle of
0.7).
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Figure 5.15: Nyquist Plot for Two Series-Connected Cells Under 60% SOC, 0.5 C
and Brand-New Measurement Condition
Figure 5.15 shows the experimental results in the Nyquist plot at five
frequencies: 1.0 Hz, 10 Hz, 167 Hz, 440 Hz, and 1320 Hz. Notably, the physical
connection resistance (around 86.9 mΩ) of two cells in series connection has been
excluded (the connection resistance was measured by the same method (discussed
in Section 5.2)). In the 60% SOC situation, the impedance of two cells in series
presents that the real part of the impedance varies from around 75 mΩ to nearly
100 mΩ as the frequency declines. Besides, the imaginary part (absolute value)
changes between around 2 mΩ and 5 mΩ in the given frequency range. When
comparing the magnitude (including real and imaginary part) of the impedance
in series connection with it in the single cell activity, as shown in Figure 5.16,
the magnitude of series-connected cells is more than two times larger (about
two and half times) than the single-cell’s at all shown frequencies. Ideally, the
impedance magnitude of two homogeneous cells connected in series should be
doubled. The possible reasons may arise from SOC inconsistency due to an
imbalanced discharged string and cell inconsistency.
On the one hand, the ideal battery string is assembled of identical cells with
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Figure 5.16: Comparison Between Different Measurements with Single Cell and
Two Cells in Magnitude
the same initial SOC. In this scenario, the overall cell string SOC is the same as
the value of SOC of the single cell, and ultimately, the battery gives the capacity
coinciding with the nominal capacity of the cell during the discharging process.
However, in the test, there was no specific voltage balanced circuit used to control
each cell’s voltage, so the same value cannot guarantee the level of SOC for the
single cell. As a consequence, the corresponding impedance at a lower voltage (or
SOC) causes that concerned difference [165]. Apart from this, cell inconsistency
is taken into account, which is dominantly caused by manufacture process and
materials. In general, the cell inconsistency would not make such a significant
difference between two identical cells as the same factory manufactures them.
Therefore, it is necessary to assemble a balanced SOC controller to a single battery
as multiple cells are applied to portable devices. In this case, the cell enables the
balancing technique to operate within a safe and healthy environment.
On the other hand, the accuracy of the instrumentation may be the
reason why there is a difference of approximately 10 mΩ between single-cell and
multiple-cell applications. This discrepancy mainly presents in the real part, as
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Figure 5.17: Comparison Between Different Measurements with Single Cell and
Two Cells in Real and Imaginary Magnitudes
shown in Figure 5.17. In practice, a PCB mechanically supports and electrically
connects several cells through conductive tracks and pads. Even though the vast
majority of the connection resistance can be roughly measured by the voltage-
drift measurement method, more accurate measurement could not be achieved
by only using a simple multimeter (the DC voltage resolution of which is only 10
mV whilst its DC current resolution approaches 1 mA). Therefore, the voltage
measurement has a lower accuracy than the current measurement. An obvious
voltage difference may be obtained in the tests, and eventually it would lead to
an apparent impedance difference.
Accordingly, monitoring the impedance of each cell with high accurate in-
strumentation for multiple-cell applications is suggested. The proposed system
based on the BBB can do so (probably together with some signal conditioning
circuits to convert the differential voltages of each battery into single-end volt-
ages).
Within optimised measurements, the voltages and one current in the series
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connection can be monitored simultaneously, and the voltage of each cell and the
measured current can be acquired for four-cell (even for seven-cell) applications
at the same time. The maximum number of voltage signals (seven) can be
potentially reached by the system. However, once the number of measurable
signals increases, more ADC channels should be active. Correspondingly, a lower
sampling frequency (less than 66 kHz) is obtained.
5.6 Execution Time of Data Transfer and Pro-
cessing
The purpose of presenting time performance is to explore the speed of the online
measurement. This is a point worth considering for the EIS system, which would
be used for commercial areas. The time behaviour determines how long the
duration of the proposed measurement system and provides a reliable timing
reference for battery state estimations. In general, the time performance is
impacted by two factors in this work: the speed of data transfer from the PRU and
the ARM of the BBB, as well as the number of samples (also called measurement
time window).
A ring buffer mechanism is used to transfer data from the PRU to the
ARM of the BBB (discussed in Chapter 3). Theoretically, the frequency of data
transfer synchronises with the frequency of the real-time system operation. A
fixed frequency is set to the real-time system, which means that a fixed transfer
speed can be obtained, as shown in Figure 5.18. In this case, only the data length
needs to be considered in this work. As is well known, the data length is usually
determined by the measurement time window in the domain transfer algorithm.
If a long time window is demanded, a large number of data can be used for the
algorithm.
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Consequently, a small frequency resolution can be achieved as the sam-
pling rate is constant, which makes it possible to improve the spectrum accuracy.
However, a long time constant leads to a slower time response of the measure-
ment system, which causes battery state changes (discussed in Chapter 6) and
additional room reflections (such as temperature). These changes would result
in a low accurate impedance measurement. Therefore, a low accurate state esti-
mation for the battery is obtained. According to this analysis, ten measurement
time windows are decided to be used for this preliminary exploration on the time
performance.
Figure 5.18: The Time Performance of Different Samples Sent from PRU to ARM
The time behaviour of data transfer was examined within the ARM (non-
real-time processor), so it is possibly affected by other existing tasks in the
processor, such as the Linux OS. In order to reduce those effects, the mean time
method was applied.
All tests were repeated five times, and the average of the five-time
performances is calculated as the data transfer usable time. The results can
be observed in the exhibition that the transfer time behaves regularly for all tests
182 5.6 Execution Time of Data Transfer and Processing
at the same number of samples, and the mean time performances for the fixed
number of samples are linear, as shown in Figure 5.19. This means that the
transfer duration for every single sample from the PRU to the ARM is almost
identical.
With a numerical performance for the transfer, the averaging time of
transferring a single sample from the PRU to the ARM is approximately 15 ms,
equalling the real-time operating time of the proposed system.
Figure 5.19: The Mean Data Transfer Speed
Additionally, the time activity of the processing data from the time
domain to the frequency domain by a single tone algorithm is flexible. This
is inconsistent data lengths were allocated to the processing AC excitations at
different frequencies. Table 3 lists the time values of data processing at seven
frequencies. With the number of samples increasing, the processing duration rises
significantly. If all frequencies are devoted to the SOC estimation, the system will
last a relatively long time (over 20 seconds).
Alternatively, if the measurements are only concerned in the SOC predic-
tion at a higher frequency range from 1.0 Hz to 1.32 kHz, a relatively shorter
measurement duration of approximate 3.5 seconds can be obtained. When the
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Time for Data Pro-
cessing (s)
0.05 1 1320000 7.82
0.5 10 1320000 7.82
1.0 10 660000 2.89
10 10 66000 0.39
167 10 4000 0.22
440 10 1500 0.04
1320 10 500 0.04
measurement system cooperates with other applications, such as SOC estimation
(shown in Chapter 6), the composed system holds the most probability to meet
(or exceed) current frequency calibration of around a few hertz on the OCV-SOC
commercial implementations [13].
5.7 Chapter Summary
In this chapter, the results of the proposed measurement are illustrated. The
impedance measurements can be obtained over a wide frequency range from
0.05 Hz to 1.32 kHz under the real time operating frequency at 66 kHz and the
control’s referencing samples at 50. The measurement comparisons are discussed
with different lithium-ion battery states, current rates and ages. Battery states
and ages can lead to almost the same impedance spectrum changes in the given
frequency margin, which should be distinguished in the EIS-based estimation
method. However, the exploration of the current rate indicates that no significant
impedance spectrum changes respond to the current rate variation in the proposed
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frequency range (from 0.05 Hz to 1.32 kHz). Multiple cells in series connection
are also taken into account because they are widely used in many portable
devices in order to boost the output voltage and power capacity of the battery
package. The impedance spectrum of the series-connected cells shows a larger
numerical performance than expected values, which needs further work to clarify
this phenomenon. Finally, the timing performance of the proposed measurement
system is preliminarily investigated, which is mainly determined by the data
length of the domain transfer algorithm.
Chapter 6
Performances on the Online
Measurement System and
Preliminary State Estimation
In this chapter, the contents include validating the performances of the proposed
online impedance measurement system and using impedance measurement data to
estimate battery states (such as SOC and SOH). The quantity of AC excitations
and the comparison between a prototype and a commercial system (called Bio-
Logic) area also focused on. Moreover, the measurement uncertainty is taken into
account to accurate battery state estimations. Finally, potential optimisation
methods extending and refining the research in further work are contained.
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6.1 Comparison to a Commercial Measurement
System
In order to validate the performances of the prototype, the measurement results
obtained from the prototype are compared to the achieved data from the
commercial system (Bio-Logic VSP). For the implementation of Bio-Logic VSP,
the standard electrode connection mode developed from potentiostat technology
(based on the operational amplifier implementation) was used. The mode provides
a recommended connection that the positive electrode of the battery connects to
working and reference electrodes, and that the negative electrode of the battery
connects to the counter electrode. Based on this connection, a bias voltage
between working and reference electrodes can be maintained. Besides, voltage
measurements in this case, are obtained at three parts, including the working
electrode, reference electrode and counter electrode, whilst the working current is
measured only at the working electrode.
Moreover, dependencies of the impedance measurements, such as SOC,
current rate and battery age, are tested with the same values in the Bio-Logic
VSP system. The SOC was set at 60% and 20%, corresponding to the proposed
measurements at the open circuit voltage of 3.55 V and 3.18 V, respectively.
Magnitudes of AC perturbations were 0.085 A (5% of current rate at 0.5 C)
and 0.05 A (5% of current rate at 0.3 C). Furthermore, experimental cells were
tested in two age levels: brand-new and 3-years old. Unlike the cell exposed
in the natural environment in the prototype, an oven was used to contain the
object (including a battery, battery holder and the connection circuits (for voltage
and current measurements, as shown in Figure 4.18). In this case, the ambient
temperature is maintained at 25 °C, which minimises the effect caused by the
ambient temperature variation on the impedance measurement.
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Figure 6.1: Comparison of Prototype and the Bio-Logic VSP Under the Measure-
ment Condition: 60% SOC, 0.5 C and Brand-New Cell
Figure 6.1 shows the impedance measurement differences between the
prototype (in blue) and Bio-Logic VSP (in orange) at seventeen frequencies
(discussed in Chapter 5). It can be seen that the impedance data captured by
the prototype system is in agreement with the reference measurement for the vast
majority of frequencies (over 10 Hz). However, there are apparent differences
between those two systems in the frequency range from 0.05 Hz to 1 Hz, which
normally exist in the comparison between online measurement platforms and
potentiostat [2].
Figure 6.2 gives more insight into these discrepancies in magnitude and
phase. At lower frequencies (less than 10 Hz), a maximum magnitude discrepancy
of 4% can be found at 0.05 Hz, which decreases with increasing frequency.
Likewise, the measurement at the lowest frequency (of 0.05 Hz) shows the
maximum phase difference of around 0.04 radians. These findings imply that
measurements at lower frequencies (less than 10 Hz) in the real battery operation
(where the battery state decreases) are different from the operation under the
188 6.2 Possible Sources of Measurement Uncertainty
ideal condition (where the state is almost maintained). The main reason may
arise from the battery voltage drop. In practice, the battery normally works
with its state (such as SOC) changes due to a power dissipation (the battery
terminal voltage declines as the operating current of the battery under control).
However, the reference system (Bio-Logic) provides an ideal operating condition
for EIS measurements in which the voltage drop of the battery almost disappears
(for example, around 22 µV voltage drop and measurement duration of 800
seconds were configured in the measurement), benefiting from the embedded
electrochemical interface (potentiostat).
In practice, an efficient way to reduce voltage drop is shortening the
measurement duration. Figure 5.5 (a) and (c) show evidence that a longer
measurement time results in a larger voltage variation (the voltage dips nearly 50
mV in the measurement time of 50 s while it approaches 0 during the measurement
duration of 85 ms). Because of this finding, the measurements at extremely low
frequencies (such as 0.05 Hz and 0.5 Hz) are no longer considered in this work,
which leads to larger battery state variations for EIS measurements.
6.2 Possible Sources of Measurement Uncer-
tainty
In the prototype, several factors would influence the measurement accuracy, such
as PI controller, low-pass filter, and ADC finite resolution. Firstly, both integrator
and physical low-pass filters have chances to directly lag measurable signals.
While the integrator behaviour only works on the measurable current, the filters
lag voltage and current signals at the same time. However, magnitude and phase
differences cannot be caused in the tests by using the same filters for measurable
objects. This is due to the impedance calculation where the divider effect and
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(a)
(b)
Figure 6.2: Comparison of Prototype and the Commercial Measurement Instrument
on Magnitude (a) and Phase (b) at 60 % SOC and 0.5 C
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phase shift on battery voltage and current can be eliminated in the end. More
importantly, the finite resolution (12-bit) of the ADC leads to measurement errors
(the maximum quantisation error of 0.44 mV, corresponding to the maximum
error of ADC of 1 LSB). This error affects the accuracy of the measured samples,
which in particular occur at the highest frequency of 1320 Hz. For example,
the error of the voltage measurement of 4.4% (0.44mV/10mV × 100 = 4.4%)
is obtained at the frequency of 1320 Hz (see Figure 5.5(c)), whilst it is 0.88%
(0.44mV/50mV × 100 = 0.88%) at the frequency of 0.05 Hz (see Figure 5.5(a)).
The current measurements have errors at 0.05 Hz and 1320 Hz (0.8% at 0.05 Hz,
0.44mV/(50mV ) × 100 = 0.8%, and 5.5% at 1320 Hz, 0.44mV/(8mV ) × 100 =
5.5%). As a result, the error in the voltage measurement is dominant, which cause
the maximum error of around 5.5% in the impedance calculations.
If it is desired to increase the accuracy of the impedance measurements, two
feasible ways can be deployed. The first approach is to increase the perturbation
magnitude of the AC perturbation setting for impedance measurements at high
frequencies, which yields larger voltage magnitude in the responses. As a result,
the expanded magnitude can be well quantified by the 12-bit ADC. Another
method is to configure a larger bit to the ADC, so that the quantisation levels
are capable of significantly increasing, but this has the disadvantage of decreasing
the sampling rate.
Other factors, including current transducer sensitivity, the tolerance of
resistor and the difference (less than 2 °C) in an ambient temperature between
the two systems, may slightly influence the measurement discrepancy, which
can be neglected when compared to the main impact of the voltage variation.
For more details, the measurement error of the current transducer is ±0.2%.
Thus, this current difference does not have a significant effect on the impedance
measurement, which can be neglected in the measurement.
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As discussed previously (in Section 4.2.2), for the tolerance of the resistor,
it is generally neglected in theory if the same filters (including the same resistors
and capacitors) are employed. However, the use of those components are
considered in practice with their tolerances, especially with tolerances of resistors
( the conventional tolerances: 1%, 5% and 10%). In this work, all resistors were
used in conditioning circuits with the tolerances of 1% or 5%. These tolerances
lead to the differences of the cut-off frequency of approximately 1% (for the
tolerance of resistor of 1%, calculated via (4.14)) or 5% (for the tolerance of
resistor of 5%, calculated via (4.14)). When considering their effects on the
voltage gain (see (4.16)), the gain varies with the resistor’s tolerances within 1%
(calculated via (4.15) and (4.16)). So they can be neglected in the measurement.
Finally, the temperature discrepancy is less than 2 °C, the effect of which is also
ignored in the measurement.
6.3 Comments on Data Selection
Several papers [11, 33, 44, 92, 166] have investigated the dependency of electro-
chemical impedance measurements, such as SOC, current rate and ageing, but the
consistent duration of reaching lithium-ion battery stable operation has not been
achieved yet. In the proposed impedance measurement system, the application
of data selection was developed form the direct current resistance (DCR) tech-
nique, and the purpose of selecting data is to prevent measurable signals of the
battery from transient responses of the system. To achieve this goal, extending
the waiting time method has been employed in this thesis.
Depending on the proportional relationship between the time performance
of data transfer and the length of data (introduced in Section 5.6), the method
focuses on the length of data to control the waiting time. In general, transient
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responses could be caused by sudden DC and AC variations in the system,
while the considerable waiting durations for these two variables are significantly
different. For example, in a direct resistance measurement, the change of the DC
current need a long-time (from a few hundred milliseconds to several seconds, such
as 1.0 to 20 seconds in EV [167, 168]) to trigger the voltage response (contains an
immediate voltage drop and a further voltage drop [44]). If the transient responses
caused by DC current are mainly considered in this work, the waiting time of a
single measurement could be constantly set at 20 seconds, corresponding to the
number of data of around 20*66000.
Nevertheless, a long waiting time is not suitable for the online impedance
measurement due to the terminal voltage variation of the battery. By contrast,
if AC current causing transient responses is considered, the time needed to
approach steady-state operating conditions may be short and flexible due to
multiple frequencies of AC perturbations. This is the main reason that data
selection chose the flexible data length method to reach a stable system operation.
As discussed in Chapter 4, a flexible data length has been introduced to the
tests in which all data length covers integer period(s) of the AC excitation.
Correspondingly, the different waiting time has been discussed with respect to AC
perturbations at different frequencies. The minimum duration of data transfer
could be investigated at higher frequencies due to a smaller data length. It
should be pointed out that the fixed data length method has been explained
in the previous chapter but it was only deployed in the proposed measurement
at the frequency range from 1.0 Hz and 1320 Hz. At lower frequencies (less
than 1 Hz), a larger measurement time window means a longer measurement
time, which expands the whole measurement time. This measurement time is
an important factor in the online measurements. So, the trade-off between data
length and impedance calculation accuracy is an interesting topic that will absorb
more attention in the further.
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6.4 Battery State Estimations
In this section, impedance measurement data combined with the equivalent circuit
model is used to estimate battery states (SOH and SOC) via the most-sensitive
parameter method. In this method, the measurement data (measured with
different SOC and ageing levels) is firstly fitted by a 2-RC ECM (see Figure
5.10) and then the parameter sensitivities of the ECM are compared in order to
find out the most sensitive indicators for SOC and SOH, respectively.
6.4.1 Measurement Uncertainty
The measurement uncertainty should be given at the beginning in terms of the
estimation accuracy. All measurement systems have some degrees of uncertainty
that may arise from environmental impacts such as uncontrollable variations of
the measured object, and random factors such as instrument resolution. The
systematic factors are also worth considering such as offset, gain error, etc., which
are usually caused by the instrument.
The uncertainty level defines the sensitivity of the proposed measurement.
Two types of measurement uncertainty are discussed in many studies. Type-A
uncertainty is inferred from the statistical analysis of a series of measurements,
treating measurement data in the mean value and standard deviation (or extended
deviation). Type-B uncertainty offers scientific judgements using relevant sources
of information, which may include an instrument manufacturer’s specifications, a
calibration certificate or reference values published in handbooks.
In practice, the measurement could be caused by uncontrolled variations,
including interval variations of the cell and possible variations of the ambient
environment (such as humidity and temperature). Type-A uncertainty is able to
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evaluate these random effects during a series of measurements in quantification.
With the type-A certainty, the numerical estimations of uncontrolled variations
provide a good chance to analyse impedance measurement variations correctly.
This is of interest to ECM-based state estimations of the battery.
Figure 6.6(a) presents five repeated measurements at five frequencies under
Type-A uncertainty statistic. The mean values (crosses, averaged by 5) of the real
part of the impedance at five targeted frequencies provide the best prediction of
the cell impedance. Besides, the standard deviation (as shown by circles in the
illustration) is only calculated based on the real part of the impedance (dominant
value in amplitude, as discussed in Section 5.6), which gives an estimation of the
associated uncertainty.
The certainty estimations at higher frequencies (such as 440 Hz and 1320
Hz) are much larger than at lower frequencies (such as 1.0 Hz and 10 Hz), given
that more measurement variations happen at those high frequencies. This may
be caused by a lower number of samples used for the domain algorithm, which
weights the uncertainty. However, if a larger number of samples is used to the
measurement, it may cause a long measurement duration, which in turn increases
the measurement uncertainty.
Figure 6.6(b) illustrates a comparison between the model impedance (
shown by purple filled circles) and the measured data. All cases of the model
impedance in the frequency range from 1 Hz to 1320 Hz were obtained by the
trust-region algorithm and the measured data were acquired from five repeated
measurements (corresponding to the Type-A uncertainty) . It can be observed
that the compatibility between model and experimental data can be acceptable
at the targeted frequencies, which approves the model validity for the purpose of
this work. The range of impedance measurement results that covers the true value
in the real part of battery impedance (m) is m ± 0.002Ω. The uncertainty level
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(a)
(b)
Figure 6.3: Type-A Uncertainty (the coverage factor of 3 (99.7% probability), shown
by circles) at Five Frequencies Under 60% SOC and 0.5 C Measurement Condition;
(a) Type-A Measurement Uncertainty at Five Measurement Frequencies: 1 Hz, 10 Hz,
167 Hz, 440 Hz and 1320 Hz; (b) the Measurement Uncertainty for the ECM-Based
State Estimation for Batteries (targeted frequencies in red filled circles)
196 6.4 Battery State Estimations
of 0.002 Ω determines the sensitivity of the proposed impedance measurement
system for lithium-ion batteries. When ohmic resistances vary above these
thresholds, it can be confirmed that a sudden increase or decrease of the battery
impedance indicates abnormal battery operation, such as high temperature or
short circuit [108]. As a result, the potentially dangerous operation of the battery
can be detected in advance so the measurement uncertainty is able to provide
reliable monitoring to ensure that the battery is operating under safe conditions.
Type-B uncertainty is also taken into account in this work. This uncer-
tainty comes from the systematic errors (mainly considered in this thesis) such as
the ADC acquisition error and the first-order filter error as discussed in Section
6.2. When comparing systematic errors to random errors (Type-A uncertainty
included), the systematic errors can be roughly calculated (shown in Section 6.2),
which are typically smaller than the Typy-A uncertainty. So the Type-A uncer-
tainty is typically employed to battery state estimations, discussed in the following
section.
6.4.2 ECM Based State Estimation
Battery state estimations based on the most sensitive parameter method are
discussed in this subsection. As explained in Section 5.3, the proposed ECM
only consists of five unknown parameters, including R0, R1, C1, R2 and C2. In
theory, each of them would have an independent reflection in the state variation.
Depending on the reflection level, the most sensitive parameter can be used to
indicate the state variation. Then, with a proper fitting algorithm, the state
variation can be expressed by the most sensitive parameter.
In general, SOC varies within a limited range. In order to clarify this
range, apart from before mentioned tests at 20% SOC and 60% SOC (a safe SOC
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Table 6.1: ECM PARAMETERS FOR SOC ESTIMATION
SOC
(%)
R0 (Ω) R1 (Ω) C1 (F) R2 (Ω) C2 (F) Aw
(mΩ/s0.5)
100 0.0266 0.0043 0.0875 0.0095 1.05 1.39
60 0.0286 0.007 0.0625 0.0052 2.5 1.39
20 0.0308 0.005 0.15 0.0135 5.255 1.39
Table 6.2: ECM PARAMETERS FOR SOH ESTIMATION




0.0286 0.007 0.0625 0.0052 2.5 1.39
3-year 0.0313 0.0042 0.0105 0.0055 1.2 1.39
operating range from 100% to 20%), an additional measurement with the full
value (100%) of SOC was completed, which identifies an upper band for the SOC
estimation (the lower band identified by 20% SOC). Table 6.1 lists parameter
values at different SOC levels and the fitting performances at those SOC levels
are shown in Figure 6.4.
Besides, SOH is a kind of evaluation of the battery life span, which is
significantly affected by the material degradation of the battery. This degradation
increases with the battery becoming older. So, brand-new and 3-year batteries
were employed in the measurements. Table 6.2 gives the parameter values
obtained from the fitting results (the fitting results at 20% SOC and 100% SOC
are shown in Figure 6.4).
Figure 6.5 demonstrates ECMs at three SOC levels and the numerical
performances of the ECM parameters. The Nyquist plot in the demonstration




Figure 6.4: The Fitting Performances (measured data and estimated data shown by
blue filled circles and read filled circles, respectively); (a) and (b) for the measurement
dependency on two SOC levels:20% SOC and 100% SOC under the measurement
condition of 0.5 C and brand-new cell; (c) for the measurement dependency on the
battery age; the Frequency Range of the Proposed Model (shown by purple filled
circles) from 0.05 Hz to 1.32 kHz
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shows impedance spectrum variations in the proposed frequency range from 1.0
Hz to 1.32 kHz. With the value of SOC decreasing, the pure ohmic resistance
(the imaginary part is zero) apparently rises, and the left semicircle gradually
enlarges. These changes indicate that the electrochemical characteristics of the
battery such as electrolyte decomposition and SEI increment of the anode are
affected by SOC variables.
The right semicircle shows two observed dynamics in the given frequency
region. On the one hand, from the full level of SOC to 60% SOC, the diameter
of the right semicircle becomes small. On the other hand, when the value of SOC
tends from 60% to 20%, the radius of the semicircle rises. The dynamics of both
semicircles with SOC variations indicate that the electrochemical characteristics
(mainly including SEI and double-layer capacitance) are obtained from the both
electrolyte, which is in agreement with the assumption that put forward to
modelling the lithium-ion battery.
In Figure 6.5, the measured data were fitted to the proposed model (see
Figure 5.10). The resistance R0 associated with the electrolyte decomposition
and other structural resistive responses (except for electrodes) fitted at different
SOCs, decreases linearly as SOC rises. About 16% resistance reduction happens
within the given SOC range. The rate of loss of resistance is much lower than
the rate of fading of capacity, implying that the pure ohmic resistance does not
obviously vary with SOC, as is found in one publication [69].
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Figure 6.5: ECM Parameter Sensitivities for SOC (dashed line – fitted, circle –
applied)
As discussed previously, the left semicircle reflects SOC variations with a
small variation, so R1 and C1 hold narrow varying margins that are undesirable
as applied indicators to predict SOC. By contrast, the right semicircle sensitively
responds to SOC changes. In the illustration, with SOC increment, the value of
R2 declines from around 6.5 F to about 1.0 F , and R2 reduces to 10 mΩ from 150
mΩ, giving that the SOC variations affect the battery electrical characteristics
mainly at the cathode. Based on this finding, R2 and C2 are equally possible
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indicators for the SOC estimation. It should be noted that C2 has a very similar
response to battery degradation, which conflicts with SOC variations. In Figure
6.6, the parameters of ECM on aging variation are presented. As explained in
Chapter 2, the battery faces a loss of chemical performance over time and use.
In this case, the most indicative factor of ECM is capable of properly detecting
this loss. The illustration shows a suitable detector C2 as compared with other
observations of factors. The detector C2 responds to the ageing changes, varying
from around 2.4 F to 1.2 F , which equals about 50% capacitance reduction. A
common understanding of this reduction is that the battery has suffered a loss
of capacity property due to material degradation over a long time scale. When
considered to SOC and ageing estimations, the final determination is that R2 is
used to estimate SOC. However, the factor C2 may be applied to indicate ageing
but needs more data to distinguish the impact of SOC variation and ageing
variation. Hence, corresponding relationships can be obtained by a quadratic
fitting only for the SOC only in the range (20% ⩽ SOC ⩽ 100%).
SOC =
0.67 + (25.4R2 − 0.11)
0.5 OCV > 3.6V
0.67− (25.4R2 − 0.11)0.5 OCV ≤ 3.6V
(6.1)
However, in (6.1), SOC has optional solutions in the quadratic calculation.
To overcome this issue, the value of the terminal voltage of the battery can be
referred in order to determine which value of SOC is suitable. For example,
75% SOC and 45% SOC are simultaneously obtained in the SOC estimation.
Meanwhile, the value of the terminal voltage (or OCV) is currently 3.8 V. As
the value of voltage is larger than 3.6 V, the value of SOC should be over 50%
(without any degradation). Thus, the value of SOC of 75% is determined to BMS.
Besides, R2 rises with the age increasing, resulting in an ohmic increment of 0.1
mΩ per year. However, this ohmic increase can be neglected when compared to
the R2 significant change with SOC.
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Figure 6.6: ECM Parameter Sensitivities for SOH (dashed line – fitted, circle –
applied)
For the SOH definition, as studied from [69], impedance-based parameters
at different states are exploited. In relevant studies, the determination of SOH
relates to three state factors: measurable (current) factor, initial factor, and
ageing factor. These factors can be used as a threshold to show the best and
worst conditions of the cell. Besides, the measurable parameter examines the
recent state of the battery. In Figure 6.5 and 6.6, R2 and C2 could be applied
to indicate SOC and ageing, respectively. The remaining factors of ECM, R1,
C1, and R0, need to be fully considered. R1 and C1 gives their reflections with
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quite a narrow range on ageing variation. Therefore, we assume that they would
not respond sensitively to SOH changes. R0 reasonably responds to SOC and
ageing with the change of 5 mΩ and 3 mΩ, respectively. In this case, there is a
hypothesis for R0 to obtain reasonable changes in different states. Besides, the
pure ohmic resistance R0 expresses linear correlations (due to a small volume
of experimental data) to those states, which can be easily modelled in further





| × 100% (6.2)
Where R0(A) and R0(N) are real values of impedances of new and ageing cells at
the frequency of 1320 Hz. Besides, R0(M) denotes the real value of impedance
obtained at the same frequency. Accordingly, the SOH calculated from (6.2) is
100%, indicating that the cell is totally fresh. On the contrary, the SOH reaches
0%, meaning that the cell meets the ageing (or end of life) condition.
It should be noted that a special representation of R0 is implemented
by using the real part of impedance at the maximum frequency. This is due
to the limitation of the proposed measurement system on the frequency of AC
perturbation. However, with this implementation, R0 would face the fact that its
value would act with a tiny error (less than 0.5 mΩ), as shown by the error bars in
Figure 6.7. The minimum impedances at different SOC levels are worthy noting in
the illustration because their corresponding frequencies increase as SOC declines,
which has been concluded by publications [155, 169, 170]. Besides, unlike the
real part of the impedance application to SOH, the frequency of the minimum
impedance enables to reflect the healthy change of the battery, acquiring from
[69]. With regard to these findings, the pure ohmic resistance R0 employed in the
SOH prediction is realisable.
Nevertheless, the mentioned measurement uncertainty is critically taken
204 6.5 Further Work
Figure 6.7: Real Parts of the Impedance Measurement (circle) Obtained at 1320 Hz
and Compared with the Fitting R0 of ECM (filled circles); The frequency of interest
expanded from 0.05 Hz to 10 kHz;
into account in the R0(M)-based SOH estimation. Thus, the measured value of
R0(M) is liable to deviate from its actual value. As the measurement uncertainty
of 0.002 Ω is used to (6.2), the expression of the SOH estimation can further to










Many opportunities exist in the research that may further extend and refine
the measurement system. The results collected from the system have identified
that the prototype has the ability to sensitively detect tiny variations of battery
discharge signals (voltage and current). However, the small-signal voltage and
current perturbations could affect the battery powering the load and in the
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end cause notable issues to the load, such as accelerating energy dissipation
and then causing battery temperature rise by more heat being generated [171].
In addition, SOC estimations based on the ECM method are limited by the
current fitting algorithm, which consequently restricts transferring this technology
to commercial applications. Moreover, the impedance measurements shown in
the framework were stressed with multiple frequencies that distributed over the
desired frequency range, but the total duration of those measurements lasted for
about 3.5 seconds. Thus, it can be believed that those initial results warrant
further research. Firstly, an efficient approach can be applied to average the
amplitudes of AC perturbation to zero that uses two of the same DC-DC boost
power converters with a phase shift of 180 degrees to two individual perturbation
references, as found in [13, 107]. Secondly, if the fitting algorithm does not entirely
match online artificial prediction for the RC factors of the ECM, as an alternative
way, it is possible to reuse the database with a comparison method to estimate
SOC, which is currently not yet applied to the online EIS measurement due to
measurement duration and cost. The proposed low-cost system can offer this
comparison method because only a few frequency points are needed so it would
not require a large memory space to store the data. Finally, for a more reasonable
measurement duration based on the 5-point spectrum method, more tests are
needed here to seek a trade-off between measurement duration and the frequencies
of battery electrochemical dynamics.
6.6 Chapter Summary
The concept of this chapter mainly includes the performance evaluation between
commercial and proposed systems, as well as battery state estimation based on
the most sensitive parameter method. The prototype can be realised to measure
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battery impedance at the frequency range of 1 Hz to 1320 Hz for online EIS-
based state estimations of a lithium-ion battery. However, it is hard to obtain
an accurate measurement at extremely low frequencies such as 0.05 Hz due to
an apparent voltage drop that leads to battery state instability. Two ECM
parameters, R1 and R0, have the most sensitive reflections on the SOC and SOH
variations, which were therefore used to indicate battery states. With the help of
quadratic and linear algorithms, two simple relationships were given to quantify
SOC and SOH using the above mentioned parameters.
Chapter 7
Conclusion
This work has presented an online impedance measurement system for lithium-ion
batteries in response to the requirements of commercial EIS measurements about
cost-efficiency, space-saving, and ease of programming. A bespoke DC-DC power
converter, connected to the battery, was used to introduce AC perturbations
onto the battery current. This implementation depends on the DC-DC power
boost converter that not only allows impedance measurements to work with
normal battery operations (discharge with voltage decrease) but also provides an
enhanced voltage output for a high operating voltage need at the load. Besides,
a BeagleBone Black board as a suitable hardware solution was used to control
the converter, acquire and process the measurement signals (voltage and current
signals) in the time and frequency domains, and then calculate the impedance
values. This is because the board has several properties that depend on the hard
real-time programmable units and a powerful core processor.
A novel solution was discussed by using the counting clock cycle method
to control the power converter in real-time, which can create AC perturbations
in a desired frequency range from 0.05 Hz to 1.32 kHz. The measured signals of
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the battery were acquired by an active onboard ADC, which works at a sampling
frequency of 66 kHz synchronously with the operating frequencies of the PI control
algorithm and the PWM controller. Moreover, impedance calculations could
be completed within ARM operating environment (non-real-time operation),
which relies on the combination of a general-purpose the ARM processor and
real-time micro-controllers with the ring buffer technique. As a consequence,
the requirement of dedicated and sophisticated commercial instrumentations for
the EIS measurement can be eliminated, leading to lower cost, reduced design
complexity, and smaller size of the overall system.
The proposed online measurement system showed an innovative real-time
control solution for the DC-DC power converter, delivering a clock cycle error
of 0.6% and a wide frequency range of the generated AC perturbations. The
critical electrochemical dynamics of the battery can be well covered within the
obtained frequency range. Depending on these achievements, the differences in
electrochemical dynamics were detected by the impedance spectrum under several
battery operating conditions, such as SOC, the current rate and ageing.
The impedance in Nyquist representations and Bode plots showed a
slight measurement difference (less than 0.001 Ω) between the prototype and
a reference measurement obtained from state-of-the-art instrumentation in the
frequency range from 1 Hz to 1.32 kHz. In contrast, the impedance at low
frequencies such as 0.05 Hz and 0.5 Hz posed a relatively large discrepancy
(over 0.001 Ω) for all cases as compared to the measurement with the integrated
commercial system. The main reason for this difference is that more energy is
consumed in a long-time measurement, so the battery terminal voltage cannot
stay constant. The experiment has identified the interpretation that a lower
C-rate configuration delivered a lower voltage drop at the same value of SOC.
In addition, the consequences obtained from experiments on different battery
operations, including SOCs and ages, deliver different impedance changes in
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the frequency domain, which are in agreement with the findings reported by
the publications [27, 56, 143]. Furthermore, the time behaviour of the online
measurement system has been revealed to define the speed of the impedance
calculation with a fixed measurement time window method (in the frequency from
1.0 Hz to 1320 Hz). If an online parameter estimation of the ECM guarantees
its execution time to be below a millisecond, the proposed measurement system
will complete 5-point impedance measurements within seconds, which is capable
of approaching recent commercial applications on the battery monitoring [113].
However, an unbalancing battery issue occurred as two cells were connected in
series to test the cost-efficient impedance measurement approach with only a
single DC-DC power converter. One of the possible solutions has been reported
by using a balancing circuit to control cell operation, which will be used to large-
scale battery powered devices.
A practical five-point offline estimation method for lithium-ion batteries
has been proposed in this thesis based on fitted parameters of the second-order RC
ECM. By this method, it is not necessary to measure the impedance spectrum
over a long measurement duration, and there is also no need to utilise a large
memory space to store historical EIS information. Experimental results have
firstly revealed the most sensitive parameters of ECM of R2 and R0 in response
to changes in SOC and SOH, respectively. Furthermore, the measurement
uncertainty of 0.002 Ω took a crucial role not only to diagnose the battery
operating fault but also to determine the estimation accuracy, especially for SOH
estimation. In the future, the current offline fitting method will be developed for
the online application in terms of embedding EIS information to serve a battery
management system for portable devices.
In general, developing improved, simpler and cheaper approaches that
have access to complete online EIS measurement provides the opportunity to
use off-the-shelf BeagleBone Black for further research and developments that
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potentially can lead to more accurate state estimations in the battery management
system. The main contribution of this work favours further developments in such
a direction.
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Sauer, “An algorithm for an online electrochemical impedance spectroscopy
and battery parameter estimation: Development, verification and valida-
tion,” Journal of Energy Storage, vol. 30, 2020.
[136] R. Beck, A. G. Dempster, and I. Kale, “Finite-precision goertzel filters used
for signal tone detection,” IEEE Transactions on Circuits and Systems II:
Analog and Digital Signal Processing, vol. 48, no. 7, pp. 691–700, 2001.
[137] Z. Gao, P. Reviriego, X. Li, J. Maestro, M. Zhao, and J. Wang, “A
fault tolerant implementation of the goertzel algorithm,” Microelectronics
Reliability, vol. 54, no. 1, pp. 335 – 337, 2014.
[138] K. Uddin, A. D. Moore, A. Barai, and J. Marco, “The effects of high
frequency current ripple on electric vehicle battery performance,” Applied
Energy, vol. 178, pp. 142 – 154, 2016.
224 REFERENCES
[139] S. Piller, M. Perrin, and A. Jossen, “Methods for state-of-charge determi-
nation and their applications,” Journal of Power Sources, vol. 96, no. 1, pp.
113 – 120, 2001.
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