A transformation function (TF) that reconstructs neutral speech articulatory trajectories (NATs) from whispered speech articulatory trajectories (WATs) is investigated, such that the dynamic time warped (DTW) distance between the transformed whispered and the original neutral articulatory movements is minimized. Three candidate TFs are considered: an affine function with a diagonal matrix (A d ) which reconstructs one NAT from the corresponding WAT, an affine function with a full matrix (A f ) and a deep neural network (DNN) based nonlinear function which reconstruct each NAT from all WATs. Experiments reveal that the transformation could be approximated well by A f , since it generalizes better across subjects and achieves the least DTW distance of 5.20 (61.27) mm (on average), with an improvement of 7.47%, 4.76%, and 7.64% (relative) compared to that with A d , DNN, and the best baseline scheme, respectively. Further analysis to understand the differences in neutral and whispered articulation reveals that the whispered articulators exhibit exaggerated movements in order to reconstruct the lip movements during neutral speech. It is also observed that among the articulators considered in the study, the tongue exhibits a higher precision and stability while whispering, implying that subjects control their tongue movements carefully in order to render an intelligible whispered speech.
I. INTRODUCTION
Whispered speech is typically produced in private conversations, in addition to pathological cases such as laryngectomy (Sharifzadeh et al., 2010) . Such pathological conditions lead to several types of alaryngeal speech including esophageal speech, tracheoesophageal speech, and hoarse whispered speech (Wszołek et al., 2014; Gilchrist, 1973) . Since whispered speech is produced in the absence of vocal fold vibrations, it lacks pitch (Tartter, 1989) . Several algorithms exist to reconstruct and synthesize neutral speech from the less intelligible whispered speech (Sharifzadeh et al., 2010; Morris and Clements, 2002; Ahmadi et al., 2008; Janke et al., 2014; Mcloughlin et al., 2015; Toda and Shikano, 2005) . Silent speech interfaces (SSIs) also address this problem of reconstructing neutral speech (Denby et al., 2010) . One line of research to obtain speech from articulatory movements using SSIs is to recognize word or sentence from articulatory movements (Fagan et al., 2008) followed by text-to-speech synthesis (Wang et al., 2014 (Wang et al., , 2012a (Wang et al., ,b, 2015 . On the other hand, certain SSIs convert articulatory movements into speech via direct synthesis. SSIs based on the movements of speech articulators are used in the articulatory synthesis of neutral speech from the neutral articulation data (Gonzalez et al., 2016; Toutios and Maeda, 2012; Toutios and Narayanan, 2013; Fagel and Clemens, 2004; Beskow, 2003; Aryal and Gutierrez-Osuna, 2016) . By transforming whispered articulatory movements into those of neutral speech, we could employ an articulatory synthesis framework to synthesize neutral speech. In order to do so, it is critical to first have an understanding of the relationship between the articulation in whispered speech and that in neutral speech. For this, we study the whispered and neutral articulatory movements captured using electromagnetic articulography (EMA) (Sch€ onle et al., 1987) .
It is known that the articulation during whispered speech differs from that during neutral speech, typically in two ways. First, exaggerated articulatory movements are known to exist in whispered speech (Yoshioka, 2008; Osfar, 2011; Schwartz, 1972; Parnell et al., 1977) unlike in neutral speech, in order to compensate for the lack of pitch in whispers. Second, whispered speech has a longer duration compared to the corresponding neutral speech (Jovičić and Sarić, 2008) . There are several studies that examine the exaggeration in the whispered articulatory movements. Yoshioka studied the differences in the palato-lingual contact pattern during the production of whispered unvoiced and voiced alveolar fricatives, namely, /s/ and /z/, using electro-palatography (Yoshioka, 2008) . The study revealed that the area of contact between the palate and the tongue during the production of whispered /z/ is larger compared to that during whispered /s/. The differences in the movements of the lips during the production of whispered and neutral bilabial consonants, /b/ and /p/, were studied using both speech and facial video (Higashikawa et al., 2003) . The study revealed that the average peak opening and closing velocities and the distance between the upper and the lower lip for oral opening for /b/ were significantly higher than those for /p/ while whispering. These studies show that exaggerated articulation occurs during the production of "voiced" whispered consonants [/z/ and /b/ from Yoshioka (2008) and a) Electronic mail: nishag@iisc.ac.in Higashikawa et al. (2003) , respectively]. Electro-palatography based experiments with neutral and whispered alveolar consonants, namely, /d/, /t/, and /n/, were done by Osfar (2011) . These experiments found that articulation is more stable and precise in whispered speech compared to that in neutral speech, confirming that subjects hyperarticulate while whispering compared to when they speak normally. These exaggerated articulatory movements cause the whispered articulatory trajectory (WAT) to differ from the neutral articulatory trajectory (NAT). To the best of our knowledge, not much investigation has been done in the literature to understand an underlying mapping that could relate a WAT to a NAT. This work aims to better understand the differences in the whispered and neutral articulation. In this regard, we first find a suitable mapping function to reconstruct each NAT from multiple WATs. Second, we quantify the amount of exaggeration exhibited by the whispered articulatory movements and compare it with that of neutral speech.
We propose an iterative function independent dynamic time warping (IFI-DTW) optimization to compute the optimal transformation function (TF) to transform WATs, in order to reconstruct NATs. In the IFI-DTW method, we optimize the TF and the DTW (M€ uller, 2007) warping path, by an iterative alternate minimization procedure, till convergence is achieved. Having obtained a transformation from whispered to neutral articulatory movements, we investigate the exaggeration in the whispered articulation. In particular, we analyze the transformed whispered and neutral articulatory trajectories, to understand (1) those neutral articulators whose reconstruction requires exaggerated articulatory movements while whispering and (2) those articulators that exhibit exaggerated movements in whispered speech.
II. MAPPING PROCEDURE BETWEEN WHISPERED AND NEUTRAL SPEECH ARTICULATION

A. IFI-DTW optimization
Let us consider articulatory movements of neutral and whispered utterances available at a sampling frequency of F s . Consider the number of training utterances to be N. We propose an IFI-DTW algorithm to estimate a TF so that the NATs and transformed WATs have the least distance. Let us denote the WATs and NATs of N s articulators corresponding to the utterance i (after mean subtraction) by W i ¼ ½w 1 ; …; w T W i and N i ¼ ½n 1 ; …; n T N i , of lengths T W i and and T N i samples, respectively (W i 2 R N s ÂT W i and N i 2 R N s ÂT N i ), where w k and n k denote the kth column of W i and N i . Therefore, each row of W i (or N i ) corresponds to one whispered (or neutral) articulatory trajectory, e.g., the tongue tip, upper lip, etc., and each column corresponds to the frame index along time. Since the lengths of the whispered and neutral utterances need not be equal (T W i 6 ¼ T N i ), we use DTW with Euclidean distance for alignment to compute distance between them. Therefore, we require an optimal TF, F Ã and a set of optimal warping paths {m Ã i , i ¼ 1,…,N}, that transform WATs to NATs such that the total cost, D, i.e., the sum of the DTW distances over all training utterances, is minimized, as follows: 
where k Á k 2 indicates the L2 norm. Thus, the optimal warping path for each utterance is given by
This optimization first involves the construction of a distance matrix whose (p, q)th entry denotes the Euclidean distance betweenn p and n q . Dynamic programming (M€ uller, 2007) is then employed to compute the optimal warping path through the distance matrix that results in the least overall Euclidean distance [as in Eq. (4)]. From Eqs.
(1) and (4), we see that the TF and the DTW warping path depend on each other, which makes the joint optimization equation (1), a challenging task. Therefore, in the IFI-DTW algorithm, we optimize the TF and the DTW warping path, using an iterative alternate minimization procedure. If f is known, we could find the set of optimal paths {m i } using Eqs. (3), (4) and the total cost D using Eq. (2). Let us, now, assume that the set of optimal paths {m i } is known. Therefore, for a given utterance i, let us define W 
We then optimize for F as follows:
In this manner, we optimize for the warping path and the TF using alternate minimization. The expressions to compute different TFs are provided in detail in Secs. II B and II C. In the IFI-DTW optimization, we initialize the TF in the first iteration (denoted by F ð1Þ ) to be an identity transform. We then obtain the warping paths (denoted by fm ð1Þ i g) for each training utterance using DTW equation (4) and compute the total cost (denoted by D ð1Þ ) using Eq. (2). Given the set of warping paths, in the next iteration we compute a new TF (denoted by F ð2Þ ) corresponding to the entire training set using Eq. (6). Given the new TF, we once again compute the warping paths (denoted by fm ð2Þ i g) and the new total cost (denoted by D ð2Þ ). If the total cost in current iteration is lesser than that in the previous iteration, we repeat the same procedure of computing the TF and the warping paths, iteratively, till convergence is achieved. The IFI-DTW optimization is described in algorithm 1.
We, now, provide the proof of convergence of the IFI-DTW optimization
Proof. Consider the IFI-DTW optimization given in algorithm 1. We need to show Hence, proved. ٗ
B. Candidate transformation functions
In order to understand the underlying function which transforms WATs to NATs, we consider three candidate functional forms of the TF.
Full affine transformation-A f scheme
Since there exists a dependency among articulatory movements (Jackson and Singampalli, 2008) , we hypothesize that several WATs could contribute to reconstruct one NAT. Therefore, we consider the first candidate to be an affine transformation, as follows: 
2. Diagonal affine transformation-A d scheme
To understand how each WAT transforms into the corresponding NAT, we consider the matrix A in Eq. (8) to be a diagonal matrix A d . Therefore, in this case, we assume that only the pth WAT contributes to reconstruct the pth NAT with the (p, p)th coefficient of the diagonal matrix A d capturing the strength of this contribution. Similar to Eq. (9), we can express the pth reconstructed NATn p as follows:
3. Nonlinear transformation-DNN scheme
In the third scheme, we model the dependency among articulatory movements by a nonlinear transformation using a deep neural network (DNN). At the jth iteration, the operation (9) in algorithm 1 is executed by providing W fm i g and N fm i g as the input and output, respectively, to a DNN. While in the first iteration, the DNN is initialized with random weights, for all iterations j > 1, the DNN is initialized with the weight matrix from the DNN optimized in the (j -1)th iteration. The details of the implementation are provided in Sec. III C.
C. Baseline schemes
To compare the performance of the candidate TFs, we use two baseline schemes. In both these schemes, we use a fixed TF between the WATs and the NATs and do not optimize for the TF. Hence, the IFI-DTW algorithm stops in a single step.
A bs1 scheme
In the first baseline scheme, we define a TF F ð1Þ ¼ A bs1 with respect to algorithm 1 such that the transformation when applied to the WATs retains the mean and covariance of the
T N i (concatenated versions of W i and N i 8i ¼ 1; …; N), with corresponding mean vectors (across time)
and covariance matrices R w 2 R N s ÂN s and R n 2 R N s ÂN s , respectively. To ensure that the transformed WATs, F ð1Þ ðWÞ, have their mean vector and covariance matrix equal to l n and
. U w , U n and K w , K n are matrices of orthonormal eigen vectors and diagonal matrices containing the eigen values, obtained by the eigen decomposition of R w and R n , respectively. In this case, the expression for reconstruction of the kth NAT is the same as that provided in Eq. (9).
A bs2 scheme
In the second baseline scheme, we define a TF F 
III. EXPERIMENTS A. Dataset
In this work, we recorded both the neutral and whispered articulatory movements of four male (M1, M2, M3, M4) and two female (F1, F2) subjects using electromagnetic articulograph AG501 AG5 (3D Electromagnetic Articulograph, 1979) . The native language of F1 and F2 is Tamil and Bengali while that of M1, M2, M3, M4 is Kannada, American English, Bengali, and Telugu, respectively. None of the subjects were reported to have any speech disorders. An informed consent was obtained from each subject, prior to data collection.
We used the 460 phonetically balanced English sentences from the MOCHA-TIMIT database as stimuli for recording (Wrench, 1999) . Simultaneous recordings of both audio and articulatory movements were done in a sound-proof chamber. In this study, we recorded the articulatory movements of nine articulators, namely, upper lip (UL), lower lip (LL), left commissure of the lip (LC), right commissure of the lip (RC), jaw (J), throat (TH), tongue tip (TT), tongue body (TB), and tongue dorsum (TD). The position of these sensors is indicated in Fig. 1 . We connected the TH sensor typically near the laryngeal prominence for the subjects, in order to capture the laryngeal movement as the subjects phonate in neutral and whispered manner. Apart from the nine sensors, we also connected two sensors needed for head correction in EMA recording.
Recorded at a sampling frequency of 250 Hz, the movements of each articulator along the two axes (X and Z) of the midsagittal plane (measured in mm), give rise to a total of N s ¼ 18 (9 articulators Â 2 axes) articulatory trajectories. Thus, each NAT and WAT correspond to the movement of an articulator in neutral and whispered speech, respectively. Since articulatory movements are known to be low-pass in nature (Ghosh and Narayanan, 2010) , we first low pass filter the articulatory trajectories with a cut-off frequency of 25 Hz and then downsample to F s ¼ 100 Hz. Figure 2 shows the low pass filtered and downsampled trajectories of upper lip, jaw, throat, and tongue tip for utterance i ¼ 2 of a male subject, for both, neutral and whispered speech (corresponding to eight rows from N 2 and W 2 ). From the figure, we observe that the duration of the whispered speech utterance is longer than that of neutral speech. We also see that the movement of the articulators along the two axes, follow a similar pattern in, both, whispered and neutral speech. Across all six subjects, the total duration of neutral and whispered recordings is 127.95 and 139.19 min, respectively.
B. Experimental setup
Subject-wise setup
We hypothesize that there exists a subject specific articulation strategy involved while whispering, to compensate for its lack of intelligibility in the absence of voicing. Therefore, we perform experiments in a fourfold setup by dividing the data collected from each subject into four sets where three sets (345 sentences) are used for training and the remaining set (115 sentences) for testing. For each fold, we use the corresponding training set of N ¼ 345 utterances to obtain the optimal TF, F Ã , using the IFI-DTW algorithm. Using F Ã in Eqs. (3) and (4), we compute DTW distances P 460 k¼1 d k . Therefore, the best scheme is the one which results in the least d test for all subjects. In order to understand if the dynamics of articulatory movements could aid a better reconstruction of NATs, we perform a second experiment. Here we learn a TF using not only the position data of articulators, but also their dynamics in a subject-specific manner. For this, we first compute the velocity and the acceleration coefficients from the articulatory trajectories. Let DW i and DN i be the velocity coefficients and DDW i and DDN i be the acceleration coefficients of the ith whispered and neutral utterance, respectively. We then concatenate the trajectories corresponding to position and its dynamics to obtain W 
In this case, the average DTW distance between the original and the reconstructed NAT would reveal the benefits of utilizing the information about the dynamics of whispered articulatory movements to reconstruct NATs.
Cross subject setup
In the cross-subject setup, we test the model trained using one subject's positional data on the test data from another subject. Hence, we could analyze the degree to which the optimal TF could be subject dependent. We employ the optimal TF obtained using the training set corresponding to the ith fold of subject s tr , to predict the NATs from the test set of the ith fold of subject s t . d s t ;s tr 2 R 460Â1 is used to denote the vector that comprises the DTW distances computed for all test utterances in all four folds, when s tr and s t denote the training and test subjects. Let d s t ;s tr denote the average of these DTW distances.
C. Parameters
For the sake of practical implementation of the A f ; A d and the DNN schemes, convergence is said to be achieved in the IFI-DTW optimization if step 7 of algorithm 1 is satisfied considering seven digits after the decimal point (experimentally observed). In both the subject-wise and cross subject setups, we use a three layer network for the DNN scheme. Using 15% of the training set as the validation set, we optimize for different parameters such as the number of hidden neurons in each layer (candidates: 64, 128, 256, and 512), the activation functions (candidates: "tanh" and "relu") and the batch size (candidates: 16, 32, and 64). We use the "linear" activation in the output layer. For each fold, we choose the optimal parameters based on the best performing DNN architecture (in terms of the minimum DTW distance) on the validation set. Optimization is done using ADAM (Kingma and Ba, 2014) , with mean squared error as the loss function. The implementation of the DNN is done using KERAS (Chollet, 2015) and THEANO (Team et al., 2016) libraries.
D. Broad class phoneme (BCP) specific analysis
We perform a BCP specific study in order to know the accuracy of the NAT reconstruction in each class when the TF and the warping paths optimized on the entire set are used. In order to do so, we use the KALDI toolkit (Povey et al., 2011) to perform a forced alignment of the recorded speech data (obtained during EMA recording), using a Gaussian mixture model-hidden Markov model (GMM-HMM) setup, with a reduced phoneme set consisting of thirty nine phonemes (including silence) (Lee and Hon, 1989) considered in the TIMIT database (Garofolo et al., 1993) . Using the fine to broad phone class mapping described by Scanlon et al. (2007) , we map the 39 phonemes to the five broad phoneme categories, namely, vowels, stop consonants, fricatives, nasals, and silence. Thus, from the forced aligned boundaries, we obtain the BCP boundaries. These boundaries are manually checked and corrected in case of any errors.
For the kth test utterance, we obtainN k using different schemes described in Secs. II B and II C. We extract the segments corresponding to each of the five BCP categories from, both,N k and N k for every utterance k and compute the segment-wise DTW distances, for all schemes. This is done subject wise, for all the test utterances, k ¼ 1,…,115, in each fold. We report the average of these segment-wise distances, across six subjects, for each of the five BCP categories, obtained using the different TFs considered in the study.
IV. PERFORMANCE OF THE MAPPING METHODS
A. Subject-wise experimental results
The number of iterations to achieve convergence in the IFI-DTW optimization, averaged across all folds and all subjects, turns out to be 6.63(61.71), 5.75(61.78), and 5.46(62.15) for the A f ; A d , and DNN schemes, respectively [the numbers in brackets represent standard deviation (SD)]. For the DNN scheme, based on the performance in the validation set, the optimal number of neurons in the hidden layers is found to be 64 for all folds of all subjects, except for the fourth fold of subject M4, in which the optimal number turns out to be 128. We find the "relu" activation function and a batch size of 64 to be the optimal parameters across all subjects. The results for the subject-wise setup are provided in Table I . The corresponding box plots of the d test from the five schemes for each of the six subjects are included as supplementary material.
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From the table, it is clear that for each subject, the A f scheme results in the least average DTW distance (indicated by bold entry in each column) between the reconstructed and original NATs. Averaged across all subjects and folds, the DTW distance between the reconstructed and the original NAT turns out to be 5.20 (61.27) mm for A f scheme, 5.62 (61.38) mm for A d scheme, 5.46 (60.96) mm for DNN scheme, 9.09 (62.96) mm and 5.63 (61.39) mm, for the A bs1 and A bs2 schemes, respectively. From the table, we observe a decrease of 42.79% and 7.64% (relative) in the A f scheme compared to the A bs1 and A bs2 schemes, respectively, averaged across all six subjects. The poor performance of A bs1 scheme reveals that a TF that preserves the mean and the covariance of the NATs alone, does not provide an optimal transformation from WATs to NATs. Interestingly, the performance of the A bs2 scheme is similar to that of the A d scheme. This indicates that the optimal TF learnt iteratively in the A d scheme, tries to preserve the variance of the NATs.
From the table, we find a relative decrease in the average DTW distance in the A f scheme, with respect to the A d scheme, by 7.44%, 7.85%, 6.49%, 8.03%, 8.84%, and 6.21% for the six subjects. The improved performance of the A f scheme compared to the A d scheme, reveals that several WATs contribute to reconstruct a single NAT. Comparing with the DNN scheme, we observe a relative drop in the average DTW distance in the A f scheme by 2.86%, 4.78%, 2.75%, 7.13%, 4.63%, and 5.63%, for six subjects. In order to examine if the performance of the A f scheme is statistically significant compared to the other schemes, we perform a t-test. For each of the schemes A d , DNN, A bs1 , and A bs2 we consider the null hypothesis to indicate that the difference of d test from A f and d test from the considered scheme comes from a normal distribution with zero mean and unknown variance. The alternate hypothesis is that this difference comes from a normal distribution whose mean is less than zero. The statistical analysis reveals that the null hypothesis is rejected at 5% significance level (all p-values 3.84e À 22) for all schemes. We find similar results (all pvalues 5.23e À 202) when the described t-test is performed across all subjects. This indicates that the d test obtained from the A f scheme is statistically significantly lower than those obtained from the other schemes.
For illustration, Fig. 3 shows the reconstructed TD x trajectory using different TFs for one utterance from subject F2. We see that the reconstructed NAT using A f scheme closely approximates the original NAT, better than the other schemes (rectangular box indicated for each scheme illustrates this in the figure). We also observe from Figs. 3(C), 3(F), and 3(A) that the reconstructed NAT using A d and A bs2 schemes are scaled versions of the original WAT. The reconstructed NAT from the A f scheme is found to be smoother than that from the DNN scheme [ Fig. 3(D) ].
Let us now consider the average DTW distance between the original NATs and those reconstructed using, both, the position and the dynamics of WATs. Table II provides these distances for the two best performing schemes, namely, the A f and DNN schemes. The corresponding box plots of the Tables I  and II , we find that for each subject, the average DTW distances reduce when the D and DD coefficients are considered to reconstruct the NATs. We observe a relative drop in the d test by 1.57%, 2.44%, 1.29%, 0.7%, 1.31%, and 1.77%, when the velocity and acceleration coefficients are used in the best scheme compared to when they are not, for each of the six subjects. We perform a t-test, similar to the description provided in Sec. IV A, to find if the inclusion of the dynamics decreases the d test significantly compared to using the position data alone. The statistical analysis reveals that the inclusion of the dynamics significantly improves the performance, for both the schemes. Therefore, we find that the information about the dynamics of the articulatory movements helps in reconstructing NATs better from WATs. Similar to the observation from Table I , we see that the performance of the A f scheme is comparable to that of the DNN scheme. We perform a t-test to check for the significance in the difference between the performance of the two methods. We find that except for subject F1, the null hypothesis is rejected at 5% significance level. This indicates that the optimal TF could be approximated well using an affine function compared to using a complex nonlinear function as learnt by a DNN.
B. Cross subject experimental results
Since the A f and DNN schemes are found to exhibit the least d test in the subject-wise setup, we report the results of these two methods for the experiments described in Sec. III B 2. Figure 4 provides the box plots for the d s t ;s tr for every test-train pair, for the A f and DNN schemes. In both cases, we see that the least average (also median) DTW distance, d s t ;s tr , is achieved when the training and test subjects are identical (matched case). This shows that the optimal TFs are subject dependent, which supports the hypothesis that there could be subject specific differences in articulation to make whispered speech more intelligible in absence of pitch.
The relative increase in d s t ;s tr from the matched case to the worst mismatched case, using A f scheme and the DNN scheme turns out to be 17.65% and 37.25% for F1, 6.55% and 21.77% for F2, 28.54% and 54.24% for M1, 22.16% and 39.62% for M2, 30.60% and 49.25% for M3, and 10.38% and 32.45% for M4. Hence, we find that the performance using the worst model for the A f scheme is better than that using the DNN scheme. This larger drop in the performance of the DNN scheme compared to the A f scheme, in the cross subject setup could be due to over-training in the subject specific fine tuning of the DNN parameters. Performing a ttest as described in Sec. IV A, we find that the d s t ;s tr from A f scheme is statistically significantly lower than that of the DNN scheme (p-values 3.84e À 22), for all test-train pairs. Figure 4 also indicates that, the optimal affine transformation is more generalizable compared to the finely tuned nonlinear TF learnt using a DNN. Table III provides the details of the number of segments for each BCP category along with the average duration of each segment for, both, whispered and neutral speech, for each subject. We see that the number of vowel segments is the highest across all subjects. In a decreasing order of the number of segments, on average, the "Vowels" category is followed by "Fricatives," "Stops," "Silence," and, finally, "Nasals." The differences in the average durations of different BCP categories across neutral and whispered speech can be observed from the table. We find that Vowels, Fricatives, and Silence categories have a longer average duration while whispering compared to that in neutral speech for at least five among the six subjects.
C. Results of BCP specific analysis
Table IV provides the segment-wise DTW distances for the five BCP categories, averaged across all subjects and folds, for the different schemes considered in the study. From the table, we see that for all BCP categories, the average distance is the least for the A f scheme. We observe that the average distance is the highest for the "Silence" category in all schemes. This could be due to the fact that the positions of the NATs and WATs during different silence segments may not exhibit similar patterns, and hence, are difficult to reconstruct. Similar to the discussion in Sec. IV A, the A bs1 scheme is found to perform poorly compared to the rest, while the A bs2 scheme has a performance comparable to that of the A d scheme. The relative increase in the average distance of the best performing category in the DNN scheme, namely, Fricatives, compared to that in A f scheme is found to be 5.55%. Similarly, the Nasals category with the least average distance in the A d scheme is seen to be 6.07% (relative) higher than that of the A f scheme. A t-test as described in Sec. IV A, reveals that the BCP specific DTW distances obtained from the A f scheme is statistically significantly lower than those from the other schemes, across all folds, BCP categories and subjects (p-values 1.2e À 3). This shows that the optimal affine TF is capable of reconstructing the different BCP categories, better, than the other schemes considered in the study.
V. ANALYSIS OF THE DIFFERENCES BETWEEN ARTICULATION IN NEUTRAL AND WHISPERED SPEECH
A. The A f transformation Figure 5 shows the N s Â N s matrices, A ¼ A f , obtained from one fold of each of the six subjects. From the figure, we make two major observations. First, we observe that the matrix A is not a purely diagonal matrix, which explains the deterioration in the performance of the A d scheme, compared to the A f scheme. Second, we observe a subject specific difference in the structure of the A f matrix. The fall in the performance in the cross subject setting (Sec. IV B) could be a result of this subject specific nature of the TF. It could be that, each subject modifies the articulation during whispering compared to neutral speech in his/her own specific manner to compensate for the loss of pitch in whispered speech.
We see that several WATs contribute in the reconstruction of a single NAT, indicating that the motion of one articulator in neutral speech is encoded in multiple articulatory motion during whispering. In order to understand the significance of the contribution of each WAT to a particular NAT, we perform a t-test at 5% significance level, with a null hypothesis that its contribution is, indeed, zero. Table V lists, for each NAT, the WATs whose contribution is significant in every fold of all subjects, From the table, it is clear that the information about one NAT is captured by a few WATs. We observe that every WAT contributes significantly towards the reconstruction of the corresponding NAT, except for LC z and TB z . For these two NATs, the TABLE III. The number of segments for each BCP category along with the average (SD) duration of each segment, in ms, for each subject. The description of the entries in a cell of the corresponding WATs contribute significantly in every fold of all subjects, except in one fold of subject F2. In most cases, we observe that a WAT, apart from contributing significantly towards the reconstruction of the corresponding NAT, contributes significantly towards the reconstruction of other NATs. From the table we find that for each NAT, at least two different WATs contribute significantly for its reconstruction. For instance, we see that the lip movements while whispering contribute significantly to the reconstruction of five out of six NATs corresponding to the tongue.
Although the production of whispered speech does not involve vibrations of the vocal folds, interestingly, we find that the WATs TH x and TH z contribute significantly to reconstruct the corresponding NATs. Laryngeal movement is known to occur during human speech production for the control of sound intensity and pitch (Curry, 1937; Ludlow, 2005) . Specifically, an upward movement of the larynx is observed during an increase in pitch (Curry, 1937) . A study based on magnetic resonance imaging, to understand the phonation of whispered and neutral vowels, reveals that the (upward and downward) position of the larynx, along the mid sagittal plane, is similar across whispered and neutral speech (Coleman et al., 2002) . This is in agreement with our finding, using EMA, that the movement of the TH sensor along the Z direction while whispering, contributes significantly to that in neutral speech (Table V) . This indicates that there exists a similarity in the laryngeal movements during whispered and neutral speech.
In order to understand the similarities among the articulatory trajectories during neutral and whispered speech, we compute the correlation coefficient between each of the 18 articulatory trajectories in W fm i g with those in N fm i g . Figure  6 provides the correlation coefficient between the WATs and the NATs, averaged across all folds and all subjects. From the figure, we find that there exists a higher correlation within the movements of certain sensors on the lips and within those on the tongue during whispering and neutral speech. In accordance with this observation, from Table V we find that among the lip sensors, for each NAT at least one other WAT belonging to the lips contributes significantly. Similarly, we observe a similar trend for each NAT corresponding to the tongue sensors, as well. We observe from the figure that the articulatory trajectories of the throat exhibit a lower correlation with the other articulatory trajectories irrespective of the degree of its proximity to the sensors. Interestingly, from Table V we find that TH z contributes significantly to the reconstruction of TT z but not to the vertical movements of the proximally close TB or TD sensors. This could be because all WATs that are highly correlated to a particular NAT need not contribute significantly to reconstruct that NAT, since they could capture redundant information (Table V) . From Fig. 6 we find that certain WATs are more correlated with their neutral counterparts compared to others. This could indicate that although the speech motor control plans are similar between whispered and neutral speech (Coleman et al., 2002) , there could be some patterns in articulatory movements that are specific to whispered speech. The reconstructed NATs could be used to synthesize neutral speech by employing articulatory synthesis systems (Aryal and Gutierrez-Osuna, 2016) . We proceed to understand the exaggeration of articulatory movements in whispered speech in comparison to that in neutral speech using the optimal TF.
B. Quantifying the exaggeration of articulatory movements in whispered speech
We hypothesize that, corresponding to a small displacement in the movement of certain neutral articulators, there could be an exaggeration of the whispered articulators via larger displacements in the WATs. In order to test this hypothesis, we consider the following approach. From Eq. (8), we see that the kth column of the affine transformation matrix, transforms the WATs to reconstruct the kth NAT. Consider W fm Ã i g constructed from the optimal set of warping paths, obtained from the IFI-DTW algorithm. Let w Ãp 2 R LÂ1 represent the pth WAT corresponding to the pth column of W T fm Ã i g ; a p;k be the (p, k)th coefficient of the matrix A f in the optimal TF and b k be the coefficient corresponding to the DC shift. With regard to Eq. (8), the kth reconstructed NAT (kth column of N
Ãk 2 R LÂ1 , can be written as follows:
To study the amount of contribution by different WATs to reconstruct a particular NAT, we compute the angle between the corresponding transformation plane (TP) given in Eq. (12) and a reference plane. Since a DC shift in the TP is of no consequence in the computation of the angle, we neglect effect of the DC shift coefficient, b i . Therefore, from Eq. (12), we see that the normal vector of the TP to reconstruct the kth NAT is given by ½a 1;k ; …; a N s ;k ; À1
T . The normal to the reference plane is considered as ½0 N s Â1 ; 1 T . Since the angle between the two planes is given by the angle between their normal vectors, we compute h k as follows:
Let us consider the case when h k < 45 , which, equivalently, results in a condition P N s p¼1 a 2 p;k < 1. This implies that 0 a p,k < 1, 8p, k. A value of a p,k < 1 indicates that there are higher variations in the movements of the pth WAT, in order to reconstruct the kth NAT. h k < 45
indicates that the WATs exhibit a larger variation in their movements in the 18-dimensional space in order to produce a small variation in the kth NAT. Hence, a low h k (h k < 45 ) would indicate that the whispered articulatory movements could be exaggerated in order to reconstruct a small displacement of the kth NAT.
For each subject, we compute the angles h k , k ¼ 1,…,N s corresponding to the N s NATs in every fold. We observe that across all subjects and folds, on average, 9.63(63.35) NATs have an angle less than 45
. Therefore, for each subject, we find those NATs whose TP has an angle among the lowest five (out of 18) in at least three out of the four folds. We observe that the number of NATs that require exaggerated movements of the whispered articulators varies across subjects. The lip, jaw, and the throat articulators turn out to have an angle lower than 45 at least for one subject. Averaged across all subjects and folds, (63.38), respectively. Specifically, we find that three sensors on the lips, namely, UL x , LL x , and LC x have lower angles for at least three among six subjects. This could indicate that (1) the reconstruction of the neutral articulatory movements that require exaggeration in the whispered articulation could be subject dependent and (2) the reconstruction of the movements of the sensors FIG. 6 . The correlation coefficient matrix between WATS and NATs, averaged across all folds of six subjects.
on the lips during neutral speech requires exaggerated movements of the WATs.
C. Stability and precision of whispered articulatory movements
Study of palato-lingual contact patterns using electropalatography has shown that the articulation in whispered speech is more stable, hence less variable and more precise leading to a lower velocity of whispered articulatory movements, compared to those in neutral speech (Osfar, 2011) . Osfar claims that an increase in the stability and precision in the movements of articulators while whispering is an indication of hyperarticulation during whispering. Unlike this work, where the primary focus is to understand the hyperarticulation by the tongue, in our work, we study the effects of whispering on articulation, by the lips, jaw and throat, in addition to the tongue, using EMA.
First, we analyze the precision in the whispered articulation with regard to the velocity of the articulatory movements while whispering. We compute the velocity of the articulatory movements, in terms of their delta coefficients (D). Similar to W fm i g and N fm i g (Sec. II A), we define DW fm i g ¼ ½DW In order to examine the relative changes in the velocity of articulatory movements during neutral and whispered speech, we learn an optimal diagonal affine transformation function (Sec. II B 2) between DW fm i g and DN fm i g following the optimization in Eq. (6) as follows:
The warping paths are optimized using the position data, as given in Eq. (4). We now examine the (p, p)th coefficient (p ¼ 1,…, N s ) of the optimal diagonal TF obtained using Eq.
. A coefficient greater than 1 indicates that the velocity of the whispered articulator is lower than that of the neutral articulator. Table VI lists the set of articulators whose coefficient in the diagonal TF, obtained from Eq. (14), is greater than 1, in at least in one of the four folds for each subject. From the table, we observe that the set of articulators that exhibit a lower velocity in whispered speech is subject dependent. This could indicate a subject-specific nature of hyperarticulation in whispered speech. Interestingly, we find that for every subject, at least one sensor on the tongue, shows reduction in its velocity, and, hence, more precise movements. This is in accordance with the findings by Osfar (2011) , in which the tongue movements were found be more precise in whispered speech. Figure 7 shows, in the order of decreasing value, the coefficients in the optimal TF, averaged across folds and subjects. From the figure, we find that the sensors on the tongue and the jaw exhibit a higher precision in their movements compared to the sensors on the lips. Specifically, the articulatory trajectories of J x , TT x , TT z , TB x , and TD x are observed to have a lower velocity while whispering for at least three among six subjects. Interestingly, we observe that among these WATs, J x and TB x contribute significantly to reconstruct ten among eighteen NATs (Table V) .
Motivated by the work by Osfar (2011), we also examine which among the N s whispered articulators, exhibit reduced variability and, hence, more stability compared to their neutral counterparts. For this, we compute the SD of the velocities of WATs and NATs using samples in the kth column of DW A value of VR k < 1 indicates that the movement of the kth whispered articulator is more stable, since the variability of the velocity of the kth WAT is lower than that of the kth NAT. In agreement with the previous findings, we observe that the average VR of the tongue sensors is lower compared to those of other articulators. Specifically, the sensors TB x , TD x , TT x , and TD z are observed to have a VR < 1, consistently, in every fold for all subjects. Their average (SD) VR turns out to be 0.55(60.11) for TB x , 0.56(60.12) for TD x , 0.63(60.18) for TT x , and 0.65(60.08) for TD z . This indicates that there exists a greater stability in the movement of the tongue, while whispering. Comparing with the findings of the precision analysis of the articulatory movements, we observe that most sensors placed on the tongue, show an increase in, both, stability and precision in their movements, while whispering. It could be that controlling the articulation of tongue is key to improving intelligibility of whispered speech, compared to the other articulators considered in this study.
VI. CONCLUSION
In this work, we use the IFI-DTW optimization to find an optimal TF that transforms whispered articulatory movements into those of neutral speech. Among several candidate TFs, we find that an affine transformation with a full matrix turns out to be the best TF to achieve the minimum distance between NATs and WATs at both utterance level and for different BCP categories. This indicates that information about a particular articulator's movements in neutral speech is captured by those of several articulators while whispering. We also find that this TF generalizes over different subjects, better, compared to a DNN based nonlinear TF. It could be that exaggerated articulatory movements need not result in a highly nonlinear transformation between WAT and NAT, but, in fact, could be well approximated by an affine transformation. Analysis of the exaggerated articulatory movements while whispering reveals that stable and precise movements of the tongue are vital for the compensation of the lack of intelligibility in whispered speech. Analyzing the phoneme specific optimal TF, language specific effects in the reconstruction and synthesizing neutral speech from the reconstructed neutral articulatory trajectories are parts of our future work.
