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Abstract: Using recently developed Seifert fibering operators for 3D N = 2 gauge
theories, we formulate the necessary ingredients for a state-integral model of the topo-
logical quantum field theory dual to a given Seifert manifold under the 3D-3D cor-
respondence, focusing on the case of Seifert homology spheres with positive orbifold
Euler characteristic. We further exhibit a set of difference operators that annihilate
the wavefunctions of this TQFT on hyperbolic three-manifolds, generalizing similar
constructions for lens space partition functions and holomorphic blocks. These prop-
erties offer intriguing clues as to the structure of the underlying TQFT.
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1 Introduction
A broad goal of the supersymmetric localization program is to exploit the locality of
quantum field theory to find fundamental building blocks of supersymmetric partition
functions and observables. In this regard, a powerful point of view is that line operators
in the field theory can be used to modify the background geometry on which it resides.
Such an idea traces back at least to work of Blau and Thompson [1, 2] on Chern-Simons
theory, but has recently been shown to generalize to arbitrary three-dimensional quan-
tum field theories with at least N = 2 supersymmetry [3]. These “fibering operators”
allow one to interpret observables in a 3D N = 2 theory as observables in an auxiliary
two-dimensional topological quantum field theory, and are related to special limits of
holomorphic blocks [4]. They form the crux of recently developed methods to compute
partition functions of 3D N = 2 theories on Seifert manifolds, as reviewed in [5].
A complementary organizing principle to the idea of decomposing observables into
simpler pieces — one that comes from the top down rather than the bottom up — is
that of deriving lower-dimensional field theories and their dualities by compactifying
the 6D (2, 0) superconformal field theory on various backgrounds. One realization of
this approach is the 3D-3D correspondence [6, 7], which posits a duality between a 3D
N = 2 SCFT T [M ] associated to a three-manifold M when placed on a different three-
manifold M3 and a (non-supersymmetric) TQFT on M , associated to M3. Roughly,
it goes as follows. Compactifying the 6D (2, 0) theory on M with a suitable topological
twist leads to an effective 3D N = 2 theory T [M ]. Under favorable conditions, this
theory flows to an SCFT that depends only on the topology of M . We may then use
the U(1) R-symmetry to couple this 3D N = 2 theory to another three-manifold M3
and compute its partition function (among other observables), which should give rise
to a topological invariant of M . In other words, we expect the theory T [M ] on M3 to
be dual to a TQFT on M , associated to M3.
As we review below, the structure of this correspondence between geometry and
field theory, and that of the theories T [M ], has been probed for an enormous vari-
ety of three-manifolds M — indeed, for “most” three-manifolds. By comparison, the
correspondence has thus far been understood for a sparse list of three-manifolds M3,
comprised of lens spaces and special cases thereof. In light of this asymmetry, the tech-
niques of [3] vastly expand the arena of computability of the T [M ] partition functions,
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and thereby hold promise for the construction of previously unexplored topological field
theories in three dimensions. A natural question then arises:
What is the 3D TQFT dual toM3 under the 3D-3D correspondence, in the
case that M3 is a Seifert manifold?
This is the question that we aim to address in this paper.
We should warn the reader from the start that we will not be able to answer this
question directly. Instead, we set ourselves the more modest goal of leveraging the
tools of [3] to understand some concrete properties of the putative TQFTs dual to
Seifert manifolds under the 3D-3D correspondence. For simplicity, we restrict to M
hyperbolic throughout this paper and focus primarily on the theories T2[M ] descending
from the (2, 0) theory of type A1. We address both analytic and algebraic aspects of
the correspondence.
On the analytic side, we construct a state-integral model for (a subsector of) this
TQFT at the level of the M3 partition function of T2[M ], along the lines of [8] for
lens spaces. An important element of our construction is that forM3 to have a TQFT
interpretation, gluing of T2[M ] partition functions should be implemented by a theory-
independent integration contour. We derive the linear integral identities for the ele-
mentary mirror symmetries needed to define a state-integral model for an arbitrary
Seifert manifold, and show that the existence of this contour imposes constraints on
which Seifert geometries admit a straightforward construction for their TQFT dual.
While such mirror symmetry identities have been studied on Seifert manifolds from
various perspectives, the novelty here is to formulate these identities in terms of linear
integration contours that lend themselves to the construction of a state-integral model,
as opposed to discrete sums over Bethe vacua. For technical reasons, our conclusions
are most well-established (and most easily formulated) for Seifert homology spheres
with χ > 0, although we expect many of them to hold more generally.
On the algebraic side, we show that the T2[M ] partition functions (or equivalently,
the “M3-TQFT” wavefunctions on M) can be characterized as solutions to a finite set
of difference equations. A similar characterization has previously been established for
holomorphic blocks [4]. In particular, for the simplest such theory T2[∆] associated to
a hyperbolic tetrahedron ∆, we arrive at two main points:
1. There are as many difference equations as exceptional fibers in the Seifert geom-
etry M3.
2. The Hilbert space of the M3-TQFT on ∂∆ results from quantizing a classical
phase space with two noncompact directions and a number of compact directions
determined by the first homology group of M3.
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These statements generalize similar ones pertaining to lens spaces and to noncompact
Chern-Simons theory with rank-one gauge group. For example, the phase space of the
latter on ∂∆ is R2 for SL(2,R) and (C∗)2 for SL(2,C).
We begin in Sections 2 and 3 by giving some necessary background. In Section 4, we
derive the integral identities that form the basis of a state-integral model and analyze
the conditions for their convergence. In Section 5, we present a detailed study of the
difference equations forM3 partition functions, generalizing the observations of [4, 6, 7]
for lens spaces. This understanding yields some hints as to the canonical structure of
the associated TQFTs, which we comment on in Section 6, where we also interpret the
difference equations as algebraic line operator identities. It remains to understand how
the Hilbert spaces of these putative TQFTs might arise from a Lagrangian formulation,
as well as their potential interpretation in terms of analytically continued Chern-Simons
theory. We conclude in Section 7 by sketching some of the many open problems that
remain.
2 3D-3D Correspondence
2.1 Overview
Our work takes place in the context of many known results and open questions about
the 3D-3D correspondence (many related developments are summarized in the reviews
[9, 10]). Here, we survey the most relevant ones.
The 3D-3D correspondence, as usually formulated, goes as follows. The 6D (2, 0)
theory is labeled by an ADE Lie algebra g = Lie(G) and has a USp(4) R-symmetry
with an SU(2) × U(1) subgroup. We may use the SU(2) subgroup to couple the
theory to M ×R3 for an arbitrary smooth three-manifold M via the Rozansky-Witten
topological twist along M [11]. This preserves a residual 3D N = 2 supersymmetry
in R3, with the U(1) commutant of SU(2) being the R-symmetry, leading to a 3D
N = 2 theory Tg[M ] (equivalently, for g = An−1, this is the theory Tn[M ] obtained by
wrapping n M5-branes on M). More precisely, one can label the theory as T [M ;G].
We will often write T [M ] for simplicity. We may then use the U(1) R-symmetry to
couple this 3D N = 2 theory to another three-manifold M3. In the case of a Seifert
manifold, we perform a partial topological twist along the Riemann surface base of
M3. In other words, we effectively place the 6D theory on M ×M3 via a twist by
SU(2)× U(1) ⊂ USp(4).
The main claim to fame of the theory T [M ] is that its dependence on the metric
chosen for coupling to M is often irrelevant, in the RG sense. That is, one generally
expects T [M ] to flow in the IR to an SCFT that is independent of the metric on M . In
this way, the SCFT defined by T [M ] is a topological invariant of M , which we expect to
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be dual to a TQFT. This expectation is borne out very explicitly when M is closed and
hyperbolic (admits a metric of constant negative curvature).1 In this case, the Mostow
rigidity theorem states that the hyperbolic metric on M is unique. The IR SCFT then
manifestly depends only on the topology of M . This SCFT may have many different
UV descriptions. Henceforth, we use T [M ] to refer to either the IR SCFT or any of its
UV descriptions.
In this paper, we work within the conceptual framework introduced by Dimofte,
Gaiotto, and Gukov (DGG) [6, 7], which associates an SCFT T [M ] to a hyperbolic
three-manifold M via an ideal triangulation of M . Many preliminary results were ob-
tained for the theories T2[M ], linking various lens space partition functions of T2[M ]
to SL(2,C) Chern-Simons theory. A unified view of these results follows from decom-
posing these lens space partition functions into holomorphic blocks [4], which compute
the path integral of analytically continued SU(2) Chern-Simons theory over integra-
tion cycles labeled by irreducible flat SL(2,C) connections Aα on M [12].2 The DGG
algorithm for T2[M ] was extended to Tn>2[M ] in [13].
There are two complementary questions that one could ask regarding the role of
Seifert manifolds in the 3D-3D correspondence:
1. What is the theory T [M ] for M a Seifert manifold?3
2. What is the partition function of T [M ] (for M hyperbolic) on a Seifert manifold
M3, and what is the 3D TQFT (associated to M3) whose partition function on
M this is equal to?
The first question has been the subject of many recent studies — for instance, [14–18].
In this paper, we focus on the second question.
In fact, the answer to Question 1, in its most basic form, is more or less completely
known. In, e.g., Section 5 of [19] (see also [20] and Chapter V of [21]), a procedure is
given for constructing the answer. Specific results in this and follow-up work include
the identification of T [L(k, 1);G] as a 3D N = 2 G-Chern-Simons theory coupled
to matter and the identification of T [L(k, p);G] for G = U(1) (and presumably, in
general) as a quiver Chern-Simons theory, roughly interpreted as a Chern-Simons-mat-
ter theory at fractional level. In the process, [19] addresses a shortcoming of the ideal
1While most three-manifolds are hyperbolic, Seifert manifolds are notable exceptions.
2Flat connections are critical points of the Chern-Simons functional and label middle-dimensional
cycles in the space of connections over which the analytically continued path integral converges. The
holonomies of a flat G-connection on M specify a representation ρ : pi1(M) → G whose reducibility
is characterized by the commutant of the image of ρ inside G. A flat connection is referred to as
irreducible if this commutant is the center of G. In particular, a flat SL(2,C) connection is completely
reducible (or abelian) if its holonomies mutually commute, and irreducible otherwise.
3This paragraph and the next are the only ones in this paper, minus the introduction, where M
possibly denotes a non-hyperbolic three-manifold.
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triangulation algorithm of DGG. Namely, the theories constructed by DGG and in most
subsequent work are only subsectors of the theories Tn[M ] whose vacua correspond
to irreducible flat SL(n,C) connections on M . The DGG theories are thus dual to
consistent truncations of analytically continued Chern-Simons theory that are sensitive
only to the corresponding integration cycles [8]. On the other hand, one would expect
the moduli space of vacua of the full theory T [M ;G] on R2 × S1 to coincide with the
space of all flat GC-connections on M :
MSUSY(T [M ;G]) =Mflat(M ;GC). (2.1)
This relation is essential to the cutting and gluing construction of the theories T [M ;G].
Using this fact, [19] explains how to construct the full theories T2[M ] for Seifert mani-
folds and knot complements M = S3\K, from which the DGG theories can be obtained
by Higgsing a non-generic U(1) symmetry that is specific to the T [M ] theories for non-
hyperbolic M .4
Our interest lies in Question 2, for which partial answers are known whenM3 is a
(squashed) lens space L(k, p)b:
(k, p) = (1, 1) : ZS3b (Tn[M ]) = Z
SL(n,C)
CS (M), k = 1, σ =
1− b2
1 + b2
,
(k, p) = (0, 1) : ZS2×σS1(Tn[M ]) = Z
SL(n,C)
CS (M), k = 0, σ = σ,
(k, p) = (k, 1) : ZL(k,1)b(Tn[M ]) = Z
SL(n,C)
CS (M), k = k, σ = k
(
1− b2
1 + b2
)
.
The parameters k, σ on the right denote the levels of the corresponding Chern-Simons
theory, one quantized and one continuous. The first line was proposed in [6] and derived
in [26] (many other aspects have also been explored; see, e.g., [27, 28]). The second line
was proposed in [7] and derived in [29, 30]. The last line is discussed systematically in
[8, 31], related earlier results having been obtained in [32, 33].
In particular, Dimofte [8] shows that Tn[M ] on L(k, 1)b (which is a Seifert manifold
for b2 ∈ Q) is equivalent to SL(n,C) Chern-Simons theory at quantized level k on M ,
while also proposing a state-integral model for L(k, p)b invariants of M . The TQFT
4By contrast, it has been argued [22] (see also [23–25]) that for hyperbolic M , the insensitivity of the
DGG theories to reducible flat connections is a non-issue. This is related to the fact that reducible flat
connections contribute trivially to the partition function of complex, as opposed to compact, Chern-
Simons theory [19]. The reasoning is that the proper definition of the 3D SCFT T [M ] via twisted
compactification of the 6D theory on hyperbolic M (which has contributions from all flat connections)
involves choosing a particular point on the moduli space of the compactified theory on R3. For the
theory on R2 × S1, this point becomes a discrete set of Bethe vacua corresponding only to irreducible
flat SL(n,C) connections on M , leading to precisely the DGG theory. The number of Bethe vacua is
given by the Witten index of the 3D SCFT.
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for the latter can morally be interpreted as a twisted version of complex Chern-Simons
theory, analogous to the result of setting the parameter q in the compact case to a
primitive root of unity e2piip/k rather than the standard e2pii/k. We follow the basic
approach of [8] to determine the TQFT dual of a given Seifert manifold M3, which
involves first evaluating the M3 partition function of the basic tetrahedron theory (a
free chiral multiplet) and then identifying copies of this object in a way appropriate
to an arbitrary three-manifold M . The final answer is subject to the same limitations
as in [8]: namely, it captures only a subsector of the full TQFT. In the general case,
our TQFT wavefunctions do not exhibit a simple factorization into holomorphic and
antiholomorphic blocks as in [8]. One might expect that at least for certain M3, this
TQFT can be thought of as a (non-supersymmetric) quiver Chern-Simons theory with
noncompact gauge nodes.
2.2 DGG Construction
The foundation of our approach was laid by DGG. To orient the reader, we describe
their construction qualitatively, glossing over many caveats (precise details can be found
in the original papers [6, 7]).
We start with geometry. A hyperbolic metric on M is essentially equivalent to a
flat SL(2,C) connection, (P )SL(2,C) being the isometry group of H3. M can have two
types of boundaries: geodesic boundaries (possibly with punctures) where the induced
metric is hyperbolic, and cusp boundaries where the induced metric is Euclidean. An
ideal triangulation is a decomposition of M into tetrahedra whose vertices lie at the
punctures and whose faces are glued pairwise. We write it as M =
⋃N
i=1 ∆i. In practice,
one truncates the vertices of an ideal tetrahedron to Euclidean triangles; then the
geodesic boundaries are triangulated by faces and the cusp boundaries are triangulated
by vertices. Let P∂M be the moduli space of flat SL(2,C) connections on ∂M , and let
LM be the Lagrangian submanifold of P∂M comprised of those flat connections that
extend to all of M . We denote by Π a polarization of the boundary phase space P∂M .
The most basic such M is a tetrahedron ∆ itself. An ideal tetrahedron is specified
by three complex edge parameters z, z′, z′′ associated to pairs of opposite edges (for the
tetrahedron to be nondegenerate, we require these parameters not to be 0, 1,∞). Then
the boundary phase space P∂∆ is the locus
zz′z′′ = −1, (2.2)
while the Lagrangian submanifold L∆ is the locus
z + z′−1 − 1 = 0⇐⇒ z′ + z′′−1 − 1 = 0⇐⇒ z′′ + z−1 − 1 = 0 (2.3)
– 6 –
in P∂∆. Write z = eZ , z′ = eZ′ , z′′ = eZ′′ . In light of the boundary symplectic form
ω∂∆ = dZ ∧ dZ ′ = dZ ′ ∧ dZ ′′ = dZ ′′ ∧ dZ, (2.4)
there are three natural polarizations for the boundary phase space, which we denote
by ΠZ ,ΠZ′ ,ΠZ′′ . These have position coordinates Z,Z
′, Z ′′ and conjugate momenta
Z ′′, Z, Z ′, respectively (see Figure 1). The space of polarizations (X,P ) admits an ac-
tion of ISp(2,Z) ∼= SL(2,Z)nZ2, given by taking invertible integer linear combinations
and shifts by multiples of ipi (since Z + Z ′ + Z ′′ = ipi).
ΠZ 
ΠZ’ 
ΠZ’’ 
Z 
Z Z’ 
Z’ 
Z’’ 
Z’’ 
Figure 1. An ideal tetrahedron labeled by three (logarithmic) edge parameters, along with
its three canonical polarizations (position coordinates are indicated by bold lines).
Similarly, a collection of N tetrahedra admits an action of the affine symplectic
group ISp(2N,Z) ∼= Sp(2N,Z)nZ2N on the space of polarizations. P∂M and LM can
be constructed as certain symplectic quotients of the products
∏
iP∂∆i and
∏
i L∆i ,
with the moment map constraints ensuring that the gluing is smooth.
In field theory, there exists a corresponding Sp(2N,Z) action on the set of 3D CFTs
with U(1)N flavor symmetry [34], which lifts to the action of electric-magnetic duality
on a 4D abelian gauge theory coupled to the 3D CFT at a boundary. We describe it
for the case of a U(1) gauge theory coupled to a background gauge field A:
• The T generator adds a Chern-Simons term for A at unit level.
• The S generator makes A dynamical (in the process, generating a dual topological
flavor symmetry to which we couple a background gauge field A′) and adds a
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mixed AA′ Chern-Simons term at unit level.
We need the N = 2 supersymmetric version of this action, which is defined mutatis
mutandis.5 In the N = 2 language, the shifts that extend Sp(2N,Z) to ISp(2N,Z) act
on the U(1)R charges of operators in the theory.
We are now ready to define the theory TM,Π associated to M and a given polar-
ization Π of P∂M . The central claim is that TM,Π is a topological invariant of (M,Π).
TM,Π couples naturally to the IR degrees of freedom on the Coulomb branch of a 4D
N = 2 gauge theory, with gauge group U(1)N . The ISp(2N,Z) action on Π is then
identified with the electric-magnetic duality group of the 4D theory, affinely extended in
the presence of a boundary. The choice of duality frame is a choice of polarization, and
affine symplectic transformations on the polarization are associated with corresponding
actions on the 3D theory at the boundary of the 4D theory.
We first define the tetrahedron theory associated to ∆ with boundary polarization
ΠZ , and denoted by T∆,ΠZ : it is a free chiral multiplet coupled to a background U(1)
gauge field in the U(1)1/2 quantization.
6 Now fix a triangulation of M , and consider N
decoupled copies of the tetrahedron theory
⊗N
i=1 T∆i,Πi . We first perform an Sp(2N,Z)
transformation on the set of polarizations {Πi} to obtain a polarization compatible with
Π. This amounts to gauging flavor symmetries and adding Chern-Simons terms. We
then add a term to the superpotential for each internal edge of the triangulation, thus
breaking the U(1) flavor symmetries under which they are charged. This implements
the gluing (moment map) constraints. The result is that the theory TM,Π has
1
2
dimP∂M
unbroken U(1) flavor symmetries carried by chiral operators associated to the position
coordinates in Π. From now on, we leave the Π-dependence implicit and denote TM,Π
by T2[M ], as well as the tetrahedron theory by T∆ = T2[∆].
While the UV Lagrangian description of T2[M ] as an abelian Chern-Simons-matter
theory (i.e., as a theory of “class R” [7]) depends on the triangulation of M , the IR
SCFT does not, by virtue of 3D mirror symmetry. Two elementary mirror symmetries
play a distinguished role.
First, a certain affine ST -transformation ρ, defined more precisely in Appendix B,
generates a Z3 subgroup of ISp(2,Z). Physically, the ρ-invariance of the tetrahedron
theory expresses the mirror symmetry between a free and a gauged chiral multiplet.
Geometrically, ρ is a triality symmetry of the tetrahedron that cyclically permutes the
three canonical polarizations of T∆ as well as the quantum operators zˆ, zˆ
′′, zˆ′, which can
be identified with Wilson, ’t Hooft, and dyonic line operators of charges (e,m) = (1, 0),
5To define the N = 4 version of this symplectic action, one should further define an operation
F , satisfying F 2 = 1, on 3D N = 2 theories with a superpotential coupling to a background chiral
multiplet that simply makes this background chiral multiplet dynamical.
6By this, we mean (borrowing the terminology of [3]) that there exists a UV Chern-Simons contact
term at level 1/2 for this symmetry.
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(0, 1), and (−1, 1) in the 4D N = 2 abelian gauge theory, respectively [6]. Hence ρ-
invariance of T∆ implies that T2[M ] is independent of relabelings of the edge parameters
of the tetrahedra that preserve the desired orientation. See Figure 2.
Z 
Z Z’ 
Z’ 
Z’’ 
Z’’ 
Z’ 
Z’ Z’’ 
Z’’ 
Z 
Z 
Z’’ 
Z’’ Z 
Z 
Z’ 
Z’ 
ρ ρ 
ρ 
Figure 2. Geometrical meaning of the ρ-transformation on a tetrahedron.
Second, for a fixed triangulation of the geodesic boundaries, any two triangulations
of M are related by a sequence of 2-3 Pachner moves.7 Hence triangulation-invariance
of T2[M ] comes down to a statement of mirror symmetry between two descriptions of
the “bipyramid” theory. The decomposition into two tetrahedra gives N = 2 SQED
with Nf = 1, while the decomposition into three tetrahedra gives the XYZ model.
8 See
Figure 3.
3 Seifert Fibering Operators
3.1 Formalism
Having described the conceptual basis for our work, we turn to the technical machi-
nery, which is provided by the formalism of [3] for computing partition functions of 3D
N = 2 gauge theories on Seifert manifolds. We briefly review this formalism and state
our conventions along the way. The basic idea is to interpret observables in a half-BPS
3D N = 2 geometry as observables in an auxiliary 2D TQFT, the “3D A-model.”
7Changing the triangulation of a geodesic boundary entails the gluing of a tetrahedron onto the
boundary to create a new internal edge. This corresponds to the F operation of Footnote 5.
8More precisely, for T [bipyramid], we can consider the equatorial polarization Πeq or the longitudi-
nal polarization Πlong. These correspond to maximal sets of independent edges that share no common
faces (including internal faces). The 2-3 move can be thought of as corresponding either to the N = 2
SQED1/XYZ mirror symmetry (Πeq) or to the N = 4 SQED1/free hyper mirror symmetry (Πlong).
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Πeq 
Πlong 
Figure 3. Geometrical meaning of the 2-3 move on a bipyramid, with equatorial and longi-
tudinal polarizations indicated in blue and red, respectively.
A Seifert manifold M3 (assumed closed and oriented) comes with an S1 fibration
pi :M3 → Σˆg over an orbifold Riemann surface Σˆg, and is characterized by a finite set
of integers (Seifert symbols):
M3 ∼= [d; g; (q1, p1), . . . , (qn, pn)]. (3.1)
Here, d is the degree (first Chern number) of the Seifert fibration, g is the genus of the
base Σˆg (which has n marked points), and (qi, pi) are the Seifert invariants of the n
exceptional fibers (we will always assume that qi > 0). The neighborhood of the special
fiber above the ith orbifold point is modeled on the space
(D2 × S1)/Zqi , (z, θ) ∼ (z, θ + 2pi) ∼
(
e2pii/qiz, θ +
2pipi
qi
)
. (3.2)
M3 is smooth if and only if gcd(qi, pi) = 1, in which case if a generic S1 fiber has radius
β, then the fiber over the ith marked point has radius β/qi.
The Seifert manifoldM3 can equivalently be defined as the circle bundle associated
to a choice of line bundle L0 over Σˆg, called the “defining line bundle.” Line bundles
over Σˆg are classified by the Picard group Pic(Σˆg), which is in general finitely but not
freely generated. Any line bundle can be written in terms of elementary line bundles
and “ordinary” or “fractional” fluxes of its connection (an abelian gauge field) localized
at smooth or orbifold points, respectively. Concretely, an element of Pic(Σˆg) may be
represented by a choice of integer fluxes
L ∼= [n0; n1, . . . , nn] (3.3)
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up to the identifications
[n0; . . . , ni, . . .] ∼ [n0 − 1; . . . , ni + qi, . . .]. (3.4)
The defining line bundle L0 is represented by
L0 ∼= [d; p1, . . . , pn]. (3.5)
Thus we see that the Seifert presentation is invariant under the identifications
[d; g; . . . , (qi, pi), . . .] ∼ [d− 1; g; . . . , (qi, pi + qi), . . .]. (3.6)
In addition, we can always add or remove a “trivial” special fiber of type (1, 0):
[d; g; . . . , (1, 0), . . .] ∼ [d; g; . . . , . . .]. (3.7)
Using these relations, we can fix 0 ≤ pi < qi and eliminate all trivial special fibers, in
which case we call the Seifert presentation “normalized.” In fact, it will often be more
convenient to set d = 0 by adding a (1,d) special fiber.
The partition function of a 3D N = 2 theory on M3 can be written in terms of
the following basic defect line operators, which are functions of Coulomb branch (gauge
symmetry) parameters u and flavor (global symmetry) parameters ν: the handle-gluing
operator H(u, ν) shifts the genus of Σˆg, the ordinary fibering operator F(u, ν) shifts
the degree d, and the (q, p)-fibering operator Gq,p(u, ν)m introduces an exceptional fiber
of type (q, p). Here, m labels fractional global symmetry fluxes. More precisely, we
should consider the “elementary” (q, p)-fibering operator Gq,p(u, ν)n,m where the integers
n,m label fractional fluxes of the gauge and flavor symmetry gauge fields localized at
the exceptional fiber. The “full” (q, p)-fibering operator is then a sum over fractional
gauge fluxes of these elementary operators, including Chern-Simons, chiral multiplet,
and vector multiplet contributions: schematically,
Gq,p(u, ν)m =
∑
n
GCSq,p(u, ν)n,mGmatterq,p (u, ν)n,mGvectorq,p (u)n. (3.8)
Finally, gauge and flavor fluxes are incorporated via powers of the gauge and flavor
flux operators, denoted by Πa(u, ν) and Πα(u, ν) (a = 1, . . . , rank(G)). With these
ingredients in place, the partition function takes the form
ZM3(ν)m =
〈
H(u, ν)g
n∏
i=0
Gqi,pi(u, ν)mi
〉
S2×S1
, (3.9)
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where the S2 × S1 background corresponds to the topologically twisted index. Here,
we adopt the convention that (q0, p0) = (1,d) (while qi > 1 for i > 0), so that we
always include a fiber over a smooth marked point. This is equivalent to the effect of
a nonzero Chern degree of the S1 bundle, d = p0, as mentioned after (3.7), and also
allows us to insert ordinary gauge and flavor flux via the relation [35]
G1,d(u, ν)m0,n0 = F(u, ν)d
∏
a
Πa(u, ν)
m0,a
∏
α
Πα(u, ν)
n0,α . (3.10)
Hence it is understood that m = (mi) in (3.9) includes both the ordinary fluxes m0 and
the fractional fluxes mi>0.
In more detail, the Coulomb branch effective action of the effective 2D N = (2, 2)
gauge theory is determined (up to Q-exact terms) by two functions, which follow from
the UV action: the twisted superpotentialW(u, ν) and the effective dilaton Ω(u, ν). In
terms of them, we have the half-BPS line (or in 2D, twisted chiral) operators [35, 36]
H(u, ν) = e2piiΩ(u,ν) det
a,b
∂2W(u, ν)
∂ua∂ub
, (3.11)
F(u, ν) = exp
[
2pii
(
W(u, ν)− ua∂W(u, ν)
∂ua
− να∂W(u, ν)
∂να
)]
, (3.12)
as well as the gauge and flavor flux operators
Πa(u, ν) = exp
(
2pii
∂W(u, ν)
∂ua
)
, Πα(u, ν) = exp
(
2pii
∂W(u, ν)
∂να
)
. (3.13)
While the general Gq,p(u, ν)n,m does not have a simple expression in terms of W(u, ν)
and Ω(u, ν), it can still be constructed from the data of the UV Lagrangian.
The partition function (3.9) onM3 was shown in [3] to be given by several equiva-
lent formulas. First, it can be derived in terms of the 3D A-model. From this point of
view, we identify the Bethe vacua [37] of the 2D TQFT, which correspond to solutions
of the Bethe equations Πa = 1 for all a, excluding solutions not acted on freely by the
Weyl group, and modulo the action of the Weyl group. Then observables in the 3D
A-model (correlation functions of half-BPS line operators L (u, ν) in the A-twisted9
9In previous work [3, 35], the 3D N = 2 supersymmetric background preserving two supercharges is
the pullback of the 2D (2, 2) topological A-twist [38] on Σˆg. Further, for a 3D N = 4 theory, the twists
by SU(2)H and SU(2)C that preserve four scalar supercharges on any three-manifold are referred to
as the A- and B-twists in [39]; the latter is the Rozansky-Witten twist.
In [39], the A-twist is always meant in the 2D (2, 2) sense, which can then specialize to either the
A- or the B-twist in the 3D N = 4 sense. Note that twisting by U(1)vector in 2D uplifts to twisting
by U(1)R in 3D N = 2, but U(1)axial in 2D has no lift.
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Σˆg × S1 geometry) are sums (traces) over the finite set of 2D Bethe vacua Svac:
〈LiLj · · · 〉Σˆg×S1 =
∑
uˆ∈Svac
Li(uˆ, ν)Lj(uˆ, ν) · · ·H(uˆ, ν)g−1. (3.14)
The power of g − 1 comes from tracing on T 2. In particular, we have
ZM3(ν)m =
∑
uˆ∈Svac
H(uˆ, ν)g−1
n∏
i=0
∑
ni∈(Λ∨W )qi
Gqi,pi(uˆ, ν)ni,mi (3.15)
where (Λ∨W )q ≡ Λ∨W/qΛ∨W ∼= (Zq)rank(G), with Λ∨W being the coweight lattice of G. This
“Bethe-sum formula” has been shown to hold for gauge groups that are products of
unitary and compact, simply connected, simple Lie groups.10 Two other equivalent ex-
pressions for the partition function onM3 were derived in [3] from the supersymmetric
localization point of view.11 The first is a contour integral formula given by
ZM3(ν)m =
(−1)rank(G)
|W|
∑
(n0,ni)
∈Λ∨W⊗Pic(Σˆg)
∮
JK
drank(G)uH(u, ν)g−1H(u, ν)
n∏
i=0
Gqi,pi(u, ν)ni,mi ,
(3.16)
where H(u, ν) is the Hessian determinant of the twisted superpotential:
H(u, ν) = det
a,b
1
2pii
∂ log Πa
∂ub
. (3.17)
The sum is over fractional fluxes taking values in the Picard group of the base space
Σˆg, and the integral is over the Jeffrey-Kirwan integration contour in the domain u ∈
hC/Λ
∨
W (see [3] for details). The factor of (−1)rank(G) entails a choice of orientation for
the contour. Finally, in cases where the defining line bundle L0 of M3 has nonzero
orbifold Chern degree12
c1(L0) = d +
n∑
i=1
pi
qi
, (3.18)
one finds a related integral expression involving a noncompact contour in the domain
10Given (3.15), a refined statement of the matching of ZM3(ν)m between IR-dual theories T , T D is
that the (q, p)-fibering operators agree on dual Bethe vacua: GTq,p(uˆ, ν)m = GT
D
q,p (uˆ
D, ν)m.
11In fact, the precise forms of these expressions are only well-understood for generalM3 in the case
of abelian gauge groups, and for nonabelian gauge groups only when M3 is a lens space. Below, we
will focus on abelian gauge theories.
12For a general holomorphic line bundle (3.3) over Σˆg, with n0 ∈ Z and ni ∈ Zqi , we have c1(L) =
n0 +
∑n
i=1
ni
qi
.
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u ∈ hC called the “σ-contour” Cσ, which connects the regions Im(u)→ ±∞:
ZM3(ν)m =
(−1)rank(G)
|W|
∑
(n0,ni)
∈Λ∨W⊗P˜ic(M3)
∮
Cσ
drank(G)uH(u, ν)g−1H(u, ν)
n∏
i=0
Gqi,pi(u, ν)ni,mi .
(3.19)
Now the sum is over the Picard group of M3, which can be identified as the quotient
P˜ic(M3) ∼= Pic(Σˆg)/〈[L0]〉. (3.20)
When g = 0, we have P˜ic(M3) ∼= H1(M3,Z), so the fluxes take values in this homology
group. More generally, there would be an additional contribution to the homology from
the cycles of Σˆg, but these do not contribute to the partition function.
There is one more ingredient that we must describe before properly defining the
various operators mentioned above, which is the R-symmetry line bundle LR on which
the U(1)R gauge field lives. We may specify this bundle by its fractional fluxes:
LR ∼= [nR0 ; nR1 , . . . , nRn ]. (3.21)
To preserve supersymmetry, it must satisfy (as a relation in Pic(Σˆg))
L⊗2R ∼= K ⊗ L⊗2νR0 (3.22)
where K is the canonical bundle of Σˆg, given by
K ∼= [2(g − 1); q1 − 1, . . . , qn − 1] (3.23)
(a spin structure on Σˆg is a line bundle
√K, whereas a spinc structure corresponds to
introducing an L such that K ⊗ L has a square root). The relation (3.22) may allow
several possible choices of nRi ∈ Z and νR ∈ 12Z. These choices are correlated with
that of a spin structure onM3, as discussed in [3]. It is convenient to parametrize the
possible R-symmetry line bundles by
nR0 = g − 1 +
`R0
2
+ νRd, n
R
i =
qi − 1
2
+
`Ri qi
2
+ νRpi,
n∑
i=0
`Ri = 0, (3.24)
where the integers `R0 and `
R
i are chosen so that the fluxes n
R
0 and n
R
i are integers. In
fact, only the choice of each `Ri (mod 2) is meaningful.
Finally, explicit formulas for the fibering operators can be found in Appendix A.
The (qi, pi)-fibering operators may not be individually well-defined for every choice of
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LR in the half-BPS background (M3,LR), although their product must be. The R-
symmetry line bundle also determines the allowed R-charges of matter fields, r, via the
requirement that L⊗rR be well-defined for all r.
Note that all half-BPS lens space backgrounds allow for one-parameter deforma-
tions by b ∈ C. When b2 ∈ Q, L(p, q)b admits a presentation as a Seifert fibration over
S2 with two exceptional fibers. For such rationally squashed lens spaces, the Seifert
fibering formalism reproduces known results while clarifying the dependence on spin
structure. In particular, in the limit of rational squashing, holomorphic blocks reduce to
(q, p)-fibering operators and the gluing formula for the former reduces to the Bethe-sum
formula for the latter.
3.2 A 2D TQFT for T [M ]?
At this point, we pause to make a few motivating remarks. One approach to determi-
ning the TQFT dual to a Seifert manifold M3 is to understand the map from general
(hyperbolic) M to the structure of the 3D A-model for T [M ], namely the set of Bethe
vacua, operator algebra, and so on. Since the A-model controls the partition function
and loop operator expectation values on M3, such a map would allow one to compute
these observables directly from M . One of the earliest attempts to describe the A-
model data of Tn[M ] in terms of topological data of M can be found in [11], and the
most basic dictionary entry for the correspondence between these sets of data is the
identification of Bethe vacua of the DGG theory Tn[M ] with irreducible flat SL(n,C)
connections on M .
As observed in [3], essentially all of the data in the M3 partition functions are
implicitly contained in the holomorphic blocks for T [M ]. The latter are known to be
dual to the contributions to the complex Chern-Simons partition function from given
saddles/flat connections on M [4]. However, the blocks are more complicated objects
than the A-model observables: the latter are determined by the twisted superpotential,
with simple polynomial vacuum equations. So it may be technically simpler to work in
the limit where the A-model is relevant. In particular, there should be a prescription
for gluing tetrahedra by solving corresponding systems of polynomial equations, which
determine the appropriate A-model data and correspond to some interesting topological
invariants of M that might be explicitly computable.
One hint in this direction is that interesting simplifications of state integrals rel-
evant to complex Chern-Simons theory (i.e., S3b partition functions) were noticed in
[40] in the case of rational squashing (i.e., when the parameter q is a root of unity).13
13The cyclic quantum dilogarithm and the b = 1 quantum dilogarithm in [40] combine to give the
(q, p)-fibering operator for a free chiral. Their Φb is also called the noncompact quantum dilogarithm
eb, which is precisely the partition function of the tetrahedron theory as defined in [6] and is related
to the partition function of a free chiral (the double sine function sb) by an exponential factor (Chern-
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Namely, the quantum invariant from a flat connection is in general given by a compli-
cated integral (holomorphic block), while in this case it simplifies to a finite sum. In
other words, complex Chern-Simons invariants (which map to S3b partition functions
under the 3D-3D correspondence) specialize to ordinary Chern-Simons (Witten-Reshe-
tikhin-Turaev) invariants in this limit. This is precisely the limit relevant for Seifert
manifolds, suggesting that the Seifert fibering operators give new basic building blocks
of observables. There is then the question of why and whether the particular ways these
are combined to form closed Seifert manifold partition functions are interesting on the
Chern-Simons side. Recent work [41, 42] may help to shed light on this question.
We should note that there already exists a partial dictionary between perturbative
SL(n,C) Chern-Simons invariants of M and the A-model data for Tn[M ] that has found
applications in several contexts [23–25].14 To wit, the 3D-3D dictionary entries for the
handle-gluing and ordinary fibering operators are
Hα = exp(−2Sα1 ), Fα = exp
(
iSα0
2pi
)
. (3.25)
The objects on the left are used to assemble the partition function of Tn[M ] on M3,
and the objects on the right are terms in the perturbative expansion of the SL(n,C)
Chern-Simons partition function on M around the flat connection Aα corresponding
to the Bethe vacuum α:
ZαCS[M ] = exp
( ∞∑
j=0
~j−1Sαj
)
. (3.26)
These relations are deduced by combining two facts from the literature: the asymptotic
relation between ZαCS[M ] and a holomorphic block B
α of Tn[M ] [4], and the asymptotic
relation between holomorphic blocks and H,F for any given theory [3].
Let us examine the derivation of the dictionary (3.25), and in the process, see how
the na¨ıve extension to (q, p)-fibering operators fails. We know from [4] that as ~→ 0,
ZαCS(~) ∼ Bα(q ≡ e~) (3.27)
where Bα is a holomorphic block. Above, we have left the dependence on M implicit
and suppressed the ν-dependence of ZαCS(~), which should really be written as ZαCS(y, q)
where y ≡ e2piiν and q ≡ e2piiτ (the parameter y comes from analytically continuing the
Simons contact term). The basic state-integral formula that they consider is the S3b partition function
of a particular theory of class R (abelian Chern-Simons-matter theory); see Section 7.2 of [3]. The
results of [3] suggest that the basic statements of [40] generalize to class-R theories of arbitrary rank.
14The operators appearing in this dictionary have also cropped up in completely different construc-
tions of 3D TQFTs than the one we consider here [43].
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relation y = qn in SL(n,C) Chern-Simons theory [4]). From [3], we have that
lim
τ→0
Bα(ν,−τ)Bα(ν, τ) = Hα(ν)−1. (3.28)
With 2piiτ = ~, (3.27) gives
lim
τ→0
Bα(ν,−τ)Bα(ν, τ) = lim
τ→0
ZαCS(−2piiτ)ZαCS(2piiτ) = exp(2Sα1 ), (3.29)
so we obtain from (3.28) the first equality in (3.25). From [3], we also have that
lim
τ→0
Bα
(
ν
pτ+q
, sτ−t
pτ+q
)
m
Bα(ν, τ)
= Gαq,p(ν)m (3.30)
where q > 0 by assumption and Bα(ν, τ)m ≡ Bα(ν + mτ, τ). The numerator in (3.30)
is the result of applying a modular transformation by
g˜ =
(
s −t
p q
)
∈ SL(2,Z) (3.31)
to Bα(ν, τ)m. We need only the m = 0 case of (3.30): for q = p = 1, it gives
lim
τ→0
Bα
(
ν
τ+1
, τ
τ+1
)
Bα(ν, τ)
= Fα(ν). (3.32)
Note that we have chosen t = 0 to ensure a finite limit,15 in which case
lim
τ→0
Bα
(
ν
τ+1
, τ
τ+1
)
Bα(ν, τ)
= lim
τ→0
ZαCS
(
2piiτ
τ+1
)
ZαCS(2piiτ)
= exp
(
−iS
α
0
2pi
)
. (3.33)
This result differs by a sign from (3.25), but such a mismatch is easily fixed by invoking
the parity symmetry F(ν, k) = F(−ν,−k)−1 where ν and k denote real masses and
Chern-Simons levels, respectively [35].
These manipulations are simple enough, but trying to extend them to (q, p)-fibering
operators in the most obvious way leads to trouble. Consider that
Gαq,p(ν) = lim
τ→0
ZαCS
(
2pii(sτ−t)
pτ+q
)
ZαCS(2piiτ)
(3.34)
15Geometrically, the holomorphic block is a partition function on a disk fibered over a circle, and
when this fibration approaches a rotation by a rational angle t/q, the block becomes the local model
of a (q, p) exceptional fiber. We have used the freedom to define t in (3.31) to eliminate any residual
twisting as τ → 0.
– 17 –
= lim
τ→0
exp
[(
pτ + q
sτ − t −
1
τ
)
Sα0
2pii
+
∞∑
j=2
(
2pii(sτ − t)
pτ + q
)j−1
Sαj
]
. (3.35)
In this expression, we are free to shift (t, s) → (t + mq, s −mp) for any m ∈ Z while
preserving the condition pt + qs = 1. The pole in the coefficient of the Sα0 term must
cancel for the limit to be well-defined, which requires t = 0. Moreover, if t were nonzero,
then the limit would contain an infinite sum of perturbative Chern-Simons invariants
Sαj≥2, and evaluating it would come down to evaluating the full Chern-Simons partition
function with a particular ~. Since we may label nontrivial Gαq,p by q > 0 and 0 ≤ p < q
with (q, p) coprime, this further requires q = s = 1, so we can only handle the trivial
case Fα in this way.
From this point of view, there is something special about the Hα and Fα operators
as compared to the generic (q, p)-fibering operators. The fact that only the SL(2,Z)
transformations that lead to the handle-gluing operator and (powers of) the fibering
operator have straightforward interpretations in terms of perturbative Chern-Simons
invariants suggests that the other operators give interesting new invariants. One way of
phrasing this specialness is that there exists a simple asymptotic formula for the blocks
as q→ 1, expressed in terms of the twisted superpotential, but not as q→ root of unity.
An exception to this statement is the case of the free chiral multiplet, where the former
limit can be used to take the latter limit of a block, yielding an expression in terms
of powers of the ordinary fibering and flux operators (see (A.15)). However, for more
general gauge theories, there appears to be no simple way to write the (q, p)-fibering
operators in terms of the twisted superpotential alone.
The partial dictionary is already explicit enough for computing some observables,
but we wish to understand the general case. We therefore pursue a different tack.
4 State-Integral Model
Our starting point is [8], which uses the L(k, p)b partition functions of Tn[M ] to con-
struct, via the DGG algorithm, a state-integral model for SL(n,C) Chern-Simons the-
ory at level k, or (for p > 1) a deformation thereof. Likewise, we implicitly define a
state-integral model for an M3 invariant of M on the field theory side of the 3D-3D
correspondence, in terms of operations on 3D N = 2 gauge theories. On the geometry
side, dualities among these theories express invariance of the triangulation of M under
relabeling of the tetrahedra and under local 2-3 moves, ensuring that T [M ] (and hence
itsM3 partition function) is a topological invariant of M . This is an indirect definition
of the TQFT that computes this topological invariant. We comment later on some
more explicit properties of this TQFT.
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We focus on g = su(2), hence T2[M ], and in particular on the building block for
such theories, namely the tetrahedron theory T∆.
16 As in [8], the state-integral model
consists of composing the DGG algorithm with the evaluation of an M3 partition
function:
T2[M ] =
(
N⊗
i=1
T∆i
/
∼
)
 ZM3 [M ] =
(
N∏
i=1
ZM3 [∆i]
/
∼
)
, (4.1)
where we have suppressed polarization-dependence and written ZM3 [M ] ≡ ZM3 [T2[M ]]
to emphasize its interpretation as a topological invariant of M . The symplectic reduc-
tion operation ∼ is implemented on the left by standard Lagrangian operations on 3D
N = 2 gauge theories, and on the right by the corresponding actions on their M3
partition functions. The latter operations can be read off from the results of [3]. The
precise affine symplectic action on partition functions depends on the Seifert geometry,
which we comment on in Appendix B.
In other words, the gluing construction of T2[M ] translates to a prescription for cal-
culating the partition function of T2[M ] on a Seifert manifold, given that of T∆. In this
section, we show invariance of ZM3 [tetrahedron] under the affine ST -transformation ρ
described in Section 2.2 and invariance of ZM3 [bipyramid] under the 2-3 move.
Because the DGG algorithm constructs only a subsector of the theory Tn[M ], the
L(k, p)b state-integral models of [8] capture only a subsector of SL(n,C) Chern-Simons
theory on M . As such, there are a number of subtleties in defining their Hilbert spaces,
which admit an ISp(2N,Z) action as a consequence of the corresponding action on
the theories Tn[M ] and their L(k, p)b partition functions. The machinery of [8], which
we do not repeat here, essentially carries through to our setting. We simply focus on
presenting the necessary ingredients for this setup.
4.1 Linearity
Gauging is a linear operation for the lens space partition functions, but not for general
Seifert manifolds or the fibering operators from which they are constructed. There
are two ways to think about this nonlinearity. First, the gauging operation can be
implemented by a superficially linear JK contour integral prescription:17 however, this
contour depends on the integrand (i.e., the theory). Alternatively, solving the Bethe
equations is a nonlinear operation. Linearity was important in [6, 7]: for instance, it
16It turns out that our tetrahedron theory differs from that in the literature by its polarization, i.e.,
by a T -transformation. It is presented in the U(1)−1/2 quantization.
17For more on the JK contour prescription, see Sections 6 and 7.2 of [3]. See also [35], particularly
Section 4, Appendix D, and references therein.
– 19 –
implies that the Sp(2N,Z) action that changes the polarization acts on the space of
partition functions as a linear representation.
We would like to ask: which spaces are exceptions to this nonlinearity? Namely,
on which Seifert manifolds can partition functions be computed via a linear σ-contour
integral formula? Suppose c1(L0) 6= 0:
1. If the base is smooth and has genus zero, then the σ-contour formula is conjec-
turally valid for any 3D N = 2 gauge theory.
2. If the base is not smooth or does not have genus zero, then the σ-contour formula
is conjecturally valid for abelian 3D N = 2 gauge theories.
Since class-R theories are abelian, we may focus on the second case. The significance
of spaces with c1(L0) 6= 0 is that they lack fermion zero modes, which allows one to use
the same theory-independent contour as in the S3 and lens space cases, making gauging
a linear operation.18 Therefore, such spaces have a chance at allowing for a state-sum
TQFT interpretation similar to that in [8]. One can write a “Coulomb branch formula”
for the partition function of a class-R theory on these spaces analogous to that for S3
and lens spaces.
For simplicity, we further focus on the case thatM3 is a rational homology sphere
(QHS). A Seifert manifold is a rational homology sphere if and only if g = 0 and
c1(L0) 6= 0.19 For instance, all of the spherical manifolds given by quotients of S3 by
finite subgroups Γ ⊂ SU(2) (which we denote by S3[ADE] ∼= S3/ΓADE, following [3])
are rational homology spheres, including the exceptional cases S3[Em+3] ∼= S3/ΓEm+3
with m > 5, with the exception of the E9 case (m = 6), which has c1(L0) = 0. Note
that the more stringent conditions characterizing a Seifert integral homology sphere
18More precisely, there may still be a contribution from gaugino zero modes, as discussed in Section
6.3 of [3], but this is only an issue for nonabelian theories. Namely, as described in Section 4.1 of [35],
there are always g + 1 complex fermion zero modes. For g > 0, g of these are associated to cycles of
the Riemann surface, and pair up with bosonic zero modes associated to the holonomies of the gauge
field along these cycles; integrating these out gives the Hessian determinant. The remaining fermion
zero mode is more subtle. Proceeding as in Appendix D.1 of [35] leads to the JK contour formula.
In some cases, by a different choice of gauge fixing, we may instead use the σ-contour formula. This
was not carefully derived by localization other than in some simple cases, like S3, but the form of the
answer suggests that there is no longer any fermion zero mode in this gauge, at least in the absence of
special fibers. However, with special fibers, it seems that there are fermion zero modes coming from
nonabelian gauginos at the special fibers, which modify the na¨ıve σ-contour for nonabelian theories.
Moreover, if g > 0, then the additional fermion zero modes can modify the σ-contour for nonabelian
theories, even for smooth base.
19Indeed, from Section 2.2.1 of [3], we see that these are precisely the conditions for the free parts of
the integral homology groups H1(M3,Z) and H2(M3,Z) to vanish, and hence for the corresponding
rational homology groups to vanish.
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(ZHS) are [3]:
M3 ∼= [0; 0; (q1, p1), . . . , (qn, pn)], c1(L0) = ± 1∏n
i=1 qi
. (4.2)
In particular, the q-values must be mutually coprime. Examples include the Poincare´
homology sphere (m = 5) and the E10 integral homology sphere (m = 7).
One might expect that if the Seifert rational homology sphere partition functions
of T [M ] are indeed Chern-Simons invariants of M , then k, σ of the complex Chern-
Simons theory should be specified by the Seifert geometry, the intuition being that k
comes from its degree as a fibration over S2 [8, 26]. But note that a QHS, unlike a
lens space, admits no squashing parameter that could appear in the continuous level.
What seems more likely is that whatever may be the Chern-Simons interpretation of
the TQFT whose state-integral model arises from a QHS, the “levels” depend on the
homology of the space, with different manifolds with the same homology leading to
twisted versions of the theory, as in the L(k, p) case.
We check some of the basic dualities that are necessary for interpreting the M3
partition function of the T [M ] theory as computing a TQFT observable on M . While
such dualities hold at the level of (q, p)-fibering operators in the Bethe-sum formula
[3], our goal is to show this directly from the σ-contour integral formula, reflecting the
fact that rational homology spheres are special in that the mirror relations are linear
integral relations.
4.2 σ-Contour Identities
Given a simple σ-contour integral expression for ZM3 , we state the integral identities
corresponding to two examples of 3D N = 2 mirror symmetry: the duality between
U(1)1/2 gauge theory with a charge-one chiral and a free chiral, as well as the duality
between U(1) gauge theory with one flavor (two chirals of charges ±1) and the XYZ
model. These are the basic ingredients necessary to demonstrate that the corresponding
partition functions ZM3(T [M ]) lead, via the 3D-3D correspondence, to a state-integral
model for a 3D TQFT.
Our conventions are as follows. We choose c ≡ c1(L0) > 0 by reversing orien-
tation if necessary, which in general takes d → −d and pi → −pi. We always use
“unnormalized” Seifert invariants with d = 0. Exceptional fibers (qi, pi) are indexed by
i = 1, . . . , n, while (q0, p0) = (1, 0) is an ordinary fiber. In our conventions, the effective
dilaton is independent of the R-charge:
e2piiΩ = ΠΦ(u+ νAqA)
−1 (4.3)
for a matter field of charge qA, with Π
Φ(u) = (1 − e2piiu)−1 being the ordinary flux
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operator for a chiral multiplet. This then contributes a factor of ΠΦ(u + νAqA)
1−g to
the partition function, as one sees by putting (A.1) into (3.15) and (3.19). The ordinary
R-symmetry flux contributes an additional power of ΠΦ(u+ νAqA)
rnR,0 . There are also
contributions from the special fibers that depend on the corresponding fractional R-
symmetry fluxes nR,i.
To simplify the σ-contour analysis, we specialize in this subsection to the case that
M3 is a ZHS. These examples are nice for two reasons.
First, on such spaces, there exists an R-symmetry background with LR topolog-
ically trivial, and hence no quantization condition on the R-charge.20 In particular,
one can couple theories with arbitrary real R-charges to this background, including
SCFTs. Indeed, recall that the R-symmetry background is determined by (3.24). For
fixed nR0 and n
R
i , these equations determine `
R
0 , `
R
i , νR. Hence we see that a given
M3 with c1(L0) 6= 0 admits trivial LR (nR0 = nRi = 0) if and only if 2νR ∈ Z and
2νRpi ≡ 1 (mod qi) for i = 1, . . . , n, where νR = −c1(K)/2c1(L0). One can check using
(4.2) that these conditions are satisfied for a ZHS.21
Second, these spaces have no integer homology (by definition) and therefore trivial
3D Picard group (3.20). Then without loss of generality, we may set all gauge fluxes ni
to zero, as general fluxes can be obtained through large gauge transformations, i.e., by
shifting u and ν by appropriate integers. This means that the sum over discrete fluxes
in (3.19) (in which ni ranges from 0 to qi − 1) is trivial on a ZHS, unlike for a general
lens space. Consequently, the σ-contour integral expression is particularly simple.
Three good examples to keep in mind are the (rationally) squashed sphere
S3b
∼= [0; 0; (1, 0), (q1, p1), (q2, p2)], b2 = q1/q2, q1p2 + q2p1 = 1, (4.4)
the Poincare´ homology sphere (PHS)
MPHS ∼= [0; 0; (1, 0), (2,−1), (3, 1), (5, 1)], (4.5)
and the E10 integral homology sphere
ME10 ∼= [0; 0; (1, 0), (2, 1), (3,−1), (7,−1)]. (4.6)
All of these examples admit an R-symmetry background with nR0 = n
R
i = 0, where
νR =
q1 + q2
2
, (`R0 , `
R
1 , `
R
2 ) = (2, p2 − p1 − 1, p1 − p2 − 1) (4.7)
20This is also the case for all of the spherical manifolds.
21Whereas we choose the R-symmetry fluxes to vanish, the standard A-twist entails nR0 = g− 1 and
nRi = (qi− 1)/2. The two choices agree for even R-charges, but may disagree (and indeed, the A-twist
may not be well-defined) for more general R-charges.
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in the first case and
νR = ±1
2
, (`R0 , `
R
1 , `
R
2 , `
R
3 ) = (2, 0,−1,−1) (4.8)
in the latter two cases, respectively.
Finally, it is important that the σ-contour should separate all poles coming from
positively and negatively charged chirals (as described briefly in [3] and in more detail
in Section 4.6.1 of [35]).
4.2.1 Gauged/Free Chiral Duality
Our conventions for this elementary mirror symmetry, relating U(1)1/2 with one chiral
multiplet of charge +1 (“theory T ”) and a free chiral multiplet (“theory T D”), are as in
Section 5.2 of [3]. The chiral multiplet of T D is identified with the monopole of T , and
carries charge +1 under their shared U(1)T flavor symmetry. Moreover, the R-charges
of the chiral multiplets in T and T D are identified as r and 1 − r, respectively, and
the duality incurs some relative Chern-Simons contact terms for the R-symmetry. To
begin, we keep g and the sum over gauge fluxes general.
First consider the theory T = U(1)1/2 + Φ. The gauge and flavor symmetries, and
their corresponding parameters, are
U(1)G × U(1)T × U(1)R, u, ζ, νR, n, nT , nR. (4.9)
We often leave the R-symmetry fluxes implicit. By (A.2) and (A.3), the Hessian and
effective dilaton are given by22
H = e−2piiΩ = ΠΦ(u+ νRr). (4.10)
The (q, p)-fibering operator is
Gq,p(u, ζ; νR)nT =
q−1∑
n=0
Gq,p(u, ζ; νR)n,nT , (4.11)
Gq,p(u, ζ; νR)n,nT ≡
1√
q
G(0)q,pGΦq,p(u+ νRr)n+nRrGGGq,p (u)nGGTq,p (u, ζ)n,nT , (4.12)
which includes vector multiplet, chiral multiplet, CS, and FI contributions. Since all
of the fibering operators are given in the U(1)−1/2 quantization (see Appendix A), the
effect of the CS contribution is (as per the definition of T ) to adjust the quantization
22It follows that H = e2piiΩH for this theory is trivial. By contrast, the standard A-twist would give
e2piiΩ = ΠΦ(u+ νRr)
r−1 and H = ΠΦ(u+ νRr)r.
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of the chiral multiplet to U(1)1/2. There is a single Bethe vacuum uˆ. We set
ZG(u, ζ; νR)n,nT ≡ ΠΦ(u+ νRr)1−g
n∏
i=0
Gqi,pi(u, ζ; νR)ni,nT,i (4.13)
where
G1,0(u, ζ; νR)n0,nT,0 = G1,0(u, ζ; νR)0,nT,0 = e2piinT,0uΠΦ(u+ νRr)nR,0r, (4.14)
and then compute using (3.15) that
ZTBethe(ζ; νR)nT = H(uˆ; νR)
g−1∑
n
ZG(uˆ, ζ; νR)n,nT (4.15)
= e2piinT,0uˆΠΦ(uˆ+ νRr)
nR,0r
∑
n
n∏
i=1
Gqi,pi(uˆ, ζ; νR)ni,nT,i . (4.16)
From (3.19), an alternative representation of the partition function for T is
ZTσ-contour = −
∫
Cσ
duH(u; νR)
g
∑
n
ZG(u, ζ; νR)n,nT (4.17)
= −
∫
Cσ
du e2piinT,0uΠΦ(u+ νRr)
1+nR,0r
∑
n
n∏
i=1
Gqi,pi(u, ζ; νR)ni,nT,i . (4.18)
On a ZHS, with vanishing genus g and gauge fluxes n, the integrand of (4.17) is simply
ZG(u, ζ; νR)0,nT .
Now consider the dual theory T D, which has kTR = −r and kRR = r2. There are
no Bethe vacua. Since H is trivial, we have from (3.15) that
ZT
D
= ΠΦ(ζ + (1− r)νR)1−g
×
n∏
i=0
GRRqi,pi(νR)r
2GTRqi,pi(ζ; νR)−rnT,iGΦqi,pi(ζ + (1− r)νR)nT,i+(1−r)nR,i . (4.19)
Again, this differs from the result obtained using the A-twist.23
23Since the results for the fibering operators are stated in the U(1)−1/2 quantization, we have for
the free chiral theory that up to ζ-independent factors,
lim
ζ→i∞
ZT
D ∼ e−2piiκrζ , lim
ζ→−i∞
ZT
D ∼ e2pii( 12 cζ2−nT,totζ). (4.20)
These asymptotics follow from the relation GΦ1,0(u)n = ΠΦ(u)n and the asymptotics for GΦqi,pi , to be
stated momentarily.
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To determine the σ-contour, it is helpful to know the analytic properties of the
integrand. For theory T , we can write
ZG(u, ζ; νR)n,nT = ZΦ(u)nZCS(u)nZFI(u, ζ)n,nT
n∏
i=0
1√
qi
G(0)qi,pi (4.21)
where
ZΦ(u)n ≡ ΠΦ(u+ νRr)1−g
n∏
i=0
GΦqi,pi(u+ νRr)ni+nR,ir
→
{
1 Im(u)→ +∞,
(phase)e2pii(cu
2/2+(κ(1−r)−ntot)u) Im(u)→ −∞, (4.22)
ZCS(u)n ≡
n∏
i=0
GGGqi,pi(u)ni
Im(u)→±∞−−−−−−→ (phase)e−2pii(cu2/2−ntotu), (4.23)
ZFI(u, ζ)n,nT ≡
n∏
i=0
GGTqi,pi(u, ζ)ni,nT,i
Im(u)→±∞−−−−−−→ (phase)e−2pii(cuζ−ntotζ−nT,totu). (4.24)
We have defined24
κ ≡ g − 1 + 1
2
n∑
i=1
qi − 1
qi
, ntot ≡
n∑
i=0
ni
qi
= n0 +
n∑
i=1
ni
qi
, (4.25)
etc. The asymptotic (4.22) follows from the fact that up to a u-independent phase,
lim
u→i∞
GΦq,p(u)n = 1, lim
u→−i∞
GΦq,p(u)n ∼ e−
2pii
q
nueipi
p
q
u2eipi
q−1
q
u (4.26)
(see Appendix D.3 of [3]) and the fact that when d = 0, (3.24) implies that
nR,tot = κ+ cνR. (4.27)
The other asymptotics follow straightforwardly from the explicit formulas in Appendix
A. Combining (4.22)–(4.24) and omitting u-independent constants, we have
ZG(u, ζ; νR)n,nT ∼
{
e2pii(−cu
2/2+(−cζ+ntot+nT,tot)u) Im(u)→ +∞,
e2pii(κ(1−r)−cζ+nT,tot)u Im(u)→ −∞. (4.28)
24The parameter κ is simply related to other topological invariants of Σˆg, such as the orbifold Euler
characteristic: c1(K) = −χ(Σˆg) = 2κ.
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Finally, there exists an upper bound on the real part of any pole u∗ of ZΦ(u)n,
cRe(u∗) ≤ ntot + κr − g (4.29)
(ZCS and ZFI introduce no additional poles into the integrand), so we impose that all
poles lie to the left of the integration contour.
We now specialize to a ZHS with ntot = g = 0 and consider a straight σ-contour
parallel to the imaginary axis: u ∈ δ + iR. In light of (4.29), imposing that all poles
lie to the left of the contour gives
κr < cδ. (4.30)
In addition, (4.28) gives the condition for the integrand to converge in both directions:
nT,tot − cRe(ζ)− cδ > 0 > nT,tot − cRe(ζ) + κ(1− r). (4.31)
These inequalities restrict the range of the flavor parameters, in the combination nT,tot−
cRe(ζ), to a compact interval, where the condition for the interval to be nonempty is
cδ < κ(r − 1). (4.32)
Thus we must have κ < 0. If this condition does not hold, then a suitable contour may
still exist, but it cannot be taken to be straight: it must remain on the correct side of
the poles at finite u and approach regions where the integral decays at large u. The
contour can be deformed for better convergence, using the fact that for Im(u)→ +∞,
the integrand decays more quickly for larger negative Re(u).
4.2.2 SQED1/XYZ Duality
For the SQED1/XYZ (T /T D) duality, our conventions are as in Section 3.2 of [39] and
Section 6.2 of [35] (see also Appendix D.4.1 of [3] for the relevant integral formula on
S3b ). Theory T is a U(1) gauge theory with two chiral multiplets Q, Q˜ of charges ±1
and R-charge r. This theory has an axial symmetry U(1)A and a topological symmetry
U(1)T . Theory T D consists of three chiral multiplets M,T+, T−, the latter two being
identified with monopoles in T , and a cubic superpotentialMT+T−. We list the charges
of the various fields in the following table:
Q Q˜ M T+ T−
U(1)G 1 −1 0 0 0
U(1)A 1 1 2 −1 −1
U(1)T 0 0 0 1 −1
U(1)R r r 2r 1− r 1− r
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Again, we begin by keeping g and the sum over gauge fluxes general.
First consider theory T . The gauge and flavor symmetries, along with their chem-
ical potentials and fluxes, are
U(1)G × U(1)A × U(1)T × U(1)R, u, νA, ζ, νR, n, nA, nT , nR. (4.33)
Below, we omit u-independent terms, where u includes all gauge and flavor parameters
except for νR. With kGT = kGG = 1, the twisted superpotential is W =WCS +Wmatter
where
WCS = 1
2
(u2 + (1 + 2νR)u) + ζu, (4.34)
Wmatter =
∑
±
WΦ(±u+ νA + νRr), WΦ(u) ≡ 1
(2pii)2
Li2(e
2piiu). (4.35)
The gauge flux operator is
Π = (−1)1+2νRe2pii(ζ+u)
[
1− e2pii(−u+νA+νRr)
1− e2pii(u+νA+νRr)
]
, (4.36)
and there is a single Bethe vacuum uˆ:
e2piiuˆ =
(−1)2νRe2pii(ζ+νA+νRr) − 1
(−1)2νRe2piiζ − e2pii(νA+νRr) . (4.37)
The Hessian is
H =
1
2pii
∂u log Π =
1
1− e2pii(u+νA+νRr) −
1
1− e2pii(u−νA−νRr) . (4.38)
The (q, p)-fibering operator is
Gq,p(u, ζ, νA; νR)nT ,nA =
q−1∑
n=0
Gq,p(u, ζ, νA; νR)n,nT ,nA , (4.39)
Gq,p(u, ζ, νA; νR)n,nT ,nA ≡
1√
q
G(0)q,pGGGq,p (u)nGGTq,p (u, ζ)n,nT
∏
±
GΦq,p(±u+ νA + νRr)±n+nA+nRr.
(4.40)
We set
ZG(u, ζ, νA; νR)n,nT ,nA ≡
∏
±
ΠΦ(±u+ νA + νRr)1−g
n∏
i=0
Gqi,pi(u, ζ, νA; νR)ni,nT,i,nA,i
(4.41)
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and write, using (3.15) and (3.19),
ZTBethe(ζ, νA; νR)nT ,nA = H(uˆ, νA; νR)
g−1∑
n
ZG(uˆ, ζ, νA; νR)n,nT ,nA , (4.42)
ZTσ-contour = −
∫
Cσ
duH(u, νA; νR)
g
∑
n
ZG(u, ζ, νA; νR)n,nT ,nA , (4.43)
which can be checked to be equivalent. On a ZHS, the integrand of (4.43) simplifies to
ZG(u, ζ, νA; νR)0,nT ,nA .
Now consider the theory T D. There are no Bethe vacua and the twisted superpo-
tential has no u-dependence, so H = 1. We have the contact terms
kTT = 1, kAA = 2, kRR = −1
2
, kg = −1. (4.44)
The (q, p)-fibering operator is
Gq,p(ζ, νA; νR)nT ,nA = GTTq,p (ζ)nTGAAq,p (νA)2nAGARq,p (νA; νR)2rnAGRRq,p (νR)2r
2
(G(0)q,p)−1
× GΦq,p(2νA + 2νRr)2nA+2nRr
× GΦq,p(ζ − νA + νR(1− r))nT−nA+nR(1−r)
× GΦq,p(−ζ − νA + νR(1− r))−nT−nA+nR(1−r). (4.45)
To justify the contact terms in (4.45), imagine separately giving the fields M,T± large
positive real masses (for the contact terms generated by integrating out chiral multiplets
in our quantization conventions, see Section 4.3.2 of [35]):
• With r = 0, we get AA contact terms from M,T± and TT contact terms from
T±. There are no AT contact terms since the contributions from T± cancel.
• With r 6= 0, we get additional AR contact terms from M,T± that are linear in
r and RR contact terms from M,T± that are quadratic in r. There are no TR
contact terms since the contributions from T± cancel.
We then have that
ZT
D
= eipi/4ΠΦ(2νA + 2νRr)
1−gΠΦ(ζ − νA + νR(1− r))1−g
× ΠΦ(−ζ − νA + νR(1− r))1−g
n∏
i=0
Gqi,pi(ζ, νA; νR)nT,i,nA,i , (4.46)
where we find empirically that we must include an extra phase factor of eipi/4 for ZT
D
to match the dual expressions ZTBethe and Z
T
σ-contour.
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Now we summarize the analytic properties of the integrand for theory T . We can
write
ZG(u, ζ, νA; νR)n,nT ,nA = ZΦ(u)n,nAZΦ(−u)−n,nAZCS(u)nZFI(u, ζ)n,nT
n∏
i=0
1√
qi
G(0)qi,pi
(4.47)
where, using (4.22),
ZΦ(u)n,nA ≡ ΠΦ(u+ νA + νRr)1−g
n∏
i=0
GΦqi,pi(u+ νA + νRr)ni+nA,i+nR,ir
→
{
1 Im(u)→ +∞,
(phase)e2pii(c(u+νA)
2/2+(κ(1−r)−ntot−nA,tot)(u+νA)) Im(u)→ −∞. (4.48)
Note that we have not absorbed all u-independent constants into the phase because νA
may have nonzero imaginary part. Using (4.23) and (4.24), this then gives
lim
u→±i∞
ZG(u, ζ, νA; νR)n,nT ,nA ∼ (phase)
n∏
i=0
1√
qi
× e2piintotζe2pii(cν2A/2+(κ(1−r)±ntot−nA,tot)νA)
× e2pii(∓κ(1−r)−c(ζ±νA)+nT,tot±nA,tot)u (4.49)
(note that e2piintotζ is not a phase if ζ has nonzero imaginary part). We further have by
(4.29) that any pole u∗ of ZΦ(u)n,nA = ZΦ(u+ νA)n+nA satisfies
cRe(u∗ + νA) ≤ ntot + nA,tot + κr − g, (4.50)
and any pole of ZΦ(−u)−n,nA satisfies
cRe(−u∗ + νA) ≤ −ntot + nA,tot + κr − g. (4.51)
The σ-contour should separate all poles from positively and negatively charged chirals.
Finally, we specialize to the case of a ZHS. On a ZHS, with n = 0, (4.49) becomes
lim
u→±i∞
ZG(u, ζ, νA; νR)n,nT ,nA ∼ (phase)
n∏
i=0
1√
qi
× e2pii(cν2A/2+(κ(1−r)−nA,tot)νA)
× e2pii(∓κ(1−r)−c(ζ±νA)+nT,tot±nA,tot)u. (4.52)
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Let us take u ∈ δ + iR. The integrand decays in both directions (irrespective of δ) if
−κ(1− r)− cRe(ζ + νA) + nT,tot + nA,tot > 0 > κ(1− r)− cRe(ζ − νA) + nT,tot− nA,tot.
(4.53)
This is equivalent to
nA,tot − cRe(νA)− κ(1− r) > |nT,tot − cRe(ζ)| (4.54)
(and thus, a fortiori, nA,tot − cRe(νA) > κ(1 − r)). Given the pole structure of the
integrand and the requirements on the σ-contour, we further want (with ntot = g = 0)
nA,tot + κr − cRe(νA) < cδ < −nA,tot − κr + cRe(νA). (4.55)
This is equivalent to
− κr − [nA,tot − cRe(νA)] > |cδ| (4.56)
(and thus, a fortiori, nA,tot − cRe(νA) < −κr). To summarize, we must have κ < 0 for
a straight σ-contour, in which case we must choose
fA ∈ (κ(1− r),−κr), |fT | < fA − κ(1− r), |cδ| < −κr − fA, (4.57)
where
fA ≡ nA,tot − cRe(νA), fT ≡ nT,tot − cRe(ζ). (4.58)
Recall that c > 0 by convention.
4.2.3 Comments on Straight Contour
In general, the choice of σ-contour depends on both the theory and the Seifert geom-
etry. The rank-one theories U(1)1/2 + Φ and SQED1 are distinguished in that their
corresponding mirror symmetries express consistency under gluing in the 3D-3D cor-
respondence. Hence both theories should have unambiguously defined σ-contours, for
any geometry.
In SQED1, unlike in U(1)1/2 + Φ, the condition for the integrand ZG to decay
as Im(u) → ±∞ is symmetric in the ± directions and independent of Re(u). If this
condition is satisfied and if κ > 0, then there exists no straight line parallel to the
imaginary axis in the u-plane that separates the poles coming from the two chirals (the
poles would be interleaved, so that the σ-contour would need to zigzag over a horizontal
interval in Mellin-Barnes style for finite u before going to Im(u) = ±∞: see Section 6.2
of [3], as well as [35]). Hence we restrict our attention to geometries with κ < 0 (e.g.,
lens spaces and the PHS, but not the E10 integral homology sphere).
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In this case, the best convergence for SQED1 is achieved by taking fA as large as
possible, i.e., as close as possible to −κr from below; moreover, taking fT = 0 ensures
equally good convergence in both directions. But since 0 < −κ(1 − r) + fA < −κ,
the rate of convergence is bounded from above by −κ, no matter how we deform the
contour and regardless of the value of r (for instance, the PHS has κ = −1/60). This
situation should be contrasted with that of U(1)1/2 + Φ, where it is possible to deform
the contour to improve convergence.
Suppose we wish to use the same contour in both theories U(1)1/2 +Φ and SQED1.
Let rΦ denote the R-charge of the chiral multiplet in the theory U(1)1/2 +Φ. A straight
σ-contour with Re(u) = δ for U(1)1/2 + Φ must satisfy
κrΦ < cδ < fT,Φ < κ(rΦ − 1). (4.59)
On the other hand, for such a contour to work for SQED1, we choose fA = −κ(rSQED−x)
with 0 < x < 1 and then demand that
|fT,SQED| < −κ(1− x), |cδ| < −κx. (4.60)
So we need the interval (κrΦ, κ(rΦ−1)) to overlap with the interval (κx,−κx) for some
0 < x < 1, which means that we need
− 1 < rΦ < 2. (4.61)
To summarize, whenever κ < 0, there exists a straight σ-contour that works for both
U(1)1/2+Φ and SQED1 (with some range of flavor parameters for both theories) as long
as the R-charge for the first theory satisfies the above inequality. This situation can
be compared to that in [8], where it is shown that convergence of the state integrals
defining ZL(k,p)b [M ] imposes positivity conditions on the angles in a triangulation of
M . Physically, these positivity conditions constrain the U(1)R charges of operators
in Tn[M ]. Under these conditions, ZL(k,p)b [M ] is invariant under 2-3 moves relating
positive ideal triangulations.
More generally, one might worry that convergence of the σ-contour integrals at
intermediate stages of the DGG construction requires that the flavor parameters lie
in certain windows, but that these flavor parameters must be integrated over at later
stages. In practice, such conflicts can always be resolved by suitable analytic continu-
ation [8].
The apparent requirement that κ < 0 could either be a limitation of our approach,
which relies crucially on the formalism in [3], or a fundamental constraint on which
Seifert geometries admit TQFT duals under the 3D-3D correspondence. Conservatively
(and optimistically), we favor the first possibility.
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4.2.4 Example: Poincare´ Homology Sphere
We pause to illustrate the preceding discussion with a quick example. For the PHS, we
have:
ZPHS(ν) =
(−1)rank(G)
|W|
∫
Cσ
drank(G)u e−2piiΩ(u,ν)G2,−1(u, ν)0,0G3,1(u, ν)0,0G5,1(u, ν)0,0.
(4.62)
According to our conventions, we should also include a (1, 0) fibering operator, but it
contributes trivially in this case since we set all fluxes to zero and nR0 = 0. In particular,
the R-charges appear only in the contributions of the chiral multiplets via shifts of their
arguments, u→ u+ νRr = u+ 12r, where r ∈ R.
We can use the integral formula (4.62) to set up checks of some simple 3D dualities.
We define, for later convenience, the partition function of a chiral multiplet of R-charge
zero on the PHS:
ZΦPHS(u) = Π
Φ(u)GΦ2,−1(u)0GΦ3,1(u)0GΦ5,1(u)0. (4.63)
It is convenient to understand the pole structure and asymptotic behavior of ZΦPHS(u).
We first note that it can be written as the following infinite product, up to regulariza-
tion:
ZΦPHS(u) =
∏
n∈Z
(
1
n+ u
)dn
, dn ≡ 1 +
⌊
−n
2
⌋
+
⌊n
3
⌋
+
⌊n
5
⌋
. (4.64)
There are poles of generally increasing order as we move toward large negative u, and
zeros of increasing order toward large positive u. The rightmost pole occurs at u = 0.
Therefore, a chiral multiplet with positive R-charge has all poles lying in the negative
half-plane, Re(u) < 0. As for the asymptotic behavior, one computes that
lim
u→i∞
ZΦPHS(u) = 1, lim
u→−i∞
ZΦPHS(u) = −i exp
[
ipi
30
(
u2 − u+ 1
6
)]
, (4.65)
where the constant phase can be deduced from Appendix D.3 of [3].
Now let us consider the duality between the theory U(1)1/2 + Φ and a free chiral
multiplet. Omitting constant factors and including both CS and FI contributions (in
the absence of flux), the partition function of the gauge theory is given by
Z
U(1)1/2+Φ
PHS (ζ) ∝
∫
du e−
ipi
30
u2e−
2pii
30
uζZΦPHS
(
u+
1
2
r
)
, (4.66)
where the integration is over a cycle homologous to the imaginary u-axis. Specifically,
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if we take u = δ + ix, then the asymptotic behavior of the integrand is:∣∣∣∣e− ipi30u2e− 2pii30 uζZΦPHS(u+ 12r
)∣∣∣∣ ∼
{
e
pi
15
(δ+Re(ζ))x x→∞,
e
pi
15
( 1
2
(1−r)+Re(ζ))x x→ −∞. (4.67)
In particular, to decay in both directions, we must have
Re(ζ) + δ < 0 < Re(ζ) +
1
2
(1− r). (4.68)
For the contour to lie to the right of all poles, we must also take δ > −1
2
r, so we see
that δ + 1
2
r must belong to the interval (0, 1
2
), and then the domain for ζ is restricted
as above. Then the duality implies the relation
Z
U(1)1/2+Φ
PHS (ζ) = Zcontact(ζ)Z
Φ
PHS
(
ζ +
1
2
(1− r)
)
, (4.69)
where the first factor includes FR, RR, and gravitational Chern-Simons contact terms.
This relation can be checked numerically, using the exact formulas from Section 4.2.1.
Next, consider the duality between the U(1) gauge theory with a pair of chirals of
charges ±1 and the XYZ model. The relevant partition functions are
ZSQED1PHS (ζ, ν) ∝
∫
du e−
ipi
30
u2e−
2pii
30
uζ
∏
±
ZΦPHS
(
±u+ ν + 1
2
r
)
, (4.70)
ZXYZPHS (ζ, ν) = Z
Φ
PHS(2ν + r)
∏
±
ZΦPHS
(
±ζ − ν + 1
2
(1− r)
)
. (4.71)
Then we expect a relation of the form
ZSQED1PHS (ζ, ν) = Zcontact(ζ, ν)Z
XYZ
PHS (ζ, ν). (4.72)
For a straight contour, such a relation holds as long as
f ≡ Re(ν) + 1
2
r ∈
(
0,
1
2
)
,
1
2
− f > |Re(ζ)|, f > |δ|. (4.73)
It can also be checked numerically using the exact formulas from Section 4.2.2.
In Appendix B, we make some further remarks on the geometrical interpretation
of identities such as those above.
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5 Difference Equations
The gluing procedure of DGG says little about the TQFT interpretation of the fibering
operators, such as what kinds of Chern-Simons invariants they might correspond to.
Indeed, properties such as affine ST -invariance of the tetrahedron wavefunction of the
dual TQFT and independence of triangulation are in principle guaranteed by mirror
symmetry, regardless of M3. To gain a better handle on the TQFT dual to M3, we
need to examine in more detail the partition functions ZM3 themselves rather than
their composition under gluing.
We begin by recalling that the lens space partition functions of the theories T2[M ]
obey a set of difference equations that can be derived from those of the fundamental
theory T∆. This can be understood by noting that P∂M is the phase space of SL(2,C)
Chern-Simons theory on M , and LM is the space of classical solutions (i.e., the mod-
uli space of supersymmetric vacua of the theory T2[M ] on a circle) [7]. The classical
defining equations of LM are promoted to quantum operators that annihilate the wave-
functions of Chern-Simons theory on M . There are holomorphic and antiholomorphic
versions of these operators, hence two sets of difference equations.
From the SCFT side of the 3D-3D correspondence, the existence of holomorphic
and antiholomorphic difference equations can be understood by factorizing the lens
space partition functions into holomorphic blocks [4]. The holomorphic block Bα(x; q)
of a 3D N = 2 SCFT is essentially the partition function on a twisted product D2×qS1,
labeled by a choice of vacuum α for the massive theory on R2 × S1, with U(1) flavor
symmetry fugacities denoted by x. The vacuum α is determined by boundary conditions
on the D2, viewed as a semi-infinite cigar.
From this point of view, the holomorphic blocks for a given theory satisfy a set
of q-difference equations that follow from the algebra of half-BPS line operators for
background flavor gauge fields wrapping the S1 and inserted at the tip of the cigar (to
preserve supersymmetry). They satisfy as many difference equations as the number of
U(1) flavor symmetries N . The operators that annihilate the blocks are polynomials in
the Wilson and ’t Hooft lines xˆi and pˆi (i = 1, . . . , N). The blocks can be characterized
as providing a basis for the vector space of solutions to these difference equations, with
suitable analyticity properties.
In this section, we derive the difference equations obeyed by the tetrahedron parti-
tion functions onM3 from properties of the Seifert fibering operators. We find a richer
structure than in the case of the holomorphic-antiholomorphic factorization for lens
spaces. Having derived the difference equations for T∆, the difference equations for a
general theory of class R follow from the standard operations of changing polarization
and gluing. This is accomplished via appropriate eliminations in tensor products of the
tetrahedron operator algebra [4, 7, 8]. We will see in Section 6 that these difference
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equations contain important physical information about the TQFT dual to M3.
In what follows, we make heavy use of various q-deformed Pochhammer symbols,
which we define here for reference. The q-Pochhammer symbol is defined by
(x; q)n ≡

∏n−1
j=0 (1− xqj) for n > 0,∏|n|
j=1(1− xq−j)−1 for n < 0,
(5.1)
and (x; q)0 ≡ 1. The extended q-Pochhammer symbol is defined by
(x; q)∞ ≡

∏∞
j=0(1− xqj) for |q| < 1,∏∞
j=0(1− xq−j−1)−1 for |q| > 1.
(5.2)
It is analytic for |q| < 1 and |q| > 1 but diverges for |q| = 1. It satisfies (x; q−1)∞ =
(qx; q)−1∞ .
5.1 Lens Spaces
We first recall the difference equations satisfied by the partition function of the tetra-
hedron theory on (squashed) lens spaces.
On L(k, p)b with arbitrary holonomy m ∈ Z/kZ turned on, we have
Z
(k,p)
b [∆](ν,m) = (qx
−1; q)∞(q˜x˜−1; q˜)∞ (5.3)
in the U(1)1/2 quantization [8], where
q ≡ e 2piik (b2+p), q˜ ≡ e 2piik (b−2+r), x ≡ e 2piik (−ibν−pm), x˜ ≡ e 2piik (−ib−1ν+m), (5.4)
and pr ≡ 1 (mod k).25 The shift operators
x = x, x˜ = x˜, y = eib∂ν−∂m , y˜ = eib
−1∂ν+r∂m (5.5)
satisfy two commuting algebras:
yx = qxy, y˜x˜ = q˜x˜y˜, yx˜ = x˜y, y˜x = xy˜. (5.6)
From (5.2), we have (qx; q)∞ = (1− x)−1(x; q)∞, so that
y(qx−1; q)∞ = (x−1; q)∞ = (1− x−1)(qx−1; q)∞ (5.7)
25On S3b , this becomes Z
(1,1)
b [∆](ν, 0) = e
ipi
2 (iQ/2−ν)2+ ipi24 (b2+b−2)sb(iQ/2−ν) [6, 8]. On L(k, 1)b with
holonomy turned on, the answer can be written as a lattice product [8].
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and similarly for y˜, which implies that
(y + x−1 − 1)Z(k,p)b [∆] = (y˜ + x˜−1 − 1)Z(k,p)b [∆] = 0. (5.8)
As anticipated, we find a “holomorphic” difference equation and an “antiholomorphic”
counterpart.
5.2 Properties of Fibering Operators
To derive the analogous difference equations obeyed by ZM3 [∆], we take an empirical
approach that we retroactively justify in Section 6.2. The difference equations that we
deduce in this section will also be shown in the next section to be uniquely fixed by
higher-dimensional considerations.
As a first step, we observe that the difference equations for Z
(k,p)
b [∆] ≡ ZL(k,p)b [∆]
stem from simple multiplicative properties of the q-Pochhammer symbols (holomorphic
blocks). What similarly useful properties might the Seifert fibering operators satisfy?
For a free chiral multiplet, the (q, p)-fibering operator is related to the holomorphic
block by [3]
GΦq,p(ν) = lim
τ→0
BΦg˜ (ν, τ)
BΦ(ν, τ)
= lim
τ→0
(q˜y˜; q˜)∞
(qy; q)∞
, (5.9)
where we have defined the variables
y = e2piiν , q = e2piiτ , y˜ = exp
(
2piiν
pτ + q
)
, q˜ = exp
(
2pii(sτ − t)
pτ + q
)
(5.10)
and introduced integers t, s associated to q, p satisfying
pt+ qs = 1. (5.11)
Given (5.9), the finite-τ difference equations satisfied by the q-Pochhammer symbols
naturally give rise to difference equations satisfied by the fibering operators (we indicate
the relevant operators in this case with hats to distinguish them from those in the lens
space case). For example, by analogy with the lens space case, we have
yˆ = y, pˆi = e−τ∂ν =⇒ pˆiyˆ = q−1yˆpˆi. (5.12)
Of course, this is not quite what we want, both because the algebra (5.12) trivializes
in the τ → 0 limit and because the (qy; q)∞ in (5.9) is just a normalization factor, so
the difference operators should really act on (q˜y˜; q˜)∞. So at finite τ , the relevant shift
operator should take y˜ 7→ q˜−1y˜, which is equivalent to ν 7→ ν− sτ + t in view of (5.10).
This operation does have a nontrivial limit as τ → 0, namely ν 7→ ν + t. Therefore, we
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might define the operators
yˆ = e2piiν/q, pˆi : ν 7→ ν + t (5.13)
acting on GΦq,p(ν). Using the explicit formulas in Appendix A, we compute that
GΦq,p(ν + t) = (1− e2piiν)−s(1− e2piiν/q)GΦq,p(ν). (5.14)
Actually, because GΦq,p(ν) is not purely a function of e2piiν/q, the action of pˆi in (5.13) is
ambiguous: we could equally well have defined it as
pˆi : ν 7→ ν + t+mq (5.15)
for m ∈ Z (note that the operator σˆ : ν 7→ ν + q commutes with pˆi). Correspondingly,
we are free to redefine (t, s)→ (t+mq, s−mp) in (5.14).
Of course, understanding the action of certain difference operators on the fibering
operators is not the whole story: our real interest lies in how these fibering operators
combine into full M3 partition functions, and the action of the appropriate difference
operators thereon. But at the very least, the above discussion suggests that we need
to understand the transformation properties of the Seifert fibering operators under
arbitrary shifts of their arguments and fluxes. To this end, we recall that26
GΦq,p(ν)n ≡ ΠΦq,p(ν)nGΦq,p(ν), ΠΦq,p(ν)n ≡ (e2piiν/q; e2piit/q)−n (5.16)
and consider the properties
GΦq,p(ν)n+q = ΠΦ(ν)GΦq,p(ν)n, GΦq,p(ν + 1)n+p = GΦq,p(ν)n (5.17)
(as spelled out in Section 4.3.2 of [3]). The relations (5.17) collectively give
GΦq,p(ν + a)n+qb+pa = ΠΦ(ν)bGΦq,p(ν)n. (5.18)
The first relation in (5.17) expresses the fact that q units of fractional flux at a special
fiber is equivalent to one unit of ordinary flux, while the second comes from invariance
under large gauge transformations. Note that the property
GΦq,p+q(ν)n = GΦ1,1(ν)GΦq,p(ν)n (5.19)
is a special case of the statement that q units of fractional flux equate to one unit of
26At an operational level, the fact that the flux operators are well-defined only when the total flux
n is an integer makes clear how the R-symmetry fluxes constrain the matter R-charges.
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ordinary flux, applied to the flux describing the S1 fibration.
To be more explicit, it is helpful to use the identity
q−1∏
`=0
(1− e2pii(ν+`)/q) = 1− e2piiν . (5.20)
This formula holds whenever ` ranges over a complete set of residues (mod q), and for
instance, after rescaling ` → t` (because q and t are coprime). Note that the LHS of
(5.20) can be written as (e2piiν/q; e2pii/q)q. Then the first equation in (5.17) is seen to be
a property of the flux operator, namely
ΠΦq,p(ν)n+q = Π
Φ(ν)ΠΦq,p(ν)n, (5.21)
as follows from (5.1), (5.16), and (5.20). Now write p = [p]′qq + [p]q with 0 ≤ [p]q < q
(we always assume that q > 0; for normalized Seifert invariants, we have [p]′q = 0 and
[p]q = p). The second equation in (5.17) states that
GΦq,p(ν + 1) =
ΠΦq,p(ν)n
ΠΦq,p(ν + 1)n+p
GΦq,p(ν) = (1− e2piiν)[p]
′
q
[p]q−1∏
j=0
(1− e2pii(ν+tj)/q)
GΦq,p(ν),
(5.22)
the quantity in square brackets being (e2piiν/q; e2piit/q)[p]q . The prefactor on the RHS can
be written as ΠΦ(ν)−[p]
′
qΠΦq,p(ν)−[p]q , which reduces to Π
Φ
q,p(ν)−p for normalized (q, p).
Indeed, we can infer this property directly from (A.7), using (5.20) and the fact that
p is the inverse of t (mod q). Hence the second equation in (5.17) specifies that the
fibering operator transforms by a multiplicative factor under a shift of ν by 1.
In light of these facts, we collect some useful formulas below.
Shifts of the flux operator. Combining the properties (x; q)−n−1 = (1−xq−(n+1))−1
(x; q)−n and (qx; q)n = (1− x)−1(x; q)n+1 gives
ΠΦq,p(ν + kt)m+m =
(e2pii(ν−t(m+m))/q; e2piit/q)k
(e2piiν/q; e2piit/q)k(e2pii(ν−t(m+1))/q; e−2piit/q)m
ΠΦq,p(ν)m (5.23)
for k,m ∈ Z.
Generic shifts of the fibering operator. Using the identity (5.20) and the explicit
formula (A.7) (or (5.22) and induction), we get
GΦq,p(ν + n) = (1− e2piiν)n[p]
′
q
[p]q−1∏
j=0
(e2pii(ν+tj)/q; e2pii/q)n
GΦq,p(ν) (5.24)
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for n ∈ Z.
Shifts of the fibering operator by multiples of t. When t|n, shifts by n simplify
substantially. Using (5.20), we deduce from (5.24) that
GΦq,p(ν +mt) = (1− e2piiν)−ms(e2piiν/q; e2piit/q)mGΦq,p(ν) (5.25)
for m ∈ Z.
Shifts of the fibering operator by multiples of q. When q|n, shifts by n simplify
even further. Again using (5.20), we deduce from (5.24) that
GΦq,p(ν +mq) = (1− e2piiν)mpGΦq,p(ν) (5.26)
for m ∈ Z.
5.3 Spaces with H1 = 0
Let us see whether we can upgrade the above observations to a prescription for writing
down the difference equations for ZM3 [∆]. We do so by looking at a series of examples.
The most tractable examples are those for which fractional fluxes play no essential role,
namely those for which H1(M3,Z) = 0, so we start with these. For these examples, it
helps to know that on a QHS, the partition function of a chiral multiplet of vanishing
R-charge in the absence of flux is given by
ZΦ(ν) = ΠΦ(ν)ẐΦ(ν), ẐΦ(ν) ≡
n∏
i=1
GΦqi,pi(ν). (5.27)
We have stripped off a factor of ΠΦ(ν), which is insensitive to integer shifts of ν.
The general structure that we find is as follows. For spaces with no holonomies
(and with ordinary and fractional fluxes set to zero), we can associate to each special
fiber a pair of operators (5.13). The operators collectively obey
pˆiqyˆq = e
2piit/qyˆqpˆiq, pˆiqyˆq′ = yˆq′ pˆiq (q 6= q′), (5.28)
and each pair gives rise to a separate difference equation
(pˆiq + yˆq − 1)ẐΦ(ν) = 0⇐⇒ (pˆiq + yˆq − 1)ZΦ(ν) = 0 (5.29)
satisfied by the partition function.
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Example. On S3 = L(1, 1)b=1, we have q = q˜ = 1 and (5.14) becomes
GΦ1,1(ν + 1) = (1− e2piiν)GΦ1,1(ν)⇐⇒ (pˆi + yˆ − 1)GΦ1,1(ν) = 0, (5.30)
as expected from (5.8). To be precise, the Pochhammer symbols in (5.3) diverge when
q = q˜ = 1, so we cannot directly compare to (5.8) in this case; however, we do expect
that in the absence of squashing, the two difference equations in (5.8) collapse into one.
Example. On S3b = L(1, 1)b = L(1, 0)b, there are no holonomies and we have
ẐΦ(ν) = GΦq1,p1(ν)GΦq2,p2(ν), b2 = q1/q2, q1p2 + q2p1 = 1. (5.31)
Using (5.14) and (5.26), we get
ẐΦ(ν + q2) = (1− e2piiν/q1)ẐΦ(ν), ẐΦ(ν + q1) = (1− e2piiν/q2)ẐΦ(ν), (5.32)
so that with yˆ1 = e
2piiν/q1 , yˆ2 = e
2piiν/q2 , and pˆi1 and pˆi2 defined as in (5.13),
(pˆi1 + yˆ1 − 1)ẐΦ(ν) = (pˆi2 + yˆ2 − 1)ẐΦ(ν) = 0 (5.33)
as expected. What if we had used (5.15) instead? Define
pˆi1 : ν 7→ ν + t1 +m1q1 = ν + q2 +m1q1, (5.34)
pˆi2 : ν 7→ ν + t2 +m2q2 = ν + q1 +m2q2. (5.35)
Regardless of m1 and m2, we have
pˆi1yˆ1 = e
2piib−2 yˆ1pˆi1, pˆi2yˆ2 = e
2piib2 yˆ2pˆi2. (5.36)
To ensure that pˆi1yˆ2 = yˆ2pˆi1 and pˆi2yˆ1 = yˆ1pˆi2, we must have m1 = q2m
′
1 and m2 = q1m
′
2
for m′1,m
′
2 ∈ Z, so that
pˆi1Ẑ
Φ(ν) = (1− yˆ1)(1− yˆ2)m′1ẐΦ(ν), pˆi2ẐΦ(ν) = (1− yˆ2)(1− yˆ1)m′2ẐΦ(ν). (5.37)
We may set m′1 = m
′
2 = 0 by acting with shifts of ν by q1q2, which commute with both
pˆi1 and pˆi2. Hence our original prescription was the correct one.
Example. On the PHS, we have
ẐΦ(ν) = GΦ2,−1(ν)GΦ3,1(ν)GΦ5,1(ν) (5.38)
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where for (q, p) = (2,−1), (3, 1), (5, 1), we have
(t, s) ∈ (1, 1) + (2, 1)Z, (1, 0) + (3,−1)Z, (1, 0) + (5,−1)Z, (5.39)
respectively. Set yˆq = e
2piiν/q for q = 2, 3, 5. Letting [n]q ≡ n (mod q) ∈ {0, . . . , q − 1},
we have from (5.20) and (5.25) (with t = 1) that for n ∈ Z,
ẐΦ(ν + n) = (1− e2piiν)n/30−[n]2/2−[n]3/3−[n]5/5
∏
q=2,3,5
[n]q−1∏
`q=0
(1− e2pii(ν+`q)/q)ẐΦ(ν). (5.40)
Clearly, shifting ν by 30 shifts the ordinary flux by −1: ZΦ(ν+ 30) = (1− e2piiν)ZΦ(ν).
We expect one difference equation for each special fiber, since each pˆi should act non-
trivially on only one yˆ. Hence we choose
(q, p) = (2,−1) =⇒ (t, s) = (1, 1) + 7(2, 1) = (15, 8),
(q, p) = (3, 1) =⇒ (t, s) = (1, 0) + 3(3,−1) = (10,−3), (5.41)
(q, p) = (5, 1) =⇒ (t, s) = (1, 0) + (5,−1) = (6,−1),
and accounting for the ambiguity (mod 30), we define
pˆi2 : ν 7→ ν + 15 + 30m2, pˆi3 : ν 7→ ν + 10 + 30m3, pˆi5 : ν 7→ ν + 6 + 30m5 (5.42)
with mq ∈ Z. We find that (5.28) is satisfied, with t = 1 in all cases. Using (5.40), we
have
pˆiqẐ
Φ(ν) = (1− e2piiν)mq(1− yˆq)ẐΦ(ν) (5.43)
for q = 2, 3, 5. Shifts by lcm(2, 3, 5) = 30 are redundant and commute with pˆi2,3,5, so
by making such shifts, we may set m2 = m3 = m5 = 0 to obtain the “elementary”
operations pˆi2,3,5.
Comment. Let us try to extend these considerations to a rationally squashed lens
space L(p, q)b, with
ẐΦ(ν) = GΦq1,p1(ν)GΦq2,p2(ν), b2 = q1/q2, p = p1q2 + p2q1, q = q1s2 − p1t2 (5.44)
and, as usual, p1t1 + q1s1 = 1 and p2t2 + q2s2 = 1 [3]. Define
yˆ1 = e
2piiν/q1 , yˆ2 = e
2piiν/q2 , pˆi1 : ν 7→ ν+ t1 +m1q1, pˆi2 : ν 7→ ν+ t2 +m2q2. (5.45)
Then we have
pˆi1yˆ1 = e
2piit1/q1 yˆ1pˆi1, pˆi2yˆ2 = e
2piit2/q2 yˆ2pˆi2. (5.46)
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We require that
pˆiiyˆj = yˆjpˆii (i 6= j), (5.47)
which means that m1,m2 must be chosen such that q2|(t1 +m1q1) and q1|(t2 +m2q2):
t1 +m1q1 = r1q2, t2 +m2q2 = r2q1. (5.48)
Using (5.24), we then have
ẐΦ(ν + t1 +m1q1) = (1− e2piiν)m1p1−s1+r1p2(1− e2piiν/q1)ẐΦ(ν), (5.49)
ẐΦ(ν + t2 +m2q2) = (1− e2piiν)m2p2−s2+r2p1(1− e2piiν/q2)ẐΦ(ν). (5.50)
So we want
m1p1 − s1 + r1p2 = 0, m2p2 − s2 + r2p1 = 0. (5.51)
Solving the equations (5.48) and (5.51) for mi, ri gives
m1 =
q2s1 − p2t1
p
, m2 =
q
p
. (5.52)
So this procedure works only for p = 1, in which case L(1, q)b ∼= S3b . In this case, the
commutation relations (5.46) coincide with the known relations for lens spaces:
pˆi1yˆ1 = e
2pii
p
b−2 yˆ1pˆi1 = e
2piiq2
q1 yˆ1pˆi1, pˆi2yˆ2 = e
2pii
p
b2 yˆ2pˆi2 = e
2piiq1
q2 yˆ2pˆi2, (5.53)
by virtue of p1q2 ≡ 1 (mod q1), p2q1 ≡ 1 (mod q2), and piti ≡ 1 (mod qi).
5.4 Including Holonomies
We now describe how to incorporate holonomies into the difference equations arising
from the Seifert formalism, and how they depend only on the “global” flux rather than
the individual fractional fluxes. Including fluxes, the QHS partition function of a chiral
multiplet is
ZΦ(ν)m = Π
Φ(ν)ẐΦ(ν)m, Ẑ
Φ(ν)m ≡
n∏
i=0
GΦqi,pi(ν)mi =
[
ΠΦ(ν)m0
n∏
i=1
ΠΦqi,pi(ν)mi
]
ẐΦ(ν),
(5.54)
with ẐΦ(ν) as in (5.27).
Regardless of geometry, there is locally a notion of fractional flux, which can be
globally redefined away for homology spheres. For lens spaces, our difference equations
(which depend on ν,m0,m1,m2) admit many redundancies in description relative to
those of [8] (which depend only on ν,m). Indeed, the difference equations of [8] have
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many different representations in terms of m1,m2. These redundancies are encoded in
the fact that the large gauge transformation
ν → ν + 1, m0 → m0 + d, mi → mi + pi (5.55)
is a trivial operation in the 3D Picard group [3]. Likewise, the equivalence relations
[d; g; (qi, bi)] ∼=
[
d−
∑
i
mi; g; (qi, bi + miqi)
]
(5.56)
are trivial operations in the 2D Picard group [3]. The partition function should be
invariant under the former for any choice of Seifert invariants in the defining line bundle
related by the latter.
As examples, we derive the difference equations obeyed by the tetrahedron theory
on all of the spherical manifolds S3/ΓADE. The general picture that emerges is that the
definitions of the variables differ from those for lens spaces with continuous squashing,
but the difference equations take exactly the same form (one for each exceptional fiber).
For example, for spaces with H1 = 0, we find for each constituent fibering operator
GΦq,p(ν)m that
yˆ = e2pii(ν−tm)/q, pˆi : (ν,m) 7→ (ν + t,m), (5.57)
where pˆi can be defined not to act on any of the fluxes (due to the equivalence relations
in the 2D and 3D Picard groups). However, when H1 6= 0, at least one of the pˆi’s must
act on the holonomies. One consistency check that these equations are correct is that
by demanding that these equations hold while completely accounting for large gauge
transformations and other equivalences between fractional fluxes, one can reproduce
the known homology groups for these manifolds. In Section 6.2, we offer an alternative
derivation that removes all doubts as to the correctness of these equations.
As a warmup, we begin by corroborating and generalizing our analysis for spaces
with H1 = 0 by turning on fractional fluxes. Below, we often use pˆi∗ : • as shorthand
for pˆi∗ : (ν,m0,m1, . . . ,mn) 7→ •.
On S3, we have GΦ1,1(ν)m = ΠΦ(ν)mGΦ1,1(ν) where
GΦ1,1(ν + n)m+n′ = ΠΦ(ν)m+n
′GΦ1,1(ν + n) = (1− e2piiν)n−n
′GΦ1,1(ν)m (5.58)
for n, n′ ∈ Z. The partition function is invariant under large gauge transformations:
ẐΦ(ν)m0,m1 = Π
Φ(ν)m0GΦ1,1(ν)m1 = ΠΦ(ν + 1)m0+0GΦ1,1(ν + 1)m1+1. (5.59)
We see that for any operation of the form (5.58), one can use a large gauge transfor-
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mation to set the shift in the flux n′ to zero; then we are left with n = t and we can
set n = 1 by redefining (t, s)→ (t+m, s−m), giving the desired difference equation.
On S3b , we have
ẐΦ(ν)m0,m1,m2 = Π
Φ(ν)m0ΠΦq1,p1(ν)m1Π
Φ
q2,p2
(ν)m2Ẑ
Φ(ν) (5.60)
with ẐΦ(ν) as in (5.31). We have using (5.23) that
ẐΦ(ν + q2)m0,m1,m2 =
ΠΦq1,p1(ν + q2)m1
ΠΦq1,p1(ν)m1
(1− e2piiν/q1)ẐΦ(ν)m0,m1,m2
= (1− e2pii(ν−q2m1)/q1)ẐΦ(ν)m0,m1,m2 , (5.61)
ẐΦ(ν + q1)m0,m1,m2 =
ΠΦq2,p2(ν + q1)m2
ΠΦq2,p2(ν)m2
(1− e2piiν/q2)ẐΦ(ν)m0,m1,m2
= (1− e2pii(ν−q1m2)/q2)ẐΦ(ν)m0,m1,m2 , (5.62)
which shows that the difference equations can be defined without acting on the holono-
mies, as consistent with H1 = 0 in this case. To show that the action on the holonomies
can always be gauged away, consider the most general parametrization
yˆ1 = e
2pii(ν−q2m1)/q1 , pˆi1 : (ν +m1,m0 +m10,m1 +m11,m2 +m12), (5.63)
yˆ2 = e
2pii(ν−q1m2)/q2 , pˆi2 : (ν +m2,m0 +m20,m1 +m21,m2 +m22), (5.64)
with arbitrary integer shifts mq and mqq′ . We must have
m1 −m11q2 ≡ q2 (mod q1), m1 −m12q1 ≡ 0 (mod q2), (5.65)
m2 −m22q1 ≡ q1 (mod q2), m2 −m21q2 ≡ 0 (mod q1) (5.66)
for the actions of pˆi1, pˆi2 on yˆ1, yˆ2 to be correct. Using the coprimality of q1 and q2, we
can therefore write
pˆi1 : (ν + q2 +m11q2 +m12q1 + k1q1q2,m0 +m10,m1 +m11,m2 +m12), (5.67)
pˆi2 : (ν + q1 +m22q1 +m21q2 + k2q1q2,m0 +m20,m1 +m21,m2 +m22). (5.68)
Using (5.20) for simplification, we compute that
pˆiqẐ
Φ(ν)m0,m1,m2 = (1− e2piiν)kq−mq0(1− yˆq)ẐΦ(ν)m0,m1,m2 , (5.69)
which requires kq = mq0 to obtain the desired difference equations (q = 1, 2). Under
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these conditions, we readily see from the fact that shifts
ν + 1,m1 + p1,m2 + p2 (5.70)
act trivially on the partition function (since they comprise a large gauge transforma-
tion), the flux equivalences
(ν,m0,m1,m2) ∼ (ν,m0 −N1 −N2,m1 +N1q1,m2 +N2q2), (5.71)
and q1p2 + q2p1 = 1 that these operators are equivalent to
pˆi1 : ν 7→ ν + q2, pˆi2 : ν 7→ ν + q1. (5.72)
So our na¨ıve definitions of pˆi1, pˆi2 were correct. Note in particular that
(ν,m0,m1,m2) ∼ (ν + q1q2,m0 + 1,m1,m2)
∼ (ν + q2,m0,m1 + 1,m2)
∼ (ν + q1,m0,m1,m2 + 1), (5.73)
meaning that any shifts of the fluxes can be absorbed into shifts of ν.
On the PHS with (q, p) = (2,−1), (3, 1), (5, 1), we have
ẐΦ(ν + t)m0,m2,m3,m5 =
ΠΦq,p(ν + 1)mq
ΠΦq,p(ν)mq
(1− e2piiν/q)ẐΦ(ν)m0,m2,m3,m5
= (1− e2pii(ν−mq)/q)ẐΦ(ν)m0,m2,m3,m5 (5.74)
for t = 15, 10, 6. More generally, consider
pˆiq : (ν + t(q) + 15mq2 + 10mq3 + 6mq5 + 30kq, {mq′ +mqq′ | q′ = 0, 2, 3, 5}) (5.75)
where t(2) = 15, t(3) = 10, t(5) = 6. This is the most general parametrization such
that pˆiq and yˆq = e
2pii(ν−mq)/q obey the correct commutation relations for q = 2, 3, 5 (as
follows from solving the required system of congruences using the Chinese remainder
theorem). To compute the action of the pˆiq on
ẐΦ(ν)m0,m2,m3,m5 = Π
Φ(ν)m0ΠΦ2,−1(ν)m2Π
Φ
3,1(ν)m3Π
Φ
5,1(ν)m5Ẑ
Φ(ν) (5.76)
with ẐΦ(ν) as in (5.38), it suffices to use (5.23) and (5.25) for arbitrary shifts of the
flux and fibering operators because we can choose t = 1 for all exceptional fibers, and
– 45 –
all shifts are multiples of 1. We compute that
pˆiqẐ
Φ(ν)m0,m2,m3,m5 = (1− e2piiν)kq−mq0(1− yˆq)ẐΦ(ν)m0,m2,m3,m5 (5.77)
for q = 2, 3, 5. Hence the conditions that we need to impose are again
kq = mq0 (q = 2, 3, 5). (5.78)
Using the conditions (5.78), combined with the fact that large gauge transformations
(ν + 1,m0,m2 − 1,m3 + 1,m5 + 1) (5.79)
and shifts of the form
(ν,m0 −N2 −N3 −N5,m2 + 2N2,m3 + 3N3,m5 + 5N5) (5.80)
leave ẐΦ(ν)m0,m2,m3,m5 invariant, shows that the shifts (5.75) are equivalent to
27
pˆi2 : ν 7→ ν + 15, pˆi3 : ν 7→ ν + 10, pˆi5 : ν 7→ ν + 6. (5.81)
Similarly, we find that
(ν,m0,m2,m3,m5) ∼ (ν + 30,m0 + 1,m2,m3,m5)
∼ (ν + 15,m0,m2 + 1,m3,m5)
∼ (ν + 10,m0,m2,m3 + 1,m5)
∼ (ν + 6,m0,m2,m3,m5 + 1). (5.82)
We again see that any shifts of the fluxes can be absorbed into shifts of ν. Hence we
can define the pˆiq so that all fluxes remain inert, meaning there is no global flux.
We have seen that we can gauge away holonomies on geometries with H1 = 0. Let
us take stock of the examples considered so far. On S3, we have
ZΦ(ν)m0,m1 = Π
Φ(ν)1+m0GΦ1,1(ν)m1 (5.83)
where
yˆ = e2piiν , pˆi : ν 7→ ν + 1, (pˆi + yˆ − 1)ZΦ(ν)m0,m1 = 0. (5.84)
Shifting ν → ν + 1 is equivalent to shifting the ordinary flux by −1, and we also have
27Indeed, applying the equivalence relations directly to (5.75) reduces them to pˆiq : (ν + t(q),m0 +
mq0 − kq,m2,m3,m5), which facilitates the computation of (5.77).
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that (ν,m1) ∼ (ν + 1,m1 + 1). On S3b with b2 = q1/q2 and q1p2 + q2p1 = 1, we have
ZΦ(ν)m0,m1,m2 = Π
Φ(ν)1+m0GΦq1,p1(ν)m1GΦq2,p2(ν)m2 (5.85)
where
yˆ1 = e
2pii(ν−q2m1)/q1 , pˆi1 : ν 7→ ν + q2, (pˆi1 + yˆ1 − 1)ZΦ(ν)m0,m1,m2 = 0, (5.86)
yˆ2 = e
2pii(ν−q1m2)/q2 , pˆi2 : ν 7→ ν + q1, (pˆi2 + yˆ2 − 1)ZΦ(ν)m0,m1,m2 = 0. (5.87)
Shifting ν by lcm(q1, q2) = q1q2 is equivalent to shifting the ordinary flux by −1. On
the PHS, we have
ZΦ(ν)m0,m2,m3,m5 = Π
Φ(ν)1+m0GΦ2,−1(ν)m2GΦ3,1(ν)m3GΦ5,1(ν)m5 (5.88)
where
yˆ2 = e
2pii(ν−m2)/2, pˆi2 : ν 7→ ν + 15, (pˆi2 + yˆ2 − 1)ZΦ(ν)m0,m2,m3,m5 = 0, (5.89)
yˆ3 = e
2pii(ν−m3)/3, pˆi3 : ν 7→ ν + 10, (pˆi3 + yˆ3 − 1)ZΦ(ν)m0,m2,m3,m5 = 0, (5.90)
yˆ5 = e
2pii(ν−m5)/5, pˆi5 : ν 7→ ν + 6, (pˆi5 + yˆ5 − 1)ZΦ(ν)m0,m2,m3,m5 = 0. (5.91)
Shifting ν by lcm(2, 3, 5) = 30 is equivalent to shifting the ordinary flux by −1.
We now move on to spaces with holonomies, for which the action of the pˆi’s on the
fractional fluxes can no longer be completely gauged away. In Section 5.3, we argued
that as far as lens spaces are concerned, we can only handle cases with no holonomies.
Apart from lens spaces, some good examples with holonomies are the spherical three-
manifolds considered in [3]:
S3[Ap−1] ∼= [0; 0; (1, 0), (q1, 1), (q2, 1)], p = q1 + q2 ≥ 2,
S3[Dn+2] ∼= [0; 0; (1, 0), (2,−1), (2, 1), (n, 1)], n ≥ 1, (5.92)
S3[Em+3] ∼= [0; 0; (1, 0), (2,−1), (3, 1), (m, 1)], m = 3, 4, 5.
All of these examples have κ < 0; the only one without holonomies in this class is the
PHS, since the compact group E8 is unique among simple, compact Lie groups in being
simply connected and having trivial center (extending the range of m, the E10 case has
no fractional flux, but κ > 0). Since the A-series is
L(p, p− 1), p = q1 + q2 ≥ 2, b2 = q1/q2, (5.93)
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we restrict our attention to the D- and E-series, for which
κD = − 1
2n
< 0, κE =
1
2
(
1
6
− 1
m
)
< 0 (5.94)
for n ≥ 1 and m = 3, 4, 5. We consider n ≥ 2, since D3 = A3. By requiring that the
expected difference equations hold for these geometries, we verify that P˜ic(S3[Dn+2]) ∼=
Z2 × Z2 for n even and Z4 for n odd, as well as P˜ic(S3[Em+3]) ∼= Z6−m.
On S3[Dn+2] with n ≥ 2, we have (q, p) = (2,−1), (2, 1), (n, 1), so
(t, s) ∈ (1, 1) + (2, 1)Z, (1, 0) + (2,−1)Z, (1, 0) + (n,−1)Z (5.95)
and
ẐΦ(ν)m0,m−,m+,mn = Π
Φ(ν)m0ΠΦ2,−1(ν)m−Π
Φ
2,1(ν)m+Π
Φ
n,1(ν)mnẐ
Φ(ν) (5.96)
where
ẐΦ(ν) ≡ GΦ2,−1(ν)GΦ2,1(ν)GΦn,1(ν). (5.97)
At the level of the partition function, we have the equivalences
(ν,m0,m−,m+,mn) ∼ (ν +N,m0,m− −N,m+ +N,mn +N) (5.98)
∼ (ν,m0 −N− −N+ −Nn,m− + 2N−,m+ + 2N+,mn + nNn).
For n even, these equivalence relations imply that
(ν,m0,m−,m+,mn) ∼ (ν + n,m0 + 1,m−,m+,mn)
∼ (ν + n+ 1,m0,m− + 1,m+ + 1,mn + 1)
∼ (ν + n,m0,m−,m+ + 2,mn)
∼ (ν + 2,m0,m−,m+,mn + 2). (5.99)
From (5.99), we infer (ν,m−) ∼ (ν + n,m− + 2). So in addition to the shift ν → ν + n
(where n is the LCM of the q’s) being equivalent to a shift of the ordinary flux by −1,
all three fractional fluxes are effectively valued in Z2 modulo shifts of ν. For n odd, we
derive instead that
(ν,m0,m−,m+,mn) ∼ (ν + n+ 1,m0 + 1,m−,m+,mn + 1)
∼ (ν + n,m0,m− + 1,m+ + 1,mn)
∼ (ν + 2n,m0,m−,m+ + 4,mn)
∼ (ν + n+ 1,m0,m−,m+ + 2,mn + 1). (5.100)
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The equivalences (5.100) imply that shifts of the form (ν+2n,m0 +2), (ν+2n,m−+4),
(ν+2,mn+2) are trivial. Therefore, a shift of ν by the LCM of the q’s (2n) is equivalent
to a shift of the ordinary flux by −2, and the fractional fluxes m−,m+,mn are effectively
valued in Z4,Z4,Z2 modulo shifts of ν (this example is the only one considered in this
paper for which arbitrary shifts of the ordinary flux m0 cannot be absorbed into shifts
of ν). Now suppose that we have three mutually commuting pairs (yˆ, pˆi). We find that
we must define the pˆi to shift fractional fluxes nontrivially to achieve this, and that we
may need to shift more fluxes than a priori necessary to get the expected difference
equations. The result of our analysis is that for S3[Dn+2], (the torsion part of) H1 is
Z2×Z2 for n even and Z4 for n odd, as expected. We first write down the most general
shift operators that satisfy the correct commutation relations with
yˆ− = e2pii(ν−m−)/2, yˆ+ = e2pii(ν−m+)/2, yˆn = e2pii(ν−mn)/n. (5.101)
Using, e.g., the Chinese remainder theorem for non-coprime moduli and the equiva-
lences (5.98) for simplification, we find that these operators can be parametrized as
pˆi− : (ν,m0 +m−0,m− + 1,m+,mn),
pˆi+ : (ν,m0 +m+0,m−,m+ + 1,mn), (5.102)
pˆin : (ν + 1,m0 +mn0,m− + 1,m+ + 1,mn)
for some integers m∗0, regardless of whether n is even or odd. We now use the formulas
(5.23) and (5.25) for shifts of ν by multiples of t = 1 and hence take (t, s) = (1, 1),
(1, 0), (1, 0) for the three exceptional fibers. We compute that
pˆi∗ẐΦ(ν)m0,m−,m+,mn = (1− e2piiν)−1−m∗0(1− yˆ∗)ẐΦ(ν)m0,m−,m+,mn (5.103)
for ∗ = −,+, n. So the conditions that we want to impose are
m−0 = m+0 = mn0 = −1. (5.104)
We may use these conditions, as well as the equivalences (5.99) and (5.100), to simplify
the shift operators so that they act on as few fluxes as possible. For instance, we can
write
pˆi− : (ν + n,m0,m− + 1,m+,mn),
pˆi+ : (ν + n,m0,m−,m+ + 1,mn), (5.105)
pˆin : (ν + n+ 1,m0,m− + 1,m+ + 1,mn)
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for n even and
pˆi− : (ν + n,m0,m−,m+ + 1,mn),
pˆi+ : (ν + n,m0,m− + 1,m+,mn), (5.106)
pˆin : (ν + 1,m0,m− ± 1,m+ ∓ 1,mn)
for n odd, where we have chosen mn to remain inert in all cases. For n even, it is easy
to see from (5.99) that all (m−,m+) ∈ Z2×Z2 are independent. But for n odd, we can
further use (5.100) to make both m+ and mn (or m− and mn) inert by redefining pˆi−
and pˆin (or pˆi+ and pˆin) appropriately. Hence the only non-redundant flux in this case
is valued in Z4, as desired.
On S3[E6], we have (q, p) = (2,−1), (3, 1), (3, 1), so
(t, s) ∈ (1, 1) + (2, 1)Z, (1, 0) + (3,−1)Z, (1, 0) + (3,−1)Z (5.107)
and
ẐΦ(ν)m0,m2,m3,m3′ = Π
Φ(ν)m0ΠΦ2,−1(ν)m2Π
Φ
3,1(ν)m3Π
Φ
3,1(ν)m3′ Ẑ
Φ(ν) (5.108)
where
ẐΦ(ν) ≡ GΦ2,−1(ν)GΦ3,1(ν)2. (5.109)
The equivalences
(ν,m0,m2,m3,m3′) ∼ (ν +N,m0,m2 −N,m3 +N,m3′ +N) (5.110)
∼ (ν,m0 −N2 −N3 −N3′ ,m2 + 2N2,m3 + 3N3,m3′ + 3N3′)
imply that
(ν,m0,m2,m3,m3′) ∼ (ν + 6,m0 + 1,m2,m3,m3′)
∼ (ν + 3,m0,m2 + 1,m3,m3′)
∼ (ν + 4,m0,m2,m3 + 1,m3′ + 1)
∼ (ν + 6,m0,m2,m3,m3′ + 3). (5.111)
Hence a shift of ν by 6 (the LCM of the q’s) is equivalent to a shift of the ordinary flux
by −1, and the fractional flux m2 is trivial modulo shifts of ν. From (5.111), we also see
that shifts (ν + 6,m3 + 3) are trivial, so m3,m3′ are both effectively valued in Z3. We
now determine the most general shift operators satisfying the required commutation
relations with
yˆ2 = e
2pii(ν−m2)/2, yˆ3 = e2pii(ν−m3)/3, yˆ3′ = e2pii(ν−m3′ )/3. (5.112)
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Using (5.110), these reduce to the simple expressions
pˆi∗ : (m0,m∗) 7→ (m0 +m∗0,m∗ − 1) (5.113)
for some undetermined integers m∗0, where ∗ = 2, 3, 3′. We then compute that
pˆi∗ẐΦ(ν)m0,m2,m3,m3′ = (1− e2piiν)−m∗0(1− yˆ∗)ẐΦ(ν)m0,m2,m3,m3′ (5.114)
for ∗ = 2, 3, 3′. Hence we must impose the conditions m∗0 = 0. Using these conditions
as well as the equivalences (5.110), it is possible to rewrite the shift operators such that
m2 and one of m3 or m3′ remain inert under their action. For instance, they can be
taken to act only on the fractional flux m3′ :
pˆi2 : (ν + 3,m0,m2,m3,m3′),
pˆi3 : (ν + 4,m0,m2,m3,m3′ + 1), (5.115)
pˆi3′ : (ν,m0,m2,m3,m3′ − 1).
The key to this rewriting is that 2 and 3 are coprime. Hence the only non-redundant
flux is valued in Z3, as desired.
On S3[E7], we have (q, p) = (2,−1), (3, 1), (4, 1), so
(t, s) ∈ (1, 1) + (2, 1)Z, (1, 0) + (3,−1)Z, (1, 0) + (4,−1)Z (5.116)
and
ẐΦ(ν)m0,m2,m3,m4 = Π
Φ(ν)m0ΠΦ2,−1(ν)m2Π
Φ
3,1(ν)m3Π
Φ
4,1(ν)m4Ẑ
Φ(ν) (5.117)
where
ẐΦ(ν) ≡ GΦ2,−1(ν)GΦ3,1(ν)GΦ4,1(ν). (5.118)
The equivalences
(ν,m0,m2,m3,m4) ∼ (ν +N,m0,m2 −N,m3 +N,m4 +N) (5.119)
∼ (ν,m0 −N2 −N3 −N4,m2 + 2N2,m3 + 3N3,m4 + 4N4)
imply that
(ν,m0,m2,m3,m4) ∼ (ν + 12,m0 + 1,m2,m3,m4)
∼ (ν + 9,m0,m2 + 1,m3,m4 + 1)
∼ (ν + 4,m0,m2,m3 + 1,m4)
∼ (ν + 6,m0,m2,m3,m4 + 2). (5.120)
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Hence a shift of ν by 12 (the LCM of the q’s) is equivalent to a shift of the ordinary
flux by −1, and the fractional flux m3 is trivial modulo shifts of ν. From (5.120), we
also deduce that shifts (ν + 12,m2 + 2) are trivial, so m2 and m4 are effectively valued
in Z2. Using these equivalences for simplification, we again find that the most general
shift operators satisfying the required commutation relations with yˆq = e
2pii(ν−mq)/q for
q = 2, 3, 4 take the simple form
pˆiq : (m0,mq) 7→ (m0 +mq0,mq − 1), (5.121)
and that they act on the partition function as
pˆiqẐ
Φ(ν)m0,m2,m3,m4 = (1− e2piiν)−mq0(1− yˆq)ẐΦ(ν)m0,m2,m3,m4 . (5.122)
Hence we must impose that mq0 = 0. Under these conditions, the equivalences (5.120)
allow us to write pˆi3 so that it acts on no fluxes,
pˆi3 : (ν + 4,m0,m2,m3,m4), (5.123)
as well as to choose m3 and m4 to be inert by taking
pˆi2 : (ν,m0,m2 − 1,m3,m4),
pˆi4 : (ν − 3,m0,m2 − 1,m3,m4), (5.124)
or to choose m2 and m3 to be inert by taking
pˆi2 : (ν + 3,m0,m2,m3,m4 − 1),
pˆi4 : (ν,m0,m2,m3,m4 − 1). (5.125)
We see in any case that the only non-redundant flux is valued in Z2, as desired.
5.5 Eliminating Redundancies
We now describe a systematic, and far less effortful, approach to the above compu-
tations. Specifically, for spaces with holonomies, we show how to write the difference
equations explicitly in a canonical form, using a natural basis of fluxes with no redun-
dancy.28 This relies on using the Smith normal form of the matrix of Picard group
relations to eliminate redundant fluxes in the partition function (which works for any
theory, not just the tetrahedron theory). Consider, for a general theory and general
28I thank Brian Willett for discussions on this point.
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M3,
Ẑ(ν)m0,m1,...,mn =
n∏
i=0
Gqi,pi(ν)mi . (5.126)
The dependence of Ẑ on the given variables is redundant. We wish to eliminate this
redundancy. The 3D Picard group is abelian and admits an additive presentation
P˜ic(M3) = 〈x0, x1, . . . , xn|Ax = 0〉, x ≡

x0
x1
...
xn
 (5.127)
where we have defined the (n+ 1)× (n+ 1) integer matrix
A ≡

−1 q1 0 · · · 0
−1 0 q2 · · · 0
...
...
...
. . .
...
−1 0 0 · · · qn
d p1 p2 · · · pn
 , (5.128)
whose first n rows encode the relations in the 2D Picard group and whose last row
encodes the additional relation in the 3D Picard group. The Smith normal form of A
can be written as
D = SAT, D = diag(α0, α1, . . . , αn) ≥ 0, α0 = 1, (5.129)
where S and T are unimodular (n+ 1)× (n+ 1) matrices. Since
detA = (−1)nc1(L0)
n∏
i=1
qi, (5.130)
the rank of A is either n + 1 or n (i.e., αn > 0 or αn = 0) depending on whether
c1(L0) 6= 0 or c1(L0) = 0:
P˜ic(M3) =
{
Zα1 ⊕ · · · ⊕ Zαn if c1(L0) 6= 0,
Zα1 ⊕ · · · ⊕ Zαn−1 ⊕ Z if c1(L0) = 0.
(5.131)
At the level of fluxes, the natural basis is found by writing
Ax = 0⇐⇒ D(T−1x) = 0. (5.132)
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At the level of the partition function Ẑ, the 3D Picard group relation also involves a
shift in ν:
(ν,m0,m1, . . . ,mn) ∼ (ν + 1,m0 + d,m1 + p1, . . . ,mn + pn). (5.133)
Therefore, it is convenient to augment A to an (n+ 1)× (n+ 2) matrix and write
(
~0
1
A
)xν
x
 = 0⇐⇒ S ( ~0
1
AT
) xν
T−1x
 = ( β D )
 xν
T−1x
 = 0 (5.134)
where β is the rightmost column of S. Hence the n+1 relations in the 3D Picard group
can be written as
(ν, m˜i) ∼ (ν + βi, m˜i + αi) (i = 0, . . . , n) (5.135)
where we have in terms of generators that x˜0...
x˜n
 = T−1
 x0...
xn
 , (5.136)
so the new basis of fluxes is given by m˜0...
m˜n
 = T T
m0...
mn
⇐⇒
m0...
mn
 = T−T
 m˜0...
m˜n
 (5.137)
where T−T ≡ (T−1)T = (T T )−1 (passing from generators to fluxes requires distinguish-
ing between passive and active transformations).
We further note that in the presence of flux, it is natural to define the shift operator
for a given special fiber to act only on the corresponding flux and not on ν, regardless
of H1:
yˆq = e
2pii(ν−tm)/q, pˆiq : (ν,m) 7→ (ν,m− 1). (5.138)
Then the pairs (yˆ, pˆi) for different special fibers automatically commute, and the requi-
red difference equations are manifestly satisfied because
ΠΦq,p(ν)m−1 = (1− e2pii(ν−tm)/q)ΠΦq,p(ν)m (5.139)
(a special case of (5.23)). It can be checked that our previously obtained pˆi’s reduce to
(5.138) in all cases. As we explain in Section 6.2, this is no accident. Below, we use
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the perspective (5.138), which we have boxed to highlight its importance.
Let us see how these considerations work in our examples. On S3,
A =
(−1 1
0 1
)
=⇒ S = A, D = T = I2, (5.140)
so m˜i = mi (i = 0, 1) and we have
(ν,m0,m1) ∼ (ν + 1,m0 + 1,m1) ∼ (ν + 1,m0,m1 + 1). (5.141)
On S3b ,
A =
−1 q1 0−1 0 q2
0 p1 p2
 =⇒ S =
−q2p1 −q1p2 q1q2p2 −p2 q2
−p1 p1 q1
 , D = T = I3, (5.142)
so m˜i = mi (i = 0, 1, 2) and we reproduce (5.73), which shows that we can indeed take
the pˆi’s as in (5.72). On the PHS,
A =

−1 2 0 0
−1 0 3 0
−1 0 0 5
0 −1 1 1
 =⇒ S =

15 −10 −6 30
8 −5 −3 15
5 −3 −2 10
3 −2 −1 6
 , D = T = I4, (5.143)
so we have m˜q = mq (q = 0, 2, 3, 5) and the right identifications (5.82) to define the pˆi’s
simply as shifts of ν, as in (5.81). On S3[Dn+2],
A =

−1 2 0 0
−1 0 2 0
−1 0 0 n
0 −1 1 1
 , (5.144)
so that for n even,
S =
( n
2
−n
2
−1 n
1+n
2
−n
2
−1 n+1
n
2
1−n
2
−1 n
1 −1 0 2
)
, D =
(
1 0 0 0
0 1 0 0
0 0 2 0
0 0 0 2
)
, T =
(
1 0 0 0
0 1 −1 −1
0 0 1 0
0 0 0 1
)
, (5.145)
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and for n odd,
S =
 n+12 −n+12 −1 n+1n+12 −n−12 −1 n
n+1
2
−n−1
2
−1 n+1
−n n−2 2 −2n
 , D = ( 1 0 0 00 1 0 00 0 1 0
0 0 0 4
)
, T =
(
1 0 −1 −2
0 1 0 1
0 0 0 −1
0 0 1 2
)
. (5.146)
For n even, we have
m˜0 = m0, m˜− = m−, m˜+ = m+ −m−, m˜n = mn −m− (5.147)
as well as the equivalence relations
(ν, m˜0) ∼ (ν + n, m˜0 + 1),
(ν, m˜−) ∼ (ν + n+ 1, m˜− + 1),
(ν, m˜+) ∼ (ν + n, m˜+ + 2),
(ν, m˜n) ∼ (ν + 2, m˜n + 2), (5.148)
which are equivalent to (5.99). Starting from the natural definitions
pˆi− : m− 7→ m− − 1, pˆi+ : m+ 7→ m+ − 1, pˆin : mn 7→ mn − 1, (5.149)
we pass to the m˜ basis using (5.147) and eliminate m˜− using the second line of (5.148)
to get that these are equivalent to
pˆi− : (ν, m˜+, m˜n) 7→ (ν + n+ 1, m˜+ + 1, m˜n + 1), pˆi∗ : m˜∗ 7→ m˜∗ − 1 (∗ = +, n)
(5.150)
acting on
ẐΦ(ν)m˜0,m˜−,m˜+,m˜n = Π
Φ(ν)m˜0GΦ2,−1(ν)m˜−GΦ2,1(ν)m˜−+m˜+GΦn,1(ν)m˜−+m˜n . (5.151)
For n odd, we have
m˜0 = m0, m˜− = m−, m˜+ = −m0 + mn, m˜n = −2m0 + m− −m+ + 2mn (5.152)
as well as the equivalence relations
(ν, m˜0) ∼ (ν + n+ 1, m˜0 + 1),
(ν, m˜−) ∼ (ν + n, m˜− + 1),
(ν, m˜+) ∼ (ν + n+ 1, m˜+ + 1),
(ν, m˜n) ∼ (ν − 2n, m˜n + 4), (5.153)
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which are equivalent to (5.100). Again writing the pˆi’s from (5.149) in the m˜ basis, and
then eliminating m˜− and m˜+ using (5.153), we obtain the equivalent expressions
pˆi− : ν 7→ ν + 2n+ 1, pˆi+ : m˜n 7→ m˜n + 1, pˆin : (ν, m˜n) 7→ (ν + n+ 1, m˜n − 2)
(5.154)
acting on
ẐΦ(ν)m˜0,m˜−,m˜+,m˜n = Π
Φ(ν)m˜0GΦ2,−1(ν)m˜−GΦ2,1(ν)m˜−+2m˜+−m˜nGΦn,1(ν)m˜0+m˜+ . (5.155)
On S3[E6],
A =
( −1 2 0 0
−1 0 3 0
−1 0 0 3
0 −1 1 1
)
=⇒ (S,D, T ) =
((
3 −2 −2 6
2 −1 −1 3
2 −1 −1 4
3 −2 −1 6
)
,
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 3
)
,
(
1 0 0 0
0 1 0 0
0 0 1 −1
0 0 0 1
))
. (5.156)
We have
m˜0 = m0, m˜2 = m2, m˜3 = m3, m˜3′ = −m3 + m3′ (5.157)
as well as the equivalence relations
(ν, m˜0) ∼ (ν + 6, m˜0 + 1),
(ν, m˜2) ∼ (ν + 3, m˜2 + 1),
(ν, m˜3) ∼ (ν + 4, m˜3 + 1),
(ν, m˜3′) ∼ (ν + 6, m˜3′ + 3), (5.158)
which are equivalent to (5.111). The pˆi’s from (5.138), when written in the m˜ basis and
after eliminating m˜2 and m˜3 using (5.158), become
pˆi2 : ν 7→ ν + 3, pˆi3 : (ν, m˜3′) 7→ (ν + 4, m˜3′ + 1), pˆi3′ : m˜3′ 7→ m˜3′ − 1 (5.159)
acting on
ẐΦ(ν)m˜0,m˜2,m˜3,m˜3′ = Π
Φ(ν)m˜0GΦ2,−1(ν)m˜2GΦ3,1(ν)m˜3GΦ3,1(ν)m˜3+m˜3′ . (5.160)
On S3[E7],
A =
( −1 2 0 0
−1 0 3 0
−1 0 0 4
0 −1 1 1
)
=⇒ (S,D, T ) =
((
6 −4 −3 12
5 −3 −2 9
2 −1 −1 4
3 −2 −1 6
)
,
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 2
)
,
(
1 0 0 0
0 1 0 −1
0 0 1 0
0 0 0 1
))
. (5.161)
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We have
m˜0 = m0, m˜2 = m2, m˜3 = m3, m˜4 = −m2 + m4 (5.162)
as well as the equivalence relations
(ν, m˜0) ∼ (ν + 12, m˜0 + 1),
(ν, m˜2) ∼ (ν + 9, m˜2 + 1),
(ν, m˜3) ∼ (ν + 4, m˜3 + 1),
(ν, m˜4) ∼ (ν + 6, m˜4 + 2), (5.163)
which are equivalent to (5.120). Expressing the pˆi’s from (5.138) in the m˜ basis and
eliminating m˜2 and m˜3 using (5.163), we obtain
pˆi2 : (ν, m˜4) 7→ (ν + 9, m˜4 + 1), pˆi3 : ν 7→ ν + 4, pˆi4 : m˜4 7→ m˜4 − 1 (5.164)
acting on
ẐΦ(ν)m˜0,m˜2,m˜3,m˜4 = Π
Φ(ν)m˜0GΦ2,−1(ν)m˜2GΦ3,1(ν)m˜3GΦ4,1(ν)m˜2+m˜4 . (5.165)
Altogether, we recover the results of Section 5.4.
6 Quantization
We are now in a position to ask: what is the physical interpretation of these difference
equations in terms of some as-yet unknown TQFT for the Seifert manifold M3? In
this section, we will fall well short of precisely identifying this TQFT, but we describe
some properties that such a TQFT must have.
We would like to draw a parallel to Chern-Simons theory with gauge group SL(2,C)
[44], about which we recall some basic facts for the sake of comparison [8]. The action
of SL(2,C) Chern-Simons theory at level (k, σ) contains both holomorphic and anti-
holomorphic terms, weighted by k ± σ:
Sk,σ(A, A¯) = 1
2
(k + σ)SCS(A) + 1
2
(k − σ)SCS(A¯). (6.1)
Invariance under large gauge transformations requires k ∈ Z, while unitarity (in the
usual Hermitian structure) requires σ ∈ iR. The phase space of SL(2,C) Chern-Simons
theory on an ideal tetrahedron is P∂∆ ∼= (C∗)2, with holomorphic symplectic form
Ω = d log y ∧ d log x. (6.2)
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The theory (6.1) quantizes P∂∆ with respect to the real symplectic form [8]
ωk,σ =
(k + σ)Ω + (k − σ)Ω
4pi
=
2pi
k
(dν ∧ dµ− dn ∧ dm), (6.3)
where we have set σ = k
(
1−b2
1+b2
)
(with |b| = 1 for unitarity) and passed to the more
convenient coordinates
x = e2pii(−ibµ−m)/k, y = e2pii(−ibν−n)/k, x¯ = e2pii(−ib
−1µ+m)/k, y¯ = e2pii(−ib
−1ν+n)/k.
(6.4)
Quantization promotes the coordinates to operators satisfying
[ν,µ] = − k
2pii
, [n,m] =
k
2pii
, [ν,m] = [n,µ] = 0, (6.5)
or upon exponentiating, the q-commutation relations
yx = qxy, y¯x¯ = q¯−1x¯y¯, yx¯ = x¯y, y¯x = xy¯, (6.6)
where q = e2pii(1+b
2)/k and q¯−1 = e2pii(1+b
−2)/k. Since m,n correspond to compact di-
rections in phase space, the eigenvalues of m,n are valued in Zk, hence trivial when
k = 1.29 We obtain a Hilbert space of wavefunctions depending on µ ∈ R and m ∈ Zk.
It is useful to analytically continue the theory away from |b| = 1, in particular to real b;
in this case, we write x˜, y˜ (which are no longer related to x, y by complex conjugation)
and write q˜ in place of q¯−1.
This discussion should be compared to that of lens spaces L(k, p)b in Section 5.1,
with p = 1. The difference equations for lens space partition functions of T2[M ] have
been studied exhaustively. The associated difference operators are quantizations of
classical “A-polynomials” that cut out Lagrangian submanifolds in the phase space of
SL(2,C) Chern-Simons theory on M [4, 13, 45], which in the simplest case M = ∆ is
the phase space P∂∆ described above.
6.1 Phase Space
Our object of interest is the “M3-TQFT” described by theM3 state-integral model for
the theory T2[M ]. We have learned that the Seifert partition function can be refined by
both masses and insertions of flavor Wilson lines. Hence the wavefunction of the M3-
TQFT on M is a function of (exponentiated) real mass parameters νi and background
holonomies mi for the U(1) factors in the maximal torus of the flavor symmetry group
29In particular, quantization of SL(2,C) Chern-Simons at k = 1 looks like quantization of SL(2,R),
as if we drop the quantized holonomies and keep only the noncompact part of the phase space (C∗)2 ∼=
R2 × (S1)2 [7].
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of T2[M ], the latter being valued in pi1 of the Seifert geometry. For triangulated M ,
the number of pairs of variables (νi,mi) should depend on the topology of ∂M [8].
More precisely, it is not pi1 of M3 that is parametrized by phases in the partition
function, but rather the torsion part of its abelianization H1 (which is a finite abelian
group). For example, pi1 of the PHS is the binary icosahedral group Iˆ, and the discrete
parameters that refine the PHS partition function can all be “gauged away” because
the abelianization of Iˆ is trivial. In general, recall that the 3D Picard group P˜ic(M3)
given in (3.20) is the pullback of the 2D orbifold Picard group Pic(Σˆg) along the Seifert
fibration (tensoring with L0 corresponds to a large gauge transformation in the 3D
A-model, as in (5.55)). For c1(L0) 6= 0, we have
P˜ic(M3) ∼= TorH1(M3,Z). (6.7)
The holonomies are encoded in the partition function as fractional fluxes, which para-
metrize Pic(Σˆg).
For simplicity, consider the tetrahedron theory T∆ = T2[∆], i.e., a free chiral mul-
tiplet. From the above discussion, we conclude that for a given Seifert geometry M3,
the Hilbert space of its TQFT dual on a four-punctured sphere (i.e., the boundary of
an ideal tetrahedron) is given by quantizing the classical phase space
R2 × (S1)2# (6.8)
where # is the number of nontrivial fluxes, i.e., the rank of the 3D Picard group (when
c1(L0) 6= 0, # is the number of generators of TorH1(M3,Z) as a finite abelian group).
This is true regardless of the number of special fibers. For rationally squashed lens
spaces (those for which the squashing parameter satisfies b2 = q1/q2 where q1 and q2
are coprime positive integers), # = 1.
The partition function of the tetrahedron theory on M3 (i.e., the TQFT wave-
function on the four-punctured sphere) is a function of a single real mass parameter
ν and # discrete holonomies: these variables and their momenta are interpreted as
the coordinates on the aforementioned phase space, which has a canonical symplectic
form and can be quantized to yield operators acting on the wavefunction. By studying
the properties of the tetrahedron partition function on M3, we have shown that these
wavefunctions are annihilated by a set of difference operators determined by the Seifert
geometry. The number of difference operators is the number of exceptional fibers. For
example, rationally squashed lens spaces are Seifert manifolds with S2 base and two
exceptional fibers, and indeed, the analysis of [8] gives two difference equations in this
case. In our examples, we can write the difference operators as polynomials in the ex-
ponentiated phase space coordinates in a canonical way (thanks to Smith normal form).
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These difference operators are extra data that are not determined by the symplectic
form on phase space.
To illustrate this last point, we again proceed by way of example. We consider a few
simple examples that involve no flux and are therefore all “SL(2,R)-like,” but whose
tetrahedron wavefunctions are all annihilated by different sets of difference operators.
Squashed Three-Sphere
The rationally squashed three-sphere S3b with b
2 = q1/q2 is a Seifert manifold whose
exceptional fibers are characterized by the pairs of integers (q1, p1) and (q2, p2) where p1
and p2 satisfy q1p2 +q2p1 = 1. It has no holonomies (# = 0), so we can set m1 = m2 = 0
and write yˆ1 = e
2piiν/q1 and yˆ2 = e
2piiν/q2 . Then we have the representations
pˆi1 = e
q2∂ν , pˆi2 = e
q1∂ν , (6.9)
which are consistent with the Weyl algebras
pˆi1yˆ1 = q1yˆ1pˆi1, q1 = e
2piiq2/q1 = e2piib
−2
, (6.10)
pˆi2yˆ2 = q2yˆ2pˆi2, q2 = e
2piiq1/q2 = e2piib
2
. (6.11)
The S3b partition function of T2[∆] is annihilated by the difference operators
pˆi1 + yˆ1 − 1, pˆi2 + yˆ2 − 1. (6.12)
The difference operators can also be viewed as polynomials in the basic variables yˆ ≡
e2piiν/q1q2 and pˆi ≡ e∂ν :
pˆiq2 + yˆq2 − 1, pˆiq1 + yˆq1 − 1. (6.13)
With continuous squashing [8], the difference operators can instead be written as
y + x−1 − 1, y˜ + x˜−1 − 1 (6.14)
where x = e2pibν , x˜ = e2pib
−1ν , y = eib∂ν , y˜ = eib
−1∂ν . When b2 = q1/q2, the two sets of
operators in (6.12) and (6.14) are related by ν → −i√q1q2ν, giving the identifications
(yˆ1, yˆ2, pˆi1, pˆi2)↔ (x˜, x, y˜, y). (6.15)
The latter set of operators satisfies the same mutually commuting algebras as the first:
xy = e2piib
2
yx, x˜y˜ = e2piib
−2
y˜x˜ (b ∈ C). (6.16)
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Note that x and x˜ are related by complex conjugation when ν is real and b is a phase,
while yˆ1 and yˆ2 are not. The existence of the difference operators (6.12) is related to
a factorization property of the quantum dilogarithm at rational b2 observed in [40], as
discussed in [3].
Independently of representation, we can write
y1 = e
2piiν/q1 , y2 = e
2piiν/q2 , pi1 = e
2piiq2ρ, pi2 = e
2piiq1ρ, [ν,ρ] =
i
2pi
. (6.17)
The canonical commutation relation comes from the real symplectic form
ω1,σ = 2pi dν ∧ dρ (6.18)
= pi(1− σ) dν ∧ dρ+ pi(1 + σ) dν ∧ dρ (6.19)
= 1
4pi
(4pi2b2(1 + σ) dν ∧ dρ+ 4pi2b−2(1− σ) dν ∧ dρ) (6.20)
= 1
4pi
((1 + σ) d logpi2 ∧ d log y2 + (1− σ) d logpi1 ∧ d log y1), (6.21)
where we have used the standard parametrization for k = 1,
σ =
1− b2
1 + b2
, (6.22)
and the phase space is R2. In the series of steps (6.18)–(6.21), we have reversed the
logic of (6.3) so as to “de-diagonalize” the symplectic form and thereby expose the
structure of the underlying SL(2,C) Chern-Simons Lagrangian at level (1, σ). Note
that the weights of the two terms in ω1,σ are
1− σ = 2q1
q1 + q2
, 1 + σ =
2q2
q1 + q2
. (6.23)
Despite their sum being real, the two terms in ω1,σ are not related by complex conju-
gation because we have analytically continued away from |b| = 1 (imaginary σ).
Poincare´ Homology Sphere
The PHS is a Seifert manifold with exceptional fibers (2,−1), (3, 1), (5, 1) and for which
# = 0. We may set mq = 0, so that we have the representations
yˆq = e
2piiν/q, pˆiq = e
30∂ν/q (6.24)
for q = 2, 3, 5. The tetrahedron partition function on this space is annihilated by the
three difference operators pˆiq + yˆq − 1, which can be written as polynomials
pˆi30/q + yˆ30/q − 1 (6.25)
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in the variables yˆ ≡ e2piiν/30 and pˆi ≡ e∂ν . Abstractly, we can write
yq = e
2piiν/q, piq = e
2pii(30ρ/q), [ν,ρ] =
i
2pi
. (6.26)
The canonical commutation relation follows from the same symplectic form ω1,σ, which
we can suggestively “de-diagonalize” as before by postulating that the multiplicative
weight for a given fiber should be 2q∑
i ti
, generalizing (6.23):
1
4pi
∑
i
2qi∑
j tj
d logpii ∧ d log yi = 2pi
∑
i
ti∑
j tj
dν ∧ dρ = 2pi dν ∧ dρ. (6.27)
We expect a Hilbert space L2(R) whose elements are functions f(ν).
Integral Homology Sphere
More generally, consider a Seifert integral homology sphere, for which the exceptional
fibers are (qi, pi) where i = 1, . . . , n and the qi are mutually coprime (among other
conditions). In all of these cases, # = 0: hence the relevant phase space is R2 and the
quantization of the dual TQFT resembles that of SL(2,R) Chern-Simons theory. The
tetrahedron partition function is annihilated by the n difference operators
pˆii + yˆi − 1 (i = 1, . . . , n), (6.28)
where yˆi = e
2piiν/qi and pˆii = e
ti∂ν . The integers ti are fixed by the Chinese remainder
theorem to satisfy piti ≡ 1 (mod qi) and ti ≡ 0 (mod qj) for j 6= i, which ensures that
the pairs (yˆi, pˆii) form mutually commuting algebras (we may take all of the ti to lie
between 0 and q1 · · · qn− 1). All of these difference operators take essentially the same
form as for lens spaces (keeping in mind that we consider only rational squashing).
6.2 Line Operators
We now come to our final point. While not directly related to quantization of theM3-
TQFT, it lends a new perspective on the whole setup that may prove useful in turning
some of our suggestive observations into sharp statements. So far, we have motivated
the difference equations from the bottom up. From the top down, the algebra of line
operators localized at special fibers makes clear physically that this kind of structure
is inevitable.30
The starting point is the observation that any 3D theory with abelian flavor sym-
metry provides a boundary condition for a 4D abelian gauge theory on the half-space
M3 ×R+, and the algebra of lines in the 4D theory acts on itsM3 partition function.
30I thank Tudor Dimofte for emphasizing this interpretation.
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In the particular setting of the 3D-3D correspondence, the setup is as follows. Consider
M with boundary. Near the boundary, M looks like Σ × R+. The (2, 0) theory on
M3 × Σ × R+ can be thought of as the class-S theory S[Σ] on M3 × R+. Then the
relevant BPS line operators are the IR Wilson and ’t Hooft lines of S[Σ], supported
on the singular fibers of M3 at distinct points of R+. From this point of view, the
number of elementary line operators is clearly the number of singular fibers times the
dimension of the Coulomb branch of S[Σ]. Commutation relations come from moving
operators past each other in the R+ direction, so those associated to different singular
fibers commute, whereas those on the same singular fiber do not. The precise algebra
of BPS line operators in 4D can be derived as in [46] (see [47] for a clear review of these
results). The existence of a boundary in R+ further imposes Ward identities (linear
relations) involving these line operators when brought to the boundary.
Henceforth, we restrict our discussion to the tetrahedron theory (M = ∆) because,
as mentioned earlier, the construction of an arbitrary theory from a collection of free
chiral multiplets via standard operations on the UV Lagrangian leads to a parallel
construction of the corresponding difference equations. Hence we would like to interpret
the difference equations as Ward identities for supersymmetric line operators in a pure
4D N = 2 U(1) gauge theory, generalizing similar analyses for S3b [6], S2 × S1 [7], and
lens spaces [8] to arbitrary Seifert manifolds.
Since the magic happens in the neighborhood of a special fiber, our strategy is to
combine the known action of line operators on holomorphic blocks with given complex
structure [4] with the relation between blocks and Seifert fibering operators. Letting
τ denote the complex structure of the boundary torus, the Wilson line measures the
holonomy of the background U(1) flavor gauge field,
ν =
∮
S1
A+ τ
∮
∂D2
A, (6.29)
and the dual ’t Hooft line shifts the magnetic flux:
dA = 2pim0δ
2(x− x0) + 2pi
∑
i
mi
qi
δ2(x− xi), c1(L) = 1
2pi
∫
Σˆg
dA. (6.30)
The Wilson line multiplies BΦ(ν, τ) by y−1 where y = e2piiν , and the ’t Hooft line mul-
tiplies y by q−1 where q = e2piiτ .31 After an SL(2,Z) transformation on the boundary,
not to be confused with the action of electric-magnetic duality in 4D [34], we obtain
BΦg˜ (ν, τ) = (q˜y˜; q˜)∞, (6.31)
31In the notation of [4], B∆(x; q) = (qx
−1; q)∞; the Wilson line multiplies this by x and the associ-
ated ’t Hooft line multiplies x by q.
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and the actions of the line operators are then given in terms of the variables y˜ and q˜.
On the other hand, the chiral block with flux is defined by performing a large gauge
transformation on the boundary torus [3]:
BΦ(ν, τ)m ≡ BΦ(ν + mτ, τ) (6.32)
(with an arbitrary choice of zero for ν). The Wilson line multiplies BΦ(ν + mτ, τ) by
e−2pii(ν+mτ), and the ’t Hooft line multiplies e2pii(ν+mτ) by e−2piiτ . Correspondingly, after
both a large gauge transformation and an SL(2,Z) transformation, we have
BΦg˜ (ν, τ)m = B
Φ
(
ν
pτ + q
,
sτ − t
pτ + q
)
m
= (q˜(q˜my˜); q˜)∞ =
(q˜y˜; q˜)∞
(q˜y˜; q˜)m
, (6.33)
where the Wilson line multiplies this by (q˜my˜)−1 while the ’t Hooft line multiplies q˜my˜
by q˜−1. The effect of taking q˜my˜ 7→ q˜m−1y˜ is to multiply BΦg˜ (ν, τ)m by 1− q˜my˜ where
q˜my˜ = exp
(
2pii(ν + m(sτ − t))
pτ + q
)
τ→0−−→ e2pii(ν−tm)/q. (6.34)
Now, the effect of the ’t Hooft line is equivalent to taking m 7→ m − 1 or to taking
ν 7→ ν + t, in both cases up to an ambiguity by multiples of q. After taking τ → 0,
the resulting fibering operator is no longer a function of y˜ and q˜, so this ambiguity
becomes important. In either case (that is, m 7→ m − 1 or ν 7→ ν + t), we can fix the
ambiguity by demanding that the Ward identity remain satisfied in the limit that the
fiber becomes singular, but the former perspective (m 7→ m−1) has the advantage that
the difference equations can be fixed already at the level of the individual fiber rather
than at the level of the partition function. To explain what we mean, note that in the
second case (ν 7→ ν + t), (5.25) and (5.26) give
GΦq,p(ν + t+mq)m = (1− e2piiν)mp−s(1− e2pii(ν−tm)/q)GΦq,p(ν)m. (6.35)
Only after assembling the GΦq,p into ZM3 do we expect the overall factor of ΠΦ(ν) =
(1− e2piiν)−1 to cancel, as it must. Furthermore, we prefer to shift m because it makes
the physical meaning of the ’t Hooft line manifest. We end up with
yˆq = e
2pii(ν−tm)/q, pˆiq = e−∂m , (6.36)
which satisfy pˆiqyˆq = e
2piit/qyˆqpˆiq. This is exactly as in (5.138).
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7 Outlook
In this paper, we have undertaken a preliminary investigation of the 3D-3D correspon-
dence for (primarily) homology spheres, based on constraints from the σ-contour and
the algebraic properties of Seifert fibering operators. Our findings represent a small
step toward identifying theM3-TQFT, forM3 a Seifert manifold. Our analysis leaves
many questions unanswered.
So far, our treatment of the state-integral model for the putative TQFT dual to
M3 has been highly indirect, taking for granted the principle of gluing as symplectic
reduction and the well-posedness of the affine symplectic action. It would be nice to
work out the proper definitions of the affine shifts and to identify the correct functional
spaces in which the (truncated) TQFT wavefunctions are valued, as in [8]. This would
put the constructive definition of the TQFT on more solid footing.
It would also be nice to relax some of our seemingly inessential assumptions, such
as the assumption that κ < 0, as well as to generalize all aspects of our analysis for
integral homology spheres to rational homology spheres and beyond. The generalization
to κ ≥ 0 would entail modifying the shape of the σ-contour, and it would remain to
show whether such nonlinear deformations play nicely with the angle polytopes and
positive angle structures of [8].
It might also be interesting, though difficult, to generalize the σ-contour to non-
abelian theories. Such a generalization could have relevance for the program of finding
nonabelian UV descriptions of theories in class R, particularly the Tn[M ] theories.
Perhaps most of all, it would be desirable to obtain an explicit description of the
TQFT dual toM3, and in particular to derive the difference equations and symplectic
form from a Lagrangian description of this theory. Once such details are ironed out, one
could contemplate venturing beyond the prototypical setting of hyperbolic M and the
T2 theories associated to two M5-branes. We hope that such a detailed understanding
can be achieved in future work. An alternative route to the one that we have taken
is to adapt the DGG construction of M by gluing ideal tetrahedra, but at the level of
individual fibering and handle-gluing operators rather than at the level of the Seifert
partition function. This is analogous to the holomorphic block decomposition, and may
aid in building up the A-model data of T [M ] as well as possibly translating them into
the language of complex Chern-Simons theory.
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A Explicit Formulas
Here, we give explicit expressions for the handle-gluing and Seifert fibering operators
of a 3D N = 2 gauge theory. We assume that the theory has gauge group G and flavor
symmetry group GF , that the matter transforms in a representation R =
⊕
I(RI ⊗SI)
of G × GF , and that the U(1)R charge of the Ith term in the sum is rI . We take the
chiral multiplets in the U(1)−1/2 quantization, which entails UV Chern-Simons contact
terms of level −1/2 for the symmetries under which they are charged. In addition, we
include bare levels kab, kaα, and kαβ for the GG, GF , and FF Chern-Simons terms,
respectively.32 Then we have for the handle-gluing operator that
H(u, ν) = e2piiΩ(u,ν)H(u, ν), (A.1)
where H is given by (3.17) in terms of the gauge flux operator
Πa = e
2pii(
∑
b k
abub+
∑
α k
aανα)
∏
I
∏
(ρ,ω)∈RI×SI
(1− e2pii(ρ(u)+ω(ν)+νRrI))−ρa (A.2)
and the “effective dilaton” Ω is given by33
e2piiΩ(u,ν) =
∏
I
∏
(ρ,ω)∈RI×SI
(1− e2pii(ρ(u)+ω(ν)+νRrI))
∏
α∈∆
(1− e2piiα(u))−1. (A.3)
In addition, the fibering operators are given by
Gqi,pi(u, ν)ni,mi = GWqi,pi(u)niGCSqi,pi(u, ν)ni,mi
×
∏
I
∏
(ρ,ω)∈RI×SI
GΦqi,pi(ρ(u) + ω(ν) + νRrI)ρ(ni)+ω(mi)+nRi rI , (A.4)
32For simplicity, we suppress contact terms involving the R-symmetry and/or gravitational Chern-
Simons terms.
33Notice that the R-charges are absent from the exponents of the flux operators appearing in the
effective dilaton, in contrast with the conventions in [3, 35]. This dependence instead arises in the
operator Gq0=1,p0=d below. Namely, in the “standard” R-symmetry background, we have nR0 = g − 1,
giving rise to the extra factor that usually appears in the effective dilaton. However, it is important
for us that one can also consider more general backgrounds with different choices of nR0 .
– 67 –
where we have defined the chiral multiplet contribution
GΦqi,pi(u)ni = ΠΦqi,pi(u)niGΦqi,pi(u) (A.5)
with34
ΠΦqi,pi(u)ni ≡ (e2piiu/qi ; e2piiti/qi)−ni , (A.6)
GΦqi,pi(u) ≡ e
pi
qi
( 12pii Li2(e2piiu)+u log(1−e2piiu))
qi−1∏
`=1
(1− e2pii(u+ti`)/qi)`/qi , (A.7)
the vector multiplet contribution
GWqi,pi(u)ni =
(
1√
qi
G(0)qi,pi
)rank(G) ∏
α>0
GW0qi,pi(α(u))α(ni) (A.8)
with
GW0qi,pi(u)ni ≡ (−1)ni(ti+`
R
i ti+2νRsi)
sin(pi(u− tini)/qi)
sin(piu)
, (A.9)
and the Chern-Simons contribution
GCSqi,pi(u, ν)ni,mi =
∏
a
GGaGaqi,pi (ua)k
aa
nia
∏
α
GFαFαqi,pi (να)k
αα
miα
(A.10)
×
∏
a>b
GGaGbqi,pi (ua, ub)k
ab
nia,nib
∏
a,α
GGaFαqi,pi (ua, να)k
aα
nia,miα
∏
α>β
GFαFβqi,pi (να, νβ)kαβmiα,miβ .
Here, we have introduced ti, si satisfying piti + qisi = 1. We have also introduced the
convenient phase
G(0)qi,pi = exp
[
pii
(
p
12q
− 1
4q
q−1∑
`=1
cot
(
pi`
q
)
cot
(
pi`p
q
))]
(A.11)
and written the Chern-Simons contribution as a product of powers of the “diagonal”
and “mixed” contributions
GGGqi,pi(u)ni = (−1)ni(1+ti+`
R
i ti+2νRsi) exp
(
−pii
qi
(piu
2 − 2niu+ tin2i )
)
, (A.12)
GGaGbqi,pi (ua, ub)nia,nib = exp
(
−2pii
qi
(piuaub − niaub − nibua + tinianib)
)
. (A.13)
34Recall that (x; q)n = (x; q)∞/(qnx; q)∞ (where n ∈ Z) is the finite q-Pochhammer symbol.
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In this paper, our interest is primarily in abelian theories, for which we may ignore the
W-boson contributions (A.9) in (A.8), leaving only the prefactor due to the rank(G)
abelian vector multiplets.
There may additionally exist R-symmetry and gravitational Chern-Simons terms,
which contribute as overall factors. The contributions of RR and mixed gauge-R Chern-
Simons terms are as in (A.12) and (A.13), with appropriate substitutions by νR and n
R
i
from (3.24), raised to appropriate powers kRR and kGR. Up to a sign, the gravitational
Chern-Simons term at unit level contributes the phase Ggravq,p = (GRRq,p )−1/2G(0)q,p .
Relation to Holomorphic Blocks
In view of the explicit formulas above, we can derive the key relation (5.9) for the free
chiral multiplet. (Here, we essentially collect in a convenient place some arguments in
Section 9 and Appendix F of [3].) From [4], we have the asymptotic
(qy; q)∞
τ→0−−→ exp
(
1
2piiτ
Li2(y)− 1
2
log(1− y) +O(τ)
)
. (A.14)
To take the τ → 0 limit of (q˜y˜; q˜)∞, we write
(q˜y˜; q˜)∞ =
q−1∏
`=0
(q˜q(q˜−`y˜); q˜q)∞, (A.15)
which allows us to leverage the fact that limτ→0 q˜q = 1. For small τ , we have
q˜q = exp
[
2piiτ
q
(
1− pτ
q
)
+O(τ 3)
]
, (A.16)
q˜−`y˜ = e2pii(ν+t`)/q
(
1− 2pii(pν + `)τ
q2
)
+O(τ 2), (A.17)
Li2(q˜
−`y˜) = Li2(e2pii(ν+t`)/q) +
2pii(pν + `)τ
q2
log(1− e2pii(ν+t`)/q) +O(τ 2) (A.18)
(the latter by virtue of Li′2(z) = −1z log(1− z)), so that
(q˜y˜; q˜)∞
τ→0−−→ (A.19)
exp
[
q−1∑
`=0
(
pτ + q
2piiτ
Li2(e
2pii(ν+t`)/q) +
(
pν + `
q
− 1
2
)
log(1− e2pii(ν+t`)/q)
)
+O(τ)
]
.
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Using the identities
q−1∑
`=0
Li2(e
2pii(ν+t`)/q) =
1
q
Li2(e
2piiν),
q−1∑
`=0
log(1− e2pii(ν+t`)/q) = log(1− e2piiν), (A.20)
both of which are consequences of (5.20), the ratio of (A.19) and (A.14) becomes
(q˜y˜; q˜)∞
(qy; q)∞
τ→0−−→ GΦq,p(ν) (A.21)
with GΦq,p(ν) as in (A.7).
In fact, it is no more difficult to derive a more general relation that includes flux:
GΦq,p(ν)m = lim
τ→0
BΦg˜ (ν, τ)m
BΦ(ν, τ)
= lim
τ→0
(q˜y˜; q˜)∞/(q˜y˜; q˜)m
(qy; q)∞
. (A.22)
This amounts to observing that
(q˜y˜; q˜)−1m
τ→0−−→ (e2pii(ν−t)/q; e−2piit/q)m = (e2piiν/q; e2piit/q)−m = ΠΦq,p(ν)m. (A.23)
B Comparison to DGG
Given the many notational differences, it is useful to emphasize the points of contact
between our work and previous work, particularly that of DGG.
B.1 Example: S3b
B.1.1 Useful Identities
Let Q ≡ b + b−1 and cb ≡ iQ2 . From [48], the noncompact quantum dilogarithm and
double sine function satisfy the inversion formulas
eb(x)eb(−x) = eipix2−ipi(1+2c2b)/6, (B.1)
eb(x)
−1 = e−ipix
2/2sb(−x), (B.2)
sb(x)sb(−x) = eipi(1+2c2b)/6, (B.3)
where (B.3) follows from (B.1) and (B.2). We also have
eb(x− ib±1/2) = (1 + e2pib±1x)eb(x+ ib±1/2). (B.4)
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The basic Fourier transform identity and its inverse are:∫
dx eb(x)
±1e2piiwx = C±1e∓ipiw
2
eb(±w ± iQ/2)±1, (B.5)
eb(x)
±1 = C±1
∫
dy e−2piixye∓ipiy
2
eb(±y ± iQ/2)±1. (B.6)
The constant C will not be important for us. Finally, we have the following functional
form of the operatorial pentagon identity:∫
dz eb(z + iQ/2)eb(z − x− iQ/2)−1e−2piiz(u+iQ/2) = eb(u− x)eb(−x− iQ/2)−1eb(u)−1.
(B.7)
The contour of integration is R in all cases.
B.1.2 Conventions
In the conventions of [6], the tetrahedron theory is a free chiral with a particular choice
of Chern-Simons contact term for the background U(1) gauge field. With real mass m
for the U(1) flavor symmetry and R-charge r, we have up to constant factors that
ZS3b (T∆,ΠZ ) = e
ipi
2
X2sb(X) ∝ eb(X), X ≡ iQ
2
(1− r)−m. (B.8)
This is the result in the U(1)1/2 quantization, to use the language of [3].
On the other hand, from (3.15) and Appendix A, we have for this theory that
ZΦS3b
= ΠΦ(ν + νRr)GΦq1,p1(ν + νRr)GΦq2,p2(ν + νRr), νR =
q1 + q2
2
=
√
q1q2
2
Q, (B.9)
where b2 = q1/q2 and q1p2 + q2p1 = 1. The relation between (B.8) and (B.9) can be
deduced from a factorization formula of [40] for the quantum dilogarithm at rational
b2, as formulated in Appendix D of [3]:
eb
(
iν√
q1q2
− iQ
2
)−1
= ΠΦ(ν)GΦq1,p1(ν)GΦq2,p2(ν), b2 = q1/q2, q1p2 +q2p1 = 1. (B.10)
Setting ν = −i√q1q2m, we get that
ZΦS3b
(ν + νRr) = eb(−X)−1 ∝ e−ipiX2eb(X). (B.11)
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Now we use the asymptotic35
eb(−X)−1 →
{
1 as X →∞,
e−ipiX
2
as X → −∞ (B.14)
to see that the result (B.9) is indeed given in the U(1)−1/2 quantization, as consistent
with the fact that a Chern-Simons contribution of level +1 on S3b is
e−ipiν
2(p1/q1+p2/q2) = e−ipiν
2/q1q2 = eipim
2
(B.15)
and the fact that the limits of large positive or negative real mass (Im(ν) → ±∞)
are equivalent to X → ±∞, or m → ∓∞. Therefore, adjusting (B.9) to the U(1)1/2
quantization as in (B.8) requires multiplying by an exponential in ν.
B.1.3 Mirror Check
Invariance of theM3 partition function under cyclic permutations of the polarizations
ΠZ ,ΠZ′ ,ΠZ′′ of the tetrahedron theory means invariance under the affine ST -transfor-
mation ρ = σ ◦ S ◦ T where S = ( 0 −11 0 ) and T = ( 1 01 1 ), which acts as
ρ :
(
Z
Z ′′
)
7→
(
Z ′
Z
)
=
(−1 −1
1 0
)(
Z
Z ′′
)
+
(
ipi
0
)
(B.16)
on the space of polarizations (note that the notations of [6] and [8] differ here). Like
ST , ρ gives the identity when iterated thrice. The actions of S, T , and affine shifts
on S3b partition functions are given in Section 6.1 of [6]. In particular, starting with
ZS3b (m˜) = eb(iQ/2− m˜) where m˜ ≡ m+ (iQ/2)r as in (B.8), we have
ZS3b (m˜)
T−→ e−ipim˜2ZS3b (m˜) (B.17)
S−→
∫
dm˜ e−2piim˜m˜
′
e−ipim˜
2
ZS3b (m˜) (B.18)
σ−→
∫
dm˜ e−ipim˜(m˜+2m˜
′−iQ)ZS3b (m˜), (B.19)
35More precisely, we have eb(z)||z|→∞ ∼ eipiz2−ipi(1+2c2b)/6 for real b and |arg z| < pi/2 [48]. When
b = 1, (B.14) follows from
eb=1(z) = (1− e2piz)ize− 12pii Li2(e2piz) (B.12)
and properties of the ordinary dilogarithm, namely Li2(0) = 0 and the reflection identity
Li2(z) + Li2
(
1
z
)
= −pi
2
6
− 1
2
log(−z)2. (B.13)
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where σ : m˜′ 7→ m˜′ − iQ/2 and the contour of integration is R. The statement that
(ρ ◦ ZS3b )(m˜′) = ZS3b (m˜′) is then∫
dm˜ e−ipim˜(m˜+2m˜
′−iQ)eb
(
iQ
2
− m˜
)
= eb
(
iQ
2
− m˜′
)
(B.20)
(up to a constant), which is simply a rewriting of the standard identity (B.6).
Up to constants, and with no fluxes, we instead find that∫
du e
− ipi
q1q2
u2
e
− 2pii
q1q2
uζ
ZΦS3b
(u+ νRr) = e
− ipi
q1q2
ν2Rr
2
e
2pii
q1q2
νRrζZΦS3b
(ζ + νR(1− r)) (B.21)
where the contour of integration is given by Re(u) = δ with
0 < δ + νRr < −Re(ζ) + νRr < νR. (B.22)
We have used that
κ = −1
2
(
1
q1
+
1
q2
)
= − νR
q1q2
, c =
p1
q1
+
p2
q2
=
1
q1q2
. (B.23)
Let us make the actions of S, T , and affine shifts of ζ manifest in the result of the
Seifert fibering formalism. The inequalities (B.22) suggest that the natural variables
to use are u˜ = u+ νRr and ζ˜ = ζ − νRr, in terms of which (B.21) becomes∫
du˜ e
− ipi
q1q2
u˜2
e
− 2pii
q1q2
u˜ζ˜
ZΦS3b
(u˜) = ZΦS3b
(ζ˜ + νR) (B.24)
where the contour is along constant Re(u˜) with
0 < Re(u˜) < −Re(ζ˜) < νR. (B.25)
The result (B.24) can be written in a more symmetric way in terms of ζ˜ ′ = ζ˜ + νR as∫
du˜ e
− ipi
q1q2
u˜2
e
− 2pii
q1q2
u˜(ζ˜′−νR)ZΦS3b (u˜) = Z
Φ
S3b
(ζ˜ ′) (B.26)
where the contour is along constant Re(u˜) with
Re(u˜),Re(ζ˜ ′) ∈ (0, νR), Re(u˜) + Re(ζ˜ ′) < νR. (B.27)
In the form (B.26), the ρ-action is completely transparent, and the interpretation is
exactly as in (B.20).
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Notice that all of the work we did above was simply to make the action of affine
shifts manifest: the effects of the other “DGG operations” on fibering operators are
more or less immediate. In particular, Section 5 of [3] presents examples of non-affine
symplectic transformations on fibering operators, and the superpotential has no effect
on fibering operators aside from restricting global symmetry charges. To take a step
back from S3b to generalM3, the physical meaning of the affine shifts is as follows. Real
masses are complexified by R-charges of matter fields and the geometric parameter νR
(in our contour conventions, the mass parameters u+ νRr, deformed by the R-charge,
are actually real). These mass parameters are identified with positions in P∂M or the
corresponding Hilbert space H∂M in the M3-TQFT. A classical shift of a position
coordinate by ±ipi shifts the R-charge of the corresponding operator by ±1, and hence
the “complexified” mass parameter by νR [6]. The affine shifts also entail shifts of the
integration contour, to ensure convergence [8].
Above, we have made explicit the meaning of the ρ-invariance of the tetrahedron
theory in the Seifert formalism, starting with the formulas of Section 4.2.1. One can
do the same for the invariance of the bipyramid theory under 2-3 moves, starting with
the formulas of Section 4.2.2. The result is a variation on the pentagon identity (B.7).
We leave this as an exercise for the attentive reader.
B.2 Example: PHS
On the PHS, we have
ZΦPHS(ν) = Π
Φ(ν)GΦ2,−1(ν)GΦ3,1(ν)GΦ5,1(ν) (B.28)
= (1− e2piiν)ν/30−1e 130 12pii Li2(e2piiν)
∏
q=2,3,5
q−1∏
`q=1
(1− e2pii(ν+`q)/q)`q/q (B.29)
in the U(1)−1/2 quantization (see (4.65)), where we have again used (A.7) (with t ≡
1 (mod q) in all cases relevant to us).
Let us again run through the statement of ρ-invariance of the tetrahedron theory.
From Sections 4.2.1 and 4.2.4, the gauged/free chiral duality implies the relation∫
du e−
ipi
30
u2e−
2pii
30
uζZΦPHS
(
u+
1
2
r
)
= e−
ipi
120
r2e
ipi
30
rζZΦPHS
(
ζ +
1
2
(1− r)
)
, (B.30)
up to a constant factor. According to (B.12), this can be seen as an identity involving
the quantum dilogarithm at b = 1. Note that since
GU(1)kq,p (u) = e−
p
q
kpiiu2 , (B.31)
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a U(1)k Chern-Simons contribution on the PHS takes the form
e
1
2
kpiiu2e−
1
3
kpiiu2e−
1
5
kpiiu2 = e−
1
30
kpiiu2 . (B.32)
Since νR = 1/2 in this case, the contour of integration is given by Re(u) = δ where
0 < δ +
1
2
r < −Re(ζ) + 1
2
r <
1
2
. (B.33)
In terms of the variables u˜ = u+ 1
2
r and ζ˜ = ζ + 1
2
(1− r), we equivalently have∫
du˜ e−
ipi
30
u˜2e−
2pii
30
u˜(ζ˜− 1
2
)ZΦPHS(u˜) = Z
Φ
PHS(ζ˜) (B.34)
where the contour is along constant Re(u˜) with
Re(u˜),Re(ζ˜) ∈
(
0,
1
2
)
, Re(u˜) + Re(ζ˜) <
1
2
. (B.35)
The effect of the affine ST -transformation is now manifest.
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