This paper studies the identical parallel machine scheduling problem with family set-up times and an objective of minimizing total weighted completion time (weighted flowtime). The family set-up time is incurred whenever there is a switch of processing from a job in one family to a job in another family. A heuristic is proposed in this paper for the problem. Computational results show that the proposed heuristic outperforms an existing heuristic, especially for large-sized problems, in terms of both solution quality and computation times. The improvement of solution quality is as high as 4.753% for six-machine problem and 7.822% for nine-machine problem, while the proposed heuristic runs three times faster than the existing one.
Introduction
A production system with identical parallel machines is a common machine environment in the real world because a single machine usually cannot achieve the desired capacity, cost and/or revenue. On the other hand, family set-up times are incurred quite often in real production systems because jobs are often grouped into family for processing to improve the production efficiency. In this paper, the above two important scheduling elements in the real world are combined by investigating a parallel machine scheduling problem with family set-up times. The chosen objective is minimizing the total weighted completion time (often referred to in the literature as the weighted flowtime), which is a measure of workin-process inventory. The weights may represent the actual cost of keeping different jobs in the system. Following the three-field notation [1] , the considered problem can be denoted as Pm|s i | ∑ wC, where Pm represents the m identical parallel machines, s i represents the sequence-independent set-up time for family i, and ∑ wC denotes the total weighted completion time.
In what follows, the literature related to the single and parallel machine problems with set-ups is reviewed. The 1|s i | ∑ C problem has been proved to be an NP-hard problem [2] . Gupta [3] proposed a heuristic for the problem but with sequencedependent set-up times. Williams and Wirth [4] developed a polynomial-time heuristic for the problem and showed that it is quite effective in finding a good solution to even large problems in acceptable time limits. Liao and Liao [5] proposed a tabu search for the problem where a major set-up time is required when processing is switched from one family to another, while a minor set-up time is necessary when it is switched from one class to another.
To solve the weighted problem 1|s i | ∑ wC, Ghosh [6] developed a dynamic programming (DP) algorithm while Dunstall et al. [7] developed lower bounds and incorporated into a branch and bound (BAB) algorithm which is efficient solving problems with up to 70 jobs. On a large set of test problems, several metaheuristics were developed by Crauwels et al. [8] .
The best results were obtained with the tabu search method for smaller numbers of families and with the genetic algorithm for larger numbers of families. Wang et al. [9] considered the problem with exponential time-dependent learning effect and proved that the problem can be solved in polynomial time under certain conditions. Most of the literature on parallel machine scheduling focuses on the objective of minimizing the makespan. Even without set-up times, the Pm ‖ C max problem is NP-hard. Williams [10] used SPT list-scheduling of families to machines followed by heuristic sequencing at each machine for the Pm|s i |C max and Pm|s i | ∑ C problems. Webster [11] established that Pm|s i | ∑ C is a strongly NP-hard problem. For the same problem, Yi and Wang [12] proposed a tabu search, while Yi and Wang [13] presented a lower bound.
Extension to the weighted version, Bruno et al. [14] established the NP-hardness of the P2 ‖ ∑ wC problem. Barnes and Laguna [15] showed that the Shortest Weighted Processing Time (SWPT) list-scheduling is a simple and reliable method for generating near-optimal solutions for the Pm ‖ ∑ wC problem. For the Pm|s i | ∑ wC problem, a backward and a forward DP algorithm were proposed by Webster and Azizoglu [16] . When the numbers of machines and families are fixed, the backward DP is polynomial in the sum of the weights and the forward DP is polynomial in the sum of processing and set-up times. Therefore, the backward DP is more attractive when the sum of processing and set-up times is greater than the sum of the weights. In addition to the DP approach, there exist some BAB algorithms for the Pm|s i | ∑ wC problem. Azizoglu and
Webster [17] presented a BAB for the problem and generated optimal solutions with up to 15-25 jobs, depending on the number of machines. Chen and Powell [18] proposed column generation based BAB which can solve problems with up to 40 jobs, 4 machines, and 6 families. Dunstall and Wirth [19] presented another BAB with up to 25 jobs and 8 families.
As indicated by Allahverdi et al. [20] , the above two BAB algorithms remain to be compared. Dunstall and Wirth [21] also proposed several heuristics for the problem and evaluated performance of the heuristics relative to lower bounds and optimal solutions. In this paper, we continue the research by developing an improved heuristic for the problem and evaluating its performance relative to the heuristics of Dunstall and Wirth [21] .
Problem formulation
Denote by (G, N, M) an instance set for the Pm|s i | ∑ wC problem where G is the number of families, N is the total number of jobs, and M is the number of machines. A processing time p i[j] and a positive weight w i [j] are assigned into the jth job of family i. The set-up time for family i is denoted by s i , which is sequence-independent. A family set-up time is sequenceindependent if its duration depends only on the family of the current batch to be processed, and is sequence-dependent if its duration depends on the families of both the current and the immediately preceding batches.
The problem is considered under the following assumptions.
• An initial set-up time for each machine is required.
• A sequence-independent family set-up time is incurred whenever there is a switch of processing from a job in one family to a job in another family.
• There are m identical machines in parallel. A job may be processed on any one of the m machines.
• All machines are available to process jobs at time zero.
• No machine may process more than one job at a time.
• All jobs are ready to be processed at time zero.
• Preemptions are not allowed.
In the literature, Chen and Powell [18] developed a set partitioning type formulation for the considered problem. They showed that the problem is equivalent to a network problem and used the network structure to derive a set partitioning type formulation.
According to Chen and Powell [18] , a directed network G = (N, A) is constructed as follows. The node set consists of n + 2 nodes N = {0, 1, . . . , n, n + 1}, where 0 is a source node, n + 1 is a sink node and 1, 2, . . . , n is other nodes, called job nodes. Each job node j corresponds to job j. The arc set A consists of one arc from the source node to each job node, one arc from each job node to the sink node, and one arc from each job node j to each of the nodes. A directed path ω is from the source to the sink, denoted as ω = {0, j 1 , j 2 , . . . , n + 1}, where {j 1 , j 2 , . . .} ∈ N \ {0, n + 1}. If there is no cycle in the path, then this path ω is an acyclic path; otherwise, ω is a cyclic path. Let a jω be the number of times node j is visited by path ω.
In this network problem, find m or less feasible acyclic paths from the source to the sink in the network G such that each job node is visited exactly once and the total cost of these paths is minimum.
Let Ω a and Ω c be the set of all feasible acyclic paths and the set of all feasible cyclic paths, respectively, from the source to the sink. Given any path ω ∈ Ω a ∪ Ω c , the cost of the path, c ϖ is known. Define a binary variable x ω for each ω ∈ Ω a as 1 if path ω is selected and 0 otherwise. Then, an integer programming formulation of a set partitioning type can be modeled as follows:
x
The objective of (1) is to minimize the total cost of the acyclic paths selected. The first constraint (2) means that each job node must be covered exactly once by the acyclic paths selected. The second constraint (3) guarantees that at most m acyclic paths are selected.
Proposed heuristic
In this section, an effective heuristic for generating near-optimal solutions for the Pm|s i | ∑ wC problem is developed.
The basic idea of the heuristic is to decrease the set-up times and try to balance the total weighted completion time on each machine. The heuristic consists of two parts: one is using the tabu search of Crauwels et al. [8] to schedule jobs on each machine, and the other is contrasting the schedule with the one without set-up times and then changing the assignment of jobs to machines subject to certain conditions. Before giving the formal procedure, it is necessary to introduce two dominance rules, taken directly from Dunstall and Wirth [21] , which can be easily implemented when solving the problem: SWPT-within-families (Shortest Weighted Processing Time) rule and SWMPT (Shortest Weighted Mean Processing Time) rule.
SWPT-within-families rule:
There exists an optimal sequence for the Pm|s i | ∑ wC problem in which jobs of the same family are scheduled on each machine in SWPT order. That is, job j precedes job k on a given machine if and only if
SWMPT rule: Let P j and W j be the total processing time and the weight of batch j, and let s j be the set-up time for batch j.
There exists an optimal sequence for the Pm|s i | ∑ wC problem in which the batches are scheduled on each machine in SWMPT order. That is, batch j precedes batch k on a given machine if and only if
The steps of the proposed heuristic are given as follows and there will be a numerical example for the heuristic in Section 4.
Step 0: Group all jobs of a family into a single batch according to the SWPT-within-families rule. Schedule all batches one at a time on the least-loaded machine by the SWMPT rule.
Step 1: Use the tabu search of Crauwels et al. [8] to schedule jobs on each machine.
Step 2: Let m ′ and m be the machines that have the least and highest loading, respectively. If the same pair of machines is selected for two consecutive iterations, then STOP.
Step 3: Determine the ''candidate jobs'', which are considered to be moved from machine m to machine m ′ , by the following steps.
(i) Compare the SWPT sequence on machine m ′ with the optimal sequence without set-up times. Choose the positions where the SWPT order numbers of the optimal sequence do not appear on m ′ sequence. (ii) Compare the SWPT order numbers of the chosen positions with the SWPT order numbers on machine m. If the same order numbers can be found on machine m, those jobs are called ''candidate jobs''. If no such jobs can be found, then STOP.
Step 4: Arrange all candidate jobs one at a time into the following three ''suitable positions'' on machine m ′ .
(i) The job is scheduled as an independent batch.
(ii) The job is scheduled after the last number, from the same family, of the SWPT sequence.
(iii) The job is scheduled before the next number, from the same family, of the SWPT sequence.
Step 5: Re-allocate all batches according to the SWMPT rule on machine m ′ and m. The best position is selected for each candidate job.
Step 6: Select the candidate job with the best improvement, if exists, and move it from machine m to machine m ′ . Repeat
Steps 4-6 until no jobs can be selected to be moved to reduce the total weighted completion time on both machines.
Step 7: Repeat Steps 1-6.
The algorithm is elaborated in detail as follows. In Step 0, an initial schedule with the least set-up time is established. However, splitting families while adding the occurrence of set-ups may reduce the total weighted completion time. This attempt is executed in Step 1-Step 6. In Step 1, the tabu search of Crauwels et al. [8] is used to obtain a near-optimal schedule for the 1|s i | ∑ wC problems on each machine. Although the BAB algorithm of Dunstall et al. [7] can provide an optimal solution, it takes too much computation time for large-sized problems. In Step 2-Step 6, the job positions are changed on ''all'' of the machines. In Step 2, the least and highest loaded machines are chosen and labeled as m ′ and m.
Step 3 seeks to balance the loading on the two machines. For the problem with no set-up times, the optimal sequence can be obtained by Jobs  1  2  3  4  5  6  7  8  9  10  11  12  13  14   Family  1  1  1  1  1  2  2  2  2  2  2  3  4  4  Processing time  10  24  33  83  64  11  21  13  10  18  79  21  45  47  Weight  6  3  4  8  5  6  8  4  3  3  3  9  3  2  Y j  1  8  9  10  11  2  4  5  6  7  14  3  12  13   Table 2 SWPT order numbers of the optimal sequence without set-up times. the SWPT rule [22] where the sequence of jobs in the same position can be chosen arbitrarily. The SWPT order numbers on machine m ′ is compared with the SWPT order numbers of the optimal sequence without set-up times. Choose the positions where the SWPT order numbers of the optimal sequence do not appear on m ′ sequence. If the same order numbers can be found on machine m, those jobs are labeled as ''candidate jobs''. In Step 4, there are three ''suitable positions'' where the job can be assigned. In addition to the three positions, the job can also be assigned into the positions that interrupt two connected jobs of the same family. These positions may reduce the total weighted completion time on both machines, but at other iterations jobs still have the chance to be assigned into the three suitable positions without costing additional set-up times. Thus, the assignment is limited to the three ''suitable positions'' in the heuristic. The purpose of Step 5 is to select the best suitable position for each candidate job. To alleviate the computational loading, the algorithm just applies the SWMPT rule, instead of using the tabu search, to re-allocate all batches and calculate the total weighted completion time on machines m and m ′ . In Step 6, a job with the best improvement is selected. The selected job is moved to machine m ′ while other candidate jobs are re-calculated in Step 4. The iteration is repeated until either the same pair of machines is selected in Step 2 or no candidate job can be found in Step 3. It is noted that Steps 0 and 1 are the same as in the heuristics of Dunstall and Wirth [21] while the rest of the steps are different.
Illustrated example
As an illustration of the proposed heuristic, consider an example with job data in Table 1 , where G = 4, N = 14, and M = 2 with s 1 = 2, s 2 = 9, s 3 = 30, s 4 = 12. Let Y j be the SWPT order number of job j.
Step 0: Group all jobs of a family into a single batch according to the SWPT-within-families rule. Compute (s k + P k )/W k as follows: 
Step 1: Applying tabu search to schedule jobs on each machine yields the following schedule with ∑ wC = 7092:
Step 2: Machine 2 has a smaller total weighted completion time, so label Machine 2 as m ′ and Machine 1 as m, i.e., m ′ :
Step 3: If there are no set-up times for the problem, the optimal sequence can be scheduled by the SWPT rule [22] . The resulting schedule is given in Table 3 . Referring to Y m [k] in Table 3 , numbers 9 and 10 represent J 3 and J 4 , and hence they are selected as ''candidate jobs''.
Step 4: In this example, there are no jobs within family 1 on machine m ′ . So the jobs can be scheduled only as an independent batch. For J 3 , the schedule is m ′ For J 4 , the schedule is m ′
Step 5: Re-allocated all batches according to the SWMPT rule on each machine. For J 3 , the following schedule with a total weighted completion time of 6923 on both machines is obtained:
For J 4 , the following schedule with a total weighted completion time of 7053 on both machines is obtained:
Step 6: Move J 3 from machine m to machine m ′ . Return to Step 4.
The steps are continued until the same pair of machines is selected. The final schedule with ∑ wC = 6923 is obtained as follows:
Computational experiments
This section will present the performance of the proposed heuristic by comparing with the heuristics of Dunstall and Wirth [21] , denoted by D&W heuristics, and a general lower bound reported by Azizoglu and Webster [17] . All the algorithms were coded in C ++ and run on a PC with a 3.40 GHz Pentium processor, 512 MB of RAM and Windows XP operating system.
To verify the proposed heuristic, two series of tests, the small-sized problems (N ≤ 30) and large-sized problems (N ≤ 80), were conducted. The former has 36 instance sets which are characterized by (G, N, M) , selected from G ∈ {3, 5, 8}, N ∈ {15, 20, 25, 30} and M ∈ {3, 4, 5}. The latter also has 36 instance sets, selected from G ∈ {5, 8, 12, 16} , N ∈ {40, 60, 80} and M ∈ {3, 6, 9}. An instance set includes 100 instances and their average is recorded. For each combination, jobs are randomly assigned to families. Same as Dunstall and Wirth [21] , processing times and set-up times are randomly generated integers from the uniform distribution with ranges [1, 100] and [1, 50] , respectively. Weights are determined with range [1, 10] . The testing problems are provided on the website http://web.ntust.edu.tw/~ie/.
Comparison with D&W heuristics
The D&W heuristics [21] includes two heuristics: the SWMPT/SWMPT composite heuristic and the LBT/SWMPT repetitive splitting heuristic. Each of the two heuristics has five component arrangements, i.e., there is a total of 10 different solutions. For each instance, the best solution from the 10 different solutions, denoted by Sol D&W , is compared to solution from the proposed heuristic Sol H . To evaluate over an instance set which contains 100 instances, a percentage improvement was computed as: PI = (Sol D&W − Sol H /Sol D&W ) × 100%. The computation time (in seconds) of the proposed heuristic and that of D&W heuristics are compared. Moreover, to evaluate the gap between the proposed heuristic and the D&W heuristics, a hypothesis test (z-test) is also conducted. Let µ H and µ D&W be the average of the total weighted flowtime and set null hypothesis H 0 : µ H − µ D&W ≥ 0, alternative hypothesis H 1 : µ H − µ D&W < 0, and significance level α = 0.01. Tables 4-7 summarize the computational results for small-sized problems (N ≤ 30) and large-sized problems (N ≤ 80), respectively.
There is clear evidence from Tables 4 and 5 that the proposed heuristic performs better than the D&W heuristics [21] for the Pm|s i | ∑ wC problem. In particular, the following observations can be made.
(i) In Table 4 , there are four instance sets in which the D&W heuristics is better than the proposed heuristic. The reason is that, as explained earlier, the D&W solution is selected from the best of 10 different solutions. Hence, when the number of jobs is relatively small, the D&W heuristics have a higher probability of obtaining a better solution. (ii) For both heuristics, the computation times increase as the number of jobs is increased. However, the proposed heuristic requires almost the same computation time for different number of families, while D&W requires more computation time for larger number of families. In general, the proposed heuristic takes less computation time than D&W. For smallsized problems, the proposed heuristic takes about 13%-24% of the computation time of D&W; for large-sized problems, it takes about 20%-44%. (iii) The PI value increases as the numbers of jobs and machines are increased in most instance sets. In particular, the PI value is as high as 2.467-4.753 for six-machine problems and 4.588-7.822 for nine-machine problems. (iv) The z-value in Tables 4 and 5 means the test statistic. The test is to reject the hypothesis that the proposed heuristic is worse than the D&W heuristics if and only if the z-value is less than −2.33 for α = 0.01. Since almost all the z-values are less than −2.33 in Tables 4 and 5 , there is enough evidence to support the claim that the proposed heuristic is better than the D&W heuristics.
Therefore, we can conclude that the proposed heuristic produces better quality solutions than the D&W heuristics while using less computation time.
Comparison with the lower bound
This subsection will present a general lower bound reported by Azizoglu and Webster [17] and evaluate the gap between the proposed heuristic and the lower bound. The basic idea of the lower bound is to consider two problems without family set-up times (P 1 and P 2 ). P 1 is identical to the addressed problem, P, except that all family set-up times are set to zero. P 2 is defined by setting the number of jobs to the number of families in P, processing times to family set-up times in P, positive weights to the sum of the weights within the same family, and no family set-up times. In other words, P 1 and P 2 are the parallel machine weighted flowtime problems (i.e., no family set-up times) and the lower bounds on P 1 and P 2 can be computed by Theorem 2 of Webster [23] . Consequently, a lower bound for the addressed problem is computed by summing the lower bounds on P 1 and P 2 according to the Property 8 of Azizoglu and Webster [17] . The gap between the proposed heuristic and the lower bound, LB, is computed as (Sol H − LB/LB) × 100%. The comparison is given in Tables 6 and 7, which show that the gap is increasing with the increase of the number of families but is irrelevant to the number of jobs.
Conclusions

