We analyze three years (1998)(1999)(2000) of OGLE observations of microlensing events to place limits on the abundance of planets with a planet-to-star mass ratio q = 10 −3 at distances ∼ 1−4AU from their host stars, i.e. 'cool Jupiters'. We fit a total of 145 events using a maximum likelihood fit that adjusts 6 parameters. Each data point on the lightcurve allows us to exclude planets close to the two images of the source appearing on opposite sides of the Einstein ring of the lens star. We proceed to compute detection probability maps for each event, using ∆χ 2 threshold values of 25, 60, 100 and combine the results from all events to place global constraints. Our selection criteria returned 5 candidate events for a planet with mass ratio q = 10 −3 . Only two of these remained as plausible candidates after three were rejected due to poor data quality at the time of the anomalies. Our results suggest that less than 21 (n)% of the lens stars have Jupiter-mass planets orbiting them at an orbital radius of 1 < a < 4 AU. n ≤ 2 is the number of planet anomaly candidates that are actually due to planets. The datasets presented here were obtained from the DoPhot analysis of the events available at the OGLE website. The main conclusion of this work is that observing time is more efficiently allocated by observing many events with sampling intervals that produce non-overlapping detection zones than using intensive sampling on a small number of events.
INTRODUCTION
In 1995, very precise radial velocity (Doppler) measurements resulted in the first detection of an extra-solar planet orbiting a main-sequence star (Mayor & Queloz 1995) . This discovery spawned a series of campaigns aimed at finding new exo-planets, placing limits on their abundance and eventually understanding their formation processes.
A variety of techniques is currently being used to search for planetary signatures. The list includes pulsar timing (Wolszczan & Frail 1992) , transit searches (Charbonneau et al. 2000) and gravitational microlensing (Paczynski 1986; Bennett & Rhie 1996) . This paper considers the latter.
Photons emitted by a background stellar source are deflected as they come near the influence of the gravitational field of a massive foreground object which acts as a gravitational lens. This results in two images of the source, one on either side of the lens. If the source, lens and observer are perfectly aligned, we observe a ring image around the lens whose radius is defined as the Einstein ring radius and is characteristic of each lens.
The Einstein ring radius is given by:
where D ds , D d and Ds are the lens-source, observer-lens and observer-source distances respectively. The Einstein ring provides a natural angular scale to describe the lensing geometry for several reasons. If multiple images of the source are produced, the typical angular separation of the images is of the order of 2θE. Furthermore, sources that are closer than about θE to the optical axis experience strong lensing and are therefore significantly amplified. On the other hand, sources which are located well outside this ring receive very little amplification. In microlensing, the separation of the images created by the lensing effect (θ ∼ 10 −3 arcsec) is too small to be resolved by current telescopes and one can observe only the combined c 0000 RAS flux. The resulting lightcurve is symmetric in time with its maximum amplification A0 at the time of closest approach t0 between the projected position of the source on the lens plane and the lens itself. Its shape is described by:
where A(u) is the total amplification and u is the unlensed angular separation of source and lens in units of the angular Einstein ring radius θE (Paczynski 1986 ):
where tE = 2θED d /v ⊥ and v ⊥ is the transverse velocity between the source and lens. This simple point-source point-lens (PSPL) model can describe most of the cases well enough. However, there are cases when the shape of the lightcurve is not symmetric and exhibits significant deviations. These so-called anomalies of the lightcurve can be due to several factors and have been extensively examined in recent literature (Dominik 1999; Wozniak & Paczynski 1997; Buchalter & Kamionkowski 1997; Alcock et al. 1995; Gaudi & Gould 1997) . The most interesting of these are the anomalies which can be attributed to the binary nature of the lens. The possibility that the binary lens system may be a star-planet system of extreme mass ratio, has spawned dedicated observing campaigns to reveal such planets (Bennett & Rhie 1996; Gaudi & Sackett 2000; Gould & Loeb 1992) .
In section 2 we discuss our sample of events and fitting method. Section 3 deals with the notion of 'detection zones'. These are zones on a ∆χ 2 map as a function of planet position where the presence of a planet is excluded by our analysis. In section 4 we explain our treatment of the fit residuals and discuss what threshold value we should adopt for the analysis. The best planet candidates are presented in section 5, followed by a discussion on planet detection probabilities in section 6. In section 7 we provide the theoretical background to getting limits on the number of planets per star and we conclude with a summary of the analysis in section 8.
ANALYSIS OF OGLE LIGHTCURVES

THE SAMPLE OF EVENTS
The datasets presented here were obtained from the DoPhot analysis of the events available at the OGLE website. For the purposes of this analysis we only considered the events for which the PSPL model provided adequate fits.
Out of a total of 162 events observed by the Optical Gravitational Lensing Experiment (Udalski 1994) collaboration during a three year period (1998) (1999) (2000) we found that for 145 of these the reduced χ 2 of the PSPL model fit, adjusting 6 parameters, approached a value of unity indicating a good fit. We discuss our method of fitting the lightcurves in the next section.
POINT-SOURCE POINT-LENS FITS
In comparison with our previous work (Tsapras et al. 2001) , for this paper we have improved our numerical treatment of the PSPL model by replacing the approximate (Gould & Loeb 1992) formalism valid only for extreme mass ratios, q << 1, with a binary lens model valid for an arbitrary mass ratio. Our neglect of finite-source effects (Bennett & Rhie 1996) renders our PSPL lightcurves inaccurate for extreme mass ratios (q < ∼ u 2 s ), and high amplification (A > ∼ u −1 s ), where us is the source size in units of the Einstein ring. In addition, for the discussion in Section 2.4 we allow the lensed source to be blended with a constant source, A(t) → A(t)+b, with b > 0, so that f b ≡ b/(1 + b), with 0 < f b < 1, is the fraction of the apparent unlensed source flux contributed by nearby constant sources.
To illustrate our analysis we present our fits for events 1998bul14 and 2000bul31 in Figure 1 . These are high magnification events and the fitted event parameters are indicated on the top left corners of the plots. Our estimates of the parameters for the event 1998bul14 are in agreement with those published by the PLANET collaboration (Albrow et al. 2000) .
Our initial fits were accomplished by adjusting four parameters describing the shape of the PSPL lightcurve, the time of maximum amplification t0, event timescale tE (time to cross Einstein ring diameter), maximum amplification A0 and the baseline magnitude I0. The residuals of the 4-parameter fits were generally consistent with the estimated error bars during the bright phases, but often larger than expected near the baseline magnitude I0. This probably reflects the difficulty in obtaining accurate photometric measurements in crowded fields (see section 2.3).
To assess evidence of lightcurve deviations at a first glance, we impose a criterion of χ 2 /(N − 4) < 3.5, for the 4-parameter fit, which helps to identify the obvious non-PSPL lightcurves (N is the number of data points fitted). This criterion was not met by 46 events. Upon further examination of these lightcurves, we concluded that for 17 of these, the effects of stellar binary lensing, lensing of binary sources, parallax motion and stellar variability were responsible for anomalies in the lightcurve (see appendix A). We removed these 17 events from our list since our model does not account for these effects. The remaining 29 events were kept for further analysis despite the inferior quality of the lightcurves. These were events that were either sampled only during one part of the amplification phase, were imaged very sparsely for the duration of the amplification and/or showed significant scatter in the baseline.
ADJUSTMENT OF THE ERROR BARS
Since our assessment of the evidence for lensing by planets is based on the significance of the residuals to the fitted PSPL lightcurve, we cannot ignore the systematic discrepancy between the fit residuals and the published error bars. When we simply scale the reported error-bars by a factor f , we find that the residuals are often larger than expected in the flat part of the lightcurve, and smaller than expected in the amplified parts of the lightcurve. This suggests that an additive flux error, in addition to an overall scaling of the error bars, may be needed to account for the rms residuals in all parts of the lightcurve. To deal with this we decided to include a crowded field error in our model, σ0. This parameter accounts for increased scatter in the measurements of the unlensed flux. Thus, if blending and variable seeing effects Figure 2. ∆χ 2 -vs-planet position for the data on events 1998bul14 and 2000bul31. The white ∆χ 2 ≥ 25 detection zones show where the presence of a planet with a planet/star mass ratio q = 10 −3 is ruled out by the OGLE observations. A successful detection would have been indicated with a black zone.
(a) Blend fraction f b -vs-A 0 (7)/A 0 (6) (b) Blend fraction f b -vs-t E (7)/t E (6) Figure 3 . A 0 and t E dependence on the blend fraction for all 145 events. Allowing for a blending parameter in the fits increases both the maximum amplification and the event timescale for events with significant blending (f b > 10%).
cause the baseline flux to vary by more than the theoretical limit from photon-counting noise due to the background photons, the increase in σ0 allows for that extra variance. We also scale the reported error bars by a factor f . Thus the error bar si on the flux assumes the form:
where σ0 is the additive flux error intended to account for the crowded field effects and σi is the original error bar. The initial estimates for σ0 and f are 0 and 1 respectively. This 2-parameter noise model gives a more satisfactory description of the residuals for all events. With these two extra parameters to adjust the size of the error bars, we cannot use χ 2 minimization to optimize the fit since the fit can achieve χ 2 = 0 by making the error bars infinitely large. Therefore we use a maximum likelihood criterion. Assuming Gaussian error distributions, maximizing the likelihood is equivalent to minimizing
This introduces an appropriate penalty for making the error bars large since that increases the value of the second term in the equation. Tables 1, 2 , 3, 4 summarise the best-fit parameters we obtained by maximizing the likelihood of the data over 6 parameters. There are three columns in the Tables that give the reduced χ 2 values for four, five and six parameters respectively, the first being evaluated with the published error bars, the latter using the method outlined above to adjust them. The last method represents a substantial improvement with χ 2 /(N − 6) ∼ 1.
BLENDING
An effect that we expect to be affecting all lightcurves to some extent is blending. Blending is common in the photometry of crowded fields such as the Galactic Bulge. Its influence might lead to misinterpretation of the baseline magnitude of the source and thus inaccurate estimation of the true maximum amplification and timescale of the lensing event. As blended events may be chromatic, multi-band photometry can help estimate this effect (Wozniak & Paczynski 1997; Vermaak 2000) . We have performed fits to the events using 6 (no blending) and 7 (with blending) parameters. We chose to use the results of the 6 parameter fits in this paper. For some individual cases we also consider the 7 parameter results (also see Tsapras et al. (2001) ). In a poorly sampled lightcurve, a few points high or low can make the best fit indicate substantial blending even when there is no real evidence for it. Including a blending flux in the model results in larger values for the A0 and tE parameters. This effect boosts the detection probabilities. Since we do not want to artificially enhance these, we choose the 6 parameter model thereby underestimating the probability of detection.
For all 145 events, we calculate the ratio of amplifications (A0(7)/A0(6)) and event timescales (tE(7)/tE(6)) obtained by fitting the data with (7 parameter fit) and without (6 parameter fit) allowing for a blend fraction. The results are plotted in Figures 3(a) and 3(b). For high blend fractions f b > 10% the effects are dramatic on the values of A0 and tE. We estimate that ∼ 23% of our events are high amplification events (A0 > 5) that suffer from serious blending (f b > 10%). By not modeling this effect we are underestimating the true values of A0 and tE and thus the planet detection probability for the affected events. It follows that the limits we are quoting in section 6 for the total detection probability are lower limits. The underestimate of the detection probability by not including blending in the analysis is of the order of ∼ 13%. We present a selection of events fitted with and without a blend fraction in Table 5 .
Some of the events from the 1998-1999 seasons have been re-identified and re-analyzed using the method of difference image analysis (DIA) by the OGLE team (Wozniak et al. 2001) . Figure 4 (a) shows how our derived values for the maximum amplification (using the 6 parameter fit) compare with the difference image analysis results. Figure 4( b) compares the values for A0 derived using the 6 and 7 parameter fits. Both the DIA analysis and the 7 parameter fits (including blending) return a higher value for the maximum amplification.
PLANET DETECTION ZONES
Microlens event monitoring in the OGLE dataset is not consistently intensive enough to detect deviations due to small planets, having sampling gaps of many hours, occasionally days. Therefore any evidence of a planetary perturbation will be confined to very few data points. In the case that a candidate deviation is noted, the corresponding frame(s) must be thoroughly examined since cosmic ray hits affecting the CCD data might be mistaken for a planetary signature. In this situation, only a very significant departure from the PSPL lightcurve could be accepted as evidence of a planet.
Figure 2 presents a ∆χ 2 map as a function of planet position for events 1998bul14 and 2000bul31, and for a planet/star mass ratio q = 10 −3 . These show how the χ 2 of the fit changes from the PSPL fit when we add a planet at different places on the lens plane. The gray zones on the plots indicate regions where the ∆χ 2 is zero, i.e. placing the planet here does not affect the lightcurve in any way. White zones are negative detection zones, or exclusion zones, which show regions of ∆χ 2 ≥ +25. These are the regions where the planet can be excluded at the time of observation since at these places the planet is close enough to one of the images to cause a large perturbation of the lightcurve near one of the data points. Note that the detection zones close to the Einstein ring of the lens are larger because the planet is perturbing a more highly amplified image. The detection zones also depend on the size of the error bars, with smaller error bars resulting in larger detection zones.
The appearance of black zones on the plots would signify that a better fit has been achieved with a planet at that position interacting with one of the two images of the source star (∆χ 2 ≤ −25). The black zones are positive detection zones. If a lightcurve provides evidence for a planet, the ∆χ 2 map will have a clear black spot corresponding to the planet's position. With a poorly sampled lightcurve we expect two black spots appearing at both possible image positions since we cannot tell which image the planet is interacting with. With good sampling, a black spot would show only at the correct position of the planet at the time of observation.
We have examined such ∆χ 2 maps for all 145 events and find that for the majority of the events there is no compelling evidence for a planet. However, each data point in each lightcurve rules out the presence of a planet near the major and minor image positions. Based on this method, we quantify in section 6 our non-detection results by calculating the detection probability for each event for two different mass ratios.
ANALYSIS OF RESIDUALS
The 3-year OGLE dataset has 145 lightcurves with ∼ 40 data points each (within the range −3 < a/RE < 3) for which the PSPL model provides an adequate fit. This gives a total of N = 5840 data points. If we consider N data points with Gaussian errors, the largest residual (largest false alarm) is approximately SF (N ) ≈ 2.14 log 10 N ,
in units of σ. We therefore expect the largest single point residual in the 3-year OGLE microlensing dataset to be approximately SF ≈ 4.15σ. If the data point with the largest residual is well separated in time from its neighbors, in comparison with the duration of the planet lens anomaly, then it should be possible for the planet lens anomaly to fit the largest residual almost exactly without being held back by other nearby data points. The largest reduction in χ 2 when a planet is included in the lens model should therefore be approximately SF 2 ≈ (4.15) 2 ≃ 17. The ∆χ 2 distribution we obtain from our fits to the 145 lightcurves with star+planet models for q = 10 −3 is shown in Figure 5 . The median ∆χ 2 value is 6.27 and the largest is 75.67. The latter is much larger than the expected value found above. We make a Monte-Carlo estimate for the theoretical distribution by generating N dp standard Gaussian errors, where N dp is the number of data points in a light curve in the range −3 < x/RE < 3, and taking the largest outlier SF (N dp ) for each of the lightcurves. We then plot the values of [SF (N dp )]
2 and compare them with the observed distribution in Figure 5 . Although we have already corrected the error bars as described in section 2.3, the ∆χ 2 values (median 6.27) are larger than expected (median 4.18). We have stretched the theoretical distribution by a factor f 2 = 1.5 to match the median of the observed ∆χ 2 values. In Figure 5 we show the expected distribution before (dotdashed) and after (dashed) scaling the ∆χ 2 values up. Even after this scaling, a significant tail of events with high ∆χ 2 values remains, extending up to ∆χ 2 =75. To identify events that may have anomalies due to planets, we impose a cut on events with ∆χ 2 > 10 (last column in Tables 1, 2 , 3, 4) in the non-Gaussian tail of Figure 5 . This cut leaves us with 38 events to examine. We re-fit these events including a blending parameter (7 parameter fit) and notice that for 5 of these the ∆χ 2 is now below 10 and we therefore reject them as candidates. Upon examination of this list of events we selected 5 as the most likely planetary candidates. The remaining ones were not examined any further because the deviations seemed to be due to noise or too far away from the event peak to be considered good candidates. Plots of the event lightcurves, residuals and ∆χ 2 maps for the selected events can be seen in Figures 6, 7 and 8. We briefly discuss these next.
DISCUSSION OF BEST PLANET CANDIDATES
These events were re-analyzed including a blend fraction parameter to assess the significance of the residuals. 1998bul38: This event (Fig 6(a) ) has a baseline I magnitude of 14.703 and was imaged only during the rising amplification phase. This results in a wider space for the parameters to vary, thus the constraints on such events are less stringent than on events that have been imaged on both the rise and decline of amplification. There is a single point on this lightcurve that deviates by +9 σ at x/RE ∼ −2. OGLE has re-analyzed this event with image subtraction and the deviation is not observed anymore so we must disqualify this event as a candidate (priv. communication with A. Udalski).
1999bul37: Sparsely monitored about the peak, this event (Fig 6(b) ) shows a > +4 σ residual near the peak with −2 σ residuals on either side. The ∆χ 2 plot shows a clear dark spot. This event is disqualified as a candidate after image subtraction analysis by OGLE.
2000bul03: There are several data points deviating by ∼ −3 σ about the peak and the ∆χ 2 plot shows a dark spot corresponding to a deviation caused by a perturbation of the minor image. This event (Fig 7(a) ) is highly blended. It has not been imaged during the rise and there may be doubts whether this is due to microlensing.
2000bul12: This is a high amplification event (Fig 7(b) ) where the best PSPL model without blending fails to fit the wings and the peak data points of the lightcurve. We refit the data using our seven parameter fit which allows for a blend fraction. This fit suggests that 2000bul12 is highly blended having a blend fraction of f b = 0.68. Figure 7 (b) shows several black zones, where the 7-parameter blend model fit is significantly improved by including a planet. We must therefore retain this event as a possible planet anomaly. Having reanalyzed OGLE data for this event by image subtraction, the MOA team recently claimed (Bond et al. 2001 ) that they derive a particularly high peak magnification of ∼ 160 while their analysis raises interesting possibilities for a planetary presence. Our best-fit values for the maximum amplification are 50.7 and 159.0 for 6 and 7 parameters respectively. Note that the reported OGLE value for the amplification of this event using the standard Paczynski fit is 50.678. There is a strong correlation between the blend fraction and the derived maximum amplification which leads to uncertainty in A0 for events that are significantly blended and where the blend fraction is not very well determined. HST images may be able to resolve individual sources and reduce the uncertainty.
2000bul41: The most interesting deviations from the PSPL model are seen in Fig 8. Several data points obtained by OGLE in the period HJD 2451745.683 to HJD 2451746.738 deviate from the fitted curve by several sigma and seem to suggest the presence of an anomaly in the region. There is also a single point close to the peak that deviates by +7.7 σ. Figure 8 shows a clear black zone so we retain this event as a potential planet anomaly. However, the PLANET collaboration observed this event and disregard the point close to the peak as spurious but they have obtained no data over the 2 day period before the peak. OGLE confirms that the deviation at 2451773.59746 is fully artificial since the image is bad due to a tracking problem. Larger than usual deviations at HJD 245174 [56] are also rejected since they seem to have been caused by bad weather. This event is therefore not retained as a candidate.
To summarise the results of this section, of the 145 events which passed our original rejection criteria, we identify 38 events with ∆χ 2 > 10 in the non-Gaussian tail of the residuals. Of these, only 5 events show anomalous structure in the lightcurve that could plausibly be attributed to planets. For the 5 candidates presented, none of the anomalies is well enough sampled to be securely identified as a planet. For three of these events, the causes of the deviations have been confirmed to be not of planetary nature. This leaves us with only 2 possible candidates, 2000bul03 and 2000bul12.
PLANET DETECTION CAPABILITIES
The analysis above has identified a few events with anomalies that could be due to planets. In this section we focus our attention on the vast majority of events that are consistent with the PSPL model. The data points obtained on these events, exclude planets in certain regions near each lens. We combine the results from all the observed events to place upper limits on the number of planets per star as a function of orbit size and planet mass.
PLANET EXCLUSION ZONES VS a/RE
AND q = mp/m⋆
Following the lightcurve reduction and fitting, we calculate the net detection probability for each of the sampled events using the method outlined in Tsapras et al. (2001) . We calculated the probability for two different planet/star mass ratios q = 10 −3 and q = 10 −4 for all 145 OGLE events. Briefly, the detection probability of finding a planet at any position on the lens plane for an orbital radius a is calculated as:
We take the first term on the right-hand side to be
Here, ∆χ 2 is the change in χ 2 for a planet at x, y relative to the no-planet model. This term becomes significant when the planet at x, y lies close to one of the images of the source at the time of one of the data points in the lightcurve. The second term P (x, y|a) is obtained by randomly orienting the planet's assumed circular orbit of radius a and then projecting it onto the x, y plane of the sky. This term may be written as:
For the majority of the events the detection limits are below 5%, while well sampled, high amplification events are dominant in imposing the most useful constraints. The total probability is given at the end of this section for detection of planets with mass ratios q = 10 −3 and q = 10 −4 . Planets can be most easily detected when their orbit size matches the Einstein ring radius. For a << RE the planet is too close to the lens star, well inside the main detection zones that straddle the Einstein ring. For large orbits, a >> RE, the detection probability drops off as P ∝ (a/RE) −2 , equation (9), because such planets spend only this small fraction of their time projected on the sky in the region of the star's Einstein ring. Figure 9 examines the detection probability for a = RE as a function of peak amplification A0 and event timescale tE. We expect the detection probability to scale with the size and number of the detection zones arising from individual measurements. The detection zone sizes scale roughly as the area of the planet's Einstein ring times the source amplification, while the number of detection zones scales as the event duration divided by the typical sampling time. Thus we expect the planet detection probability from the OGLE lightcurves to scale roughly as
The results in Fig. 9 are consistent with this expectation. The strong increase in detection probability with A0 is clear, while the dependence on tE is less clear. If we plot residuals relative to the above model, the remaining scatter arises from details of the actual timing of observations with respect to the lightcurve peak. Fig 10 shows the result of summing the detection probability Ps(det|a, q) for star s over all stars: This quantifies the planet detection capability of our analysis of the OGLE lightcurves. If all stars have η planets with orbit radius a and mass ratio q, then the number of planets we expect to detect is < n >= ηP (a, q).
The highest detection probability occurs as expected for a ≈ RE. The expected (a/RE) −2 scaling is evident for large orbits and the probability is 10 times lower for q = 10 −4 than with q = 10 −3 , confirming the expected linear scaling with q. For comparison we also plot the curves for q = 10 −3 and q = 10 −4 but using a different detection threshold value of ∆χ 2 ≥ 60 and 100. We see that < n > scales roughly as (∆χ 2 ) −1/2 , so that raising this ∆χ 2 threshold from 25 to 100 lowers the expected number of detections from 7η to 4η.
The detection probability curve for q = 10 −3 peaks at a/RE = 1.1 where < n >≈ 7.4η. Similarly, the curve for q = 10 −4 also peaks at a ≈ RE with < n >≈ 1.3η. For η = 1 and q = 10 −3 we expect a maximum of 7.42 detections. If the planet anomaly candidates discussed in section 5 are in fact not due to planets, n < 1, then the number of planets per lens star is:
for planets with a ≈ RE.
Following Gaudi, Naber & Sackett (1998) we can define the 'lensing zone' as a1 < a < a2 where a1 = 0.6RE and a2 = 1.6RE . This is the region where detection of planets by microlensing effects is reasonably efficient. If we let each lens star have ηLZ planets in the lensing zone (LZ), and distribute the orbits uniformly in log a, then the expected number of planet detections is:
Evaluating this using the results in Fig 10, we find that a detection of zero planets, n < 1, corresponds to ηLZ < 0.18
PLANET EXCLUSION ZONES VS a(AU)
AND m(mJUP )
In Figure 10 we have presented a general description of the total detection probability in terms of the mass ratios and the projected separation of the companion from the lens in units of the Einstein ring radius. Here we convert these to physical units using a similar method to that followed by Albrow et al. (2001a) to give a clearer indication of planetary constraints placed by the OGLE dataset. The results are shown in Fig 11. To convert to physical units we assume
and
where 45d is the median event timescale for the OGLE events, 1.9 AU is the median Einstein ring radius, and 0.3 M⊙ is the median lens mass. These scalings are consistent with a model in which most of the OGLE events arise from sources and lenses that are both galactic Bulge stars, with
This results in the combined detection probability for all OGLE events as a function of planetary orbital radius, as shown in Figure 11 . Returning to Figure 10 , we can see that both mass ratios peak at a ≈ RE. In particular, for q = 10 −3 , the average total detection probability for the lensing zone is P (det|a1 < a < a2) = 5.6. From Figure 11 , the average detection probability for the region 1AU < a < 4AU is P (det|1 AU < a < 4 AU) = 3.2 for q = 10 −3 and the probability peaks at around 3 AU.
The curves in Fig 11 are broader and more symmetric Figure 6. Magnitude plots, normalized residuals and ∆χ 2 maps for OGLE data that deviate from the PSPL model(1). The fitting for these events was done adjusting 7 parameters: (I 0 , A 0 , t E , t 0 , f b , s 0 , f ). The white zones are no detection zones (∆χ 2 >25) where the planetary presence can be excluded. The gray zones are regions where there is no information about a planet and the black zones are the detection zones where there is evidence for a planet (∆χ 2 <-25).
than those in Fig 10. This arises because the detection curves all peak at a ≈ RE, but each event has a different RE with the slower events corresponding on average to larger Einstein rings (eqn16). This horizontal blurring in Fig 11 makes the curve wider than in Fig 10 and also reduces the expected number of detections to
for planets with a ≈ 3AU, where the detection efficiency is highest. For zero detections, n < 1, the upper limit on the number of planets per lens star is
for planets with a ≈ 3 AU, and
for planets uniformly distributed in log a over a = 1 − 4 AU. The solid curves in Fig 10 show the expected number detections for Jupiter-mass planets. With the star mass given by eqn 17, the mass ratio for a planet of mass m is q = 3 × 10
The results for Jupiter-mass planets, m = mJ , are therefore found by a small linear extrapolation of those for q = 10 −3
(dotted) and q = 10 −4 (dashed). For zero detections, n < 1, the upper limit on the number of planets per lens star is
for planets uniformly distributed in log a over a = 1 − 4 AU.
UPPER LIMITS ON NUMBER OF PLANETS PER STAR
Our analysis of the OGLE events provides evidence for n planets, where n ≤ 2, since only 2 candidate planetary lens anomalies were identified, and some or both of these may be due to noise glitches rather than real planets. If we assume that all stars have η planets with orbit radius a and mass ratio q uniformly distributed in log(η), then the expected number of events is
where
From Bayes theorem, the probability distribution on η given a measurement of n is
Since we have no knowledge on the distribution of P (η) we shall assume P (η) ∝ η −1 . The last term in the equation,
is a normalization constant to ensure that P (η|n)dη = 1. P (n|η) is a likelihood function, i.e. the probability that we will detect n planets given that there are η per star. The number of detected planets n is a Poisson random variable with expected value < n >= ηP (q, a) = E. Then we have that
If the data hold no conclusive evidence of planets, i.e. n = 0, then the constraint on η is an exponential distribution:
The general form of P (η|n) can easily be calculated to be:
This is shown on Figure 12 . If there are n deviations which we assume are due to planets, then the expected number of planets per star of type q, a is:
< η >= ηP (η|n)dη = n P (q, a) .
Under our assumptions and for a detection threshold value of ∆χ 2 ≥ 25, we can state from the results presented in Figure  11 that the OGLE dataset indicates that less than 21 (n) %, where n ≤ 2, of the lens stars have Jupiters orbiting them at an orbital radius of 1 < a < 4 AU.
Our result uses a smaller ∆χ 2 threshold than the results presented by the PLANET (?; Albrow et al. 2001a) collaboration. After searching for planetary signatures in 43 intensively monitored microlensing events, they concluded that less than 33% of the ∼ 0.3M⊙ stars that typically Figure 8 . Magnitude plots, normalized residuals and ∆χ 2 maps for OGLE data that deviate from the PSPL model(1). The fitting for these events was done adjusting 7 parameters: (I 0 , A 0 , t E , t 0 , f b , s 0 , f ).The white zones are no detection zones (∆χ 2 >25) where the planetary presence can be excluded. The gray zones are regions where there is no information about a planet and the black zones are the detection zones where there is evidence for a planet (∆χ 2 <-25).
(a) max(P(det | a/R E ))-vs-A 0 (b) max(P(det | a/R E ))-vs-t E Figure 9 . Probability of detection (for q = 10 −3 ) dependence on A 0 and t E for 6 (rhombus) and 7 (cross) parameter fits.
comprise the lens population have Jupiter-mass companions with semi-major axes in the range of 1 < a < 4 AU. We must note however that their detection threshold value was very conservatively set at ∆χ 2 ≥ 60. For comparison, we calculate the detection probability for the same region (1.5 < a < 4 AU) for ∆χ 2 = 60 to be ∼ 28%. This is lower than the limit imposed by PLANET (also note that our model assumptions lead to an underestimate of the true detection probability of the order of ∼13%). Figure 10 . Number of planet detections expected from our analysis of 145 OGLE microlensing events if all lens stars have η = 1 planet with orbit radius a in units of the Einstein ring radius R E . Results shown are for two planet/star mass ratios, q = 10 −3 (dotted) and q = 10 −4 (dashed), and three detection thresholds ∆χ 2 = 25, 60, 100 (top to bottom). Figure 11 . Number of planet detections expected from our analysis of 145 OGLE microlensing events if all lens stars have η = 1 planet with orbit radius a in units of the Einstein ring radius R E . Results shown are for Jupiter mass planets (solid) and two planet/star mass ratios, q = 10 −3 (dotted) and q = 10 −4 (dashed), and three detection thresholds ∆χ 2 = 25, 60, 100 (top to bottom).
SUMMARY
We have analyzed three years (1998) (1999) (2000) of OGLE observations of microlensing events to place limits on the abundance of 'cool Jupiters'. We fitted a total of 145 events using a maximum likelihood fit that adjusts 6 parameters. We computed detection probability maps for each event using ∆χ 2 threshold values of 25, 60, 100. If we assume that all lenses are of the same star type and all have one Jupiter analogue at a/RE ∼ 1, then from the combined detection probability results we infer that a maximum of 7 planets with q = 10 −3
should have been detected. Our selection criteria returned 5 candidate events for an assumed mass ratio of q = 10 −3 . Three of these were then confirmed to be due to other effects so only two remain as plausible candidates. Our results suggest that less than 14% of the lens stars have 'cool Jupiters' Figure 12 . P (η|n)-vs-η. Probability distribution of η (the number of planets per star) for n=0,1,2,3,4,5 where n is the number of detected planet anomalies in the dataset. n=0 is the leftmost curve.
orbiting them at a/RE ∼ 1. We translate that in AU, recalculate the probability for Jupiter-mass planets, and from Figure 11 we can state that the OGLE dataset indicates that less than 21 (n)% of the lens star population has Jupiters orbiting them at an orbital radius of 1 < a < 4 AU. n ≤ 2 is the number of planet anomaly candidates that are actually due to planets. We conclude that observing time is more efficiently allocated by observing many events with sampling intervals that produce non-overlapping detection zones than using intensive sampling on a few events.
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