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RESUMEN DEL CONTENIDO. 
El presente trabajo pretende compensar en parte la laguna 
existente en relación al tratamiento de la agregación temporal con 
unidades de distinta longitud. En este sentido, postula un modelo de 
tendencia lineal para la serie desagregada examinando el efecto de la 
agregación y su tratamiento en distintos supuestos respecto a la lon-
gitud de las unidades utilizadas. 
AUTORES. 
Margarita López Rico, es Profesor Titular Interino e imparte 
o ha impartido materias de Estadística y Econometría. 
-1.-
UNA NOTA SOBRE AGREGACION TEMPORAL. 
l.. INTRODUCCION. 
El. pl.anteamiento general del problema de la agre-
gaci6n temporal. de una serie se recoge en el siguientear-
gumento. Supongamos que basándose en ciertas consideraciones 
te6ricas, un investigador propone en términos de una unidad 
temporal determinada el modelo subyacente a una serie crono-
\ lógica. Sin embargo, a pesar de que existen observaciones de 
la serie, estas corresponden a una unidad temporal agregación 
de la utilizada en la formulación del modelo. Conscientes de 
limitaciones insuperables impuestas en relación al modelo ori-
ginal por la periodicidad de las observaciones efectivas, la 
forma de proceder consiste en derivar el modelo correspondie~ 
te a la unidad temporal de los datos, estimandolo. En este se~ 
tido en Stram y Wei (1986) y Weiss(1984) se encuentran resul-
tados y referencias en relaci6n con modelos ARIMA y ARMAX. 
Los trabajos de agregaci6n temporal consideran uni-
dades temporal.es ideales de igual. longitud, y ésto no es habi-
tualmente as! en la práctica. La complicaci6n adicional del 
análisis que supone cQnsiderar unidades temporales de dist.inta 
longitud ha sido tratada, por ejemplo, en Granger (1963), Cle-





(1978), Pfeffermann y Fisher (19B2), Ee11 y Hillmer (1983), 
etc. En los trabajos de este grupo que el autor ha podido 
examinar no hay, sin embargo, una clara e inequivoca aproxi-
maci6n al tema en la linea del párrafo anterior: las especi-
ficaciones de las series desagregadas son totalmente genera-
les, y ello cuando raramente se formulan. 
El presente estudio tiene por objeto postular un 
modelo concreto para la serie desagregada, examinando el efe~ 
to de la agregaci6n temporal y su tratamiento en distintos sl! 
puestos respecto a la longitud de la unidad utilizada. 
2. POLINOMIOS DEL TIEMPO. 
Supongamos que la serie temporal ~ es una serie 
flujo tal que, 
(1 ) T = 1, ••• ,N 
donde, 
E{u) = ° 
- -
a y b constantes, 
es decir, sigue una tendencia lineal. Por supuesto pOdrían c 
siderarse potencias del tiempo superiores. 
Si ahora agregamos la serie de acuerdo a n unidadl 
temporales de longitud Lt>O, t = l, ••• ,n, tenemos: 








ut = ~, E(g) = O, 
T= = Li _2 H 
LI O ••• O 













E(UO') ::: (j2.n. 
- -
Si todas las unidades son iguales, es decir, agre~ 
mos la serie de acuerdo a n unidades temporales de longitud 
N 
L = --- tendríamos por otra parte, n 
t=l, ••• ,n 
donde, 
• 2. (t-l) .L2~ L2 ~ L L(l-L) 2 ~t = ------------------- = ------ ~ L .t 
2 2 
y por consiguiente, 
(3) L(l-L) 2 a.L ~ b(------ ~ L .t) 
. - 2 
~ u; = A ~ B.t ~ u; 
con 
E(U·) ::: O 
- -' 
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es decir, la serie agregada sigue una tendencia lineal. Es-
ta puede ser la situaci6n cuando se agrega una serie diaria 
en una serie semanal. 
Finalmente, si la agregaci6n se realiza de acuer-
do a n unidades temporales de longitud Ljk> 0, Ljk = Lj 'k' 
(2) para j = l, .•• ,m y k = l, ••• ,q, tendríamos de 
k = l, ... ,q, 
Xjk = a.Ljk ~ b.dCjk ~ Ujk , j = 1, •.. ,m 
donde, 2.Ljk(I~~Lj i-2 ~ (j-l}'~~lLjk) ~ L~k ~ LO k t jk = -----------~--------;--------------~-----~- = 
2.Ljk(i~:Lj i-2 - ¡:lLjk} ~ L~k ~ Ljk 
= -----------~------------------------- ~ 
2 
y por consiguiente, 
Xjk • •. Ljk • b(~::J~~:J.!:<-=_~~j!~_~~_~:"- • 
~ j.Ljk·~ILjk} ~ Ujk = A(k} ~ B(k}·j ~ Ujk 
con 
U jk ::.-L-r:~...,......-------,,-- ~ 
(j-l}'ILjk ~ 1 
E(!!(k)!!(k}} = Lj .a21 
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Lj ,-1 = Lj ,O = O .",. 
es decir, para cada k la serie agregada sigue una tendencia 
lineal. Esta puede ser la situaci6n cu~do se agrega una se-
rie diaria en una serie mensual excepto por los febreros bi-
siestos. 
Puesto que tenemos solamente datos agregados se 
estimarían, en principio, el modelo (3) y el modelo (4) por 
mínimos cuadrados ordinarios, y el modelo (2) por mínimos cua-
drados ponderados. La eficiencia del estimador siempre disminu 
ye con el nivel de agregaci6n. Las series Lt Ydlt en (2) 
esterán en la mayoría de los casos fuertemente correlaciona-
das. Esto provoc& problemas de multicolinealidad que deberán 
resolverse en el contexto de los procedimientos usuales. La 
posibilidad de estimar una regresión para cad~ k evita el pro-
blema en ese caso concreto. 
Si en (1) uT sigue algún proceso ARMA, Stram y V/ei 
(1986) proporcionan el modelo de U~ en (3). En relaci6n a (4) 
es preciso tener en cuenta que la primera unidad es de lon-
gitud )i~lLji mientras qúe las siguientes son de longitud 
t:1Ljk. Se desconoce la existencia de resultados para Ut en (2). 
3. CONCLUSIONES. 
Los modelos del epigrafe anterior no son un mero 
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ejercicio algebraico, tienen como finalidad contribuir al 
objetivo principal del análisis univariante de series tempo-
rales: la previsi6n. En este sentido los resultados pueden 
ser muy satisfactorios puesto que la longitud de las unida-
des temporales futuras es conocida la mayoría de las veces. 
Esta informaci6n junto con el supuesto de permanencia en el 
tiempo del modelo (1) puede utilizarse para mejorar las pre-
visiones, especialmente a corto plazo donde es más f&cil asu-
mir una tendencia que no varie. 
En la práctica si la serie agregada sigue una ten-
dencia lineal se procederá directamente a estimar la regre-
sión correspondiente a las unidades temporales utilizaias. 
Si hay razones para considerar que además está involucrado 
un modelo ARMA puede seguirse psra la identificaci6n del mis 
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