A wide range of quantum systems are time-invariant and the corresponding dynamics is dictated by linear differential equations with constant coefficients. Although simple in mathematical concept, the integration of these equations is usually complicated in practice for complex systems, where both the computational time and the memory storage become limiting factors. For this reason, low-storage Runge-Kutta methods become increasingly popular for the time integration. This work suggests a series of s-stage sth-order explicit RungeKutta methods specific for autonomous linear equations, which only requires two times of the memory storage for the state vector. We also introduce a 13-stage eighth-order scheme for autonomous linear equations, which has optimized stability region and is reduced to a fifth-order method for general equations. These methods exhibit significant performance improvements over the previous general-purpose low-stage schemes. As an example, we apply the integrator to simulate the non-Markovian exciton dynamics in a 15-site linear chain consisting of perylene-bisimide derivatives.
I. INTRODUCTION
The physics laws of quantum dynamics, such as the Schrödinger's wave equation [1] and the Heisenberg matrix equation [2] for isolated systems, take the form of linear differential equations with constant coefficients. In reality, a quantum system is inevitably coupled to an environment and thus becomes open. When the coupling is weak and the memory time of the environment is short compared to the intrinsic time scale of the system, a Markovian approximation ignoring the memory time leads to a good description [3−5] . Otherwise, the hierarchical approach is a powerful tool to simulate the non-Markovian dynamics by embedding the nonMarkovian system in a larger, possibly infinite Markovian system [6−9] . Once again, the equations of motion for the open systems take a linear differential form with constant coefficients if external driving fields are not applied. Formally, the dynamics for all of these cases are dictated by the ordinary differential equatioṅ
together with an initial condition x(t 0 )=x 0 at time t 0 .
Here, x is a state vector of length N and M is an N ×N * Author to whom correspondence should be addressed. E-mail: yunan@gznc.edu.cn matrix which does not depend on either the time t or the state vector x. The numerical integration of such an equation is simple in concept from the mathematical perspective. For systems with small to moderate dimension, one can benefit from the extensive studies on the linear differential equations [10−14] . The accumulated results include the Lanczos iteration in Kryslov subspace [15−17] , the Chebyshev scheme [18, 19] , matrix exponential method [20−22] , and the classical Runge-Kutta method [23] .
In practice, however, the computations are complicated by the big size of the state vector in applying the quantum principles for complex systems. As the computer memory required to store the state vector grows exponentially with the size of the system, the length N of the state vector can easily reach 10 9 and even higher in various simulations. For large systems, the quantum dynamical simulation becomes expansive or even prohibited, which is called the curse of dimensionality [24] . This curse with respect to the memory issue is enhanced by the numerical integration because the integrator itself needs additional memory to store the state vector.
For this reason, low-storage methods draw a lot of attention. The split operator method, which is a symplectic integrator not requiring additional memory location for the wavefunction, is efficient for quantum mechanical systems without space-momentum mixed terms in the Hamiltonian [25] . For other systems, low-storage Runge-Kutta (LSRK) methods, which use less memory locations than the classical Runge-Kutta schemes, are useful in reducing the memory use [26−29] . Actually, the LSRK scheme was proposed at the early time of computer simulations [30−32] , when the memory storage was small. Later, different groups made schemes using only two memory locations for any stage number (the number of derivative evaluations in each time step of the numerical integration) [27, 29, 33] . Kennedy and co-workers systematically studied the low-storage schemes and made the low-storage idea popular [34, 35] .
Regardless of how powerful the high performance computing becomes and how big the memory storage is available, we always ask more to simulate bigger systems to reveal new mechanism, to seek new phenomena and to design new materials. A partial, alternative remedy for this problem is to develop efficient algorithm with not only shorter computational time but also less memory demand so that we can simulate bigger systems with available computational resources. Thus, the low-storage methods became increasingly popular during the past two decades although the available computer memory was dramatically improved.
The LSRK scheme assumes the same accuracy and robustness as the traditional explicit Runge-Kutta methods but only needs two memory locations for the state vector regardless of the order. By contrast, the classical explicit s-stage Runge-Kutta method normally requires s+1 memory locations for the state vector. But, the available LSRK methods were designed for general purpose problems, which suffers from the order barrier condition, namely, there is no s-stage sthorder explicit Runge-Kutta method for s>4 and no (s+2)-stage sth-order method for s>7 [36] . The order barrier is severer for LSRK schemes because there are additional conditions in order to achieve the lowstorage integration. For example, for general nonlinear multidimensional differential equation, we have to use five stages to get a fourth-order LSRK method [35] . To have an optimal stability region, a 12-stage fourthorder LSRK scheme is also widely used [37] . The larger stage number will significantly increase the computational time for the simulations of the dynamics.
Actually, we can develop more efficient LSRK schemes if we take advantage of the linearity of Eq.(1). Zingg and Chisholm [38] suggested a four-stage fourthorder LSRK method when adding an inhomogeneous time-dependent term to Eq.(1). Indeed, more efficient low-storage algorithm exists for linear differential equations with constant coefficients.
In this report, we show that s-stage sth-order LSRK method exists for Eq.(1), so that the time-dependent dynamics of time-invariant systems can be propagated very efficiently in the use of both computational time and computer memory. The developed methods are applied to the hierarchical simulations of the exciton diffusion in a 15-site linear aggregate.
In this work, we show that s-stage s-order LSRK methods exist for any positive s and suggest the schemes for s=4, 6, 8, 10 and 12. A 13-stage method with optimized stability region, which is of eighth-order for linear equation with constant coefficients and of fifth-order for general systems, is also suggested. We also presents a hierarchical simulation of the exciton diffusion in a chain of a J-type linear aggregate with the 12-stage 12th-order LSRK method.
II. LOW-STORAGE RUNGE-KUTTA METHOD FOR AUTONOMOUS LINEAR

A. Classical explicit Runge-Kutta methods
The Runge-Kutta methods are derivative-free schemes to find the numerical solution for the initial value problem of the ordinary differential equationṡ
for a given function f. A general s-stage Runge-Kutta method discretizes the time with a grid {t 0 , t 1 , · · · , t n , · · · } and approximates the solution of Eq.(2) stepby-step with s iterations in each step,
where ∆t=t n+1 −t n is the size of the time step, and x n is an approximation to x(t n ). Here, the coefficients a jk , b j and c j are the elements of the Butcher tableau [23] .
To have a compact presentation, we will treat a as a matrix which only has non-zero matrix elements a jk in the strict lower triangular part. The consistency condition of the Runge-Kutta method imposes the constraints
Therefore, only a jk and b j are free parameters, which are chosen so that x n+1 is the p-order Taylor expansion of x(t) at time t n ,
If this condition holds, the Runge-Kutta scheme is called a pth-order method.
B. Low-storage Runge-Kutta methods
Eq
. (3) clearly shows that the s-stage explicit RungeKutta scheme normally requires s + 1 memory locations for integration, which is not favorable for large systems. By putting further constraints on the coefficients a jk and b j , we may achieve a low-storage method which requires less memory locations, even two memory locations regardless of the stage number. In the literature, there exist different schemes to achieve the two-register method [27, 29, 33] . Here, we will be sticked to the formulation originally proposed by Williamson [29] , which takes the following iteration in each time step
Here the register y points to the the memory location storing the state vector x, which contains the initial condition x n before the iteration and directly gives x n+1 after the iteration. An explicit scheme implies A 1 =0, so there are 2s−1 independent parameters for an s-stage scheme, based on which the classical Butcher tableau can be constructed [37] 
For the autonomous linear equation Eq.(1), all second-order partial derivatives vanish, namely,
As a consequence, the order condition Eq. (8) is greatly simplified,
Therefore, there are p constraints in order to have a pth-order method, which can normally be satisfied because there are 2p−1 parameters in a p-stage scheme. This implies that s-stage s-order LSRK methods exist for the autonomous linear differential equations. Although there are multiple solutions of Eq. (14), particular interest is in the choice A j =−1 for j ≥2. With such a choice, these algebraic equations can be conveniently and analytically solved with a Gröbner basis decomposition [39] . The coefficients B j for the schemes with 4, 6, 8, 10 and 12 stages are given in Table I . Hereafter, the method will be named as LSRKs-p(q), where s refers to the number of stages, p denotes the order of the method for autonomous linear equations. When it applies, q means the order of the method for general differential equations. In numerical applications, another important issue is the stability of the solver, which requires that small errors in the initial state do not drive the Runge-Kutta approximation off from the real value. The stability analysis of the solver is complicated and case-dependent for general systems. Thus a paradigm for the stability analysis is to use the one-dimensional equation with a complex coefficient λẋ to obtain useful guidance. The coefficient λ corresponds to the eigenvalues in multi-dimensional problems. For this one-dimensional case, the explicit Runge-Kutta method approximates x(t 0 +n∆t) with
with the coefficients γ j being
The iteration Eqs.(4−6) is robust against small perturbations if the characteristic polynomial G(λ∆t) fulfills the criterion |G(λ∆t)|≤1. The stability region of the Runge-Kutta method is then defined as the set of all points z in the complex plane satisfying |G(z)|≤1. For schemes with s=p, all γ j are determined by the order condition Eq. (14) so that there is no freedom to manipulate the stability region. Therefore, in order to optimize the stability, we have to sacrifice the order of the method to have free parameters.
Following Ref. [37] , we adopt a two-stage process to find the LSRK method with optimized stability. For a given stage number s and a desired order p, we first find γ j (p<j≤s) to optimize the area within the contour |G(z)|=1. We then determine the coefficients A j and B j satisfying the order conditions with the γ j .
In principle, we have to optimize the stability with the exact area within the contour |G(z)|=1. Here, we will adopt a much simpler, yet reasonable, approximation to this area, namely,
where x max is the maximum positive real number satisfying |G(−x max )|=1, and y j is the minimum positive number solving |G(iy j −jx max /10)|=1, with i= √ −1 being the imaginary unit.
Once γ j are obtained, we proceed to find the LSRK parameters A j and B j . In this work, we are interested in the 13-stage 8-order method to have balance between the order and the stability. With this choice, there are five free parameters γ j (9≤j≤13) to optimize the stability at the first step. The optimization is carried out by a random search with the Nelder-Mead method [40] to find the local maximum as implemented in the NLopt library [41] . The optimized results for γ j are listed in Table II . At the second step, there are 25 A j and B j parameters satisfying 13 order conditions. In order to fix the rest 12 parameters, we require the scheme to be a fifth-order method for general differential equations. Besides the order conditions for linear equations with constant coefficients, there are 12 additional constraints 
The nonlinear Eq. (14) Tables I and II . As the number of stages coincides the order of the methods, the stability contours of LSRK4-4, LSRK6-6, LSRK8-8, LSRK10-10 and LSRK12-12 schemes are uniquely defined and do not depend on how the parameters A j and B j are chosen. For these methods, the stability region is larger when the stage number increases. However, FIG. 1 clearly shows that the renormalized region shrinks for larger stage numbers. When the stability is the limiting factor in the numerical integration, the maximum step size is controlled by the stability region. Then, the efficiency of the un-optimized high order methods is lower because the increase of the stability region is not sufficient to compensate the cost in performing the calculations for the additional stages. In these cases, it is appreciated to sacrifice the order of the method to increase the stability region. As shown, normalized stability region of the LSRK13-8(5) scheme is significantly bigger than that of the un-optimized methods. A dominant feature is that its contour is elongated along the xaxis. Correspondingly, LSRK13-8(5) is suitable to sim- [37] .
ulate the over-damped motion, in which the real part of the eigenvalues is larger than the imaginary part.
To have a comparison, we also plot the stability contour for the LSRK13-4(4) method suggested by Niegemann et al. [37] . This method have a stability region elongated along y-axis and is suitable to simulate the under-damped motion, in which the imaginary part of the eigenvalues is dominant.
D. Accuracy verification
We check the efficiency of all the methods with a symmetric matrix M. Here, the adopted eigenvalues λ j are
where N =256 is the dimension of the matrix M. With this settings, λ 1 =0 is the only zero of the eigenvalues, which implies that there is a unique stationary state of the systems. For the simplicity of computation, we choose the discrete Fourier transform matrix F jk =exp[πi(j − 1)(k − 1)/N ] as the eigen-matrix. Then the exact solution at time t is calculated with discrete Fourier transform, namely,
where Λ(t) refers to the diagonal matrix taking the eigenvalues exp(−λ j t), and the initial vector x(0) at t=0 is filled with standard normal Gaussian numbers. The errors of the numerical integration are defined as DOI:10.1063/1674-0068/30/cjcp1703025 c ⃝2017 Chinese Physical Society the Euclidean distance between the exact result and the Runge-Kutta approximation x (appr) (t)
In FIG. 2 , we present the error of all the methods with the step size of 2 n ×10 −3 (0≤n≤12). The results clearly show that there exists a region that the accuracy will be comparable with the machine round-off errors and they cannot be reduced further simply by decreasing the step size. There also exists an unstable region for the each integrator, when the step size is bigger than a critical value, the error increases explosively. The error corresponding to this critical step size is about one, which implies that the step size in this problem is controlled by the accuracy.
Not shown in FIG. 2 , we also carry out the integration with the classical fourth-order Runge-Kutta method, the Fehlberg's 4(5) method [45] , the Calvo 6(5) method [46] , and the Prince-Dormand 8(7) method [47] . The 4th-order LSRK is identical to the classical fourth-order Runge-Kutta method in errors as well as the stability. Higher-order LSRK schemes are faster than the same order classical RK ones, but no more than a factor of two. However, a high-order LSRK (p>6) scheme can be two or three times faster than the corresponding classical Runge-Kutta method which assumes the same number of stages.
Provided with a pre-selected error tolerance, higher order methods normally can take a bigger step size. For example, with the error tolerance of 1×10 −5 , the step size can be as large as 0.31 for LSRK12-12, but only 0.0083 for LSRK4-4. If the error tolerance deceases by two orders, the corresponding step size becomes 0.21 for LSRK12-12 and 0.0026 for LSRK4-4. Roughly speaking, the speedup will be 9 to 21 times if we use a 12-stage 12-order method instead of a fourth-order Runge-Kutta scheme. Other higher s-stage s-order methods also depict an increase of 3−20 times in efficiency, depending on the order and the error tolerance. With the same step size in the stable region, the stability-optimized method LSRK13-8(5) always produces smaller errors than the same order method LSRK8-8. When the additional stages of the LSRK13-8(5) scheme are taken into account, the LSRK13-8(5) scheme has the same performance as the LSRK8-8 method.
Again, to have comparison, we consider the LSRK13-4(4) scheme which is designed for general differential equations. With a given step size, it systematically produces smaller errors than that of the LSRK4-4 method. However, provided the same accuracy (1×10 −5 or 1×10 −7 ), the increase in the step size is less than three times. We thus conclude that the LSRK13-4(4) scheme is less efficient than the LSRK4-4 method. 
III. APPLICATIONS TO SIMULATION OF QUANTUM COHERENCE IN BIOLOGICAL-RELEVANT SYSTEMS
We will apply the high-order low-storage methods outlined in Section II to a more realistic simulation, that is, the non-Markovian exciton diffusion in a linear aggregate. The exciton dynamics plays a crucial role in organic photovoltaic cell [48] , photosynthesis [49] , organic light-emitting diodes [50] and many others [51, 52] . In such systems, energy transfers to the reaction center along with the exciton diffusion. The natural photosynthesis systems exhibit surprisingly high efficiency in the exciton energy transfer [49] . The theoretical understanding of the design features and the underline mechanism will greatly help the artificial solar energy application [53] . We are still at the very beginning to understand the process and now expect that dissipation caused by the environment is the key for efficient energy transport [49, 53] .
Here, we study the noise-assisted exciton diffusion in an artificial chain consisting of N ,N ′ -Di(N -(2-aminoethyl)-benzamide)-1,6,7,12-tetra(4-tert-butylphenoxy)-3,4:9,10-tetracarboxylic acid bisimide (PBI-1). Perylene bismide systems are very flexible in tuning the geometric configuration as well as the electronic properties in a large extent upon proper substitution or different solvation [54−56] . Therefore, they serve as idea test systems for theories to investigate the effects of various factors on exciton transfer and have been extensively studied in the literature. For example, Wolter and co-workers investigated the size-dependent exciton dynamics in one-dimensional PBI aggregates [57] . A maximal diffusion length was estimated to be 96 nm, which is about 10 times larger than that in disordered polymers [58] . The photophysical properties of PBI monomer and oligomers have been calculated in Refs. [59, 60] . As the time scale of the exciton dynamics is of the order of picosecond and longer, it is comparable to that of the environment. Thus, the dynamics is essentially non-Markovian. Here, the non-Markovian dynamics is investigated with the hierarchical approach, which introduces auxiliary density matrices to characterize the effect of the bath and is one of a few available methods to study non-Markovianity [6−9, 61−64] . Usually, the number of auxiliary matrices are large and the requirement for the memory storage is high at low temperatures. The low-storage scheme thus is ideal to integrate the hierarchical equations.
A. Hierarchical approach for dissipative exciton dynamics
In order to focus on the exciton diffusion, the exciton is supposed to be stable and its dissociation as well as the decay is not taken into account. Moreover, we only investigate the dynamics in the one-exciton manifold, that is, only the diabatic electronic state corresponding to the S 0 state is included. With this restriction, there are only N agg one-exciton states |m⟩ (only site m is in S 1 ) for an N agg -site aggregate.
The Hamiltonian for the exciton diffusion under dissipation can be approximated with the system-plus-bath model,Ĥ
whereĤ ex is the Hamiltonian of the exciton, andĤ b is the Hamiltonian of the linear bath consisting of independent harmonic oscillators. We will investigate the homogeneous aggregate, so we only include the site-site coupling leading to single exciton transfer,
where J mn is the coupling constant. When the size of the monomer in the aggregate is big, each site may have a set of localized vibrations coupled to the exciton at this site only. OperatorĤ m in Eq.(34) stands for the exciton-vibration coupling at site m and a linear form is accepted [65] (36) For linear dissipation, the effect of the vibrations on the exciton dynamics is fully captured by the bath response function,
which in turn is determined by the spectral density function J(ω) [62, 64] . Here, β=1/k B T is the inverse temperature rescaled by the Boltzmann constant k B . Generally, the spectral density function can be expressed in terms of the coupling constant, reduced mass, and frequency of each oscillator in the bath. But most often theoretical simulations adopt special form to model the bath. The localized vibrational modes normally have high harmonic frequencies and can be described by a damped Brownian oscillator bath model [66] J(ω) = ηω 0 3 ωΛ
where η is the dissipation strength, ω 0 the central mode frequency, and Λ the cutoff. Below we will refer to the under-damped limit, where the central mode frequency ω 0 is much larger than the cutoff Λ. For this spectral density the response function can be expanded into a sum of exponentials as follows [62] 
where Ω 1,2 =Λ/2±iξ with ξ= √ ω 0 2 − Λ 2 /4, and Ω k+2 =2πk/( β) (k>0) is the kth Matsubara frequency of the bath. In writing this equation, we have separated the short memory contribution of the response function with the smallest integer N e satisfying Ω Ne ≫Λ.
With the exponential decomposition of the response functions, the hierarchical approach is efficient to propagate the reduced density matrix for the description of the non-Markovian exciton dynamics. The hierarchical approach is a scheme to attack the non-perturbative non-Markovian dynamics for the open quantum system by converting the memory of the bath into a series of auxiliary density matrices. Here we will follow the stochastic decoupling procedure of Shao and coworkers [9, 67] . Derivation based on fundamental Itô calculus can be also found somewhere else [68, 69] . The resulting equations are as follows
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with j ′ being the index satisfying γ * j ′ =γ j . The matrix A has the dimension of N agg ×N e and its matrix element A m,j refers to the j-th exponential in the response function of the bath for the m-th site. The operator "+/−" is defined as
=A m,j ±δ mn δ jk . In Eq. (40), R is the Redfield superoperator which approximates the effect of the short memory part of the response function in Eq.(39) [62] .
In the above equationρ 0 is the reduced density matrix for the exciton with the initial conditioñ ρ 0 (0)=ρ(0). Andρ A (A̸ =0) are the auxiliary density matrices which characterize the memory effect caused by the system-bath interaction with the initial conditionρ A (0)=0.
Eq. (40) is an infinite-dimensional differential equation with constant coefficients. In numerical simulations, it is an unattainable yet unnecessary task to explicitly treat an infinite system. In practice, one can safely truncate the hierarchy equation to the Lth layer with a sufficiently large integer L to yield a preselected accuracy. That is, all terms ρ A (t) with
are set to zero [69] .
B. Results and discussions
As far as the present model is concerned, we will adopt the same parameters as those in Ref. [62] . Specifically, in the excitonic part we will only consider the nearest neighbor coupling and use the calculated value J mn =−514 cm −1 [60] . For the bath, we assume all of them are independent and identical and take the theoretical calculated values ω 0 =1415 cm −1 and η=0.44 in the spectral density function Eq.(32) [59] . The simulations are carried out at a temperature of 300 K with an initial condition ρ(0)=|1⟩⟨1|.
There are two key factors for the hierarchical approach to obtain converged results. One is the number of exponentials N e to approximate the bath response function. The other is the level of truncation L of the hierarchy. The number of auxiliary density matrices depends exponentially on N e and L. To reduce the number of auxiliary density matrices and yet keep the accuracy, all matricesρ A with the factor For the present model, choice with N e =3 for all bathes and L=6 yields converged results for the dynamics at temperature of 300 K.
With these settings, there are totally 1,674,992 auxiliary density matrices in the hierarchy and it takes about 5.6 GB memory to store all complex matrices. A LSRK method with any order will need 11.2 GB memory storage for the numerical propagation. By contrast, the classical fourth-order Runge-Kutta method requires 16.8 GB space; the fifth-order Runge-Kutta-Fehlberg method needs 39.2 GB [45] . The numerical simulations are done with the Hyshe package [70] , which employs a shared memory parallelization. Specifically, we use a 24-core Intel(R) Xeon(R) E5-2650v3 CPU with a clock speed of 2.30 GHz for the calculations. The efficiency is estimated as about 0.75 for this simulation. With the LSRK12-12 scheme, the dynamics can be propagated using a step size of 100 a.u. (∼2.42 fs). As such, the numerical integration takes 6.5 h for 1000 steps.
The exciton population at site one is shown in FIG. 3 . The population follows a steady equilibration after an initial quick drop. Note that there exist three clear spikes around 0.24, 0.47, 0.69 ps, and minor ones around 0.92, 1.2, and 1.5 ps. The peak heights decrease as time elapses, but the peak separation is almost equal in time. One may ask why this quasi-periodic phenomenon emerges?
To answer this question, we scrutinize the exciton population at all sites and present the data in FIG.4 . The results reveal that the exciton transfers in the aggregate with a constant rate and is bounced by the two ends of the aggregate. Together with the dissipation induced by the vibrations, these two factors lead to an under-damped exciton motion. Based on this observation, the exciton hopping rate is about 123.4 ps −1 , which is significantly larger than 7.8±2.7 ps −1 , a value measured with ultrafast transient absorption spectroscopy [56] . The reason of this gap is because we are using the theoretically calculated bare Coulomb coupling J mn of −514 cm −1 , which is larger than the experimental value (120 cm −1 ) [56] . A closer examination of the population at each time reveals that the exciton population spread in the aggregate and thus the exciton transfer as a wave. Of course, the environment causes dissipation and the exciton diffuses along the aggregate irreversibly. The wave-like motion of the exciton transfer can also be manifested by the coherence beating. FIG. 5 plots the absolute value of the off-diagonal matrix elements ρ n,n+1 (t) (1≤n≤14) of the reduced density matrix at different times. The coherence exhibits a similar pattern as the population. As time elapses, the coherence does not vanish and approaches a constant instead, which reflects the exciton entanglement in equilibrium.
IV. SUMMARY
Previously, low-storage Runge-Kutta methods were designed for integration of general nonlinear or timevariant systems, which is efficient in the use of the memory storage. To generate a low-storage scheme for general equations, we have to take additional stages because there are more restrictions for the method. However, the dynamics of many quantum systems is governed by linear differential equations with constant coefficients. For these autonomous linear equations, there are only p restrictions versus 2p−1 parameters for a p-stage low-storage method. Thus, the order barrier does not apply for Runge-Kutta methods in solving autonomous linear equations. The system of equations for the parameters in the current scheme can be solved analytically and it is straightforward to design a new LSRK method. This allows us to obtain p-stage pth-order lowstorage methods which require less stages than the classical pth-order Runge-Kutta schemes when p is larger than four. While the general LSRK method consumes longer computational time than the same order classical Runge-Kutta scheme, the current method takes less computational time for autonomous linear equations. In this work, we have introduced a series of low-storage schemes specific for autonomous linear equations.
Numerics shows that the 12-stage 12th-order LSRK method could be an order of magnitude faster than the fourth-order Runge-Kutta method.
As an example, we have applied the suggested 12-stage 12th-order method for the hierarchical simulations of the exciton diffusion in a 15-site linear aggregate, where it takes 5.6 GB memory to store the reduced and auxiliary density matrices. Thanks to the efficient lowstage scheme, we can propagate the non-Markovian dynamics up to 2.4 ps within 6.5 h with a 24-core Intel(R) Xeon(R) E5-2650v3 CPU.
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