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MAXIMAL ERGODIC INEQUALITIES FOR SOME POSITIVE OPERATORS
ON NONCOMMUTATIVE Lp-SPACES
GUIXIANG HONG, SAMYA KUMAR RAY, AND SIMENG WANG
Abstract. In this paper, we establish the one-sided maximal ergodic inequalities for a large
subclass of positive operators on noncommutative Lp-spaces for a fixed 1 < p < ∞, which
particularly applies to positive isometries and general positive Lamperti contractions or power
bounded doubly Lamperti operators; moreover, it is known that this subclass recovers all pos-
itive contractions on the classical Lebesgue spaces Lp([0, 1]). Our study falls into neither the
category of positive contractions considered by Junge-Xu [JX07] nor the class of power bounded
positive invertible operators considered by Hong-Liao-Wang [HoLW18]. Our strategy essentially
relies on various structural characterizations and dilation properties associated with Lamperti
operators, which are of independent interest. More precisely, we give a structural description of
Lamperti operators in the noncommutative setting, and obtain a simultaneous dilation theorem
for Lamperti contractions. As a consequence we establish the maximal ergodic theorem for
the strong closure of the convex hull of corresponding family of positive contractions. More-
over, in conjunction with a newly-built structural theorem, we also obtain the maximal ergodic
inequalities for positive power bounded doubly Lamperti operators.
We also observe that the concrete examples of positive contractions without Akcoglu’s dila-
tion, which were constructed by Junge-Le Merdy [JuLM07], still satisfy the maximal ergodic
inequality. We also discuss some other examples, showing sharp contrast to the classical situa-
tion.
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1. Introduction and main results
In classical ergodic theory, one of the earliest pointwise ergodic convergence theorems was
obtained by Birkhoff [Bi31] in 1931. In many situations, it is well-known that establishing
a maximal ergodic inequality is enough to obtain a pointwise ergodic theorem. For example,
the Birkhoff ergodic theorem can be derived from a weak (1, 1) type estimate of the maximal
operator corresponding to the time averages, which was obtained by Wiener [Wi39]. Dunford
and Schwartz [DS56] greatly generalized the previous situation; they established the strong
(p, p) maximal inequalities for all 1 < p < ∞ for time averages of positive L1-L∞ contractions.
However, the most general result in this direction was obtained by Akcoglu [Ak75], who estab-
lished a maximal ergodic inequality for general positive contractions on Lp-spaces for a fixed
1 < p <∞. The proof is based on an ingenious dilation theorem (see also [AK77, AS75, AS77])
which reduces the problem to the case of positive isometries, and the latter was already stud-
ied by Tuleca [Tu64]. Akcoglu’s dilation theorem has found numerous applications in various
directions; let us mention (among others) Peller’s work on Matsaev’s conjecture for contrac-
tions on Lp-spaces [Pe76a, Pe76b, Pe83, Pe85], Coifman-Rochberg-Weiss’ approach to Stein’s
Littlewood-Paley theory [CRW77], g-function type estimates on compact Riemannian manifolds
by Coifman-Weiss [CW76], as well as functional calculus of Ritt and sectorial operators (see
[ArL14, LM14, LM98] and references therein). On the other hand, we would like to remark that
the Lamperti contractions consist of a typical class of general Lp-contractions. In particular,
Kan [Kan78] established a maximal ergodic inequality for power bounded Lamperti operators
whose adjoints are also Lamperti. Many more results for positive operators and Lamperti op-
erators in the context of ergodic theory were studied further by various authors. We refer to
[JOW92, JO93, Sa87, LMX12, LMX13] and references therein for interested readers.
Motivated by quantum physics, noncommutative mathematics have advanced in a rapid speed.
The connection between ergodic theory and von Neumann algebras is intimate and goes back
to the earlier development of the theory of rings of operators. However, the study of pointwise
ergodic theorems only took off with the pioneering work of Lance [Lan76]. The topic was
then stupendously studied in a series of works due to Conze, Dang-Ngoc [CoD78], Kümmerer
[Ku78], Yeadon [Ye77] and others. However, the maximal inequalities and pointwise ergodic
theorems in Lp-spaces remained out of reach for many years until the path-breaking work of
Junge and Xu [JX07]. In [JX07], the authors established a noncommutative analogue of Dunford-
Schwartz maximal ergodic theorem. This breakthrough motivated further research to develop
various noncommutative ergodic theorems. We refer to [Be08, An06, Hu08, HoS18, HoLW18]
and references therein. Notice that the general positive contractions considered by Akcoglu do
not fall into the category of Junge-Xu [JX07]. In the noncommutative setting, there are very few
results for operators beyond L1-L∞ contractions except some isolated cases studied in [HoLW18].
In particular, the following noncommutative analogue of Akcoglu’s maximal ergodic inequalities
remains open. We refer the readers to Section 2 for the notation not appearing here and below
in the introduction.
Question 1.1. Let M be a von Neumann algebra equipped with a normal faithful semifinite
trace τM. Let 1 < p < ∞ and T : Lp(M) → Lp(M) be a positive contraction. Does there exist
a positive constant C, such that∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
T kx
∥∥∥
p
≤ C‖x‖p
for all x ∈ Lp(M)?
In this article, we answer Question 1.1 for a large class of positive contractions which do not fall
into the category of aforementioned works. Indeed, this class recovers all positive contractions
MAXIMAL ERGODIC INEQUALITIES FOR SOME POSITIVE OPERATORS 3
concerned in Question 1.1 if M is the classical space L∞([0, 1]). To introduce our main results
we set some notation and definitions.
Definition 1.2. Let 1 ≤ p < ∞. A bounded linear map T : Lp(M, τ) → Lp(M, τ) is called
a Lamperti (or support separating) operator, if for any two τ -finite projections e, f ∈ M with
ef = 0, we have that
(Te)∗Tf = Te(Tf)∗ = 0.
By standard approximation argument, it is easy to observe that the above definition of Lam-
perti operators agrees with the known definition in the commutative setting, considered pre-
viously in [Fe97, Fe98, Kan78, Pe76a, Pe83, Pe85]. We refer the readers to Section 3 for the
related properties of Lamperti operators in the noncommutative setting.
The following is one of our main results. Throughout the paper, we will denote by Cp a fixed
distinguished constant depending only on p, which is given by the best constant of Junge-Xu’s
maximal ergodic inequality [JX07, Theorem 0.1].
Theorem 1.3. Let 1 < p <∞. Assume that T : Lp(M)→ Lp(M) belongs to the family
(1.1) conv sot{S : Lp(M)→ Lp(M) positive Lamperti contractions},
that is, the closed convex hull of all positive Lamperti contractions on Lp(M) with respect to the
strong operator topology. Then ∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
T kx
∥∥∥
p
≤ Cp‖x‖p
for all x ∈ Lp(M).
It is worth noticing that the class introduced in (1.1) is quite large in the classical setting. In-
deed, together with [Gr90, Theorem 2] and [FaG19], we know that forM = L∞([0, 1]) equipped
with the Lebesgue measure, we have
{S : Lp([0, 1]) → Lp([0, 1]) positive contractions}
= conv sot{S : Lp([0, 1]) → Lp([0, 1]) positive Lamperti contractions},
which does recover the classical Akcoglu’s ergodic theorem on Lp([0, 1]). Moreover, our methods
also help to establish a completely bounded version of Ackoglu’s ergodic theorem in Corollary
5.3.
As mentioned earlier, Akcoglu’s arguments for ergodic theorem essentially rely on the study
of dilations of positive contractions. In spite of various works on dilations on von Neumann
algebras (see [Ku85, HaM11, Ri08, Ar13, ArK18, Ar18, Ar19] and references therein), Junge and
Le Merdy showed in their remarkable paper [JuLM07] that there is no ‘reasonable’ analogue of
Akcoglu’s dilation theorem on noncommutative Lp-spaces. This becomes a serious difficulty in
establishing a noncommutative analogue of Akcoglu’s ergodic theorem. Our proof of the above
theorem is based on the study of structural properties and dilations of convex combinations of
Lamperti operators as in (1.1). This route seems to be different from that of Akcoglu’s original
one. Let us mention some of the key steps and new ingredients in the proof, which might be of
independent interest.
(i) Noncommutative ergodic theorem for positive isometries (Theorem 5.1): Following the
classical case, the first natural step would be to establish a maximal ergodic inequality
for positive isometries (see e.g. [Kan78, Tu64]). In this paper we give an analogue of this
result in the noncommutative setting. The key ingredient is to extend positive isometries
on Lp(M) to the vector-valued space Lp(M; ℓ∞) (Proposition 5.2). This fact seems to
be non-obvious if the isometry is not completely isometric. Then based on the methods
recently developed in [HoLW18], we may obtain the desired maximal inequalities.
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(ii) Structural theorems for Lamperti operators (Theorem 3.3, Theorem 3.6): In the classi-
cal setting, Peller [Pe76b] and Kan [Kan78] obtained a dilation theorem for Lamperti
contractions. Their constructions are different from Akcoglu’s and rely on structural de-
scription of Lamperti operators. In the noncommutative setting, we first prove a similar
characterization for Lamperti operators by using techniques from [Ye81]. Also, it is nat-
ural to consider the completely Lamperti operators in the noncommutative setting, and
in this part we also prove a characterization theorem for these operators. This completes
the second step for the proof of Theorem 1.3.
(iii) Dilation theorem for the convex hull of Lamperti contractions (Theorem 4.6): In order
to establish ergodic theorems for a large class beyond Lamperti contractions, we first
prove a simultaneous dilation theorem for tuples of Lamperti contractions, which is
a stronger version of Peller-Kan’s dilation theorem. The final step towards proving
Theorem 1.3 is to deploy tools from [FaG19] to obtain an N -dilation theorem for the
convex hull of Lamperti contractions for allN ∈ N. Our approach also establishes validity
of noncommutative Matsaev’s conjecture for the strong closure of the closed convex hull
of Lamperti contractions for 1 < p 6= 2 < ∞ whenever the underlying von Neumann
algebra has QWEP (see Corollary 4.10 for details). It is worth mentioning that prior to
our work all the dilatable contractions are basically those acting on the von Neumann
algebra itself, except ‘loose dilation’ results in [ArL14, ArFLM17]. In our method, we
also recover partially some results of [Ri08, Ar13]. Also, our result might have some
applications along the line of [CRW77, Fe97, JOW92]. We leave this research direction
open.
Note that Theroem 1.3 only applies to contractive operators. As the classical case, the study
for non-contractive power bounded operators requires many additional efforts. In the following
we also establish a general ergodic theorem for power bounded Lamperti operators as soon as
their adjoints are also Lamperti (usually called doubly Lamperti operators), which is the other
main result of the paper.
Theorem 1.4. Let 1 < p <∞, 1/p+1/p′ = 1 and let M be a finite von Neumann algebra. As-
sume that T : Lp(M)→ Lp(M) is a positive Lamperti operator with supn≥1 ‖T
n‖Lp(M)→Lp(M) =
K <∞, and that the adjoint operator T ∗ : Lp′(M)→ Lp′(M) is also Lamperti. Then∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
T kx
∥∥∥
p
≤ KCp‖x‖p
for all x ∈ Lp(M).
The above theorem is the noncommutative analogue of a classical result of Kan [Kan78].
It essentially relies on a structural theorem for positive doubly completely Lamperti operators
(Theorem 6.6), which reduces the problem to the setting of Theorem 1.3. To prove this structural
result, we follow the path of Kan. However, since the structures and orthogonal relations of von
Neumann subalgebras are completely different from those in classical measure theory, our proof
is much more lengthy and numerous adjustments are needed in this new setting. Also, due to
these technical reasons, we restrict our study to the case of finite von Neumann algebras only.
Moreover, we observe that the maximal ergodic inequality also holds for several other classes
of operators outside the scope of Theorem 1.3 or Theorem 1.4.
(i) Positive invertible operators which are not Lamperti (Example 7.2): Kan [Kan78] discussed
various examples of Lamperti operators. He showed that any positive invertible operator with
positive inverse is Lamperti in the classical setting. As a consequence, he reproved that any
power bounded positive operator with positive inverse admits a maximal ergodic inequality;
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this generalized the ergodic theorem of de la Torre [de76]. A noncommutative analogue of this
theorem, in a much general form, was achieved in [HoLW18] (see Theorem 7.3).
However, in this article we provide examples of positive invertible operators on noncommuta-
tive Lp-spaces with positive inverses which are not even Lamperti. This shows Kan’s method can
not reprove de la Torre’s ergodic theorem [de76] in the noncommutative setting. Nevertheless,
these examples fall into the category of the aforementioned result of [HoLW18], and hence satisfy
the maximal ergodic theorem. We would like to remark that Kan’s aforementioned examples of
Lamperti operators play an important role in many other papers such as [BG97, JO93, JOW92]
and references therein. Kan [Kan78] also showed that any positive invertible operator on a finite
dimensional (commutative) Lp-space with supn∈Z ‖T
n‖Lp→Lp < ∞ is Lamperti. Our example
shows that this is again not true in the noncommutative setting. All these phenomena seem to
be new.
(ii) Junge-Le Merdy’s non-dilatable example: As mentioned earlier, there exist concrete exam-
ples of completely positive complete contractions which fail to admit a noncommutative analogue
of Akcoglu’s dilation, constructed by Junge and Le Merdy [JuLM07]. In this paper we show
that these operators still satisfy a maximal ergodic inequality. In particular we establish the
following fact.
Proposition 1.5. Let 1 < p 6= 2 < ∞. Then, for all k ∈ N large enough, there exists a
completely positive complete contraction T : Skp → S
k
p such that∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
T kx
∥∥∥
p
≤ (Cp + 1)‖x‖p, x ∈ Lp(M),
but T does not have a dilation (in the sense of Definition 2.5).
The proof is very short and elementary; indeed it still relies on Akcoglu’s ergodic theorem
[Ak75] in the classical setting. The above theorem illustrates again that the noncommutative
situation is significantly different from the classical one.
We end our introduction by briefly mentioning the organization of the paper. In Section 2
we recall all the necessary background required including all the requisite definitions. In Section
3, we prove the characterization theorems for Lamperti and completely Lamperti operators. In
Section 4, we prove the dilation theorem for the convex hull of Lamperti contractions, and es-
tablish the validity of noncommutative Matsaev’s conjecture for this class of contractions. In
Section 5, we prove Theorem 1.3 by proving that positive isometries admit maximal ergodic
inequalities together with the dilation theorem obtained in Section 4. In Section 6, we estab-
lish some properties of Lamperti operators and an useful characterization theorem for doubly
Lamperti operators to prove Theorem 1.4. In Section 7, we consider noncommutative ergodic
theorems for various interesting operators which are out of the scope of Theorem 1.3 and 1.4.
In the end, in Section 8, we discuss individual ergodic theorems for completeness.
After we finished the preliminary version of this paper, we learned that some partial results
in Section 3 were also obtained independently in [LMZ19a, LMZ19b] at the same time; a related
study was also given in [HuSZ18]. However, both the main results and the arguments of this
paper are quite different and independent, which cannot be recovered from their works.
2. Preliminaries
2.1. Noncommutaive Lp-spaces. For any closed densely defined linear map T : X → Y with
X,Y normed linear spaces, we denote by kerT and ranT the kernel and range of T respectively.
Let M be a von Neumann algebra equipped with a normal semifinite faithful trace τM, which
acts on a Hilbert space H. When no confusion occurs we simply denote the trace by τ. Unless
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specified, we always work with von Neumann algebras of this kind. The unit inM is denoted by
1M or simply by 1 and the extended positive cone of M is denoted by M̂+. Let L0(M) be the
∗-algebra of all closed densely defined operators on H measurable with respect to (M, τ). For
a subspace A ⊂ L0(M), we denote by A+ the cone of positive elements in A, and by Z(A) the
center of A if A is a subalgebra. The trace τ can be extended to L0(M)+ and M̂+. A sequence
(xn)n≥1 ⊆ L0(M) is said to converge in measure to x ∈ L0(M) if
∀ ε > 0, lim
n→∞
τ(e⊥ε (|xn − x|)) = 0,
where e⊥ε (y) := χ(ε,∞)(y) for any y ∈ L0(M)+ and χ denotes the usual characteristic function.
We denote by s(x) the support of x for a positive element x ∈ L0(M)+. For any projection
e ∈M we denote e⊥ := 1− e.
Let S(M) be the linear span of set of all positive elements in M such that τ(s(x)) < ∞.
Let P(M) denote the set of all projections in M. A projection e ∈ M is said to be τ -finite
if e ∈ S(M). For 1 ≤ p < ∞, we define the noncommutative Lp-space Lp(M, τ) to be the
completion of S(M) with respect to the norm
‖x‖Lp(M) := τ(|x|
p)
1
p , where |x| := (x∗x)
1
2 .
The Banach lattice structure of Lp(M, τ) does not depend on the choice of τ and we often
simply denote the space by Lp(M) if no ambiguity will occur. We set L∞(M) = M. It is
well-known that Lp(M) can be viewed as a subspace of L0(M). For any σ-finite measure space
(Ω, µ), we have a natural identification for Lp(L∞(Ω)⊗M) as the Bochner space Lp(Ω;Lp(M))
for 1 ≤ p <∞.
IfM = B(H) for a Hilbert space H and if τ is the usual trace Tr on it, then the corresponding
noncommutative Lp-spaces are usually called Schatten-p classes and denoted by Sp(H) for 1 ≤
p < ∞. When H is ℓn2 or ℓ2 we denote Sp(H) by S
n
p and Sp respectively and we identify B(ℓ
n
2 )
with the set of n × n matrices which we also denote by Mn. The set of all compact operators
on ℓ2 and ℓn2 is denoted by S∞ and S
n
∞ respectively. A linear map T : Lp(M)→ Lp(M) is said
to be positive if T maps Lp(M)+ to Lp(M)+. We say that T is completely positive if the linear
map ISnp ⊗ T : Lp(Mn⊗M, T r ⊗ τ) → Lp(Mn⊗M, T r ⊗ τ) is positive for all n ∈ N. The set of
positive and completely positive operators on Lp(M) is closed under strong operator limits. A
linear map T : Lp(M)→ Lp(M) is completely bounded if
‖T‖cb, Lp(M)→Lp(M) := sup
n≥1
‖ISnp ⊗ T‖Lp(Mn⊗M,T r⊗τ)→Lp(Mn⊗M,T r⊗τ) <∞,
and the above quantity is called the completely bounded (in short c.b.) norm of T . Also, T is
a complete contraction (resp. complete isometry) if ISnp ⊗ T is a contraction (resp. isometry)
for all n ≥ 1. We say that T is n-contractive (resp. n-isometry) if ISnp ⊗ T is a contraction
(resp. isometry). We refer to [Te81] and [PX03] for a comprehensive study of noncommutative
Lp-spaces and related topics.
2.2. Noncommutative vector-valued Lp-spaces and pointwise convergence. It is well-
known that maximal norms on noncommutative Lp-spaces require special definitions. This is
mainly because the notation supn≥1 |xn| makes no reasonable sense for a sequence of arbitrary
operators (xn)n≥1. This difficulty can be overcome by using the theory of noncommutative
vector-valued Lp-spaces which was initiated by Pisier [Pi98] and improved by Junge [Ju02].
For 1 ≤ p ≤ ∞, let Lp(M; ℓ∞) be the space of all sequences x = (xn)n≥1 admitting the
following factorization: there are a, b ∈ L2p(M) and a bounded sequence (yn)n≥1 ⊆ M such
that xn = aynb for n ≥ 1. One defines
‖(xn)n≥1‖Lp(M;ℓ∞) := inf
{
‖a‖2p sup
n≥1
‖yn‖∞‖b‖2p
}
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where the infimum is taken over all possible factorization. Adopting the usual convention, we
write ‖x‖Lp(M;ℓ∞) =
∥∥ sup
n≥1
+xn
∥∥
p
. We remark that for any positive sequence x = (xn)n≥1 ⊆
Lp(M), x belongs to Lp(M; ℓ∞) if and only if there exists a ∈ Lp(M)+ such that xn ≤ a for all
n ≥ 1. In this case, we have∥∥ sup
n≥1
+xn
∥∥
p
= inf{‖a‖p : xn ≤ a, a ∈ Lp(M)+}.
The following folkloric truncated description of the maximal norm is often useful. A proof can
be found in [JX07].
Proposition 2.1. Let 1 ≤ p ≤ ∞. A sequence (xn)n≥1 ⊆ Lp(M) belongs to Lp(M; ℓ∞) if and
only if sup
N⊇J is finite
∥∥ sup
i∈J
+xi
∥∥
p
<∞. Moreover, ‖(xn)n≥1‖Lp(M;ℓ∞) = sup
N⊇J is finite
∥∥ sup
i∈J
+xi
∥∥
p
.
Let 1 ≤ p < ∞. We define Lp(M; ℓ1) to be the space of all sequences x = (xn)n≥1 ⊆ Lp(M)
which admits a decomposition
xn =
∑
k≥1
u∗knvkn
for all n ≥ 1, where (ukn)k,n≥1 and (vkn)k,n≥1 are two families in L2p(M) such that∑
k,n≥1
u∗knukn ∈ Lp(M),
∑
k,n≥1
v∗knvkn ∈ Lp(M).
In above all the series are required to converge in Lp-norm. We equip the space Lp(M; ℓ1) with
the norm
‖x‖Lp(M;ℓ1) = inf
{∥∥∥ ∑
k,n≥1
u∗knukn
∥∥∥ 12
p
∥∥∥ ∑
k,n≥1
v∗knvkn
∥∥∥ 12
p
}
,
where infimum runs over all possible decompositions of x described as above. For any positive
sequence x = (xn)n≥1 ∈ Lp(M; ℓ1) we have a simpler description of the norm as follows
‖x‖Lp(M;ℓ1) =
∥∥∥∑
n≥1
xn
∥∥∥
p
.
It is known that both Lp(M; ℓ∞) and Lp(M; ℓ1) are Banach spaces. Moreover, we have the
following duality fact.
Proposition 2.2 ([Ju02]). Let 1 < p < ∞. Let 1p +
1
p′ = 1. Then, Lp(M; ℓ1)
∗ = Lp′(M; ℓ∞)
isometrically, with the duality relation given by
〈x, y〉 =
∑
n≥1
τ(xnyn)
for all x ∈ Lp(M; ℓ1) and y ∈ Lp′(M; ℓ∞).
Also, we define Lp(M; ℓc∞) to be the space of all sequences x = (xn)n≥1 ⊂ Lp(M) which
admits a factorization xn = yna for all n ≥ 1, where a ∈ Lp(M) and (yn)n≥1 ⊆ L∞(M) with
sup
n≥1
‖yn‖∞ <∞. We define
‖x‖Lp(M;ℓc∞) := inf
{
‖a‖p sup
n≥1
‖yn‖∞
}
,
where infimum being taken over all possible factorization. We denote by Lp(M; c0) the closure
of all finite sequences in Lp(M; ℓ∞), and denote by Lp(M; cc0) the similar closure in Lp(M; ℓ
c
∞).
We refer to [Mu03] and [DeJ04] for more information on these spaces.
For the study of noncommutative individual ergodic theorems, we will also consider the a.u.
and b.a.u. convergence which were first introduced in [Lan76] (also see [Ja85]).
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Definition 2.3. Let (xn)n≥1 ⊆ L0(M) be a sequence and x ∈ L0(M).We say that the sequence
(xn)n≥1 converges to x almost uniformly (in short a.u.) if for any ε > 0 there exists a projection
e ∈M such that
τ(e⊥) < ε and lim
n→∞
‖(xn − x)e‖∞ = 0.
We say that (xn)n≥1 converges to x bilaterally almost uniformly (in short b.a.u.) if for any ε > 0
there exists a projection e ∈M such that
τ(e⊥) < ε and lim
n→∞
‖e(xn − x)e‖∞ = 0.
It follows from Egorov’s theorem that in the case of classical probability spaces, the above
definitions are equivalent to the usual notion of almost everywhere convergence.
We mention the following proposition which is very useful for checking b.a.u. and a.u. con-
vergence of sequences in noncommutative Lp-spaces.
Proposition 2.4 ([DeJ04]). (i) Let 1 ≤ p <∞ and (xn)n≥1 ∈ Lp(M, c0). Then, xn → 0 b.a.u.
as n→∞.
(ii) Let 2 ≤ p <∞ and (xn)n≥1 ∈ Lp(M, cc0). Then, xn → 0 a.u. as n→∞.
2.3. Various notions of dilation. In this subsection, we turn our attention to various notions
of dilations. The study of dilations and N -dilations has a long history already for operators
on Hilbert spaces (see [SzF70], [McS13]), whereas the notion of simultaneous dilation was only
recently introduced in [FaG19] in the setting of general Banach spaces.
Definition 2.5. Let 1 ≤ p ≤ ∞. Let T : Lp(M, τM) → Lp(M, τM) be a contraction. We say
that T has a dilation (resp. complete dilation) if there exist a von Neumann algebra N with
a normal faithful semifinite trace τN , contractive (resp. completely contractive) linear maps
Q : Lp(N , τN ) → Lp(M, τM), J : Lp(M, τM) → Lp(N , τN ), and an isometry (resp. complete
isometry) U : Lp(N , τN )→ Lp(N , τN ) such that
(2.1) T n = QUnJ, ∀n ∈ N ∪ {0}.
In terms of commutative diagram, we have
Lp(M, τM)
Tn //
J

Lp(M, τM)
Lp(N , τN )
Un // Lp(N , τN )
Q
OO
for all n ≥ 0.
We say that T has an N -dilation if (2.1) is true for n ∈ {0, 1, . . . , N}. We say T has a complete
N -dilation if (2.1) is true for n ∈ {0, 1, . . . , N} and U as in (2.1) is a complete isometry.
Definition 2.6. Let 1 ≤ p ≤ ∞. Let S ⊆ B(Lp(M, τM)). We say that S has a simultaneous
dilation (resp. complete simultaneous dilation) if there exist a von Neumann algebra N with
a normal faithful semifinite trace τN , contractive (resp. completely contractive) linear maps
Q : Lp(N , τN ) → Lp(M, τM), J : Lp(M, τM) → Lp(N , τN ), and a set of isometries (resp.
complete isometries) U ⊆ Lp(N , τN ) such that for all n ∈ N ∪ {0} and Ti ∈ S, 1 ≤ i ≤ n, there
exist UT1 , UT2 , . . . , UTn ∈ U such that
(2.2) T1T2 . . . Tn = QUT1UT2 . . . UTnJ.
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In terms of commutative diagram, we have
Lp(M, τM)
T1...Tn //
J

Lp(M, τM)
Lp(N , τN )
UT1 ...UTn // Lp(N , τN ).
Q
OO
The empty product (i.e. n = 0) corresponds to the identity operator.
We say S has a simultaneous N -dilation if (2.2) is true for n ∈ {0, 1, . . . , N}. We say that S
has a complete simultaneous N -dilation if (2.2) is true for n ∈ {0, 1, . . . , N} and U consists of
complete isometries.
Remark 2.7. Let 1 ≤ p ≤ ∞. If S ⊆ B(Lp(M, τM)) has a simultaneous (resp. complete
simultaneous) N -dilation for any N ∈ N, then for any n ≥ 1 and T1, . . . , Tn ∈ S, the operator
T1 . . . Tn has a simultaneous (resp. complete simultaneous) N -dilation for any N ∈ N.
2.4. Characterization theorems for isometries and complete isometries. We recall the
definition of the Jordan homomorphism. A complex linear map J :M→ N is called a Jordan
∗-homomorphism if J(x2) = J(x)2, and J(x∗) = J(x)∗, for all x ∈ M. It is well-known that
J(xyx) = J(x)J(y)J(x) for all x, y ∈M.
Lemma 2.8 ([St65]). Let J : M → N be a normal Jordan ∗-homomorphism. Let N˜ denote
the von Neumann subalgebra generated by J(M) in N . Then there exists two central projections
e, f in Z(N˜ ), such that e + f = 1
N˜
, and we have that x 7→ J(x)e is a ∗-homomorphism and
x 7→ J(x)f is a ∗-anti-homomorphism.
We should warn the reader that in the above theorem, J(M) is in general not necessarily a
von Neumann subalgebra of N . However it is stable under the usual Jordan product and is still
a w*-closed subspace of N . We refer to [HaS84, Section 4.5] and the references therein for more
details.
The following structural description of isometries and complete isometries will be frequently
used. We refer [Lam58] for the classical case.
Theorem 2.9 ([Ye81, JuRS05]). Let 1 ≤ p 6= 2 < ∞. Let T : Lp(M, τM) → Lp(N , τN ) be a
bounded operator. Then, T is an isometry if and only if there exist uniquely a normal Jordan
∗-homomorphism J :M→ N , a partial isometry w ∈ N , and a positive self-adjoint operator b
affiliated with N , such that the following hold:
(i) w∗w = s(b) = J(1);
(ii) Every spectral projection of b commutes with J(x) for all x ∈M;
(iii) T (x) = wbJ(x) for all x ∈ S(M);
(iv) τN (bpJ(x)) = τM(x) for all x ∈M+.
Moreover, T is a complete isometry if and only if the Jordan homomorphism J as above is
multiplicative.
The following property is kindly communicated to us by Arhancet, which will appear in his
forthcoming paper.
Theorem 2.10 (Arhancet). Let 1 ≤ p < ∞. Let T : Lp(M, τM) → Lp(N , τN ) be a positive
isometry of the form T = wbJ where w, b, J are objects as in Theorem 2.9. Then, T is completely
positive if and only if it is 2-positive if and only if the Jordan homomorphism J is multiplicative.
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3. Lamperti operators on noncommutative Lp-spaces
In this section, we establish some elementary properties and prove two structural theorems
for Lamperti and completely Lamperti operators respectively. Our study is motivated by the
argument for the particular case of isometries, see for instance [Ye81].
Let us start with some useful properties of Lamperti operators. In the commutative setting,
similar results were established in [Kan78] (see [Kan79] for detailed proofs). Before the discussion
we recall the following elementary fact.
Lemma 3.1. Let 1 ≤ p <∞. Let x ∈ Lp(M)+. Then, there exists a sequence (xn)n≥1 ⊆ S(M)+
such that we have xn ≤ x, lim
n→∞
‖xn − x‖p = 0 and s(xn) ↑ s(x). Moreover, if y ∈ Lp(M)+ is
such that xy = 0, then we can choose a sequence (yn)n≥1 ⊆ S(M) as described for x such that,
we have xnyn = 0 for all n ≥ 1.
Proof. The first assertion follows from the corresponding commutative case by considering the
abelian von Neumann subalgebra generated by the spectral resolution of x. For the second
assertion, it suffices to notice that if xy = 0 for x, y ∈ Lp(M)+, then we have s(x)s(y) = 0 by a
standard argument of functional calculus, and vice versa. 
The lemma immediately yields the following property.
Proposition 3.2. Let 1 ≤ p < ∞. A positive bounded linear map T : Lp(M) → Lp(M) is
Lamperti if and only if for any x, y ∈ Lp(M)+ with xy = 0, we have TxTy = 0. In this case we
have
|Tx| = T (|x|), x = x∗, x ∈ Lp(M).
In particular, if both T1 and T2 are positive Lamperti operators on Lp(M), then T1T2 is also
Lamperti.
Proof. One direction is clear. Now let us begin with a positive Lamperti operator T : Lp(M)→
Lp(M). Let x, y ∈ Lp(M)+ with xy = 0. Using Lemma 3.1, we obtain sequences (xn)n≥1, (yn)n≥1
in S(M)+ such that ‖xn − x‖p → 0 and ‖yn − y‖p → 0 and xnyn = 0 for all n ≥ 1. Since T is
Lamperti, we can easily verify that TxnTyn = TynTxn = 0 for all n ∈ N. Therefore, by [Ye81,
Theorem 1] for p 6= 2 and by the parallelogram law for p = 2 we have
‖Txn + Tyn‖pp + ‖Txn − Tyn‖
p
p = 2(‖Txn‖
p
p + ‖Tyn‖
p
p).
Taking limit, we have
‖Tx+ Ty‖pp + ‖Tx− Ty‖
p
p = 2(‖Tx‖
p
p + ‖Ty‖
p
p).
For p 6= 2, again applying [Ye81, Theorem 1] we obtain that TxTy = TyTx = 0. For p = 2, the
above equality in turn implies τ(TxTy) = 0. Thus, (Tx)
1
2Ty(Tx)
1
2 = 0. In other words we have,
((Ty)
1
2 (Tx)
1
2 )∗((Ty)
1
2 (Tx)
1
2 ) = 0,
Hence, we obtain (Ty)
1
2 (Tx)
1
2 = 0. Therefore, we conclude TxTy = 0.
Let x ∈ Lp(M) be a self-adjoint element. Decompose x as x = x+− x−. Since x+x− = 0, we
see that T (x+)T (x−) = 0. This implies that |T (x)| = T (x+) + T (x−) = T (|x|). 
Now we state the main result of this section.
Theorem 3.3. Let 1 ≤ p < ∞. Let T : Lp(M, τ) → Lp(M, τ) be a Lamperti operator with
norm C. Then, there exist, uniquely, a partial isometry w ∈M, a positive self-adjoint operator
b affiliated with M and a normal Jordan ∗-homomorphism J :M→M, such that
(i) w∗w = J(1) = s(b); moreover we have w = J(1) = s(b) if additionally T is positive;
(ii) Every spectral projection of b commutes with J(x) for all x ∈M;
(iii) T (x) = wbJ(x), x ∈ S(M
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(iv) We have τ(bpJ(x)) ≤ Cτ(x) for all x ∈ M+; if additionally T is isometric, then the
equality holds with C = 1.
Remark 3.4. Note that any operator T defined on S(M) satisfying (i)− (iv) in Theorem 3.3 can
be extended to a Lamperti operator with ‖T‖Lp(M)→Lp(M) ≤ (2C)
1
p (or ≤ C
1
p if J is additionally
a normal ∗-homomorphism) Indeed, recall that by Lemma 2.8, J : M→M can be written as
a direct sum J = J1 + J2, where J1 is a ∗-homomorphism, J2 is a ∗-anti-homomorphism and
the images of J1 and J2 commute. Without loss of generality, assume C = 1 and note that for
x ∈ S(M), we have
(3.1) |T (x)|p = bp|J(x)|p = bp(J1(|x|p) + J2(|x∗|p)).
Note also that
τ(bpJ1(|x|p)) = τ(bpJ(|x|p)e) ≤ τ(bpJ(|x|p))
and similar inequality holds for J2. Therefore by (iv) we have
τ(|T (x)|p) = τ(bpJ1(|x|p) + τ(bpJ2(|x∗|p)) ≤ 2‖x‖pp.
Thus T can be extended to a bounded operator on Lp(M). On the other hand, take two τ -finite
projections e, f with ef = 0. Then, we have
(Te)∗Tf = J(e)bw∗wbJ(f) = J(e)bJ(1)bJ(f) = b2J(ef) = 0.
In above, we have used the fact that for a Jordan ∗-homomorphism, J(xy) = J(x)J(y) whenever
x and y commutes. So T is also Lamperti.
Now we give the proof of Theorem 3.3. Our strategy is adapted from [Ye81]. However, a few
key steps such as the verification of normality of J turn out to be different in our new setting,
so we would like to include a complete proof for this result.
Proof. Without loss of generality, assume that T is a Lamperti contraction. We first construct
the related objects for self-adjoint elements in S(M). To begin with, for any projection e ∈
S(M), we choose a partial isometry we ∈M, a positive operator be ∈ L0(M) and a projection
J(e) ∈M by the polar decomposition
Te = webe, be = |Te|, J(e) = w∗ewe = s(be).
Note that for two finite projections e, f ∈M with ef = 0, we have (Te)∗Tf = Te(Tf)∗ = 0 by
the Lamperti property of T , that is, bew∗ewf bf = webebfw
∗
f = 0. Multiplying w
∗
e and wf , we get
bebf = 0. Then it is routine to check (Te+ Tf)∗(Te+ Tf) = (|Te|+ |Tf |)2. In other words we
get
(3.2) be+f = be + bf .
Recall that bebf = bfbe = 0. By considering the commutative von Neumann subalgebra gen-
erated by the spectral projections, we see that the supports of be and bf are also disjoint and
additive, that is,
(3.3) J(e+ f) = J(e) + J(f), J(e)J(f) = J(f)J(e) = 0.
Moreover if we denote by x−1 ∈ L0(M) the element given by the functional calculus associated
with t 7→ t−1χt>0, then b−1e+f = b
−1
e + b
−1
f . So we may write
T (e+ f)b−1e+f = webeb
−1
e+f + wfbf b
−1
e+f = wes(be) + wfs(bf ) = we + wf ,
which means that
(3.4) we+f = we + wf .
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Secondly, if a self-adjoint element x ∈ S(M) is of the form
(3.5) x =
n∑
i=1
λiei, λi ∈ R,
where ei’s are some τ -finite projections in M with eiej = 0 for i 6= j, then we define
J(x) =
n∑
i=1
λiJ(ei).
From (3.3) we see that for any two commuting self-adjoint operators x, y of the above form, we
have
(i) J(x2) = J(x)2;
(ii) ‖J(x)‖∞ ≤ ‖x‖∞;
(iii) J(λx+ y) = λJ(x) + J(y), λ ∈ R.
Lastly, for a self-adjoint element x = x∗ ∈ S(M), we take a sequence of step functions fn with
fn(0) = 0 converging uniformly to the identity function 1(λ) = λ on the spectrum of x, then the
element fn(x) is of the form (3.5) and we define
J(x) = lim
n
J(fn(x))
in ‖ · ‖∞ norm in M. This limit exists and is independent of the choice of the sequence because
of the above property (ii) of the map J. Note that now the assertions (i),(ii) and (iii) also hold
for all self-adjoint elements in S(M).
We will check that J is real linear and extend J as a complex linear map to the whole space
S(M). Let f ≤ e be projections in S(M). Note that T (f)J(f) = T (f) and T (e − f)J(f) = 0.
Therefore T (f) = T (e)J(f). Thus by the linearity of T and the assertion (iii), we have T (x) =
T (e)J(x) for all self-adjoint elements x ∈ S(M) of the form (3.5) with s(x) ≤ e. Using the
approximation by step functions fn as before, we obtain
‖T (e)(J(x) − J(fn(x)))‖p ≤ ‖T (e)‖p‖J(x)− J(fn(x))‖∞
and hence
(3.6) webeJ(x) = T (e)J(x) = lim
n→∞
T (e)J(fn(x)) = lim
n→∞
T (fn(x)) = T (x),
where the limit is taken in ‖ · ‖p norm and we have used the fact that x = limn→∞ fn(x) in ‖ · ‖p
norm for x ∈ S(M). Thus for any two self-adjoint operators x, y ∈ S(M) with e = s(x) ∨ s(y),
we have
T (e)(J(x + y)− J(x)− J(y)) = T (x+ y)− T (x)− T (y) = 0.
Note that J(x+ y)− J(x)− J(y) has the range projection contained in the support projection
J(e) of T (e), which yields
J(x+ y) = J(x) + J(y),
as desired. By the real linearity, we may extend J as a continuous complex linear map (in ‖ · ‖∞
norm) on S(M) as
J(x+ iy) = J(x) + iJ(y), x, y ∈ S(M) self-adjoint.
Note that in this setting we also have
(3.7) J(x∗) = J(x)∗, J(x2) = J(x)2, x ∈ S(M).
Now we check the commutativity of be and J(x) for x ∈ S(M) with s(x) ≤ e. For τ -finite
projections e, f ∈ M with f ≤ e, by definition we see that be−fJ(f) = 0 and bfJ(f) = bf .
Together with (3.2) we get beJ(f) = bf = J(f)be. As a consequence be commutes with J(x) for
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all x of the form (3.5). By an approximation argument as before, we may find a sequence of
elements (xn) of the form (3.5) so that
(3.8) beJ(x) = lim
n→∞
beJ(xn) = lim
n→∞
J(xn)be = J(x)be,
where the limit has been taken in ‖ · ‖p norm. Therefore, we obtain the desired commutativity.
Moreover, we see that
(3.9) τ(bpeJ(x)) ≤ τ(x),
whenever s(x) ≤ e, x ∈ M+ and the equality holds if T is an isometry. Indeed, by (3.6) and
the commutativity between be and J(x), we see that τ(|T (x)|p) = τ(bpeJ(x)
p) = τ(bpeJ(x
p)).
However τ(|T (x)|p) ≤ τ(xp) since T is a contraction. Thus we obtain τ(bpeJ(x
p)) ≤ τ(xp). Note
that x is arbitrarily chosen, so the inequality (3.9) is proved.
The rest of the proof splits into the following two steps:
(1) Case where τ is finite: In this case we have S(M) = M and we take w = w1 and
b = b1. Together with the construction and the properties (3.6)-(3.9), the proof is complete
except the normality of J, which we prove now. Take a bounded increasing net of positive
operators (xα) strongly converging to x, and let a be the supreme of (J(xα)). By (3.9), we have
τ(bpJ(x− xα)) ≤ τ(x− xα)→ 0. Therefore we obtain
(3.10) lim
α
τ(bpJ(xα)) = τ(bpJ(x)).
Also, note that bp ∈ L1(M)+ since by (3.9) we have
(3.11) τ(bp) = τ(bps(b)) = τ(bpJ(1)) ≤ τ(1) <∞.
Thus x 7→ τ(bpx) is a normal functional. Therefore by the definition of a, we also have
lim
α
τ(bpJ(xα)) = τ(bpa).
Together with (3.10) this implies that τ(bpa) = τ(bpJ(x)). Note that J is positive according to
(3.7), so J(xα) ≤ J(x) and consequently a ≤ J(x). In other words, we obtain
b
p
2 (J(x)− a)b
p
2 ≥ 0 but τ(b
p
2 (J(x) − a)b
p
2 ) = 0,
which yields b
p
2 (J(x) − a)b
p
2 = 0 by the faithfulness of τ . Recall that J(1) = s(b), so we have
J(1)(J(x)−a)J(1) = 0, that is, J(x) = J(1)aJ(1). However, J(1)aJ(1) = limα J(1)J(xα)J(1) =
limα J(xα) = a. Thus, we obtain a = J(x) which implies that J is normal.
(2) Case where τ is not finite: Denote by F the net of all τ -finite projections in M equipped
with the usual upward partial order. Then this net converges to 1 in the strong operator topology.
For any x ∈M, if e, f ∈ F with e ≤ f , then
J(exe) = J(e)J(fxf)J(e)
since we have already proved in Case (1) that the restriction of J on the reduced von Neumann
subalgebra fMf is a Jordan ∗-homomorphism. Note that by the construction of J , (J(e))e∈F is
also an increasing net of projections, so it converges to J(1) := supe J(e) in the strong operator
topology. Thus the above relation shows that the net (J(exe))e∈F converges in the strong
operator topology. We denote this limit by
J(x) := lim
e∈F
J(exe).
Note that this also yields
(3.12) J(exe) = J(e)J(x)J(e), e ∈ F , x ∈M.
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We obtain a linear map J :M→M. We show that it is a normal Jordan ∗-homomorphism. It
is normal since for any bounded monotone net (xi)i∈I ⊂M+ and for any e ∈ F ,
J(e)(sup
i
J(xi))J(e) = sup
i
J(exie) = J(e(sup
i
xi)e) = J(e)J(sup
i
xi)J(e),
where we have used (3.12) and the fact that J is normal on the finite von Neumann subalgebra
eMe proved in Case (1). Hence sup
i
J(xi) = J(sup
i
xi). Similarly J(x)∗ = J(x∗) for all x ∈ M.
On the other hand, we note that for a self-adjoint element x ∈M, the net (xex)e∈F is increasing
and bounded. Hence by the normality of J and the relations (3.12) and (3.7), we obtain that
for any f ∈ F ,
J(f)J(x2)J(f) = sup
e∈F
J(f)J(xex)J(f) = lim
e∈F
J(fe)J(xex)J(ef)
= lim
e∈F
J(f)J(exexe)J(f) = lim
e∈F
J(f)J(exe)2J(f)
= J(f)J(x)2J(f),
where the limit is taken with respect to the strong operator topology. Hence J(x2) = J(x)2.
Also, note that by (3.4) and the definition of we and J , we have we = wfJ(e) for e ≤ f in F ,
so we may define similarly
w = lim
e∈F
w(e)
where the limit is taken with respect to the strong operator topology. Thus we also have
we = wJ(e) and w∗w = J(1).
For the definition of b, we consider the spectral resolution be =
∫∞
0 λdPe(λ). Clearly, J(e) =
1 − Pe(0). As mentioned earlier, bf = beJ(f) for two τ -finite projections f ≤ e. Therefore, for
λ ≥ 0 and τ -finite projections f ≤ e, we have 1 − Pf (λ) = (1 − Pe(λ))J(f). As before, we can
define P (λ) to be the limit of Pe(λ) in the strong operator topology. We set
b =
∫ ∞
0
λdP (λ),
which is obviously a positive self-adjoint operator affiliated withM. We deduce that 1−Pe(λ) =
(1− P (λ))J(e) and be = bJ(e) as well.
As a result we have constructed a partial isometry w, a positive self-adjoint operator b and
a normal Jordan ∗-homomorphism J . Let us check that they satisfy the properties (i) to (iv)
stated in the theorem. The assertion (i) follows simply from an approximation argument and
the fact
s(b) = 1− P (0) = 1− lim
e∈F
Pe(0) = lim
e∈F
s(be) = lim
e∈F
J(e) = J(1).
The assertion (ii) follows again by an approximation argument and from the fact that P (λ)
commutes with J(e) for all λ and e ∈ F . To see the assertion (iii), it suffices to recall we = wJ(e),
be = bJ(e) and the relation (3.6) for e = s(x). For the assertion (iv), note that the weight
x 7→ τ(bpJ(x)) is well-defined on M+ and is normal since τ extends to M̂+ with the property
τ(supi xi) = supi τ(xi) for all increasing net (xi) in M̂+ (see e.g. [Ta03, Chap.IX, Corollary
4.9]). Now let us take an increasing sequence of spectral projections of x, (en)n∈N ⊂ F so that
en converges to s(x) strongly. Then, we have for all n,
(3.13) τ(bpJ(x)J(en)) = τ(bpJ(en)J(x)J(en)) = τ(bpenJ(enxen)) ≤ τ(enxen).
Letting n tend to infinity, we have τ(bpJ(x)) ≤ τ(x), where the equality holds if additionally T
is isometric. So (iv) is proved.
If in addition T is positive, then for any projection e ∈ S(M), by definition we have be =
|Te| = Te and we is the orthogonal projection onto ran (Te). Hence w = lime we is also an
orthogonal projection and therefore w = w∗w = J(1) = s(b).
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The uniqueness of w, b and J is proved in the same way as in [Ye81]. We omit the details. 
Remark 3.5. We may also observe that a similar characterization of Lamperti operators T :
Lp(M, τM)→ Lp(N , τN ), 1 ≤ p <∞ can be obtained easily following the above proof.
The following theorem is an adaption of the argument presented in [JuRS05] in the case of
complete isometries. A Lamperti operator T : Lp(M) → Lp(M) is said to be 2-Lamperti or
2-support separating if the linear map IS2p ⊗ T : Lp(M2⊗M) → Lp(M2⊗M) also extends to a
Lamperti operator; it is said to be completely Lamperti (or completely support separating) if for
all n ∈ N, the linear map ISnp ⊗ T : Lp(Mn⊗M, T rn ⊗ τM) → Lp(Mn⊗M, T rn ⊗ τM) extends
to a Lamperti operator.
Theorem 3.6. Let 1 ≤ p < ∞. Let T : Lp(M, τM) → Lp(M, τM) be a Lamperti operator.
Then, the following are equivalent:
(i) T is completely Lamperti;
(ii) T is 2-Lamperti;
(iii) The map J in Theorem 3.3 is actually a ∗-homomorphism.
In this case we have ‖T‖cb, Lp(M)→Lp(M) = ‖T‖Lp(M)→Lp(M).
Proof. Note that (i)⇒(ii) is trivial.
We now prove (ii)⇒(iii). Let us denote T2 := IS2p ⊗ T : Lp(M2⊗M)] → Lp(M2⊗M). Since
T2 is support separating, by Theorem 3.3 there exists a partial isometry w˜ ∈ M2⊗M, an
positive self-adjoint operator b˜ affiliated with M2⊗M and a normal Jordan ∗-homomorphism
J˜ : M2⊗M → M2⊗M such that w˜∗w˜ = J˜(1M2 ⊗ 1) = s(b˜), every spectral projection of b˜
commutes with J˜(x˜) for all x˜ ∈ M2⊗M, and T2(x˜) = w˜b˜J˜(x˜), x˜ ∈ S(M2⊗M). Also, T is
support separating. Thus, again by Theorem 3.3, Tx = wbJ(x), x ∈ S(M) with w, b and J as
in Theorem 3.3. Let us consider two τ -finite projections e1, e2 in M. Clearly, e˜ =
(
e1 0
0 e2
)
is a Tr ⊗ τ -finite projection in M2⊗M. Let T2(e˜) = w˜eb˜e with |T2(e˜)| = b˜e be the polar
decomposition of T2(e˜) and T (ei) = weibei with |T (ei)| = bei be that of T (ei) for i ∈ {1, 2}.
Note that
T2(e˜) =
(
T (e1) 0
0 T (e2)
)
=
(
we1 0
0 we2
)(
be1 0
0 be2
)
By the uniqueness of polar decomposition, we have w˜e =
(
we1 0
0 we2
)
and b˜e =
(
be1 0
0 be2
)
.
By the definition of J˜ as in the proof of in Theorem 3.3 and by the uniqueness, we must have
J˜(
(
e1 0
0 e2
)
) =
(
J(e1) 0
0 J(e2)
)
.
From this we can easily conclude that J˜(
(
x 0
0 y
)
) =
(
J(x) 0
0 J(y)
)
for all x, y ∈ S(M).
Note that T2 is an M2-bimodule morphism. Therefore, we have
T2
(( 0 x
y 0
))
= T2
(( 0 1
1 0
)(
y 0
0 x
))
=
(
0 1
1 0
)(
T (y) 0
0 T (x)
)
.
In other words,(
w 0
0 w
)(
b 0
0 b
)
J˜
(( 0 x
y 0
))
=
(
w 0
0 w
)(
b 0
0 b
)(
0 J(x)
J(y) 0
)
.
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Together with the relation w∗w = s(b) = J(1), we obtain J˜(
(
0 x
y 0
)
) =
(
0 J(x)
J(y) 0
)
. As
a result,(
J(xy) 0
0 J(xy)
)
= J˜
(( xy 0
0 yx
))
=
(
J˜
(
0 x
y 0
))2
=
(
J(x)J(y) 0
0 J(y)J(x)
)
.
Together with the normality of J , we deduce that J is a ∗-homomorphism.
Now we prove (iii)⇒(i). Note that if J : M → M is a normal ∗-homomorphism, then
so is Jn = IMn ⊗ J : Mn⊗M → Mn⊗M for all n ≥ 1, and in particular Jn is a Jordan ∗-
homomorphism. In this case ISnp ⊗T : Lp(Mn⊗M)→ Lp(Mn⊗M) can be written as ISnp ⊗T =
wnbnJn, where wn = 1Mn ⊗w and bn = 1Mn ⊗ b, where w and b as in the proof of Theorem 3.3.
If T is contractive, it is easy to check that the objects wn, bn and Jn satisfy the conditions (i) to
(iv) in Theorem 3.3 with C = 1, and by Remark 3.4, ISnp ⊗ T is also Lamperti and contractive.
This completes the proof. 
Based on the previous characterizations, we also provide the following properties of completely
Lamperti operators.
Proposition 3.7. Let 1 ≤ p <∞ and T : Lp(M)→ Lp(M) be a completely Lamperti operator.
Then, for all x, y ∈ Lp(M) with x∗y = xy∗ = 0, we have (Tx)∗Ty = Tx(Ty)∗ = 0.
Proof. Note that x∗y = xy∗ = 0 implies that |x|2|y|2 = |y|2|x|2 = 0. This implies |x||y| =
|y||x| = 0. Let w, b, J be as in Theorem 3.3. Define S(x) = bJ(x), x ∈ S(M). Clearly, S extends
to a positive completely Lamperti operator. By Theorem 3.6, J is a normal ∗-homomorphism.
Thus |Tx| = S(|x|) for all x ∈ S(M). Note that the map x 7→ |x| is continuous with respect
to the ‖ ‖p-norm (see e.g. [Ko84, Theorem 4.4]). Hence by an approximation argument we
also have |Tx| = S(|x|) for any x ∈ Lp(M). By Proposition 3.2 we have S(|x|)S(|y|) = 0.
Therefore, |Tx||Ty| = 0. Now multiplying the partial isometry v in the polar decomposition of
Tx from the left we obtain Tx|Ty| = 0. Taking adjoint and applying the same trick again we
obtain Ty(Tx)∗ = 0. By a similar way we obtain (Tx)∗Ty = 0. This completes the proof of the
proposition. 
The following proposition shows composition of completely Lamperti operators is again com-
pletely Lamperti.
Proposition 3.8. Let 1 ≤ p < ∞. Let Ti : Lp(M) → Lp(M) be completely Lamperti operators
for i = 1, 2. Then T1T2 : Lp(M)→ Lp(M) is also completely Lamperti.
Proof. By replacing Ti by ISnp ⊗ Ti without loss of generality, it suffices to show that T1T2 is
Lamperti. Let x, y ∈ Lp(M) with x∗y = xy∗ = 0. Then, by Proposition 3.7, we have
(T2x)∗T2y = T2x(T2y)∗ = 0.
Since T1 is completely Lamperti we have by Proposition 3.7 again
(T1T2x)∗T1T2y = T1T2x(T1T2y)∗ = 0.
Therefore, T1T2 is again Lamperti. This completes the proof. 
Remark 3.9. We will keep in mind throughout the paper the following particular cases of Lam-
perti and completely Lamperti operators.
(i) For 1 ≤ p 6= 2 < ∞, any isometry (resp. complete isometry) T : Lp(M) → Lp(M)
is Lamperti (resp. completely Lamperti). Moreover, if T is positive isometry (resp.
positive complete isometry) on L2(M), then T is Lamperti (resp. completely Lamperti).
Indeed, for p 6= 2, the claim immediately follows from Remark 3.4 and Theorem 2.9. For
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p = 2 and T a positive isometry, we take two τ -finite projections e, f with ef = 0. Note
that as T is an isometry,
‖Te+ Tf‖22 = ‖e+ f‖
2
2, ‖Te+ iTf‖
2
2 = ‖e+ if‖
2
2.
Therefore, we obtain τ(TeTf) = τ(ef) = 0. Thus, (Te)
1
2Tf(Te)
1
2 = 0. In other words
we have,
((Tf)
1
2 (Te)
1
2 )∗((Tf)
1
2 (Te)
1
2 ) = 0,
Thus we obtain (Tf)
1
2 (Te)
1
2 = 0 and hence TeTf = 0.
(ii) Let 1 ≤ p < ∞. Let (Ω,Σ, µ) be a σ-finite measure space. For any nonsigular automor-
phism Φ of (Ω,Σ, µ), it is well-known that Φ extends to a map on the set of all finite-
valued measurable functions such that Φ(χE) = χΦ(E) for E ∈ Σ (see [Kan79]). Any
Lamperti operator T : Lp(Ω,Σ, µ) → Lp(Ω,Σ, µ) is of the form T (f)(x) = h(x)(Φf)(x)
for some measurable function h and for some Φ as described above (see [Kan78]). More-
over, it follows from Remark 3.4 Theorem 3.6 that T is indeed completely Lamperti.
Remark 3.10. By the proof of Theorem 3.3 and Theorem 3.6, we see that Theorem 2.9 is also
true for Lamperti isometries for p = 2. In particular, it also holds for positive isometries on
L2(M) according to Remark 3.9 (i).
4. Dilation theorem for the convex hull of Lamperti contractions
In this section, we prove an N -dilation theorem for the convex hull of Lamperti contractions
(tautologically, support separating contractions) for all N ≥ 1. For notational simplicity, in this
and next sections we will denote by SS(Lp(M)) the class of all support separating contractions
on Lp(M), and by CSS(Lp(M)) the class of all completely support separating contractions on
Lp(M). Also, let SS+(Lp(M)) (resp. CSS+(Lp(M))) be the subclass of positive and support
separating (resp. positive completely support separating) contractions. Moreover, given a family
S of operators on Lp(M), we denote by conv(S) the usual convex hull of S consisting of all
operators of the form
n∑
i=1
λiTi, Ti ∈ S,
n∑
i=1
λi = 1, λi ∈ R+, n ∈ N.
And we denote by convsot(S) the closure of conv(S) with respect to the strong operator topology.
Before the proof, we first give the following useful lemma.
Lemma 4.1. Let 1 ≤ p < ∞ and T : Lp(M) → Lp(M) be a Lamperti contraction with the
representation T (x) = wbJ(x) for x ∈ S(M) given in Theorem 3.3.
(1) Let e, f be the two projections in the center of the von Neumann algebra N generated by
J(M) with e+ f = 1N given by Lemma 2.8, such that eJ(·) is a ∗-homomorphism and fJ(·) is
a ∗-anti-homomorphism. Then the weights defined by
τ˜(x) = τ(bpJ(x)), τ˜1(x) = τ(bpJ(x)e), τ˜2(x) = τ(bpJ(x)f), x ∈M+
are normal and tracial.
(2) We have a positive operator 0 ≤ ρ ≤ 1 with ρ ∈ Z(M) and
‖T (x)‖pp = τ(ρ|x|
p) = τ˜(|x|p)
for all x ∈ S(M).
Proof. Notice that all the weights τ˜ , τ˜1, τ˜2 are normal, as explained previously in the proof of
Theorem 3.3. For x ∈ M, by the traciality of τ and the commutativity between J(M) and
spectral projections of b, we have
τ˜1(x∗x) = τ(bpJ(x∗)J(x)e) = τ(bpJ(x)J(x∗)e) = τ(bpJ(xx∗)e) = τ˜1(xx∗).
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So τ˜1 is also tracial. Similarly we have the traciality for τ˜2 and hence for τ˜ = τ˜1 + τ˜2. In
particular, τ˜2(|x∗|p) = τ˜2(|x|p). Together with (3.1) we see that
‖Tx‖pp = τ˜1(|x|
p) + τ˜2(|x∗|p) = τ˜1(|x|p) + τ˜2(|x|p) = τ˜(|x|p).
Also, recall that by Theorem 3.3 we have
τ(bpJ(x)) ≤ τ(x), x ∈M+.
by the noncommutative Radon-Nikodym theorem [Di69, Chap. I, §6.4, ThÃľorÃĺme 3], there
exists a positive element ρ in the center of M such that 0 ≤ ρ ≤ 1 and τ˜(x) = τ(ρx) for all
x ∈M+. The proof is complete. 
Now we give the following simultaneous dilation theorem for support separating contractions.
Proposition 4.2. Let 1 ≤ p < ∞. Then, the set SS(Lp(M)) has a simultaneous dilation, and
the set CSS(Lp(M)) has a complete simultaneous dilation.
Proof. Let T : Lp(M) → Lp(M) be a Lamperti operator and let ρ be given as in the previous
lemma. Then we have
(4.1) ‖T (x)‖pp − ‖x‖
p
p = τ˜(|x|
p)− τ(|x|p) = τ((ρ− 1)|x|p)
for all x ∈ S(M). Define
ST : Lp(M)→ Lp(M), ST (x) = (1− ρ)
1
px, x ∈ S(M).
Thus we have from (4.1) that
(4.2) ‖T (x)‖pp + ‖ST (x)‖
p
p = ‖x‖
p
p
for all x ∈ Lp(M). Consider the linear map
UT : ℓp(Lp(M))→ ℓp(Lp(M))
defined as the following
UT (x0, x1, . . . ) = (T (x0), ST (x0), x1, x2, . . . ).
By (4.2) UT becomes an isometry. We also define the maps
i : Lp(M)→ ℓp(Lp(M)), i(x) = (x, 0, . . . )
and
j : ℓp(Lp(M))→ Lp(M), j(x0, x1 . . . ) = x0.
Clearly, i is a complete isometry and j is a completely contraction. Note that if T = wT bTJT
as in Theorem 3.3 then UT = wUT bUT JUT , where
wUT = (wT , s((1− ρ)
1
p ), 1, . . . ),
is a partial isometry, bUT = (b, (1 − ρ)
1
p , 1, . . . ) is a self-adjoint positive operator affiliated with
the von Neumann algebra ⊕∞n=0M and
JUT (x0, x1, x2, . . . ) := (J(x0), x0s((1− ρ)
1
p ), x1, . . . ), xi ∈M, i ≥ 0
is a normal Jordan ∗-homomorphism on ⊕∞n=0M. Therefore, by Theorem 2.9 and Remark 3.10
if T is completely Lamperti, then JT and JUT are multiplicative and UT is a complete isometry.
Note that for any Lamperti contractions T1, . . . , Tn on Lp(M), we have T1 . . . Tn = jUT1 . . . UTni
for all n ≥ 0. This completes the proof. 
Remark 4.3. In Proposition 4.2, if T is positive, then UT is again positive. Moreover, it is clear
that i and j are always completely positive.
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Remark 4.4. Notice that in Proposition 4.2 each UT is actually a Lamperti isometry for all
1 ≤ p <∞. Moreover it is complete Lamperti if so is T .
We remark that these dilations also allow to improve Theorem 3.6 for positive Lamperti
operators. Some part of the results is pointed out to us by CÃľdric Arhancet.
Proposition 4.5. Let 1 ≤ p < ∞. Let T : Lp(M) → Lp(M) be a positive Lamperti operator.
Then, the following assertions are equivalent:
(i) T is completely Lamperti;
(ii) T is completely positive;
(iii) T is 2-positive;
(iv) The map J in Theorem 3.3 is actually a ∗-homomorphism.
Proof. By Theorem 3.6, it suffices to prove the equivalence between (ii), (iii) and (iv). If (iv)
holds, then JUT in the proof of Proposition 4.2 is also a ∗-homomorphism. Thus according to
Theorem 2.10, UT is completely positive, and hence so is T = jUT i. Conversely, if T is 2-positive,
then UT is is also 2-positive. Therefore by Theorem 2.10, JUT is multiplicative. In particular so
is J . 
In the following we will use some tools from [FaG19] to enlarge our class of dilatable operators.
Theorem 4.6. Let 1 < p < ∞. Suppose S ⊆ B(Lp(M)) has a simultaneous (resp. complete
simultaneous) dilation. Then, each operator T ∈ conv(S) has a N -dilation (resp. complete
N -dilation) for all N ∈ N.
Proof. We will use the construction given in [FaG19, Proof of Theorem 4.1]. We take a tuple of
scalars λ := (λ1, . . . , λn) with
∑n
i=1 λi = 1 and λi ≥ 0 for all 1 ≤ i ≤ n. Also take T =
∑n
i=1 λiTi
where Ti ∈ S. As in [FaG19], without loss of generality, we may assume that each Ti is an
isometry as S admits a simultaneous dilation for 1 < p <∞. Let us define the set of tuples
I = {i := (i1, . . . , iN ) : ∀ 1 ≤ k ≤ N, ik ∈ {1, . . . , n}}.
Denote
λi =
N∏
k=1
λik , i ∈ I .
Note that
∑
i∈I λi = 1. Define Y = ℓ
#I
p (ℓ
N
p (Lp(M))). Endowed with the ℓp-direct sum norm,
Y becomes a noncommutative Lp-space equipped with a normal faithful semifinite trace. Define
Q : Y → Lp(M) as
Q((xk,i)k∈{1,...,N},i∈I ) =
∑
i∈I
(
λi
N
)
1
p′
N∑
k=1
xk,i,
where 1p +
1
p′ = 1. Define J : Lp(M)→ Y as Jx = (Jix)i, where
Jix = (
λi
N
)
1
p (x, . . . , x).
Obviously J is completely positive; it is a complete isometry since
∑
i λi = 1. As in [FaG19], one
can use Hölder’s inequality to check that Q is completely contractive. Moreover Q is complete
positive.
For each i ∈ I , define the linear map Ui : ℓNp (Lp(M))→ ℓ
N
p (Lp(M)) as
Ui((xk)1≤k≤N ) := (Tikxσ(k))1≤k≤N ,
where σ : {1, . . . , N} → {1, . . . , N} is the N -cycle. Note that the map (xk) 7→ (xσ(k)) is
completely isometric and completely positive, and that Tik is also isometric. Let us define the
linear map
U : Y → Y, U = ⊕i∈IUi.
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Then U is isometric, and it is moreover completely isometric if so are Tik ’s. The identity
T n = QUnJ
for n ∈ {0, . . . , N} has been proved in [FaG19, Proof of Theorem 4.1]. This completes the
proof. 
Together with Proposition 4.2, we immediately obtain the following result in our particular
setting.
Corollary 4.7. Let 1 < p < ∞. Each operator T ∈ conv(SS(Lp(M))) has a N -dilation for all
N ∈ N, and each T ∈ conv(CSS(Lp(M))) has a complete N -dilation for all N ∈ N. Moreover,
if this operator T is positive, then all the maps Q,U and J as in the Definition 2.6 can be taken
to be positive.
Remark 4.8. We may also consider dilations instead of N -dilations in Theorem 4.6, and also con-
sider dilations for the strong operator closures convsot(SS(Lp(M))) and convsot(CSS(Lp(M))).
To this end we need to allow the appearance of Haagerup’s noncommutative Lp-spaces instead
of the usual tracial Lp-spaces Lp(N , τN ) in Definition 2.5 and 2.6. It is known from [Ra02]
that the class of all Haagerup Lp-spaces (over arbitrary von Neumann algebras) is stable under
ultraproducts, which fulfills [FaG19, Assumption 2.1]. Thus by [FaG19, Theorem 2.9], we can
extend Corollary 4.7 to obtain dilations and complete dilations. This is out of the scope of the
paper, and we will leave the details to the reader and restrict ourselves in the semifinite cases.
The above Corollary 4.7 for complete N -dilations is sufficient for our further purpose.
Remark 4.9 (mixed unitary quantum channels). It is indeed natural to consider the above dilation
theory for conv(SS(Lp(M)) in view of various related works on quantum Birkhoff conjectures.
For instance, consider the family Aut(B(H)) of all automorphisms of the von Neumann algebra
B(H) for a finite dimensional Hilbert space H. It is known that any T ∈ Aut(B(H)) is of the
form Tx = u∗xu for all x ∈ B(H) with a fixed unitary u ∈ B(H), which is in particular a
completely positive complete isometry on Sp(H) for all 1 < p < ∞, and hence is completely
Lamperti. The convex hull of Aut(B(H)) can be naturally included into the set of all unital
completely positive trace preserving maps on B(H), and the inclusion is strict if dimH ≥ 3; this
is applied in [LaS93] (also see [MeW09]) to obtain a negative solution to the quantum Birkhoff
conjecture. The operators in this inclusion of conv(Aut(B(H))) are referred to as mixed unitary
quantum channels in the quantum information theory (see e.g. [CC09]). It follows from Corollary
4.7 that every mixed unitary quantum channel, realized as an operator on Sp(H), has a complete
N -dilation for any N ≥ 1 and 1 < p <∞. Also, the particular case of unital completely positive
Schur multipliers is studied in [OP13] and [HaM11]. A matrixm ∈Mn defines a Schur multiplier
Tm((ai,j)1≤i,j≤n) = (mijaij)1≤i,j≤n for all n × n matrices ((aij)1≤i,j≤n). It is shown in [OP13]
that Tm is a mixed unitary quantum channel iff m belongs to the convex hull of rank one positive
definite matrices with diagonal entries equal to 1. Note that if m is such a matrix of rank one,
then it is of the form m = (ziz¯j)ni,j=1 with |zi| = 1 and consequently Tm(x) = uxu
∗ for x ∈ Mn
with u =
∑n
i=1 zieii; in particular Tm ∈ Aut(Mn) and it is completely Lamperti on S
n
p . These
observations recover partially some dilation theorems of [Ar13].
In the following we give a quick application of the previous results. Let 1 < p 6= 2 < ∞. For
any complex polynomial P (z) :=
∑n
k=0 akz
k, define
aP := (. . . , 0, a0, . . . , an, 0, . . . ) ∈ ℓp(Z)
with a0 in the 0-th position. Define the linear operator C(aP ) : ℓp(Z)→ ℓp(Z) as
C(aP )(b) := aP ∗ b,
for b ∈ ℓp(Z). Also, recall that a von Neumann algebra is said to have QWEP if it is quotient of
a C∗-algebra having weak expectation property (see [Oz04] for details).
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Corollary 4.10. Let 1 < p 6= 2 < ∞ and assume that the von Neumann algebra M has
the QWEP. Let T ∈ convsot(SS(Lp(M))). Then, T satisfies the noncommutative Matsaev’s
conjecture, i.e.
‖P (T )‖Lp(M)→Lp(M) ≤ ‖C(aP )⊗ ISp‖ℓp(Z;Sp)→ℓp(Z;Sp)
for all complex polynomials P . Moreover, if T ∈ convsot(CSS(Lp(M))), then we have
‖P (T )‖cb,Lp(M)→Lp(M) ≤ ‖C(aP )⊗ ISp‖ℓp(Z;Sp)→ℓp(Z;Sp)
for all complex polynomials P .
Proof. Note that each T ∈ conv(SS(Lp(M))) admits an N -dilation for all N ≥ 1. By [BO08,
Lemma 13.3.3], it is easy to see that the von Neumann algebra ⊕∞n=1M has again the QWEP.
Therefore, by [Ar13] we have
(4.3) ‖P (T )‖Lp(M)→Lp(M) ≤ ‖C(aP )⊗ ISp‖ℓp(Z;Sp)→ℓp(Z;Sp)
for all complex polynomials P . For any T ∈ convsot(SS(Lp(M))) there exists a sequence of
operators Tj ∈ conv(SS(Lp(M))) such that Tj → T in strong operator topology. Therefore, for
all x ∈ Lp(M), we have
(4.4) ‖P (T )x‖Lp(M) ≤ limj→∞
‖P (Tj)x− P (T )x‖Lp(M) + lim sup
j→∞
‖P (Tj)x‖Lp(M).
The required conclusion follows from (4.3) and (4.4). The remaining part of the proof for
T ∈ convsot(CSS(Lp(M))) is similar. 
5. Ergodic theorems for the convex hull of Lamperti contractions
In this section, we prove the maximal ergodic inequality for operators in the closed convex hull
of positive Lamperti contractions, or more precisely in the class convsot(SS+(Lp(M))). Based
on the dilation theorem established in the previous section, we first need a maximal ergodic
inequality for positive isometries. Recall that throughout the paper Cp always denotes the
best constant of Junge-Xu’s maximal ergodic inequality [JX07, Theorem 0.1], which is a fixed
distinguished constant depending only on p.
Theorem 5.1. Let 1 < p <∞. Let T : Lp(M)→ Lp(M) be a positive isometry. Then∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
T kx
∥∥∥ ≤ Cp‖x‖p, ∀x ∈ Lp(M).
We will first consider the following auxiliary fact.
Proposition 5.2. Let 1 < p <∞. Let T : Lp(M, τ)→ Lp(M, τ) be a positive isometry. Then,
T extends to an isometry on Lp(M; ℓ∞).
Proof. By Theorem 2.9, Theorem 3.3 and Remark 3.10 we have T = bJ , where J :M→M is
an injective normal Jordan ∗-homomorphism and b is a positive self-adjoint operator affiliated
with M such that b commutes with J(M). Denote by N the von Neumann algebra generated
by J(M). By Lemma 2.8, we may write N = N1 ⊕ N2 with N1 and N2 two von Neumann
subalgebras of N , and J = J1 + J2 such that J1 : M→ N1 is a normal ∗-homomorphism and
J2 :M→N2 is a normal ∗-anti-homomorphism. Let σ : N2 → N
op
2 be the usual opposite map
and define
Σ : N → N1 ⊕N
op
2 , Σ = IdN1 ⊕ σ.
Then Σ◦J is a normal ∗-homomorphism and in particular its image Σ(J(M)) is a von Neumann
subalgebra of N1 ⊕N
op
2 . We consider the faithful weight
ϕ : Σ(J(M))+ → [0,∞], x 7→ τ(bpΣ−1x).
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We claim that ϕ is a normal semifinite trace on Σ(J(M)). Indeed, for x ∈M, we have
ϕ((ΣJx∗)(ΣJx)) = ϕ((J1x∗)(J1x)) + ϕ((σJ2x∗)(σJ2x))
= ϕ(J1(x∗x)) + ϕ(σ((J2x)(J2x∗))) = ϕ(J1(x∗x)) + ϕ(σ(J2(x∗x)))
= τ(bpJ1(x∗x)) + τ(bpJ2(x∗x)).
Thus by Lemma 4.1 we see that ϕ is tracial. We consider the associated noncommutative
Lp-space Lp(Σ(J(M)), ϕ). Note that Σ ◦ J extends to a positive surjective isometry
J˜ : Lp(M, τ)→ Lp(Σ(J(M)), ϕ), x 7→ Σ(Jx),
since for x ∈ S(M),
‖J˜x‖pLp(Σ(J(M)),ϕ) = ϕ(|Σ(Jx)|
p) = τ(bpΣ−1(|Σ(Jx)|p)) = τ(bp|Jx|p) = τ(|bJx|p)
= ‖Tx‖pLp(M,τ) = ‖x‖
p
Lp(M,τ)
.
As a result we see that J˜−1 is well-defined, positive and isometric on Lp(Σ(J(M)), ϕ). Now,
for a positive sequence (xn)n≥1 in Lp(M), we have J˜xn ≤ a for some a ∈ Lp(Σ(J(M)), ϕ) if
and only if xn ≤ J˜−1a for all n ≥ 1. Recall that
‖(xn)n≥1‖Lp(M,τ ;ℓ∞) = inf{‖a‖p : xn ≤ a, a ∈ Lp(M, τ)+}.
We see that J˜ extends to an isometry from Lp(M, τ ; ℓ∞) onto Lp(Σ(J(M)), ϕ; ℓ∞).
It remains to prove that the embedding
Lp(Σ(J(M)), ϕ; ℓ∞)→ Lp(M, τ ; ℓ∞), (xn)n≥1 7→ (bΣ−1xn)n≥1
is isometric. Let 1 < p′ <∞ with 1p +
1
p′ = 1. For y ∈ Σ(J(M))+, we have
‖bp/p
′
Σ−1y‖p
′
Lp′ (M,τ)
= τ(bpΣ−1(yp
′
)) = ϕ(yp
′
) = ‖y‖Lp′ (Σ(J(M),ϕ).
So the map
ι : Lp′(Σ(J(M)), ϕ; ℓ1)→ Lp′(M, τ ; ℓ1), (yn)n≥1 7→ (bp/p
′
Σ−1yn)n≥1
is isometric. Note that for (xn)n≥1 ∈ Lp(Σ(J(M)), ϕ; ℓ∞), (yn)n≥1 ∈ Lp′(Σ(J(M)), ϕ; ℓ1),〈
ι∗((bΣ−1xn)n≥1), (yn)n≥1
〉
=
〈
(bΣ−1xn)n≥1, ι((yn)n≥1)
〉
=
∑
n≥1
τ(b(Σ−1xn)bp/p
′
(Σ−1yn))
=
∑
n≥1
τ(bp(Σ−1xn)(Σ−1yn))
We write xn = (x
(1)
n , x
(2)
n ) ∈ Lp(N1)⊕Lp(N
op
2 ) and yn = (y
(1)
n , y
(2)
n ) ∈ Lp′(N1)⊕Lp′(N
op
2 ). Then
by the traciality of τ and the property of b
τ(bp(Σ−1xn)(Σ−1yn)) = τ(bpx(1)n y
(1)
n ) + τ(b
p(σ−1x(2)n )(σ
−1y(2)n ))
= τ(bpx(1)n y
(1)
n ) + τ(b
p(σ−1y(2)n )(σ
−1x(2)n ))
= τ(bpx(1)n y
(1)
n ) + τ(b
pσ−1(x(2)n y
(2)
n ))
= τ(bp(Σ−1xnyn)) = ϕ(xnyn).
Thus combined with the previous equalities we obtain〈
ι∗((bΣ−1xn)n≥1), (yn)n≥1
〉
=
∑
n≥1
ϕ(xnyn) =
〈
(xn)n≥1, (yn)n≥1
〉
.
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Thus, we have ι∗((bΣ−1xn)n≥1) = (xn)n≥1. Recall that T always extends to a contraction on
Lp(M, τ ; ℓ∞) (see e.g. [JX07]). Hence, we observe that
‖(xn)n≥1‖Lp(Σ(J(M)),ϕ;ℓ∞) = ‖ι
∗((bΣ−1xn)n≥1)‖Lp(Σ(J(M)),ϕ;ℓ∞) ≤ ‖(bΣ
−1xn)n≥1‖Lp(M,τ ;ℓ∞)
= ‖(T J˜−1xn)n≥1‖Lp(M,τ ;ℓ∞) ≤ ‖(J˜
−1xn)n≥1‖Lp(M,τ ;ℓ∞)
= ‖J˜((J˜−1xn)n≥1)‖Lp(Σ(J(M)),ϕ;ℓ∞) = ‖(xn)n≥1‖Lp(Σ(J(M)),ϕ;ℓ∞).
Therefore ‖(xn)n≥1‖Lp(Σ(J(M)),ϕ;ℓ∞) = ‖(bΣ
−1xn)n≥1‖Lp(M,τ ;ℓ∞), as desired. 
Now, Theorem 5.1 follows from the noncommutative transference principle adapted from
[HoLW18, Theorem 3.1]. For the convenience of the reader we include the details below.
Proof of Theorem 5.1. In this proof we fix an arbitrary positive integer N ≥ 1. We write
An = 1n+1
∑n
k=0 T
k and
A′n : Lp(N;Lp(M))→ Lp(N;Lp(M)), f 7→
1
n
n∑
l=1
f(l+ k).
We consider (A′nf)1≤n≤N ∈ Lp(ℓ∞(N)⊗M; ℓ∞), and for any ε > 0 we take a factorization
A′nf = aFnb such that a, b ∈ L2p(ℓ∞(N)⊗M), Fn ∈ ℓ∞(N)⊗M and
‖a‖2p sup
1≤n≤N
‖Fn‖∞‖b‖2p ≤
∥∥∥(A′nf)1≤n≤N∥∥∥
Lp(ℓ∞(N)⊗M;ℓ∞)
+ ε.
Then, we have∑
k≥1
∥∥∥ sup+
1≤n≤N
A′nf(k)
∥∥∥p
p
≤
∑
k≥1
‖a(k)‖p2p sup
1≤n≤N
‖Fn(k)‖p∞‖b(k)‖
p
2p
≤ ‖a‖p2p sup
1≤n≤N
‖Fn‖
p
∞‖b‖
p
2p ≤
(∥∥∥(A′nf)1≤n≤N∥∥∥
Lp(ℓ∞(N)⊗¯M;ℓ∞)
+ ε
)p
.
Since ε is arbitrarily chosen, we obtain
(5.1)
∑
k≥1
∥∥∥ sup+
1≤n≤N
A′nf(k)
∥∥∥p
p
≤
∥∥∥ sup+
1≤n≤N
A′nf
∥∥∥p
p
.
Fix x ∈ Lp(M). We define a Lp(M)-valued function fm on N as
fm(l) = T lx, if l ≤ m+N ; fm(l) = 0 otherwise.
Then for all 1 ≤ k ≤ m and 1 ≤ n ≤ N ,
T kAnx =
1
n
n∑
l=1
T k+lx =
1
n
n∑
l=1
fm(l + k) = A′nfm(k).
Note that the previous proposition yields that for all 1 ≤ k ≤ m, we have∥∥∥ sup+
1≤n≤N
Anx
∥∥∥
p
=
∥∥∥ sup+
1≤n≤N
T kAnx
∥∥∥
p
=
∥∥∥ sup+
1≤n≤N
A′nfm(k)
∥∥∥
p
,
and hence for any m ≥ 1,∥∥∥ sup+
1≤n≤N
Anx
∥∥∥p
p
=
1
m
m∑
k=1
∥∥∥ sup+
1≤n≤N
A′nfm(k)
∥∥∥p
p
≤
1
m
∥∥∥ sup+
1≤n≤N
A′nfm
∥∥∥p
p
.
Recall that by [JX07], ∥∥∥ sup+
1≤n≤N
A′nfm
∥∥∥
p
≤ Cp‖fm‖
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for a constant Cp depending only on p since f 7→ f(· + 1) is a Dunford-Schwartz operator on
ℓ∞(N)⊗M. Thus together with (5.1) we see that∥∥∥ sup+
1≤n≤N
Anx
∥∥∥p
p
≤
Cpp
m
‖fm‖
p
p =
Cpp
m
m+N∑
l=1
‖fm(l)‖pp =
Cpp
m
m+N∑
l=1
‖T lx‖pp =
Cpp(m+N)
m
‖x‖pp.
Since m is arbitrarily chosen, we get∥∥∥ sup+
1≤n≤N
Anx
∥∥∥
p
≤ Cp‖x‖p.
This completes the proof of the theorem by using Proposition 2.1. 
Based on the maximal ergodic theorem for isometries and the dilation theorem, now we can
conclude the proof of Theorem 1.3, that is, the maximal ergodic theorem for contractions in
convsot(SS+(Lp(M))).
Proof of Theorem 1.3. Consider T on Lp(M) we write An(T ) = 1n+1
∑n
k=0 T
k. Take a sequence
(Tj) ⊂ conv(SS+(Lp(M))). Fix an arbitrary N ≥ 1. By Corollary 4.7, there exist positive
contractions QN,j, jN,j and a positive isometry UN,j such that we have T nj = QN,jU
n
N,jJN,j for
all 0 ≤ n ≤ N. Therefore, as each UN,j admits a maximal ergodic inequality with constant Cp
by Theorem 5.1, we have
‖(An(Tj)x)Nn=1‖Lp(M;ℓN∞) ≤ ‖(An(UN,j)x)
N
n=1‖Lp(M;ℓN∞) ≤ Cp‖x‖p, x ∈ Lp(M).
Assume that Tj converges to T strongly. Then for any x ∈ Lp(M), and N ≥ 1 we have
‖(An(T )x)Nn=1‖Lp(M;ℓN∞) ≤ ‖(An(Tj)x)
N
n=1‖Lp(M;ℓN∞) + ‖(An(T )x−An(Tj)x)
N
n=1‖Lp(M;ℓN∞)
≤ Cp‖x‖Lp(M) +
N∑
n=1
‖An(T )x−An(Tj)x‖Lp(M).
The result follows by taking j →∞ and using Proposition 2.1. 
As mentioned previously, for M = L∞([0, 1]), our result recovers Ackoglu’s ergodic theorem.
In the following we remark that we may also obtain the general operator-valued version of
Ackoglu’s theorem.
Corollary 5.3. Let 1 < p < ∞. Let (Ω, µ) be a measure space and T : Lp(Ω) → Lp(Ω) be a
positive contraction. Then for any semifinite von Neumann algebra M, we have∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
(T ⊗ ILp(M))
kx
∥∥∥
p
≤ Cp‖x‖p, ∀x ∈ Lp(L∞(Ω)⊗M).
Proof. By Ackoglu’s dilation theorem [AK77, Ak75], we may write T k = QUkJ for all k ≥ 1,
where J : Lp(Ω)→ Lp(Ω′) and Q : Lp(Ω′)→ Lp(Ω) are positive contractions, and U : Lp(Ω′)→
Lp(Ω′) is a positive invertible isometry, and Ω′ is a certain measure space. Also, U is positive
Lamperti by Remark 3.9 and Remark 3.10, and consequently completely positive and completely
Lamperti by Remark 3.9. Therefore by Theorem 1.3, we have∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
k=0
(U ⊗ ILp(M))
kx
∥∥∥
p
≤ Cp‖x‖p, ∀x ∈ Lp(L∞(Ω′)⊗M).
Note that T⊗ILp(M), J⊗ILp(M) and Q⊗ILp(M) are again positive contractions (see for instance
[ArK18, Theorem 2.17 and Proposition 2.21] and [Ju04]). Thus the proof is complete. 
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6. Ergodic theorem for power bounded doubly Lamperti operators
This section is devoted to the proof of our main result, i.e., Theorem 1.4. Our key ingredient
is Theorem 6.6, which is a technical structural theorem for the doubly Lamperti operators (i.e.
a Lamperti operator whose adjoint is also Lamperti). The proof is quite lengthy compared to
the classical one. We will start with an refined study of the structure of Lamperti operators.
To this end we fix some notation. Let 1 ≤ p < ∞ and T : Lp(M) → Lp(M) be a positive
Lamperti contraction with the representation T (x) = bJ(x) for x ∈ S(M) given in Theorem 3.3.
Recall that by Lemma 4.1 there exists a positive operator 0 ≤ ρT ≤ 1 with ρT ∈ Z(M) such
that
(6.1) ‖T (x)‖pp = τ(ρTx
p) = τ(bpJ(xp))
for all x ∈ M+. Denote by p0 ∈ Z(M) the projection onto ker ρT (in other words p0 =
1− s(ρT )) and p1 := p⊥0 = s(ρT ). Also take p˜0 to be projection onto ker(1− ρT ) or equivalently
p˜0 = 1 − s(1 − ρT ). Throughout the rest of this paper, we maintain the notation introduced
here.
Proposition 6.1. Let 1 ≤ p <∞ and T : Lp(M)→ Lp(M) be a positive Lamperti contraction.
Then, the following statements hold.
(i) T
∣∣
Lp(p0Mp0)
= 0 and T
∣∣
Lp(p˜0Mp˜0)
is an isometry;
(ii) The following statements are equivalent:
(a) T is injective;
(b) p0 = 0;
(c) J is injective.
(iii) Suppose that T is surjective. Then we have
(a) J is surjective and s(b) = J(1) = 1, moreover T and J are injective on Lp(p1Mp1) and
p1Mp1 respectively;
(b) for some constant C > 0, p1ρT ≥ Cp1.
Proof. (i). Note that for any x ∈ S(M)+, we have from (6.1) that
‖T (p0xp0)‖pp = τ(ρT p0(p0xp0)
pp0) = 0.
Therefore, we have T (p0xp0) = 0. This shows that Lp(p0Mp0) ⊆ ker T.
On the other hand, for any x ∈ S(M), we have (1− ρT )p˜0|p˜0xp˜0|p = 0. Therefore, we obtain
ρT |p˜0xp˜0|
p = |p˜0xp˜0|p. By using (6.1), this shows that T
∣∣
Lp(p˜0Mp˜0)
is an isometry.
(ii). By (i), Lp(p0Mp0) ⊆ kerT , so it is clear that (a) implies (b).
Recall that τ(bpJ(x)) = τ(ρTx) for x ∈ M+ by (6.1). If J(x) = 0 for some nonzero x ∈ M,
then J(|x|) = 0 and hence τ(ρT |x|) = 0. By the faithfulness of τ we obtain ρ
1/2
T |x|ρ
1/2
T = 0.
Hence p1|x|p1 = 0, which means and p1 6= 1 and p0 6= 0. Thus (b) implies (c).
To see that (c) implies (a), we suppose that T (y) = 0 for some y ∈ Lp(M). By the decom-
position T (y) = bJ(y), we see that T (y∗) = T (y)∗ = 0. Thus T (Re y) = T (Im y) = 0, where
Re y and Im y denote the real and imaginary part of y respectively. By Lemma 3.2 we see that
T (|Re y|) = T (|Im y|) = 0. Write x = Re y and take a sequence (xn)n≥1 ⊂ S(M) as in Lemma
3.1. Since T is positive and xn ≤ x, we have T (xn) ≤ 0. Thus T (xn) = 0 for all n ≥ 1. Since
s(xn) ↑ s(x), we have J(s(xn)) ↑ J(s(x)) by normality of J. Note that from the construction of
J we have
(6.2) s(T (xn)) = s(bJ(xn)) = s(b) ∧ s(J(xn)) = J(1) ∧ J(s(xn)) = J(s(xn)) = 0
for all n ≥ 1, where the second equality follows from the fact that spectral projections of b
commute with J(xn) and the third equality follows from the fact that J(e) ≤ J(1) as J is
positive for any projections e ∈M. Thus, we have J(s(x)) = 0. Since J is injective, this means
s(x) = 0. Therefore, x = Re y = 0. Similarly Im y = 0 and hence y = 0.
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(iii). We first prove the surjectivity of J . Note that by surjectivity of T , for any τ -finite
projection e there exists some x ∈ Lp(M) with T (x) = e. As in the proof of (c) ⇒ (a) in (ii),
it suffices to consider the case where T (x) = e for some positive x. Take a sequence (xn)n≥1 as
in Lemma 3.1. We claim that s(T (xn)) ↑ e. Indeed, since T is positive and xn ≤ x, we have
Txn ≤ e for all n ≥ 1. Therefore, Txn is bounded for each n ≥ 1. Note that s(Txn) ≤ e. Now
(e− ∨n≥1s(Txn))(e − Txn) = e− ∨n≥1s(Txn).
Therefore, we have
‖e− ∨n≥1s(Txn)‖p ≤ ‖e− ∨n≥1s(Txn)‖∞‖e− Txn‖p
≤ 2‖e− Txn‖p → 0, as n→∞.
This implies that e − ∨n≥1s(Txn) = 0. So we obtain our claim. We have J(s(xn)) ↑ J(s(x))
by normality of J and s(Txn) = J(s(xn)) for all n ≥ 1 as in (6.2). Thus J(s(x)) = e. Since
the span of τ -finite projections is w∗-dense in M, we see that J(M) is w∗-dense in M. Thus
J(M) =M.
Clearly, we have that J(1) ≤ 1. Therefore, by surjectivity there exists x ∈ M such that
J(x) = 1− J(1). Then J(x) = J(1)J(x) = J(1)(1 − J(1)) = 0. Thus s(b) = J(1) = 1.
Now we prove that T is injective on Lp(p1Mp1). First, notice that the operator T
∣∣
Lp(p1Mp1)
is also support separating with the representation p1xp1 7→ J(p1)bJ(p1)J(p1xp1). Therefore, by
(ii), it is enough to show that the map p1xp1 → J(p1xp1) is injective. Now if J(p1xp1) = 0 for
some positive x, then by (6.1), τ(ρT p1xp1) = 0. Recall that p1 = s(ρT ). By the faithfulness of τ
we obtain that (ρT )1/2x(ρT )1/2 = 0 and p1xp1 = 0. Note that the equality ‖T (x)‖pp = τ(ρT |x|
p)
in (6.1) can be extended by density to all x ∈ Lp(M). So by a similar argument we see that
T
∣∣
Lp(p1Mp1)
is also injective and kerT = Lp(p0Mp0).
Since T
∣∣
Lp(p1Mp1)
is bounded, so is T
∣∣−1
Lp(p1Mp1)
by the open mapping theorem. So we may
find some constant C > 0 such that for all x ∈ S(M)+,
‖T (p1xp1)‖p ≥ C‖p1xp1‖p.
This implies that τ(ρT p1xp1) ≥ Cτ(p1xp1) for all x ∈ S(M)+. In particular p1ρT ≥ Cp1, as
desired. 
The following lemma is elementary. We include here for the convenience of the reader.
Lemma 6.2. Let p, q ∈M be two projections with pqp = p. Then, we have p ≤ q.
Proof. We write the decomposition
q = x+ y + y∗ + z, x = pqp, y = pq(1− p), z = (1− p)q(1− p).
By our assumption x = p. Note that q is a projection. Hence
x = pqp = pq2p = p(x+ y + y∗ + z)2p = x+ yy∗.
Thus y = 0 and q − p = z ≥ 0. 
Proposition 6.3. Let 1 < p <∞ and 1/p+1/p′ = 1. Assume that M is a finite von Neumann
algebra equipped with a normal faithful tracial state τ and that T : Lp(M) → Lp(M) is a
positive Lamperti operator. If the adjoint operator T ∗ : Lp′(M) → Lp′(M) is also Lamperti,
then J(M) = J(1)MJ(1).
Proof. Without loss of generality we may choose a normal faithful tracial state τ onM. Assume
by contradiction J(M) 6= J(1)MJ(1). Then, there exists a nonzero projection f1 ∈ J(1)MJ(1)\
J(M) (if not, then J(M) contains the span of all projections in J(1)MJ(1) which is a w*-dense
subspace). Let us define
e1 = ∧{J(e) : f1 ≤ J(e) ≤ J(1), e ∈ P(M)}.
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Then f1 ≤ e1. Recall that J is a normal Jordan ∗-homomorphism. According to Lemma 2.8,
we may write J as a direct sum J = J1 + J2, where J1 is a normal ∗-homomorphism and J2 is
a normal ∗-anti-homomorphism. Then, for a finite family of projections q1, . . . , qn, we have
J1(∨1≤i≤nq⊥i ) = J1(s(
n∑
i=1
q⊥i )) = s(J1(
n∑
i=1
q⊥i )) = ∨1≤i≤nJ1(q
⊥
i ),
whence J1(∧1≤i≤nqi) = ∧1≤i≤nJ1(qi). Similarly J2(∧1≤i≤nqi) = ∧1≤i≤nJ2(qi). Hence we have
J(∧1≤i≤nqi) = ∧1≤i≤nJ(qi).
By the w*-closeness of J(M), we see that there exists a projection e˜1 ∈ M with e1 = J(e˜1).
Denote f2 = e1 − f1. Clearly, f2 is a projection in J(1)MJ(1) \ J(M). Now, choose e2 and e˜2
similarly as before corresponding to f2. Note that we have 0 6= e1− f1 = f2 ≤ e2. Therefore, we
have e1 ∧ e2 6= 0. Thus, e1e2 6= 0. Note that by construction,
(6.3) f1f2 = f2f1 = 0.
Since T is positive, so is T ∗. Note that τ is finite and hence all projections are τ -finite. Thus
for i = 1, 2, T ∗(fi) is well-defined and T ∗(fi) ≥ 0. Denote ei = s(T ∗(fi)) for = 1, 2.
We claim that J(ei) = ei for i = 1, 2. To establish our claim, we first observe that
τ(T ∗(fi)e˜i) = τ(fibei) = τ(eifib) = τ(fib) = τ(fibJ(1)) = τ(T ∗(fi)),
and therefore
τ(T ∗(fi)− T ∗(fi)
1
2 e˜iT
∗(fi)
1
2 ) = 0, T ∗(fi) = T ∗(fi)
1
2 e˜iT
∗(fi)
1
2 , i = 1, 2.
By using the functional calculus for t 7→ χσ(T ∗(fi))(t)t
−1/2, we see that
ei = eie˜iei
for i = 1, 2. Therefore, by Lemma 6.2 we have ei ≤ e˜i for i = 1, 2. Hence, we obtain
(6.4) J(ei) ≤ ei
for i = 1, 2. Note that we have
0 = τ(T ∗(fi)ei⊥) = τ(fiT (ei⊥)) = τ(fibJ(ei⊥)).
Together with the fact that b and J(ei⊥) commute, we get
b
1
2J(ei⊥)fiJ(ei⊥)b
1
2 = 0.
Therefore
s(b)J(ei⊥)fiJ(ei⊥)s(b) = J(1)J(ei⊥)fiJ(ei⊥)J(1) = J(ei⊥)fiJ(ei⊥) = 0.
Thus
0 = τ(J(ei⊥)fiJ(ei⊥)) = τ(fiJ(ei⊥)) = τ(fiJ(ei⊥)fi).
Therefore fiJ(ei⊥)fi = 0 for i = 1, 2. Note that fi ≤ J(1). So we have
fi = fiJ(1)fi = fiJ(ei)fi
for i = 1, 2. Hence by Lemma 6.2 we have fi ≤ J(ei) for i = 1, 2. From this, using (6.4) and
minimality of ei we conclude that J(ei) = ei for i = 1, 2.
Now we obtain
J1(s(T ∗(f1))s(T ∗(f2))) + J2(s(T ∗(f2))s(T ∗(f1))) = J(s(T ∗(f1)))J(s(T ∗(f2))) = e1e2 6= 0
by the above claim. This yields that s(T ∗(f1))s(T ∗(f2)) 6= 0, and in particular we have
T ∗(f1)T ∗(f2) 6= 0. However we have f1f2 = 0 by (6.3). So T ∗ is not Lamperti, which leads to a
contradiction. 
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Kan [Kan78] showed that the converse of the above proposition is also true in the classical
setting. Though we could not establish the analogue for the noncommutative setting, we may
prove a partial result. To this end we need the following lemma. The proof of our lemma is
completely different from [Kan79]. For technical simplicity, we will only consider the case of
finite von Neumann algebras, where the operator b becomes measurable.
Lemma 6.4. Let M be a finite von Neumann algebra and τ be a normal faithful tracial state
on M. Let 1 ≤ p < ∞. Let T : Lp(M) → Lp(M) be a positive Lamperti operator with the
representation T (x) = bJ(x) for all x ∈ M. Then, J and T can be extended continuously to
maps on L0(M) with respect to the topology of convergence of measure. Moreover, Tx = bJ(x)
for all x ∈ L0(M).
Proof. First we show that J : M → M is continuous in the topology of convergence of mea-
sure on L0(M). Take a sequence (xn)n≥1 ⊆ M+ which converges to 0 in measure, that is,
τ(e⊥ε (xn))→ 0 as n→∞ for all ε > 0. For any x ∈M+, the restriction of J on the abelian von
Neumann subalgebra generated by x is a classical normal ∗-homomorphism. Note that J(x) ≥ ε
iff J(x) = J(1)J(x)J(1) ≥ εJ(1). It follows that J(e⊥ε (x)) = e
⊥
ε (J(x)) for all ε > 0.
We also have τ(bpJ(e⊥ε (xn))) ≤ Cτ(e
⊥
ε (xn)). This shows that
(6.5) lim
n→∞
τ(bpJ(e⊥ε (xn))) = 0.
Let fk denote the spectral projection χ[2k,2k+1)(b
p), k ∈ Z. Note that we have
(6.6) bpJ(e⊥ε (xn)) ≥ 2
kJ(e⊥ε (xn))fk.
Therefore, by (6.5) we have
(6.7) τ(J(e⊥ε (xn))fk)→ 0
as n → ∞ for all k ∈ Z. Note that since J(e⊥ε (xn)) is a projection and contained in s(b
p), we
have
(6.8) J(e⊥ε (xn)) =
∑
k
J(e⊥ε (xn))fk.
Let us fix δ > 0. Note that
∑
k fk ≤ J(1) and τ is finite so that
∑
k τ(fk) <∞. Using (6.7) we
choose n large enough so that τ(J(e⊥ε (xn))fk) ≤
δ
2s for |k| ≤ s and
∑
|k|>s τ(fk) < δ. Then, by
(6.8) and (6.6) we have
(6.9) τ(J(e⊥ε (xn)) =
∑
|k|≤s
τ(J(e⊥ε (xn))fk) +
∑
|k|>s
τ(J(e⊥ε (xn))fk) ≤ δ +
∑
|k|>s
τ(J(e⊥ε (xn))fk).
Also note that
(6.10)
∑
|k|>s
τ(J(e⊥ε (xn))fk) ≤
∑
|k|>s
‖J(e⊥ε (xn)‖∞τ(fk) ≤
∑
|k|>s
τ(fk) < δ
as J is a contraction. Together with (6.9) and (6.10) this establishes that lim
n→∞
τ(J(e⊥ε (xn)) = 0.
Therefore, J is continuous in the topology of measure. Since M is dense in L0(M), we can
extend uniquely J to a map on L0(M), which is also continuous. Now we may extend T to a
linear map on L0(M) by setting Tx = bJ˜(x). This completes the proof of the lemma. 
Proposition 6.5. Let 1 < p <∞ and M be a finite von Neumann algebra. Let T : Lp(M) →
Lp(M) be a positive and surjective Lamperti operator. Then, T ∗ is again Lamperti.
Proof. Since T is onto, it follows from Proposition 6.1 that J is unital and onto, and moreover
the restriction J : p1Mp1 →M is a normal Jordan ∗-isomorphism. Consider a normal faihtful
tracial state τ onM; together with Lemma 2.8, we note that ϕ := τ ◦J is a normal tracial state
on M. Thus we may write ϕ = τ(t·) for some positive element t ∈ L1(M, τ) which commutes
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withM. We use Lemma 6.4 to define b˜ = J |−1L0(p1Mp1)(b)t and S(y) = b˜J |
−1
L0(p1Mp1)
(y) for y ∈M.
We claim that the adjoint operator of T : Lp(M, τ)→ Lp(M, τ) is T ∗ = S. Indeed, note that
τ(xS(y)) = τ(xb˜J |−1L0(p1Mp1)(y))
= τ(xJ |−1L0(p1Mp1)(b)tJ |L0(p1Mp1)(y))
= τ(txJ |−1L0(p1Mp1)(b)J |L0(p1Mp1)(y))
= ϕ(xJ |−1L0(p1Mp1)(b)J |L0(p1Mp1)(y))
= τ(J(xJ |−1L0(p1Mp1)(b)J |
−1
L0(p1Mp1)
(y)))
= τ(J(x)by) = τ(T (x)y)
for all x ∈M, y ∈M. This establishes the claim. Clearly, T ∗ is a Lamerti operator by Theorem
3.3. This completes the proof. 
We are ready to prove the following key description of doubly Lamperti operators on noncom-
mutative Lp spaces.
Theorem 6.6. Let M be a finite von Neumann algebra. Let 1 < p < ∞ and T : Lp(M) →
Lp(M) be a positive Lamperti operator with the representation Tx = bJ(x) as in Theorem 3.3.
Then, there exist an element θ ∈ M and a positive Lamperti contraction S : Lp(M) → Lp(M)
such that T n = θnSn, where
(i) S is a positive Lamperti contraction which vanishes on Lp(p0Mp0) and is isometric on
Lp(p1Mp1);
(ii) θn is a positive element inM of the form θn = θJ(θ) · · ·Jn−1(θ) and θnSn(x) = Sn(x)θn
for all n ≥ 1 and x ∈M;
(iii) for all n ≥ 1, ‖T n‖Lp(M)→Lp(M) ≤ ‖θn‖∞. Moreover, the equality holds if the adjoint
operator T ∗ : Lp′(M)→ Lp′(M) for 1/p + 1/p′ = 1 is also Lamperti.
Proof. Without loss of generality we assume ‖T‖Lp(M)→Lp(M) ≤ 1. The general case follows by
considering the contraction T/‖T‖ in the proof.
(i). Recall that p0, p1 ∈ Z(M), p0 + p1 = 1, and ρT = p1ρT p1. Note that following the proof
of Proposition 6.1 one can see that T and J are injective on Lp(p1Mp1) and p1Mp1 respectively.
Clearly, (p1ρT p1)−1 is well-defined as a densely defined operator in L0(p1Mp1)+.We use Lemma
6.4 and define
ρ˜T = J
(
(p1ρT p1)
− 1
p
)
, b˜ = bρ˜T .
Then the spectral projections of b˜ commute with J(M) since the operators p1 and ρT belong to
the center of M. Also, we observe that
s(b˜) = s(b) ∧ s(ρ˜T ) = J(1) ∧ J(s((p1ρT p1)
− 1
p )) = J(p1) = J(1)
as we have J(p0) = 0, according to the fact T (p0) = 0 in Proposition 6.1(i). Define the positive
linear operator
S(x) = b˜J(x), x ∈M.
By Theorem 3.3 and Remark 3.4, S is a Lamperti operator.
Applying (6.1) to S, we have
τ(ρSp0xp0) = τ(b˜pJ(p0xp0)) = τ
(
bpJ
(
(p1ρT p1)−1p0xp0
))
= 0
for all x ∈M+, which means that p0ρSp0 = 0. Similarly, for all x ∈M+ we have
τ(ρSp1xp1) = τ(b˜pJ(p1xp1)) = τ
(
bpJ
(
(p1ρT p1)−1p1xp1
))
= τ(ρT (p1ρT p1)−1p1xp1) = τ(p1xp1).
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This shows that p1ρSp1 = p1. Applying (6.1) to S again, we see that S|Lp(p1Mp1) is an isometry
and S|Lp(p0Mp0) = 0. This completes the proof for (i).
(ii). Define θ = J(ρT )
1
p and θn = θJ(θ) · · ·Jn−1(θ). Recall that ρT is in the center of M, so
ρT commutes with Jk(θ) for all k ≥ 0, and applying the Jordan homomorphism J we see that
θ commutes with all Jk(θ). In particular {ρT , θ, J(θ)} is a commuting family. We see easily by
induction that (Jk(θ))k≥0 is a commuting family. In particular θn ≥ 0. Note that θS(x) = S(x)θ
for all x ∈ L0(M). One can easily check T n = θnSn, for all n ≥ 1. Indeed, for n = 1, recalling
that we have observed J(1) = J(p1) in (i), we see that
θS(p1xp1) = J(ρT )
1
p bρ˜TJ(p1xp1) = J(ρT )
1
pJ
(
(p1ρT p1)
− 1
p p1xp1
)
= bJ(1)J(x) = T (x).
Assume by induction that T n = θnSn. Then
T n+1(x) = T (θnSn(x)) = bJ(θn)J(Sn(x)) = bJ(θn)b˜−1Sn+1(x)
= J(θn)ρ˜T−1Sn+1(x) = J(θn)J(ρ
1
p
T )S
n+1(x) = θJ(θn)Sn+1(x) = θn+1Sn+1(x).
(iii). It is obvious that ‖T n‖Lp(M)→Lp(M) ≤ ‖θn‖∞. Assume that T ∗ is Lamperti. Then by
Proposition 6.3, J(M) = J(1)MJ(1) and hence we see inductively Jn(M) = Jn(1)MJn(1).
On the other hand, we have proved in (ii) that (Jk(θ))k≥0 is a commuting family, so θn ∈
Jn(1)MJn(1), whence θn ∈ Jn(M). Recall moreover that J(p0) = 0. Thus we may write
θn = Jn(xn) for some xn ∈ p1M+p1. Let ‖θn‖∞ > A and take a spectral projection q =
e⊥A(θn) ∈ J
n(M) so that qθn ≥ Aθn. Note that J(x) ≥ ε iff J(x) = J(1)J(x)J(1) ≥ εJ(1).
It follows that J(e⊥ε (x)) = e
⊥
ε (J(x)) for all ε > 0. So we may write q = e
⊥
A(θn) = J
n(e⊥A(xn)).
Denote e = e⊥A(xn). Note that
Jn(e)Sn(e) = Jn(e)Jn(e)b˜J(b˜) · · · Jn(b˜) = Sn(e).
Therefore, using T n(e) = θnSn(e) = Sn(e)θn we obtain that
‖T n(e)‖p = ‖θnJn(e)Sn(e)‖p ≥ A‖Sn(e)‖p.
This implies that ‖T n‖Lp(M)→Lp(M) ≥ A as S is an isometry on Lp(p1Mp1). This completes the
proof of the theorem. 
Based on Theorem 1.3 and the above result, we conclude the proof of the main result.
Proof of Theorem 1.4. Let T : Lp(M)→ Lp(M) be the positive Lamperti operator as in Theo-
rem 1.4. It follows from Theorem 6.6 that there is a positive Lamperti contraction S such that
for all x ∈M+ and n ∈ N, we have
T n(x) = θnSn(x) ≤ ‖θn‖∞Sn(x) = ‖T n‖Sn(x) ≤ KSn(x).
Hence
1
n+ 1
n∑
k=0
T kx ≤ K
1
n+ 1
n∑
k=0
Skx.
The proof is complete according to Theorem 1.3. 
7. Ergodic theorems beyond Lamperti operators
As pointed out previously, Theorem 1.3 and Theorem 1.4 apply to quite general classes of
positive operators on classical Lp-spaces. However in the noncommutative setting, we may
explore other novel and natural examples beside these categories, showing sharp contrast to the
classical setting. In this section, we will illustrate two ergodic theorems outside the scope of
Theorem 1.3 or Theorem 1.4.
MAXIMAL ERGODIC INEQUALITIES FOR SOME POSITIVE OPERATORS 31
7.1. Positive invertible operators which are not Lamperti. In the classical setting we
have the following examples of Lamperti operators.
Proposition 7.1 ([Kan78]). (i) Let 1 < p < ∞. Let Ω be a σ-finite measure space. Let
T : Lp(Ω)→ Lp(Ω) be a bounded positive operator with positive inverse. Then, T is Lamperti.
(ii) Let T be an invertible nonnegative n×n matrix such that the set {T k : k ∈ Z} is uniformly
bounded in any equivalent matrix norm. Then, T is periodic and Lamperti.
We provide the following example which illustrates that there is no reasonable analogue of
Kan’s above examples for the noncommutative setting.
Example 7.2. Let 1 ≤ p <∞ and r be an invertible matrix 2× 2 matrix. Define
T : S2p → S
2
p , T (x) = rxr
∗.
Clearly, T is completely positive map, and so is the inverse map T−1(x) = r−1x(r−1)∗. Note
that
e =
(
1 0
0 0
)
and
f =
(
0 0
0 1
)
are two orthogonal projections with ef = fe = 0. But if we take
r =
(
1 1
α β
)
with α, β ∈ R, and 1 + αβ 6= 0, it is easy to see that T (e)T (f) 6= 0. So T is not Lamperti.
Moreover, consider α = 0, β = −1. Then r−1 = r and r2 = 1M2 . So
sup
n∈Z
‖T n‖cb,S2
∞
→S2
∞
≤ sup
n∈Z
‖rn‖2∞ <∞.
Since the operator space of linear operators on M2 is finite dimensional, so (T k) is uniformly
bounded with respect to any equivalent operator norm. So we obtain an analogue of operators
satisfying (i) and (ii) of Proposition 7.1 for the noncommutative setting, but they are not
Lamperti.
Denote K = supn∈Z ‖T
n‖S2p→S2p . The above discussions also mean that Theorem 1.3 is not
applicable to obtain the crucial constant KCp for the maximal ergodic inequality associated
with T since T is not a contraction on S2p . Moreover Theorem 1.4 is not applicable neither since
T is not Lamperti. However, this example still satisfies the maximal ergodic inequalities with
crucial constant KCp according to the following result in [HoLW18]. The crucial constant KCp
is not stated explicitly in [HoLW18] but is implicitly contained in the proof.
Theorem 7.3 ([HoLW18]). Let 1 < p < ∞. Let M be a von Neumann algebra with a normal
semifinite faithful trace. Suppose T : Lp(M)→ Lp(M) be a bounded invertible positive operator
with positive inverse, such that supn∈Z ‖T
n‖Lp(M)→Lp(M) = K <∞. Then∥∥∥ sup
n≥0
+ 1
2n + 1
n∑
k=−n
T kx
∥∥∥
p
≤ KCp‖x‖p
for all x ∈ Lp(M).
Note that S2p and S
2
∞ are isomorphic as finite dimensional Banach spaces, so the positive
invertible operator T given in Example 7.2 with positive inverse associated with α = 0, β = −1
satisfies
Kp := sup
n∈Z
‖T n‖S2p→S2p <∞.
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Applying the above theorem, we have∥∥∥ sup
n≥0
+ 1
2n+ 1
n∑
k=−n
T kx
∥∥∥
p
≤ KpCp‖x‖p, x ∈ S
2
p .
7.2. Junge-Le Merdy’s example. In this subsection, we take Junge-Le Merdy’s examples
[JuLM07] and establish the noncommutative ergodic theorem for them. That is, we prove
Theorem 1.5.
Proof of Proposition 1.5. Let (eij)ki,j=1 be the standard basis of S
k
p . Following the examples in
[JuLM07, Section 5], we define the operators on Skp as
T1(x) =
k∑
i=1
a∗ixbi, T2(x) =
k∑
i=1
b∗ixai, T3(x) =
k∑
i=1
a∗i xai, T4(x) =
k∑
i=1
b∗i xbi, x ∈ S
k
p ,
where ai = eii and bi = k
− 1
2p e1i for 1 ≤ i ≤ k. By [JuLM07] each Ti is a contraction for 1 ≤ i ≤ 4.
We define
T =
1
4
(T1 + T2 + T3 + T4).
Then T is completely positive and completely contractive. For any positive element x, a straight-
forward calculation yields
(T (x))ij = 0, ∀ i 6= j.
Let Dkp be the diagonal Lp-subspace of S
k
p . Then D
k
p becomes a commutative ℓp-space and
ran(T ) ⊂ Dkp . In particular, the restriction T |Dkp : D
k
p → D
k
p is a positive contraction on the
commutative ℓp space Dkp . Therefore, by Akcoglu’s ergodic theorem [AS75], we have∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
m=0
Tmy
∥∥∥
p
≤ Cp‖y‖p
for all y ∈ Dkp . Putting y = Tx with x ≥ 0 in above, we have∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
m=0
Tmx
∥∥∥
p
≤
∥∥∥ sup
n≥0
+ 1
n+ 1
n∑
m=1
Tm−1y
∥∥∥
p
+ ‖x‖p ≤ (Cp + 1)‖x‖p.
We can choose k to be large enough so that T does not admit a dilation (see [JuLM07]). This
completes the proof. 
Remark 7.4. Note that we cannot directly apply Theorem 1.3 to the non-dilatable operator
T : Skp → S
k
p (see Remark 4.8). However, the following property is applicable, which can be easily
deduced from above arguments together with Theorem 1.3: Let 1 < p <∞. Let T : Lp(M) →
Lp(M) be a positive contraction such that for some positive integer k, we have ran (T k) ⊆ Lp(N )
whereN ⊆M is a von Neumann subalgebra and T
∣∣
Lp(N )
∈ convsot(SS+(Lp(N ))), then T admits
a maximal ergodic inequality as above.
8. Individual ergodic theorems
For completeness we include in this section the realted results on pointwise convergence, which
are immediate consequences of maximal inequalities obtained previously. Let 1 < p < ∞. For
any power bounded positive operator T : Lp(M) → Lp(M) the mean ergodic theorem (see e.g.
[Kr85, Subsection 2.1.1]) yields a decomposition
Lp(M) = ker(I − T )⊕ ran (I − T ).
Let us denote by P the bounded positive projection P : Lp(M)→ ker(I − T ).
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Theorem 8.1. Let 1 < p <∞ and T : Lp(M)→ Lp(M) be the operator as in Theorem 1.3 or
Theorem 1.4. Then, for all x ∈ Lp(M), the sequence ( 1n+1
∑n
k=0 T
kx)n≥0 converges to Px a.u.
as n→∞ if p ≥ 2, and it converges to Px b.a.u. if 1 < p < 2.
The theorem can be deduced from the following fact and our main results. The argument
below is given in [HoLW18] and we include the proof just for completeness.
Theorem 8.2. Let 1 < p <∞ and T : Lp(M)→ Lp(M) be a positive power bounded operator.
Let An = 1n+1
∑n
k=0 T
k. Assume that there exists a constant C > 0 with∥∥∥ sup
n≥0
+Anx
∥∥∥
p
≤ C‖x‖p, x ∈ Lp(M).
Then, we have the following properties.
(i) For all x ∈ Lp(M), Anx converge to Px b.a.u. as n→∞;
(ii) If moreover p ≥ 2, then Anx converge to Px a.u. as n→∞.
Proof. (i). Let x = y − Ty where y ∈ Lp(M)+. Then, we have
Anx =
1
n
(Ty − T n+1y).
Clearly, the sequence ( 1nTy)n≥1 belongs to Lp(M; c0) as
‖ sup
n≥k
+ 1
n
Ty‖p =
1
k
‖Ty‖p → 0
as k → ∞. Denote Bjy = 1jT
j+1y. By the operator monotonicity of t 7→ t
1
p , we have for any
m ≤ j ≤ n,
Bjy = [(Bjy)p]
1
p ≤
[
n∑
j=m
(Bjy)p
] 1
p
.
Therefore, as T is power bounded, for some positive constant K > 0, we also have∥∥∥∥∥
[
n∑
j=m
(Bjy)p
] 1
p
∥∥∥∥∥
p
=
(
n∑
j=m
‖Bjy‖
p
p
) 1
p
≤ K
(
n∑
j=m
1
jp
) 1
p
‖y‖p → 0
as m,n→∞. This shows that ‖(Bjy)m≤j≤n‖Lp(M;c0) → 0 as m,n→∞. Therefore, (Bny)n≥1 ∈
Lp(M; c0). Thus Anx ∈ Lp(M; c0) for all x ∈ ran (I − T ). Now for any x0 ∈ ran (I − T ) we
may find a sequence xk → x0 in Lp(M) with xk ∈ ran (I − T ) for all k ≥ 1. By the maximal
inequality in our assumption, we have
‖(Anx0)n≥1 − (Anxk)n≥1‖Lp(M;ℓ∞) ≤ C1‖x0 − xk‖p → 0
as k →∞. Therefore, we also have (Anx0)n≥1 ∈ Lp(M; c0). Then the desired b.a.u. convergence
follows from Proposition 2.4.
(ii). We keep the same notation x, y and Bj as in the beginning of the proof of the first part,
we observe that for any m ≤ j ≤ n, we have by operator monotonicity of t 7→ t
2
p
(Bjy)2 = [(Bjy)p]
2
p ≤
[
n∑
j=m
(Bjy)p
] 2
p
.
Therefore, we can find contractions uj ∈ L∞(M) such that
Bjy = uj
[
n∑
j=m
(Bjy)p
] 1
p
and
(
n∑
j=m
‖Bjy‖
p
p
) 1
p
≤ C
(
n∑
j=m
1
jp
) 1
p
→ 0
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as m,n → ∞. This shows that ‖(Bjy)m≤j≤n‖Lp(M,cc0) → 0 as m,n → ∞. The rest of the proof
is similar to what we did in (i). 
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