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Zusammenfassung
Gegenstand dieser Arbeit ist die Entwicklung eines Wa¨rmetransportmodells fu¨r
tiefe geothermische (hydrothermale) Reservoire. Existenz- und Eindeutigkeits-
aussagen bezu¨glich einer schwachen Lo¨sung des vorgestellten Modells werden
geta¨tigt. Weiterhin wird ein Verfahren zur Approximation dieser Lo¨sung basie-
rend auf einem linearen Galerkin-Schema dargelegt, wobei sowohl die Konver-
genz nachgewiesen als auch eine Konvergenzrate erarbeitet werden.
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1 Einleitung
Geothermie beschreibt die im zuga¨nglichen Teil der Erdkruste gespeicherte Wa¨r-
me und za¨hlt zu den erneuerbaren Energietra¨gern. Der Bedarf nach solchen al-
ternativen Energietra¨gern hat sich in den letzten Jahren bzw. Jahrzehnten im-
mens versta¨rkt, insbesondere durch steigende Preise fossiler Rohstoffe und deren
Knappheit, aber auch auf Grund des Klimawandels. Da Erdwa¨rme einen nahe-
zu unbegrenzten Energievorrat darstellt und im Vergleich zu Solar- bzw. Wind-
kraftanlagen unabha¨ngig von a¨ußeren Einflu¨ssen (insbesondere unabha¨ngig von
den Wetterbedingungen) verfu¨gbar ist, kann Geothermie einen wesentlichen An-
teil dieses Bedarfs decken. Tiefe geothermische Reservoire, die zur wirtschaft-
lichen Strom- und Fernwa¨rmeerzeugung eingesetzt werden, kann man auch in
Deutschland finden, z.B. im Gebiet des Oberrheingrabens (siehe [27]).
Unterschiedliche, miteinander gekoppelte physikalische Vorga¨nge mu¨ssen bei der
Reservoirmodellierung mit einbezogen werden. Dazu geho¨ren z.B. das Span-
nungsfeld, chemische Prozesse, Stofftransport, Fließwege und -geschwindigkeiten
und Wa¨rmetransport. Dies findet man unter anderem in [3], [4], [5], [17], [18],
[19], [20], [24] und in den darin genannten Referenzen.
Um die mo¨gliche Produktionsleistung und das Langzeitverhalten eines Geother-
miewerkes vorhersagen zu ko¨nnen, muss unter anderem vor Inbetriebnahme die
zu erwartende Reservoirtemperatur wa¨hrend des laufenden Betriebs, d.h. die
Temperatur des Wassers, das zur Erdoberfla¨che befo¨rdert wird, simuliert wer-
den. Das bedeutet, dass ein mathematisches Modell fu¨r den Wa¨rmetransport
innerhalb eines tiefen geothermischen Reservoirs, das sich in durchschnittlich
3000m Tiefe befindet, entwickelt werden muss. Verschiedene Wa¨rmetransport-
modelle und Ansa¨tze zur numerischen Lo¨sung findet man z.B. in [15] und [23].
Spezielle Ansa¨tze sind unter anderem die Local Discontinuous Galerkin Method
(siehe [6], [16]), die Petrov-Galerkin Methode (siehe [2], [21]), Methoden mittels
radialer Basisfunktionen (siehe [30]), Multiskalenansa¨tze (siehe [12]), Methoden
basierend auf einer Integralgleichung (siehe [11]) und Finite Elemente Methoden
mit exakter Zeitdiskretisierung (siehe [13], [14]).
Tiefe Geothermiequellen ko¨nnen in drei Kategorien eingeteilt werden: petrother-
male/HDR (Hot Dry Rock) Systeme, Systeme mit tiefen Erdwa¨rmesonden, hy-
drothermale Systeme. In unserem Modell zum Wa¨rmetransport wollen wir uns
auf hydrothermale Systeme konzentrieren. In hydrothermalen Systemen zirku-
liert vorhandenes Thermalwasser zwischen zwei tiefen, gebohrten Brunnen u¨ber
vorhandene, natu¨rliche Grundwasserleiter (genannt Aquifere).
Ausgehend von dieser Situation leiten wir in Kapitel 2 die transiente Advektions-
Diffusions-Gleichung fu¨r ein zweiphasiges poro¨ses Medium B bestehend aus einer
festen Phase aus Gestein und einer flu¨ssigen Phase aus Wasser her
(cρ)p
∂T
∂t
= ∇ · (kp∇T )− λcfρfvf · ∇T +Q.
Diese partielle Differentialgleichung (zur Theorie partieller Differentialgleichun-
gen siehe z.B. [8], [26], [29]) stellt die zeitliche Entwicklung der Temperatur im
Inneren des geothermischen Reservoirs B dar, die durch diffusive und advektive
Wa¨rmeu¨bertragung und einen Quellterm gekennzeichnet ist.
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Basierend auf dieser Gleichung wird in Kapitel 3 ein Anfangs-Randwert-Problem
aufgestellt. Existenz und Eindeutigkeit einer schwachen Lo¨sung dieses Problems
wird dann mit Hilfe von Theorem 10.3 aus [26] bewiesen. Eine Aussage zur
Stetigkeit der Lo¨sung folgt unmittelbar aus dem Sobolev’schen Einbettungssatz
und ist ein Spezialfall von Lemma 10.4 in [26].
Da das zu lo¨sende Problem unendlich dimensional ist, entwickeln wir in Kapi-
tel 4 ein Verfahren zur Approximation, dem das lineare Galerkin Schema zu-
grunde liegt. Die Konvergenz der Approximation bezu¨glich bestimmter Funk-
tionenra¨ume wird dann in Theorem 4.1 nachgewiesen. A¨hnliche Betrachtungen
zur Approximation partieller Differentialgleichungen findet man unter anderem
in [7] und [25].
U¨berlegungen zur Konvergenzrate im L2(B)-Raum werden in Kapitel 5 geta¨tigt
bevor in Kapitel 6 ein Fazit gezogen wird.
2 Herleitung der TADG
Das Anfangs-Randwert-Problem, das wir entwickeln, um den Wa¨rmetransport
innerhalb tiefer geothermischer Systeme zu beschreiben, hat als Hauptbaustein
die transiente Advektions-Diffusions-Gleichung (TADG). Sie wird im Folgenden
fu¨r ein poro¨ses Medium bestehend aus einer festen (Gestein) und einer flu¨ssigen
Phase (Wasser) hergeleitet. Diese Vereinfachung auf zwei Phasen basiert auf der
Konzentration auf hydrothermale Systeme, in denen, wie in der Einleitung ge-
schildert, vorhandenes Thermalwasser zwischen zwei tiefen Brunnen zirkuliert.
Zuna¨chst mo¨chten wir die auftretenden Gro¨ßen definieren. Im Folgenden be-
zeichne B ein beliebiges beschra¨nktes Gebiet (d.h. offen und zusammenha¨ngend)
in R3, das das geothermische Reservoir beschreibt. Bekanntlich ist die Wa¨rme-
energie innerhalb von B zum Zeitpunkt t gegeben durch∫
B
c(x, t)ρ(x, t)T (x, t) dV (x),
wobei c(x, t) die Wa¨rmekapazita¨t, ρ(x, t) die Dichte und T (x, t) die Temperatur
an der Stelle x zur Zeit t darstellt. Das Volumenelement wird mit dV bezeichnet.
Falls nicht anders erwa¨hnt, sind alle bisher und im weiteren Verlauf eingefu¨hrten
Gro¨ßen skalar.
Weiterhin ist die Wa¨rmeenergie, die durch den Rand von B, notiert durch ∂B,
fließt, gegeben durch ∫
∂B
φ(x, t) · n(x) dS(x).
Hierbei sei φ(x, t) ∈ R3 der Wa¨rmefluss an der Stelle x zur Zeit t und n(x) ∈ R3
die a¨ußere Einheitsnormale zu ∂B im Randpunkt x. Das Fla¨chenelement ist
durch dS gegeben.
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Die durch die Wa¨rmequelle Q(x, t) in Punkten x zur Zeit t erzeugte Wa¨rmeener-
gie in B entspricht ∫
B
Q(x, t) dV (x).
Das Energieerhaltungsgesetz besagt, dass die zeitliche A¨nderung der Wa¨rme-
energie in B identisch ist zur Summe aus der entzogenen Wa¨rmeernergie, die
durch den Rand ∂B fließt, und der erzeugten Wa¨rmeenergie in B, also
d
dt
∫
B
c(x, t)ρ(x, t)T (x, t) dV (x) = −
∫
∂B
φ(x, t) · n(x) dS(x)
+
∫
B
Q(x, t) dV (x).
Unter Verwendung des Satzes von Gauß (fu¨r φ(·, t) differenzierbar in B fu¨r jeden
Zeitpunkt t) gilt somit
d
dt
∫
B
c(x, t)ρ(x, t)T (x, t) dV (x) = −
∫
B
∇x · φ(x, t) dV (x) (1)
+
∫
B
Q(x, t) dV (x).
Fu¨r eine vektorielle Funktion f : B → R3, die in x ∈ B differenzierbar ist,
definieren wir die Divergenz von f in x durch
∇x · f(x) =
3∑
i=1
∂fi
∂xi
(x),
wobei “·” das Euklidische Skalarprodukt in R3 bezeichnet.
Nehmen wir an, dass die Funktion c(·, t)ρ(·, t)T (·, t) ∈ C(1)(B), d.h. einmal stetig
differenzierbar auf B, dann ko¨nnen wir auf Gleichung (1) das Transport Theorem
anwenden und erhalten∫
B
(
∂
∂t
(c(x, t)ρ(x, t)T (x, t)) +∇x · (c(x, t)ρ(x, t)T (x, t)v(x, t))
)
dV (x)
= −
∫
B
∇x · φ(x, t) dV (x) +
∫
B
Q(x, t) dV (x), (2)
wobei ∂∂t die partielle Ableitung bezu¨glich der Zeit und v(x, t) ∈ R3 die Ge-
schwindigkeit eines Partikels x zum Zeitpunkt t beschreibt.
Da diese Gleichung sehr komplex ist, wollen wir zuna¨chst folgende Vereinfachun-
gen vornehmen. Die Wa¨rmekapazita¨t c und die Dichte ρ werden als ra¨umlich und
zeitlich konstant angenommen, d.h. c = c(x, t) = const und ρ = ρ(x, t) = const
fu¨r alle x und t. Dies hat zur Folge, dass wir Gleichung (2) vereinfachen ko¨nnen
zu ∫
B
(
cρ
∂
∂t
T (x, t) + cρ ∇x · (T (x, t)v(x, t))
)
dV (x) (3)
=
∫
B
(
cρ
∂
∂t
T (x, t) + cρ (∇xT (x, t) · v(x, t) + T (x, t)∇x · v(x, t))
)
dV (x)
= −
∫
B
∇x · φ(x, t) dV (x) +
∫
B
Q(x, t) dV (x).
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Ein Modell ohne diese vereinfachenden Annahmen wird in naher Zukunft bear-
beitet werden.
Nun betrachten wir Gleichung (3) jeweils fu¨r die feste und die flu¨ssige Phase
getrennt. Die jeweiligen Gro¨ßen erhalten als Index ein ‘s’ fu¨r die feste und ein
‘f’ fu¨r die flu¨ssige Phase.
In der festen Phase nehmen wir an, dass das Gestein ein starres, unbewegliches
Skelett ist. Dies bedeutet, dass vs = 0 und somit keine seismische Aktivita¨t vor-
liegt. Zum einen ist dies eine idealisierte Annahme, da durch die Nutzung des
Systems starke Spannungen innerhalb des Gesteins auftreten ko¨nnen, die sich
unter Umsta¨nden in kleineren Erdsto¨ßen niederschlagen, die wiederum die vo-
handenen Fließwege des Wassers verschließen und die umliegende Infrastruktur
bescha¨digen ko¨nnen. Zum anderen entspricht es dem Anliegen der hydrother-
malen Geothermie, diese unerwu¨nschten Nebeneffekte zu vermeiden. Außerdem
treten diese Nebeneffekte bei hydrothermalen Systemen, anders als bei HDR-
Systemen, eher selten auf.
Somit reduziert sich Gleichung (3) zu∫
B
csρs
∂
∂t
Ts(x, t) dV (x) = −
∫
B
∇x · φs(x, t) dV (x) +
∫
B
Qs(x, t) dV (x).
Da diese Gleichung auch fu¨r jede beliebige Teilmenge von B gu¨ltig ist, gilt folglich
csρs
∂
∂t
Ts(x, t) = −∇x · φs(x, t) +Qs(x, t)
fu¨r alle x ∈ B, t.
Das Fourier-Gesetz besagt, dass sich der Wa¨rmefluss darstellen la¨sst als
φs(x, t) = −ks(x, t)∇xTs(x, t),
wobei ks(x, t) die skalare Wa¨rmeleitfa¨higkeit des Gesteins im Punkt x zur Zeit
t beschreibt.
Somit erhalten wir die transiente Diffusionsgleichung fu¨r die feste Phase
csρs
∂
∂t
Ts(x, t) = ∇x · (ks(x, t)∇xTs(x, t)) +Qs(x, t) (4)
fu¨r alle x ∈ B, t.
Unsere flu¨ssige Phase besteht aus Wasser, das bekanntlichermaßen nahezu in-
kompressibel ist. Deshalb nehmen wir an, dass ∇ · vf = 0. Setzen wir dies in
Gleichung (3) ein, erhalten wir∫
B
(
cfρf
∂
∂t
Tf(x, t) + cfρf vf(x, t) · ∇xTf(x, t)
)
dV (x)
= −
∫
B
∇x · φf(x, t) dV (x) +
∫
B
Qf(x, t) dV (x).
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Analoges Vorgehen wie bei der festen Phase liefert die transiente Advektions-
Diffusions-Gleichung fu¨r die flu¨ssige Phase, die folgendermaßen aussieht
cfρf
∂
∂t
Tf(x, t) = ∇x · (kf(x, t)∇xTf(x, t))− cfρf vf(x, t) · ∇xTf(x, t) (5)
+Qf(x, t)
fu¨r alle x ∈ B, t.
Die Geschwindigkeit vf ist hier als die Fließgeschwindigkeit des Wassers zu ver-
stehen. Sie kann u¨ber das sogenannte Darcy-Gesetz bestimmt werden.
Um zu einer kontinuierlichen Wa¨rmetransportgleichung fu¨r das zweiphasige
poro¨se Medium bestehend aus fester und flu¨ssiger Phase zu gelangen, verwenden
wir die nachstehende Vorgehensweise.
(i) Im poro¨sen Medium herrscht das thermodynamische Gleichgewicht, das
besagt, dass die Temperatur des Gesteins der Temperatur des Wassers
entspricht, d.h. Ts = Tf = T .
(ii) Es sind keine Wa¨rmequellen in der festen Phase vorhanden, d.h. Qs = 0.
(iii) Die transiente Advektions-Diffusions-Gleichung fu¨r das zweiphasige poro¨se
Medium wird durch Addition der phasenbezogenen Gleichungen (4) und
(5) gewichtet mit der Porosita¨t λ = const ∈ R des Mediums gebildet.
Die in (iii) beschriebene Gewichtung setzen wir an als
(cρ)p = λcfρf + (1− λ)csρs,
kp = λkf + (1− λ)ks,
wobei der Index ‘p’ die poro¨sen Materialgro¨ßen bezeichnet (vgl. [19]).
Verwenden wir Q = Qf erhalten wir somit die transiente Advektions-Diffusions-
Gleichung fu¨r das zweiphasige poro¨se Medium (TADG)
(cρ)p
∂
∂t
T (x, t) = ∇x · (kp(x, t)∇xT (x, t))− cfρf vf(x, t) · ∇xT (x, t) (6)
+Q(x, t)
fu¨r alle x ∈ B, t.
Zur Modellierung des Quellterms wird angenommen, dass nur die Injektion und
Extraktion des Wassers (Temperatur des Wassers) als Quelle bzw. Senke wirken
(vgl. [11]). Wir wa¨hlen dazu den Ansatz
Q(x, t) = λcfρfQ˜(T (xext, t)δ(x− xext)− T (xinj, t)δ(x− xinj)), x ∈ B, t,
Dabei bezeichnet Q˜ den Durchfluss, xinj bzw. xext den Injektions- bzw. Extrak-
tionspunkt (xinj, xext ∈ B, xinj 6= xext) und δ die Dirac-Funktion. Bei diesem
Ansatz wird angenommen, dass der Durchfluss im Injektions- und Extraktions-
punkt identisch sowie zeitlich und ra¨umlich konstant ist.
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3 Schwache Lo¨sung des ARP
Das u¨bergeordnete Ziel unserer Modellierung ist es, den Wa¨rmetransport inner-
halb eines idealisierten geothermischen Reservoirs von Beginn der Produktion
zum Zeitpunkt t = 0 bis zu einem festen Endzeitpunkt t = tend < ∞ mit
der in Kapitel 2 hergeleiteten TADG (Gleichung (6)) zu simulieren. Um dies
realisieren zu ko¨nnen, beno¨tigen wir zusa¨tzliche Informationen in Form einer
Anfangsbedingung und einer Randbedingung.
Das Anfangs-Randwert-Problem (ARP), das wir betrachten, lautet
(cρ)p
∂T
∂t
= ∇ · (kp∇T )− λcfρfvf · ∇T +Q in B × (0, tend] (7)
T (·, 0) = T0 in B (8)
∂T
∂n
= F auf ∂B × (0, tend]. (9)
Dabei beschreibt die Funktion F die Neumann-Randbedingung, d.h. die Ablei-
tung der Temperatur in Richtung der a¨ußeren Einheitsnormalen zu ∂B.
Auf Grund der Komplexita¨t dieses ARP konzentrieren wir uns auf die schwache
Formulierung des Problems und werden zeigen, dass unter bestimmten Voraus-
setzungen eine schwache Lo¨sung existiert und dass sie eindeutig ist. Dazu bilden
wir zuna¨chst die schwache Formulierung durch Multiplikation von Gleichung (7)
mit einer beliebigen Testfunktion U : B → R und darauffolgender Integration
u¨ber B.
(cρ)p
∫
B
∂
∂t
T (x, t) U(x) dV (x) (10)
=
∫
B
kp(x, t)(∆xT (x, t)) U(x) dV (x)
+
∫
B
(∇xkp(x, t)− λcfρfvf(x, t)) · (∇xT (x, t)) U(x) dV (x)
+
∫
B
Q(x, t) U(x) dV (x).
Zu diesem Zeitpunkt gehen wir davon aus, dass die jeweiligen Integrale existie-
ren. Die dazu no¨tigen Funktionenra¨ume werden wir im weiteren Verlauf spe-
zifizieren. In Gleichung (10) wurde ausgenutzt, dass der Laplaceoperator, der
definiert ist als
∆x =
3∑
i=1
∂2
∂x2i
,
die nachstehende Beziehung fu¨r alle zweimal stetig differenzierbaren Funktionen
G,H erfu¨llt
∆xG(x)H(x) = ∇x · (G(x)∇xH(x))−∇xG(x) · ∇xH(x).
Unser Ziel ist es nun die Neumann-Randbedingung in diese schwache Formulie-
rung eingehen zu lassen. Dazu beno¨tigen wir den ersten Green’schen Satz (vgl.
[10]).
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Lemma 3.1. (Erster Green’scher Satz) Sei Γ ⊂ R3 ein beschra¨nktes Gebiet mit
glattem Rand ∂Γ. Sind G ∈ C(1)(Γ) und H ∈ C(2)(Γ), Γ = Γ ∪ ∂Γ, dann gilt∫
Γ
(G(x)∆xH(x) +∇xG(x) · ∇xH(x)) dV (x) =
∫
∂Γ
G(x)
∂
∂n
H(x) dS(x).
Verwenden wir nun Lemma 3.1 in Gleichung (10) so erhalten wir
(cρ)p
∫
B
∂
∂t
T (x, t) U(x) dV (x)
= −
∫
B
∇xT (x, t) · ∇x(kp(x, t) U(x)) dV (x)
+
∫
∂B
(
∂
∂n
T (x, t)
)
(kp(x, t) U(x)) dV (x)
+
∫
B
(∇xkp(x, t)− λcfρfvf(x, t)) · (∇xT (x, t)) U(x) dV (x)
+
∫
B
Q(x, t) U(x) dV (x).
Die Neumann-Randbedingung (9) liefert letztendlich
(cρ)p
∫
B
∂
∂t
T (x, t) U(x) dV (x) (11)
= −
∫
B
kp(x, t)∇xT (x, t) · ∇xU(x) dV (x) +
∫
∂B
kp(x, t)F (x, t) U(x) dS(x)
−λcfρf
∫
B
vf(x, t) · (∇xT (x, t)) U(x) dV (x) +
∫
B
Q(x, t) U(x) dV (x).
Somit bleibt bei der schwachen Formulierung des ARP Gleichung (11) fu¨r t ∈
(0, tend] und die Anfangsbedingung (8) in schwacher Form, d.h.∫
B
T (x, 0) U(x) dV (x) =
∫
B
T0(x) U(x) dV (x)
erhalten.
Nun konzentrieren wir uns auf die Existenz- und Eindeutigkeitsaussage bezu¨glich
der Lo¨sung der schwachen Formulierung des ARP. Dazu ta¨tigen wir folgende
Annahmen an die konstanten bzw. variablen Materialparameter:
(A1) (cρ)p, cf , ρf , λ > 0
(A2) (i) kp ∈ C(1)(B¯ × [0, tend]), kp(x, t) > 0 fu¨r alle x ∈ B¯, t ∈ [0, tend]
(ii) vf ∈ C(B¯ × [0, tend],R3), vf(x, t) 6= 0 fu¨r alle x ∈ B¯, t ∈ [0, tend] bis
auf eine Nullmenge.
Die quadratische Form a, die durch
a(t;T,U) :=
1
(cρ)p
∫
B
kp(x, t)∇xT (x, t) · ∇xU(x) dV (x)
+
λcfρf
(cρ)p
∫
B
vf(x, t) · (∇xT (x, t)) U(x) dV (x)
definiert ist, erfu¨llt unter den Annahmen (A1) und (A2) die Bedingungen
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(B1) Stetigkeit: Fu¨r alle T,U ∈ H1(B) und t ∈ (0, tend] gilt
|a(t;T,U)| ≤ α ||T ||H1(B) ||U ||H1(B), α > 0,
(B2) Koerzivita¨t: Fu¨r alle T ∈ H1(B) und t ∈ (0, tend] gilt
a(t, T, T ) ≥ γ ||T ||2H1(B) − β ||T ||2L2(B), γ, β > 0,
wobei α, β, γ Konstanten unabha¨ngig von t sind. Weiterhin bezeichnet L2(B)
den Hilbert-Raum aller quadratintegrablen Funktionen auf B, der mit dem Ska-
larprodukt 〈G,H〉L2(B) :=
∫
BG(x)H(x) dV (x) <∞ und der daraus induzierten
Norm ||G||L2(B) =
√
(G,G)L2(B), G,H ∈ L2(B), ausgestattet ist. Mit H1(B)
notieren wir den folgenden Sobolev-Raum
H1(B) =
{
G ∈ L2(B)
∣∣∣∣ ∂G∂xi ∈ L2(B) fu¨r alle i = 1, 2, 3
}
versehen mit der Norm ||G||H1(B) =
(∫
B((G(x))
2 + |∇xG(x)|2) dV (x)
) 1
2 <∞.
Die beiden Ra¨ume L2(B) undH1(B) sind separable Hilbert-Ra¨ume, wobeiH1(B)
stetig und dicht in L2(B) eingebettet ist (vgl. [1], [26]).
Wir definieren den Quell-Rand-Term R durch
〈R,U〉 := 1
(cρ)p
∫
B
Q(x, t) U(x) dV (x) +
1
(cρ)p
∫
∂B
kp(x, t)F (x, t) U(x) dS(x),
wobei 〈·, ·〉 das Pairing zwischen H1(B) und dessen Dualraum (H1(B))? bezeich-
net.
Nehmen wir weiter an, dass die beschra¨nkte, lineare Abbildung A(t) : H1(B)→
(H1(B))? erfu¨llt, dass
a(t;T,U) = −〈A(t)T,U〉L2(B), T, U ∈ H1(B), (12)
ko¨nnen wir die schwache Formulierung des ARP inklusive der Anfangsbedin-
gung als das Anfangswert-Problem (bezu¨glich einer gewo¨hnlichen Differential-
gleichung in t) darstellen
dT
dt
= A(t)T +R, T (0) = T0. (13)
Nun mo¨chten wir Theorem 10.3 und Lemma 10.4 aus [26] benutzen, um Existenz
und Eindeutigkeit der Lo¨sung von (13) und somit der schwachen Lo¨sung der
TADG zu erhalten. Dazu mu¨ssen die Bedingungen
(C1) R ∈ L2((0, tend); (H1(B))?)
(C2) T0 ∈ L2(B)
erfu¨llt sein. Formulieren wir fu¨r unseren Fall Theorem 10.3 aus [26], so erhalten
wir
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Theorem 3.2. (Existenz und Eindeutigkeit) Genu¨gen R und T0 der Bedin-
gung (C1) bzw. (C2), so existiert zum Anfangswert-Problem (13) eine eindeutige
Lo¨sung T ∈ L2((0, tend);H1(B)) ∩H1((0, tend); (H1(B))?).
Analog zu den U¨berlegungen in [26] ko¨nnen wir somit wegen des Sobolev’schen
Einbettungssatzes (vgl. [1]) schließen, dass T ∈ C([0, tend], (H1(B))?) liegt, und
die Anfangsbedingung interpretiert werden kann. Die Reformulierung von Theo-
rem 10.4 aus [26] liefert sogar folgendes Lemma.
Lemma 3.3. Angenommen T ∈ L2((0, tend);H1(B)) ∩ H1((0, tend); (H1(B))?),
dann gilt T ∈ C([0, tend],L2(B)).
Somit konnten wir die Existenz und Eindeutigkeit der Lo¨sung der schwachen
Formulierung des ARP und deren Stetigkeit unter den Annahmen (A1), (A2),
(B1), (B2), (C1) und (C2) nachweisen.
Da (H1(B))? kein Raum von Distributionen ist, wollen wir uns na¨her mit der
Interpretation von Gleichung (13) befassen. Falls B glatt genug ist, dann besitzt
jede Funktion in H1(B) eine Spur in ∂B, die in H 12 (B) liegt. Nehmen wir an,
dass G ∈ L2(B) und H ∈ H− 12 (∂B) beliebig, dann befindet sich das Funktional
G⊕H definiert durch
〈G⊕H,M〉 = 〈G,M〉L2(B) +
∫
∂B
H(x) M(x) dS(x), M ∈ H1(B),
in (H1(B))?.
Laut der Definition von R gilt deshalb, dass Bedingung (C1) erfu¨llt ist, wenn
Q ∈ L2((0, tend); L2(B)) und kpF ∈ L2((0, tend);H− 12 (∂B)).
Formal gilt dann mit dem ersten Green’schen Satz
〈A(t)T,U〉L2(B) + 〈R,U〉
=
1
(cρ)p
∫
B
kp(x, t) ∆xT (x, t) U(x) dV (x)
+
1
(cρ)p
∫
B
(∇xkp(x, t)− λcfρf (vf(x, t) · ∇xT (x, t)) U(x) dV (x)
+
1
(cρ)p
∫
B
Q(x, t) U(x) dV (x)
+
1
(cρ)p
∫
∂B
(
−kp(x, t) ∂
∂n
T (x, t) + kp(x, t) F (x, t)
)
U(x) dS(x)
fu¨r alle U ∈ H1(B). Somit ist T formal eine Lo¨sung der TADG
(cρ)p
∂T
∂t
= ∇ · (kp∇T )− λcfρfvf · ∇T +Q
mit Randbedingung
∂T
∂n
= F.
Das Ganze gilt nur formal, da ∂T∂n nicht im Sinne der Spur existiert, wenn ledig-
lich T ∈ H1(B) gilt. Eine sta¨rkere Aussage ist mo¨glich, falls ho¨here Regularita¨t
gefordert wird.
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4 Lineares Galerkin Schema
Das in Kapitel 3 eingefu¨hrte schwache Problem ist unendlich dimensional. Zur
Approximation der Lo¨sung T dieses unendlich dimensionalen Problems durch
die Lo¨sung TJ eines eindlich dimensionalen Problems verwenden wir die lineare
Galerkin Methode. Ziel dieses Kapitels ist es, zu zeigen, dass diese endlich di-
mensionale Lo¨sung im Grenzwert fu¨r J →∞ gegen die unendlich dimensionale
Lo¨sung konvergiert. Die Vorgehensweise, die wir verfolgen, stu¨tzt sich vor allem
auf diejenige in [9] und [26].
Zuna¨chst mu¨ssen wir bestimmte Teilra¨ume des Sobolv-Raumes H1(B) definie-
ren. Dazu beno¨tigen wir ein Gitter Y aus NJ ∈ N paarweise disjunkten Punkten
Y = {y1, . . . , yNJ | yi ∈ B fu¨r alle i = 1, . . . , NJ und yi 6= yj
fu¨r alle i, j = 1, . . . , NJ mit i 6= j}.
Außerdem nehmen wir an, dass die skalaren Kerne KJ(·, yi), i = 1, . . . , NJ ,
stetig differenzierbar und linear unabha¨ngig sind. Den Teilraum HJ definieren
wir durch
HJ := span{KJ(·, y1), . . . ,KJ(·, yNJ )}
und fordern beim Grenzu¨bergang
∞⋃
J
HJ ist dicht in H1(B).
Fu¨r festes J ∈ N betrachten wir die durch
TJ : R+0 → HJ , t 7→ TJ(t) =
NJ∑
i=1
T Ji (t)KJ(·, yi)
definierte Approximation der Lo¨sung von (13). Die Funktion TJ ist definiert
durch die Gleichungen
(cρ)p
〈
∂
∂t
TJ ,K
〉
L2(B)
= −〈kp,∇TJ · ∇K〉L2(B) (14)
−λcfρf〈vf · ∇TJ ,K〉L2(B) + 〈R,K〉.
fu¨r alle K ∈ HJ und
〈TJ(0),K〉L2(B) = 〈T0,K〉L2(B) ∀ K ∈ HJ . (15)
Gleichungen (14) und (15) stellen ein lineares Galerkin-Schema dar. Die Exis-
tenz und Eindeutigkeit der Lo¨sung TJ auf einem Intervall [0, tJ ] folgt somit mit
Standardargumenten fu¨r Cauchy-Probleme gewo¨hnlicher Differentialgleichun-
gen. Mit Hilfe dieses Ansatzes fu¨r TJ ko¨nnen wir folgende Konvergenzaussage
treffen.
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Theorem 4.1. (Konvergenz) Die Lo¨sung TJ der Gleichungen (14) und (15)
existiert und ist eindeutig bestimmt fu¨r tJ = tend <∞. Weiterhin gilt, dass TJ
fu¨r J →∞ gegen die schwache Lo¨sung T der TADG
dT
dt
= A(t)T +R
mit Anfangsbedingung T (0) = T0 ∈ L2(B) konvergiert im Sinne von
TJ → T stark in L2([0, tend];H1(B)) und Lp([0, tend]; L2(B)) fu¨r alle
1 ≤ p <∞
TJ → T ?−schwach in L∞([0, tend]; L2(B))
fu¨r alle 0 < tend <∞.
Die in Theorem 4.1 erwa¨hnten Banachra¨ume Lp, 1 ≤ p <∞, und L∞ sind mit
den u¨blichen Normen ausgestattet, d.h.
||F ||Lp(D,E) =
(∫
D
|F (x)|p dV (x)
) 1
p
<∞,
||F ||L∞(D,E) = esssup
x∈D
|F (x)| <∞,
wobei F : D → E eine p-messbare bzw. eine messbare, wesentlich beschra¨nkte
Funktion ist.
Beweis. (Theorem 4.1) Die Existenz und Eindeutigkeit der Lo¨sung TJ wurde
bereits fu¨r ein Intervall [0, tJ ] nachgewiesen. Nun mo¨chten wir zeigen, dass tJ =
tend <∞ gilt.
Ersetzen wir den in (12) definierten Operator A(·) durch A(·) + β Id, dann
erfu¨llt dieser Operator die Koerzivita¨tsbedingung (B2) mit β = 0. Wa¨hlen wir
TJ = eβtTJ und K = TJ in (14), so erhalten wir〈
∂
∂t
TJ , TJ
〉
L2(B)
= −a(t;TJ , TJ)− β〈TJ , TJ〉L2(B)
+e−βt〈R, TJ〉.
Diese Vorgehensweise ist an diejenige in [22] angelehnt. Die weitere Beweisfu¨h-
rung ist vergleichbar mit der in [9].
Die Relation
〈
∂
∂tTJ , TJ
〉
L2(B) =
1
2
∂
∂t ||TJ ||2L2(B) liefert dann
1
2
∂
∂t
||TJ ||2L2(B) = −a(t;TJ , TJ)− β〈TJ , TJ〉L2(B) (16)
+e−βt〈R, TJ〉.
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Integrieren wir Gleichung (16) von 0 bis τ ∈ (0, tend], so gilt
1
2
(
||TJ(τ)||2L2(B) − ||TJ(0)||2L2(B)
)
(17)
+
∫ τ
0
a(t;TJ(t), TJ(t)) dt+ β
∫ τ
0
||TJ(t)||2L2(B) dt
=
∫ τ
0
e−βt〈R(t), TJ(t)〉 dt.
Mit der Koerzivita¨t von a, e−βt ≤ 1 fu¨r t ∈ [0, tend] und der Ungleichung von
Cauchy-Schwarz folgt
1
2
(
||TJ(τ)||2L2(B) − ||TJ(0)||2L2(B)
)
+
∫ τ
0
γ ||TJ(t)||2H1(B) dt (18)
≤
∫ τ
0
||R||(H1(B))? ||TJ(t)||H1(B) dt.
An dieser Stelle ist zu sehen, dass 0 < tJ = tend <∞ gelten muss.
Fu¨r ε > 0 fest und beliebige y, z ∈ R gilt die Ungleichung
ε
2
y2 +
1
2ε
z2 − yz =
(√
ε
2
y − 1√
2ε
z
)2
≥ 0.
Diese Ungleichung verwenden wir, um die rechte Seite in (18) abzuscha¨tzen und
erhalten
1
2
(
||TJ(τ)||2L2(B) − ||TJ(0)||2L2(B)
)
+
∫ τ
0
γ ||TJ(t)||2H1(B) dt (19)
≤ ε
2
∫ τ
0
||R(t)||2(H1(B))? dt+
1
2ε
∫ τ
0
||TJ(t)||2H1(B) dt.
Betrachten wir nun die Anfangsbedingung T0 so ko¨nnen wir folgendes feststellen.
Da laut Gleichung (15) 〈TJ(0),K〉L2(B) = 〈T0,K〉L2(B) fu¨r alle K ∈ HJ gilt, so
ist insbesondere 〈TJ(0), TJ(0)〉L2(B) = 〈T0, TJ(0)〉L2(B) gu¨ltig. Wenden wir auf
diese Gleichung die Ungleichung von Cauchy-Schwarz an, inklusive der Tatsache,
dass TJ 6= 0, so bedeutet dies, dass
||TJ(0)||2L2(B) ≤ ||T0||2L2(B) <∞. (20)
Wa¨hlen wir ε = 1γ > 0 und verwenden wir die Abscha¨tzung (20), so wird
Gleichung (19) zu
1
2
||TJ(τ)||2L2(B) +
γ
2
∫ τ
0
||TJ(t)||2H1(B) dt
≤ C
(∫ τ
0
||R(t)||2(H1(B))? dt+ ||T0||2L2(B)
)
<∞,
wobei C > 0 eine Konstante unabha¨ngig von τ ist.
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Daraus la¨sst sich schließen, dass TJ fu¨r J → ∞ innerhalb einer beschra¨nkten
Teilmenge von L∞([0, tend]; (H1(B))?) bleibt. A¨hnliche U¨berlegungen und Aus-
sagen zur Beschra¨nktheit der Lo¨sung fu¨r den Fall der spha¨rischen Navier-Stokes
Gleichung findet man in [9].
Integriert man in der gleichen Weise Gleichung (16) von 0 bis tend, so bleibt TJ
fu¨r J →∞ innerhalb einer beschra¨nkten Teilmenge von L2([0, tend];H1(B)).
Um die Ergebnisse zur starken Konvergenz nachweisen zu ko¨nnen, beno¨tigen wir
außerdem Aussagen u¨ber das Verhalten von A(·)TJ und ∂TJ∂t fu¨r J →∞. Die Ste-
tigkeit von a laut Bedingung (B1) in Kapitel 3 liefert uns, dass A(·)TJ fu¨r J →∞
innerhalb einer beschra¨nkten Teilmenge von L2([0, tend]; (H1(B))?) bleibt. Ana-
log gilt wegen R ∈ L2([0, tend]; (H1(B))?) und der TADG (13), dass ∂TJ∂t fu¨r
J → ∞ innerhalb einer beschra¨nkten Teilmenge von L2([0, tend]; (H1(B))?)
bleibt.
Somit existiert ein Tˆ und eine Teilfolge (TJ′) ⊂ (TJ), die folgende Konver-
genzaussagen fu¨r jedes 0 < tend <∞ erfu¨llen:
TJ′
J′→∞−→ Tˆ schwach in L2([0, tend];H1(B)) (21)
∂TJ′
∂t
J′→∞−→ ∂Tˆ
∂t
schwach in L2([0, tend]; (H1(B))?)
A(·)TJ′ J
′→∞−→ A(·)Tˆ schwach in L2([0, tend]; (H1(B))?)
TJ′
J′→∞−→ Tˆ ?−schwach in L∞([0, tend]; L2(B))
Mit Hilfe eines Kompaktheitssatzes von Temam in [28], S. 271 ff, ko¨nnen wir
aus (21) sogar fu¨r jedes 0 < tend <∞ schließen, dass
TJ′
J′→∞−→ Tˆ stark in L2([0, tend]; L2(B)). (22)
Ziel ist es, zu zeigen, dass Tˆ eine schwache Lo¨sung der TADG mit Anfangsbe-
dingung T (0) = T0 ist. Wegen der Eindeutigkeit der schwachen Lo¨sung muss
dann Tˆ = T gelten und die Folge (TJ) konvergiert selbst gegen T im Sinne von
(21).
Gehen wir in (14) zum Grenzwert u¨ber, erha¨lt man auf Grund von (21)〈
∂
∂t
Tˆ ,K
〉
L2(B)
+ a(t; Tˆ ,K) + β〈Tˆ ,K〉L2(B) = e−βt〈R,K〉 (23)
fu¨r alle K ∈ HJ′ .
Mit der Stetigkeit von a gilt (23) sogar fu¨r alle K ∈ H1(B).
Mit (21) ko¨nnen wir folgern, dass
TJ′(0)
J′→∞−→ Tˆ (0) schwach in H1(B).
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Außerdem wissen wir, dass 〈TJ′(0),K〉L2(B) = 〈T0,K〉L2(B) fu¨r alle K ∈ HJ′ .
Dies bedeutet aber, dass
Tˆ (0) = T0. (24)
Bedingungen (23) und (24) zeigen, dass Tˆ eine schwache Lo¨sung der TADG mit
Anfangsbedingung Tˆ (0) = T0 ist.
Kommen wir nun zu den noch zu beweisenden Ergebnissen zur starken Konver-
genz, d.h.
TJ
J→∞−→ T stark in Lp([0, tend]; L2(B)) fu¨r alle 1 ≤ p <∞.
Dazu definieren wir
XJ(tend) :=
1
2
||TJ(tend)− T (tend)||2L2(B)
+
∫ tend
0
a(t;TJ(t)− T (t), TJ(t)− T (t)) dt
+β
∫ tend
0
||TJ(t)− T (t)||2L2(B) dt.
Mit dieser Definition reicht es aus zu zeigen, dass XJ(tend)
J→∞−→ 0.
Gleichung (16) besagt, dass
1
2
∂
∂t
||TJ ||2L2(B) = −a(t;TJ , TJ)− β〈TJ , TJ〉L2(B)
+e−βt〈R, TJ〉.
Die Definition von XJ(tend) liefert deshalb
XJ(tend)
= −〈TJ(tend), T (tend)〉L2(B) + 12 ||T (tend)||
2
L2(B) +
1
2
||TJ(0)||2L2(B)
+
∫ tend
0
(−a(t;T (t), TJ(t))− a(t;TJ(t), T (t)) + a(t;T (t), T (t))) dt
+
∫ tend
0
e−βt〈R(t), TJ(t)〉 dt+ β
∫ tend
0
||TJ(t)− T (t)||2L2(B) dt
−β
∫ tend
0
||TJ(t)||2L2(B) dt.
Unter Verwendung von (21) und (22) fu¨r TJ erhalten wir
lim
J→∞
XJ(tend)
= −1
2
||T (tend)||2L2(B) +
1
2
||T0||2L2(B) −
∫ tend
0
a(t;T (t), T (t)) dt
+
∫ tend
0
e−βt〈R(t), T (t)〉 dt− β
∫ tend
0
||T (t)||2L2(B) dt.
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Um den Grenzwert explizit zu bestimmen, ersetzen wir in (23) (Tˆ ,K) durch
(T, T ). Dies fu¨hrt zu 〈
∂
∂t
T, T
〉
L2(B)
+ a(t;T, T ) + β ||T ||2L2(B)
=
1
2
∂
∂t
||T ||2L2(B) + a(t;T, T ) + β ||T ||2L2(B)
= e−βt〈R, T 〉.
Infolgedessen erreichen wir das gewu¨nschte Resultat
lim
J→∞
XJ(tend) = 0.
Weiterhin wissen wir wegen der Koerzivita¨t von a, dass folgendes erfu¨llt ist
0 ≤ γ
∫ tend
0
||TJ(t)− T (t)||2H1(B) dt
≤ β
∫ tend
0
||TJ(t)− T (t)||2L2(B) dt
+
∫ tend
0
a(t;TJ(t)− T (t), TJ(t)− T (t)) dt
≤ XJ(tend).
Aus dieser Abscha¨tzung in Kombination mit dem Grenzwert von XJ(tend) in
(25) ergibt sich
TJ
J→∞−→ T stark in L2([0, tend];H1(B)) und stark in L2([0, tend]; L2(B)).
Kombiniert man nun diese Ergebnisse mit der Eigenschaft, dass TJ fu¨r J →
∞ innerhalb einer beschra¨nkten Teilmenge von L2([0, tend];H1(B)) bleibt, so
ko¨nnen wir den Satz der Lebesgue-dominierten Konvergenz anwenden und er-
zielen die Konvergenzaussage
TJ
J→∞−→ T stark in Lp([0, tend]; L2(B)) fu¨r alle 1 ≤ p <∞.
Damit ist die Behauptung bewiesen.
Der gewa¨hlte Lo¨sungsansatz basierend auf einem linearen Galerkin Schema
garantiert somit bei geeigneter Wahl des Gitters Y , der Kerne KJ und der
Teilra¨ume HJ (siehe Beginn dieses Kapitels), dass die approximative Lo¨sung
TJ fu¨r J → ∞ gegen die schwache Lo¨sung T der TADG konvergiert. Dies ist
also ein wichtiger Bestandteil der numerischen Umsetzung, die wir bereits ver-
folgen und zu der wir in naher Zukunft die ersten Ergebnisse vero¨ffentlichen
werden.
5 Konvergenzrate 16
5 Konvergenzrate
In diesem Kapitel mo¨chten wir Konvergenzraten fu¨r den Fehler in der L2(B)-
Norm herleiten, d.h. wir wollen den Approximationsfehler der Na¨herung von T
durch TJ fu¨r ein festes J ∈ N in der genannten Norm abscha¨tzen.
Sei J ∈ N fest, TJ die Lo¨sung von (14) und (15) und T die schwache Lo¨sung
der TADG. Dann definieren wir den Fehler d durch
d = T − TJ .
Mit der Vorgehensweise, die wir im Beweis zu Theorem 4.1 zur Herleitung von
Gleichung (18) verfolgt haben, erhalten wir fu¨r jedes τ ∈ (0, tend]
1
2
(
||d(τ)||2L2(B) − ||d(0)||2L2(B)
)
+
∫ τ
0
γ ||d(t)||2H1(B) dt
≤
∫ τ
0
||R(t)||(H1(B))? ||d(t)||H1(B) dt
oder a¨quivalent
||d(τ)||2L2(B) − ||d(0)||2L2(B) (25)
≤ −2γ
∫ τ
0
||d(t)||2H1(B) dt+ 2
∫ τ
0
||R(t)||(H1(B))? ||d(t)||H1(B) dt.
Fu¨r ε > 0 fest und beliebige y, z ∈ R gilt die Ungleichung
εy2 +
1
ε
z2 − yz =
(√
ε y − 1√
ε
z
)2
≥ 0.
Mit dieser Ungleichung vereinfacht sich Gleichung (25) zu
||d(τ)||2L2(B) ≤ −2γ
∫ τ
0
||d(t)||2H1(B) dt+ ε
∫ τ
0
||R||2(H1(B))? dt
+
1
ε
∫ τ
0
||d(t)||H1(B) dt+ ||d(0)||2L2(B).
Wa¨hlen wir nun ε = 12γ > 0, so erhalten wir
||d(τ)||2L2(B) ≤
1
2γ
∫ τ
0
||R(t)||2(H1(B))? dt+ ||d(0)||2L2(B) (26)
≤ 1
2γ
∫ τ
0
||R(t)||2(H1(B))? dt+ ||d(0)||2L2(B) +
∫ τ
0
||d(t)||2L2(B) dt.
Die letzte Ungleichung ist gu¨ltig, da || · ||L2(B) ≥ 0. Auf diese Abscha¨tzung
mo¨chten wir das Lemma von Gronwall anwenden, das folgendes besagt.
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Lemma 5.1. (Lemma von Gronwall) Sei I = [a, b] ⊂ R mit −∞ < a < b <∞.
Seien ϕ, ψ und w reelle Funktionen auf dem Intervall I. Wenn der negative
Teil von ϕ auf jedem abgeschlossenen Teilintervall von I integrierbar ist, ψ ∈
C(I,R+0 ) und w ∈ C(I) die Integralgleichung
w(t) ≤ ϕ(t) +
∫ t
a
ψ(s)w(s) ds
fu¨r jedes t ∈ I erfu¨llt, so gilt
w(t) ≤ ϕ(t) +
∫ t
a
ϕ(s)ψ(s)e
(R t
s
ψ(r) dr
)
ds
fu¨r jedes t ∈ I.
Vergleichen wir nun Lemma 5.1 mit (26) so ko¨nnen wir folgendes schließen
Theorem 5.2. (Abscha¨tzung des L2-Fehlers) Sei J ∈ N, so kann der Fehler d
zwischen der approximativen Lo¨sung TJ und der Lo¨sung T der TADG fu¨r jedes
τ ∈ (0, tend] abgescha¨tzt werden durch
||d(τ)||2L2(B) ≤
1
2γ
∫ τ
0
||R(t)||2(H1(B))? dt+ ||d(0)||2L2(B)
+
∫ τ
0
(
1
2γ
∫ t
0
||R(s)||2(H1(B))? ds+ ||d(0)||2L2(B)
)
e(τ−t)dt.
Bemerkung 5.3. Der Fehler ha¨ngt erwartungsgema¨ß vom Fehler zum Zeit-
punkt 0 ab. U¨berraschenderweise ha¨ngt der Fehler aber auch vom Quell-Rand-
Term R und der Koerzivita¨tskonstanten γ ab. Deshalb ist es mo¨glich, dass der
Fehler mit der Zeit stark anwa¨chst.
Natu¨rlich ist es interessant Konvergenzraten auch in anderen Ra¨umen zu be-
trachten. Deshalb wird zur Zeit an einer Fehlerabscha¨tzung in der H1(B)-Norm
gearbeitet.
6 Fazit
Zur Modellierung des Wa¨rmetransports in tiefen geothermischen Reservoiren
haben wir in Kapitel 2 unter bestimmten vereinfachenden Annahmen an die Ma-
terialparameter Dichte, Wa¨rmekapazita¨t, Wa¨rmeleitfa¨higkeit und Geschwindig-
keit die transiente Advektions-Diffusions-Gleichung fu¨r ein zweiphasiges poro¨ses
Medium B bestehend aus einer festen (Gestein) und einer flu¨ssigen (Wasser)
Phase hergeleitet. Dabei haben wir den no¨tigen Injektions- und Extraktions-
punkt in Form eines Quellterms modelliert.
Diese Gleichung ist der Grundbaustein des Anfangs-Randwert-Problems, das in
der Folge (Kapitel 3) betrachtet wurde. Die Untersuchungen zur Existenz und
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Eindeutigkeit einer schwachen Lo¨sung dieses Anfangs-Randwert-Problems ha-
ben zu Spezifikationen der Funktionenra¨ume gefu¨hrt, in denen sich die Wa¨rme-
leitfa¨higkeit, die Fließgeschwindigkeit des Wassers, die Randwert-Funktion und
der Quellterm befinden. Im weiteren Verlauf unserer Arbeit mo¨chten wir ver-
suchen diese Restriktionen zu verringern, um noch na¨her an der Realita¨t des
eigentlichen Problems der geothermischen Wa¨rmetransportmodellierung zu blei-
ben. Außerdem wurde gezeigt, dass die schwache Lo¨sung stetig ist.
Da das in Kapitel 3 entwickelte schwache Problem zur spa¨teren numerischen
Umsetzung auf Grund seiner Dimensionalita¨t (unendlich) nicht geeignet ist, ha-
ben wir ein Verfahren zur Approximation entwickelt. Dies haben wir mit Hilfe
eines linearen Galerkin Schemas basierend auf einem geeigneten Punktegitter,
skalaren Kernen und Teilra¨umen des Sobolev-Raumes H1(B) getan. Konver-
genzaussagen bezu¨glich schwacher und starker Konvergenz wurden in Theorem
4.1 in Kapitel 4 bewiesen.
Um die Gu¨te der eingefu¨hrten Approximation abscha¨tzen zu ko¨nnen, haben wir
in Kapitel 5 eine Konvergenzrate in der L2(B)-Norm hergeleitet. Diese Fehler-
abscha¨tzung zeigt, dass der Fehler vom anfa¨nglichen Fehler, d.h. dem Fehler zum
Zeitpunkt t = 0, abha¨ngt, aber auch unter anderem von dem Quell-Rand-Wert.
Dies hat zur Folge, dass sich der Fehler zwischen Approximation und eigentlicher
Lo¨sung u¨ber die Zeit stark vergro¨ßern kann. An weiteren Fehlerabscha¨tzungen
wird momentan gearbeitet.
U¨ber die numerische Umsetzung des in dieser Arbeit entwickelten Konzepts
werden wir in naher Zukunft berichten.
Dank: Diese Arbeit wurde unterstu¨tzt vom Ministerium fu¨r Umwelt, Forsten
und Verbraucherschutz, Rheinland-Pfalz im Rahmen des Projekts MathGeo-
therm (Kapitel 14 02, Titel 686 72) und von dem vom Land Rheinland-Pfalz
gefo¨rderten Exzellenzcluster Center for Mathematical and Computational Mo-
delling ((CM)2) der TU Kaiserslautern im Rahmen des Projekts EGMS (Pro-
jektleitung in beiden Projekten: Prof. Dr. W. Freeden (TU Kaiserslautern)).
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