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Abstract 
Multimedia presentations often transform permanent information into a transient format. For example, written text is often 
transformed into spoken (narrated) text and static graphics is transformed into dynamic forms such as animations or simulations. 
Transient information may overwhelm limited processing capacity of working memory and inhibit learning. The paper reviews 
recent empirical studies in modality and verbal redundancy effects within a cognitive load framework and outlines conditions 
under which negative effects of transiency may occur. Transiency of presented information may also explain failures to 
consistently demonstrate benefits of animations over static graphics. The paper concludes with instructional implications of these 
findings.  
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
In multimedia learning, cognitive processing of related words and pictures (including dynamic visualizations 
such as animations and simulations) involves the selection of the relevant elements of visual and auditory 
information, their organization, activation of prior knowledge, and the integration of this knowledge with the 
organized verbal and pictorial information (Mayer, 2009). Most of these processes occur in the learner’s working 
memory where we build or modify knowledge structures that are subsequently permanently stored in long-term 
memory.  
Working memory and long term memory are two major components of human cognitive architecture that 
critically influence learning processes. In contrast to long-term memory, working memory is severely limited in both 
capacity and duration when dealing with novel information (Cowan, 2001). For example, we can store only seven 
plus or minus two unrelated, random elements of information for no more than a few seconds unless intentionally 
rehearsing this information (Miller, 1956). It is also established that working memory has two partly independent 
processors for auditory/verbal and visual/pictorial information (Baddeley, 1986) both of which have the above 
limitations. Cognitive load theory (see Sweller, Ayres, & Kalyuga, 2011) for a recent overview) and cognitive 
theory of multimedia learning (Mayer, 2009) emphasize the role of processing limitations of our cognitive system in 
learning. The following sections describe some consequences of these limitations for multimedia learning with a 
special focus on the transitory nature of spoken text and dynamic visualizations as a critical contributing factor. 
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2. Modality effect 
If our working memory has two different, partially independent, processors for dealing with visual and auditory 
information that both have capacity and duration limitations, its capacity may be effectively increased by using both 
processors instead of a single one. In that way, the cognitive load can be spread over both processors thus reducing 
the load on a single processor and preventing a potential cognitive overload. As a result, the amount of information 
that can be processed using both auditory and visual channels may exceed the capacity of a single channel. For 
example, rather than presenting both a picture and related written explanatory text entirely in the visual channel, a 
picture and spoken text relying on both auditory and visual modalities could be more efficient to use. 
The superiority of using spoken words instead of written words when explaining a picture is referred to as the 
modality effect. It has been demonstrated in a large number of experiments in multimedia learning (e.g., Mayer, 
2009; Kalyuga, Chandler, & Sweller, 1999, 2000; Mousavi, Low, & Sweller, 1995). However, some studies 
reported failures in replicating a modality effect under some conditions (De Westelinck, Valcke, De Craene, & 
Kirschner, 2005; Dutke & Rinck, 2006; Moreno & Durán, 2004; Schnotz & Bannert, 2003). In non-linear interactive 
(hypermedia) environments, sources of information that are connected by hyperlinks could be presented in various 
modalities. Some studies also failed to find evidence for a modality effect in a hypermedia-based instruction and 
suggested that in order to benefit from dual-modality presentations in such environments, students should be 
prompted to select proper representations, e.g., use spoken rather than written explanations of animations (Gerjets, 
Scheiter, Opfermann,  Hesse, & Eysink, 2009). The applicability of the effect in such learning environments needs 
to be further investigated.  
Another typical feature of modern multimedia learning is incorporating animated pedagogical agents - visual 
characters enabled with speech, gestures, movements, and other human-like behaviours - that simulate natural 
human-to-human interactions. Benefits of using spoken rather than written text with pedagogical agents were 
demonstrated in a number of studies (Atkinson, 2002; Mayer, Dow, & Mayer, 2003; Moreno, Mayer, Spires, & 
Lester, 2001). However, Dunsworth and Atkinson (2007) failed to demonstrate a modality effect with an animated 
pedagogical agent used in instruction in the human cardiovascular system with college students.  
3. Transiency of spoken text as a factor influencing the modality effect 
In some cases, an unexpected “reverse modality effect” was observed (Tabbers, Martens, & van Merriënboer, 
2004). In a lengthy(more than an hour) web-based multimedia lesson on instructional design with learner-controlled 
pacing, students learning with visual text performed better than students in the audio condition on both retention and 
transfer tests. It has been argued that in system-paced conditions, learners presented with visual text need to spend a 
part of the system-constrained time on visual search while switching their attention between the text and the picture 
and mentally integrating them. These processes may result in an increased cognitive load. In learner-paced 
presentations, students may have extra time to manage this load by reviewing the material at their own pace thus 
presumably compensating for the increased load.  
However, while self-pacing of presentations can explain the absence of the modality effect, it cannot explain a 
reverse modality effect where visual verbal explanations are superior to spoken explanations. There has also been 
recent evidence that the use of self-paced or system-paced conditions has no influence on the modality effect. For 
example, the modality effect was demonstrated in a self-paced, web-based, multimedia science lesson in a regular 
school setting (Harskamp, Mayer, & Suhre, 2007). Similar evidence for the occurrence of the modality effect 
irrespective of learner control conditions was obtained by Schmidt-Weigand, Kohnert, and Glowalla (2010) and 
Wouters, Paas, and Van Merriënboer (2009). 
Thus, while pacing of presentation is unlikely to influence the modality effect, the length of verbal information 
may explain the findings. Studies that have found a reverse modality effect used much longer t extual segments than 
studies that demonstrated a modality effect. If the textual information is lengthy, presenting it in the transient spoken 
form may cause an excessive working memory load. The same lengthy text presented in visual form may be much 
easier to process because learners can read segments of written text repeatedly without the risk of missing important 
elements of information. The modality effect may only be demonstrated using relatively brief segments of textual 
information. This assumption was tested directly with primary school children (Leahy & Sweller, 2010). With 
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lengthy text, a reverse modality effect was obtained with visual verbal explanations of a diagram proving superior to 
spoken explanations. When the same text was segmented into smaller sections, a modality effect was demonstrated 
with spoken explanations superior to visual text. 
It should be noted that levels of learner prior knowledge may significantly influence the modality effect. Most 
research in modality effect has been conducted with novice learners. However, the effect may be eliminated or 
reversed with relatively more experienced learners. For example, even though detailed segmented narrated 
explanations presented concurrently with diagrams were more effective than written explanations for novice learners 
(a modality effect), after a series of intensive training sessions, when the same learners achieved higher levels of 
expertise, presenting a different version of the same type of diagrams with detailed narrated explanations inhibited 
learning compared to presenting diagrams only (Kalyuga et al., 2000). For more knowledgeable learners, diagrams 
alone were better than the same diagrams along with spoken explanations. Processing unnecessary verbal 
information may consume additional cognitive resources compared to instruction that does not include such 
information.  
4. Verbal redundancy effect 
In many multimedia presentations, the same textual explanations of pictures are used in both written and spoken 
forms simultaneously. Examples could be found in many overhead presentations. The advent of overhead projectors 
and then the introduction of PowerPoint made it very easy to copy and paste large amounts of textual information on 
the screen and then read it aloud to the audience. It is believed that using spoken explanations simultaneously with 
the same written text is beneficial for learning as it may profit from the modality effect while taking into account 
individual preferences of learners. Contrary to this belief, available empirical evidence and theoretical 
considerations indicate that learning could be inhibited by the presentation of the same verbal information in both 
modalities (Kalyuga et al., 1999, 2004; Craig, Gholson, & Driscoll, 2002; Mayer, Heiser, & Lonn, 2001).    
From a cognitive load perspective, duplicating essentially the same verbal information in two different modalities 
may overload working memory and have negative learning effects. The visual channel of working memory may be 
overloaded by the need to simultaneously process pictorial information and visual text, while the load on the 
auditory channel may also be increased if visual words are recoded into auditory form at some stage of processing. 
In addition, when spoken explanations are used concurrently with the same written text, learners may relate and 
coordinate the corresponding elements of written and spoken information in order to build referential connections 
between them. This extraneous to learning processing may unnecessarily consume additional working memory 
resources. Eliminating a redundant source of verbal information might be beneficial for learning. 
5. Transiency of spoken text as a factor influencing the verbal redundancy effect  
A hypermedia learning environment in maths demonstrated a verbal redundancy effect with relatively long 
concurrent explanations in both spoken and written formats resulting in less learning than written only explanations 
(Gerjets et al., 2009). In addition, the lengthy spoken only explanations did not result in better learning than the 
dual-modality explanations. These results indicate that lengthy spoken information is unlikely to improve learning 
as it may generate a heavy working memory load due to its transitory nature.  
When processing uninterrupted, long textual explanations presented simultaneously in visual and auditory 
modalities, learners may have to relate and reconcile too many elements of information within a limited time 
constrained by transiency of spoken fragments. Segmenting the text may eliminate negative cognitive load 
consequences of verbal redundancy. If text is partitioned into small and easily managed sequential segments with 
time breaks between them, a narration with concurrent visual text may not only eliminate a cognitive overload, but 
also improve learning. For example, such redundant formats could be useful for learners for whom the language of 
instruction is a second language and who may benefit from a written back-up.  
Thus, the verbal redundancy effect may occur if the textual information is lengthy and complex. Presenting 
lengthy sections of text in transitory spoken form, especially concurrently with the same information in visual form, 
may exceed working memory capacity and inhibit learning. 
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6. The effect of transiency in dynamic visualizations 
Frequently, animated visualizations do not demonstrate expected superiority over static pictures (Mayer, Hegarty, 
Mayer, & Campbell, 2005; Tversky, Morrison, & Betrancourt, 2002). The transitory nature of dynamic 
visualizations may be a critical factor that influences learning from such presentations (Mayer et al., 2005; Lowe, 
1999).  The transience causes previously seen information to disappear as soon as new information arrives. If new 
information is related to the previous information, they must be processed simultaneously in order to be understood. 
Accordingly, learners may need to keep previous information active in working memory for some time while trying 
to process new information. Such demanding processing can overwhelm working memory. In contrast, with static 
graphics, the previously processed elements of information can be re-visited as frequently as required, with less need 
for learners to retain information in working memory. 
When effects of animated and static pictures were compared directly, low-knowledge students usually learned 
more from static pictures than from animated pictures, while for high-knowledge students, there either were no 
differences or they learned better from animated instructions (Kalyuga, 2008; Mayer et al., 2005;  Schnotz & Rasch, 
2005). The permanent information displayed in static graphics permitted novices to return to the information as 
often as they needed at their own pace, in contrast to the continuous flow of transient information in animations. 
More knowledgeable learners may be able to handle the transience of animations using their available knowledge 
structures.  
For animations to be effective instructional tools, their transient nature must be controlled by appropriate design 
so that working memory is not overloaded. For example, segmenting animations into small, meaningful units could 
lower the detrimental effects of transience and reduce cognitive load (Mayer & Chandler, 2001; Moreno, 2007). Key 
information displayed as a trace while the animation progresses could also be an effective technique for managing 
transiency. The trace makes previous information visually available while processing new information and acts as a 
memory support by relieving learners from the cognitive burden of temporarily holding the previous information 
active in working memory. 
7. Instructional implications 
When verbal information accompanying still pictures or animations is presented in spoken rather than visual 
form, working memory capacity may be effectively increased. The major instructional implication that flows from 
the modality effect is that there can be benefits of using pictures with words presented in spoken rather than visual 
form. However, there are situations where the use of spoken text is not appropriate. The modality effect could be 
observed when spoken text is limited in duration. Lengthy segments of text should be presented in a written form.  
Many instructional designers often suggest that presenting the same verbal information in both auditory and 
visual modalities enhances student learning. However, the available evidence indicates that instructional 
presentations with verbal redundancy more often inhibit rather than enhance learning. The major instructional 
implication of the verbal redundancy effect is that in many instructional situations, there could be more harm than 
benefits in concurrently presenting the same verbal explanations in both visual and auditory modalities.  
For example, if such explanations are displayed on PowerPoint slides and simultaneously narrated by the 
presenters, the audience may need to relate the on-screen text with the presenter’s oral explanations, and also pay 
attention to graphics presented on the screen. These cognitive processes may require working memory resources that 
become unavailable for comprehending and learning essential information. Eliminating the on-screen text or 
reducing it to the most important brief points or labels and explaining them in detail orally may improve learning. 
However, this recommendation applies to sufficiently lengthy and complex text that may cause high levels of 
working memory load due to transiency. 
Similar negative effects of information transience apply to instructional animations. In order to avoid a potential 
cognitive overload, such presentations need to be segmented into small, meaningful units or implement tracing tools 
that would allow keeping important previous information displayed while the animation progresses. Also levels of 
learner prior knowledge need to be taken into account. While important for novice learners, the above 
recommendations may not be essential for more knowledgeable learners. 
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