Abstract. Rational functions can be defined as compositions of arithmetic operations (+, -,., :)
FORMULATION
OF THE PROBLEM
Estimating accuracy of the results of data processing, and interval mathematics
One of the main reasons why data processing (and numerical methods) is needed is that we are often interested in the value of a physical quantity y that is difficult or impossible to measure directly (e.g., the amount of oil in a given field). To find this value, we measure several other quantities xl,..., xn whose connection with y is known, and then apply some numerical algorithm f to determine y from xi (e.g., in the oil example, we measure the timedelays Xl, ..., x~ of acoustic waves that travel through the oil field). This algorithm f can consists of direct computations, solving systems of equations (algebraic, integral, etc), etc.
Measurements are never absolutely precise; their results .~i maybe different from the actual values xi of the measured quantities; therefore, the result .0 = f(:~l, ..., 5:n) of data processing may be different from the desired value y = f(xl,..., xn). How to estimate the accuracy of the result of data processing?
If the measurement result is ~, and the guaranteed accuracy of the measurement is zS, then the only thing we know about the actual value x of the measured quantity is that x belongs to an interval X = [~ -A, :~ + zX]. So, the problem of estimating accuracy of the result of data processing can be reformulated as follows:
• we know the intervals X1,..., X, of possible values of xi;
• we know the algorithm that transforms xi into y, and
• we are interested in describing the set of possible values of y = f(xa,...,xn) when xi E Xi.
In mathematical terms, we want to describe the range F = f(X1,..., X~) of a given function f for given intervals Xi. This description is one of the main goals of interval mathematics (see, e.g., [51, [2] ). 
Naive interval computations

Naive interval computations often overshoot
It can easily proven that the interval obtained by naive interval computations always contains the desired range. In the above simple example, it coincides with the range, but in many other cases, it overshoots. For example, for a simple function f(x) = x 2 = x • x and for X = [-1, 1], the actual range is [0, 1], while the above-given formula leads to an overestimate [-1, 1].
An informal description of the problem: can we avoid overshooting?
In the above example, to avoid overshooting, we can deduce the exact formula for X 2, and add x 2 to the list of basic ("elementary") operations used in the decomposition of an algorithm. However, if we add x 2 to this list, we will still get overshooting for other functions f.
A natural question is: is it possible, by adding a few reasonable elementary operations, to avoid overshootingf
Let us reformulate this problem in precise mathematical terms
Before we reformulate this problem in precise mathematical terms, let us note that in real life applications, there are other sources of "overshooting":
• computer operations are never exactly accurate, so there is an additional rounding error; • errors of measuring instruments may be dependent, so not all pairs (Xl, x2), Xl E X1, x2 C X2 may be physically possible (in other words, we may have data dependency); • the quality of the estimates, obtained by using naive interval computations, also depends on the choice of an algorithm; for example, if we use f(x) = 2.x, we get the exact estimate, but if we use a mathematically equivalent expression f(x) = (1 + x) 2 -x 2, then, e.g., for X = [-1, 1], we get an overshoot. So, our problem can be reformulated as These sources of overshooting are inevitable. follows:
Assuming:
• All computer algorithms consist of arithmetic operations and branching, and therefore, represent functions that are either rational (ratio of two polynomials), or locally rational. Whatever explicit formulas for ranges we add, we always get the rational expressions. So, the natural question is: if f is rational, is the range rational?
The answer to this question (as we will see later) is "no"; sometimes the range is described by an algebraic (and not rational) function, e.g., v/x. The next question is: what if we add v/X? Will we be able to describe all the ranges? In other words, we arrive at the following formulation of the problem: We are going to prove that the class of interval-rational functions coincides (in some reasonable sense) with the class of all algebraic functions. To formulate this result, let us recall the definition of an algebraic function.
Definition 2.
• 
Definition 3. Assume that Y is an open domain in R ~. We say that an algebraic function A : l; ~ R can be locally represented by an interval-rational function if for almost every 1 point (Yl,---,Y~) C V there exists a neighborhood ld and an interval-rational function f(xl, ...,x~) such that for all £ from U, f(:~) = A(£).
Main result THEOREM. (i) Every interval-rational function is algebraic. (ii) Every algebraic function can be locally represented by an interval-rational function.
Comment. The first version of this result was formulated in [4] .
1 almost every in the usual mathematical sense: a property is true for almost every point if the set of all points in which it is not true has Lebesgue measure O.
Comment: why do naive interval computations often overshoot?
Before we describe the proof of the Theorem, let's show that this Theorem gives one more explanation of why naive interval methods often overshoot.
Indeed, naive interval computation approach consists of the following:
• we represent computing of f as a sequence of elementary arithmetic operations, and then • we substitute interval arithmetic instead of the usual one. In the beginning, we start with the intervals [x~-, x~-]. All four operations of interval arithmetic (+,-, *,/) are (locally) piecewise-rational and therefore, applying these operations several times, we still get a piecewise-rational function at the end. So:
• the desired dependency is (locally) a general algebraic function;
• naive interval methods results in a (locally) rational function;
• not all algebraic functions are rational.
PROOF
Proof of part (i)
The proof of part (i) is trivial. Namely, part (i) of the Theorem follows from the famous Tarksi-Seidenberg theorem ( [6] , [7] ; see also [1] ), according to which, crudely speaking, every relation that is obtained from an algebraic one by adding quantifiers (running over all real numbers), is still algebraic. The only non-algebraic operation that we used to define an interval-rational function are sup or inf over an interval. Let us show that these operations can be expressed by first order formulas. Indeed, supremum 
Substituting (4) into (3), we get a first order formula that expresses the relation y = g(xl,..., xn). Therefore, the function g is algebraic.
Proof of part (ii)
Let's now prove part (ii) of our Theorem. This proof will be by induction over a specially chosen parameter rn. Let's prove that the function A(~) can be locally represented by interval-rational functions.
One and the same algebraic function y = A(~') can be defined by different polynomials P(£, y).
Example. For us, the ideal case is when the polynomial P(i, y) is linear in y, i.e., when P(~7, y) = al(a~)y -+ a0(~) for some polynomials ai(.~) (with al ~ 0): then, the equation P(~7, y) = 0 is equivalent to y = -ao(~7)/a~(Y), i.e., this algebraic function is a rational function (and is, therefore, interval-rational).
From this viewpoint, what is important is the biggest possible power of y occurring in the polynomial P(~, y) (we will call this largest power the y-degree of a polynomial P(aT, y)). Among the polynomials P(~, y) that define a given algebraic function y = A(a7), there exist a polynomial for which the y-degree is the smallest possible. Let us denote this smallest y-degree by rn. In our proof, we will use induction over rn to show that an arbitrary algebraic function can be locally represented by an interval-rational function.
Induction base. If rn = 0, then the equation P0(~7, y) = 0 does not include y and thus, does not define any function at all.
As we have already shown, if rn = 1, then the given function A(Y~) is rational and therefore, interval-rational. So, we have a base for our induction. Let us now describe the induction step.
Induction step. Assume that m > 2, and that the statement of the theorem has been already proved for all y-degrees that are smaller than rn.
Assume that an algebraic flmction y = A(~7) is given, for which the smallest y-degree of a polynomial that defines this function A(£) equals rn. There may be several different polynomials of y-degree m that define A(~7). Let us choose one of them, and let us denote the chosen polynomial by Po(~7, y) = a,,(~7)y m + am-l(~)y m-1 + ... + a0(~7).
1 °. We are going to prove that for almost every point from "1), the desired representation by an interval-rational function is possible. So, before we proceed with the proof, we will delete from 12 some points (of total Lebesgue measure 0) that are in some sense "degenerate" for A(g), and for which our construction will not work. This deletion will be done in two steps.
1.1 °. Since we have chosen m to be the smallest possible y-degree of a polynomial that defines the given algebraic function y = A(g), the coefficient am(g) is not identically equal to 0 (else, the y-degree of the polynomial P0(g, y) would be equal to m-l, and the smallest possible y-degree is m). There may be some points g in which the polynomial am(g) is equal to 0. These points are degenerate in the sense that in these points, the degree of the polynomial changes. These degenerate points are the solutions of the equation am(g) = 0 for a polynomial function am(g). For a polynomial function (and moreover, for any realanalytic function that is not identically 0) points in which this function is equal to 0 form a closed set of measure 0 (see, e.g., [4] ). Therefore, values g for which am(g) ¢ 0, form an open everywhere dense full-measure subset 120 of the initial domain 1/.
1.2 °. The other values of g that we want to exclude are the following ones. The equation P0(g, y) = 0 defines y = A(g) as an implicit function. The well-known Implicit Function Theorem is based on the assumption that 0P0 y) # 0.
In our proof, we will use this theorem and therefore, in addition to the points for which am(g) = 0, we would also like to exclude from the domain 12 all the points in which this partial derivative is equal to 0.
Before we describe how this can be done, let us agree on the following two denotations.
• Since the only partial derivatives that we will need in this proof will be derivatives with respect to y, such derivatives will be denoted simply by ~ (i.e., for every function F(g, y), F'(g, y) will denote a partial derivative of F(g, y) with respect to y).
• An integral f F(g, y) dy will mean an indefinite integral with respect to y: if
F( g, y) = bm( g)y m -I-bm-l ( g)y m-1 Jr-... -1-bo(x), then
/ F(g,y) dy = bin(g) ym+l m +------T + M--1 (g) + ... + bo(g)y.
Let us now describe the deletion itself. As an immediate corollary of our choice of the polynomial Po(x,Y), we can make the following conclusion: if we substitute the given algebraic function A(g) into the derivative P~(g, y) (i.e., if we consider the composition
P~(g,A(g)))
, then we do not get identically 0.
Indeed, if this expression was identically equal to 0, then the equation P~(g, y) = 0 would define the same algebraic function y = A(g). But the polynomial P~(g, y) has a smaller y-degree than P0(J, y), and the polynomial P0(£, Y) has been chosen as the one with the smallest possible y-degree.
The result of this substitution is an algebraic function P~(g, A(g)). This algebraic function is not identically 0 and therefore, the points in which it is equal to 0 form a zero-measure nowhere dense closed set. Hence, the set of all points Y£ E 120 in which this function is different from 0 is an open full-measure everywhere dense subset of 12. This set will be denoted by 121.
2 °. Let us now describe the main part of the induction step: reduction to the case of a smaller y-degree.
2.1 o. First, let us choose an appropriate neighborhood/./of a given point J.
Let's take an arbitrary point ££ C 121. We will construct /./ by first constructing a neighborhood L/0, and then, by choosing smaller and smaller neighborhoods (if necessary), so that the final neighborhood will be the desired one.
Our point £ belongs to the set 121, and by definition of 121, for all £ E 121, we have
OP Oy (e'Y) ¢ O.
This partial derivative is a polynomial and therefore, a continuous function. Hence, the set of all the points in which this inequality is true is open. Therefore, there exists a neighborhood No of a (n + 1 )-dimensional point (:~, A(£)) in which P~ (£, y) ~ 0. According to the Implicit Function Theorem, there exists a neighborhood N1 C No of the (n + 1)-dimensional point (.g, A(£)), in which the equation P(.~, y) = 0 defines a unique value of y for a given .~. By properly restricting N1 (if necessary), we can always assume that N1 is a rectangular parallelepiped. As U0, we will take the projection of this parallelepiped N1 on the first n coordinates. Then, N1 = U0 x Y1 for some interval Y1.
2.2 ° . Let's show that this neighborhood has an additional nice property: the derivative P~(Y~, y) has a constant sign on N1.
Indeed, since N1 C No C "1)1, we have P~(.g, y) # 0 for every (£, y) E N1. Therefore, for every (£.,y) C N1, either P~(.~.,y) > 0, or P~(:~, y) < 0. If we had two points in N1, in one of them Pg > 0, and in another Pg < 0, then, since N1 is a connected open set, and Pg(~, y) is a continuous function (it is, actually, a polynomial), we would be able to apply an intermediate value theorem and find a point in N1 for which Pg(Y:, y) = 0, which contradicts to the fact that N1 C No and to our definition of No. So, we have two possibilities:
• P~(£, y) > 0 for all points from N1;
• Pg(~,y) < 0 for all points from N1.
Our construction will slightly differ for these two cases so, we will consider them separately.
2.3 °. Let's first consider the case when P~(£, y) < 0 for all points from N1. This means that for every £, the value of P0(J, y) is monotonically non-increasing as a function of y.
Since for a fixed ~, P0(:~, y) is equal to 0 for exactly one value y, the function P(~, y) thus goes from positive values to negative ones. 
in which R0(Z, y) is a function that is polynomial in y and whose y-degree d is smaller than m:
According to the standard formulas for dividing polynomials, the coefficients ci ( This conclusion contradicts to our assumption that among all polynomial equations P(~, y) = 0 that define the given algebraic function A(~), the equation P0(~, y) = 0 has the smallest possible y-degree, and that this smallest degree rn is _> 2. This contradiction proves that Ro does depend on y.
