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Abstract
Knowing the error distribution is important in many multivariate time series
applications. To alleviate the risk of error distribution mis-specification, testing
methodologies are needed to detect whether the chosen error distribution is correct.
However, the majority of the existing tests only deal with the multivariate normal
distribution for some special multivariate time series models, and they thus can not
be used to testing for the often observed heavy-tailed and skewed error distributions
in applications. In this paper, we construct a new consistent test for general mul-
tivariate time series models, based on the kernelized Stein discrepancy. To account
for the estimation uncertainty and unobserved initial values, a bootstrap method is
provided to calculate the critical values. Our new test is easy-to-implement for a
large scope of multivariate error distributions, and its importance is illustrated by
simulated and real data.
Keywords and phrases: Consistent test; Kernelized Stein discrepancy; Multivariate time
series model; Testing multivariate error distribution.
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1 Introduction
Consider a multivariate stationary time series {Yt} with Yt = (Y1t, ..., Ydt)⊤ ∈ Rd, and
Yt admits the following specification
Yt = M(It−1; θ0) + C1/2(It−1; θ0)ηt, (1.1)
where It = {Yt, Yt−1, ...} is the information set up to time t, θ0 ∈ Rp is the true yet un-
known model parameter, ηt ∈ Rd is a sequence of independent and identically distributed
(i.i.d.) errors with zero mean and identity covariance matrix Id, M(·; θ0) ∈ Rd is a known
measurable vector function indexed by θ0, and C(·; θ0) ∈ Rd×d is a known measurable
symmetric and positive definite matrix function indexed by θ0. Let Ft := σ(It) be a
sigma-field generated by It. Conditional on Ft−1, M(It−1; θ0) and C(It−1; θ0) in (1.1) are
the conditional mean vector and conditional covariance matrix of Yt, respectively. The
general specification in (1.1) covers many often used multivariate models including, for ex-
ample, the vector autoregressive and moving-average (VARMA) model, the multivariate
generalized autoregressive conditional heteroskedasticity (MGARCH) model, and their
variants and combinations. For surveys on the multivariate time series models, we refer
to Lu¨tkepohl (2005), Bauwens et al. (2006), Tsay (2013), and Francq and Zako¨ıan (2019).
For model (1.1), ηt is assumed to have certain continuous probability density function
(p.d.f.) p0(x) in a myriad of applications, which include the validity of capital asset pricing
model (Berk, 1997), the optimal forecasts (Christoffersen and Diebold, 1997), the density
forecasts (Diebold et al., 1998), the interval forecasts (Zhu and Li, 2015), the option
pricing (Zhu and Ling, 2015), and the Value-at-Risk and Expected Shortfall calculations
(Taylor, 2019). However, the true p.d.f. of ηt, denoted by p(x), is generally unknown
in practice, and the empirical researchers could make wrong conclusions if their assumed
p.d.f. p0 is different from p. Motivated by this, it is important to testing for the following
hypotheses
H0 : p = p0 versus H1 : p 6= p0. (1.2)
Our considered hypotheses in (1.2) are designed for the unobserved model error ηt, which
nests the observed data (i.e., ηt = Yt) as a special case. In this paper, we mainly focus on
the testing for unobserved ηt, and the testing methodologies for univariate/multivariate
observed time series can be found in Lobato and Velasco (2004), Bai and Ng (2005),
Mecklin and Mundfrom (2004), Sze´kely and Rizzo (2005), and the references therein.
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Since ηt is unobserved, one need use the model residual η̂t to form valid tests for the
hypotheses in (1.2). When Yt is univariate (i.e., d = 1), a number of different testing
methods were proposed in the literature. Bontemps and Meddahi (2005) considered the
robust moment tests for normality of ηt by using the Hermite polynomials, and their idea
was further extended in Bontemps and Meddahi (2012) to examine the general distribu-
tion of ηt. Although these robust moment tests are easy-to-implement with a chi-square
limiting null distribution, they are inconsistent as only a finite number of moments of
ηt are considered for the testing purpose. To construct consistent tests, other strategies
have been adopted. For the general model as in (1.1), Bai (2003) developed Kolmogorov–
Smirnov (KS) and Crame´r–von Mises (CvM) tests by measuring the distance between the
empirical distribution of η̂t and the cumulative distribution of ηt. For the GARCH model,
Horva´th and Zitikis (2006) gave a smooth-type test by measuring the distance between
the kernel density estimator of p and the assumed density p0 in Lν-norm with 1 < ν <∞,
and Klar et al. (2012) constructed an integrated test by measuring the distance between
the empirical characteristic function of η̂t and the characteristic function of p0. For the
ARMA–GARCH model, Koul and Ling (2006) studied a weighted KS test based on a
vector of certain weighted residual empirical processes.
When Yt is multivariate (i.e., d > 1) and both M(·; θ0) and C(·; θ0) are constants,
most of earlier efforts were made to detect the normality of ηt. See, for example, Mardia
(1974), Henze and Zirkler (1990), Doornik and Hansen (2008), and references therein.
When Yt is multivariate but either M(·; θ0) or C(·; θ0) is non-constant, only few testing
methods were provided for the MGARCH model. For instance, Bai and Chen (2008)
applied a similar idea as Bai (2003) to propose consistent KS tests for detecting the
multivariate normal and tν distributions of ηt. Their tests are asymptotically distribution-
free, however, they are not fully consistent and require the explicit form of the conditional
cumulative distribution function of Yit (conditional on (Y1t, ..., Yi−1,t)), which is neither
available for other multivariate distributions, nor easily computable for the dimension
d > 2. Francq et al. (2017) developed KS and CvM tests to examine whether ηt has
the elliptic distribution by extending the idea of Henze et al. (2014). These KS and
CvM tests are not asymptotically distribution-free, and their application scope could be
narrowed down when detecting the exact distribution of ηt is needed. Henze et al. (2019)
constructed consistent tests for the normality of ηt by using the identity
Rη(v)Mη(v)− 1 = 0 for each v ∈ Rd, (1.3)
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where Rη(v) is the real part of ϕη(v), ϕη(v) is the characteristic function of ηt, andMη(v) is
the moment generating function of ηt. Since the identity above only holds for multivariate
normal distributions, their idea can not be extended to testing for other distributions.
In economic and financial applications, many heavy-tailed or skewed error distributions
could outperform the multivariate normal or tν distribution (see, e.g., Haas et al. (2004),
Bauwens and Laurent (2005), De Luca et al. (2006), and references therein). Hence, it is
necessary to construct a valid test for detecting the general multivariate distribution of
ηt in model (1.1).
This paper is motivated to propose a new consistent test forH0 based on the kernelized
Stein discrepancy (KSD) in Liu et al. (2016). The KSD measures the distance between
the (Stein) score functions of p and p0 under the norm induced by a kernel function.
For the observed data ηt, Liu et al. (2016) constructed a test statistic for H0, and
established its asymptotics. However, when ηt is replaced by η̂t, we find that their results
are not applicable any more due to the estimation effect in η̂t. To handle the estimation
effect, our new KSD-based test is constructed based on a subsample of η̂t. Under certain
conditions, we show that our test has no estimation effect, and establish its asymptotics
under H0 and H1. Although the estimation effect is negligible in theory, it may still exist
in finite samples especially when the sample size is small. To overcome this difficulty,
we introduce a simple parametric bootstrap method to calculate the critical values of our
test. Simulations show that our test performs well in the examined cases, even when no or
few effective data {η̂t} are discarded by our subsampling technique. A real data analysis
is further given to demonstrate the usefulness of our test.
The remaining paper is organized as follows. Section 2 introduces the KSD-based test
statistic. Section 3 studies the asymptotics of the KSD-based test statistic and provides
a parametric bootstrap method to calculate the critical values. Simulation results are
reported in Section 4, and a real example is offered in Section 5. Concluding remarks are
given in Section 6. Proofs are deferred into Appendices.
2 KSD-based test statistic
2.1 Preliminaries on the KSD
In this paper, we construct a new test for hypotheses in (1.2) based on the kernelized
Stein discrepancy (KSD) in Liu et al. (2016). Let p(x) be the true p.d.f. of ηt in (1.1)
with the support ℵ ⊆ Rd. To introduce the KSD, we first need define the (Stein) score
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function of p and the Stein class of p.
DEFINIOTION 2.1. The (Stein) score function of p is defined as
sp(x) = ∇x log p(x) = ∇xp(x)
p(x)
.
DEFINIOTION 2.2. A function f(x) : ℵ → R is in the Stein class of p if f is continuous
differential and satisfies ∫
x∈ℵ
∇x
(
f(x)p(x)
)
dx = 0. (2.1)
When ℵ = Rd, by using integration by parts, the condition (2.1) holds if
lim
‖x‖→∞
f(x)p(x) = 0,
which holds, for example, if p(x) is bounded and lim‖x‖→∞ f(x) = 0.
Next, let k(x, x′) be an integrally strictly positive definite kernel function, that is,∫
x∈ℵ
∫
x′∈ℵ
g(x)k(x, x′)g(x′)dxdx′ > 0
for any function g(x) satisfying 0 < ‖g‖22 <∞. With the kernel function k, we are ready
to give the definition of KSD between the distributions of p and p0.
DEFINIOTION 2.3. The KSD S(p, p0) is defined as
S(p, p0) = Eη,η′∼p
[
δp0,p(η)
⊤k(η, η′)δp0,p(η
′)
]
, (2.2)
where δp0,p(x) = sp0(x)− sp(x) is the score difference between p0 and p, and η, η′ are i.i.d.
from p.
Clearly, the KSD S(p, p0) measures the difference between the (Stein) score functions
of p and p0 under a norm induced by the kernel function k. If p and p0 are continuous
with ‖pδp0,p‖22 <∞, Liu et al. (2016) showed that S(p, p0) ≥ 0 and
S(p, p0) = 0 if and only if p = p0. (2.3)
In view of the result (2.3), we can detect the null hypothesis H0 in (1.2) by examining
whether S(p, p0) is significantly different from zero. However, a direct testing implemen-
tation based on (2.2) is infeasible, since the score difference δp0,p is unknown. To overcome
this difficulty, we need an additional condition on the kernel function k.
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DEFINIOTION 2.4. The kernel function k(x, x′) is in the Stein class of p if k(x, x′) has
continuous second order partial derivatives, and both k(x, ·) and k(·, x) are in the Stein
class of p for any fixed x.
When the kernel function k is in the Stein class of p, Liu et al. (2016) found that the
KSD in (2.2) becomes
S(p, p0) = Eη,η′∼p
[
u(η, η′)
]
, (2.4)
where
u(x, x′) = sp0(x)
⊤k(x, x′)sp0(x
′) + sp0(x)
⊤∇x′k(x, x′) +∇xk(x, x′)⊤sp0(x′)
+trace(∇x,x′k(x, x′)).
Now, the formula of S(p, p0) in (2.4) is tractable for the testing purpose, since it only
depends on the score function sp0 and the kernel function k, both of which are known
under H0.
2.2 The KSD-based test statistic
To form our test statistic, a sample counterpart of S(p, p0) in (2.4), based on the model
residuals, is needed. Let θ = (θ1, ..., θp)
⊤ ∈ Θ ⊂ Rp be the unknown parameter of model
(1.1), where Θ is compact parametric space. Assume that θ0 is an interior point of Θ,
and denote
g(Yt, It−1; θ) = C−1/2(It−1; θ)
(
Yt −M(It−1; θ)
)
. (2.5)
By (2.5), the model residual in (1.1) can be computed as
η̂t = g(Yt, Ît−1; θ̂n), (2.6)
where Ît, containing possible given initial values, is the truncated information set at time
t, and θ̂n is an estimator of θ0. With model residuals {η̂t}nt=1, the KSD-based test statistic
Ŝ as the estimator of S(p, p0) in (2.4) is given by
Ŝ =
2
n0(n0 − 1)
∑
n−n0+1≤i<j≤n
u(η̂i, η̂j), (2.7)
where n0 = [K0n
1−ε] for some K0, ε > 0. Clearly, Ŝ is a U-statistic with kernel func-
tion u(η̂i, η̂j), and the calculation of Ŝ only requires the computation of sp0, ∇xk(x, x′),
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∇x′k(x, x′), and ∇x,x′k(x, x′), which does not raise any computational burden even for a
large dimension d. For the kernel function k, the often used one is the Gaussian kernel
k(x, x′) = exp
(
− 1
2σ2
‖x− x′‖2
)
, (2.8)
where σ > 0 is a fixed constant; in this case, we have
∇xk(x, x′) = k(x, x′)x
′ − x
σ2
, ∇x′k(x, x′) = k(x, x′)x− x
′
σ2
,
∇x,x′k(x, x′) = k(x, x
′)
σ2
(
Id − (x− x
′)(x− x′)⊤
σ2
)
.
For the score function sp0, we show how to calculate it for some well-known distributions.
EXAMPLE 2.1. Let Nd(µ,Σ) be the multivariate normal distribution in R
d, where
µ ∈ Rd is the location vector, and Σ ∈ Rd×d is the scale matrix. When p0 is Nd(0, Id), we
have sp0(x) = −x.
EXAMPLE 2.2. Let Td(µ,Σ; ν) be the multivariate tν distribution in R
d, where µ ∈ Rd
is the location vector, Σ ∈ Rd×d is the scale matrix, and ν > 2 is the degrees of freedom.
When p0 is Td(0,
ν−2
ν
Id; ν) (denoted by Td(ν)) with mean zero and covariance matrix Id,
we have
sp0(x) = −
(ν + d)x
ν − 2 + x⊤x.
EXAMPLE 2.3. Let SNd(ξ,Ω, α) be the multivariate skew-normal distribution in R
d
(Arellano-Valle and Azzalini, 2008), where ξ ∈ Rd is the location vector, Ω ∈ Rd×d is the
scale matrix, and α ∈ Rd is the shape vector. To make sure that SNd(ξ,Ω, α) has mean
zero and covariance matrix Id, we can choose the skewness vector γ = (γ1, ..., γd)
⊤ ∈ Rd
and then set
ξ = −Σ−1z µz, Ω = Id + ξξ⊤, α =
(
Ω¯
)−1
δ√
1− δ⊤(Ω¯)−1δ , (2.9)
where Σz = diag{σz,1, ..., σz,d}, µz = (µz,1, ..., µz,d)⊤, Ω¯ = ΣzΩΣ−1z , and δ =
√
pi
2
· µz with
σz,j =
(
1− µ2z,j
)1/2
, µz,j =
cj√
1 + c2j
, cj =
( 2γj
4− pi
)1/3
.
Under the settings in (2.9), we denote SNd(ξ,Ω, α) as SNd(γ). When p0 is SNd(γ) with
mean zero and covariance matrix Id, we have
sp0(x) = −Ω−1(x− ξ) +
φ(α⊤Σz(x− ξ))
Φ(α⊤Σz(x− ξ))Σzα,
where φ and Φ denote the N(0, 1) density and distribution functions, respectively.
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Unlike Liu et al. (2016), our test statistic Ŝ does not use the entire data {η̂t}nt=1. This
is because we have to sacrifice some part of {η̂t}nt=1 to deal with the effect of estimation
uncertainty caused by replacing θ0 via θ̂n and the effect of unobserved initial values re-
sulting from substituting It by Ît. With the assist of bootstrap scheme, our numerical
studies in Section 4 show that Ŝ can have good a size and power performance even when
no or few data {η̂t}nt=1 are discarded. Hence, it suggests that Ŝ can be used with n0 = n
or n0 ≈ n in practice, and the subsampling technique seems only theoretically relevant.
3 Asymptotic theory
3.1 Technical assumptions
Denote
gt(θ) = g(Yt, It−1; θ), ĝt(θ) = g(Yt, Ît−1; θ), and R̂t(θ) = ĝt(θ)− gt(θ),
where g(Yt, It−1; θ) is defined in (2.5). In this subsection, we give some technical assump-
tions to study the asymptotics of Ŝ.
ASSUMPTION 3.1. Yt is strictly stationary and ergodic.
ASSUMPTION 3.2. E ‖ηt‖4 <∞.
ASSUMPTION 3.3. The function gt(θ) satisfies that
(i) E
(
sup
θ∈Θ
‖∇θigt(θ)‖
)2
<∞;
(ii) E
(
sup
θ∈Θ
∥∥∇θi,θjgt(θ)∥∥)2 <∞,
for any i, j ∈ {1, ..., p}.
ASSUMPTION 3.4. The estimator θ̂n satisfies that
√
n(θ̂n − θ0) = Op(1).
ASSUMPTION 3.5. The function R̂t(θ) satisfies that
∞∑
t=1
E
(
sup
θ
∥∥∥R̂t(θ)∥∥∥4) <∞.
ASSUMPTION 3.6. The distributions p and p0 satisfy that
(i) both p and p0 are continuous with ‖pδp0,p‖22 <∞;
(ii) ‖f(x1)− f(x2)‖ < K ‖x1 − x2‖, where f(x) is one of sp0(x),∇xisp0(x) and∇xi,xjsp0(x),
for any i, j ∈ {1, ..., d}, and K > 0 is a given constant.
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ASSUMPTION 3.7. The kernel function k(x, x′) satisfies that
(i) k(x, x′) is in the Stein class of p;
(ii) k(x, x′) and its partial derivatives up to fourth order are all uniformly bounded.
A few remarks are in order related to the aforementioned assumptions. Assumptions
3.1–3.2 are regular in many time series applications. Assumption 3.3 poses some mo-
ment conditions on the derivatives of gt(θ) for the purpose of proof, and Assumption 3.4
holds for most estimators such as the least squares estimator (LSE) for VARMA mod-
els and the quasi-maximum likelihood estimator (QMLE) for VARMA–GARCH models.
Sufficient conditions to validate Assumptions 3.3–3.4 can be found in Lu¨tkepohl (2005)
for VARMA models, Comte and Lieberman (2003), Hafner and Preminger (2009), and
Francq and Zako¨ıan (2012) for MGARCH models, and Ling and McAleer (2003) for
VARMA–MGARCH models. Assumption 3.5 is a condition on the approximation error
by replacing the information set It by Ît, and it is used to show that the unobserved initial
values have the negligible effect on the asymptotic theory. See also Hong and Lee (2005)
and Escanciano (2006) for the similar conditions.
Assumption 3.6 requires both p and p0 to have certain smooth conditions. The con-
dition ‖pδp0,p‖22 < ∞ is sufficient to prove the equivalence result (2.3). As argued in Liu
et al. (2016), this condition is mild. For example, it holds when p is the density func-
tion of multivariate normal and tν distributions or p has an exponentially decayed tail,
but it may not hold when p has a heavy tail. Note that the exclusion of heavy-tailed p
is also implied by Assumption 3.2. Assumption 3.7(i) ensures the validity of (2.4), and
Assumption 3.7(ii) poses some boundedness conditions on k and its derivatives. It is easy
to check that Gaussian kernel in (2.8) satisfies Assumption 3.7 for any smooth density p
supported on ℵ = Rd. Hence, we follow Liu et al. (2016) to use the Gaussian kernel in
this paper.
3.2 Asymptotics of Ŝ
According to Theorem 3.7 in Liu et al. (2016), the kernel function u(x, x′) is positive
definite, and then by Mercer’s theorem, u(x, x′) admits the expansion
u(x, x′) =
∞∑
m=1
λmlm(x)lm(x
′), (3.1)
where {lm(·)} and {λm} are the orthonormal eigenfunctions and eigenvalues of u(x, x′).
We are ready to give the limiting null distribution of Ŝ.
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THEOREM 3.1. Suppose Assumptions 3.1-3.7 hold and ε > 1/2. Then, under H0,
n0Ŝ
d−→ χ0 :=
∞∑
m=1
λm(Z2m − 1) as n→∞,
where (Zm)m≥1 are i.i.d. standard normal random variables.
Our limiting null distribution in Theorem 3.1 is the same as the one in Theorem 4.1 of
Liu et al. (2016), since the effects of estimation uncertainty and unobserved initial values
are asymptotically negligible by using the sub-sample technique with ε > 1/2. When
ε ≤ 1/2, how to establish the limiting null distribution of Ŝ is unclear at this stage, and
we leave this topic for future study.
Although the effects of estimation uncertainty and unobserved initial values are asymp-
totically negligible in theory, they may exist in finite samples especially when n is small.
To redeem this drawback, we propose a simple parametric bootstrap method in Subsec-
tion 3.3 below to calculate the critical values of n0Ŝ. Owing to the use of bootstrap, our
simulation studies will show that Ŝ has a good finite-sample performance even for very
small value of ε, indicating that the condition ε > 1/2 should not be an obstacle for
applications.
Next, the behavior of Ŝ under H1 is given in the following theorem.
THEOREM 3.2. Suppose Assumptions 3.1–3.7 hold. Then, under H1, for any fixed
constant c > 0,
lim
n→∞
P (n0Ŝ > c) = 1.
Let cα be the critical value of n0Ŝ at the level α. Then, the preceding theorem implies
that under H1, the power function Λn := P (n0Ŝ > cα) converges to 1 as n → ∞, and
hence Ŝ can detect H1 consistently.
To end this subsection, we discuss how the choice of σ in (2.8) affects the value of Λn.
By (A.15) in Appendix A.2, we can show that under H1, for large n,
Λn ≈ P
(√
n0
(
S
(0) − S(p, p0)
)
+
√
n(θ̂n − θ0)⊤
√
n0
n
S
(1) +
√
n0S(p, p0) >
cα√
n0
)
. (3.2)
To further calculate Λn, we assume n0 ≈ n (as recommended for practical use) and(√
n
(
S
(0) − S(p, p0)
)
,
√
n(θ̂n − θ0)⊤
)⊤ d−→ N(0,ΣS,θ)
as n→∞, where ΣS,θ ∈ R(q+1)×(q+1) is the asymptotic covariance matrix. Then, by (3.2)
it is straightforward to see
Λn ≈ 1− Φ
(
−
√
nS(p, p0)
κ
)
for large n, (3.3)
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where κ =
√
(1, s⊤1 )ΣS,θ(1, s
⊤
1 )
⊤, and s1 is the limit of S(1) by the law of large numbers
for U-statistics. From (3.3), we know that σ should be chosen such that S(p, p0)/κ is
maximized. However, this implementation can not be accomplished in an easy way, since
an explicit form of κ is not available. Therefore, it seems hard to choose σ optimally. In
practice, we can follow Liu et al. (2016) to choose σ as the median of residual distance:
σ = median{χij , 1 ≤ i < j ≤ n}, (3.4)
where χij = ‖η̂i − η̂j‖2. Our simulation studies in Section 4 below show that Ŝ has a good
finite-sample performance based on this choice of σ.
3.3 The computation of critical values
When ηt is observed (i.e., ηt = Yt), Liu et al. (2016) applied a Wild bootstrap method
to calculate critical values for their test. However, when ηt is unobserved as in our
settings, their bootstrap scheme may not work, since it does not account for the effects of
estimation uncertainty and unobserved initial values, which can affect our critical value cα
in the finite sample. In this paper, we apply the following parametric bootstrap method
to calculate cα:
Step 1. Draw bootstrap i.i.d. errors η∗t ∼ p0 and calculate the bootstrap data sample
Y ∗t =M(I
∗
t−1; θ̂n) + C
1/2(I∗t−1; θ̂n)η
∗
t ,
where I∗t−1 is the bootstrap counterpart of It−1.
Step 2. Calculate the bootstrap estimator θ̂∗n and the bootstrap residuals
η̂∗t = g(Y
∗
t , Î
∗
t−1; θ̂
∗
n),
where Î∗t−1 is the bootstrap counterpart of Ît−1.
Step 3. Compute the bootstrap test statistic n0Ŝ
∗, based on the bootstrap residuals.
Step 4. Repeat steps 1–3 m times to get {n0Ŝ∗(1), ..., n0Ŝ∗(m)}, whose empirical α upper
quantile is taken as the critical value cα.
The validity of cα under H0 and H1 can be justified by using the similar arguments as
for Theorems 3.1 and 3.2, respectively, and hence we omit the details.
4 Simulations
In this section, we carry out simulation experiments to assess the performance of our
KSD-based test Ŝ in finite samples. For the purpose of comparison, some widely-used
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tests (see Appendix A.3 for their definitions and asymptotics) are also considered. The
data generating processes (DGPs) considered below cover the dimension d = 2 and 5. In
all simulations, we take the sample size n = 100 or 500, choose the number of repetitions
J = 10, 000, and set the significance level α = 1%, 5%, or 10%. For Ŝ, we use the Gaussian
kernel in (2.8) with σ taken as in (3.4), and choose n0 = n such that no data {η̂t}nt=1 are
discarded. To reduce the computational burden in simulations, we follow Francq et al.
(2017) to adopt the Warp-Speed method of Giacomini et al. (2013) for evaluating the
bootstrap scheme proposed in Subsection 3.3. With the Warp-Speed method, rather than
computing critical value cα for each repetition sample, only one resample is generated for
each repetition sample and the resampling test statistic Ŝ∗ is computed for that sample.
Then the critical value cα is computed from the empirical distribution determined by the
resampling repetitions {Ŝ∗(i)}Ji=1.
4.1 Case 1: Constant mean and constant covariance models
We consider the DGP given by a constant mean and constant covariance model
Yt =M + C
1/2ηt, (4.1)
where M and C are constant mean and constant covariance of Yt, respectively, and they
are chosen as
M =
(
0
0
)
, C1/2 =
(
1 0.5
0.5 1
)
for d = 2, and
M =

0
0
0
0
0
 , C1/2 =

1 0.5 0.25 0.125 0.0625
0.5 1 0.5 0.25 0.125
0.25 0.5 1 0.5 0.25
0.125 0.25 0.5 1 0.5
0.0625 0.125 0.25 0.5 1

for d = 5. In model (4.1), the distribution of ηt (i.e., the true distribution p) is Nd(0, Id),
Td(5), SNd(γ), or STd(5, ξ), where the first three distributions are given in Examples
2.1–2.3, and the fourth distribution STd(ν, ξ) is the multivariate skew-t distribution in
Bauwens and Laurent (2005) with mean zero, covariance matrix Id, ν > 2 being the
degrees of freedom, and ξ = (ξ1, ..., ξd)
⊤ ∈ Rd being the asymmetry vector to control the
skewness. In the sequel, we set
γ =
{
(0,−0.6)⊤ for d = 2,
(0, 0.2,−0.2, 0,−0.1)⊤ for d = 5, ξ =
{
(1, 1.3)⊤ for d = 2,
(1.1, 1.2, 1.3, 1.4, 1.5)⊤ for d = 5.
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Table 1: Size and power (×100) of all tests in Case 1 for d = 2
p(x)
Nd(0, Id) Td(5) SNd(γ) STd(5, ξ)
p0(x) n Test 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
Nd(0, Id) 100 Ŝ 0.6 5.5 11.5 61.0 75.9 84.1 16.8 34.5 46.3 80.7 88.9 95.2
T̂M,1 0.7 4.6 9.5 53.3 65.5 72.0 25.7 47.0 61.1 67.4 81.9 89.3
T̂M,2 1.4 3.2 6.9 80.6 87.3 90.6 9.1 13.1 17.0 93.4 96.0 98.8
T̂DH 1.5 5.5 10.0 70.9 82.5 87.2 24.3 42.5 53.3 84.7 91.5 96.6
T̂HZ 0.5 5.4 11.0 48.1 66.1 75.7 9.9 26.5 38.7 73.1 84.9 92.1
T̂BC,1 9.3 15.5 22.7 49.7 64.2 71.5 0.2 1.4 3.3 70.3 79.4 88.2
T̂BC,2 12.0 21.8 29.4 51.8 66.8 73.2 0.2 2.4 4.8 72.5 82.0 89.3
T̂BC,3 11.8 19.6 27.4 53.2 66.5 74.9 0.2 1.9 5.6 73.1 84.5 90.7
T̂HJM 0.8 5.7 11.2 56.1 68.4 77.4 4.5 12.4 20.1 75.0 86.2 92.8
500 Ŝ 1.3 5.3 9.6 100 100 100 91.9 98.2 99.1 100 100 100
T̂M,1 1.2 5.6 10.1 78.4 86.1 89.6 99.0 99.9 100 100 100 100
T̂M,2 1.4 4.0 8.3 100 100 100 23.4 36.2 43.9 100 100 100
T̂DH 1.2 4.0 9.5 99.9 100 100 98.7 99.8 99.9 100 100 100
T̂HZ 0.9 4.9 9.2 99.7 100 100 71.6 87.4 92.7 100 100 100
T̂BC,1 8.8 14.6 23.1 88.3 93.5 97.6 0.3 2.7 10.2 100 100 100
T̂BC,2 13.2 23.5 31.7 91.2 94.1 98.2 0.6 4.5 16.4 100 100 100
T̂BC,3 12.6 21.4 28.9 91.7 96.0 99.2 2.0 8.1 18.1 100 100 100
T̂HJM 1.2 4.8 9.5 100 100 100 13.8 30.4 41.7 100 100 100
Td(5) 100 Ŝ 0.4 9.4 25 0.5 4.9 9.4 2 26.6 48.8 4.4 20.6 33.6
T̂BC,1 0 0 0 8.5 14.2 20.1 0 0 4.6 2.9 9.6 18.8
T̂BC,2 0 0 0 13.5 23.7 30.6 2.3 4.1 5.3 3.6 11.2 17.7
T̂BC,3 0 0 0 11.7 21.9 28.6 1.8 2.3 3.7 4.4 11.3 18.9
500 Ŝ 81.8 99.5 100 0.4 4.6 10.5 99.4 100 100 90.6 100 100
T̂BC,1 0 0 0.4 7.8 14.5 22.7 0.5 4.3 12.1 77.3 96.3 100
T̂BC,2 0 0.1 1.1 13.1 23.6 31.5 1.4 6.7 16.8 79.1 96.9 100
T̂BC,3 0 0 0.8 12.2 20.4 30.2 1.4 7.1 18.5 80.7 98.5 100
SNd(γ) 100 Ŝ 14.9 32.5 45.1 73.6 87.7 91.9 0.9 5.0 10.2 94.6 98.0 98.7
500 Ŝ 95.9 99.3 99.9 100 100 100 0.5 3.9 8.4 100 100 100
For the null distribution p0 in (1.2), we take it to be Nd(0, Id), Td(5), or SNd(γ). When
p0 is Nd(0, Id), we also consider Mardia’s skewness test (T̂M,1), Mardia’s kurtosis test
(T̂M,2), Doornik–Hansen test (T̂DH), Henze–Zirkler test (T̂HZ), Bai–Chen tests (T̂BC,1,
T̂BC,2, and T̂BC,3), and Henze–Jime´nez-Gamero–Meintanis test (T̂HJM). The first four
tests T̂M,1, T̂M,2, T̂DH , and T̂HZ are based on either the sample skewness or the sample
kurtosis or both. The tests T̂BC,i, i = 1, 2, 3, are based on the empirical distribution of
13
Table 2: Size and power (×100) of all tests in Case 1 for d = 5
p(x)
Nd(0, Id) Td(5) SNd(γ) STd(5, ξ)
p0(x) n Test 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
Nd(0, Id) 100 Ŝ 1.4 4.8 9.7 97.9 99.5 99.9 17.0 38.5 52.3 100 100 100
T̂M,1 1.1 4.7 8.4 95.2 97.3 98.4 3.2 10.9 16.7 100 100 100
T̂M,2 0.5 2.7 8.5 99.5 100 100 3.8 7.3 10.5 100 100 100
T̂DH 1.6 5.1 9.7 90.8 95.6 97.3 3.3 10.8 18.2 100 100 100
T̂HZ 0.8 4.8 11 92.9 96.4 98 7.8 20.7 30.5 100 100 100
T̂HJM 1.4 5.2 10.4 94.3 98.7 99.3 3.2 10.1 17.4 100 100 100
500 Ŝ 1.5 5.0 9.3 100 100 100 99.1 99.9 100 100 100 100
T̂M,1 1.1 4.8 10.2 100 100 100 27.9 50.0 64.0 100 100 100
T̂M,2 0.4 4.4 8.4 100 100 100 5.3 10.6 16.6 100 100 100
T̂DH 1.3 5.1 9.7 100 100 100 19.5 38.1 50.8 100 100 100
T̂HZ 1.0 5.0 8.2 100 100 100 72.1 89.3 93.6 100 100 100
T̂HJM 1.4 5.2 8.9 100 100 100 9.0 22.9 33.8 100 100 100
Td(5) 100 Ŝ 4.2 15.8 38.1 1.3 4.9 9.8 0 0.1 0.4 26.8 50.3 64.9
500 Ŝ 87.3 100 100 1.0 4.7 10.2 75.3 100 100 100 100 100
SNd(γ) 100 Ŝ 60.9 75.1 80.5 89.5 96.7 98.5 1.0 4.2 8.7 99.2 99.8 99.9
500 Ŝ 100 100 100 100 100 100 1.1 4.9 9.7 100 100 100
the residuals, and the test T̂HJM is based on the characteristic function of the residuals.
Note that except T̂BC,i, all other tests work for d > 2. When p0 is Td(5) or SNd(γ), none
of the competitive tests above is applicable, except that the tests T̂BC,i can be used for
the case of T2(5).
Tables 1 and 2 report the size and power of all examined tests for d = 2 and d = 5,
respectively, where the size corresponds to the case of p = p0. In calculation of Ŝ, T̂BC,i,
and T̂HJM , the residuals of model (4.1) are computed by estimating M and C by the
sample mean and sample covariance of Yt, respectively. Note that since the tests T̂BC,i
are largely over-sized, we compute their size-adjusted power in the sequel. From Tables 1
and 2, our findings are as follows:
(1) Except for the tests T̂BC,i, all examined tests have an accurate size performance
at three levels.
(2) When p0 is Nd(0, Id), Ŝ has a comparative power performance with any competitive
test to detect the alternative hypotheses that p are SNd(γ) and STd(5, ξ). However, Ŝ has
the best power performance to detect the alternative hypothesis that p is SNd(γ), and
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the tests T̂M,2, T̂BC,i, and T̂HJM have a much worse power performance in this case. The
advantage of Ŝ is more obvious for the case d = 5.
(3) When p0 is Td(5), Ŝ has the satisfactory power performance especially for n = 500,
while the tests T̂BC,i only exhibit the power to detect the alternative hypothesis that p is
STd(5, ξ).
(4) When p0 is SNd(γ), Ŝ is powerful to detect each examined alternative hypothesis,
and its power to detect the heavy-tailed alternative distribution (e.g., Td(5) or STd(5, ξ))
is higher than that to detect the light-tailed alternative distribution (e.g., Nd(0, Id)).
Overall, our KSD-based test Ŝ exhibits the good size and power performance in all
examined cases. All skewness- or kurtosis-based tests for normality generally perform well,
except that T̂M,2 lacks the power to detect the alternative distribution SNd(γ). The tests
T̂BC,i have the over-sized problem in all examined cases, and their size-adjusted power
in general is not satisfactory especially for the null distribution T2(5). The test T̂HJM
for the normality performs as good as Ŝ, except that its power to detect the alternative
distribution SNd(γ) is lower. Based on the aforementioned findings, it is reasonable to
recommend Ŝ for use due to its generality and desirable power performance.
4.2 Case 2: VAR models
We consider the DGP given by a VAR(3) model
Yt =M + A1Yt−1 + A2Yt−2 + A3Yt−3 + C
1/2ηt, (4.2)
where M , C1/2, and ηt are chosen as in model (4.1), and
A1 =
(
0.3 0.65
−0.2 −0.4
)
, A2 =
(−0.4 0.4
−0.6 0.4
)
, A3 =
(
0.5 0.1
0.1 0.5
)
for d = 2, and
A1 =

0.2 0.1 −0.2 0 0
0 −0.3 0.1 −0.1 0
0 0.05 0.15 0 0
−0.05 0 0.1 −0.2 0
0.05 −0.1 −0.1 0 0.3
 , A2 =

0.25 0.05 0.1 0 0
−0.2 0.1 0.1 0 0
0.1 0.1 −0.2 0 0
0 0 0 −0.1 0.1
0 0 0 0.2 0.3
 ,
A3 =

−0.3 0.05 0.1 0 0
−0.2 0.2 0.1 0 0
0.05 −0.1 0.2 0 0
0 0 0 −0.15 −0.1
0 0 0 0.05 0.2

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for d = 5. As in Case 1, the null distribution p0 is Nd(0, Id), Td(5), or SNd(γ). For the
VAR(3) model in (4.2), the skewness- or kurtosis-based tests considered in Case 1 are not
applicable any more. In this case, the tests T̂BC,i work when p0 is Nd(0, Id) or Td(5) for
d = 2, and the test T̂HJM works when p0 is Nd(0, Id) for d = 2 and 5.
Tables 3 and 4 report the size and power of all examined tests for d = 2 and d = 5,
respectively, where the size corresponds to the case of p = p0. In calculation of Ŝ, T̂BC,i,
and T̂HJM , the residuals of model (4.2) are computed by using the LSE to estimate the
unknown parameters. From Tables 3 and 4, our findings are similar as those in Case 1.
Table 3: Size and power (×100) of all tests in Case 2 for d = 2
p(x)
Nd(0, Id) Td(5) SNd(γ) STd(5, ξ)
p0(x) n Test 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
Nd(0, Id) 100 Ŝ 1.7 5.7 10.1 52.3 70.4 78.6 11.4 28.9 40.2 61.5 77.3 87.2
T̂BC,1 7.3 12.6 18.7 43.6 56.8 64.2 0 0.7 2.1 47.2 63.3 71.6
T̂BC,2 11.8 19.5 26.1 46.2 57.4 68.2 0 1.5 3.6 50.2 62.9 77.5
T̂BC,3 11.4 20.7 25.0 46.9 59.0 69.3 0 1.2 3.8 51.0 65.2 79.3
T̂HJM 0.5 4.1 11.3 55.0 64.7 72.5 3.9 12.5 20.5 58.3 71.8 84.9
500 Ŝ 0.6 4.4 9.5 99.9 100 100 91.2 97.4 98.6 100 100 100
T̂BC,1 8.5 13.2 19.0 85.2 90.4 98.4 0.2 2.4 10.5 100 100 100
T̂BC,2 13.5 22.2 28.5 86.0 93.1 99.0 0.6 4.1 15.7 100 100 100
T̂BC,3 11.7 19.4 26.1 88.2 93.8 99.3 1.8 8.0 17.5 100 100 100
T̂HJM 0.8 5.4 10.4 100 100 100 13.0 29.9 41.5 100 100 100
Td(5) 100 Ŝ 0.2 11.1 26.9 0.8 5.7 11.0 1.6 23.7 45.9 3.7 16.6 26.1
T̂BC,1 0 0.2 0.2 9.4 15.7 23.2 0.5 1.4 3.5 3.4 7.8 14.8
T̂BC,2 0 0.3 0.4 12.4 24.0 33.5 1.7 3.8 4.9 4.2 8.3 13.1
T̂BC,3 0 0.3 0.4 10.9 21.6 30.6 1.1 2.4 3.7 4.6 8.2 15.7
500 Ŝ 88.0 99.3 99.9 0.7 4.8 9.9 98.1 99.4 100 84.4 95.1 99.7
T̂BC,1 0 0 0.6 8.9 14.1 20.4 0.7 3.9 11.4 63.9 75.5 84.5
T̂BC,2 0 0.4 1.4 12.7 21.5 29.3 1.5 5.8 16.2 65.3 74.1 85.9
T̂BC,3 0 0.4 1.2 11.4 18.6 26.7 1.4 6.5 17.5 66.0 78.2 89.3
SNd(γ) 100 Ŝ 14.8 34.4 45.3 67.4 81.5 88.3 1.0 6.1 9.9 90.7 95.2 98.1
500 Ŝ 95.4 99.2 100 100 100 100 0.8 5.3 9.8 100 100 100
4.3 Case 3: CCC–GARCH models
We consider the DGP given by a CCC-GARCH(1, 1) model
Yt = C
1
2
t ηt, (4.3)
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Table 4: Size and power (×100) of all tests in Case 2 for d = 5
p(x)
Nd(0, Id) Td(5) SNd(γ) STd(ξ)
p0(x) n Test 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
Nd(0, Id) 100 Ŝ 1.1 4.8 9.6 89.4 96.7 99.1 12.1 29.7 42.1 98.4 100 100
T̂HJM 0.6 4.7 10.3 .0 95.2 98.3 3.7 11.8 18.9 97.7 99.7 100
500 Ŝ 1.3 5.2 10.7 100 100 100 98.5 99.6 100 100 100 100
T̂HJM 0.9 4.7 9.2 100 100 100 9.3 23.4 32.8 100 100 100
Td(5) 100 Ŝ 2.7 11.8 36.4 1.4 6.2 10.5 0 0.2 0.6 25.3 48.2 59.7
500 Ŝ 100 100 100 1.4 5.7 11.1 72.8 99.2 100 100 100 100
SNd(γ) 100 Ŝ 58.4 73.8 78.8 84.7 91.4 95.3 0.7 4.5 10.4 95.8 98.5 99.7
500 Ŝ 100 100 100 100 100 100 0.9 5.8 10.3 100 100 100
where ηt is chosen as in model (4.1), and Ct = diag{σ1,t, ..., σd,t} · R · diag{σ1,t, ..., σd,t}
with 
σ21,t
σ22,t
...
σ2d,t
 =W +B

Y 21,t−1
Y 22,t−1
...
Y 2d,t−1
+ Γ

σ21,t−1
σ22,t−1
...
σ2d,t−1
 .
Here, the parameter matrices R, W , B, and Γ are set to be
R =
(
1 0.5
0.5 1
)
, W =
(
0.1
0.1
)
, B =
(
0.3 0.1
0.1 0.2
)
, Γ =
(
0.2 0.01
0.1 0.3
)
for d = 2, and
R =

1 0.5 0.5 0.5 0.5
0.5 1 0.5 0.5 0.5
0.5 0.5 1 0.5 0.5
0.5 0.5 0.5 1 0.5
0.5 0.5 0.5 0.5 1
 , W =

0.1
0.1
0.1
0.1
0.1
 ,
B =

0.3 0.1 0.1 0.1 0.1
0.1 0.2 0.1 0.1 0.1
0.1 0.1 0.25 0.1 0.1
0.1 0.1 0.1 0.15 0.1
0.1 0.1 0.1 0.1 0.1
 , Γ =

0.2 0.01 0.01 0.1 0.01
0.1 0.3 0.01 0.01 0.01
0.01 0.1 0.1 0.01 0.1
0.1 0.1 0.1 0.15 0.01
0.01 0.01 0.01 0.1 0.2

for d = 5.
As in Cases 1 and 2, the null distribution p0 is Nd(0, Id), Td(5), or SNd(γ). For the
CCC-GARCH model in (4.3), the competitive tests can only be chosen as in Case 2.
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Tables 5 and 6 report the size and power of all examined tests for d = 2 and d = 5,
respectively, where the size corresponds to the case of p = p0. In calculation of Ŝ, T̂BC,i,
and T̂HJM , the residuals of model (4.3) are computed by using the QMLE to estimate
the unknown parameters. Clearly, our findings from Tables 5 and 6 are similar to those
in Case 1.
Table 5: Size and power (×100) of all tests in Case 3 for d = 2
p(x)
Nd(0, Id) Td(5) SNd(γ) STd(5, ξ)
p0(x) n Test 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
Nd(0, Id) 500 Ŝ 0.9 5.0 10.3 97.3 99.7 100 89.5 96.2 98.0 100 100 100
T̂BC,1 10.4 16.1 22.5 85.1 89.9 95.2 0 1.5 6.5 100 100 100
T̂BC,2 14.3 23.0 31.6 88.3 93.0 96.7 0.7 3.2 13.1 100 100 100
T̂BC,3 12.7 20.4 28.3 90.4 94.1 98.4 1.6 5.7 14.9 100 100 100
T̂HJM 0.8 4.7 9.7 87.7 91.4 96.2 9.2 23.7 33.5 100 100 100
Td(5) 500 Ŝ 92.4 99.5 99.8 0.7 5.5 10.9 97.5 99.2 100 100 100 100
T̂BC,1 0 0 0.6 8.9 13.2 18.5 0.6 3.4 10.1 100 100 100
T̂BC,2 0.2 0.2 1.4 11.4 17.9 25.7 1.3 5.2 14.4 100 100 100
T̂BC,3 0.2 0.3 1.7 9.6 17.1 24.9 1.3 5.8 15.7 100 100 100
SNd(γ) 500 Ŝ 93.5 97.4 99.4 100 100 100 1.2 5.5 10.6 100 100 100
Table 6: Size and power (×100) of all tests in Case 3 for d = 5
p(x)
Nd(0, Id) Td(5) SNd(γ) STd(5, ξ)
p0(x) n Test 1% 5% 10% 1% 5% 10% 1% 5% 10% 1% 5% 10%
Nd(0, Id) 500 Ŝ 1.3 5.6 11.2 100 100 100 96.8 98.3 99.7 100 100 100
T̂HJM 0.7 4.6 9.5 100 100 100 8.5 22.8 30.6 100 100 100
Td(5) 500 Ŝ 100 100 100 1.2 5.1 10.4 68.7 98.4 100 100 100 100
SNd(γ) 500 Ŝ 100 100 100 100 100 100 1.3 4.8 10.5 100 100 100
4.4 Sensitivity analysis
In our previous simulation studies, we take n0 = n and σ as in (3.4) to compute our
KSD-based test Ŝ. In this subsection, we implement the sensitivity analysis on the choice
of n0 or σ for Ŝ, based on the DGP in (4.1) with p being Nd(0, Id) and p0 being Nd(0, Id)
(for the size study) or Td(5) (for the power study).
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First, we consider the cases that n0 is taken with the subsample ratio n0/n = 0.8, 0.9,
0.95, and 1, while the value of σ is chosen as in (3.4). Fig 1 plots the size and power of
Ŝ across the subsample ratio n0/n. From this figure, we can find that (1) Ŝ always has a
good size performance; (2) when n = 100, the power of Ŝ increases as the value of n0/n
(or n0) increases, and when n = 500, the power of Ŝ reaches one in all examined cases.
Therefore, as expected, we should recommend to use n0 = n for Ŝ, although this choice
of n0 is inconsistent to our theoretical setting.
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Figure 1: The size and power of Ŝ across the subsample ratio n0/n for n = 100 (solid line)
and n = 500 (dotted line), where the significance level is 1% (circle points), 5% (diamond
points), and 10% (square points). Top panels: d = 2; Bottom panels: d = 5.
Second, we consider the cases that σ is set to be 0.5, 0.7, ..., 3.1, while the value of n0
is taken as n. Fig 2 plots the size and power of Ŝ across σ. From this figure, we can find
that the size of Ŝ is always accurate for each examined σ, and the power of Ŝ for σ ≥ 1.1
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has only a marginal difference from that for the choice of σ in (3.4). These findings imply
that Ŝ tends to have a stable size and power performance over the choice of σ.
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Figure 2: The size and power of Ŝ across the kernel parameter σ for n = 100 (solid line)
and n = 500 (dotted line), where the significance level is 1% (circle points), 5% (diamond
points), and 10% (square points). Top panels: d = 2; Bottom panels: d = 5.
5 Application
In this section, we revisit a real example in Tsay (2005). This example considered a
three-dimensional financial time series, which consists of the daily log returns (in percent-
age) of the S&P 500 index, the stock price of Cisco Systems, and the stock price of Intel
Corporation from January 2, 1991 to December 31, 1999, with 2275 observations in total.
We denote this multivariate time series by Yt = (Y1t, Y2t, Y3t)
⊤, and plot each entry of Yt
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in Fig 3. Following Tsay (2005), Yt is fitted by a VAR(3)–CCC–GARCH(1, 1) model
Yt =M + A1Yt−1 + A2Yt−2 + A3Yt−3 + εt,
εt = C
1/2
t ηt,
Ct = diag{σ1,t, σ2,t, σ3,t} · R · diag{σ1,t, σ2,t, σ3,t}
(5.1)
with σ21,tσ22,t
σ23,t
 =W +B
ε21,t−1ε22,t−1
ε23,t−1
+ Γ
σ21,t−1σ22,t−1
σ23,t−1
 .
For model (5.1), after dropping the insignificant parameters, we follow Tsay (2005) to first
estimate the VAR(3) model by using the LSE, and then estimate the CCC–GARCH(1,
1) model by using the QMLE, where the resulting estimators are given by
M̂ =
0.0710.275
0.164
 , Â1 =
 0 0 00 0 0
−0.236 0 0.053
 ,
Â2 =
 0 0 00.282 −0.122 0
0 0 0
 , Â3 =
−0.054 0 00 0 0
0 0 0
 ,
R̂ =
 1 0.518 0.4890.518 1 0.478
0.489 0.478 1
 , Ŵ =
0.0040.170
0.053
 ,
B̂ =
0.044 0 00 0.058 0.001
0.013 0 0.017
 , Γ̂ =
0.942 0 0.0010 0.921 0
0.001 0 0.978
 .
Next, we use our KSD-based test Ŝ to check the distribution of ηt. The null distribution
p0(x) of interest is N3(0, I3), T3(ν), or SN3(γ), where the degrees of freedom ν is νMLE,
6, 7, 8, or 9, and the skewness vector γ is γMLE. Here, νMLE = 7.724 is the maximum
likelihood estimator (MLE) of ν based on ηt ∼ T3(ν), and γMLE = (−0.181,−0.023, 0)
is the MLE of γ based on ηt ∼ SN3(γ). To calculate Ŝ, we choose n0 = n and use the
Gaussian kernel k in (2.8) with σ taken as in (3.4). The p-value of Ŝ is computed based
on the parametric bootstrap in Subsection 3.3 with m = 1000.
Table 7 reports the p-values of Ŝ for all chosen null distributions p0(x). From this table,
we can find that Ŝ gives the strong evidence to reject the null distributions N3(0, I3) and
SN3(γMLE), and on the contrary, it can not reject the null distributions T3(νMLE), T3(7),
T3(8), and T3(9) at the significant level 5%. Since Ŝ has the largest p-value for the null
distribution T3(8), it is reasonable to conclude that ηt in model (5.1) follows T3(8).
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Figure 3: The daily log returns (in percentage) of S&P 500 index, Cisco Systems, and
Intel Corporation.
Table 7: The p-values of Ŝ for different null distributions p0(x)
p0(x) N3(0, I3) T3(νMLE) T3(6) T3(7) T3(8) T3(9) SN3(γMLE)
p-value 0.000 0.148 0.025 0.067 0.152 0.062 0.000
6 Concluding remarks
This paper constructed a new KSD-based test to detect the error distribution in mul-
tivariate time series models with general specifications. The KSD-based test is easy-to-
implement as long as the (Stein) score function of the null distribution has an explicit
form. Hence, it allows the null distribution of interest to be not only multivariate nor-
mal, but also multivariate tν , skew-normal, and many others. Since most of the existing
tests only deal with the multivariate normal null distribution, the KSD-based test can
largely broaden the testing scope for practitioners. This progress driven by the KSD-
based test is important in view of the fact that the non-normal distributed errors are
often recommended in various economic and financial applications.
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Furthermore, our extensive simulation studies found that the KSD-based test not only
shows its generality advantage to deal with multivariate non-normal null distributions,
but also exhibits the comparative power with the existing tests to handle the multivariate
normal null distribution. Finally, we studied a 3-dimensional financial time series by a
VAR(3)–CCC–GARCH(1, 1) model, and the results of KSD-based test indicated that the
error of this model follows a 3-dimensional multivariate t8 distribution.
Appendices
A.1 The expansion of Ŝ
To facilitate our proofs, we need a useful expansion of Ŝ. First, we give some notation
to present this expansion. Denote ζn = θ̂n − θ0 and
ς
(1)
i =
(
ηi,∇θgi(θ0)
) ∈ Rd×1 × Rd×q,
ς
(2)
i =
(
ηi,∇θgi(θ0),∇θvec(∇θgi(θ0)
) ∈ Rd×1 × Rd×q × Rqd×q,
Gij(θ) = (gi(θ)
⊤, gj(θ)⊤)⊤ ∈ R2d×1,
ηij = (η
⊤
i , η
⊤
j )
⊤ ∈ R2d×1, η̂ij = (η̂⊤i , η̂⊤j )⊤ ∈ R2d×1,
Wij = W (ηij) ∈ R2d×1, Hij = H(ηij) ∈ R2d×2d,
where
W (x, x′) =
(∇xu(x, x′)⊤,∇x′u(x, x′)⊤)⊤ ∈ R2d×1, (A.1)
H(x, x′) =
(∇x,xu(x, x′) ∇x,x′u(x, x′)
∇x,x′u(x, x′) ∇x′,x′u(x, x′)
)
∈ R2d×2d. (A.2)
Second, we define three U-statistics S(a) (for a = 0, 1, 2) as follows:
S
(a) =
2
n0(n0 − 1)
∑
n−n0+1≤i<j≤n
h(a)(ς
(a)
i , ς
(a)
j ), (A.3)
where
h(0)(ς
(0)
i , ς
(0)
j ) = u(ηi, ηj), h
(1)(ς
(1)
i , ς
(1)
j ) =
(∇θGij(θ0)⊤)Wij ∈ Rq×1,
and h(2)(ς
(2)
i , ς
(2)
j ) =
(
brs
)
q×q ∈ Rq×q
with brs =
(∇θrGij(θ0)⊤)Hij(∇θsGij(θ0)).
With these notation, by Taylor’s expansion we have
u(η̂i, η̂j) = u(ηi, ηj) + (η̂ij − ηij)⊤Wij + 1
2
(η̂ij − ηij)⊤Hij(η̂ij − ηij) +R(1)ij , (A.4)
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where H†ij = H(η
†
ij), η
†
ij lies between ηij and η̂ij , and
R
(1)
ij =
1
2
(η̂ij − ηij)⊤(H†ij −Hij)(η̂ij − ηij).
Furthermore, by Taylor’s expansion again we have
η̂ij − ηij = R¯(2)ij +
(∇θGij(θ†))ζn = R¯(2)ij + R¯(3)ij + (∇θGij(θ0))ζn, (A.5)
where θ† lies between θ0 and θ̂n, and
R¯
(2)
ij = (R̂i(θ̂n)
⊤, R̂j(θ̂n)⊤)⊤, R¯
(3)
ij =
(∇θGij(θ†)−∇θGij(θ0))ζn.
By (2.7) and (A.4)–(A.5), it follows that
Ŝ = S(0) + ζ⊤n S
(1) +
1
2
ζ⊤n S
(2)ζn + R̂, (A.6)
where the U-statistics S(a) (for a = 0, 1, 2) are defined in (A.3), and the remainder term
R̂ is defined by
R̂ =
2
n0(n0 − 1)
∑
n−n0+1≤i<j≤n
Rij (A.7)
with Rij = R
(1)
ij +R
(2)
ij and
R
(2)
ij = (R¯
(2)
ij + R¯
(3)
ij )
⊤Wij +
[1
2
(R¯
(2)
ij + R¯
(3)
ij )
⊤ + ζ⊤n
(∇θGij(θ0)⊤)]Hij(R¯(2)ij + R¯(3)ij ).
From the expansion (A.6), it is clear that the estimation effect has an impact on the
limiting distribution of Ŝ through the linear term ζ⊤n S
(1), the quadratic term ζ⊤n S
(2)ζn, and
the remainder term R̂, and that the effect of unobserved initial values is involved in the
remainder term R̂ via R¯
(2)
ij .
A.2 Proofs of Theorems 3.1–3.2
To prove Theorems 3.1–3.2, we need two technical lemmas to handle the effects of
estimation uncertainty and unobserved initial values.
LEMMA A.1. Suppose Assumptions 3.1, 3.3–3.4, 3.6 and 3.7(ii) hold. Then,
(i) n0ζ
⊤
n S
(1) = op(1), provided that ε > 1/2;
(ii) n0ζ
⊤
n S
(2)ζn = op(1), provided that ε > 0.
LEMMA A.2. Suppose Assumptions 3.1–3.7 hold. Then,
n0R̂ = op(1), provided that ε > 0,
where R̂ is defined in (A.7).
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Proof of Lemma A.1. By Assumptions 3.1, 3.3, 3.6 and 3.7(ii) and the law of large
numbers for U-statistics, it is not hard to see that S(1) = Op(1) and S
(2) = Op(1). Since√
nζn = Op(1) by Assumption 3.4, it follows that n0ζ
⊤
n S
(1) = Op(n0/
√
n) = Op(1/n
ε−1/2)
and n0ζ
⊤
n S
(2)ζn = Op(n0/n) = Op(1/n
ε). Hence, the conclusions hold.
Proof of Lemma A.2. For simplicity, we only show that
2
n0 − 1
∑
n−n0+1≤i<j≤n
R
(1)
ij = op(1), (A.8)
since the proof for R
(2)
ij is similar and even simpler. By (A.5), we can rewrite R
(1)
ij as
R
(1)
ij =
1
2
[R¯
(2)
ij ]
⊤(H†ij −Hij)R¯(2)ij +
1
2
[R¯
(3)
ij ]
⊤(H†ij −Hij)R¯(3)ij
+
1
2
ζTn (H
†
ij −Hij)ζn + [R¯(2)ij ]⊤(H†ij −Hij)R¯(3)ij
+ [R¯
(2)
ij ]
⊤(H†ij −Hij)
(∇θGij(θ0))ζn + [R¯(3)ij ]⊤(H†ij −Hij)(∇θGij(θ0))ζn
=: r
(1)
1,ij + r
(1)
2,ij + r
(1)
3,ij + r
(1)
4,ij + r
(1)
5,ij + r
(1)
6,ij .
Then, it follows that 2(n0 − 1)−1
∑
n−n0+1≤i<j≤nR
(1)
ij =
∑6
a=1∆
(1)
a , where
∆(1)a =
2
n0 − 1
∑
n−n0+1≤i<j≤n
r
(1)
a,ij .
Let K > 0 be a generic constant whose value may change from place to place. Next,
we show that ∆
(1)
1 = op(1). To facilitate it, we claim∥∥∥H†ij −Hij∥∥∥ ≤ K (∥∥∥R¯(2)ij ∥∥∥+ ‖ηij‖+ 1)2 + op(1), (A.9)
where op(1) holds uniformly in i, j. With loss of generality, we prove (A.9) for∇x,xu(ηˆ†i , ηˆ†j)−
∇x,xu(ηi, ηj), the first block entry of H†ij −Hij. Denote u(x, x′) := u1(x, x′) + u2(x, x′) +
u3(x, x
′) + u4(x, x′), where u1(x, x′) = sp0(x)
⊤k(x, x′)sp0(x
′), u2(x, x′) = sp0(x)
⊤kx′(x, x′),
u3(x, x
′) = kx(x, x′)⊤sp0(x
′), and u4(x, x′) = trace
(
kxx′(x, x
′)
)
. Below, we first prove∥∥∥∇x,xu1(η̂†i , η̂†j)−∇x,xu1(ηi, ηj)∥∥∥ ≤ K (∥∥∥R¯(2)ij ∥∥∥+ ‖ηij‖+ 1)2 + op(1). (A.10)
Rewrite
∇x,xu1(x, x′) = ∇x,x[sp0(x)⊤k(x, x′)sp0(x′)] =
∑
1≤r,s≤d
∇x,x[s(r)p0 (x)k(x, x′)s(s)p0 (x′)]
=
∑
1≤r,s≤d
(
∇x,x[s(r)p0 (x)]k(x, x′)s(s)p0 (x′) +∇x,x[k(x, x′)]s(r)p0 (x)s(s)p0 (x′)
+ [∇xk(x, x′)][∇xs(r)p0 (x)]⊤s(s)p0 (x′) + [∇xs(r)p0 (x)][∇xk(x, x′)]⊤s(s)p0 (x′)
)
=:
∑
1≤r,s≤d
(
T
(r,s)
1 (x, x
′) + T (r,s)2 (x, x
′) + T (r,s)3 (x, x
′) + T (r,s)4 (x, x
′)
)
.
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Note that
‖η̂†t − ηt‖ ≤ ‖R̂t(θ̂n)‖+ ‖θ̂n − θ0‖ sup
θ
‖∇θgt(θ)‖
= ‖R̂t(θ̂n)‖+ op(1), (A.11)
‖f(x)‖ < K(‖x‖+ 1) for f = sp0(x),∇xsp0(x),∇x,xsp0(x), (A.12)
where op(1) in (A.11) holds uniformly in t due to the fact that
√
n‖θ̂n − θ0‖ = Op(1) and
n−1/2max1≤t≤n supθ ‖∇θgt(θ)‖ = op(1) by Assumptions 3.3(i) and 3.4, and (A.12) holds
by Assumption 3.6. Therefore, by (A.11)–(A.12) and Assumption 3.7, the adding and
subtracting arguments give us∥∥∥T (r,s)1 (η̂†i , η̂†j)− T (r,s)1 (ηi, ηj)∥∥∥
=
∥∥∥∇x,x[s(r)p0 (η̂†i )]k(η̂†i , η̂†j)s(s)p0 (η̂†j)−∇x,x[s(r)p0 (ηi)]k(ηi, ηj)s(s)p0 (ηj)∥∥∥
≤K
(∥∥∥R¯(2)ij ∥∥∥+ ‖ηij‖+ 1)2 + op(1).
Similarly, the same result holds for ‖T (r,s)b (η̂†i , η̂†j) − T (r,s)b (ηi, ηj)‖ with b = 2, 3, 4. Hence,
the result (A.10) holds, and then we can show the same result for ub(·, ·) with b = 2, 3, 4.
Therefore, it entails that the result (A.9) holds.
Note that E ‖ηij‖4 ≤ K(E ‖ηi‖4 + E ‖ηj‖4) < ∞ by Assumption 3.2, E‖R¯(2)ij ‖4 ≤
K(E‖R¯(2)i ‖4 + E{R¯(2)j ‖4), and
lim
n→∞
∑
n−n0+1≤i≤n
E‖R¯(2)ij ‖4 = 0 for all j
by Assumption 3.5. Hence, by (A.9) and Ho¨lder’s inequality, we can show
E|∆(1)1 | ≤
1
n0 − 1
∑
n−n0+1≤i<j≤n
E
[∥∥∥R¯(2)ij ∥∥∥2 (∥∥∥R¯(2)ij ∥∥∥+ ‖ηij‖+ 1)2] = o(1), (A.13)
implying that ∆
(1)
1 = op(1).
Furthermore, by Taylor’s expansion, Assumptions 3.3–3.4, and a similar argument as
for (A.11), it is straightforward to see∥∥∥R¯(3)ij ∥∥∥ ≤ ∥∥∇θGij(θ†)−∇θGij(θ0)∥∥× ∥∥∥θ̂n − θ0∥∥∥
≤
[
2 max
1≤t≤n
sup
θ
‖∇θ,θgt(θ)‖
]
×
∥∥∥θ̂n − θ0∥∥∥2 = op( 1√
n
)
,
(A.14)
where op(1) holds uniformly in i, j. By (A.14) and the similar arguments as for (A.13),
we can show that ∆
(1)
a = op(1) for 2 ≤ a ≤ 6. Therefore, it follows that the result (A.8)
holds. This completes the proof.
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Proof of Theorem 3.1. By (A.6) and Lemmas A.1–A.2, n0Ŝ = n0S
(0) + op(1), and the
result follows by Theorem 4.1(2) in Liu et al. (2016). This completes the proof.
Proof of Theorem 3.2. By (A.6) and Lemmas A.1(ii) and A.2,
√
n0Ŝ =
√
n0
(
Ŝ− S(p, p0)
)
+
√
nζ⊤n
√
n0
n
S
(1) +
√
n0S(p, p0) + op(1). (A.15)
Now, the conclusion holds since
√
n0
(
Ŝ − S(p, p0)
)
= Op(1) by Theorem 4.1(1) in Liu et
al. (2016),
√
nζn = Op(1), S
(1) = Op(1), and S(p, p0) > 0 under H1. This completes the
proof.
A.3 Tests used in simulation studies
1. Mardia’s tests. Consider the null hypothesis that
H0 : Yt ∼i.i.d. multivariate normal Nd(µ,Σ). (A.16)
Mardia (1974) detected H0 in (A.16) by proposing the following two test statistics:
T̂M,1 =
1
n2
n∑
i=1
n∑
j=1
m3ij and T̂M,2 =
1
n
n∑
i=1
m2ii,
where mij = (Yi − Y¯ )⊤S−1Y (Yj − Y¯ ), and Y¯ and SY are the sample mean and variance of
{Yt}nt=1, respectively. The tests T̂1,M and T̂2,M make use of the multivariate extensions of
skewness and kurtosis measures in Mardia (1970), and they have the following limiting
null distributions
(n/6)T̂M,1
d−→ χ2d(d+1)(d+2)/6 and T̂M,2 d−→ N(d(d+ 2), 8d(d+ 2)/n).
2. Doornik–Hansen test. Let s = m3/m
3/2
2 and k = m4/m
2
2 be the original sample
skewness and kurtosis, where mj =
1
n
∑n
i=1(Yi− Y¯ )j. Next, transform s and k into z1 and
z2, respectively, where
z1 = δ log(y +
√
y2 − 1) and z2 =
√
9α
( 1
9α
− 1 + 3
√
χ
2α
)
.
Here,
y = s
√
(ω2 − 1)(n+ 1)(n+ 3)
12(n− 2) and δ =
1√
log(ω2)
with
ω2 = −1 +
√
2(β − 1) and β = 3(n
2 + 27n− 70)(n+ 1)(n+ 3)
(n− 2)(n+ 5)(n+ 7)(n+ 9) ;
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α = a+ c · s2 and χ = 2l(k − 1− s2) with
a =
(n− 2)(n+ 5)(n+ 7)(n2 + 27n− 70)
6(n− 3)(n+ 1)(n2 + 15n− 4) ,
c =
(n− 7)(n+ 5)(n+ 7)(n2 + 2n− 5)
6(n− 3)(n+ 1)(n2 + 15n− 4) ,
l =
(n+ 5)(n+ 7)(n3 + 37n2 + 11n− 313)
12(n− 3)(n+ 1)(n2 + 15n− 4) .
Based on z1 and z2, Doornik and Hansen (2008) proposed the test statistic T̂DH := z
2
1+z
2
2
to detect H0 in (A.16), where the limiting null distribution of T̂DH is χ
2
2.
3. Henze–Zirkler test. To detect H0 in (A.16), Henze and Zirkler (1990) proposed
a test statistic given by
T̂HZ :=
1
n
n∑
i=1
n∑
j=1
e−
β2
2
Dij − 2(1 + β2)− d2
n∑
i=1
e
− β2
2(1+β2)
Di + n(1 + 2β2)−
d
2 ,
where β = 1√
2
[n(2d+1)
4
] 1
d+4 , Dij = (Yi − Yj)⊤S−1Y (Yi − Yj) is the squared Mahalanobis
distance between Yi and Yj, and Di = (Yi− Y¯ )⊤S−1Y (Yi− Y¯ ) is the squared distance of Yi
to the centroid.
Under H0 in (A.16), the limiting null distribution of T̂HZ is log-normal with mean
µHZ and variance σ
2
HZ , where
µHZ = 1− (1 + 2β2)−d/2
(
1 +
dβ2
1 + 2β2
+
d(d+ 2)β4
2(1 + 2β2)2
)
,
σ2HZ = 2(1 + 4β
2)−d/2 + 2(1 + 2β2)−d
(
1 +
2dβ4
(1 + 2β2)2
+
3d(d+ 2)β8
4(1 + 2β2)4
)
− 4ω−d/2β
(
1 +
3dβ4
2ωβ
+
d(d+ 2)β8
2ω2β
)
with ωβ = (1+ β
2)(1 + 3β2). Note that Henze and Zirkler (1990) suggested that this test
is proper for sample size n ≥ 20.
4. Bai–Chen test. For model (1.1), Bai and Chen (2008) tested the multivariate
normal and tν distributions for ηt by using the martingale transformation. Their testing
method requires the explicit formula of P0(Yit|Y1t,...,Yi−1,t) for i = 1, ..., d, where P0 is the
c.d.f. of ηt under H0 in (1.2). However, it is difficult to derive the explicit formula of
P0(Yit|Y1t,...,Yi−1,t) for d > 2, even when P0 is the c.d.f. of multivariate normal or tν . Below,
we only consider the case of d = 2 as in Bai and Chen (2008).
Partition
M(It−1; θ) =
[
µ1(It−1; θ)
µ2(It−1; θ)
]
and C(It−1; θ) =
[
σ21(It−1; θ) σ12(It−1; θ)
σ21(It−1; θ) σ22(It−1; θ)
]
.
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Denote µ̂it = µi(Ît−1; θ̂n), σ̂it = σi(Ît−1; θ̂n), and σ̂ij,t = σij(Ît−1; θ̂n). Define
T̂BC,1 = max
{
sup
r
|ŴJ,1(r)|, sup
r
|ŴJ,2(r)|
}
,
T̂BC,2 = sup
r
|ŴJ,1(r)|+ sup
r
|ŴJ,2(r)|,
T̂BC,3 = sup
r
|ŴJ,3(r)|,
where
ŴJ,k(r) = Ĵn,k(r)−
∫ r
0
[
g˙k(s)
⊤C−1k (s)
∫ 1
s
g˙k(τ)dĴn,k(τ)
]
ds, k = 1, 2, 3,
with Ck(s) =
∫ 1
s
g˙k(r)g˙
⊤
k (r)dr, g˙k(r) is the first derivative of gk(r), and
Ĵn,k(r) =
1√
n
n∑
t=1
[I(Ûkt ≤ r)− r] for k = 1, 2, Ĵn,3(r) = 1√
2
[
Ĵn,1(r) + Ĵn,2(r)
]
.
The choices of Ûkt and gk(r) are given as follows:
• For testing bivariate normal distribution, we take
Û1t = Φ
(
Y1t − µ̂1t
σ̂1t
)
, Û2t = Φ
(
Y2t − µ̂2|1,t
σ̂2|1,t
)
,
gk(r) = (r, φ(Φ
−1(r)), φ(Φ−1(r))Φ−1(r))⊤ for k = 1, 2, 3,
where µ̂2|1,t = µ̂2t + σ̂21,tσ̂
−2
1t (Y1t − µ̂1t) and σ̂22|1,t = σ̂22t − σ̂212,tσ̂−21t .
• For testing bivariate tν distribution, we take
Û1t = Qν
(
Y1t − µ̂1t√
a1ν σ̂1t
)
, Û2t = Qν+1
(
Y2t − µ̂2|1,t√
a2ν σ̂2|1,t
)
,
g1(r) = (r, qν(Q
−1
ν (r)), qν(Q
−1
ν (r))Q
−1
ν (r))
⊤,
g2(r) = (r, qν+1(Q
−1
ν+1(r)), qν+1(Q
−1
ν+1(r))Q
−1
ν+1(r))
⊤,
g3(r) = (r, qν(Q
−1
ν (r)), qν(Q
−1
ν (r))Q
−1
ν (r), qν+1(Q
−1
ν+1(r)), qν+1(Q
−1
ν+1(r))Q
−1
ν+1(r))
⊤,
where Qν(x) (or qν(x)) is the c.d.f. (or p.d.f.) of standardized univariate tν distri-
bution, and
a1ν =
ν − 2
ν
, a2ν =
ν − 2 + (Y1t − µ̂1t)2σ̂−21t
ν + 1
.
Note that T̂BC,i, i = 1, 2, 3, can be computed by using a similar numerical method as in
Appendix B of Bai (2003). Under H0 in (1.2), the limiting distributions of T̂BC,i can be
found in Corollary 3.2 of Bai and Chen (2008). Let cvBC,i = (cvi,0.01, cvi,0.05, cvi,0.1) be
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a vector containing the critical values of T̂BC,i at levels 1%, 5% and 10%. By direction
simulations, we have that cvBC,1 = (2.211, 2.469, 2.993), cvBC,2 = (3.443, 3.792, 4.504),
and cvBC,3 = (2.782, 2.214, 1.940).
5. Henze–Jime´nez-Gamero–Meintanis test. When p0 in (1.2) is multivariate
normal, Henze et al. (2019) made use of the identity (1.3) to propose a test statistic given
by
T̂HJM =
√
n
(
pi
γ0
)d/2(
1
n2
n∑
j,k=1
exp
(‖η̂j‖2−‖η̂k‖2
4γ0
)
cos
(
η̂⊤j η̂k
2γ0
)
− 1
)
,
where γ0 > 0 is a fixed constant. As the simulation studies in Henze et al. (2019), we take
γ0 = 1.5 and use a similar parametric bootstrap as ours in Subsection 3.3 to compute the
critical values of T̂HJM .
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