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1. INTRODUCTION 
In this paper we will explore some remarkable connections between two 
apparently unrelated branches of mathematics and/or theoretical com- 
puter science, Coxeter groups, and nonuniform complexity theory. 
Coxeter groups originally arose as groups of symmetries of geometrical 
objects. H. S. M. Coxeter [18, 191 described all irreducible finite groups 
generated by reflections and gave a presentation of such groups. This was 
the starting point of the theory of abstract Coxeter groups. Twenty-five 
years later the Bourbaki group described Coxeter groups in terms of the 
exchange property [12]. Coxeter groups are important in the theories of 
regular polytopes, buildings, classical groups. 
Coxeter complexes are associated with Coxeter groups. The theory of 
Coxeter complexes was mainly developed by J. Tits [33, 121. The character- 
ization of Coxeter groups by the exchange property was the starting point 
of A. Bjijrner [7] to relate Coxeter groups to matroids and greedoids. 
Matroids are in their origin generalizations of facts of linear algebra as 
linear dependence, basis, linear hull. In fact matroids are now one of the 
basic structures of combinatorics, a concept which unifies aspects of 
optimization, matchings, finite geometries, graphs, see [25]. Greedoids are 
generalizations of matroids as well as of abstract convexity structures. In 
another way matroids and greedoids appear in connection with Coxeter 
groups in the work of I. M. Gelfand, R. M. Gore&y, R. D. MacPherson, 
and V. V. Serganova [21], where they are special cases of so called 
flag-matroids. 
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The study of the Bruhat order of a Coxeter group and the notion of 
shellability gave further inside into the structure of Coxeter complexes 
(see [7]). Any Coxeter complex of a finite Coxeter group is homoeomor- 
phic with a sphere. 
One of the main goals of complexity theory is to bound the complexity 
of a given problem from below. Once accepted this goal one asks not for 
ad hoc methods but for criteria which imply lower bounds. We would like 
to find out (algebraic) invariants of computational problems which inherit 
information on the complexity of the given problem. 
There are some results in this direction. In 1985, A. A. Razborow in a 
real breakthrough proved that the monotone circuit size of some boolean 
functions is at least superpolynomial [28]. The main technique is the 
construction of a nonstandard lattice of boolean functions which approxi- 
mates the lattice build by the ordinary join and meet. ’ 
R. Smolensky proved that constant depth unbounded fanin circuits over 
the basis { V , A , mod,] have to have exponential size to compute mod,, 
where p and 4 are different primes, see [30]. 
In an independent paper A. A. Razborow [29] proved that the majority 
function has at least exponential size in the same circuit model over the 
basis ( A, mod,]. In these cases it was shown that such circuits compute 
low degree polynomials and that the functions under consideration can 
not be approximated by such polynomials over finite fields. 
D. Barrington (see [3-51) shed light on the connection between the 
“complexity” of groups and that of bounded-width branching programs. In 
the language of D. Barrington and D. ThCrien it was shown that programs 
of polynomial length over nonsolvable groups are as powerful as NC’ 
circuits. It was conjectured that solvable groups are not powerful enough 
and this fact was proved for nilpotent groups. 
A last example is the paper of J. Kahn, M. Saks, and D. Sturtevant [23]. 
They showed that any nontrivial monotone graph property on graphs with 
prime power order is evasive, i.e., has maximal possible depth. 
All these considerations are made for nonuniform complexity measures. 
An idea behind that is to restrict a boolean function f: 2” - 2 to a set & 
and to consider f J&. In our considerations & will be a Coxeter group. 
We will concentrate on decision graphs and the structures related to this 
computational model. An information system (see [13]) is a finite set of 
objects together with a set of attributes which describe properties of the 
objects. This structure is the unifying concept for computations with 
decision graphs or as they are called nowadays with branching programs 
(see [13-161). 
For any Coxeter group W we define a faithful information system with 
object set W. If f: W + 2 is a mapping, then there is a decision graph 
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computing f. How difficult are such functions? The standard counting 
techniques show that almost all such functions are exponential in the 
cardinality of the set of reflections of W. In other words, if the maximal 
faces of a Coxeter complex are colored with two colors 0, 1 and we have to 
describe the set of all maximal faces of color 0, then this is in almost all 
cases a hard question. 
The condition complex Cond Z of an information system Z is defined. If 
T is the set of reflections of W, then Cond Z is a triangulation of a 
(#T - l)-dimensional sphere and the Coxeter complex of W is embedded 
into Cond I. Any function f: W -+ 2 can in this way be considered as the 
restriction of a language recognition problem. The complexity of f is a 
lower bound for the complexity of an arbitrary extension of f. This gives 
an algebraic frame for problems in nonuniform complexity theory. It is a 
generalization since the case of the abelian Coxeter group S; yields 
exactly boolean functions f: 2” + 2 and it is a specialization since g: 
W + 2 may be considered as a subfunction of h: 2T + 2. 
Symmetric and monotone functions are defined on W and it is shown 
that functions on irreducible finite Coxeter groups of type A,, B,, 0, are 
in fact functions on graphs, bipartite graphs, and directed graphs, respec- 
tively. This can give further insight into algorithmic questions concerning 
permutation graphs. 
All the considerations are made to have a better understanding of what 
problems have natural deciding procedures. Coxeter groups have this 
feature. This corresponds to the relation between Coxeter groups and 
certain greedoids (see [9]>, a fact that relies on the possible definition of 
these structures by exchange properties. 
In the last section we summarize some techniques which work not only 
for boolean functions, but for functions on Coxeter groups. These are the 
usual counting argument that shows that almost all functions on Coxeter 
groups are hard to compute, the Cut-and-Paste technique for one-time-only 
programs. Furthermore, we see that decision graphs for the symmetric 
group are related to sorting by comparison and that in this way the 
maximal depth of a function on S, is at most O(n * log, n). 
The Sections 2, 3, and 4 are devoted to the basic facts on Coxeter 
groups and Coxeter complexes. In Section 5 we introduce two information 
systems and the appropriate classification problems for Coxeter groups. 
Section 6 proves some relations between the introduced information 
systems. In Section 7 symmetric functions are defined and universal 
decision graphs for them are given. Colorings of Coxeter complexes and 
monotone functions on Coxeter groups are studied in 8. Relations be- 
tween irreducible Coxeter groups of type A,, B,, and 0, and graphs, 
bipartite graphs, and directed graphs, respectively, are shown. Especially 
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we show how sorting by comparison is related to decision graphs on the 
symmetric group. Finally we prove some facts on the complexity of 
functions on Coxeter groups. 
Ref. [l] is used as standard reference for combinatorics and we refer to 
[32] for the connections between algebra and combinatorics. For further 
informations on the connections between finite posets and complexity 
theory see [17]. 
2. COXETER GROUPS 
2.1. Definitions 
2.1.1. Let W be a finite group and S a set of generators of order 
2. (W, S> is said to be a Coxeter system if the following condition is 
fulfilled: 
If s, s’ E S and m(s, s’) is the order of SS’ in W, then 
( s E s; (SSy(sys’) = 1) 
is a presentation of W. In this case W is called a Coxeter group. 
This might be written in the following way: Let G be a group and f: 
S + G a mapping with (f(s)f(s’)) m(s* “) = 1. Then there is a homomor- 
phic extension g of f from W to G. From now on let W be a Coxeter 
group and S a set of generators. 
2.1.2. The length of an element w E W is defined as the smallest 
natural number r such that w is the product of r elements of S. This 
length will be denoted by l(w). Every sequence s = (si, s2,. . . , sJ with 
w = SlSl... s, and r = I(w) is called a reduced representation of W. 
2.2. The Exchange Property 
Let w E W, s E S and l(w) i Z(W). Then for every reduced represen- 
tation s = (si, s2,. . . , sr> of w holds: There is an j, 1 I j I r, such that 
SSl.. . sj-l = Sl.. . sj. 
2.2.1. PROPOSITION. Let s E S, w E W and let s = (sl,. . . , s,) be a 
reduced representation of w. Then either 
1. l(sw) = l(w) + 1 and (s, sl,. . . , s,> is a reduced representation of 
w or 
2. Ksw) = I(w) - 1 and there i.~ an j, 1 I j I r, such that 
(sl,...,sj-l,sj+l,...,s~) 
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are reduced representations of SW and w, respectively. 
2.2.2. We assume now that (IV, S) is a group W together with a 
set of quadratic generators S. In this situation one can ask if the exchange 
property for (W, S> is fulfilled. 
2.2.3, THEOREM. (W, S) is a Coxeter system if and only if (W, S) jklfills 
the exchange property. 
2.3. First Properties 
2.3.1. Let (W, S) be a Coxeter system and P, := {wll(sw> 2 l(w)). 
Then 
1. The intersection over all P, consists of the unit of W only, 
2. For all s E S is (P,, sP,) a partition of W. 
3. For all s, s’ E S and all w E W holds: If w E P, and WS’ G!L P,, 
then SW = ws’. 
2.3.2. PROPOSITION. The set of generators occurring in a reduced repre- 
sentation of an element w is uniquely determined, i.e., for all w E W there 
exists a subset S, G S such that {sl,. . . , s,} = S, for any reduced represen- 
tation (sl,. . . , sr) of w. 
2.3.3. COROLLARY. Zf X c S, then W, = (w E WIS, c X). 
2.3.4. THEOREM. 1. Zf X c S, then <Wx, X) is a Coxeter system. 
2. Let (XiIiE, be a family of subsets of S and let X be the intersection 
of the Xi. Then W, is the intersection of the Wxc,, i.e., 
3. Let X, X’ be subsets of S. Then W, c Wx if and only if X G X’. Zf 
the groups are equal, then the sets are. 
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2.4. The Coxeter Graph 
2.4.1. We associate to every Coxeter system a so-called Coxeter 
graph In,. I, is an undirected edge-labelled graph, Iw = (S, E, f) de- 
fined by: 
1. E := ((s, s’)Irn(s, s’) 2 3), where m(s, s’) denotes the order of SS’ 
in W. 
2. f: E + N, f({s, s’}) := m(s, s’). 
2.4.2. EXAMPLE. If f((s, s’)) = 3, then we do not mark the edge. 
1. Let W = S, be the symmetric group of n letters and let S = 
bl,. . * , q-i} be the set of transpositions si := (i, i + 1). Then (S,, S) is a 
Coxeter system and I,,” is the (n - l&point line: 
.- .- .-. .-. 
1 2 3 n-l 
2. Let W = D,, be the nth dihedral group with generators s, r and 
relations s* = 1, r” = 1, srs = r”-l. We define si := s, s2 := sr and arrive 
at a Coxeter group with Coxeter graph Ton: 
n 
.-. 
1 2 
3. Let W := (S,Y be the nth power of S, and S := (si, . . . , s,} a set 
of generators. Then Icsz, n is the n-vertex graph without any edge. 
4. Let W := S; D S, be the semidirect product of S; with S, defined 
by 
Let si := (1, . . . , 1; (i, i + l)), for i = 1, . . . , n - 1, and s, := 
(1,. . . , 1, (0,l); 1). Then S := {si, . . . , s,J is a generating set for W and the 
Coxeter graph Iw is 
4 
.- .- .-. .-. 
1 2 3 n 
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3. COXETER COMPLEXES 
In this section (IV, S) denotes a Coxeter system. 
3.1. Definition and First Properties 
3.1.1. We define the Coxeter complex C(W, (W,), cs) as a partially 
ordered set: 
1. Elements are the cosets of W by W,, i.e., the set of points is 
P := ,fs w/w,. 
2. Let A E W/W,, B E W/W,. Then we define a partial order: 
A~Biff KcJand BLA. 
Hence maximal elements are the elements of W. On the other hand, 
minimal elements are in l-l correspondence to cosets of subgroups W,, 
where J = S - (s}. So there are exactly #W maximal and C, E SC W : W’“‘) 
minimal elements in C(W, <W,>, cs), where WCS) := Ws-tS,. 
3.1.2. Let S = (Si)icl be a family of nonempty subsets of a set M. 
The nerue of S is the following simplicial complex over Z denoted by N(S): 
Let u G I. Then 
u E N(S) iff nsi+O. 
iEv 
3.13. If Z = ((wj, sj)l 1 I j I kj is a system of representatives of 
the left cosets wW@, then 
s := ww(w.,),I 
is a family of nonempty subsets of the set P, see 1. Let us consider N(S): 
aEN - n we z 0. 
(w, S)EU 
Since cosets of one and the same subgroup are disjoint or coincide holds: 
u E N(S) - u = ((w,s)Is E J L S}. 
In other words, N(S) is isomorphic to the Coxeter complex of W and 
hence C(W, (W,), =s) is a pure simplicial complex with maximal faces 
C, = {wW’“‘ls E S} and dimension #S - 1. The maximal faces are called 
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chambers and for a simplicial complex A we denote by ch(A) the set of its 
chambers. 
3.1.4. PROPOSITION. W operates transitive on ch(A(W, S)), where we 
denote C(W; (W,),cs> by A(W, S). 
3.15 PROPOSITION. 1. W is a normal subgroup of Aut(A(W, S)), the 
automotphism group of A(W, S). 
2. If e denotes the unit of W, then Aut(A(W, S)) is the semidirect 
product of W by the isotropy group of the chamber C,. This isotropy group in 
turn is isomorphic to the automorphism group of the Coxeter graph Tw. 
Hence Aut(A(W, S)) may be considered as the semidirect product of W by a 
group of permutations of S. 
3.2. Examples 
3.2.1. FACT. If Tw is not connected, i.e., if there is a partition (I, J) of 
S such that m(i, j) = 2 for all (i, j) E I x J, then W = W, x W,. 
A Coxeter group is called irreducible if I, is connected. In this case is 
W not the direct product of subgroups. 
3.2.2. PROPOSITION. Let W = W, x W,. Then A(W, S) = 
A( W,) * A( W,), where * denotes the join of simplicial complexes. 
3.2.3. EXAMPLE. 1. Let W = S;. Then 
A(W,S) = *;=lA(S,); 
i.e., the n-dimensional sphere and Aut(A(W, S)) = S; D S,. 
2. If W = D,, then A(W, S) is an 2n-gon and Aut(A(W, S)) is isomor- 
phic with 0, D S,. 
3.2.4. FACT. Let W = S; D S, then A(W, S) is isomorphic with the 
burycentric subdivision of A(,!$, R). 
Proof. Let W, := S$‘. We define a simplicial mapping 
90: sdA(W,,R) + A(W,S). 
We know 
w, = s;, R = {r,,...,r,J, w=s;Ds,,, s = (sl,. . .) s,) 
and we define (wW$)lr E J) ++ (1, rJXw, l)w@*~), where 
J = (rj,, . . ., rj,lj, I . . . s jl} and r,(i) := ji for i = 1,. . . ,l. 
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Moreover, 
w’“z’ = (lril X Syl-ril) D {&({l,..., i}) = {I,..., i}). 
Hence rp defines a mapping of the vertices of the simplicial complexes and 
by extension of the simplexes. If we are able to show that 40 is injective, 
then we are done. Assume that 
‘p({wW,“‘lr E J}) = ‘p({uW,(“lr E J’}). 
Then #J = #J’. Furthermore, 
q({L..., #J}) = J = ~~({l, . . . , #J’}) = J’. 
On the other hand, 
and 
i.e., 
(wWo”‘lr E J} = {uWO(~+ E J’}. 
3.3. Rejlections 
3.3.1. Let T := (WSW-~IW E W, s E S) be the set of conjugates of 
S. The set T is called the set of reflections of W. Every t E T defines a 
so-called wall, 
L, := {W . WWltw . w(s) = w . W’“‘} 
in A( W, S). Every L, is the union of faces of codimension 1 and every such 
face is in exactly one wall L,. 
If w E W, then any representation s = (sl, s2,. . . , sP) of w (not neces- 
sarily reduced) defines a sequence t = (tl, t,, . . . , tp> of elements of T by 
ti := s1s2.. . s&. . . S&I). 
Let t E T and n(s, t> := #{il ti = t). 
3.3.2. LEMMA. 1. T&s, t) := (- l)n@,t) is independent of the choice of 
the representing sequence s of w. 
2. Let T, := {t E Tln(s, t) = l(2)} and let s = (sl,. . . , s,) be a re- 
duced representation of w. Then T, = (tl, . . . , t,}. 
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3. Let C’(t) := {w E Wit 4 TJ, C’(t) := W\CO(t> and, moreouer, 
A’(t) := {w - W@)lw E C’(t)), i = 0,l. Then 
L, =AO(t) n&(t). 
In geometric terms, C’(t) is the set of all chambers of A(W, S) which 
are on the same side of L, as e = C, (the unit of WI. The length of an 
element w is the minimal number of walls to cross from e to w. The 
lemma shows moreover that the set T, determines the element w uniquely. 
We have to remark that not all subsets of T are determined by elements 
of w. 
4. ORDERINGS OF COXETER GROUPS 
4.1. The Bruhat Order 
4.1.1. The definitions and facts of this section are mainly from [8]. 
Let (W, S) be a Coxeter system. Then we define a partial order on W: 
w 5 w’ iff w’ = si.. . s, is a reduced representation of w’ then there exists 
a reduced representation w = si, . . . si, which is a subword of that of w’. 
This partial order is called the Bruhat order on (W, S) (see [20]). 
Let A be a simplicial complex. A linear order of ch(A) is said to be a 
shelling if for every pair (Fi, 5.1 of maximal faces of A holds: If i I j then 
there is an k I j such that 
FinF,~Fkn$=F,-(x). 
If F,, . . . ) F4 is a shelling of A, then we define the so called restriction map 
of the shelling 
R: ch(A) + A 
R(Fi) := {x E Fi:IFi - [x) G Fk, k <i - 1) for 2 I i and R(F,) := 0. 
The shelling charactetitic h is defined as 
h := #{I;;,IR(&) = &}. 
4.1.2. THEOREM. A shellable simplicial complex A of dimension d and 
shelling characteristic h has the homotopy type of a wedge of h d-dimensional 
spheres. 
4.1.3. THEOREM. Every linear extension of the Bruhat order defines a 
shelling of A( W, S> of characteristic 1. 
4.1.4. COROLLARY. I A( W, S> I is piecewise linear homeomorphic with the 
(#S - l&dimensional sphere. 
4.1.5. EXAMPLE. 1. W = St, w I w’ iff a reduced representation of w 
is a subword of a reduced representation of w’, via the l-l-correspon- 
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dence to words over 10, 1) holds: 
w I w’ iff W-‘( 1) c w’-r( 1). 
A possible linear extension of this order is the lexicographic order on 
(0, 11”. 
2. w = s,: 
1 
.-. 
/ \ 
-< j/ 
.-. 
c 
where a = s,, b = s1s2, c = sIsZsl, d = s2sI, and e = s2. 
4.2. The Weak Order 
The weak ordering of a Coxeter group (W, S) is defined as 
w s w’ iff there exist sr, . . . , s, E S such that w’ = wst . . . sP 
and ~(ws,... si) = l(w) + i for i = l,...,p. 
(See [S] and the literature cited there.) 
4.2.1. PROPOSITION. For u,w E Wholds: u 6 w iff T, G T,. 
4.2.2. A. Bjiirner [8] characterizes those subsets A L T that occur 
as T, for some w E W. For this let A L T and B c W and define 
q(A) := {w E WIT, c T\A} 
and 
q(B) := T\ U T,. 
WEB 
The tuple (cp, 4) defines a Galois connection (see [6]) and closures 
h(A) 2-47 H(B) zB. 
4.2.3. A gallery between two chambers F,, F2 of a Coxeter com- 
plex, is a sequence FI = C,, C,, . . . , C, = F2 of chambers such that 
codim,iCi n Ci+ r = 1 for i = O,...,k - 1. 
F, and F2 are the endpoints of the gallery and the Ci, i = 1,. . . , k - 1, 
are the inner points. 
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A gallery is called minimal if it has minimal length in the set of all 
galleries joining two tied chambers. Let A be a Coxeter complex and 
L L ch(A). Then L is said to be convex if it contains with the endpoints of 
a minimal gallery also all inner points. 
4.2.4. LEMMA. 1. Let t E T and let H be a halfpace defined by L,. 
Then H is convex. 
2. An arbitrary intersection of convex sets is convex. 
If we consider B z W as a set of chambers of A(W, S), then the conuex 
hull of B, H(B), is defined as the smallest convex set containing B. 
4.2.5. FACT. qx+NB) = H(B u (l}). 
Proof. Let {CF 1 t E T, E E (0, l}} be the set of halfspaces defined by the 
walls L,. Then 
H(B u (1)) = n Co(t) = (w E WlVt E T(B c C”(t) * t @ T,)}. 
l?&(r) 
On the other hand, 
$(B) = {t E TIB G C;}. 0 
Following A. Bjijrner we call a set A G T convex if $cp(A) = A. A is 
biconvex if A and T \ A are both convex. 
4.2.6. PROPOSITION. (Bjiimer, [SD. Let (W, S> be a finite Coxeter group 
and let A c T. Then A = T, for some w E W ifA is biconvex. 
Proof. Let A G T, w E W, and w. be the element of maximal length 
in W. 
. 
@p(A) = vQ({w E WIT, G T\A)) = f-J T, 
T, sA 
. 
$dT\A) = n L = f-l T\T,wo T,zT\A T,zT\A 
= T\ U Lo= T\ u T, 
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l If A = T,, then 
&p(A)= n T,=T,=A. 
T,zT, 
T \ A is convex since T \ A = T,,,O. 
l If U, w E IV, then u, w have a least upper bound u v w in the weak 
ordering of W. Furthermore, T, V w 2 T, U T, and this implies 
Hence by induction 
+P = T,P- ,-I WI* 
l Suppose now that A is biconvex, then 
A = n T, = u T, = TVTcA,, = T,. 
T, aA Tc GA 
u 
5. DECISION PROBLEMS ON COXETER GROUPS 
In this section we introduce information systems and classifications 
problems for Coxeter groups and give first examples of such structures. 
The importance of such structures in computation theory is out of discus- 
sion and it is a challenging task to do this in an algebraic setting. 
5.1. The Information System Z( W, S) 
5.1.1. Let (W, S) be a Coxeter system. We consider the informa- 
tion system Z(W, S) := (W, S, V) defined by: 
1. V:= LJ,,sw/w(s) 
2. s E S defines a mapping W + V by s(w) := wW@). 
See [13] for further details according to information systems and classifi- 
cation problems. 
5.1.2. DEFINITION. A mapping f: W + M is called dependent on an 
information system Z = (W, A, V), if f can be factorized over the natural 
mapping 
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51.3. FACT. If A4 is an arbitrary set and f: W + M is a mapping, then 
f is dependent on ZCW, S). 
Proof. Let w, u E W and s(w) = s(u) for all s E S. Then wW@) = 
uW@) for all s E S and hence 
u-lw E n WC”‘= 11). 
ses 
In other words the identity mapping is dependent on Z(W, S) and hence 
every mapping f: W + M. 0 
51.4. In the sense of [13], Z(W, S) is a faithful information system. 
Hence there is a classification problem (Z(W, S), f) for any Coxeter group 
W and any mapping f: W + M. 
Let F = (Q, q,,,Y, a, 6) be a decision graph over Z(W, 9, in other 
words: 
1. Q is a finite set of nodes. 
2. Y is a finite set disjoint with S. 
3. (Y: Q + Y U S is a mapping. 
act F := a-‘(S) are the active and term F := a-‘(Y) are the terminal 
nodes of F. qO is an active node of F. 
4. 6 = {6,(q E act F}, 6,: range a(q) + Q. 
51.5. W operates partially on Q by 
act F x Ws Q: (q,w) - G,(a(q)(w)). 
Starting in qO and iterating this partial action defines a partial mapping 
&: W3Y. 
We assume that the decision graph F is free of cycles and hence that lF is 
fully defined. 
5.1.6. Some complexity measures for decision graphs are defined: 
1. size F := #(act F) 
2. depth F := length of a longest computation path from q,, to a 
terminal node of F. 
51.7. If f: W + Y is a mapping then we define: 
1. size f := min{size FIIF = f} 
2. depth f := minidepth FI lF = f } 
3. treesize f := mix&size FIIF = f and F is a tree]. 
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51.8. LEMMA. Let q := q(W) := max{(W: W(“))ls E S} and let f: 
W + Y be a mapping. Then log, treesize f I depth f I #S. 
Proo& Let F be a decision graph with minimal depth for f. Let T be a 
covering tree of F. Then depth T s depth F, since in general one can cut 
off repeated questions of F. If TO is a minimal decision tree for f, then 
depth TO I depth T 
and hence 
depth T,, 2 log, size T,, = log, treesize f. 0 
5.1.9. FACT. Let f: W + Y and r E Sym(Y ), where Sym(Y) denotes 
the symmetric group of Y. Then R( f 1 = R(rf 1, where (rf Xw> := d f(w)) 
and R E {size, treesize, depth}. 0 
5.1.10. The fact shows that we have to consider only partitions of 
W in order to classify. Moreover, Aut(A(W, S)) acts on W via the 
1 -l-correspondence 
W+ ch(A(W,S)). 
Let f: W + Y be a mapping and (w, g) E W D G = Aut(A(W, S)), where 
G is a permutation group of S. If u = s1 . . . s, is a reduced representation 
of u then (w, g>u = wg(s,). . . g(s,). In this situation W D G acts on 
MapW, Y) by NW, g)f(v) := f((w, g)u). 
5.1.11. LEMMA. Let F be a chmifying graph for f. Then (w, g)F is a 
classifying graph for ( w , g ) f. 
Proof. Let F := (Q, qO, Y, (Y, 6) and let (w, g)F := (Q, q,,, Y, a’, 6’) de- 
fined by: 
l (Y’: act F + S with q - g(cy(q)) 
l 6;: (w, gxrange a(q)) + Q with S$(w, g>o uWaCq)) := ~,(uW”(~)). 
If 
p,:q,,+ql+qz+ . . . +q,=qEtemF 
is the computation path of u E W, then &vhsly (w, g) . pu is the 
computation path of (w, g) * u in (w, g) . F. •I 
130 BERND CRAW 
5.2. The Information System Z(W, T) 
5.2.1. We introduce a second information system Z(W, T) for any 
Coxeter group W and the set T of reflections of W by: 
l Z(W; T) := (W, T, (0, l}) 
l T = {WSW-~IW E W, s E S} 
l For t E T we define a mapping W + (0, 1) which we denote by 
abuse of notation again by t; t(w) := i iff w E C’(t), see 3.3.2. 
5.2.2. FACT. The identity map on Wand hence any map f: W + f(W) is 
dependent on Z( W, T ). 
Proof: Let w, u E W and t(w) = t(u) for all t E T, then T, = T, and 
hence w = U. q 
5.2.3. Hence we get for any Coxeter group W and any function f 
a classification problem (Z( W, T), f) and decision graphs over Z(W, T) 
which again may be considered as questionnaires over A(W, S). In case of 
Z(W, S) we try to classify a chamber w by asking what point of type {s} is 
in the chamber w. If we consider decision graphs over Z(W, T), then we try 
to classify a chamber w by subsequent questions on the halfspaces defined 
by walls L, including w. More precisely a decision graph over Z(W, T) is a 
quintuple F = <Q, qo, Y, a, 6): 
l Q a finite set of nodes. 
l Y a finite set disjoint with T. 
l (Y: Q + T u Y a map defining active and terminal nodes as the full 
inverse images of T and Y, respectively. qt, is an active node. 
l S = (6,lq E act F), 8,: {O, 1) + Q. 
Size and depth of a decision graph as well as the corresponding measures 
for functions on W are defined as in the case of a decision graph over 
Z(W,S). Lemma 5.1.8 has an analogue for Z(W, T). 
5.2.4. LEMMA. Zf f: W + M is a map, then 
fi(log, treesize f) = depth f 5 #T. 
5.2.5. The automorphism group Aut A(W, S) = W D G operates 
on decision graphs F over Z(W, T). We consider the following operation 
of W on (1, - 11 x T, 
w * (E, t) := (E * T/(w-1, t),wtw-l), w E W, t E T (see Section 2). 
This defines a faithful representation of W. Moreover, any automorphism 
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cp of A(W, S) permutes the chambers of AOV, S). In fact, if C, and C, are 
neighbors (i.e., C, n C, is a face of codimension l), then cp(C,) and 
rp(C,> are also neighbors. Since any wall L, is uniquely determined by a 
face of codimension 1 [12] the claim follows. 
Let (w, g) E W D G = Aut(A(W, 5)). Then 
(w, gJC.5, t) := (& * 77(C bw),wdt>w-l) 
is this well-defined operation. 
Let F = <Q,qO,Y, (Y, S) be a decision graph over Z(W, T). Then (w, g) . 
F := (Q, qo, Y, (Y’, 8’) with 
l a’:Q*TuY, 
q E term F - a’(q) := cz( q) 
q E act F * d(a) := wg(a(q))w-’ 
l 6’ = (6blq E act F) 
6;: (O,l} + Q, S;(E . n(w-‘, g(t))) := ~JE). 
Hence in either case we have to classify the orbits of functions f: W + A4 
according to the action of W D G on W and that of Sym(M) on M. 
6. RELATIONS BETWEEN ZCW, S) AND NV, 7’) 
We consider the relations between the two information system Z(W, S) 
and Z(W, T) and the appropriate decision graphs as defined in Section 5. 
6.1. Simulations 
6.1.1. Let I, I’ be information systems over the same set of ob- 
jects. We say that a decision graph F over Z can be simulated over I’ if it 
exist a decision graph F’ over I’ computing the same function as F. 
Since any function f: W --) Y is dependent on Z(W, S) as well as on 
Z(W, T) (see 51.2 and 5.2.21, decision graphs over any one of these 
information systems can be simulated over the other one. But we are not 
only interested in a simulation but in an effective simulation; i.e., we have 
to describe the size of a simulating decision graph and to relate this to the 
size of the simulated one. 
6.1.2. For W = S; there is no difference between Z(W, S> and 
Z(W, 7’). Let A be a simplicial complex and v E A. Then the star of u in 
A is defined as 
star,a := (a’ E Ala c a’}. 
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S = T, since W is abelian. The question s on w in ZCW, S> is whether or 
not w is an element of star&(,,,, WCs). Since Co(s) = star ACw,sjW(s), this is 
exactly the meaning of the question s in Z(W, TX 
6.1.3. We define the labelled directed graph -y(F) of a decision 
graph F. If F = (Q, qo,Y, 6, cu), then y(F) = (Q, E, I), where 
. E := {(q, q’)lq E act F, q’ = 6,(i) for some i E range cdq)) 
l l:E+ U range a(q),l(q,q’) := i * q’ = 6,(i). 
qEact F 
Hence we may define a decision graph by drawing a directed graph and 
labelling the edges with questions and the vertices with answers. 
The funout of a (directed) graph I (fanout( is the maximal (out)de- 
gree of a vertex. 
6.1.4. EXAMPLE. 1. We give first a decision graph over ZCW, Sk 
F s,w 
s 
is the decision graph over Z(W, S> with one question s E S, that outputs a 
if the input u E W is in wW@) and b in all other cases. 
2. A decision graph over Z(W, T) represented by 
G s,w 
has one question t E T and outputs on w E W 0 if t E T,, and 1 
otherwise. 
Since W is a finite Coxeter group there is a unique element w. of 
maximal length. Let wo,s denote the maximal element of WCs). 
6.1.5. THEOREM. Let F be a decision graph over Z( W, S), then there 
exists a decision graph G over Z(W, T) simulating F and, moreover, it holds: 
size G I size F * fanout(r(F)) . max,,,(l(w,) - l(w,,,)). 
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Proof. Let F be a decision graph over ZW, S) and let F,,, be the 
decision graph defined in 6.1.4. Obviously F can be simulated by at most 
size F * fanout(y(F)) decision graphs of type F,,, for s E S and w E W. 
If a decision graph ZZ,,, over Z(W, T) simulates F,,,, then wH,,, simu- 
lates Fs, w. Hence we have to simulate F,, e. The interval [e, wO,J in the 
weak ordering of W is exactly W (‘). In other words, W@) = {u E WIT, c 
Twos). Let T \ Two, = TwoswO = (s, t,, . . . , tk}. Then 
a’ 
Since size G,,, = l(w,) - l(w,,,) we are done. q 
6.2. Relations in Size 
The next step is to decide which extra size is necessary to simulate a 
decision graph over Z(W, T) by a decision graph over Z(W, S>. The 
question reduces plainly to the simulation of 
6.2.1. LEMMA. Let t E T, e E (0,l). Then C?(t) is a union of left 
cosets. 
Proof. Let e = 0 and w E Co(t), then exists an s E S such that w * 
WCs) c C’(t). Assume that this is not the case, then it holds: for all s E S 
there exists a u, E WCs) and t E T,,. 
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Since I e T,, we obtain t E wT(u,)w-’ and hence w-‘fw E WC”) for 
all s E S, implying the contradiction 
w-‘tw E f-j WCS) = (1). 
SE.9 
Essentially the same proof works for e = 1. 0 
6.2.2. Let s E S and Z,Q> := {w E Wlw * WCs) G C?(t)}, then 
C(t) = u w * w@) 
w EI;(S) 
and if sl, s*, . . . , sP is an arbitrary enumeration of S, then 
Sl 
. 
IPCSJ 
A 
I&J 
a - - b 
simulates the desired decision graph over Z(W, T). This implies 
6.2.3. THEOREM. Let f: W 3 [21 be a mapping, then 
. 
slzer(w,2-) f s bizeIcw,s) f)* * m=,,sNwo) - ~(wo,,)) 
and 
6.2.4. EXAMPLE. 1. If W = S,, then #S = n - 1 and 
m~,,AGd - ~(wo,,)) = (b/21>*. 
2. If W = S; D S,,, then #S = n and 
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7. SYMMETRIC FUNCTIONS 
7.1. Classifying Graphs over Z(W, S> 
7.1.1. A mapping f: W -+ Y is said to be symmetric if gf = f for 
all g E G (W D G = Aut(A(W, S))). 
7.1.2. EXAMPLE. If W = S,, S = {si, s2}, then f: W + Y is symmetric 
iff f(sl) = f&l and fbIsz) = f(s2s1). 
7.1.3. For symmetric functions one can construct nice classifying 
graphs over Z(W, 5). For this purpose let W, S, G be as above and let 
sl,. . . , S, be an arbitrary ordering of S. We construct a universal classify- 
ing graph F for symmetric functions on W; i.e., if f is a symmetric 
function, then a classifying graph for f can be constructed by identifying 
terminal nodes of F. 
G acts on W and we denote the orbit set of this action by W/G. We 
construct F = (Q, qO, Y, a! 6) by defining each entry separately: 
1. Y := W/G 
2. 
t-1 
Q := ,yoQi LJ Y; 
the terminal nodes are the elements of Y and (Y is the identity map on Y. 
Let Gi := (g E GIg({s,, . . . , sJ) = {si,. . . , sJ); i.e., the elements of Gi 
transform simplexes of type S - (sr,. . . , SJ into simplexes of the same 
type. (Remember that type({wW(“)ls E .I)) = S \J.) 
Define 
Qi := ((wW@‘), . . . , wW(~‘))IW E W}/G, for i # 0 and Q, := { qO}. 
The class of an element x will be denoted by [xl and if q E Qi, then 
a(q) := si+l. 
3. ??,JwW(~~)) := wW(Q) If q E act F and q # qa, then q = 
[wW(Q), . . . , wW(“l)] and 
{ VW’“l’, . . . ) vW@i)} E [( WWQ’), . . .) ww(q] 
or it is not. We say that v matches w if the first case occurs. Then we 
define 
8q( vw(s’+,) = bw(? . . . , ww@‘+‘)l if v matches w 
[pi’, . . . ) W@i+d] otherwise. 
Starting with w E W on F we arrive at [wW@l), . . . , wW@‘)] = [C,]. 
136 BERND GRAW 
Any mapping a: Q, + Y’ is related to a symmetric function on W, hence 
any symmetric function on W can be classified with #act F size. 
7.2. Classifying Graphs over Z(W, T) 
7.2.1. Since also on Z(W, T) all functions f: W + f(W) are de- 
pendent, it would be appropriate if symmetric function have also a 
universal decision graph over this information system. This is, in fact, the 
case. 
For this let T = (ti,. . . , t,}, S = {ti,. . . , t,}. The idea is to count the 
occurrences of the chamber w E W in C’(t). More precisely, let F = 
(Q, qa, Y, a, S) be defined in the following way: 
1. Let Aut A(W, S) = W D G and G E Sym(S). For 1 5 r I p let 
G, := {g E Glg({t,, . . . , t,}> = {fl,. . . , f,b 
G, operates on the set P, := {((tl, x1), . . . , (t,, x,))Ixi E IO, 1)). Let Q, := 
PJG, be the set of orbits of this operation and [q] the class of an element 
q E P,. Then 
Qo := 1401, Y := Q,, Q := (j Qi. 
i=O 
2. 
p-1 
act F:= U Qi, term F := Y. 
i=O 
;: Q + T u Y is the identity on Y and a(q) := fi+l if q E Qj, i = 
,...,p - 1. 
3. If q E Q, and j E {O,l}, then q = [(t,, xi), . . . ,(t,, x,)1 and 
S,(i) := Kt,, .x1), . . . , (t,, XJ (t,, 1, ill. 
We have to show that two elements w, v are in the same orbit of G iff 
they determine in this decision graph the same terminal point. But plainly 
w and v yield the same terminal point if w = g(v), g E G and vice versa. 
We have to remark that, in general, not all paths from q. to a terminal 
node are also computation paths. 
7.2.2. The constructed decision graphs have the property that 
every attribute is asked on a computation path at most once. Such decision 
graphs are called one-time-only. If W = Sg, then the constructed deci- 
sion graphs are identical and moreover the ordinary one-time-only deci- 
sion graphs for symmetric functions on binary words of length n of size 
O(n*) [34, 271. 
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8. COLORINGS OF COXETER COMPLEXES 
8.1. Colorings of Posets 
8.1.1. Let P be a finite, pure poset and let g: P 3 C be a 
partially defined function. An element II E P is said to be colored if it is in 
dom g. The color of a is g(a). (P, g, C) is a precolored poset and g is a 
precoloring iff 
l max P G dom g 
l if x is colored and x _< y, then y is colored and has the same color 
as x. 
Any function f: max P + C is a precoloring. (P, g, C) is a colored poset 
if, moreover, it holds: 
l if x E P and all y 2 x are colored and have the same color, then x 
is colored with this color. 
8.1.2. Plainly, every precoloring can uniquely be extended to a 
coloring. Thus we assume that every precoloring g is already extended to 
its coloring which we denote by abuse of notation again by g. Every 
coloring g: P 3 C defines the following subposets of P: 
1. Pure (g, c) := g-‘(c), c E C 
2. Pure (8) := U ceC Pure (g, cl 
3. Mix g := P\dom g. 
See [15-171 for further informations on colored posets. 
8.1.3. If (IV, S) is a Coxeter group and f: W -+ Y is a mapping, 
then this can be considered as a partially defined function on A(W, S). 
Since all chambers of A(W, S) are in the domain, (A(W, S), f, Y) is a 
precolored simplicial complex and Pure f, Mix f, F%rre( f, y> are defined. 
If W is finite, then A(W, S) is a triangulation of the (#S - l)-dimensional 
sphere and f colors the chambers. Pure(f, f(w)> is the set of all simplices 
that are only faces of chambers of color f(w). 
8.1.4. EXAMPLE. W = S,, f: S, + IO, 11 = Z/(2), f(w) = 1 if w EAT. 
Then Pure(f, 1) = A,, Pure(f, 0) = S, \A,; i.e., only chambers are col- 
ored and Mix f = A(W, S> \ W. 
8.2. Treesize 
8.2.1. If one considers information systems for sets and mappings 
of sets, then there is- at least-a relation between the decision tree 
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complexity and the topological structure of some simplicial complexes, see 
[13, 141. For this let &,(A> be the number of connected components of the 
simplicial complex A and define h,(P) := h,(A(P)), where A(P) denotes 
the order complex of P, see e.g., [17]. 
8.2.2. THEOREM. For any finite Coxeter group Wand any function 
f: w-, [k] 
holds: A classifying decision tree F over I(W, T) for f has size at least 
h&Pure f) - 1. 
Proof. Since F is a binary tree holds: size F = #act F 2 #term 
F - 1. Let q be a terminal node of F and let B(q) be the set of all 
chambers w E W yielding q. If 
to e, t1 e, t3 e* tP eP 
*- -- .-. .-. 
40 41 rl2 qP 4 
is the computation path in F, then B(q) = n {=&Yj(tj). B(q) is a convex 
and hence connected set that forces 
#term F r h,(Pure f). 0 
8.2.3. EXAMPLE. Let W = S,, let A,, be the alternating group and let 
f: S, + SJA, be the canonical projection. This projection can be defined 
by f(s) := - 1 for all s E S and homomorphic extension. Then 
Puref=W, h,(Pure f) = n!, treesize f 2 n!- 1. 
(Any finite Coxeter group has a sign homomorphism 7, see Section 5.2, 
and 
treesize 77 2 #W - 1.) 
8.2.4. If we consider the information system I(W, S>, then the set 
B(q) is the intersection of cosets of W. Since cosets are convex the same 
arguments work. A decision tree over Z(W, S) has fanout less than or 
equal to max,,,(W: WC”)) = m. 
8.2.5. THEOREM. If F LY a classifying deckion tree over I( W, S> for f: 
W + [kl, then 
treesize F 2 (h,(Pure f) - l)/(m - 1). 
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8.2.6. EXAMPLE. W = S,, f: S, + &/A,, then treesize f 2 ((n/2)!j2. 
9. THE CONDITION COMPLEX 
9.1. Definition of Cond 
For an arbitrary faithful information system Z one can define a simpli- 
cial complex Cond Z called the condition complex of the information 
system I. 
9.1.1. Let Z = (X, A, V) be a faithful information system (see 
[15-1711, then the set of objects X is embedded into Map(A, V) and 
Cond Z := ( c: A 2 VIdom c # 0 > . 
9.1.2. If (W, S) is a Coxeter system, then Z(W, T) is a faithful 
information system and 
Cond(Z(W,T) = (g: Tz {O,l}(dom g + 0). 
Plainly, Cond Z(W, T) is isomorphic to 
(c: [#T] 2 (0,l)Idom c f 0) 
and this in turn is isomorphic to 
A(% (1. I,“‘J#T~)’ 
Furthermore, Cond(A, V) is uniquely determined by #A and #V and 
we denote this type therefore by Cond (#A, #V). 
There is a well-defined embedding of partially ordered sets 
l: A(W,S) + Cond Z(W,T). 
If w E W = ch(A(W, S)), then l(w) := char(T,,,) the characteristic func- 
tion of T, c T. Any simplex u E A(W, S) is an {w . WcsjIs E J} z w . 
W s/r* 
Any such coset w * Ws,, has a presentation u . Ws,,, where v has 
minimal length in w * Ws,,. Let w,(K) be the uniquely determined 
element of maximal length of the Coxeter group W,, K c S. Then for any 
u E w * Ws,J = v * Ws,, it holds: 
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Hence we may define 
1 if t E T, 
C(u)(t) := 0 if t E T\ Lvo(S\J) 
not defined otherwise. 
This shows that every classification problem for a finite Coxeter group W 
can be considered as a language recognition problem over {O, 11. 
9.1.3. THEOREM. Let (W, S) be a finite Coxeter group and let f: W + Y 
be a mapping with #f(W) 2 2. Then Mix f is a pure (#S - 2)-dimensional 
complex. 
Proof Let WI = 1,. ..,w, = w(), w0 the unique element of maximal 
length in W, be a simple, linear extension of the Bruhat order on W. A. 
BjGrner proved [7], that this order is a shelling of W. 
Let u be a maximal element of Mix f, then there are wP, w4 E W such 
that u = wP n w4 in A(W, S). Assume that (p, q) is a minimal pair (in the 
lexicographic order) with this property and let p := max(p, q). By induc- 
tion on p we show that dim (T = #S - 2: 
1. p = 2, then u = w1 n w2 = w2 \ {w,W(“)) and dim u = #S - 2. 
2. p 2 3. Since wi, . . . , w, is a shelling of A(W, S) there is an r s q 
such that: 
u = wp n wq c W, n wq = wq \ {wqW(Q} for some s E S. 
If f (w,) # f (w,), then u = w, n w4, since u is supposed to be maximal in 
Mix f and hence dim u = #S - 2. Let us therefore assume that f(w,) = 
f(w,J. Since WOW 65 wP, it holds: 
(+ n W, = (w, n w,) n wr = wp n (w, E wr) 
= wp n (wg\ {wqW(s)}) = wq n wp = U. 
Hence u G w, and u E wP n w, E Mix f, since 
f&J +f(YJ =f(wr)- 
This is a contradiction to the assumption that (p, q) is minimal with 
u=w,nw 0 4’ 
9.2. Monotone Functions 
The weak ordering is the tool to define monotone functions 
on a Coxeter group W. 
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9.2.1. We consider on [k] the natural order 1 I 2 < . . . I k, 
then a mapping 
f: W+ [k] 
is said to be monotone if u ti w implies f(u) I f(w). 
9.2.2. EXAMPLE. 1. W = S;“. Then we discuss Boolean functions. In 
this case it holds: 
u, w E s;, usw 
iff 
T, = u-‘(l) c T, = w-‘(l), 
where u, w are considered as elements of 2”. Therefore, the definitions of 
monotony coincide. 
2. Let f: 2T + 2 be a monotone boolean function, where T is the set 
of reflections of the Coxeter group (W, S). W is embedded into 2T via 
W- A(W,S) - Cond Z(W,T). 
If g denotes the restriction of f to W, then g is a monotone function 
on W. 
10. IRREDUCIBLE COXETER GROUPS 
10.1. The Symmetric Group 
We consider the case W = S, in greater detail. 
10.1.1. Remember that 
s = {Sl,...,&-J, si = (i,i + 1) 
is the set of Coxeter generators and that 
T = {(i,j)ll I i <j <n} 
is the set of reflections. A decision graph over Z(W, T) asks questions 
(i, j) E T and the automorphism group of AU,, S) is S, D H, where 
H = (1, h}, h(sJ = s,pi. 
10.1.2. Cond Z(S,, T) may be considered as the set of partially 
defined graphs over the vertex set [n]. More exactly, let g be a chamber of 
Cond Z(S,, T), then I(g) := ([n], g-‘(l)) is an n-vertex graph. Any par- 
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tially defined function f: T + 2 can be considered as a partially defined 
graph on n vertices, edges in f-‘(l) exist, edges in f-‘(O) are forbidden 
and all other edges are possible. An element w E S, is a chamber of Cond 
KS,, T) and the graph defined is I’(w) = ([n], T,). 
10.1.3. EXAMPLE. W = S,, w = s1s2s1s3; 
T, = I~1,~1~z~l,~2,~~~2~~s2s1) = {(1,2>,(1,3>,(2,3>,(1,4)}; 
10.1.4. The group S, acts on n-vertex graphs, 
rE%, r({i,jj) := {di>,d.d}. 
A mapping f: 2T + 2 is said to be a graph property, if f is constant on 
orbits of this action of S,. In other words, f is constant on isomorphism 
classes of not numbered graphs. 
10.1.5. Let I%,) be the set of all graphs defined by elements of 
S, as chambers of A(W, S). These are the permutation graphs as defined 
for example in [22]. Section 4.2.3 then gives also a complete description of 
permutation graphs: 
The graph itself and its complement have to be comparability graphs of 
finite partially ordered sets over the same basic set. 
10.2. Other Irreducible Coxeter Groups 
We have considered the symmetric group on n symbols, which is a 
Coxeter group of type A,-,. There are (see, e.g., [33]) three infinite 
families of finite, irreducible Coxeter groups. These are A,, n 2 1, 
Cn,n 2 2 
4 . - . - . .___ ____ .____ . - . 
and 
.- . - . ------ ____ .-.- ; - . 
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10.2.1. The Coxeter group with Coxeter diagram C’, is W = S; D 
S,, with 
s = 1% . . ..s.-1,s,), 
si := (l,..., 1; (i, i + 1)) for i = l,...,n - 1 
and 
s,:=(l)...) l,r;l), where r := (0,l) E S, = Sym( (0,l)). 
Let J c [n] and let rJ := (ul,. . . , a,,) E S,” be defined by q := r iff i E J. 
One easily deduces that the set of reflections is 
T= {(l;(k,l))Jl I k <I <n} U {(r,,;l)ll lisn} 
u kk,$ (kJ))ll < k < 1 sn}. 
If w E W we may interpret T, as the set of edges of a bipartite graph 
br, := ([2nl, E,) by 
l (i, n + i> E E,,, iff (rcs, 1) E T,. 
l If i < j, then (i, n + j) E E, iff (1; i, j)) E T,. 
l If i > j, then (i, n + j) E E, iff (rti, jl; (j, i)) E T,. 
10.2.2. Let H := {rJ E S;l #J’ = o(2)) (see 10.2.Q then the 
Coxeter group W = H D S, has Coxeter diagram D, and any element of 
W may be interpreted as a directed graph over [n]. The graph dT = 
([nl, E,) is defined by: (i, j> E E, iff 
(a) i < j and (1; (i, j)) E T,, or 
(b) i > j and (rri, j1; (j, i)) E T,. 
10.3. Some Observations on Complexity 
10.3.1. The algebraic structure of A(W, S> forces some differences 
for decision graphs on Cond Z(W, T) and A(W, S>, respectively. If f: 
2T + 2 is a mapping, then denote by g the restriction of f to W. We may 
ask for the relations between the complexities for f and g. Obviously, 
there are lower bounds for g, also there are lower bounds for f; and an 
upper bound for f implies this upper bound for g. 
10.3.2. More exactly, let R E {size, depth, treesize} and let g: 
W + 2. Then 
R(g) = min{R( f)lf: 2T + 2 and f Jr+, = g}. 
Let g be as above and let 9 be an optimal decision graph for g with 
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respect to R. Then ls= g. Let r9: 2’ --) 2 be the extension of &. (For a 
set A c T we are looking for the terminal vertex of 9 which will arrive 
with input A.) Then r9 is an extension of g and obviously holds: 
R(g) = R(G). 
10.3.3. Let W be of type A,, C,, or 0,. A standard counting 
argument shows that the size of almost all functions f: W + 2 is at least 
#W/#T. To be more precise: We consider a family of functions f,: 
W, + 2, where W, is of type A,, C,, or 0,. Let, moreover, T, be the set 
of reflections and let R, be the set of Coxeter generators of W,. Then 
lim ,,+-#{f,,: W, + Zlsize f,, 2 #W,,/#T,)/#{f,,: W, + 2) = 1. 
Hence on S, almost all functions have size at least fi((n - 2)!). 
A family of functions f,,: W, + 2 is said to be easy with respect to 
RW,, R,) (Z(W,, T,N iff 
size,pvn, R,jfn (sizewvn, r,,fJ 
is a polynomial in #R, (#T,, respectively). 
10.3.4. PROPOSITION. A family of functions f,,: W, + 2 is easy with 
respect to Z(W,, R,) if and only if it is easy with respect to Z(W,,, T,) if and 
only if size f, is a polynomial in n. 
Proof. The proposition is a straightforward consequence of Theorem 
6.2.3. 0 
10.3.5. The cut-and-paste technique yields exponential lower 
bounds for one-time-only branching programs for certain Boolean func- 
tions, see [26, 341. This technique can be transferred to functions on 
Coxeter groups. E.g., let f: S, + 2 be the following function: 
f(w) = 1 iff the graph r,,, has a [n/2]-clique. 
10.3.6. PROPOSITION. The size of an one-time-only branching program 
for f is at least 2”‘J;r). 
Proof Let q := 10 + 6 - 3)/2]. Let F be a one-time-only program 
for f and let X and Y be paths of length I q in 9? Assume, moreover, 
that these paths are merged at the point x. Since there are no cycles, there 
is a t E T which is tested positively on X and negatively on Y. Let X0 
(XI> be the sets of elements of T which are tested negatively (positively, 
respectively) on X. Since #(+cp(X, U X,1) < (n - 8)/4 (see Section 4.2), 
one can construct an element w E S, such that 
WX,) c Tw c T\tb(X,) and f(w) = 1. 
Moreover, no point in +cp(Y, U Y,) \ {t} is in a [n/21-clique of r,,,. 
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Now an element u E S, can be constructed such that 
and u has the same computation path as w starting at x. Since t E T,, r, 
has no [n/Z]-clique. This implies that no two paths of length I q can be 
merged and hence the lower bound. q 
10.3.7. Assume we would like to compute id: S, + S, over 
I@,, T); i.e., we have to identify a permutation by asking for the inver- 
sions of this unknown permutation. This is nothing else than sorting by 
comparison (see [24]). The argument of 8.2.2 in this setting is known as the 
“information theoretic lower bound.” It implies that depth id 2 [log, n!l. 
Moreover, there are sorting algorithms (decision trees over I@,, T) for id) 
of depth O(n * log n). This implies that any function f: S, + M, M a 
finite set, has depth at most O(n . log, n). 
The relation between sorting algorithms and structural considerations 
on I(S,, T) will be considered elsewhere. 
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