Abstract-This paper presents the control of an electropneumatic system used for moving steering mechanism. This aeronautic application needs a high-precision position control and high bandwidth. The structure of the experimental setup and the benchmark on which controllers are evaluated have been designed in order to precisely check the use of such actuator in aeronautics. Two kinds of controllers are designed: a linear one based on gain scheduling feedback, and two high order sliding mode controllers ensuring finite-time convergence, high accuracy and robustness. Experimental results display feasibility and high performance of each controller and a comparison study is done.
. Scheme of a steering mechanism and its actuator.
Dry friction force (in newtons).
Total moving load mass (in kilograms).
Chamber temperature (in kelvins).
Perfect gas constant (in joules per kilogram per kelvin).
Piston area (in square meters).
Mass flow rate provided from the servodistributor (in kilograms per second).
Mass flow rate brought inside/outside of a chamber (in kilograms per second).
I. INTRODUCTION

T HIS PAPER is motivated by an aeronautic application:
The objective consists in evaluating, under a specific benchmark, the performance of a pneumatic actuator when controlling the position of a steering mechanism (Fig. 1) . As a matter of fact, the use of pneumatic actuators is a solution for high-accuracy positioning problem due to their advantages (low maintenance cost, lightweight, and good force/weight ratio) in spite of their traditional drawbacks (friction, variation of the actuator dynamics with respect to load and piston position along the cylinder stroke, nonlinearities, etc.). For this specific application, a new experimental setup has been designed that is quite different to previous ones used by the authors [5] , [21] because of actuator dynamics (faster), reference trajectories (higher frequency), presence of external disturbance force (springs), and actuator dimension (smaller size). Then, through the design of an adequate benchmark, the goal is to evaluate the performance of pneumatic actuator controller by taking into account the aeronautic context: The actuator has to be lightweight and able to develop sufficient forces with high-accuracy/dynamic performances. The development of high-performance linear/nonlinear controllers [28] , [15] , [32] , [12] , [18] , [5] , [8] , [9] , [19] , [27] , [36] , [37] , [11] has shown the positioning feasibility for a pneumatic actuator. However, due to uncertainties, robust controllers are necessary to ensure positioning with high precision. In this way, sliding-mode controllers are used for electropneumatic actuators [3] , [29] , [40] , [38] . However, since the sampling frequency of the controller is limited, chattering phenomena appear. Higher order sliding-mode control [23] , [1] , [24] , [20] , [21] , [30] , [31] is a recent approach which allows one to remove the standard sliding-mode restrictions while preserving the main sliding-mode features and improving its accuracy. In [1] and [23] , results only concern second-order sliding-mode control. In [24] , a general approach (for all sliding-mode order) is proposed, but the convergence time is only bounded, not exactly known in advance, and the convergence condition is not constructive. The controller proposed in [20] and [30] combines standard sliding-mode control with linear quadratic one over a finite-time interval with a fixed final state. The algorithm needs the relative degree of the system with respect to the sliding variable and the bounds of uncertainties. The upper bound of the convergence time is known and can be adjusted in advance, the condition on the gain implies that its tuning is constructive, and the structure of the controller is well adapted to practical implementations (pneumatic actuator control in [21] ). However, two drawbacks appear with this approach. It ensures only a practical sliding-mode establishment (only convergence in finite time to an arbitrarily small vicinity of the origin is ensured), and the reaching time is bounded but cannot be fixed exactly and in advance. In [22] and [31] , these two drawbacks (sliding variable and its time derivatives are exactly at 0 in finite time) are erased, and the convergence time is imposed by keeping all the features of the previous approach (general order of sliding mode, finite-time convergence, constructive approach). Results in [22] are based on integral sliding-mode concept and need an auxiliary dynamic system in order to compute the switching variable. In [31] , the approach, which is selected for this paper, consists in computing adequate reference trajectories which ensure that the higher order sliding mode is established at the desired time in spite of uncertainties. In Section II, a benchmark is given, and the experimental setup is described. Section III displays the nonlinear and linear models of the system and the associated assumptions. Section IV presents a linear feedback control with experimental results in order to establish performance comparisons with other controllers. Section V displays the high-order sliding-mode controller in the single-input-single-output (SISO) context (only actuator position control) with experimental results. In Section VI, a multi-input-multioutput (MIMO) high-order sliding-mode controller (actuator position and chamber pressure control) is designed, and experimental results are given. For this system, the main advantage of multivariable control is no zero dynamics (in the SISO case, it is a very difficult task to formally prove the zero-dynamics stability [5] ). Furthermore, as one of the pressures is controlled, it is possible to act on actuator accuracy and rigidity in the case of perturbation. This latter feature is a key point for the current application because the steering mechanism position has to be as accurate and rigid as possible with respect to external perturbation.
II. BENCHMARK AND EXPERIMENTAL SETUP
Most of the aeronautic applications use electric or hydraulic actuators for steering mechanisms. Currently, pneumatic actuators are rarely used in such applications because of their weak (static and dynamic) performances when controlled by standard components and classical controllers. The new challenge exposed in this paper consists in improving their performances by application of advanced control strategies to obtain the high performances required in aeronautics. Thus, by taking into account the aeronautic context, a specific benchmark is designed for evaluation of controller performances.
A. Benchmark
In the sequel, the typical dynamic and static desired performances of the aeronautic steering mechanism in a reduced scale are described through a specific benchmark. Several desired actuator position trajectories are described in the following, with each trajectory being typical of a flight phase (high, medium, or low altitude) (see Fig. 2 for low-altitude trajectory):
1) high altitude: -mm actuator position trajectory with 1-Hz frequency and -N maximum load force; 2) medium altitude:
-mm actuator trajectory with 1-Hz frequency and -N maximum load force; 3) low altitude:
-mm actuator trajectory with 1-Hz frequency and -N maximum load force. Note that the desired position trajectories are such that velocity, acceleration, and jerk are continuous functions. In order to evaluate the dynamic performances of the closed-loop system, a Bode diagram is defined (black line in Fig. 8 ) by supposing that the desired position trajectory reads as a sinusoidal signal with an amplitude that is equal to 16 mm. For each desired trajectory shown in Fig. 2 , the closed-loop system has to fulfill the following performances.
1) The static error is such that mm.
2) The rise-time maximum value is fixed through the minimum desired velocity of m/s for 32-mm displacement, which gives s.
3) The overshoot is such that %. In aeronautic applications, space and weight are crucial for performances and technical solution feasibility. For this reason, in the case of pneumatic actuator, the total fluid consumption used during a typical flying sequence (succession of low-, medium-, and high-altitude trajectories) is evaluated. Of course, the objective is to bring the smaller fluid tank.
B. Electropneumatic System
The electropneumatic system under interest is a doubleacting actuator controlled by two servodistributors (see Fig. 3 ) and composed by two chambers denoted by (as positive) and (as negative). The piston diameter is 63 mm, and the rod diameter is 16 mm. With a -bar source pressure, the actuator maximum force is 1750 N. The air mass flow rates entering the chambers are modulated by two three-way servodistributors Servotronic (Asco-Joucomatic) controlled by a microcontroller. The pneumatic jack horizontally moves a load carriage of mass . This carriage is coupled to four springs (which restrain the displacement of the carriage and restore the initial position in the middle of the total stroke that is equal to 50 mm-see Fig. 3 ) for a total of 63 000-N/m rate. Additional dry friction is controlled by two skates, with a maximum value that is equal to 40 N. As the maximal displacement of the carriage is 16 mm, the maximal disturbance spring force equals 1200 N. The electropneumatic plant model is obtained from three physical laws: the mass flow rate through a restriction, the pressure behavior in a variable chamber volume, and the fundamental mechanical equation. The experimental setup is simulated with a fluid-power-system-dedicated software AMESim (Imagine SA), and the control law is developed with Matlab/Simulink (Mathworks). These software choices imply a cosimulation program [7] and the development of the following two models.
1) The first one takes into account physical phenomena as temperature variations, practical values of mass flow rate, and dynamics of servodistributors. It is developed under AMESim.
2) The second one is simpler than the previous one and is used to design the controller (Simulink). In this paper, experimental results are exclusively presented. Only control models are described in the sequel.
III. MODELS OF THE EXPERIMENTAL SETUP
A. Nonlinear Model 1) Pressure Dynamics:
Each chamber of the pneumatic actuator is considered as a variable volume, in which air mass evolves with time. We state the following assumptions. A1) Air is a perfect gas, and its kinetics is inconsequential.
A2) The pressure and the temperature are homogeneous in each chamber.
A3)
The mass flow is pseudostationary.
A4) The temperature variations in each chamber are inconsequential with respect to the supply temperature .
A5) The process is polytropic and characterized by coefficient k (with ) [34] . Then, pressure dynamics read as (with or )
with being the mass flow rate brought inside the chamber and being the mass flow rate brought outside the chamber.
A6)
The leakages between the two chambers and between the servodistributor and jack are negligible. By defining , one gets (2) A7) The dynamic part of the servodistributor is neglected, and mass flow rate has been identified by the following function:
with and being defined as the fifth-order polynomials with respect to [2] . A8) All dry friction forces are neglected. A9) There is no control signal saturation.
2) Mechanical Model:
The second Newton law gives (3) with being the spring force. A10) The spring force is unknown and viewed as a bounded external perturbation, 1 i.e., . Let and be the volumes of chambers and , respectively, defined as and (with being equal to half of the cylinder volume). Knowing that uncertainties taken into account in the control design concern polytropic constant (such that , with ), mass flow , temperature , mass , and viscous friction coefficient and that there is a bounded external perturbation , the experimental setup nonlinear model reads as (4) where , and are all bounded values. Position, pressure, and control are limited by physical domain as and , respectively. A11) In the SISO case, only the actuator position is controlled, which means that the control reads as .
B. Linear Model
The equilibrium set reads as By supposing that there is no uncertainty in (4), it yields and . Note that, at the equilibrium set, for all positions , the velocity is null, and the pressure in both chambers and are the same. In fact, the spring tends to bring back the position to zero. For all positions except zero, the real equilibrium set is defined by . Note that, for all control law syntheses, the spring force (viewed as an external perturbation) is considered unknown. From [4] , the tangent linear model reads as (5) with and being defined as
In the pneumatic field, conventional position control laws consist in position, velocity, and acceleration feedbacks. The use of acceleration feedback instead of pressure or differential pressure can be justified by the fact that acceleration is quickly influenced by an external perturbation force. Moreover, the use of a pressure sensor is a hard task due to the very small size of the dead volume. Only position sensor is used, with velocity and acceleration being obtained via a robust differentiator [35] .
In order to obtain a third-order model with position, velocity, and acceleration state variables, a solution consists in replacing each time constant of each chamber by an average time constant (geometric mean) [26] . Then, a reduced linear model is obtained as (8) with (9) The damping coefficient denoted by reads as
The open-loop proper frequency equals (11) with (12) Remark that all parameters depend on the piston position, as shown in Fig. 4 ; the open-loop proper frequency is minimum for the central position.
IV. LINEAR POSITION CONTROL
In this section, a SISO linear control based on gain scheduling (GS) and designed from the reduced linear model (8) is presented and experimentally evaluated on the experimental setup. This approach has still been applied on an electropneumatic actuator in [5] and is displayed here for comparison purposes only with more advanced robust nonlinear controllers. For this reason, its design is not detailed a lot. 
A. Control Design
The control law reads as (13) This controller has been designed from (8) by computing gains , and by Ackerman's approach such that pole placement authorizes 4.6% overshoot [16] , as defined in the benchmark (Section II).
The gains are calculated in order to have the maximum bandwidth compared to actuator variable position. Of course, , and depend on the desired position (GS method). As detailed in [5] , for different positions along the stroke, gains are calculated. Then, each gain is viewed as a second-order polynomial with respect to position, with coefficients of this polynomial being obtained from interpolation and approximation with the least squares method.
B. Application on Experimental Setup
The control law is implemented on the DS1005 Board (dSpace Company) with a 1-ms sample time. Two kinds of experimental tests have been made. The first one, named "nominal case," consists in moving a mass that is equal to 0.8 kg (the control law has been designed with this hypothesis) in the presence of spring force disturbance. The second one, named "robust case," consists in increasing the moving mass to 1.8 kg % without changing the controller gains and always in the presence of spring force disturbance. For the sake of clarity, only results for "low-altitude trajectory" that is the most difficult trajectory are displayed in the sequel.
Nominal Case: The actuator position (Fig. 5) converges to the desired trajectory for more than 0.6 s with a control saturation at the initial time. The maximum position error in steady state is 0.48 mm [ Fig. 6 (bottom) ], which means that the developed actuator force allows to compensate the spring force. During all trajectory trackings, there is no pressure saturation Table I . The static position error is minimal when the amplitude trajectory is small. Of course, when position amplitude increases, spring force also increases. This result shows the limit of GS control in order to compensate for the unknown perturbations and then justifies the interest of the robust nonlinear controllers designed in the sequel.
Robustness Evaluation: The convergence time is 0.72 s (Fig. 7) . The maximum position error in steady state is the same as that in the previous, and there is still control saturation at the initial time. (Fig. 8) is evaluated from the first harmonic of the position measurement. The gain (respectively the phase) is lower than the gain (respectively the phase) template, so the bandwidth is lower than the desired one. In fact, the gain is limited by mass flow rate saturation and could be significantly increased by using another servodistributor with the highest maximum mass flow rate. On the other hand, the phase can be increased by using another controller, as seen in the sequel of this paper.
Consumption: Consumption is evaluated over a typical flying sequence (i.e., succession of low-, medium-, and high-altitude trajectories) and reads as (with or being the mass flow rate brought inside the chamber) (14) Unfortunately, mass flow rate is not measurable in a dynamic context because adequate sensor with sufficient bandwidth does not exist. As seen previously, mass flow rate has been identified in terms of pressures and control input [33] . Then, consumption is computed by simulation [6] from (14) from experimental data (Table II) .
V. HIGH-ORDER SLIDING-MODE POSITION CONTROLLER (SISO)
If a high-accuracy position control is the objective, assumptions for the model design imply that a robust control law with respect to uncertainties (frictions, mass flow rate, temperature variations, etc.) and perturbations (mass variation, spring force, etc.) is required. From [31] , a high-order sliding-mode controller is derived. Its main features are robustness, finite convergence time, and high-accuracy performances. In the sequel, theoretical aspects on this control and its application to the pneumatic system are developed.
A. Synthesis of High-Order Sliding-Mode Controller (SM)
Consider an uncertain nonlinear system (15) with being the state variable, being the input control, and being a measured smooth output function. Let denote the sliding variable defined as , with being the smooth desired trajectory. and are uncertain smooth nonlinear functions. Assume the following.
H1) The relative degree [17] of (15) with respect to is constant and known.
The control objective is to fulfill the constraint in finite time and to keep it exactly by feedback control.
Definition 1: [24] Consider the nonlinear system (15), which is closed by some possibly dynamical discontinuous feedback. Then, provided that 2 are continuous functions and that the set which is called the " th-order sliding set," is nonempty and is locally an integral set in the Filippov sense [13] , the motion on is called the " th-order sliding mode" with respect to the sliding variable .
The th-order sliding-mode control approach allows the finite-time stabilization to zero of the sliding variable and its first time derivatives by defining a suitable discontinuous control function. The output satisfies (16) with 3 , and [31] . H2) The solutions are understood in the Filippov sense [13] , and system trajectories are supposed to be infinitely extensible in time for any bounded Lebesgue measurable input.
H3) Functions and are bounded uncertain functions, and without loss of generality, the sign of the control gain is taken constant and strictly positive. Thus, there exist , and such that (17) for , with being a bounded open subset of within which the boundedness of system dynamics is ensured.
The synthesis of a high-order sliding-mode controller for (15) is made through the following idea: Switching variable is defined such that the system evolves, early from , on a 2 Throughout this paper,s( 1 ) (k 2 IN ) denotes the kth time derivative of the function s( 1 ). This notation is also applied for every function. 3 Given a(x) that is a real-valued function and b(x) that is a vector field, both defined on X IR , the derivative of a( 1 ) along b ( 1 ) is written as L a and is defined asL a = (@a)=(@x)b(x) [17] .
switching manifold. Furthermore, the sliding variable and its time derivatives reach the origin in finite time in spite of uncertainties thanks to discontinuous control. The design of the controller consists in the following two steps: 1) design of the switching variable for (16); 2) design of a discontinuous control input maintaining the system trajectories on a switching manifold, which ensures the establishment of an th-order sliding mode in finite time in spite of uncertainties. The switching variable described in the sequel is an adaptation of the result of [31] . Of course, it ensures that, theoretically, an th-order sliding-mode behavior is established in an a priori well-known time, and practically, it ensures the stability of the system in a vicinity of the origin.
Switching Variable: Let be the switching variable defined as (18) with such that is a Hurwitz polynomial in the complex variable . The function is a one defined as
This choice ensures that the system is evolving early from on the manifold and that it is evolving on exactly from . A solution for reads as [31] ( 20) with being a -dimensional stable matrix (strictly negative eigenvalues) and being a -dimensional vector.
H4)
The integer is such that and bounded. Lemma 1 ( [31] ): There exist a stable matrix and a matrix such that matrix defined as (21) is invertible.
From Lemma 1, as system (19) of 2 equations is linear in the -dimensional gain matrix , its resolution is then trivial, and there always exists only a single solution 4 (22) H5) There exists a finite positive constant such that (23) Equation describes the desired dynamics which satisfy the finite-time stabilization of vector to zero. Then, theswitching manifold on which system (16) is forced to slide on via the discontinuous control is defined as (24) Given (19), one gets . At the initial time, the system still evolves on the switching manifold. There is no reaching phase in opposition to previous approaches in [20] and [21] .
Controller Design: The attention is now focused on the design of the discontinuous control law which forces the system trajectories of (16) to slide on to reach in finite time the origin and to maintain the system at the origin.
Theorem 1 ([31]):
Consider the nonlinear system (15) with a relative degree . Suppose that it is a minimum phase system and that hypotheses H1), H2, H3), and H4) are fulfilled. Let be the sliding-mode order and be the desired convergence time. Define by (18) with unique solution of (20) given by (22) , and suppose that assumption H5) is fulfilled. The control input defined by (25) where (26) with and being defined by (17) , being defined by (23) , and , leads to the establishment of an th-order sliding mode with respect to . The convergence time is .
Sketch of Proof: Condition (26) allows one to satisfy the -attractivity condition . For more details, see [31] .
B. Application to Pneumatic Actuator Position Control
The objective consists in designing a robust (with respect to uncertainties/disturbances) position controller. Then, define the sliding variable as . From (4), its relative degree with respect to equals three, which implies that a third-order sliding-mode controller can be designed. One has (27) 4 K denote the inverse of the transpose.
with (28)
The control law is defined as 5 , with (respectively being the nominal value of (respectively , i.e., derived from (28) with no uncertainty. Note that is always strictly positive. Then, has the same sign as . From (27) , and are independent of . One gets (29) with and . As introduced in Section V-A, the design follows two steps. The first one consists in computing offline matrix [ (22)] which gives function [(20) ]. These latter ones and their time derivatives are computed online in order to ensure the convergence of , and to zero at a fixed time . The second step is the synthesis of discontinuous control which ensures the convergence in spite of uncertainties.
Switching Variable: The switching variable reads as [from (18) , with (in order to satisfy (26) by taking into account the bounded uncertainties and mass variations % ). 
TABLE III STATIC POSITION ERROR (IN MILLIMETERS) WITH (TOP) GS AND (BOTTOM) SLIDING-MODE SISO CONTROLLERS
Experimental Results: As detailed in the previous section, "nominal case" and "robust case"' tests are made in order to evaluate the performances and robustness of the controller.
Nominal Case: The actuator position (Fig. 9) converges to the desired trajectory in 0.5 s as scheduled without control saturation [ Fig. 10 (bottom) ]. The maximum position error in steady state is 0.02 mm in spite of spring forces. There is no pressure saturation [ Fig. 10 (top) ]. In order to compare performances between GS and high-order sliding-mode SISO controllers, static position errors are summarized in Table III . Recalling that the maximum position error allowed by the benchmark is 0.2 mm, the sliding-mode SISO controller fulfills this constraint, which is not the case for the GS one. Robustness Evaluation (Fig. 11) : The controller still ensures convergence in 0.5 s without overshoot or control saturation. In steady state, the maximum position error equals 0.02 mm, which confirms the efficiency and robustness of this controller.
Frequency Response (Fig. 12 ): Frequency response is evaluated in the same conditions with that in the previous. This test shows that, as previously mentioned in Section IV-B (frequency response item), the gain is not significantly improved by nonlinear control. However, the phase is now lower than the phase template, which is not the case with linear controller and is a key point with respect to the desired performances.
Consumption: Consumption is evaluated in the same way as in the previous, and results are displayed in Table IV . With the current controller, the chattering effect appears and leads to high-frequency control variations. These latter imply variation of mass flow rate during the steady-state position: Fluid consumption is increasing.
VI. HIGH-ORDER SLIDING-MODE POSITION-PRESSURE CONTROLLER (MIMO)
Given the structure of the experimental setup, the use of two servodistributors allows one to define two different control objectives. Then, in this section, a MIMO controller is displayed. As mentioned in the Introduction, in order to improve system performances, in particular actuator positioning accuracy and rigidity, the controller is now designed such that both actuator position and pressure in one chamber are controlled. As pressure is now controlled, accuracy and rigidity are also improved, which is also a crucial point for steering mechanism application. Note also that, in the MIMO case, there is no more zero dynamics, which ensures the stability of the whole system. The first objective consists in controlling the actuator position, and the second objective consists in designing a robust pressure controller in order to fix pressure in a high level (for rigidity and accuracy improvement). Define the sliding variables and as (32) From (4), the relative degree of w.r.t. equals three, which implies that at least a third-order sliding-mode controller has to be designed for position. The relative degree of w.r.t. equals one, which implies that at least a first-order sliding-mode controller has to be designed for pressure. From (4), defining , one gets (33) with Denoting and as the nominal values (i.e., without uncertainty) of and , respectively, the control input reads as 6 (34) with being the discontinuous input displayed in the sequel. From (33), one gets (35) 6 Matrix0 is invertible on the work domain. (Fig. 13) converges to the desired trajectory in without control saturation. The maximum position error in steady state is 0.02 mm in spite of spring force disturbance. There is no pressure saturation [ Fig. 14 (top) ]. The control input is shown in Fig. 14 (bottom) . In Table V , the results on static position error for different trajectories (corresponding to different altitude flights) are summarized. The MIMO high-order sliding-mode controller appears to be the most efficient controller w.r.t. the static position error. Robustness Evaluation (Fig. 15) : The controller ensures convergence in 0.5 s without overshoot in spite of mass variation. The maximum position error in steady state equals 0.02 mm, which confirms the efficiency/robustness of this controller.
Frequency Response (Fig. 16 ): Frequency response is evaluated in the same conditions as that in the previous, and results are close to the SISO ones.
Consumption: The desired pressure trajectory has been computed in order to have a maximum pressure in each chamber, which implies that rigidity is maximum with better accuracy. Experimental results also show that the high-order sliding-mode controller in the MIMO case increases chattering on pressure (as the pressure controller is the first-order sliding-mode one). It induces a more important consumption through the mass flow rate (see Table VI ). A solution would be to find, through an optimization way, a pressure trajectory with minimum consumption and maximum rigidity and/or to increase the order of sliding-mode pressure controller.
VII. CONCLUSION
The structure of an experimental setup and a benchmark are designed in order to check controllers of pneumatic actuators in the aeronautic context. In this framework, two controllers are designed and tested. The experiments show that a linear GS feedback controller is not sufficient for this application. Higher order sliding-mode controllers (SISO and MIMO) fulfill the main benchmark objectives. However, one of the performance criteria, the bandwidth at dB of the closed-loop system, is still limited. In order to improve this point, a solution is the use of another servodistributor to be able to ensure a higher mass flow rate. Another key point is fluid consumption. High-order sliding-mode controllers need more fluid but have greatly better accuracy and robustness performances. A future work will consist in designing pressure trajectory references (through optimization study) such that accuracy and robustness are kept. Since 1982, he has been with the Ecole Centrale de Nantes, Nantes, France, where he is currently a Full Professor (previously Associate Professor) with the IRCCyN, UMR CNRS 6597. He is an Associate Editor of Control Engineering Practice. His current interests include theoretical issues in nonlinear control and observer design and their applications mainly to electric and pneumatic systems.
