The number of ways an element of a finite group can be expressed as a square, a commutator, or more generally in the form w(x 1 , . . . , xr), where w is a word in the free group, defines a natural class function. We investigate some properties of these class functions, in particular their tendency to be characters or virtual characters of the underlying group. Generalizing classical results of Frobenius and others, we prove that generalized commutators yield characters in this manner, and use this to exhibit a criterion for nilpotency based on a certain equation associated with the irreducible characters.
Introduction
Let G be a finite group. For every h ∈ G, let N x 2 (h) denote the number of solutions to x 2 = h in the group. This is obviously a class function, and a celebrated theorem of Frobenius and Schur asserts that N x 2 is a difference of characters; moreover the inner product of N x 2 with any irreducible character is 0, 1 or −1 [7, Chap. 4] . This result was extended in various directions, e.g. to n-powers (see below), and recently to norms with respect to an automorphism, in [3] . More generally, let w be a word in the free group F r on r letters. Substitution (g 1 , . . . , g r ) → w(g 1 , . . . , g r ) defines a natural function from r-tuples in G to G itself. We let N w,G (h) denote the number of solutions to w(x 1 , . . . , x r ) = h for x 1 , . . . , x r ∈ G (if G is clear from the context, we sometimes omit it and write N w (h)). Any automorphism σ ∈ Aut(G) carries the set of solutions of the equation w(x 1 , . . . , x r ) = h onto the set of solutions to w(x 1 , . . . , x r ) = σ(h), showing that N w is invariant under σ. In particular N w is a class function, and so can be expressed as a linear combination of the irreducible characters of G. It is natural to investigate the coefficients in those expansions.
It was proved by Frobenius [5, Article 78, pp. 394-403 (1908) ] that N x m is always a virtual character (see also [7, Problem 4.7] ). Frobenius also proved (see [5, pp. 1-37] ) that the function N [x,y] (h) is a character. This was generalized in [13] , where N x1x2...xnx
is computed explicitly, and shown to always be a character; the author uses this computation to give a new proof for Itô's theorem. Serre shows in [10, Chap. 7] how counting solutions of similar type (restricted to certain conjugacy classes) can be applied to the inverse Galois problem. Various additional results of this kind, especially for the symmetric groups, can be found in [12, ].
Recall that a group whose character table entries are rational integers, is called rational. Following Corollary 3.4 below, we call a finite group G semi-rational if N w,G is a virtual character for every word w, and analogously say that w is semirational, if N w,G is a virtual character for any finite group G. After presenting some general reduction techniques and disposing of the abelian case in Sec. 2, we give in Sec. 3 various sufficient conditions for a group to be semi-rational, and point out that SL 2 (7) is not semi-rational.
In Sec. 4 we change perspective, and show that the generalized commutators γ r = [x 1 , x 2 , . . . , x r ] are semi-rational (this was independently proved in [1] when r → ∞, can be used to show (Theorem 4.10) that the matrix A has spectral radius 1. We fix notation, as follows. ByĜ we denote the set of irreducible characters of G, and Z is the Z-module generated by all the entries in the character table of G. Letting ω denote a primitive root of unity of order |G|, we always have that Z ⊆ Z[ω]. The standard inner product of class functions is denoted by
so if f = α χ χ is a class function (summing over the irreducible characters of G), the coefficients are α χ = f, χ . In particular, for a word w ∈ F r , N w = α χ χ where
We say that N w is integral if all the coefficients α χ are in Z.
Reduction of Words and Groups
Consider a word w which is a product w w with disjoint sets of variables. In this case we write w = w * w . Since w w = h iff w = k and w = k −1 h for some k ∈ G, and since w and w are independent by assumption, we have the convolution formula N w * w = N w * N w , namely
By the generalized orthogonality relation for characters [7, Theorem 2.13 ], the convolution χ * χ of irreducible characters is zero if χ = χ and is equal to This question can be refined for a fixed group G. Let the rank r ≥ 1 also be fixed. The group of identities of G, denoted here by K(G), is the set of elements w ∈ F r which are mapped to 1 by every homomorphism φ : F r → G. It is thus the intersection of all kernels of such homomorphisms. Since G is finite, there are only finitely many homomorphisms F r → G, so the group of identities is a finite index characteristic subgroup of F r . Finally if w and w fall into the same class in the quotient F r /K(G), then they represent the same element in every substitution, and in particular N w,G = N w ,G . Question 2.3. Suppose N w,G = N w ,G for a fixed group G. Does it follow that w can be mapped by an automorphism of F r to some w ∈ F r which is equivalent to w modulo K(G)?
Allowing for the automorphism here is not redundant: If x 1 and x 2 are two of the generators of F r , then N x1 = N x2 for every group G, but x
When G is abelian of exponent e, it is easy to verify that K(G) is the subgroup of F r generated by commutators and e powers; therefore 
Proof. The exponentiation map g → g
α is a homomorphism; we denote the image by G α and the kernel by
which is either zero or one.
Integrality of the Coefficients
Let w ∈ F r and let N w be the induced counting function, as defined in the introduction. The following property of the functions N w is due to Solomon (see also [6] ).
Proposition 3.1 ([11, Theorem 1]). Assume r > 1. For every g ∈ G, the value
Let χ be an irreducible character of G. Writing N w as a linear combination of the characters, the coefficient N w , χ of χ (see Eq. (1)) can be written as
The following argument, building on Proposition 3.1, is due to Stanley ([12, Exerise 7.69.j]). If σ ∈ Gal(Q[ω]/Q), then σ(ω) = ω s for some s prime to |G| (and every such s defines a corresponding automorphism). Let m s : G → G be the exponentiation by s, which is one-to-one and onto. Also let s be the inverse of s modulo |G|. For every h ∈ G, ρ(h) is diagonalizable with eigenvalues that are powers of ω, and so we have that σ(χ(h)) = χ(h s ). Therefore
Corollary 3.3. N w is a virtual character iff N w (h) = N w (h ) whenever h and h generate the same subgroup of G.
If such h and h are always conjugate in G (the most well known example being S n ), then the character table consists of integers, so that in our notation Z = Z. Such groups are called rational, and from Proposition 3.2 we have the following corollary.
Corollary 3.4. Every (finite) rational group is semi-rational.
We emphasize that N w is invariant under any automorphism of G. This implies that the coefficient of χ in N w is equal to the coefficient of any χ• σ for σ ∈ Aut(G). Moreover, by Corollary 3.3, we get the following proposition. Proposition 3.5 is strictly stronger than the claim involving rational groups; for example, the alternating groups satisfy this condition but are not rational. Other irrational examples can be detected using the following observation. for the group SL 2 (7), shows that it is not a virtual character, so this group is not semi-rational.
Abelian groups are almost never rational (except for the elementary abelian groups of exponent 2). However, we still have the following example. Example 3.8. All abelian groups are semi-rational. This is because exponentiation by s prime to |G| is an automorphism when the group is abelian. Also see Proposition 2.4.
We do not know if the converse to Proposition 3.5 holds.
Question 3.9. Let G be a semi-rational group. Does it follow that every two elements h, h generating the same subgroup of G are in the same orbit of Aut(G)?
Generalized Commutators
Words in the commutator subgroup of F r are of special interest, in light of the classical result that any finitely generated verbal quotient of the free group can be presented with (at most) one relation of the form x Indeed, W k = 1 implies X 1 , . . . , X k = 1, with exponentially declining probability. This observation will later be translated to a statement on the norm of a certain matrix computed from character values. But first we need to compute the distribution of a commutator explicitly.
Let φ : C[G] → C be the augmentation map defined by φ(g) = 1 for every g ∈ G. It is convenient to work with "distribution elements" a ∈ C[G], which satisfy φ(a) = 1. If a = a g g and the coefficients a g are all positive real numbers, then a defines a distribution on the group by Pr{X = g} = a g . One advantage of this notation is that the product of two distribution elements in the group algebra is again a distribution element, representing the convolution of the two distributions. In particular, for a conjugacy class C, we letĈ = Suppose that X has a central distribution, so the probability x → Pr{X = x} is a class function. We can then write it (uniquely) as a linear combination of the irreducible characters, so for suitable coefficients q ψ , we have
where ψ (1) is the dimension of the representation associated to ψ. Lemma 4.6 explains why it is reasonable to write the coefficients in this form. Recall thatĜ denotes the set of irreducible representations of G.
Definition 4.2.
Let q :Ĝ → C be a function. The distribution defined by Eq. (5) (if this is indeed a distribution, namely the entries are positive and sum to 1), is denoted by P (q).
Notice that q 1 = 1 is a necessary condition, as seen by summing over all x ∈ G.
Example 4.3. Let δ 1 :Ĝ → R be the delta function, δ 1 (1) = 1 and δ 1 (ψ) = 0 for ψ = 1. For this vector equation (5) becomes Pr{X = x} = 1/|G|, so P (δ 1 ) is the uniform distribution on G.
Let A :Ĝ ×Ĝ → C denote the matrix
We use the indexing byĜ to multiply A by vectors such as the above q (namely (A · q) χ = ψ∈Ĝ A χψ q ψ ). Notice that A is a real (in fact rational) matrix, as χψ, χ counts the components isomorphic to χ in the tensor product of the representations associated to χ and ψ. 
Notice that taking u * as the vector of coefficients, Eq. (5) becomes Proof. Recall the formula for multiplication of conjugacy classes,
which can be restated as
Taking C as the conjugacy class of x in Eq. (5), our assumption on X can be written as
Since U is uniform, the element UX −1 U −1 is uniform on the conjugacy class of X −1 . Thus X and UX −1 U −1 are independent given the conjugacy class of X. Now
Letting r :Ĝ → R be the vector inducing the distribution of [X, U ], we get from the last computation that
By induction, we have the following corollary.
Corollary 4.7. Suppose X 1 has the distribution P (q), and X 2 , . . . are uniform. Then the generalized commutator Let C denote the set of conjugacy classes of G. We define T : C ×Ĝ → C by
Then Eq. (5) implies Pr{X ∈ C} = (T · q) C , in other words, the distribution P (q) is equal to T · q. Notice that although A is a real matrix, T in general is not. Let D : C × C → R be the diagonal matrix defined by D C,C = |C|, and let E :Ĝ×Ĝ → R be the diagonal matrix defined by E ψψ = ψ (1) . The character We now get to the final result of this section, namely the explicit computation of N γ k . 
Note that |G|A is an integral matrix with positive entries, as ψ(1) always divides |G|, and the coefficients χψ, χ are positive integers. Therefore (|G|A) k−2 · J is again integral and positive. Finally by the definition in Eq. (5),
which is a character since the coefficients |G|/ψ(1) are integral.
Taking x = 1 in (8), we obtain
By definition, G is nilpotent of class at most k iff γ k+1 (G) = 1, iff N γ k+1 (1) = |G| k+1 . Equation (9) then provides a character condition for nilpotency, where J ψ = 1 as above. a 1 , . . . , a t | w(a 1 , . . . , a t ) 
