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Abstract. In this study the Voronoi interpolation is used to interpolate
a set of points drawn from a topological space with higher homology
groups on its filtration. The technique is based on Voronoi tessellation,
which induces a natural dual map to the Delaunay triangulation. Ad-
vantage is taken from this fact calculating the persistent homology on it
after each iteration to capture the changing topology of the data. The
boundary points are identified as critical. The Bottleneck and Wasserstein
distance serve as a measure of quality between the original point set and
the interpolation. If the norm of two distances exceeds a heuristically
determined threshold, the algorithm terminates. We give the theoretical
basis for this approach and justify its validity with numerical experiments.
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1 Introduction
Most interpolation techniques ignore global properties of the underlying topolog-
ical space of a set of points. The topology of an augmented point set depends
on the choice of interpoland. However, it does not depend on the topological
structure of the data set. The Voronoi interpolation is a technique considering
these issues [3]. The algorithm has been invented by Sibson [21]. Using Voronoi
triangulation to determine the position of a new point respects the topology
in terms of simple-homotopy equivalence. For this an implicit restriction to a
closed subset of the embedded space is used, see Fig. 2. The closure of this subset
depends on the metric, in Euclidean space it is flat. This restriction, also called
clipping, leads to varying results for interpolation according to the choice of clip.
The clip does not represent the intrinsic geometry nor the topology of the data,
but that of the surrounding space. This leads to artifacts during interpolation.
Persistent homology encodes the topological properties and can be calculated
in high dimensions. Thus, it is used as indicator for such artifacts [25]. In
particular, this measurement of topological properties behaves stable, i.e. small
changes in the coordinate function value also cause small changes in persistent
homology [9]. Efficient data structures and algorithms have been designed to
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compute persistent homology [25,24] and scalable ways to compare persistence
diagrams using the Wasserstein metric have been developed [8]. This paper uses
persistent homology to decide whether a topological change occurs or not.
Up to this point it is an open problem to detect these errors and to terminate
the algorithm in time. Our contribution to a solution is divided into three parts:
– We introduce persistent homology as a stopping-criterion for interpolation
methods. The distance between two persistence diagrams is an indicator of
topological changes during augmentation.
– We cover the connection of the Voronoi tessellation to the Delaunay triangu-
lation via duality. It is shown that the Delaunay complex is simple-homotopy
equivalent to the Cˇech complex. We further show that the Delaunay complex
is sufficient to compute persistence diagrams.
– We investigate the method on a signature data set. It provides interesting and
visually interpretable topological features due to the topography of letters.
Higher homology groups such as H1 and H2 may appear on the filtration
of a signature. This often represents an insurmountable hurdle for other
interpolation techniques.
2 Simplicial Complexes and Filtrations
Taking into account the topology of data is beneficial for interpolation, due to
the assumption that the point set lies on a topological or even smooth manifold,
having a family of smooth coordinate systems to describe it. Another hypothesis
says, that the mutual arrangement of every dataset forms some ‘shape’ [25],
which characterizes the manifold. If the point set changes its shape, it is no longer
identifiable with this manifold.
Embedded simplicial complexes, build out of a set of simplices, are suitable
objects to detect such shapes, by computing their homology groups. Simplices,
denoted by σ, are the permuted span of the set X = {x0, x1, . . . , xk} ⊂ Rd with
k+ 1 points, which are not contained in any affine subspace of dimension smaller
than k [19]. A simplex forms the convex hull
σ :=
{
x ∈ X
∣∣∣∣ k∑
i=0
λixi with
k∑
i=0
λi = 1 and λi ≥ 0
}
. (1)
Simplices are well-defined embeddings of polyhedra. ‘Gluing’ simplices together
at their faces, we can construct simplicial complexes out of them. Faces are meant
to be h-dimensional simplices or h-simplices. Informally, the gluing creates a
series of k-simplices, which are connected by h-simplices, that satisfy h < k. A
finite simplicial complex denoted by K and embedded into Euclidean space is
a finite set of simplices with the properties, that each face of a simplex of K is
again a simplex of K and the intersection of two simplices is either empty or a
common face of both [19].
We want to take into account the systematic development of a simplicial
complex upon a point cloud. This is called filtration and it is the decomposition
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of a finite simplicial complex K into a nested sequence of sub-complexes, starting
with the empty set [10]:
∅ = K0 ⊂ K1 ⊂ · · · ⊂ Kn = K, (2)
Kt+1 = Kt ∪ σt+1, for t ∈ {0, . . . , n− 1}. (3)
In practice a parameter r is fixed to determine the step size of the nested
complexes. This can be thought as a ‘lens’ zooming into a certain ‘granularity’ of
the filtration. In the following, we present four different simplicial complexes and
their theoretical connection.
2.1 Cˇech Complex
Let the radius r ≥ 0 be a real number and B(x, r) = {y ∈ Rd | ||x− y|| ≤ r} the
closed ball centered around the point x ∈ X ⊆ Rd. The Cˇech complex for a finite
set of points X is defined as
Cˇech(X, r) = {U ⊆ X |
⋂
x∈U
B(x, r) 6= ∅}. (4)
By || · || we denote consequently the L2-norm. In terms of abstract simplicial
complexes (see sec. 7), the Cˇech complex is the full abstract simplex spanned
over X [2]. According to the Nerve lemma it is homotopy-equivalent to the
union of balls B(X, r) =
⋃
x∈U B(x, r) [7]. Spanning the simplicial complex for
r = supx,y∈U ||x− y||, we get the full simplex for the set U . For two radii r1 < r2
we get a nested sequence Cˇech(X, r1) ⊂ Cˇech(X, r2). This implies that the Cˇech
complex forms a filtration over U and therefore a filtration over the topological
space X if U = X [2]. These properties make the Cˇech complex a very precise
descriptor of the topology of a point set. The flip side of the coin is that the Cˇech
complex is not efficiently computable for large point sets. A related complex is
therefore presented next, which is slightly easier to compute.
2.2 Vietoris-Rips Complex
The Vietoris-Rips complex Rips(X, r) with vertex set X and distance threshold
r is defined as the set
Rips(X, r) =
{
U ⊆ X
∣∣∣∣ ||x− y|| ≤ r, for all x, y ∈ U} . (5)
The Vietoris-Rips complex requires only the comparison of distance measures
to be obtained. It spans the same 1-skeleton as the Cˇech complex and fulfills
for an embedding into any metric space the following relationship [5, p. 15]:
Rips(X, r) ⊆ Cˇech(X, r) ⊆ Rips(X, 2r). To see this, we choose a simplex σ =
{x0, x1, . . . , xk} ∈ Rips(X, r). The point x0 ∈
⋂k
i=0B(xi, r) must be within
the intersection of closed balls with radius r of all points. Now we choose a
4 L. Melodia, R. Lenz
Fig. 1. Four of five geometric complexes appearing in the collapsing sequence of
the Cˇech-Delaunay Collapsing Theorem [2]. From left to right : A high dimensional
Cˇech complex projected onto the plane, the Cˇech-Delaunay complex, the Delaunay
complex, the Witness complex, which is an outlier in the row due to the changing
shape by different Witness sets (white bullets) and the Wrap complex.
σ = {x0, x1, . . . , xk} ∈ Cˇech(X, r), then there is a point y ∈ Rd within the
intersection y ∈ ⋂ki=0B(xi, r), which is the desired condition d(xi − y) ≤ r for
any i = 0, . . . , k. Therefore, for all i, j ∈ {0, . . . , k} the following (in)equality
applies: d(xi − xj) ≤ 2r and σ ∈ Rips(X, 2r).
The calculation time for the Vietoris-Rips complex is better than for the
Cˇech complex, with a bound of O(n2) for n points [24]. As a third complex
we introduce the α-complex or Delaunay complex, for which the definition of
Voronoi cells and balls are prerequisite.
2.3 Delaunay Complex
If X ⊂ Rd is a finite set of points and x ∈ X, then the Voronoi cell or also
Voronoi region of a point x ∈ X is given by
Vor(x) =
{
y ∈ Rd
∣∣∣∣ ||y − x|| ≤ ||y − z||, for all z ∈ X} . (6)
The Voronoi ball of x with respect to X is defined as the intersection of the Voronoi
region with the closed ball of given radius around this point, i.e. VorBall(x, r) =
B(x, r) ∩Vor(x) [2].The Delaunay complex on a point set X is defined as
Del(X, r) =
{
U ⊆ X
∣∣∣∣ ⋂
x∈U
VorBall(x, r) 6= ∅
}
. (7)
There is a fundamental connection between the union of all Voronoi balls over X
and the Delaunay complex. The idea is to find a good cover that does represent
the global topology. Taking the topological space X and U =
⋃
i∈I Ui beeing an
open cover, we define the Nerve of a cover as its topological structure. Therefore,
the empty set ∅ ∈ N(U) is part of the Nerve and if ⋂j∈J Uj 6= ∅ for a J ⊆ I,
then J ∈ N(U). We consider U to be a good cover, if for each σ ⊂ I the set⋂
i∈σ Ui 6= ∅ is contractible, or in other words if it has the same homotopy type
as a point. In this case the Nerve N(U) is homotopy equivalent to
⋃
i∈I Ui.
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Most interestingly, the Delaunay complex Delr(X) of a point set X is isomor-
phic to the Nerve of the collection of Voronoi balls. To see this, we construct
Voronoi regions for two different sets. Thus, we denote the Voronoi region
Vor(x, r, U) of a point within a set U . Be Vor(x, r, U) ⊆ Vor(x, r, V ) for each
open set U ⊆ V ⊆ X and all x ∈ X. We obtain the largest Voronoi ball for U = ∅
and the smallest Voronoi ball for U = X. In the first case each region is a ball with
radius r and in the second case the Voronoi balls form a convex decomposition
of the union of balls. We select a subset U and restrict the Delaunay complex
to it by taking into account only the Voronoi balls around the points in U . It is
called selective Delaunay complex and contains the Delaunay and Cˇech complex
in its extremal cases:
Del(X, r, U) =
{
V ⊆ X
∣∣∣∣ ⋂
x∈V
VorBall(x, r, U) 6= ∅
}
. (8)
Since the union of open balls does not depend on U , the Nerve lemma implies,
that for a given set of points X and a radius r all selective Delaunay complexes
have the same homotopy type. This also results in Del(X, r, V ) ⊆ Del(X, s, U)
for all r ≤ s and U ⊆ V . The proof has been given first by [2, §3.4].
2.4 Witness Complex
Through the restriction of the faces to randomly chosen subsets of the point
cloud the filtration is carried out on a scalable complex, which is suitable for
large point sets. We call these subsets Witnesses W ⊂ Rd and L ⊂ Rd landmarks.
The landmarks can be part of the Witnesses L ⊆W , but do not have to. Then
σ is a simplex with vertices in L and some points w ∈ W . We say that w is
Witnessed by σ if ||w− p|| ≤ ||w− q||, for all p ∈ σ and q ∈ L \ σ. We further say
it is strongly Witnessed by σ if ||w− p|| ≤ ||w− q||, for all p ∈ σ and q ∈ L. The
Witness complex Wit(L,W ) consists of all simplices σ, such that any simplex
σ˜ ⊆ σ has a Witness in W and the strong Witness complex analogously.
The homology groups of the Witness complex depend strongly on the land-
marks. In addition to equally distributed initialization, strategies such as sequen-
tial MaxMin can lead to a more accurate estimate of homology groups [22]. Its
time bound for construction is O (|W |log|W |+ k|W |) [5].
3 Persistent Homology Theory
We are particularly interested in whether a topological space can be continuously
transformed into another. For this purpose its k-dimensional ‘holes’ play a central
role. Given two topological spaces M and N we say that they have the same
homotopy type, if there exists a continuous map h : M×I → N , which deforms M
over some time interval I into N . But it is very difficult to obtain homotopies. An
algebraic way to compute something strongly related is homology. The connection
to homotopy is established by the Hurewicz Theorem. It says, that given pik(x,X),
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the k-th homotopy group of a topological space X in a point x ∈ X, there exists
a homomorphism h : pik(x,X)→ Hk(x,X) into the k-th homology group at x.
It is an isomorphism if X is (n − 1)-connected and k ≤ n when n ≥ 2 with
abelianization for n = 1 [17]. In this particular case, we are able to use an easier to
calculate invariant to describe the topological space of the data up to homotopy.
Further we need to define what a boundary and what a chain is, respectively.
We want to describe the boundary of a line segment by its two endpoints, the
boundary of a triangle, or 2-simplex by the union of the edges and the boundary
of a tetrahedron, or 3-simplex by the union of the triangular faces. Furthermore, a
boundary itself shall not have a boundary of its own. This implies the equivalence
of the property to be boundaryless to the concept of a ‘loop’, i.e. the possibility
to return from a starting point to the same point via the k-simplices, by not
‘entering’ a simplex twice and not ‘leaving’ a simplex ‘unentered’.
Let σk be a k-simplex of a simplicial complex K := K(X) over a set of points
X. Further, let k ∈ N. The linear combinations of k-simplices span a vector
space Ck := Ck(K) = span
(
σk1 , . . . , σ
k
n
)
. This vector space is called k-th chain
group of K and contains all linear combinations of k-simplices. The coefficients
of the group lie in Z and the group structure is established by (Ck,+), with
eCk = 0 being the neutral element and addition as group operation. A linear
map ∂ : Ck → Ck−1 is induced from the k-th chain group into the (k − 1)-th.
The boundary operator ∂k(σ
k) : Ck → Ck−1 is defined by
∂k(σ
k) =
k∑
i=0
(−1)i (v0, . . . , v̂i, . . . , vk) . (9)
The vertex set of the k-simplex is v0, . . . , vk. This group homomorphism contains
an alternating sum, thus for each oriented k-simplex (v0, . . . , vk) one element v̂i is
omitted. The boundary operator can be composed ∂2 := ∂ ◦ ∂. We observe, that
every chain, which is a boundary of higher-dimensional chains, is boundaryless.
An even composition of boundary maps is zero ∂2Z = 0 [17].
The kernel of (Ck,+) is the collection of elements from the k-th chain group
mapped by the boundary operator to the neutral element of (k − 1)-th: ker ∂k =
∂−1k (eCk−1) = {σk ∈ Ck | ∂k(σk) = eCk−1}. A cycle should be defined by having
no boundary. From this we get a group of k-cycles, denoted by Zk, which is
defined as the kernel of the k-th boundary operator Zk := ker ∂k ⊆ Ck. Every
k-simplex mapped to zero by the boundary operator is considered to be a cycle
and the collection of cycles is the group of k-cycles Zk. The k-boundaries are
therefore Bk = Im ∂k+1 ⊂ Zk. The k-th homology group Hk is the quotient
Hk := Zk/Bk = ker ∂k/ Im ∂k+1. (10)
We compute the k-th Betti numbers by the rank of this vector space, i.e. βk =
rankHk. In a certain sense the Betti numbers count the amount of holes in a
topological space, i.e. β0 counts the connected components, β1 the tunnels, β2
voids and so forth. Using Betti numbers, the homology groups can be tracked
along the filtration, representing the ‘birth’ and ‘death’ of homology classes.
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The filtration of a simplicial complex defines a sequence of homology groups
connected by homomorphisms for each dimension. The k-th homology group over
a simplicial complex Kr with parameter r is denoted by H
r
k = Hk(Kr). This
gives a group homomorphism gr,r+1k : H
r
k → Hr+1k and the sequence [15]:
0 = H0k
g0,1k−−→ H1k
g1,2k−−→ · · · g
n,r
k−−−→ Hrk
gr,r+1k−−−−→ Hr+1k = 0. (11)
The image Im gr,r+1k consists of all k-dimensional homology classes which are
born in the Kr-complex or appear before and die after Kr+1. The dimension k
persistent homology group is the image of the homomorphisms Hn,rk = Im g
n,r
k ,
for 0 ≤ n ≤ r ≤ r + 1 [15]. For each dimension there is an index pair n ≤ r.
Tracking the homology classes in this way yields a multi set, as elements from one
homology group can appear and vanish several times for a certain parametrization.
Thus, we get the following multiplicity:
µn,rk = (β
n,r−1
k − βn,rk )︸ ︷︷ ︸
Birth in Kr−1, death at Kr.
− (βn−1,r−1k − βn−1,rk )︸ ︷︷ ︸
Birth before Kr, death at Kr.
(12)
The first difference counts the homology classes born in Kr−1 and dying when
Kr is entered. The second difference counts the homology classes born before
Kr−1 and dying by entering Kr. It follows that µ
n,r
k counts the k-dimensional
homology classes born in Kn and dying in Kr [15].
The persistence diagram for the k-th dimension, denoted as P(dimk)K , is the set
of points (n, r) ∈ R¯2 with µn,rk = 1 where R¯ := R ∪+∞. We define the general
persistent diagram as the disjoint union of all k-dimensional persistence diagrams
PK =
⊔
k∈Z P(dimk)K . In this paper we consider H0, H1 and H2. We now introduce
distances for comparison of persistence diagrams. In particular, it is important to
resolve the distance between multiplicities in a meaningful way. Note that they
are only defined for n < r and that no values appear below the diagonal. This is
to be interpreted such that a homology class can’t disappear before it arises.
4 Bottleneck Distance
Let X be a set of points embedded in Euclidean space and K1r ,K
2
r two simplicial
complexes forming a filtration over X. Both are finite and have in all their
sub-level sets homology groups of finite rank. Note, that these groups change
due to a finite set of homology-critical values. To define the bottleneck distance
we use the L∞-norm ||x− y||∞ = max {|x1 − y1|, |x2 − y2|} between two points
x = (x1, x2) and y = (y1, y2) for x ∈ PK1 and y ∈ PK2 . By convention, it is
assumed that if x2 = y2 = +∞, then ||x − y||∞ = |x1 − y1|. If PK1 and PK2
are two persistence diagrams and x := (x1, x2) ∈ PK1 and y := (y1, y2) ∈ PK2 ,
respectively, their Bottleneck distance is defined as
dB(PK1 ,PK2) = inf
ϕ
sup
x∈PK1
||x− ϕ(x)||∞, (13)
where ϕ is the set of all bijections from the multi set PK1 to PK2 [5].
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4.1 Bottleneck Stability
We consider a smooth function f : R→ R as a working example. A point x ∈ R
of this function is called critical and f(x) is called critical value of f if dfx = 0.
The critical point is also said to be not degenerated if d2fx 6= 0. Im f(x) is a
homology critical value, if there is a real number y for which an integer k exists,
such that for a sufficiently small α > 0 the map Hk
(
f−1 ((−∞, y − α])) →
Hk
(
f−1 ((−∞, y + α])) is not an isomorphism. We call the function f tame
if it has a finite number of homology critical values and the homology group
Hk
(
f−1 ((−∞, y])) is finite-dimensional for all k ∈ Z and y ∈ R. A persistence
diagram can be generated by pairing the critical values with each other and
transferring corresponding points to it.
The Bottleneck distance of the persistence diagram of two tame functions f, g
is restricted to a norm between a point and its bijective projection. Therefore,
not all points of a multi set can be mapped to the nearest point in another [12].
To see this, we consider f to be tame. The Hausdorff distance dH(X,Y ) between
two multi sets X and Y is defined by
max
{
sup
x∈X
inf
y∈Y
||x− y||∞, sup
y∈Y
inf
x∈X
||y − x||∞
}
. (14)
From the results of [9] it is known that the Hausdorff (in)equality dH(Pf ,Pg) ≤
||f − g||∞ = α holds and that there must exist a point (x1, x2) ∈ Pf which has a
maximum distance α to a second point (y1, y2) ∈ Pg. In particular, (y1, y2) must
be within the square [x1−α, x1 +α]× [x2−α, x2 +α]. Let x1 ≤ x2 ≤ x3 ≤ x4 be
points in the extended plane R¯2. Further, let R = [x1, x2]× [y1, y2] be a square
and Rα = [x1 + α, x2 − α] × [y1 + α, y2 − α] another shrinked square by some
parameter α. Thus, we yield
# (Pf ∩Rα) ≤ # (Pg ∩R) . (15)
We need the inequality to find the smallest α such that squares of side-length
2α centered at the points of one diagram cover all off-diagonal elements of the
other diagram, and vice versa with the diagrams exchanged [12]. The persistence
diagrams Pf and Pg satisfy for two tame functions f, g : X → R:
dB (Pf ,Pg) ≤ ||f − g||∞. (16)
We take two points x = (x1, x2), y = (y1, y2) ∈ Pf and look at the infinite norm
between them in the persistence diagram of f outside the diagonal ∆. In case
that there is no such second point we consider the diagonal itself:
δf = min {||x− y||∞ | Pf −∆ 3 x 6= y ∈ Pf} . (17)
We choose a second tame function g, which satisfies ||f − g||∞ ≤ δf/2. We center
a square Rα(x) at x with radius α = ||f − g||∞. Applying Eq. 15 yields
µ ≤ #(Pg ∩Rα(x)) ≤ #(Pf ∩R(x)2α). (18)
Topological Stopping for Voronoi Interpolation 9
Since g was chosen in such a way, that ||f − g||∞ ≤ δf/2 applies, we conclude
that 2α ≤ δf . Thus, x is the only point of the persistence diagram Pf that is
inside R2α and the multiplicity µ is equal to #(Pg ∩R(x)α). We can now project
all points from Pg in R(x)α onto x. As dH(Pf ,Pg) ≤ α holds, the remaining
points are mapped to their nearest point on the diagonal.
5 Wasserstein Distance
The Wasserstein distance is defined for separable completely metrizable topologi-
cal spaces. In this particular case between the two persistence diagrams PK1 and
PK2 . The Lp-Wasserstein distance W p is a metric arising from the examination
of transport plans between two distributions and is defined for a p ∈ [1,∞) as
dWp(PK1 ,PK2) =
inf
ϕ
∑
x∈PK1
||x− ϕ(x)||p∞
1/p . (19)
Then ϕ : PK1 → PK2 is within the set of all transportation plans from PK1
to PK2 over PK1 ×PK2 . We use the L1-Wasserstein distance. The Wasserstein
distance satisfies the axioms of a metric [23, p. 77]. The transportation problem
can be stated as finding the most economical way to transfer the points from
one persistence diagram into another. We assume that these two persistence
diagrams are disjoint subsets of R¯2 × R¯2. The cost of transport is given by
d : R¯2 × R¯2 → [0,∞), so that ||x − ϕ(x)|| indicates the length of a path. The
transport plan is then a bijection ϕ : PK1 → PK2 from one persistence diagram
to the other. The Wasserstein distance of two persistence diagrams is the optimal
cost of all transport plans. Note, that the L∞-Wasserstein distance is equivalent
to the Bottleneck distance, i.e. dB is the limit of dWp as p→∞.
5.1 Wasserstein Stability
The distance dWp is stable in a trianguliable compact metric space, which restricts
it to Lipschitz continuous functions for stable results. A function f : X → Y
is called Lipschitz continuous, if one distance (X, dX) is bounded by the other
(Y, dY ) times a constant, i.e. dY (f(x1)−f(x2)) ≤ c·dX(x1−x2), for all x1, x2 ∈ X.
For two Lipschitz functions f, g constants b and c exist [13], which depend on X
and the Lipschitz constants of f and g, such that the p-th Wasserstein distance
between the two functions satisfies
dWp(f, g) ≤ c · ||f − g||1−b/p∞ . (20)
For small enough perturbations of Lipschitz functions their p-th Wasserstein
distance is bounded by a constant. In Fig. 3 the topological development of
handwritings through interpolation is visualized. Equally colored lines represent
the same user and each line represents a signature. The equally colored lines show
very similar behavior and represent the small perturbations, which are caused by
the slight change of letter shape when signing multiple times.
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Fig. 2. From left to right : Clipped tessellation. For other manifolds the curvature
should be considered; Tessellation with added point creates a new Voronoi region
stealing area from the neighboring regions; The determined weights by the
fractional amount of occupied area; Tessellation with added point.
6 The Natural Neighbor Algorithm
The algorithm re-weights the coordinates of a new point in the convex hull of
a point cloud by the change of Voronoi regions relative to the Voronoi regions
without the additional point, i.e. xˆ• =
∑L
l=1 λlx•l. For a set of points X ⊂ Rd
distributed over an embedded manifold M natural neighbors behave like a local
coordinate system for M with their density increasing [4].
The Voronoi tessellation is dual to the Delaunay triangulation, thus we use
the latter for our computation [6, pp. 45-47]. This duality gives a bijection
between the faces of one complex and the faces of the other, including incidence
and reversibility of operations. Both have the same homotopy type. A Voronoi
diagram dgmVor(X) is defined by the union of the Voronoi regions dgmVor(X) :=⋃
x∈X Vor(x), for all x ∈ X and assigns a polyhedron to each point, see Fig. 2.
This interpolation method generalizes to arbitrary dimensions.
The combinatorial complexity of the Voronoi diagram of n points of Rd is at
most the combinatorial complexity of a polyhedron defined as the intersection
of n half-spaces of Rd+1. Due to duality the construction of dgmVor(X) takes
O(n log n+ nd/2) [6].
6.1 Voronoi Tessellation
The Voronoi cells have no common interior, intersect at their boundaries and
cover the entire Rd. The resulting polygons can then be divided into Voronoi
edges and vertices. The natural neighbors of a point are defined by the points of
the neighboring Voronoi polygons [21].
The natural neighbor is the closest point x to two other points y and z
within X. To yield the position of the added point we have to calculate the
Voronoi diagram of the original signature dgmVor(X) and one with an added
point dgm•Vor(X ∪ x•) =
⋃
x∈X∪x• Vor(x). The latter consists of one Voronoi
region more than the primer, see Fig. 2 (a) and (c). This polygon is part of
dgm•Vor(X ∪ x•) and contains a certain amount of its ‘area’.
The Voronoi regions sum up to one
∑L
l=1 λl = 1. The Voronoi interpolation
is repeated until the topological stopping condition is met, measured through
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the W p-distances of the persistence diagrams PK and PK• . The weights of the
coordinate representation of x• are determined by the quotient of the ‘stolen’
Voronoi regions and the total ‘area’ of the Voronoi diagram with the additional
point according to Eq. 21 [1].
λl =
{
vol(Vor(xl)∩Vor•(x•))
vol(Vor•(x•))
if x ≥ 1,
0 otherwise.
(21)
But to what extent are homology groups preserved if persistent homology is
computed on the Delaunay triangulation?
7 The Simplicial Collapse
The Delaunay triangulation avoids the burden of an additional simplicial structure
for persistent homology. We determine how accurate the persistent homology is on
this filtration. We use results from simplicial collapse [2], which show the simple-
homotopy equivalence of the Cˇech and Delaunay complex among other related
simplicial complexes. Simple-homotopy equivalence is stronger than homotopy
equivalence. An elementary simplicial collapse determines a strong deformation
retraction up to homotopy. Hence, simple-homotopy equivalence implies homotopy
equivalence [11, §2]. Under the conditions of the Hurewicz Theorem we can draw
conclusions about the homotopy groups of the data manifold.
The simplicial collapse is established using abstract simplicial complexes
denoted by K˜. A family of simplices σ of a non-empty finite subset of a set K˜ is
an abstract simplicial complex if for every set σ′ in σ and every non-empty subset
σ′′ ⊂ σ′ the set σ′′ also belongs to σ. We assume σ and σ′ are two simplices
of K˜, such that σ ⊂ σ′ and dimσ < dimσ′. We call the face σ′ free, if it is a
maximal face of K˜ and no other maximal face of K˜ contains σ. A similar notion
to deformation retraction needs to be defined for the investigation of homology
groups. This leads to the simplicial collapse ↘ of K˜, which is the removal of
all σ′′ simplices, where σ ⊆ σ′′ ⊆ σ′, with σ being a free face. Now we can
define the simple-homotopy type based on the concept of simplicial collapse.
Intuitively speaking, two simplicial complexes are ‘combinatorial-equivalent’, if it
is possible to deform one complex into the other with a finite number of ‘moves’.
Two abstract simplicial complexes K˜ and G˜ are said to have the same simple-
homotopy type, if there exists a finite sequence K˜ = K˜0 ↘ K˜1 ↘ · · · ↘ K˜n = G˜,
with each arrow representing a simplicial collapse or expansion (the inverse
operation). If X is a finite set of points in general position in Rd, then
Cˇech(X, r)↘ DelCˇech(X, r)↘ Del(X, r)↘Wrap(X, r) (22)
for all r ∈ R. For the proof we refer to [2]. The connection in Eq. 22 establishes
the simple-homotopy equivalence of the Cˇech- and Delaunay complex. We deduce,
that if the underlying space follows the condition of a Hurewicz isomorphism, all
four complexes are suitable for calculating persistent homology as a result of the
simplicial collapse up to homotopy equivalence.
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Fig. 3. Bottleneck and L1-Wasserstein distances between the persistence dia-
grams in iteration t and t+1. The persistent homology has been computed on the
Delaunay complex, Vietoris-Rips complex and the witness complex, respectively.
A total of 250 samples from a signature collection are represented [18]. Each line
corresponds to a single sample and the lines are colored corresponding to one of
six selected users in • gray, • black, • blue, • yellow, • orange and • red.
8 Numerical Experiments
All source code is written in Python 3.7. The GUDHI [16] library is used for
the calculation of simplicial complexes, filtrations and persistent homology. We
investigate 83 users, considering 45 signatures per user from the MOBISIG
signature database [18], which show the same letters, but are independent writings.
For each user we have a set of 45 persistence diagrams and a set of 45 corresponding
handwritings. In every iteration as many new points are added as are already in
the respective example of a signature. We inserted the points uniformly within
the convex hull of the initial point set, see Fig. 2.
8.1 Experimental Setting
Rips(X) is expanded up to the third dimension. The maximum edge length is
set to the average edge length between two points within the data set. We use
the same r for Cˇech(X, r) and Rips(X, r), so that Rips(X, r) differs topologically
more from the union of closed balls around each point, but is faster to compute.
Finding an optimal radius as distance threshold is considered open [25], thus we
use r = maxx,y∈X ||x− y|| as empirical heuristic.
The strong Wit(X, r), embedded into Rd, is recalculated for each sample at
each interpolation step. We select uniformly 5% of the points as landmarks. We
set α = 0.01, γ = 0.1 and p = 1.
We assume that the persistence diagrams are i.i.d. A free parameter α quan-
tifies a tolerance to topological change, thus a decision must be made on the
following hypotheses about the distributions of the persistence diagrams:
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(a) H0 : PtK and Pt+1K have different underlying distributions and
(b) H1 : PtK and Pt+1K have the same underlying distribution.
We use an asymptotic solution for testing by trimmed Wasserstein distance [14]:
Γˆ pγ (PtK ,Pt+1K ) =
1
(1− 2γ)
 m∑
j=1
||(PtK)j − Pt+1K )j ||p∞∆γ
1/p . (23)
The trimming bound α ∈ [0, 1/2) results from the integral for the continuous
case as a difference in a finite weighted sum. It is computed using the expected
value of the persistence diagrams and is exact in the limit
∫ 1−γ
γ
f(x)dx =
lim∆γ→0
∑
x∈X f(x)∆γ. The critical region for our hypothesis H0 against H1 is(
nm
n+m
) 1
p Γˆ pγ − αp
σˆγ
≤ zγ , (24)
where zγ denotes the γ-quantile of the standard normal distribution and n = m,
with n being the number of samples. The initial problem can be rephrased as
(a) H0 : Γ
p
γ (PtK ,Pt+1K ) > α and
(b) H1 : Γ
p
γ (PtK ,Pt+1K ) ≤ α.
8.2 Evaluation
In Fig. 3, seventh diagram, elementary statistics are computed for the entire
data set such as mean µX , standard deviation σX , variation
σX
µX
and dW1 =
dW1(Xorg, X
t). The statistics are also computed for the interpolated data with
topological stop, respectively, marked with ∼.
We achieved an improvement for each measured statistic at each iteration step
using topological stop. In Fig. 3 the topological similarity between the individual
users are made visual. Rips(X, r) and Del(X, r) seem suitable to estimate the
homology groups, whereas Wit(L,W ) produced far less stable results, due to the
small selection of landmarks.
9 Conclusions
We have discussed the connection of Voronoi diagrams to the Delaunay complex
and its connection to other complexes, which should serve as a basis to explore
related algorithms to the Voronoi interpolation. We investigated into metrics
to measure differences in persistent homology and could visualize the changing
homology groups of the users signatures during interpolation, see Fig. 3. Our
result is a stopping-criterion with a hypothesis test to determine whether the
persistent homology of an interpolated signature still originates from the same
distribution as the source. Our measurements show an improvement of statistics
compared to vanilla Voronoi interpolation. We demonstrated, that – under mild
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conditions – the Delaunay complex, Cˇech-Delaunay complex and Wrap complex
can also be used for filtration up to homotopy equivalence. Following open
research questions arose during our investigations:
– The intrinsic geometry of the data points is often not the Euclidean one. On
the other hand side the frequently used embedding of the Voronoi tessellation
is. This causes unwanted artifacts. Is there a geometrically meaningful clipping
for general metric spaces, for example using geodesics in a smooth manifold
setting? In which manifold should Del(X) be embedded?
– To our knowledge there is no evidence known that the Voronoi tessellation
obtains the homology groups. According to [20], the Voronoi tessellation is
stable. However, the experiments show that for increasing iterations additional
homology groups appear. Does the Voronoi tessellation preserve homology
groups and homotopy groups in general metric spaces?
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