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Abstract 
This thesis presents detailed charge mixture preparation investigation on the set of conditions 
, 
leading to auto-ignition in a Homogenous Charge Compression Ignition (HCCI) engine. The 
emphasis of the study is placed on analysing the charge mixture composition, temperature and 
pressure conditions leading to auto-ignition, dependence on mixture properties and engine speed. 
To enable the HCCI technology to be a stand alone production engine, understanding the 
fundamentals leading to auto-ignition will provide vital information to overcome the challenges 
limiting the HCCI engine, whilst providing good knowledge base for further studies. 
Increasingly stringent emissions legislation and more recent security of energy issues 
have motivated world wide research into cleaner, more fuel efficient internal combustion engine. 
To this end, the HCCI combustion process has been identified as highly efficient alternative to 
conventional petrol/diesel engines. This is a new combustion process which has the potential to 
be both highly efficient and produce low emissions. Moreover; HCCI engines are suitable for use 
with a wide range of alternative fuels including natural gas or bio-diesel, Simultaneously while 
producing ultra-Iow emissions of NOx and particulate matter. However, one of the main 
considerations of HCCI is prediction of the occurrence of auto-ignition. 
Current published literature highlights the limited studies conducted to investigate the 
auto-ignition characteristics and the fundamentals of the HCCI process. The inspiration for this 
thesis is addressing the lack of studies/published work in those areas. Utilising two CFD codes 
(KIVA and Fluent) along with a number of HCCI specific sub-models, the HCCI process is 
investigated and correlated against experimental results with attention drawn to the mixture 
conditions leading auto-ignition. Combustion was not considered in this thesis. 
A fundamental computational study employing a basic geometry/mesh has been 
conducted to assess the conditions at the end of the compression stroke. The results from the 
investigation showed that as the Internal Exhaust Gas Recirculation (IEGR) level is increased the 
homogeneity of the mixture increases, as the total volume contained within the cylinder with high 
temperature increases, thus increasing the likelihood of auto-ignition. This paved the way for the 
creation of a computational grid of the experimental engine using a unique meshing technique. 
Assessment of various turbulence models have also been conducted to investigate which model 
better predicted the HCCI process. The findings indicted that the Realizable k - & turbulence 
model better described this process. Further investigations using the generated computational 
grid lead to the development of a methodology to characterise the mixture homogeneity within the 
cylinder. The methodology is based on defining a mixing index among the fresh air, fuel, and the 
trapped IEGR. 
Keywords: Homogeneous Charge Compression Ignition, HCCI, Auto-Ignition, Mixing, Modelling, 
IEGR, KIVA, Fluent 
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Chapter 1: Introduction 
1.1: Motivation 
During much of the previous two centuries, reciprocating Internal Combustion (IC) engines have 
generally been thought of as being of two basic ignition types, Spark-Ignition (SI) gasoline 
engines and Compression-Ignition (Cl) diesel engines. However, with the ever changing energy 
situation, widespread consumption of limited fossil-fuel reserves (see Figure 1.1) and the growing 
concern over the impact of combustion produced exhaust pollutants on the environment and 
health, researchers in increasing numbers, have been re-examining engine combustion. The 
shortcomings of traditional combustion techniques are being continually evaluated and alternate 
combustion modes are being sought. 
The SI engine over the years has provided precise control of air fuel ratio and the 3-way catalysts 
are proving to be a very clean power source. However, due to throttling, knocking and lean 
flammability limits, they have limits to their efficiency. Another popular power source over the 
years has been the Cl Direct Injection (CIDI), which is a very efficient power source. However, it is 
hampered with the constraint of the trade-off between the Oxides of Nitrogen (NOx) and 
Particulate Matter (PM), due to heterogeneous combustion. 
The transportation sector, representing one fifth of all man-made emissions as shown in Figure 
1.2, consequently the sector is facing mounting pressure to raise fuel efficiency in the wake of the 
Kyoto Agreement (The Kyoto Agreement is a framework laid down by 38 developed countries to 
prevent global warming. At a summit held in 1997, the nations joining the treaty agreed to reduce 
their emission of greenhouse gases by the year 2012). With demands from the Emission 
Regulation Standards (EURO 3 and 4 programs) and the USA Emissions Standards (Tier 2 and 
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Low Emission Vehicle (LEV) programs), for a power source with high efficiency and low 
environmental impact, increased research is being conducted year by year. 
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Alternative power source must be able to power significant proportion of the transportation sector. 
Current technologies that meet these demands are: 
1. Battery Powered Vehicles = Absent from a breakthrough in electrochemistry, battery-
powered vehicles will remain expensive and have an unattractive range. The failure to 
produce a breakthrough despite considerable research does not give much hope that 
vastly superior, inexpensive batteries will be produced within our time frame. 
2. Hybrid Electric Vehicles = Combines an energy transformation system with one or more 
energy storage systems. The most common option is an IC engine (gasoline) and a 
battery; however an IC engine running on any fuel , a fuel cell , or gas turbine could be 
substituted for the gasoline IC engine and an ultra-capacitor or flywheel for the battery. 
This technology is promising but again has many difficulties and complexities that require 
time to develop. 
3. Fuel Cells Vehicles = These are considered by many to be the most promising alternative 
technology for transportation sector. However, fuel cell propulSion systems are unlikely to 
be competitive before 2020 [16J, if they are ever competitive. Although, fuel cells have 
high theoretical efficiencies, and do not need a tail pipe and therefore have veh icle 
emissions benefits over conventional vehicles, generating the hydrogen and getting it to 
the vehicle requires large amounts of energy. Storage of the hydrogen onboard the 
vehicle is another challenge. 
Evaluating vehicles that have not yet been developed to an expectable level is inherently difficult. 
Evaluating current vehicles is far easier. It makes no sense to rule out these new technologies 
because they are not competitive today. However, a judgment is required as to how rapidly and to 
what degree these technologies are likely to advance. Many new technologies, even technologies 
of promise, are unable to overtake existing technologies. 
To this end , a third definitive type of IC engine ignition type has been under serious investigation 
during much of the past three decades and even before. This engine compresses and ignites a 
homogeneous mixture of fuel , air, and exhaust products in a reciprocating piston engine; it has 
the potential to be efficient in energy conversion with low environmental impact. It varies from the 
first two because it provides a means for increased control of the chemical kinetics for the entire 
cycle. 
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1.2: Background 
1.2.1 : Definition of HCCI Combustion 
The promising alternative to combustion in SI and Cl is the Homogenous Charge Compression 
Ignition (HCCI ) process , it is considered as the third definitive class of the IC engine. HCCI is 
currently under widespread investigation due to its potential to lower NOx and particulate 
emissions while maintaining high thermal efficiency [3, 6, 17-19]. HCCI combustion was first 
identified in the 1930s, studies of it has only been carried out to a limited extent [3, 17, 18, 20-22]. 
It can be applied to diesel engines as well as gasoline engines, [21 , 23, 24] . There are numerous 
variations in the means that have been used to achieve HCCI combustion, yet fundamentally 
these techniques combine the homogeneous (premixed) intake charges of SI engines with the 
auto-ignited combustion of Cl engines. In some regards, HCCI incorporates the best features of 
both SI and Cl , see Figures 1.3-1 .5. 
As in an SI engine, the charge is well mixed, which minimizes particulate emissions, and as in a 
Cl engine, the charge is compression ignited and has no throttling losses [25, 26], which leads to 
high efficiency. The homogeneous mixture is created in the intake system as in a SI engine, using 
a low-pressure injection system or by direct injection with very early injection timing . To limit the 
rate of combustion, exceptionally diluted mixtures are used. Compared to the diesel engines the 
HCCI has a near to homogeneous charge and virtually no problems with soot and NOx formation . 
On the other hand Hydrocarbons (HC) and Carbon Monoxide (CO) levels are higher than in 
conventional SI engines. Overall , the HCCI combustion can be considered a controlled form of 
knock, which is the main power, efficiency, emissions limiting constraint of SI engines 
To achieve HCCI combustion generally the engine must run on a lean , diluted mixture of fuel , air 
and combustion products, and is ignited by compressing the mixture until auto-ignition occurs. 
The temperatures must be sufficiently high to support the production of chemical species, which 
follows the auto-ignition processes [3, 17, 18, 20, 22]. Auto-ignition usually occurs when the 
temperature reaches a value of 1050-1100K (for high-octane fuels) [27]. So, in contrast to the SI 
engine, no spark-plug is required (see Figures 1.3 and 1.5) to generate a propagating flame [28]. 
ignition in the HCCI engine occurs when the temperature and pressure are high enough. Auto-
ignition is said to occur simultaneously at many locations, called "hot spots", throughout the 
cylinder. Furthermore, it is claimed that turbulence is of minor importance for the combustion 
process and that flame propagation does not occur. It is widely accepted that the HCCI process is 
mainly driven by chemistry [3]. 
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Figure 1.3: SI Process with Port-Fuel Injection Figure 1.4: Cl Process with Direct Fuel 
Injection 
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Figure 1.5: HCCI Process with Port-Fuel Injection 
HCCI is one of the widely recognised names used, together with Controlled Auto-Ignition (CAI). 
The choice of which name to use is largely dependent on whether you reside in the USA or Europe. 
HCCI is used more in the USA and CAI is used in Europe. However, throughout the years HCCI 
has endured many names in literature: 
.:. Active Thermo-Atmosphere Combustion (ATAC) [17 , 20, 29-33] 
.:. Active Radical Combustion (AR) [34-37) 
.:. Compression Ignited Homogeneous Charge (CIHC) [3 , 38) 
.:. Premixed Charged Compression Ignition (PCCI) [22, 39) 
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.:. Injection Assisted Process Air Compressed (IAPAC) [46] 
.:. Homogeneous Charge Diesel Combustion (HCDC) [47-49] 
.:. Multiple Staged Diesel Combustion (MULDIC) [40] 
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Over the last few years , a consensus has developed as to the nature of HCCI combustion. It is 
now generally agreed that HCCI combustion is dominated by local chemical-kinetic reaction rates 
[3] , with no requirement for flame propagation . Recent analytical developments also support the 
view that HCCI combustion is dominated by chemical kinetics, and an analysis method based on 
this premise has had considerable success in predicting HCCI combustion and emissions [50] . If a 
truly homogeneous mixture exists at the time of combustion, it is considered that turbulence has 
little direct effect on HCCI combustion, but it may have indirect effects by altering the temperature 
distribution and the boundary layer thickness within the cylinder. Small temperature differences 
inside the cylinder have a considerable effect on combustion due to the sensitivity of chemical 
kinetics to temperature. As a result, heat transfer and mixing are important in forming the 
cond ition of the charge prior to ignition. However, they play a secondary role during the HCCI 
combustion process itself because HCCI combustion is very rapid . 
1.2.2: HCel Engine Configurations 
A number of promising engine concepts using HCCI combustion have been developed, The 
following configurations cover conventional 4-stroke engine designs suitable for road applications. 
Figure 1.6 shows a schematic breakdown of HCCI engine configurations. The first distinction in 
this illustration is for full-time HCCI engines against dual combustion mode engines. Full-time 
HCCI engines have the largest benefit potential. Most engines employing HCCI to date have dual 
mode combustion systems in which traditional SI or Cl combustion is used for operating 
conditions where HCCI operation is more difficult [36, 51]. Typically , the engine is cold-started as 
an SI or CIDI engine, then switched to HCCI mode for id le and low- to mid-load operation to 
obtain the benefits of HCCI in this regime, which comprises a large portion of typical automotive 
driving cycles. For high-load operation, the engine would again be switched to SI or CIDI 
operation. 
The next level of classification for HCCI engines is comprised by the method of fuelling as shown 
in Figure 1.7. This represents an important distinction because it has a profound effect on the 
engine characteri stics and confines the combustion control methods that can be employed. Three 
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fuelling methods will be described in more detail : port-injection , early in-cylinder injection, and late 
in-cylinder injection. 
HCCI Engine 
Configuration 
~ --
Dedicated Dual Mode 
HCCI-CI HCCI-SI 
Figure 1.6: HCCI Engine Configuration 
1.2.2.1: Port Injection 
HCCI Fuel 
Introduction 
Port Injection In-Cylinder 
Injection 
Late 
In-Cylinder 
Injection 
Early 
In-Cylinder 
Injection 
Figure 1.7: HCCI Delivery Types 
The simplest way of promoting a homogenous in-cylinder mixture is by introducing fuel upstream 
of the intake valves, and inducting the mixture into the cylinder during the intake stroke. This 
method takes advantage of the turbulence generated as the intake flow rushes past the intake 
valves to promote mixing. However, the fuel /air mixture is exposed to the entire time-temperature 
history of the cylinder, and thus injection tim ing cannot be used to control the start of reaction. 
Port-injection is the most common configuration used in HCCI engines [1 9, 21 , 22, 47, 52-54]. 
1.2.2.2: Early In-Cylinder Injection 
Another method of promoting a homogeneous fuel-air mixture within the cylinder is through early 
(well in advance of Top Dead Centre (TDC)) in-cylinder injection of a portion or all of the fuel. This 
can be done through the same nozzles used for diesel combustion [55] or through separate 
direct-injectors [56]. Interestingly, this method provides ineffective control of the reaction phasing 
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by varying the fuel introduction ti'me. This occurs because the fuel vaporisation process 
significantly affects the time temperature history to which the mixture is exposed and limits the 
range over which control can be attained. 
1.2.2.3: Late In-Cylinder Injection 
Possibly the newest approach to homogeneous Diesel combustion is that used in the Nissan MK 
system during low-load operation [57). In this concept, fuel is injected directly into the combustion 
chamber near or after TOC, but the ignition delay is extended through the use of large amounts of 
cooled Exhaust Gas Recirculation (EGR), a reduction in the engine compression ratio, and 
vigorous swirl. The net result is that the combustion reactions begin well after the end of injection, 
and a diffusion-limited combustion jet is not established. Despite the significant mixture 
inhomogeneity that exists within the cylinder, low NOx emissions are obtained. 
1.3: The Need for HCCI Research 
1.3.1: Advantages of HCCI 
The main motivation for studying HCCI combustion stems from its potential for significant 
reductions in exhaust emissions in comparison to conventional Cl or SI combustion. A brief 
overview of the advantages from HeCI engines is given below followed by a summary. 
1.3.1.1: Oxides of Nitrogen (NOx) 
Perhaps the single largest attraction of Heel combustion is that it can reduce NOx emissions by 
90-98 % in comparison to conventional el combustion [23, 24). The reason responsible for this 
reduction in NOx emissions are the absence of high temperature regions within the combustion 
chamber. Heel combustion reactions occur at the global Air-Fuel Ratio (AFR), which is typically 
quite lean, and at a temperature significantly below those encountered within the reaction regions 
in el or SI engines. Several numerical models of NOx emissions from Heel combustion have 
documented this effect [3, 52, 58). 
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1.3.1.2: Particulate Matter (PM) 
HCCI combustion has also been reported to produce low levels of smoke and PM emissions [47]. 
The reason for these smoke reductions is not as well documented, but it is thought that the lack of 
diffusion-limited combustion and localised fuel-rich regions discourages the formation of soot. 
1.3.1.3: Efficiency 
HCCI combustion is generally characterised by high heat-release rates, which can approximate 
the ideal Otto cycle when properly phased in relation to the engine cycle. The distributed low-
temperature reactions and non-glowing combustion result in reduced heat rejection to the engine. 
Hence, HCCI combustion is, in itself, contributes to high thermodynamic cycle efficiencies. 
Studies conducted have shown the HCCI fuel efficiency to be comparable to those of 
conventional Cl combustion at part load [22, 45, 47, 59]. 
1.3.1.4: Fuel Flexibility 
Further advantage of HCCI combustion is its fuel-flexibility. HCCI operation has been shown using 
a wide range of fuels. G'asoline is particularly well suited for HCel operation. Tests have also 
shown that under optimised conditions HCCI combustion can be very repeatable, resulting in 
smooth engine operation, [20, 36]. 
All in all the advantages can be summarised as follows: 
.:. High thermal efficiency (some studies have reported over 50%) associated with un-
throttled, ultra-lean operation: 
" Increased ratio of speCific heats during expansion stroke 
" Lower dissociation losses 
" Reduced cooling losses 
.:. Very low NOx emissions «10ppm, some studies have suggested that less than 1ppm 
may be attainable) resulting from ultra-lean operation (et> < 0.5) 
.:. Next to zero emissions of particulate matter thanks to pre-mixed homogeneous charge 
operation 
.:. Compatible with fuels ranging from natural gas to Diesel. 
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These emissions characteristics could allow the technology to operate without NOx reduction 
exhaust after-treatment. Oxidation catalysts would be required however as both CO and HC can 
exceed 10,000 ppm, see below. 
1.3.2: Challenges of HCel 
A critical limitation of HCCI is that the engines are prone to misfire and knock unless maintained 
within a certain operating window which makes control over a range of operating conditions 
challenging. Some ofthese limitations briefly overviewed and summarised below. 
1.3.2.1: Hydrocarbons and Carbon Monoxide (HC and CO) 
In contrast to NOx and PM emissions, HCCI combustion typically results in higher HC and CO 
emissions than conventional Cl combustion [47, 59]. One factor that contributes to these 
observed levels of HC and CO emissions is the low in-cylinder temperature due to the lean 
mixtures and/or high levels of EGR which are necessary for satisfactory HCCI operation. Mixture 
preparation is of great importance to HC emissions for HCCI combustion of liquid fuels, it is well 
acknowledged that liquid fuel deposition on combustion chamber surfaces can result in dramatic 
increases in HC emissions. This problem is worsened for heavy fuels such as Diesel. 
1.3.2.2: Combustion Phasing and Control 
One of the principal challenges of HCCI combustion is control of the combustion phasing. Unlike 
in SI or conventional Cl engines, a direct method for controlling the start of combustion is not 
available. Instead, the start of combustion is established by the auto-ignition chemistry of the air-
fuel mixture. Auto-ignition of a fuel-oxidiser mixture is influenced by the properties of the mixture 
and by the time-temperature history to which it is exposed. Hence, combustion phasing of HCCI 
engines is affected by: 
.:. Auto-ignition properties of the fuels 
.:. Fuel concentration 
.:. Residual rate and, possibly, reactivity of the residual 
.:. Mixture homogeneity 
.:. Compression ratio 
.:. Intake temperature, latent heat of vaporization of the fuel, and engine temperature 
.:. Heat transfer to the engine 
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.:. Other engine-dependent parameters 
1.3.2.3: Power Output 
A current drawback of HCCI combustion is that it is presently limited in power output. Stable 
HeCI combustion can generally be achieved for lean AFR and/or large amounts of EGR. 
However, as the AFR approaches Stoichiometric values (without EGR dilution), the combustion 
stability degrades, heat release rates increase, knock-like oscillations in the cylinder pressure 
appear, and the emissions benefits vanish [22, 23, 52). 
1.3.2.4: Homogeneous Mixture Preparation 
Effective mixture preparation, and avoiding fuel wall interactions is crucial for achieving high fuel 
efficiency, reducing HC and PM emissions, and preventing oil dilution. Mixture homogeneity has 
an effect on the auto-ignition reactions that control the HCCI combustion phasing [45, 60). 
Homogeneous mixture preparation is most difficult for fuels with reduced volatility such as diesel, 
which require elevated intake air temperatures for low-smoke operation when port-injected (23). 
1.3.2.5: Controlling Ignition Timing over a Range of Speeds and Loads 
Expanding the controlled operation of a HCCI engine over a wide range of speeds and loads is 
probably the most difficult hurdle facing HCCI engines. HCCI ignition is determined by the charge 
mixture composition and its temperature history (and to a lesser extent, its pressure history). 
Changing the power output of a HCCI engine requires a change in the fuelling rate and, hence, 
the charge mixture. As a result, the temperature history must be adjusted to maintain proper 
combustion timing. Similarly, changing the engine speed changes the amount of time for the auto-
ignition chemistry to occur relative to the piston motion. Again, the temperature history of the 
mixture must be adjusted to compensate. These control issues become particularly challenging 
during rapid transients. 
1.3.2.6: Extending the Operating Range to High Loads 
Although HCCI engines have been demonstrated to operate well at low-to-medium loads, 
difficulties have been encountered at high-loads (61). Combustion can become very rapid and 
intense, causing unacceptable noise, potential engine damage, and eventually unacceptable 
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levels of NOx emissions. Preliminary research indicates the operating range can be extended 
significantly by partially stratifying the charge (temperature and mixture stratification) at high loads 
to stretch out the heat-release event. 
1.3.2.7: Cold-Start Capability 
At cold start, the compressed-gas temperature in a HCCI engine will be reduced because the 
charge receives no preheating from the intake manifold and the compressed charge is rapidly 
cooled by heat transferred to the cold combustion chamber walls. Without some compensating 
mechanism, the low compressed-charge temperatures could prevent a HCCI engine from firing. 
There are a number of obstacles that must be overcome before the potential benefits of HCCI 
combustion can be fully realised in production applications. The following are the limitations 
summarised from above: 
.:. Combustion phasing is hard to control over a range of load, resulting in problems with 
misfire and knock . 
• :. Very rapid combustion results in high pressure rise rates provoking audible noise . 
• :. High peak pressures . 
• :. The combustion of highly dilute mixtures in these engines results in relatively low power 
density (unless supercharged) . 
• :. In addition, lean-burn exhaust composition is incompatible with the current state of the art 
NOx reduction catalyst technology. Consequently, reaching very low levels of NOx 
emissions hinges on achieving stable controllable operation at ultra-lean conditions (<I> < 
0.5) 
1.4: Objectivities of the Present Research Work 
Based on the current drive towards cleaner IC engine technology to ease the ever changing 
energy situation and environmental impacts, the HCCI engine process has emerged as the 
technology with the potential to take the IC engine forward. The true potential of the HCCI 
process has not be realised to date due to the challenges it faces (outlined in section 1.3.2), it is 
important to gain a comprehensive understanding of the fundamental issues which dictate the 
HCCI engine performance. Combustion in HCCI is achieved by controlling four important 
parameters; the temperature, the composition of the air/fuel mixture, time and finally to a lesser 
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degree the pressure, these four parameters determine the engine's ability to mix and 
spontaneously ignites. With improved understanding into these parameters the true potential of 
the HCCI process can be achieved, thus providing an engine which has high efficiency with 
reduced emissions 
Current published literature highlights the limited studies conducted to investigate the auto-
ignition characteristics and the fundamentals of the HCCI process. The current study aims to 
investigate, on a fundamental level, the set of conditions leading to auto-ignition in a HCCI 
engine. The study will analyse the charge mixture composition, temperature and pressure 
conditions leading to auto-ignition, dependence on mixture properties, and engine speed. 
Understanding the fundamentals of the set of auto-ignition conditions will provide important 
information which can be used to overcome the challenges limiting the HCCI engine as a stand 
alone production engine, whilst providing good knowledge base for further computational studies 
and experimental work. It is important to note that only mixing was considered in this research, 
without combustion. The main objectivities of this current study are to: 
.:. Critically review modelling and experimental work in the field of HCCI engines for transport 
applications . 
• :. Conduct preliminary studies with a basic geometry/mesh to assess the conditions at the 
end of the compression stroke. The general consensus is that a homogenous mixture 
exist at the end of the compression stroke, with the conditions at the end of compression 
stroke imperative to the occurrence of auto-ignition, thus this feasibility study is a 
requirement. 
.:. Accurately create a Computer Aided Design (CAD) model of the experimental engine and 
utilise a meshing technique to mesh the geometry, in order to produce a quality grid which 
can be imported into a Computational Fluid Dynamics (CFD) package to conduct 
simulations . 
• :. Provide an assessment of different turbulence models which accurately describe the flow 
process validated against experimental data . 
• :. Predict the set of auto-ignition conditions for HCCI engines under a wide range of 
operating conditions. 
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2.1: Introduction 
Hcel was identified as a distinct combustion phenomenon about 25 years ago. Early research 
work recognised the basic characteristics of Heel, but since then the same results have 
been validated many times. There has been a great deal of literature on Heel, but most 
are making very little progress over the past 25 years. Most previous studies on Heel 
were mainly experimental, but more recently more studies have been heavily based on the 
modelling and simulation of Heel. Although these studies are not making great progress 
in the fight to bring Heel onto the road. However, the studies are providing a good deal of 
information on the fundamental understanding of Heel. The progress made in the Heel 
field can be described as follows: 
Hcel combustion technology was first applied successfully to two-stroke gasoline engines by 
Onishi et. al. [17). It was found to increase fuel economy, give extremely low NOx emissions, and 
reduce unburned He emissions for two-stroke gasoline engines when used under light-load 
operation. Onishi et. al. [17) found that the attainable Heel (or ATAC) region was limited by 
insufficient combustion temperatures at low loads, and knocking combustion at high loads. Other 
factors such as heat rejection to chamber walls, and the level of cycle-to-cycle variation in the gas 
exchange process were also found to be important. 
Najt and Foster [3) used experimentally obtained heat release data to develop empirical models 
of Heel combustion, and was the first to apply Heel combustion technology to a four-stroke 
gasoline engine. The analysis model had two thermodynamic systems, an unburned fuels system 
and products/air system, which could be visualised as pockets of vaporised un-reacted fuel 
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suspended in an equilibrium gas mixture of combustion products and unconsumed air, as shown 
in Figure 2.1. Using this, they showed that the HCCI ignition process is governed by low 
temperature « 950 K) hydrocarbon oxidation kinetics. 
Packets of un-reacted 
vaporised fuel 
Combustion 
Chamber 
wall~ 
• 
Equilibrium mixture of 
combustion products and 
unconsumed air 
• 
mf = Mass transfer from fuel to equilibrium gas (energy release) 
• Q g f = Heat transfer from gas to fuel to maintain uniform temperatures 
• Q w = Heat transfer from wall to equilibrium gas 
Figure 2.1: Energy Release Model Illustration (3) 
Thring (18) investigated the effects of AFR, EGR rate, fuel type, and compression ratio on the 
attainable HCCI combustion region and engine-out emissions. He found that 4-stroke HCCI 
maximum loads could not approach those of 2-stroke HCCI engines under the conditions chosen, 
probably because high EGR rates (> 33 % by volume) were not possible. He also identified that 
detailed analyses of the heat-release characteristics over the HCCI range would be useful for 
further understanding. 
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Christensen et. al. [48] studied HCCI performance with a number of fuels operating at various 
compression ratios and intake temperatures. Combustion efficiencies were found to be adversely 
affected by increasing compression ratio, reducing the expected rise in fuel conversion efficiency. 
On the whole, the HCCI efficiencies of mixtures containing diesel fuel were seriously affected by 
poor combustion due to poor fuel vaporisation. 
In addition to experimental studies, a number of theoretical studies on HCCI combustion engines 
have been reported. In recognition of the limitation of the single-zone model, Aceves et al. [50, 
62] developed a sequential fluid-mechanic chemical-kinetic approach for HCCI combustion. The 
modelling technique used independent chemical kinetic calculations for 10 sub-zones of different 
temperature, which was determined from CFD calculations. Using this approach, they showed 
improved agreement with experimental results over the single zone model. In order to account for 
the interaction between turbulence and chemical kinetics, Kong et al. [63] combined detailed 
chemical kinetics with multidimensional CFD. Using this approach, they were able to demonstrate 
the effect of turbulence mixing on the combustion rate. 
Another interesting application of the chem ical kinetic modelling to HCCI combustion was 
reported by Zhao et al. [64], who investigated analytically the individual effects of recycled burnt 
gases on HCCI combustion. Their results showed that the charge heating effect was responsible 
for the advanced ignition timing associated with hot recycled burned gases and their dilution and 
heat capacity effects were responsible for the reduced heat release rate and extended 
combustion duration in the presence of burnt gases. 
Comprehensive reviews of work relevant to HCCI combustion research have been presented by 
Pucher et. al. [65], Stanglmaier et. al. [61] and Milovanovic [27], offering good insights into the 
progress of work so far in this area. 
The research race to try and make HCCI transpire onto the road is two-fold, since the first HCCI 
study [17] experimental work has dominated all work conducted. However with the turn of the new 
century modelling work has started to gain ground. This chapter provides a critical survey on 
research dealing with numerical modelling of HCCI process and the experimental work conducted 
to date. Finally, a summary of the literature surveyed is provided. 
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2.2: Modelling of HCCI 
Until recently, modelling of HCCI engine operation has lagged behind experimental work. 
However, with advances in the understanding of higher hydrocarbon chemistry and rapid 
increases in computational power, more researchers have begun to formulate theoretical 
descriptions of HCCI combustion. Nowadays, modelling (or Simulation) is widely used as a 
convenient tool in the combustion engine development. The majority of the CFD codes used are 
equipped with some kind of chemistry models, but traditionally the number of species and 
reactions implemented are limited. However, detailed description of the chemical processes 
becomes more and more important, especially for the modelling of the auto-ignition and 
combustion in HCCI engines. 
In recent years, models of varying resolution have been developed as a mean to understand 
some fundamental concepts underlying HCCI ignition and combustion in real engine 
geometries. These models, depending on their intended use, have been developed utilising 
different descriptions for both the in-cylinder and general engine process phenomena, thus 
providing a good foundation for exploring the HCCI combustion phenomena. A survey of 
the HCCI literature has shown that model development in the HCCI field falls into one of the 
following four main approaches: 
.:. Single-Zone Models 
.:. Multi-Zone Models 
.:. Multi-Dimensional CFD Models 
.:. Other Models 
The following sections briefly describe the basis of these models. 
2.2.1: Single-Zone Models 
The simplest HCCI modelling approach follows the zero-dimensional, single-zone approach. This 
approach is developed by considering the combustion chamber to be a variable-volume batch 
reactor and homogeneous. Heat loss to the cylinder walls is included through the use of heat 
transfer models, often calculated using the Woschni's correlation [66]. The Woschni heat transfer 
correlation has been used in many HCCI engine studies to predict heat transfer [19, 67, 68]. 
Hence it can be said that the single-zone approach integrates the time-dependent energy and 
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species conservation equations to yield temperature, pressure, and concentration histories for the 
charge. 
Studies using the single-zone approach to evaluate the HCCI process are well reported [19, 64, 
68-71]. However, while single-zone models have shown the ability to yield satisfactory results, 
along with its simplicity and short calculation time, it suffers from its ability to predict heat release 
rate, CO and HC emissions, combustion completeness and peak cylinder pressure. 
2.2.2: Multi·Zone Models 
In an attempt to overcome the drawbacks of the zero-dimensional, single-zone approach, many 
researches are using multi-zones modelling approach [50, 62] for HCCI combustion. Other names 
often associated with multi-zone models are segregated, sequential or quasi-dimensional models. 
Advantages of the multi-zone models over single-zone models include being able to account for 
crevices and the thermal boundary layer, as well as to specify the temperatures for each zone, 
which reflects the inhomogeneity of the charge. This means that the combustion process can be 
more realistically described, making possible more accurate predictions of the cylinder pressure 
and the heat release rate. In addition, CO and HC emissions can be modelled more accurately. 
However the drawback of multi-zone model is the increase in computational time. 
To assist with the development of HCCI engines, a number of studies using multi-zone models 
have been published [4, 50, 62, 78-87]. These studies are carried out to determine a variety of 
outcomes, e.g. the effect of heat loss, crevice volume, temperature stratification, fuel-air 
equivalence ratio, engine speed, and generally improving HCCI engine operation. The main 
differences between the models in the different studies can be categorized as follows: 
.:. The number of zones . 
• :. The kind of zones 
.:. How the initial conditions were obtained 
.:. The types of interaction that occur between zones 
The number of zones being used in current published literature, ranges from 2 to 30, as shown in 
Figure 2.2. A study using a two-zone combustion model was developed in an effort to account 
accurately for heat transfer processes occurring during the HCCI combustion process [81]. The 
two-zone model consists of two interacting regions, adiabatic core and thermal boundary layer. 
Another study used two zones and a crevice [87]. Zone 1 defined the adiabatic core zone and 
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contained 50% of the mass. Zone 2 was an exchange zone, containing approximately 50% of the 
mass, which exchanges energy with the combustion chamber surface and exchanged mass with 
zone 3. Zone 3 was included in the model to simulate the piston-ring pack crevices. For the study 
using 30 zones [80], a HCCI combustion fuelled with hydrogen was investigated, in order to 
obtain adequate combustion duration, resulting from the self-accelerating nature of the chemical 
reaction, fuel and temperature inhomogeneities. 
Zones 4,5,6: 
Core 
Zones 
Zone 2: 
Boundary 
Layer 
1 sI and 2nd 
Compression 
Rings 
Oil Rings 
r-------------------· I I 
I ~--------------- I I I I I ___________ ~ I I 
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---j I I I ~r.==!~~.... I I I I 
_.t..!I1 
I I I I I I I _____ 1:: 
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I I I 1 
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Zone3: 
Outer 
Core 
Zone 1: 
Crevice 
Figure 2.2: A Schematic Drawing of a Multi-Zone Model showing the 
Layout of the Different Zones [4] 
The number of zones used in a HCCI multi-zone model, can account for the crevice zone, 
boundary layer, a quench layer and multiple core zones. The multi core zone consists of an inner 
core and an outer core. The inner core can be considered to be adiabatic with constant mass, 
while the outer core is allowed to exchange mass and energy. Typically, the model becomes 
more realistic with an increasing number of zones, but calculation time becomes significantly 
high. 
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In order to evaluate the HCCI process, initial conditions must be defined for the multi-zone 
c 
models. This means that the initial values for the mixture composition, cylinder pressure and 
average mixture temperature have to be specified. One way of doing this is to determine the 
unknown values at Inlet Valve Closing (IVC), by iteration based upon reference data, such as the 
time by which 10% and 50% of the fuel is burnt. Another solution to determin the initial conditions 
at IVC would be to implement the multi-zone model in an engine cycle simulation code which 
calculates the thermodynamic properties at IVC from gas exchange processes [84]. 
To get realistic initial conditions Computational Fluid Dynamics (CFD) calculations have been 
performed in recent studies prior to the multi-zone model [78, 83, 85, 86]. This works by using the 
CFD package to simulate the gas exchange processes and part of the compression. The 
calculation starts a few crank angle degrees before Exhaust Valve Opening (EVO). In order to 
initialize the run, the pressure and the temperature in the cylinder are estimated. The temperature 
is assumed to be uniform and the gas in the cylinder consists of complete combustion products. 
The temperatures of the two ports are also assumed to be uniform. The initial pressure, 
temperature and composition in the intake port are specified according to the prescribed intake 
conditions. The pressure in the exhaust port is also prescribed, while the temperature is an 
estimation of the average exhaust gas temperature. Finally the composition of the gas in the 
exhaust port is the same as that in the cylinder, having a homogeneous initial conditions. 
Although not realistic, it was considered not to be a significant problem, since there is enough 
time to form a more complex and realistic flow field in the cylinder near the end of compression, 
which is crucial for the chemical kinetics in the multi-zone model [78, 83]. 
2.2.3: Multi-Dimensional CFD Models 
An approach which has a very high promise for predicting realistic results is the multi-
dimensional CFD models combined with detailed chemical kinetics [63, 88]. These models, still 
computationally expensive to carry out a full kinetic calculation. It is best modified by introducing 
skeletal chemical mechanisms [40, 55, 58], similar to the multi-zone model. With current 
computer power the running time required for the compression and expansion stroke takes few 
days for 2-Dimensions (2-D), and several weeks for 3-Dimensions (3-D) using a skeletal 
chemical scheme. To analyse actual complex shapes the computational time increases shapely. 
Current ways of dealing with expensive computational times is to limit both the CFD mesh quality 
and the size of the reaction mechanism implemented. This is achieved by using a 2-D mesh [10, 
88, 89], in place of a 3-D mesh [63, 90-92], relatively coarser grid can be used [93] and as 
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mentioned earlier by using a simple chemistry model [10]. Studies carried out on HCCI using 
multi-dimensional CFO models combined with chemical kinetics are described below. 
Attempts to use 3-D CFO models coupled with detailed chemistry to study compression 
~ ignition under HCCllike-conditions have been made. Agarwal and Assanis [94], reported on the 
coupling of a detailed chemical kinetic mechanism for natural gas ignition (22 species and 
104 elementary reactions) with the multi-dimensional reacting flow code KIVA-3 to explore the 
auto-ignition of natural gas injected in a quiescent chamber under diesel-like conditions. 
Kong et al [63], proposed a more practical approach to account for the turbulence effects on 
prediction of ignition by proposing a reaction rate incorporating the effects of both chemical 
kinetics and turbulent mixing through characteristic timescales. The turbulent timescale was 
defined as the time of eddy break-up, while the kinetic timescale was estimated as the time 
needed for a species to reach the equilibrium state under perfectly mixed conditions. 
In order to retain some of the zones resolutionllbenefits afforded by CFO models and yet 
accelerate computational time, a segregated, sequential multi-zone modelling approach was 
proposed by Aceves et al [50, 62]. In these studies, a CFO code was run over part of the engine 
cycle, typically from Bottom Dead Centre (BOC) until a transition point before TOC, the 
fluid was then divided into mass-temperature groups. Each temperature group is solved 
within the context of a single zone, but the groups are solved simultaneously. The model 
shows promise in capturing inhomogeneities in the temperature field, resulting from heat 
losses occurring near the wall and in the crevices. Nevertheless, in order to make this 
problem solvable in a reasonable time period, several key assumptions are made. Most 
importantly, the only energy exchange between volume groups was through compression 
work. No heat or mass was transferred between any of the zones. Since the simulation is 
performed over the closed part of the cycle, it fails to capture the initial mixture state (Le. the 
trapped internal residual gas and its intermediate species signature). These studies show 
that the multi-zone modelling approach and multi-dimensional CFO modes can be coupled 
together (this has been discussed earlier under multi-zone modelling) when CFO is used 
to provide initial conditions to the multi-zone models to reduce the computational times. 
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2.2.4: Other Models 
2.2.4.1: Probability Density Function (PDF) Models 
One way to usually account for inhomogeneities is to use multiple zones to model boundary layer 
effects [50]. Another way is to use a model that is based on the PDF of the physical variables that 
are important in the combustion process. If detailed studies are to be conducted into the chemical 
reactions, simplifying assumptions has to be introduced as the numerical cost to solve a model 
that describes chemistry and all aspects of flow would be high. To reduce cost an assumption is 
made assuming that chemical species and temperature are random variables with a PDF that 
does not spatially vary in the combustion chamber i.e. temperature and composition can fluctuate. 
The application of PDF based models to simulations of HCCI combustion has been investigated 
by a group of researchers [95-98]. When the effects of variable fluctuations at a sub-grid level is 
accounted for. The PDF can also be applied to describe a range of possible values, and the 
corresponding probabilities, for a fluctuating variable. 
The first PDF -based study was applied on a Partially stirred Plug Flow Reactor-Interaction by 
Exchange with the Mean (PaSPFR-IEM) model and accounted for inhomogeneities in the 
combustion chamber. This includes a detailed chemical model for natural gas combustion 
'consisting of 53 chemical species and 590 elementary chemical reactions [95]. With this model 
the effect of temperature differences caused by the thermal boundary layer and crevices in the 
cylinder for a particular engine speed and fuel to air ratio was studied. The simulation results were 
validated against experimental studies employing a Plug Flow Reactor (PFR) model [19, 68]. In 
all cases the PaSPFR-IEM model leads to a better agreement between simulations and 
experiment for temperature and pressure. 
In another study, a single-zone Stochastic Reactor Model (SRM) was developed for simulating 
HeCI combustion [96]. The model accounted for the in-cylinder temperature, fuel, and EGR 
distributions using PDFs. Interaction between the core and the boundary layer was also 
considered. The results captured the pressure rise that could not be described exactly using a 
simple one-zone model and emissions of CO and HC were predicted well. This type of simulation 
can provide fast simulation times while still accounting for the in-cylinder temperature, fuel, and 
EGR gradients. A good agreement has, also, been observed from the last two studies conducted 
by the author, between the predicted values and measurements for in-cylinder pressure, auto-
ignition timing and CO, HC as well as NOx emissions [97, 98], using similar techniques as in the 
first two studies. 
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2.2.4.2: Cycle Simulation Models 
Cycle simulation models or codes [5 , 99], are being used for studies that to account for the 
influence of gas exchange process during the exhaust and induction strokes. An example of the 
key physics of a cycle simulation model or code can been see in Figure 2.3. Cycle simulation 
models overcome the disadvantages of other models which can only evaluate the processes in 
the combustion chamber when the valves are closed . 
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Figure 2.3 : Interacting of the Adiabatic Core and the Thermal 
Boundary Layer [5] 
The main advantage of the full cycle simulation can therefore be put down to its ability to directly 
compute the gas exchange as well as the internal residual trapped in the engine cylinder. It also 
goes through a series of iterations to provide a steady state answer. The cycle simulation can be 
operated either: 
.:. Over the full engine cycle calculation, or 
.:. Over a partial engine cycle calculation [19, 50, 68, 100]. 
A variety of studies are being conducted where other models are combined with cycle simulation 
codes in order to provide initial conditions at IVC , [6 , 99, 101-108]. The trapped conditions at IVC 
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fed to other models can be any of the following; pressure, temperature, Residual Gas Fraction 
(RGF) burn rate, eq uivalence ratio, crank angles, ... etc. 
The main difference between models arising from the type of combustion model used in the cycle 
simulation, they are: 
.:. Simple Models [105, 106) 
.:. Single-Zone Models [6, 99, 102-104, 108) 
.:. Multi-Zone Models [81,84] 
.:. One-dimensional (1-D) Zero-Dimensional Models [101,107) 
2.2.4.3: Chemical Kinetics Approach 
In HCCI engines, fuel oxidation chemistry determines the auto-ignition timing, the heat release, 
the reaction intermediates, and the ultimate products of combustion. In order to study and 
understand the relevant processes, chemical kinetic models must be used or developed, which 
are valid for the conditions of HCCI engine operation, i.e., covering low to high temperatures, fuel 
lean and dilute mixtures, auto-ignition and hot combustion processes. Therefore a model that 
correctly simulates fuel oxidation at these conditions would be a useful design tool. 
For HCCI modelling five categories of chemical kinetic models can apply: detailed, lumped, 
reduced, skeletal and global, and these have the general characteristics shown in Table 2.1 (109). 
However it should be noted, that the five categories outlined in Table2.1 are not universally 
recognised and that different authors may use different terms to refer to the same kind of models. 
Table 2.1: Categories of Chemical Kinetic Models 
Category Description Species Reactions 
Detailed The latest 'comprehensive" reaction set 100's 1000's 
Lumped Uses a lumped description for larger species 100'5 1000's 
Reduced A subset of the detailed model 10's 10's-100's 
Skeletal Employs class chemistry and lumping concepts 10's 10's 
Global Utilizes global reactions to minimize reaction set <10 <10 
Detailed models try to include all of the important elementary reactions and individual species 
using the best available rate parameters and thermo-chemical data. Detailed models of 
hydrocarbon fuel oxidation, consisting of hundreds of chemical species and thousands of 
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reactions, when possible to couple with engine CFD models, require tremendous computational 
resources. 
The other four model types listed in the Table 2.1 are all driven by the desire to minimise the 
model size. The lumped model uses a simplified description of the primary propagation reactions 
and primary intermediates for large amount of species and then treats the reactions of smaller 
species with a detailed elementary kinetic scheme, so that the model involves fewer intermediate 
species than a full detailed model. 
A number of different methods have been developed to systematically reduce detailed reaction 
mechanisms A reduced mechanism consisting of 29 species and 52 reactions, which 
satisfactorily predicted HCCI process, However may still be too expensive for detailed CFD 
calculations. 
A skeletal model consists of a sequence of composite kinetic steps representing the reaction 
development. These kinetic steps can be elementary, generic, or global reactions. Rate 
parameters and therm a-chemistry are based on the best infonmation but represent "classes" of 
reactions. This form of model has been used effectively to incorporate low and intermediate 
temperature chemistry 
Finally global models describe the chemistry in terms of a few of the principal reactants and 
products in one or more overall functional relations. The concept of a model that has a minimal 
number of variables is extremely attractive, e.g. in CFD calculations, but it is essential that the 
underlying kinetic and thermal properties of the combustion system be included in the structure of 
the model, if the model is to have the potential for practical application. 
Generally, large reaction mechanisms covering as many reaction paths and intermediate species 
as possible, are most realistic and general. The computational power required for such a strategy, 
on the other hand are very high. At the other end contrast, reduced chemistry models are fast, but 
are often only valid for a limited range of conditions, i.e. temperature, pressure, equivalence ratio. 
The rationale for the categorization is simply to indicate that models with varying complexity are 
applied to HCCI modelling and that each category has its own applications. For this study, the 
desired computational time for each HCCI simulation should be as short as possible. 
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The chemical kinetics approach for investigating the HCCI combustion process is based on the 
use of detailed chemical kinetics codes. These codes include complete chemical kinetics, i.e. all 
the steps that reactions go through, from reactants to products. The codes which are currently 
being used by researchers for HCCI studies are: 
.:. Hydrodynamics Chemistry and Transport (HCT) [110) 
.:. CHEMKIN [111) 
.:. SENKIN [112) 
Brief reviews of each of these codes are given below. 
2.2.4.3.1: Hydrodynamics Chemistry and Transport (HCT) 
HCT is a general computer program designed to calculate time dependent problems involving 1-D 
gas hydrodynamics, transport, and detailed chemical kinetics. HCT is designed to handle a 
variety of calculations in the framework of a general "robust" integrator. The physical processes 
that are modelled are chemical reactions, thermal conduction, species diffusion, and 
hydrodynamics. A number of studies have been conducted using this package to investigate the 
HCCI process with encouraging results [100,113-118). 
2.2.4.3.2: CHEMKIN 
CHEMKIN is a software package whose purpose is to facilitate the formation, solution, and 
interpretation of problems involving elementary gas-phase chemical kinetics. It provides a flexible 
and powerful tool for incorporating complex chemical kinetics into simulations of fluid dynamics. 
The package consists of two major software components: an Interpreter and a Gas-Phase 
Subroutine Library. The Interpreter is a program that reads a symbolic description of an 
elementary, user-specified chemical reaction mechanism. One output from the Interpreter is a 
data file that forms a link to the Gas-Phase Subroutine Library. The majority of studies being 
conducted on HCCI with detailed kinetics use CHEMKIN [5, 119-123). 
2.2.4.3.3: SENKIN 
SENKIN is a computer program that predicts the time dependent chemical kinetics behavior of a 
homogeneous gas mixture in a closed system. In addition to predicting the species and 
temperature histories, the program can also compute the first-order sensitivity coefficients with 
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respect to the elementary reaction rate parameters. Studies are also being conducted using 
SENKIN [47, 122, 123]. often in combination with CHEMKIN. 
2.2.4.4: Combined Approach 
To improve the quality of the results and provide realistic predictions of the HCCI process, 
researchers have started to combine two or more of the following modelling approaches . 
• :. Linking CFO models to calculate initial values for multi-zone modelling [50, 78, 79, 82, 83, 
86] 
.:. Linking CFO models to either reduced or detailed kinetics [63, 82, 88, 90, 124-129] 
.:. Linking engine cycle simulation to calculate initial conditions for CFO modelling [63, 128-
131] 
.:. Linking engine cycle simulation to chemical kinetics [6, 84, 99, 103, 104] 
.:. Linking single-zone or mUlti-zone to chemical kinetics [4, 50, 64, 69, 70, 73, 75] 
A CFO simulation prior to the multi-zone calculation eliminates difficulties with realistic 
distributions of temperature, equivalence ratio and RGF. A combined fluid dynamics and 
chemical kinetics approach is used in order to overcome the inability of a single-zone model to 
model the temperature gradient, mass distribution and thermal boundary layers within the air-fuel 
mixture. The combined approach uses a fluid dynamics code to model temperature and mass dis-
tribution within the air-fuel mixture, and a detailed chemical kinetic code to model ignition and 
further combustion processes. 
An engine cycle simulation is used to supply boundary conditions for chemical kinetics or CFO 
modelling. A 1-0 cycle simulation code is applied with a combustion model based on detailed 
kinetics, to predict boundary conditions that are as realistic for HCCI combustion as possible, as 
shown in Figure 2.4. Again just like the cycle simulation, single-zone or multi-zone models can be 
used to get initial conditions for chemical kinetics. 
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Figure 2.4: A Logical Structure of a Thermo-Kinetic HCCI Engine Simulation [6] 
2.3: Experimental Work in the Field of HCCI 
In an effort to make the HCCI technology a reality, numerous researchers have tried and are still 
trying to deal with the challenges facing the HCCI technology experimentally. ContrOlling the 
operation of a HCCI engine over a wide range of speeds and loads is perhaps the most difficult 
barrier facing practical application of HCCI engines. HCCI ignition is determined by the charge 
mixture composition, its time-temperature history, and to a certain degree the pressure. Several 
potential control methods have been proposed to control HCCI combustion: varying the amount of 
EGR, using a Variable Compression Ratio (VCR), and using Variable Valve Timing (VVT) to 
change the effective compression ratio and/or the amount of hot exhaust gases retained in the 
cylinder. VCR and VVT technologies are good because their time response could be made 
sufficiently fast to handle rapid transients (Le., accelerations/decelerations). Although these 
technologies have shown strong potential, performance is not yet fully proven, and cost and 
reliability issues must be addressed. The highlights of the past and present experimental research 
are discussed here. These can be divided into three sections: 
.:. Engine Design Parameters 
.:. Mixture Properties 
.:. Imaging 
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2.3.1: Engine Design Parameters 
2.3.1.1: Engine Types 
HCCI as mentioned earlier is a hybrid of the well-known SI and Cl engine concepts. As in an 
SI engine, a homogenous fuel-air mixture is created in the inlet system. During the 
compression stroke the temperature of the mixture increases and reaches the point of auto-
ignition; i.e. the mixture burns without the help of any ignition system, just as in a Cl 
engine. The first studies of this phenomenon in engines were performed on 2-stroke 
engines [17, 20, 32, 33, 36, 37, 46, 132). The primary purpose of using HCCI combustion in 2-
stroke engines was to reduce the HC emissions at part load operation. Later studies on 4-
stroke engines have shown that it is possible to achieve high efficiencies and low NOx 
emissions by using a high compression ratio and lean mixtures. In the 4-stroke case, a 
number of experiments have been performed where the HCCI combustion in itself is studied 
[3, 6, 64, 122, 133, 134). Below are some of the research that has been conducted, with 
different engine cylinders and types. 
2.3.1.1.1: Sing/e-Cylinder Engines 
Single cylinder engines have been used for a number of experimental studies. These studies are 
conducted with single cylinders ranges from looking at different fuels to imaging. One such study 
used a single cylinder, naturally aspirated, four-stroke and cam less engine operating in HCCI 
mode with commercial gasoline for different speeds and loads (133). It is found that between 
HCCI combustion and conventional SI combustion, there is a transient interval during which a 
spark triggers the auto-ignition [135, 136). Another study on a single cylinder fuelled with 
commercial gasoline (134) found that over a speed range of between 1300 and 2000 RPM, and 
lambda values of between 0.95 and 1.1, stable operation was achieved without spark ignition. 
Characteristics of the HCCI combustion of hydrogen, carbon monoxide and Dimethyl Ether (DME) 
in a single cylinder engine (137) study was conducted which found that the HCCI combustion of 
hydrogen, carbon monoxide and DME has a high thermal efficiency over a wide operating range. 
HCCI combustion was found to have a high power output that is comparable to that of SI 
combustion. It has also been found (138), that the fuel's octane number, characterises the 
changes in the fuels auto-ignition tendency with changes in engine operating conditions (139). 
Page 29 
Chapter 2: Literature Survey 
The potential of a HCCI engine operation with variable compression ratio and crevice volumes 
has been experimentally investigated in a single cylinder [48, 140). The results showed that 
almost any liquid fuel can be used in an HCCI engine using a variable compression ratio, 
emissions of unburned HC were quite high for all cases and they increased with increased 
compression ratio and also most of the unburned HC descended from the crevices. 
Other studies on single cylinders used imaging techniques to monitor the mixing of HCCI 
combustion, providing valuable insights into the mixture homogeneity and the flow fields [141, 
142). 
2.3.1.1.2: Six-Cylinder Engines 
To try and understand the boundaries of HCCI, many researchers attempted to achieve this 
ultimate engine. For example a 6-cylinder truck engine was modified to run on HCCI mode [101). 
The aim was to show whether or not it is possible having HCCI multi-cylinder engine. The study 
proved that it was feasible to use HCCI in multi-cylinder engines with high brake efficiency. 
Emissions strong dependence on inlet temperature and octane number was demonstrated. The 
dependence of temperature was studied when the high load operation of a full size HCCI engine 
" (6-cylinder truck engine) was demonstrated. The study proved the possibility to achieve high 
loads, and ultra low NOx emissions, using turbo charging and dual fuel. However the lack of inlet 
air pre heating was a drawback at low loads, where combustion efficiency suffers. At high loads, 
the low exhaust temperature provided little energy for turbo charging, thus causing pump losses 
higher than for a comparable diesel engine [143). 
The effects of cooled EGR on a turbo charged multi cylinder HCCI engine has also been studied 
[144). It showed that CO, HC and NOx, emissions in most cases have improved with EGR. 
Combustion efficiency, which is computed based on exhaust gas analysis, found to increase with 
EGR due to lower emissions of CO and HC 
Another study which was conducted on HCCI combustion with direct injection of gasoline using a 
standard Gasoline Direct Injection injector (GDI) [9]. The test engine used was a 6-cylinder 
heavy-duty diesel engine with one cylinder operating in HCCI-mode. Exhaust gases from one of 
the diesel cylinders served as a simulated EGR. The outcome was that the injection timing 
sweeps showed that a homogeneous charge is created when the injection is performed in the 
middle of the intake stroke for a moderate fuel/air equivalence ratio of 0.29. This leads to low 
emissions of NOx and Smoke. 
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2.3.1.1.3: Free Pis/on Engines 
A number of recent studies of HCCI combustion using a free piston (see Figure 2.5) have showed 
that very rapid combustion (near constant volume) is possible with certain fuels , and that ideal 
Otto cycle performance can be closely approached. The main idea behind this research was to 
develop an IC engine-generator that will have application to both transportation and stationary 
power systems. Such studies that were conducted on a free piston operating on HCCI [7, 47, 67, 
145] showed that HCCI combustion process is calculated to be very rapid , approaching almost 
constant-volume, and also that the piston dynamics will be critical in ensuring complete 
combustion through the HCCI process, and in minimising NOx emissions. Variations in the piston 
motion near TDC could lead to poor combustion (under-compression) or significant NOx 
emissions (over-compression). 
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Figure 2.5 : Free Piston Eng ine Generator [7] 
Page 31 
Chapter 2: Literature Survey 
2.3.1.2: Geometry 
2.3.1 .2.1: Piston 
The effect of crevice volumes on the emissions of unburned hydrocarbons from a HCCI engine 
was experimentally investigated [140]. By varying the size and the geometry of the largest 
crevice, the piston top-land , it was possible to ascertain whether or not crevices are the largest 
source of HC. Additionally , information on quenching distances for ultra lean mixtures was 
obtained . The results showed that most of the unburned hydrocarbons descend from the 
crevices. Increasing the top-land width to some degree leads to an increase in HC. The results 
from this study have been further enhanced by the simulation study from Kong et al [90]. 
2.3.1.2.2: Combustion Chamber 
The effect of the combustion chamber geometry and the turbulence on HCel operation has been 
experimentally investigated [8] . A high turbulent square bowl in a piston combustion chamber was 
compared with a low turbu lent disc combustion chamber, as illustrated in Figure 2.6. The results 
showed that the combustion chamber geometry plays a large role in Heel combustion. At the 
same operating conditions, the peak combustion rate for the square bowl combustion chamber 
was much lower compared to the disc combustion chamber. The combustion duration was in 
some cases almost a factor two longer for the square bowl combustion chamber. The lower 
combustion rate with the square bowl was due to larger heat losses, lower combustion efficiency 
and higher turbulence. 
2.3.1.3: Variable Valve Timing (VVT) 
Variable Valve Timing (VVT) can be used to change the trapped eR of le engines (i.e . the 
amount of trapped EGR once the intake valves are closed) , therefore VVT can be used to 
achieve a simi lar effect on Heel combustion by varying the geometric eR of the engine. Engines 
with WT have the added benefit of allowing changes in the temperature and composition of the 
incoming charge by retaining hot residual gases from previous cycles in the cylinder. By varying 
the amount of hot residual , the temperature and mixture of the new charge can be adjusted . 
Increasing the temperature of the charge in this manner can be used to induce Heel combustion 
even with relatively low geometric compression ratios or under cold-engine conditions [146, 147]. 
VVT can be implemented in an engine with mechanical [130], magnetic, or hydraulic va lve 
actuators [146]. Furthermore, studies are being conducted which used models to enhance VVT 
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operation [148, 149] leading to the control of the HCCI process. Similar to VCR, a WT system 
would add cost and complexity to the engine. 
Piston Crown with Square Bowel 
Combustion Chamber 
Flat Piston Crown, Giving a Disc 
Combustion Chamber 
54 
Sketch of the Piston Crown with Square Bowel 
Sketch of the Flat Piston Crown 
Figure 2.6: Combustion Chamber Geometry Arrangements [8] 
2.3.1.4: Variable Compression Ratio (VCR) 
HCCI combustion is strongly affected by the engine Compression Ratio (CR) [19, 21 , 48J . Thus, a 
VCR engine has the potential to achieve satisfactory operation in HCCI mode over a wide range 
of conditions because the compression ratio can be adjusted as the operating conditions change. 
Several options have been examine to develop VCR engines: 
.:. One option is to mount a plunger in the cylinder head whose position can be varied to 
change the compression ratio [48] . 
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.:. The second option is to vary the CR using an opposed-piston engine design having 
variable phase-shifting between the two crankshafts [150] . 
• :. SAAB has also announced the development of another method that is based on a hinged, 
tilting cylinder arrangement [151]. 
While any of these systems or some other mechanism might succeed, only the variable-position 
plunger system has been demonstrated in an HCCI engine [48). For these tests, the plunger was 
controlled by a hydraulic system allowing its position to be varied during engine operation. The 
data show that the VCR system is capable of controlling HCCI ignition timing to maintain optimal 
combustion phasing across a very wide range of intake temperatures and fuel types of varying 
octane number [48). Although transient operation and variations in speed and load were not 
reported, the results suggest that a VCR system with sufficiently fast response time is a strong 
candidate for HCCI engine speed and load control. However it should be noted that VCR would 
add some cost and complexity to the engine. 
2.3.1.5: Supercharging 
One of the problems with HCCI technology is the very high combustion rate. A too high 
combustion rate leads to noisy operation or, in a worse case, engine damage. To slow down the 
combustion rate, lean mixtures can be used. EGR can be used instead of excess air only. It is 
well-known that, due to lower combustion temperature and reduced oxygen concentration, EGR 
reduces the combustion rate more than excess air does [59). 
Using highly diluted mixtures will significantly reduce the attainable engine load, i.e. the power 
density of the engine becomes low. To increase the power density, supercharging can be applied. 
As supercharging increases the cylinder pressure, species concentrations increases, and so does 
the combustion rate. Therefore, the EGR rates used must be as high as possible [152). 
Supercharging dramatically increases IMEP. The influence of supercharging on HCCI was 
experimentally investigated by Christensen et. al. [19), which concluded that supercharging 
dramatically, increases the attainable IMEP for HCCI. The highest attainable IMEP obtained in 
the study was 14bar using natural gas as fuel. This was achieved with a 2bar boost pressure and 
a compression ratio of 17: 1. The above experimental study was conducted again, but this time 
with EGR and a pilot fuel [153) to improve the ignition properties of the mixture in an attempt to 
extend the upper load limit for HCCI. The study concluded that HCCI load limit can be extended 
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when a supercharger is applied in combination with EGR, without increasing the maximum 
cylinder pressure. 
2.3.1.6: Fuel Injection Strategies 
Fuelling methods represent an important distinction as it has a profound effect on engine , 
characteristics and confines the combustion control methods that can be employed. The Injection 
strategies have different effects on the temperature field and charge composition, prior to the start 
of compression stroke leading to auto-ignition. Port injection and direct injection strategies have 
been investigated. 
2.3.1.6.1: Port Fuel Injection 
Port fuel 'injection,or fumigation of heavy fuels during HCCI combustion, results in high HC and 
CO emissions and an increase in fuel consumption, due to a poor vaporization process and wall 
interaction within the combustion chamber [39, 53, 54, 154). 
, 2.3.1.6,2: Direct Fuel Injection 
Direct in-cylinder fuel injection offers better results for heavy and light diesel fuels than port fuel 
injection. Two strategies have been experimentally investigated for diesel fuels; early by Takeda 
et. al. [44) and late fuel injection by Mase et. al. [57) . 
• :. In early in-cylinder injection a portion or all of the necessary fuel is injected early during 
the compression stroke. The vaporization process of directly injected fuel draws heat from 
the initial HCCI combustion during the early stage of the compression stroke, and thus 
reduces its heat release rate. Therefore, the temperature time history of the mixture is 
affected significantly by the vaporization process that limits the control of the HCCI 
combustion. Experimental results obtained with early injection of diesel fuel from Takeda 
et al [44), show good results in emission reduction, but fuel wall impingent causes a 
problem when heavy fuels were injecting into the low-density charge . 
• :. Late in-cylinder injection is a new approach applied to "homogenous" diesel HCCI 
combustion developed by Nissan [57). During low load, fuel was injected around TDC and 
the ignition delay was managed by EGR, reduction in CR. and severe swirl. As a result, 
combustion begins well after the end of injection and the combustion jet that usually 
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appears in the conventional Cl engine is eliminated. However. this method suffers from a 
short ignition delay and if EGR. reduction in CR and swirl are not employed. the ignition 
delay cannot be controlled properly. which limits the application of this method. 
For gasoline fuel. recent experimental investigations using direct injection in an engine running on 
HCCI mode has been carried out [9. 43. 155]. The investigation was carried out on a modified 
heavy-duty Direct Injection (01). turbocharged and inter-cooled diesel. Only one cylinder was 
equipped with a GDI injector and modified piston bowl. this cylinder was run in HCCI mode. The 
remaining 5 cylinders were operated in normal diesel mode. The engine was operated naturally 
aspirated with individual heaters on each inlet channel of the HCCI-cylinder as displayed in Figure 
2.7. 
Intake air J---L-f-~--L/ 
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Figure 2.7: Converted Heavy-Duty Diesel Engine Layout [9) 
The objective of these experiments was to evaluate the effect of different injection timings. 
durations. swirls and levels of stratification on the controlling of combustion and emissions of 
NOx. HC and CO when the engine was operated lean with}" varies from 2.5 to 5 [43. 155) and 3.3 
to 5 [9). The results obtained suggested that injection timing and duration are strongly linked to or 
dependent on engine load. 
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For additional information on fuel injection strategies refer to chapter 1 under HCCI 
configurations. 
2.3.2: Mixture Properties 
2.3.2.1: Exhaust Gas Recirculation (EGR) 
The advantages of HCCI is well documented, however the challenges does not follow far behind. 
The main of these issues appears to be the difficulty in controlling ignition timing and the rapid 
rate of heat release. The EGR process offers a way in which to control the engine charge 
temperature, mixture and pressure. The purpose of the EGR process is to increase the charge 
temperature to the necessary value for ignition as fast as possible. The EGR must be trapped 
inside the cylinder prior to the compression stroke and this is achieved by either late Exhaust 
Valve Closing (EVO) [156] or early EVC [133, 147]. EGR can be mixed with the fresh charge 
mixture before its induction into the engine cylinder (in intake manifold), which is known as 
external EGR [19, 59] or trapped and mixed with induced charge inside the cylinder, known as 
internal EGR [133, 146, 147, 157]. 
Christensen, et al [52, 59] performed a series of experimental studies by introducing EGR into 
the inlet manifold, this slows down the rate of chemical reactions and thus delays the ignition 
time, reduces the heat release rate and lowers the peak cylinder pressure as the external EGR 
has lower temperature. Reported results by Christensen et. al. [52], revealed that stable CAI 
combustion could be achieved by using up to 57 % of EGR using iso-octane as a fuel. The other 
study [59] concluded that the use of EGR retards the start of combustion and slows down the rate 
of combustion, which makes the engine operate with less combustion noise. When diesel fuel 
was used, stable HCCI ~ombustion was achieved in a certain load range with a higher air-fuel 
mixture intake temperature (175-240 ·C) and lower compression (8:1) ratio with up to 50% of 
EGR [23]. 
2.3.2.2: Air-Fuel Ratio (AFR) 
AFR is defined as the ratio of air to fuel weight consumed/drawn into an internal combustion 
engine. The main effects of variation of AF are, on: 
.:. The main effective pressure 
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It has been found in HCCI engines that changing the AFR can affect the ignition timing and heat 
release rate [19, 52, 59]. A decrease in the air-fuel ratio causes a decrease in the ratio of mixture 
specific heats (y), and thus reduces the amount of available compression heating for the charge. 
As a result, a rich mixture has to be compressed more than a lean one in order to reach the auto-
ignition temperature, thus delaying the auto-ignition timing. 
2.3.2.3: Intake Temperature 
The combustion process inside a HCCI engine requires certain conditions in the cylinder to be 
meet. One of these requirements is the temperature field after the compression stroke should 
reach the auto-ignition temperature of the fuel/air mixture. For instances high-octane fuels, the 
auto-ignition temperature is about 1000K [25, 27]. This means that the temperature in the cylinder 
should be around 1000K at the end of the compression stroke where the reactions would start. 
For low-octane fuels (e.g. diesel fuel) significant heat producing reactions begin at temperatures 
of about 800K [25]. 
The reactions from the HCCI combustion process will become considerably exothermic when a 
critical temperature is approached. At this critical condition the reaction rate will be very sensitive 
to changes in temperature, with smallest variations in temperature affecting the reaction rates. 
This temperature can be reached in two ways, either the temperature in the cylinder at the start of 
compression is controlled or the increase in temperature due to compression, i.e. compression 
ratio is controlled. However, one popular method for initiating HCCI combustion is adjusting the 
intake air temperature [19, 34, 48, 52, 59]. Often heat exchangers are used to heat the air, but 
such devices add more complexity and cost. 
2.3.2.4: Fuels 
Fuel plays an enormous part in the development of HCCI. Many researchers have occupied their 
time experimenting with different fuels. One of the advantages of HCCI combustion is its inherent 
fuel flexibility [20, 36]. The behaviour and how it interacts is influenced by its composition, 
molecule size and structure. Fuels with any octane or cetane number can be burned, although the 
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operating conditions must be adjusted to accommodate different fuels. HCCI engines in principle 
can operate on any hydrocarbon or alcohol liquid fuel, as long as the fuel is vaporised and mixed 
with the air before ignition. 
Literature shows that HCCI combustion has been achieved with multiple fuels. The main fuels 
that have been used are gasoline [134,158), diesel fuel [21, 23), propane [62, 69, 159), natural 
gas [102, 160-163), and single/dual component mixtures of the gasoline and diesel primary 
reference fuels (i.e. iso-octane and n-heptane) [33, 48, 52, 60, 65, 143, 153, 164, 165). Other 
fuels such as methanol [20, 166, 167), ethanol [143, 158), acetone (as tracer) [142, 168) DME 
[137, 169) have also been tested experimentally. Careful selection of the fuel type should be 
made and must consider all engine parameters; otherwise it can bring more problems than 
benefits [21, 23, 69, 164). 
2.3.2.5: Additives 
In a bid to overcome some of the challenges faCing HCCI, additives are being used for 
combustion control, by using two fuels with different octane ratings. This is achieved, by having 
the engine operating on a main fuel with a high octane number, while a secondary fuel, with a low 
octane number is injected, the fuels used for such studies are typically methane and DME [69, 77, 
100). This procedure however, requires the use of two fuel tanks. On the other hand, the addition 
of ozone to the fresh charge has been shown to be an excellent HCCI ignition improver [150), 
considerably advancing HCCI combustion even at very low concentrations. The system for 
producing the ozone is reasonably priced and has a fast response, but requires the use of 
electrical power. 
2.3.2.6: Water Injection 
The use of water injection (an experimental apparatus layout is given in Figure 2.8 For 
water injection) has also been investigated as a viable option to control HCCI as 
demonstrated by Christensen et. al [60). The aim of the study was to examine whether it is 
possible to control the ignition timing and slow down the rate of combustion with the use of 
water injection. The effects of different water flows, air/fuel ratios and inlet pressures were 
studied for three different fuels, iso-octane, ethanol and natural gas. It was found that it is 
possible to control the ignition timing in a narrow range with the use of water injection, but 
to the price of an increase in the already high emissions of unburned HC. The CO emission 
also increased. The NOx emission, which was very low for HCCI, decreased even more when 
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water injection was applied. The amount of water used was of the magnitude of the fuel flow. 
Other study conducted showed increase in thermal efficiency due to water injection [10]. 
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Figure 2.8: Experimental Apparatus for HCCI Water Injection [10] 
2.3.3: Optical Techniques 
To get a better understanding of the HCCI combustion phenomena, optical techniques are 
proving a valuable tool for HCCI research and development [141, 142, 168, 170-174]. The 
combustion behaviour of engines is mainly governed by the quality of the mixture formation. The 
in-cylinder mixture preparation processes result from the interaction of the internal flows (air, fuel 
and EGR in the case of HCCI), thus the study of the flow field development and velocities provide 
valuable fundamental information. Current optical studies being conducted on HCCI fall into one 
of the following techniques: 
.:. Particle Image Velocimetry (PIV) = Provides quantitative in cylinder flow measurement. 
.:. Laser Droppler Anemometry (LDA) = Allows the study of cycle-to-cycle variations in the in-
cylinder flow to be conducted. 
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.:. Particle Droplet Analysis (PDA) = It is an optical technique to simultaneously measure the 
size and velocity of spherical particles . 
• :. Laser Induced Fluorescence (UF) = Fundamentally provides the distribution of fuel. 
.:. Particle Tracking Velocimetry (PTV) = Offers a flexible technique for the determination of 
velocity fields in flows . 
• :. Coherent anti-Stokes Raman Scattering (CARS) = Is a microscopy with a fast data 
acquisition and high sensitivity, it can also give a high three-dimensional resolution. 
2.4: Summary 
The HCCI technology was identified about 25 years ago. The initial studies were mainly 
experimental, but many of the present studies are based on the modelling and simulation 
of HCCI. The increase in modelling work has been largely done to advances in the 
understanding of higher hydrocarbon chemistry and rapid increases in computational power. 
To try and understand the fundamental concepts underlying HCCI ignition and combustion 
in real engine geometries, models of varying resolution have been developed. Survey of HCCI 
liierature shows that model development in the HCCI field falls into one of three main 
approaches: 
1. Single-Zone Models 
2. Multi-Zone Models 
3. Multi-Dimensional CFD Models 
The single-zone models are simply in their form and short calculation time, they integrate the 
time-dependent energy and species conservation equations to yield temperature, pressure, and 
concentration histories for the charge. However, it suffers from predicting heat release rate, CO 
and HC emissions, combustion completeness and peak cylinder pressure. The next class of 
model is the multi-zones, these models overcome the drawbacks of the single-zone models. 
Advantages of multi-zone models over single-zone models include being able to account for 
crevices and the thermal boundary layer, as well as to specify the temperatures for each zone, 
also CO and HC emissions can be modelled more accurately, but unlike the single-zone models 
the multi-zone model increases the computational time. Multi-dimensional CFD models is 
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approach which has a very high promise for predicting realistic results, they are often liked with 
some form of kinetics to provide an accurate description of the solution. Detailed kinetics provides 
the best results, however this take a lot of computational power and as such many researchers 
use some form of reduced kinetics to overcome the time computational cost of the detailed 
kinetics, these are still found to provide very accurate results. 
Other models do exist in the form of PDF models, these models account for the effects of 
variable fluctuations at a sub-grid level. PDFs can also be applied to describe the range of 
possible values, and the corresponding probabilities, for a fluctuating variable. The next type of 
model under this category is the cycle simulation models. The cycle simulation models have the 
ability to directly compute the gas exchange as well as the internal residual trapped in the engine 
cylinder. Another in this category is the chemical kinetics approach. The chemical kinetics 
approach for investigating the HCCI combustion process is based on the use of chemical kinetics 
codes. These codes could include complete chemical kinetics, or some reduced form. Finally the 
last in this combined category is the combined modelling approach, which improves the quality of 
the results and provides realistic predictions of the HCCI process, as well as improve the 
computational time cost. The combined approach combines two or more modelling techniques 
outlined above. 
From the experimental stand point, controlling HCCI combustion is perhaps the most difficult 
barrier facing HCCI engines. From the review conducted in this chapter it is clear the experimental 
studies in the field of HCCI is geared towards control, and the methods being proposed are (1) 
engine design parameters (i.e. varying the amount of EGR, using VCR and VVT), (2) mixture 
properties (i.e. EGR, AFR, intake temperature, fuels, etc), all of these methods although they 
have not proven to be the single solution to controlling HCCI they are all providing vital 
information to the cause. 
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3.1: Introduction 
This chapter introduces the phenomenon of the auto-ignition process. It is intended to provide 
basic understanding to auto-ignition as the end goal of this thesis is to predict the set of auto-
ignition conditions towards the end of the compression stroke. After a brief introduction to auto-
ignition, the fundamentals associated with auto-ignition are presented. The oscillatory cool flames 
features of a chain branching-thermal interactions of the kind involved in alkane oxidation is of 
importance in numerical modelling of the low temperature combustion, therefore this feature is 
also presented along with definitions for low and high temperature auto-ignition, Negative 
Temperature Coefficient (NTC) and ignition delay. The general features of auto-Ignition are then 
presented and finally summarization of the auto-ignition phenomenon is given. 
Auto-ignition (also referred to as either self-ignition or spontaneous ignition), is the phenomenon 
by which a combustible mixture of fuel and oxidizer reacts in a self-accelerating manner, and 
eventually spontaneously ignite leading to combustion. The mixture conditions and temperature at 
that moment in time are critical to the occurrence of the auto-ignition phenomenon. The auto-
ignition temperature or the ignition temperature of mixture is the lowest temperature at which the 
combustible mixture of fuel and oxidizer will spontaneously ignite, without an external source of 
ignition, such as a flame or spark. This temperature is required to supply the activation energy 
needed for combustion. The auto-ignition occurrence can be considered in two forms: 
.:. Premixed or Homogeneous Auto-ignition 
.:. Non-Premixed or Inhomogeneous Auto-ignition 
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The premixed or homogeneous auto-ignition occurs when the fuel and oxidizer have previously 
been mixed, down to the molecular level. Whilst the non-premixed or inhomogeneous auto-
ignition occurs when the, initially separated, (usually colder) fuel and oxidizer (usually hot air) mix 
and react simultaneously, either in a stagnant field, or in a flow field that can be laminar or in most 
applications turbulent. 
In general the auto-ignition chemistry is exothermic, with most of the important elementary 
reactions also being exothermic. However, some key elementary reactions can be endothermic 
depending on the fuel-oxidizer system and conditions. 
The successful operation of an HCCI engine depends on using mechanical, thermal, and 
chemical means to control both the auto-ignition and rate of heat release of the in-cylinder 
mixture. Thus, it is critical to understand the reaction process of hydrocarbon fuels in order to 
correctly interpret experimental data and guide HCCI engine development. The chemistry that 
controls auto-ignition in HCCI combustion appears to be the same as that of knock in SI engines. 
Studies of auto-ignition date back to the early 1900's when knock was first realised as a limitation 
on engine output and fuel efficiency. Thus, all of the previous research work devoted to knock 
chemistry in SI engines over the past 100 years is directly applicable to HCel combustion. 
The knock studies on SI engines suggest that significant heat release occurs in the end gas 
ahead of the advancing flame front. This heat release, in combination with compression by the 
flame front, raises the temperature of the end gas to a thermally and chemically stressed 
condition triggering self-ignition that produces a rapid rise in local temperature and pressure, see 
Figure 3.1. 
The gas temperature and how chemical and physical processes affect it are important because 
hydrocarbon oxidation chemistry can be divided into three different regimes based on pressure 
and temperature. At atmosphere pressure there is: a low temperature range (T <650 K), an 
intermediate temperature range (650<T <1000 K), and a high temperature range (T>1 000 X). As 
the pressure is increased, the boundaries shift slightly to higher temperature. The typical range of 
temperature and pressure that end gases experience prior to knock in SI engines is presented in 
Figure 3.2. 
The temperature-pressure domain is divided into low, intermediate and high temperature regimes 
[11]. Based on end gas temperature measurements by Smith et al. [175], knock occurs within the 
intermediate temperature regime. Therefore, the behavior in the low and intermediate 
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temperature regions is very important for auto-ignition. The low temperature region is 
characterized by the reactions of R02• radicals for smaller hydrocarbon fuels or QOOH· radicals 
for larger hydrocarbon fuels and by the formation of stable oxygenated hydrocarbons [176]. The 
intermediate temperature region is dominated by the reactions of H02• radicals and the 
characteristic stable products are alkenes, stable oxygenated hydrocarbons, and methane. When 
the process reaches the high temperature region, the reactions are dominated by OH·, 0·, and H· 
radicals, and un i-molecular decomposition of alkyl radicals, via beta-scission, becomes important 
[12], Figure 3.3 illustrates the branching pathways of low and intermediate temperature regions. 
Combustion Propagating 
Chamber Flame Front 
~ 
)-77)) Spark Plug 
Piston/ 
Rings 
0 Piston 0 
k'" Cylinder "'" 
Normal Combustion Knocking 
Figure 3.1: Schematic of the Combustion Process with and Without Knocking 
Most observed pre-ignition and auto-ignition behavior including single and multiple cool flames 
can be explained in terms of this temperature dependent scenario. It should be noted, however, 
that the end gas temperature measurements in Figure 3.2 were conducted at relatively low 
engine speeds. As the engine speed is increased, auto-ignition can be expected to occur at 
higher temperatures. Thus, it is possible that under some engine conditions, high temperature 
chemistry can also play a role in the onset of auto-ignition. Controlling auto-ignition is critical for 
the combustion of both SI and Cl engines, but especially so for HCCI engines where the 
combustion phasing is completely controlled by the mechanism that triggers auto-ignition. 
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Figure 3.2: Typical SI Engine Envelope of End-Gas Temperature and Pressure Histories 
Leading up to the Point of Knock [11] 
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Figure 3.3: Branching Pathways for Hydrocarbon Oxidation at Low and Intermediate 
Temperature [12] 
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3.2: Fundamentals of Auto-Ignition 
Auto-ignition as discussed earlier is the term used for a rapid combustion reaction which is not 
initiated by any external ignition source. The auto-ignition of a gaseous fuel-air mixture occurs 
when the energy released by the reaction as heat is larger than the heat lost to the surroundings; 
as a result the temperature of the mixture increases, consequently rapidly accelerating, due to 
their exponential temperature dependence. The state at which such spontaneous ignition occurs 
is called the self-ignition temperature and the resulting self-accelerating event where the pressure 
and temperature increases rapidly is termed a thermal explosion. 
In complex reacting systems such as exist in combustion, the "reaction" is not a single- or 
even a few-step process; the actual chemical mechanism consists of a large number of 
simultaneous, interdependent reactions or chain reactions. In such chains there is an initiating 
reaction where highly reactive intermediate species or radicals are produced from stable 
molecules (fuel and oxygen). This step is followed by propagation reactions where radicals 
react with the reactant molecules to form products and other radicals to continue the chain. 
The process ends with termination reactions where the chain propagating radicals are 
removed. Some propagating reactions produce two reactive radical molecules for each radical 
consumed. These are called chain-branching reactions. When, due to chain-branching, the 
number of radicals increases sufficiently rapidly, the reaction rate becomes extremely fast and 
a chain-branching explosion occurs. While the terms thermal and chain-branching explosions 
have been introduced separately, in many situations the self-accelerations in temperature and 
radicals occur simultaneously and the two phenomena must be combined [14, 177, 178]. The 
auto-ignition process can be divided into three types, which are encountered in combustion 
systems [13]. they are: 
1. The Thermal Auto-Ignition 
2. The Chain-Branching Auto-Ignition 
3. The Chain-Thermal Auto-Ignition (with Negative Temperature Coefficient (NTC)) 
The three auto-ignition processes outlined above are commonly represented in the form of p - T. 
ignition diagrams. Figure 3.4 shows the three auto-ignition processes that are encountered in the 
combustion systems in the form of p-T. diagrams [13]. These diagrams summarise the 
conditions at which different modes of auto-ignition behaviour are observed when a particular 
reactant mixture is introduced to a uniformly heated vessel (wall temperature (Ta)) at specified 
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pressure (P). The regions where ignition takes place are separated by a curve from the regions 
where no ignition occurs. The existence of clearly defined boundaries signifies a 'parametric 
sensitivity' to the conditions at which critical transition occurs from one mode of behaviour to 
another. 
(a) (b) (c) 
A 
Ignition Ignition 
p p P F G 
D 
Ta Ta Ta 
Figure 3.4: Pressure-Temperature Diagrams Representing the Boundaries for the 
Spontaneous Ignition of Gases when Reaction Occurs as a Result of: (a) thermal feedback 
alone, (b) chain branching-thermal interactions of the kind involved in hydrogen oxidation, (c) 
chain branching-thermal interactions of the kind involved in alkane oxidation [13] 
The three types of ignition diagram shown in Figure 3.4 represent the typical behaviour: 
1. Figure 3.4(a) = As a result of thermal ignition, as in di-t-butyl peroxide decomposition [179] 
2. Figure 3.4(b) = In the chain-branching reactions, typified by the oxidation of hydrogen and 
of carbon monoxide [180-182] 
3. Figure 3.4(c) = The chain-thermal interactions in which an overall negative NTC of 
reaction rate occurs, as is most familiar in alkane oxidation [183] 
The two auto-ignition processes in Figure 3.4 (a) and (b) do not represent a typical auto-ignition 
behaviour of the hydrocarbon fuels in the intemal combustion engines. Figure 3.4 (c), however, 
represents a typical auto-ignition behaviour of alkane fuels in the internal combustion engines. 
Below is a brief description for each of the three p - Ta diagrams presented in Figure 3.4. 
The thermal auto-ignition, shown in Figure 3.3 (a), is driven solely by the rate of energy release 
through thermal feedback. The criterion for occurrence of the thermal auto-ignition is related to 
the net rate of heat gain or loss in a volume of the reacting system. If the rate of heat loss owing 
Page 48 
Chapter 3: Auto-Ignition Process Phenomenon 
to conduction, convection and radiation remains equal to the rate of heat generation by reaction, 
then a stable temperature distribution will be established. On the other hand, if the rate of heat 
loss cannot keep pace with the heat generation, then 'thermal runaway' to ignition will occur [14]. 
It should also be noted that for the thermal auto-ignition the heat generation occurs only due to 
chemistry (driven by temperature) without the influence of the chain branching, i.e. the increase in 
temperature results in the higher rate of heat release from chemical reactions, 
The major distinction in the origins of the ignition diagrams in Figure 3.4 (b), which represents the 
behaviour of some chain branching reactions, is that the heat release originates from complex 
chemical mechanisms that include chain branching. This type of ignition is termed the chain-
branching auto-ignition. In Figure 3.4 (b) the chain-branching ignition of hydrogen is shown, the 
heat release in this process originates from complex chemical mechanisms that include chain 
branching. It can be seen the existence of the first and second ignition limits which did not exist 
for the thermal auto-ignition. These limits are due to the relative pressure dependencies of the 
chain branching and chain termination rates [13]. They are represented in the simplest form, at 
the first limit by the kinetic competition of H atom reactions as: 
H + O2 -7 OH + 0 Chain Branching (3.1) 
H -7 inert at wall Chain Termination (3.2) 
and at the second limit by; 
H + O2 -7 OH + 0 Chain Branching (3.3) 
Chain Termination (3.4) 
It is the respective temperature and pressure dependences of these pairs of elementary reactions 
that determine the gradient of the first or second ignition limit in the p - 1'. ignition diagram. 
Neither of the terminating routes has a significant activation energy. 
The third type of ignition, termed the chain-thermal auto-ignition is shown in Figure 3.4 (c). This 
type of the ignition is characterised with the occurrence of NTC behaviour, as is most familiar in 
the alkane oxidation and therefore in most of the commercial fuels for automotive applications. 
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If the horizontal 'ignition peninsula' in Figure 3.4 (b) arises from changes in the kinetics as a result 
of the different pressure dependences of the dominant re-actions at a given temperature, then the 
vertical 'ignition peninsula' in Figure 3.4 (c) arises from changes in the kinetics as a results of 
different temperature dependences of the dominant reactions at a given pressure [13]. In 
particular, following the line FG, the low temperature oxidation is controlled by an overall non-
branching reaction mode. That is, within the structure of elementary reactions, the termination 
rate exceeds the chain-branching rate. As the temperature is raised, chain propagation (or strictly, 
degenerate branching) is predominant at AB. At some higher temperature still, there is a second 
switch to another predominantly non-branching reaction mode at BC and so on. The important 
distinction from Figure 3.4 (c) to that of the case in Figure 3.4 (b) is that the kinetics cannot be 
separated from the thermal contributions. The behaviour results from a chain-thermal inter-action. 
The supplementary features of Figure 3.4 (c) is of great importance in numerical modelling of the 
low temperature combustion are the multiple stage ignitions and oscillatory cool flames. These 
features are discussed below along with definitions for low/high temperature auto-ignition, NTC 
and ignition delay. 
3.2.1: Oscillatory Cool Flames 
The p - T" ignition diagram from Figure 3.4 (b) is characterised by two regions, the region of 
'slow combustion' and the region of 'ignition'. These regions are separated by a critical boundary. 
A similar characterisation can be observed in Figure 3.4 (c) for the chain-thermal ignition, a 
similar sharp boundary beyond which ignition occurs there are qualitative differences. The 
boundary in the chain-thermal auto-ignition comprises three branches, the middle one of which 
exhibits an increase of the critical pressure as the vessel temperature is raised, this results from 
the NTC in the heat release. 
The sub-critical region of the ignition diagram is also subdivided into three different type of 
behaviour. The first part represents the slow combustion, the second is the cool flames region, 
which occurs in a closed region bounded by the NTC branch of the ignition boundary, and the last 
region is that of the ignition. To further enhance the understanding of cool flames refer to Figure 
3.5, which represents the oscillatory cool flame effect in NTC region. The qualitative structure in 
Figure 3.5 is characteristic of alkanes and alkenes containing three or more carbon atoms, of 
acetaldehyde (ethanol) and higher molecular mass aldehydes, higher alcohols, ethers other than 
dimethyl ether, and a variety of other organic compounds that contain fairly large aliphatic groups. 
The features of Figure 3.5 are illustrated by referring to the temperature-time or pressure-time 
Page 50 
Chapter 3: Auto-Ignition Process Phenomenon 
records that are obtained from the experimental measurements. Point's a-d on the Figure 3.5 
relate to Figure 3.6. The curves (a-d) in Figure 3.6 relate to a fixed vessel temperature with 
gradual increase in initial pressures: 
.:. a = Slow Reaction 
.:. b = Single Cool Flame 
.:. c = Multiple Cool Flame 
.:. d = Two-Stage Auto-Ignition 
p 
Slow Reaction 
Ignition 
Cool Flames 
Ta 
Figure 3.5: Pressure-Temperature Ignition Diagram Representing the 
Gaseous Oxidation of Alkanes and Other Organic Compounds in a 
Closed Vessel (14) 
Slow reaction takes place at lowest pressures. The pressure time curves are sigmoidal, see 
Figure 3.6 curve (a), which characterise degenerate chain branching reactions. As the initial 
reactant pressure is increased, curves (b) and (c) in Figure 3.6, there are momentary pressure 
pulses which interrupt the smooth growth in pressure. At slightly higher pressures, the transition 
to ignition is marked by a reaction in which there is a massive and very rapid pressure rise. Within 
the ignition peninsula the ignition is preceded by a cool flame. This process is known as two-
stage ignition, and can be observed in Figure 3.6 curve (d). 
The multiple stage ignitions, that can occur adjacent to the negative temperature dependent 
branch of the ignition boundary, are detected as a succession of one or more cool flames 
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preceding the two-stage ignition. A single stage event is observed elsewhere in the ignition 
region. The periodic pulses in the pressure records, caused by the cool flame, and the overshoot 
accompanying full ignition are a consequence of temperature increases. 
l d t 1 c er b Cl Co c: .(ij 
<I co a ~ 
u 
c: 
t • 
Figure 3.6: Typical Pressure-Time Record Obtained During the Oxidation 
of Alkanes in a Closed Vessel [14] 
To understand and to satisfactory model two-stage ignitions are of particular relevance to 
combustion process in internal combustion engines. Two-stage ignitions occur' at the low 
temperature ignition limit and within the ignition peninsula ABC in Figure 3.4. The multiple-stage 
events are observed adjacent to the oscillatory cool flame region at the upper temperature 
boundary of the ignition peninsula (BC). Two-stage and multiple stage ignition are two different 
combustion processes. 
To clarify the points raised in the last section, reference to Figure 3.7. Figure 3.7 shows these 
ignition limits for isooctane, methane, and benzene. Two-stage ignition occurs in the low-
temperature region, the first stage could be cool flame. Single-Stage ignition occurs in the high 
temperature region. For iso-octane, ignition in the low-temperature regions is by a two-stage 
process: there is a first time interval before the cool flame appears and then a second time 
interval from the appearance of the cool flame to the hot flame combustion process. Ignition in the 
high-temperature region is by a continuous one-stage process. The cool flame phenomena vary 
enormously with hydrocarbon structure. Normal paraffins give strong cool flames, branched-chain 
paraffins are more resistant. Olefins give even lower luminosity cool flames with longer induction 
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periods. Methane shows only the high-temperature ignition limit. Benzene, also, does not exhibit 
the cool flame phenomenon and other aromatics give hardly detectable light [184]. 
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Figure 3.7: Ignition Diagram for Iso-Octane, Methane and Benzene with 
Low/High Temperature Regions Outlined [15] 
3.2.2: Low Temperature Auto-Ignition 
" The temperature at which chemical processes involved in combustion occurs is divided into 
'Iow temperature' and 'high temperatures' regimes. 
As the auto-ignition was explained as a kinetically driven process of the low temperature oxidation 
in the above section, understanding of the low temperature chemistry plays an important role. 
Although an understanding of the kinetics and mechanisms of methane combustion at T>1000K 
is relevant to the detailed interpretation of the high temperature combustion of higher alkanes and 
other hydrocarbons, there is only a limited relationship between methane oxidation at T<1000K 
and that of higher alkanes. This distinction arises because so much of the low temperature 
chemistry of hydrocarbons is governed by the size and structure of carbon backbone. The 
kinetics and mechanism of higher alkanes have yielded to quantitative interpretations in recent 
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years. The common ground does not begin to emerge until there are four or more carbon atoms 
in the fuel molecule (14). 
3.2.3: High Temperature Auto-Ignition 
A division is made at approximately 1000K between these 'Iow temperature' and 'high 
temperatures' regimes, because there is a very clear distinction between the types of reaction 
that dominate the overall combustion processes as temperature rise from below 850K to 
beyond 1200K. The division itself is artificial. It does not imply the sudden switching off of one 
set of reactions and the switching on of another, and the choice of 1000K as the threshold is 
one of convenience within a broad temperature range (14). 
When modelling detailed kinetic mechanisms, apart from the qualitative structure of the 
mechanisms involved in the high temperature regime, it is important to gain some insight into 
relative importance of different processes under different conditions. Combustion reactions 
must be reasonably rapid since; in general, appreciable extents of reaction must occur in 
times within a broad range of 10-6 to 10-2s. 
3.2.4: Negative Temperature Coefficient 
The NTC occurs at temperatures around 700-800K. The NTC behaviour depends of the fuel 
molecular size and structure, and it is observed at some fuels that have two-stage ignition 
process, such as alkanes (paraffins). The NTC arises from the degenerative chain branching 
process, where radicals de-compose back to reactants, which results in stopping the chain 
branching process. The region of NTC is characterised by the fact that a temperature increase 
causes an increase of the ignition delay, instead of the usual temperature dependence where 
delay time should decrease. 
3.2.5: Ignition Delay 
Ignition delay is defined as the length of time or number of degrees of crankshaft rotation between 
the Start of Injection (SDI) and ignition of the fuel, (start of combustion). Both physical. and 
chemical processes must take place before a significant fraction of the chemical energy of the 
injected liquid fuel (or premixed charge) is released. The physical processes are: the atomization 
of the liquid fuel jet; the vaporization of the fuel droplets; the mixing of fuel vapour with air. The 
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chemical processes are the pre-combustion reactions of the fuel, air, residual gas mixture which 
lead to auto-ignition. These processes are affected by engine design and operating variables, and 
fuel characteristics, these are: 
.:. Air Temperature 
.:. Air Pressure 
.:. Combustion Chamber Design 
.:. Injection Timing 
.:. Load 
.:. Oxygen Concentration 
.:. Speed 
.:. Spray Parameters 
.:. Swirl 
The chemical component of the ignition delay is controlled by the pre-combustion reactions of the 
fuel. Since the HCCI engine combustion process is heterogeneous, its spontaneous ignition 
process is even more complex. Though ignition occurs in vapour phase regions, oxidation 
reactions can proceed in the liquid phase as well between the fuel molecules and the oxygen 
dissolved in the fuel droplets. These chemical processes depend on the composition of the fuel 
and the cylinder charge temperature and pressure, as well as the physical processes outlined 
above, which all govern the distribution of the fuel throughout the air charge 
The ignition delay is a characteristic of radical-chain explosions, the chemical reactions governed 
by a chain-branching mechanism. During the ignition-delay period, the radical population 
increases at an exponential rate. Nevertheless, during this process the amount of fuel being 
consumed, and thus the amount of the liberated energy is too small to be detected. Therefore, the 
important chemical reactions such as, chain branching or formation of radicals, take place during 
the induction time while the temperature remains nearly constant. 
3.3: General Features of Auto-Ignition 
Many interesting systems involve chain reaction processes, such as nuclear reactors, with 
neutrons as chain carriers. The chain termination is provided by neutron absorbers, and the chain 
branching is associated with the term 'supercritical', normally a condition to be avoided. 
Populations of living organisms obey the same reactivity laws. Organisms can grow exponentially 
via chain branching until limited availability of nutrients first stabilizes the population and 
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eventually quenches the system via chain termination. The reaction system follows the general 
equation: 
dn(t) = kn(t) 
dt (3.5) 
where n(t) is the number of chain carriers. This indicates that the change in number of neutrons 
in a reactor depends on the number of neutrons available to produce further neutrons. Also, it 
may be commented or as the change in the number of bacteria that depends on the number of 
bacteria which can reproduce, a reflection that the current population of chain carries produces 
the next generation of chain carries. Solution of Equation (3.5) leads to the following expression: 
n(t) = n(O)exp(kt) (3.6) 
Where k < 0, the result is exponential decay, but with k > 0 the radical population experiences 
exponential growth. Thus k = 0 is equivalent to criticality or steady combustion (or population 
stability) [185). In a chemically reactive system, the coefficient k is an average over all reactions 
taking place, including initiation, propagation, chain branching and termination reactions. Thus the 
auto-ignition can be defined as a requirement that the reacting system must experience the 
exponential growth both in temperature and number of chain carriers, and the exponential chain 
reaction must proceed with a significant degree of fuel consumption [185). 
3.4: Summary 
The auto-ignition process is important as it precedes the combustion process and influences the 
performance, emissions and characteristics of the entire system. In a closed system, the auto-
ignition may arise from various phenomena such as, thermal feedback, chain reactions or 
combination of these two. With regard to this, a division on three typical types of the auto-ignition 
process can be made: 
.:. The thermal auto-ignition 
.:. The chain-branching auto-ignition 
.:. The chain-thermal auto-ignition 
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The chain-thermal auto-ignition, which can be defined as the requirement that the reacting 
system, must experience exponential growth, both in temperature and number of chain carriers, is 
the most familiar in the alkane oxidation and therefore in the most of commercial fuels for 
automotive applications. Therefore, the auto-ignition in the internal combustion engines can be 
understand as a process of the thermal activation of the local kinetic processes, which depends of 
two parameters, (i) the temperature and (ii) the concentration. Initially the process is dominated 
by the kinetic effect, in which intensity depends on the concentration. The enhanced exothermic 
kinetic reactions increase the temperature of the reacting mixture. A higher temperature further 
boosts kinetic reactivity and accelerates the fuel consumption. With increase in temperature the 
rate of heat release grows. The growing heat release self-accelerates the fuel consumption. The 
dominant effect shifts from the concentration to the temperature during the energy release. 
Automotive fuels, which have different structure and composition, leads to a very different 
behaviour of the auto-ignition process. These differences are explained by comparing the low 
temperature oxidation chemistry of methane and higher alkane fuels. After, the phase of the low 
temperature oxidation, the auto-ignition reaches the high temperature phase where differences in 
behaviour amongst hydrocarbon fuels are much less pronounced. 
The differences in the low temperature auto-ignition chemistry amongst hydrocarbon fuels are 
expected to play a very important role in the CAI combustion process, as it is controlled by the 
chemical kinetics of air/fuel mixture. 
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4.1: Introduction 
This chapter presents details of the test cases used for the application of the numerical model. 
The choice of test cases has predominately been based on the availability of experimental data 
relevant to the proposed current study plan. Three test cases have been considered for this 
thesis. One of the three test cases is a computational grid example provided by KIVA [186), and 
the other two are experimental engines developed by Lotus, one of which is based at 
Loughborough University and the other at Louts. The three test cases used are: 
1. Test Case I - KIVA 4-Valve Pentroof Example 
2. Test Case 11 - Lotus Single Cylinder Optical Research Engine 
3. Test Case III - Lotus Converted Single Cylinder Research Engine 
All three test cases have been utilised over the course of the research. Test case one was used 
for preliminary studies on the HCCI process to ascertain if the planned research area will prove 
fruitful before full resources was set in motion. Test case two was used as a validation tool for the 
turbulence model selection as the output from this experimental engine provided essential 
velocity and vector flow field data. Finally test case three, this experimental engine was the heart 
of this thesis. This engine was a dedicated HCCI engine, so therefore became the bench mark for 
which validations were made against and also provided all the initial modelling conditions for the 
studies conducted. The three test cases are discussed below. 
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4.2: Test Case I - KIVA 4-Valve Pentroof Example 
The KIVA 4-valve pentroof example is a generic four valve gasoline engine, pentroof combustion 
chamber arrangement, with two inclined intake and exhaust valves, 92m m bore, 85m m stroke, 
and a connecting rod length 147mm . Figure 4.1 shows the outline of the computational mesh at 
BOC (540° Crank Angle) and Table 4.1 gives the engine specification for the 4-valve example. 
Figure 4.1 is a standard KIVA model supplied with the code. This type of engine setup is refe rred 
to as a DOHC engine with quasi-symmetric pentroof combustion chamber and 4 valves whose 
paths of travel overlap. 
It must be noted that as the paths of the valves overlap (intake and exhaust) in this engine , they 
share the same physical space at different times in the engine cycle; the structured computing 
mesh (Figure 4.1) is continually adjusted to conform to the valve configuration . The valve 
overlapping does not affect the application of this example to HCCI studies as the methodology 
used for the valve events only has one va lve open at a time . 
z 
~Y 
x 
Figure 4.1: KIVA 4-Valve Pentroof Engine Example at BOC 
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Table 4.1: KI VA 4-Valve Pentroof Engine Example Specifications 
Speed Maximum Engine Naive Speed: User Defined 1 User Defined 
Engine Geometry Bore: 92mm 
Stroke: 85mm 
Compression Ratio: 10.1: 1 
Con Rod length: 147mm 
Pentroof Angle : 140° 
InleVExhaust Valve Angles: 20°/22° (Canted) 
Engine Valves Valve Layout: 4-Valve, Pentroof Arrangement 
Inlet Valve Diameter: 30mm 
Exhaust Valve Diameter: 36.8mm 
Maximum Valve Lift: User Defined 
Fuel System Fuel: User Defined 
Fuel Injection: Port Fuelled 
4.3 : Test Case 11 - Lotus Single Cylinder Optical Research 
Engine 
The Lotus Single Cylinder Optical Research Engine (SCORE) is a bespoke design of 80.5mm 
bore and 88.2mm stroke which is representative of one cylinder of a prototype V6 engine (Figure 
4.2). The low mass of the aluminium piston and titanium crown and the use of primary and 
secondary balance shafts allow the engine to run at speeds up to 5000rpm. The bifurcated piston 
contains an optical upper piston crown containing a sapphire window. The sapphire window has a 
similar coefficient of expansion as the surrounding titanium crown . The optical piston crown sits in 
a full length fused silica cylinder liner of 15mm thickness, with a maximum operating pressure of 
60bar. Carbon piston rings are used to give a good gas seal and prevent abrasion between the 
titanium piston crown and the optica l liner. The piston rings are split into two 180° sections to 
allow easy removal and cleaning . A 45° mirror mounted between the upper and lower crowns of 
the bifurcated piston allows illumination or imaging from below the piston. The top of the cylinder 
liner is ground with a curved profi le , the complement inverse of which has been machined into the 
cylinder head . The liner is lifted into the cylinder head by means of a hydraulic ram which secures 
the liner under 10bar pressure onto a silicon gasket. The engine is then driven by a 15kW Brook 
Hansen Type 160 3-phase induction motor. 
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The valves are actuated by the Lotus Active Valve Train (AVT) , see Figure 4.2. The AVT system 
is an electro-hydraulic valve train capable of infinitely varying the timing ; duration and lift of each 
of the overhead poppet valves (see section 4.3.1: for AVT specification and performance). Linear 
displacement transducers attached to the valve stem offer positional feedback control which 
prevents the valves from coming into contact with the moving piston. Two Leine & Linde rotary 
encoders connected to each of the crank and cam shafts produce 360 and 3600 pulse per 
revolution signals respectively for crank positional control. The AVT system individually actuates 
each of the four valves by means of a high speed servo valve capable of running at 400Hz. The 
valves are arranged symmetrically in a pentroof arrangement in the cast iron cylinder head. A 
Liebert GXT uninterruptible power supply is used to power the A VT control systems. 
A 10mm NGK H53P spark plug is situated near the centre of the cylinder head alongside a 
Siemens XL2 pressure swirl GDI injector. A water-cooled Kistler 6043A60 pressure transducer is 
also located in the cylinder head to measure the instantaneous in-cylinder pressure. A 
thermocouple is located on the cylinder head to measure head temperature and an Omega 
08102 infra red temperature sensor aimed at the cylinder liner is used to measure the outer 
cylinder wall temperature. Oil pressure and temperature measurements are also taken at various 
pOints of the engine. 
The inlet system consists of an air filter connected to a Romet G65 positive displacement meter to 
measure air flow into the engine. Turbulence is reduced by a 60L inlet plenum connected to the 
positive displacement meter. The cycle resolved airflow is measured by a Siemens hot film meter. 
A throttle for load control is fitted on a smaller 2L plenum. Four seeding pipes, attached at 90· to 
the inlet, are connected on the downstream side of the plenum. A further section of pipe leads to 
a single-to-two port 'trouser piece,' which contains an inlet air temperature sensor leading to the 
intake port cast into the cylinder head. 
The exhaust consists of a small plenum, into which various engine instrumentation , including an 
ECM AFR recorder 1200 or 'Lambda' sensor is fitted . This leads to approximately three meters of 
35 mm diameter pipe connecting the exhaust plenum to a standard automotive silencer, which 
then enters a weak extraction system. 
The spark timing , injection timing and injection duration are controlled by an AVL 4210 engine 
instrument controller, and the various operating parameters, such as oil pressures and 
temperatures, inlet and exhaust temperatures, in-cylinder pressures and cylinder head 
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temperatures are monitored and recorded by a DSP Dataway control unit connected to a PC 
running LabView software. 
See Table 4.2 for full SCORE specification 
Figure 4.2: Louts SCORE Instrumentation 
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Table 4.2: Lotus SCORE Specifications 
Speed Maximum Engine Naive Speed: 5000rpm I 5000rpm 
Engine Geometry Bore: 80.5mm 
Stroke: 88.2mm 
Capacity: 0.45litres 
Compression Ratio: 10.5:1 
Con Rod length: 131mm 
Peak Compression Pressure: 23bar 
Pent-Roof Angle: 137" 
InleUExhaust Valve Ang les: 22' 121' (Canted) 
Piston Piston: Bifuricated Aluminium Piston 
Piston Crown: Titanium 
Piston Window: Sapphire 
Piston Ring: 1 Split Carbon Matrix Ring 
Cylinder Liner: Full length Fused Silica Liner 
Head: Cast Iron with Pentroof 
Cooling: Air Cooled 
Engine Valves Valve Layout: 4-Valve, Pentroof Arrangement 
Valve Activation: Lotus Active Valve Train (AVT) 
Hydraulic Valve Pressure: Up to 260bar 
Inlet Valve Diameter: 31mm 
Exhaust Valve Diameter: 27.5mm 
Maximum Valve Lift: 15mm 
Maximum Valve Velocity: 4.5mls 
Balancing Balancing: Primary and Secondary Balance Shafts 
Fuel System Fuel: 95 RON Gasoline 
Intake system Intake Plenum: 60litres 
Mass Air Flow Meter: Siemens MAF 
Positive Displacement Meter: Romet G65 
Exhaust system Silencer: Standard Automotive Silencer 
Electric drive Electric Motor: 15kW Brook-Hansen Type160 Motor 
4.3.1: Specification and Performance of Lotus AVT 
AVT is recognised specifically for; an advanced combustion strategy , valve operating strategy 
research and cam profi ling development. The Lotus A VT consists of a hydraulic piston attached 
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to each poppet valve as shown in Figure 4.3. Th is piston, approximately 12mm in diameter, is 
conta ined within a hydraulic cylinder. Hydraulic fluid under up to 280bar pressure is fed into the 
hydraulic cylinder either above or below the piston. The flow is controlled by a High Speed Servo 
Valve (HSSV) operating at a maximum 400Hz. The AVT system , limited by the va lve 
accelerations, is capable of operating at 5000rpm while maintaining 'soft-touchdown' capabilities. 
The instantaneous valve position is measured by a fast linear displacement transducer located on 
top of the assembly. This feedback control allows the va lve position to be continual ly compared to 
the demanded profile and manually 'fine-tuned ' through the use of a series of pressure and 
differential gains. The system is capable of lifting each valve individually and of performing 
multiple lifts within one engine cycle. 
High Speed Servo 
Valve 
Linear Displacement 
Transducers 
.... =--_____ Poppet Valve 
Figure 4.3: Lotus AVT System 
4.3.2: Valve Events Suitable for HCCI Combustion 
HCCI is well recognised in the 2-stroke world [17, 34, 46, 187] but reported attempts in the 4-
stroke world [130] are limited and found to be fundamentall y limited by lack of control of the valve 
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events using fixed profile cams and the clearly dominant need for intake airlfuel mixtures to be 
pre-heated (in some instances this is quite drastically) . The use of AVT provides the ability to 
probe mechanical cam-less horizons and to be able to experiment with innovative combustion 
methodologies, in order to understand HCC I. Two fundamental methods have been derived by 
Lotus, which do not require preheating of the intake mixture and in the gasoline 4-stroke cycle are 
simple and elegant in their operation . The two methods are: 
1. Sequential Method 
2. Simultaneous Method 
4.3.2.1: Method 1 - Sequential Method 
Method one relies on trapping a pre-determined quantity (which may be varied) of exhaust 
gasses (or combustion event cylinder residuals) by closing exhaust valves relativel y early in the 
exhaust stroke. The general principle is shown schematically in Figure 4.4. The trapped exhaust 
gas is then compressed during the final stages of that exhaust stroke. As the piston descends on 
the next induction stroke, inlet valves are opened and fresh charge drawn into the cylinder, which 
is partially filled with exhaust gasses. At the end of the induction stroke, inlet valves are closed 
and fresh charge and exhaust gas mixture is then compressed in the next compression stoke. 
HCCI occurs as the mixture ramps up in pressure and temperature in the final stages of that 
compression stroke. Once HCCI has occurred, the power stroke drives the piston down and the 
cycle is thus repeated. This is, therefore, a sequential method of trapping exhaust gas for use in 
HCCI , since the logical sequence of events takes place serially. 
4.3.2.2: Method 2 - Simultaneous Method 
In method 2 two, (see Figure 4.5) , as the piston reaches BOC from that power stroke, exhaust 
valves are opened and all of the exhaust gas is expelled from the cylinder. As the piston 
commences the next induction stroke , both inlet and exhaust valves are opened simultaneously 
and both fresh charge and exhaust gas is drawn simultaneously into the cylinder. Once inlet and 
exhaust va lves have closed, the piston begins to compress the fresh charge and trapped exhaust 
gas mixture. Again , HCCI occurs as the mixture increases in temperature and pressure in the 
final stages of that compression stroke. Once HCCI has occurred , the power stroke drives the 
piston downwards, and so the process repeats. This process is, therefore, a simultaneous 
method since the log ical sequence of gas mixing events in-cylinder takes place in parallel. 
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Figure 4.4: Schematic Showing Operating Principle of HCCI Method 1 
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Figure 4.5: Schematic Showing Operating Principle of HCCI Method 2 
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4.4: Test Case III - Lotus Converted Single Cylinder Research 
Engine 
The Lotus converted single cylinder research engine is a single cylinder, 4-stroke research engine 
based on the General Motors (GM) fami ly one-1 .Blitre series architecture, BO.5mm bore, 88.2mm 
stroke, and a connecting rod length 131 mm with displacement of 0.45litres (See Figure 4.6 and 
Table 4.3 for engine and specification) . The engine has a Fully Variable Valve Train (FVVT) 
system accomplished with the use of the Louts AVT system (see sections 4.3.1: and 4.3.2: for the 
specification/performance and suitable valve events for the A VT system respectively), instead of 
conventional camshafts, it allows the trapping of a large amount of exhaust gases (up to 80% by 
volume) and quick changes in trapped percentage in comparison to the engine with camshaft. 
This arrangement allows near adiabatic exhaust gas recirculation (EGR) process, which means 
that the mixture temperature increases with the increase in EGR percentage. Trapping the 
exhaust gases on this way is termed Internal Exhaust Gas Recirculation (IEGR) process. 
This test case consists of a production piston , connecting rod and stroke, with a standard 4-
cylinder head on top of a water cooled barrel to join the famil y one part to the custom made 
bottom end . Only the front cylinder of the head is operational. The water jacket uses a 
combination of machined modifications and brackets. Unnecessary water transfer ports are 
blanked off. The engine has a bespoke single cylinder bottom end designed and developed by 
Lotus to allow either pure combustion work or optical access versions to be built. The use of 
conventional parts in the combustion system, wherever possible, ensures that the cost of rebuild 
is low should a component failure occur. The compression ratio can be easily changed in this 
engine, due to the separate barrel and, more importantly due to the FWT system, which rules out 
the need for modification of the belt runs and other parts. Any change in compression ratio is 
achieved by means of the deck height being moved up and down by spacers or short liners, or 
combination of these two. The bottom end can accept various strokes up to and including 
100mm, and is capable of running to 5000rpm (depending on stroke) . 
The fitted research FVVT system allows trapping of a pre-defined quantity of IEGR. The open and 
closure timings of the each of four electro-hydraulically driven valves are independently variable 
and can be digitally controlled. Valve opening profiles can be selected and entered into the 
software by the user. The control software uses inputs from a crankcase encoder and valve linear 
displacement transducers to facilitate a closed-loop control to satisfy a desired versus actual 
position control unti l the required profiles are achieved. Fine tuning of valve profiles is 
accomplished by using valve-specific gain controllers. 
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Figure 4.6: Lotus Single-Cyl inder Research Eng ine with AVT System 
Table 4.3 : Lotus Single Cylinder Engine Specifications 
Speed Maximum Engine Naive Speed: 5000rpm 1 5000rpm 
Engine Geometry Bore: 80.5mm 
Stroke: 88.2mm 
Capacity: 0.45litres 
Compression Ratio: 10.5:1 
Con Rod length: 131mm 
Peak Compression Pressure: 23bar 
Pentroof Angle : 13r 
InleUExhaust Valve Angles: 22°/21 ° (Canted) 
Engine Valves Valve Layout: 4-Valve, Pentroof Arrangement 
Valve Activation: Lotus Active Valve Train (AVT) 
Hyd raulic Va lve Pressure: Up to 260bar 
Inlet Valve Diameter: 31mm 
Exhaust Valve Diameter: 27.5mm 
Maximum Valve Lift: 15mm 
Maximum Valve Velocity : 4.5m/s 
Fuel System Fuel : 95 RON Gasoline 
Fuel Injection: Port Fuel led 
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The engine is connected to a Fraud AG30, 30KW eddy-current dynamometer. A redline ACAP 
data acquisition system from DSP Technologies Inc. is used, together with an Horiba MEXA 7100. 
DEGR emissions analyzer. For the engine management system a conventional Lotus VS 
controller is used. 
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5.1: Introduction 
This chapter provides an introduction to the computational codes utilized for the thesis. It was 
originally intended that only one CFD package would be used for the research, and the CFD 
package to be used would be KIVA, (see section 5.2: for the KIVA family development and 
specification). However after preliminary studies and investigation, it became apparent that this 
wish would not be satisfied. KIVA is a block-structured mesh with hexahedral cells. The use of 
hexahedral cells only presents a dilemma when it comes to generating a complicated geometry 
mesh. 
Up to the latest version of KIVA (KIVA-3V release 2), calculations have been either on cold flows 
or full combustion of four different types of IC engine geometries with moving valves. These 
geometries are: 
1. Pancake combustion chamber with vertical valves 
2. Overhead Valve (OHV) engine with wedge combustion chamber 
3. Double Overhead Cam (DOHC) engine with quasi-symmetric pentroof combustion 
chamber and 4 valves whose paths of travel overlap 
4. DOHC engine with asymmetric pentroof "cloverleaf' combustion chamber and 4 valves 
Mesh generation, valve snapping, or rezoning for vertical valve (1) geometries presents no 
unusual problems. The grids are comparatively robust and the chances of creating any inverted 
cells during the run are limited. Unfortunately, when it comes to the canted valve cases (2-4), 
there is usually no single grid that will be satisfactory throughout the full engine cycle simulations. 
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This is not simply a matter of generating the initial grid. The grid must therefore dynamically 
change during the run in response to the changing valve positions. Due to the fact that KIVA 
deals with a block-structured mesh of hexahedral cells, this imposes restrictions on the rezoning 
of the mesh. 
The approach of a dynamically changing grid is made possible in KIVA by using a continuous re-
zoner (specially designed subroutines), that will attempt to maintain an acceptable grid throughout 
the full engine cycle. Without a fully general re-zoner for any application, KIVA offers re-zoner 
subroutines which are considered placeholders, as they are tailored to the specific geometries of 
cases (2-4) and contain embedded coding, therefore anyone wanting to generate new geometries 
that do not conform to case 2-4, will have to consider implementing their own subroutines (re-
zoner) to get around the issue of the dynamically changing grid. The main problem areas include: 
.:. The central region shared by overlapping intake and exhaust valves, which is helped by 
biasing the grid relaxation upward when (but only when) valves are open 
.:. The narrow region between the face of an opening valve and the piston crown near TDC, 
in which the grid lines need to be kept nearly vertical 
.:. The grid just below where the wedge meets the bottom of the head, in which the vertical 
spacing needs to be carefully distributed to avoid cell inversions 
.:. The grid lines that go outward in logical space from the skirts of moving valves. 
KIVA as a research tool is very effective as the analysis/simulations are fast and is not very taxing 
on computational time. However, due to the problems outlined above it was very difficult to 
generate meshes that are compatible in KIVA. If these problems where to be overcome, issues 
still exist, as a relatively complex combustion chamber, port, and valve assembly may require a 
month or over of meshing to KIVA standards. This imbalance between the pre-processing and 
analysis time is critical as geometries become increasingly complex, which is the situation in the 
current research work. Therefore, two CFD packages were used for the numerical studies 
conducted during the course of this thesis. A brief introduction to both packages is provided 
below: 
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5.2: The KIVA-3V Code 
The KIVA code was developed by Los Alamos National Laboratory (LANL). Since the introduction 
of the original KIVA-II [186), which was based on a computer programme for chemically reactive 
flows with spray. With KIVA-II forming the backbone for the KIVA family of codes. It become by 
far the most widely used CFD for multidimensional engine simulations. 
Worldwide interest grew with the introduction of KIVA-3 [188) and its improved numerical-solution 
algorithms, dealing with a block-structured mesh for complex geometries. However, it was 
inefficient for complex engine geometries or any application involving complex boundary 
conditions. This lead to the birth of KIVA-3V, which adopted a block-structured programme for 
engines with vertical or canted valves [189). The code became a practical tool for modelling 
geometries containing inlet and outlet ports in the cylinder wall. To improve KIVA-3V, KIVA-3V 
release 2 [190) was developed, with a variety of new features to enhance the robustness, 
efficiency, and usefulness of the overall program for engine modelling. It solves the equations of 
transient, two and three-dimensional, chemically reactive flows with sprays. The gas-phase 
solution procedure is based on a Finite Volume Method (FVM) with the arbitrary mesh of 
hexahedral cells. 
Interest in KIVA on a worldwide stage is high; this is due to a number of reasons which are 
outlined below: 
.:. The equations and numerical solution procedure are very general and can be applied to 
laminar or turbulent flows, subsonic-or supersonic flows, and single phase or dispersed 
two-phase flows 
.:. Arbitrary numbers of species and chemical reactions can be used 
.:. The in-cylinder dynamics of an advanced IC engines, involve a number of complex, 
closely coupled physical and chemical processes. These include the transient three-
dimensional dynamics of evaporating fuel sprays interacting with flowing mUlti-component 
gases undergoing mixing. ignition, chemical reactions, and heat transfer. The KIVA code 
has the ability to calculate such flows in engine cylinders with arbitrarily shaped piston 
geometries, including the effects of turbulence and wall heat transfer. 
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Perhaps the single most important reason for the worldwide use of the KIVA code is the 
availability of the source code, which is relatively cheap. The availability of the source code 
provide the users with freedom to implement advanced sub-models, i.e. by implementing new 
user defined routines, and also allow the user to trace hard coded functions. KIVA also comes 
with a pre and post-processor, however these are not as user friend Iy as those found in 
commercial engine code such as FLUENT, FIRE and STAR-CD. 
5.3: Fluent Code 
Fluent is probably the world's most widely-used commercial CFD code which is used across most 
engineering industries for a diverse range of flow modelling applications and offers a 
comprehensive suite of physical models [191]. It provides leading-edge functionality with a robust 
and intuitive, yet powerful, unstructured (quadrilaterals and triangles for 20 simulations, and 
hexahedra, tetrahedra, prisms, and pyramids for 3D simulations) framework for modelling all of 
the critical components in internal combustion engine design including fixed-lift port flow analysis, 
fuel injection and detailed transient moving valve and piston simulations. The numerical technique 
used in Fluent is the same as that used in KIVA, which is the FVM. 
Fluent can handle complex flows ranging from incompressible (Iow subsonic) to mildly 
compressible (transonic) to highly compressible (supersonic and hypersonic) flows. Providing 
multiple choices of solver options, combined with a convergence-enhancing multi-grid method. It 
delivers optimum solution efficiency and accuracy for a wide range of speed regimes. The wealth 
of physical models allows for accurate prediction of laminar and turbulent flows, various modes of 
heat transfer, chemical reactions, multiphase flows, and other phenomena with complete mesh 
flexibility and solution-based mesh adaptation. Users can customise Fluent, through User-Defined 
Functions (UDF). 
Both pre/post processing capabilities are offered. Software for the creation of problem geometries 
and grids are offered, GAMBIT [192] and TGrid [193] are used for fast, flexible meshing. Both 
tools have many automated features for building or joining hybrid meshes with attention to 
boundary layers, non-uniform sizing, and core regions of hexahedral cells. This pre-processing 
tool uses familiar terminology and parametric templates to assist in problem setup. The 
capabilities of the pre-processor is one of the main reasons why this package was selected for 
use in this thesis. 
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The post-processing tools in Fluent can be used to generate meaningful graphics, animations, 
and reports that make it easy to convey CFD results to engineers and non-engineers alike. 
Shaded and transparent surfaces, pathlines, and scene construction are just some of the 
features. 
Another advantage for employing Fluent package was due to the usability of the code for 
modelling complex problems that involve moving geometry, such as IC engines or fuel injectors. 
One such usability function which is utilised in my study is the innovative "dynamic-mesh" model, 
which only requires the user to set-up the initial mesh and specify the motion of the boundaries 
and Fluent automatically changes the mesh to follow the motion as the transient simulation 
proceeds. Furthermore the dynamic-mesh model is compatible with the expansive suite of 
combustion and spray models. 
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This chapter introduces the governing equations for flows of practical interest that describe all 
aspects of the fluid flow along with the HCCI sub-models used. Firstly the mathematical 
conventions used in this thesis is presented, this is then followed by the governing conservation 
equations for mass, momentum and the dynamic mesh. Finally HCCI sub-models used to 
account for the turbulence, heat transfer, species transport and auto-ignition are presented and 
discussed. 
6.1: Mathematical Conventions 
In order to understand the mathematical conventions used within this thesis for compactness 
where possible, vector quantities are displayed with a raised arrow (e.g. a: A). Boldfaced 
characters are reserved for vectors and matrices as they apply to linear algebra (e.g., the identity 
matrix, I ). 
The operatorV' , referred to as grad or , nabla, represents the partial derivative of a quantity with 
respect to all directions in the chosen coordinate system. In Cartesian coordinates, V' is defined 
to be: 
8- 8- 8-V'=-i+-j+-k 
Ox ay 8z 
V' appears in several ways as follows: 
(6.1) 
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The gradient of a scalar quantity is the vector whose components are the partial derivatives; for 
example: 
Bp-; Bp -. Bp-VP=-I+-J+-k 
Bx ay Bz (6.2) 
The gradient of a vector quantity is a second-order tensor; for example, in Cartesian coordinates: 
(-) (B - B - B -)( - - -) V v = -i+-j+-k v,i+vyj+vzk ex ay Bz (6.3) 
This tensor is usually written as: 
av, av, av, 
ex ay Bz 
avy avy avy 
ex ay Bz (6.4) 
avz avz avz 
ex ay Bz 
The divergence of a vector quantity, which is the inner product between V and a vector; for 
example: 
-av av av V.v=-' +_y +_z 
Bx ay Bz (6.5) 
The operator V . V, which is usually written as '112 and is known as the Laplacian is given by: 
(6.6) 
where v2r is different from the expression (Vr)2, which is defined as: 
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(6.7) 
6.2: The Governing Equations 
6.2.1: Continuity and Momentum Equations 
For all engineering flows, the conservation equations for mass and momentum are solved. For 
flows involving heat transfer or compressibility, an additional equation for energy conservation is 
solved. For flows involving species mixing or chemical reactions, a species conservation equation 
is solved. Additional transport equations are also solved when the flow is turbulent. 
6.2.1.1: The Mass Conservation Continuity Equation 
The equation for conservation of mass, or continuity equation, can be written as follows: 
(6.8) 
Equation (6.8) is the general form of the mass conservation equation and is valid for 
incompressible as well as compressible flows. The source Srn is the mass added to the 
continuous phase from the dispersed second phase (e.g., due to vaporization of liquid droplets) 
and any user-defined sources. 
6.2.1.2: Momentum Conservation Equations 
Conservation of momentum in an inertial (non-accelerating) reference frame is described by (194) 
(6.9) 
- - -
where p is the static pressure, T is the stress tensor (described below), and pg and F are the 
gravitational body force and external body forces (e.g., that arise from interaction with the 
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dispersed phase), respectively. F also contains other model-dependent source terms such as 
porous-media and user-defined sources. 
-
The stress tensor 1: is given by: 
(6.10) 
where f1 is the molecular dynamic viscosity, I is the unit tensor, and the second term on the 
right hand side is the effect of volume dilation. 
6.2.2: Dynamic Meshes 
The dynamic mesh model is used to model flows where the shape of the domain is changing 
(moving boundaries) with time due to motion on the domain boundaries. The motion can be a 
prescribed motion (e.g., you can specify the linear and angular velocities about the centre of 
gravity of a solid body with time) or an un-prescribed motion where the subsequent motion is 
determined based on the solution at the current time (e.g., the linear and angular velocities are 
calculated from the force balance on a solid body). The update of the volume mesh is handled 
automatically at each time step based on the new positions of the boundaries. To use the 
dynamic mesh model, a starting volume mesh and the description of the motion of any moving 
zones in the model must be provided. 
6.2.2.1: Dynamic Mesh Conservation Equations 
The integral form of the conservation equation for a general scalar, rP, on an arbitrary control 
volume, V, whose boundary is moving can be written as: 
(6.11 ) 
where 
p is the fluid density 
u is the flow velocity vector 
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Ug is the grid velocity of the moving mesh 
r is the diffusion coefficient 
S. is the source term of if> 
Here dV is used to represent the boundary of the control volume V . 
The time derivative term in Equation (6.11) can be written, using a first-order backward difference 
formula, as: 
(pif>V)n+l _ (pif>V)n ~ fpif>dV 
dtv M 
(6.12) 
where nand n + 1 denote the respective quantity at the current and next time level. The (n + 1 )th 
time level volume vn+l is computed from: 
Vn+1 = Vn + dV M 
dt 
(6.13) 
where dV / dt is the volume time derivative of the control volume. In order to satisfy the grid 
conservation law, the volume time derivative of the control volume is computed from 
dV f- - ~- -
-= ug·dA= LUg,rAj 
dt ilV j 
(6.14) 
where n f is the number of faces on the control volume and Aj is the j face area vector. The dot 
product ug.J' Aj on each control volume face is calculated from 
(6.15) 
where o~ is the volume swept out by the control volume face j over the time step M. 
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6.3: HCCI Sub-Models 
6.3.1: Turbulence Models 
A variety of models exists for the incorporation of the effects of turbulence on HCCI calculations. 
Turbulent flows are characterized by fluctuating velocity fields. These fluctuations mix transported 
quantities such as momentum, energy, and species concentration, and cause the transported 
quantities to fluctuate as well. Since these fluctuations can be of small scale and high frequency, 
they are too computationally expensive to simulate directly in practical engineering calculations. 
Instead, the instantaneous (exact) governing equations can be time averaged, ensemble-
averaged, or otherwise manipulated to remove the small scales, resulting in a modified set of 
equations that are computationally less expensive to solve. However, the modified equations 
contain additional unknown variables, and turbulence models are needed to determine these 
variables in terms of known quantities. Many turbulence models exists, examples including the 
following: 
.:. Spalart-Allmaras Model (195) 
.:. k - & Models 
o Standard k - & Model [196) 
o Renormalization-Group (RNG) k-& Model [197) 
o Realizable k-& Model (198) 
.:. k - OJ Models 
o Standard k - OJ Model (199) 
o Shear-Stress Transport (SST) k - OJ Model [200) 
.:. v2 - f Model (201) 
.:. Reynolds Stress Model (RSM) [202-204) 
.:. Detached Eddy Simulation (DES) Model [205) 
.:. Large Eddy Simulation (LES) Model (206) 
When it comes to choosing the right turbulence mode, it is an unfortunate fact that no single 
turbulence model is universally accepted as being superior for all classes of problems. The choice 
of turbulence model will depend on considerations such as: 
.:. The physics encompassed in the flow 
.:. The established practice for a specific class of problem 
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.:. The level of accuracy required 
.:. The available computational resources 
.:. The amount of time available for the simulation. 
To make the most appropriate model choice for any study to be undertaken, the capabilities and 
limitations of the various models available must be understood. Taking the above points into 
consideration, along with current published data the following models were considered, and 
investigated further to establish which model was best suited for HCCI calculations. 
6.3.1.1: The Standard k-& Model 
The simplest, and commonly used model of turbulence is the two-equation model [196] in which 
the solution of two separate transport equations allows the turbulent velocity and length scales to 
be independently determined. The standard k - & model fall into this class of turbulence models. 
Its robustness, economy, and "reasonable" accuracy for a wide range of turbulent flows explain its 
popularity in industrial flow and heat transfer simulations. 
The standard k - & model is a semi-empirical model based on model transport equations for the 
turbulence kinetic energy (k) and its dissipation rate (&). The model transport equation for k is 
derived from the exact equation, while the model transport equation for & was obtained using 
physical reasoning and bears little resemblance to its mathematically exact counterpart. 
In the derivation of the k - & model, it was assumed that the flow is fully turbulent, and the effects 
of molecular viscosity are negligible. The standard k - & model is therefore valid only for fully 
turbulent flows. 
6.3.1.2: The Realizable k - & Model 
The realizable k - & model [198] is a development of the standard k -G model in two important 
ways: 
.:. The realizable k - & model contains a new formulation for the turbulent viscosity . 
• :. A new transport equation for the dissipation rate, & , has been derived from an exact 
equation for the transport of the mean-square vorticity fluctuation. 
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The term "realizable" means that the model satisfies certain mathematical constraints on the 
Reynolds stresses, consistent with the physics of turbulent flows. 
6.3.1.3: The Shear-Stress Transport (5ST) k-OJ Model 
The Shear-Stress Transport (SST) k - OJ model was developed by Menter [200] to effectively 
blend the robust and accurate formulation of the k - OJ model in the near-wall region with the 
free-stream independence of the k - OJ model in the far field. To achieve this, the k - OJ model is 
converted into a k - OJ formulation. The SST k - OJ model is similar to the standard k - OJ model, 
but includes the following refinements: 
.:. The standard k - OJ model and the transformed k - s model are both multiplied by a 
blending function and both models are added together. The blending function is designed 
to be one in the near-wall region, which activates the standard k - OJ model, and zero 
away from the surface, which activates the transformed k - s model. 
.:. The SST model incorporates a damped cross-diffusion derivative term in the OJ equation . 
• :. The defin ition of the turbulent viscosity is modified to account for the transport of the 
turbulent shear stress . 
• :. The modelling constants are different. 
These features make the SST k - OJ model more accurate and reliable for a wider class of flows 
(e.g., adverse pressure gradient flows, airfoils, transonic shock waves) than the standard k-OJ 
model. The SST k - OJ model is so named because the definition of the turbulent viscosity is 
modified to account for the transport of the principal turbulent shear stress. 
6.3.1.4: The Reynolds Stress Model (R5M) 
The Reynolds Stress Model (RSM) is a more complex turbulence model. Abandoning the 
isotropic eddy-viscosity hypothesis, the RSM closes the Reynolds-averaged Navier-Stokes 
equations by solving transport equations for the Reynolds stresses, together with an equation for 
the dissipation rate. This means that seven additional transport equations must be solved in 3D, 
which makes achieving solution stability difficult to achieve [202-204]. 
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Since the RSM accounts for the effects of streamline curvature, swirl, rotation, and rapid changes 
in strain rate in a more rigorous manner than one-equation and two-equation models, it has 
greater potential to give accurate predictions for complex flows. However, the fidelity of RSM 
predictions is still limited by the closure assumptions employed to model various terms in the 
exact transport equations for the Reynolds stresses [191]. The modelling of the pressure-strain 
and dissipation-rate terms is particularly challenging, and often considered to be responsible for 
compromising the accuracy of RSM predictions. 
The RSM might not always yield results that are clearly superior to the simpler models in all 
classes of flows to warrant the additional computational expense. However, use of the RSM is a 
must when the flow features of interest are the result of anisotropy in the Reynolds stresses. 
Among the examples are cyclone flows, highly swirling flows in combustors, rotating flow 
passages, and the stress-induced secondary flows in ducts. 
6.3.2: Modelling Heat Transfer 
The flow of thermal energy from matter occupying one region in space to matter occupying a 
different region in space is known as heat transfer. Heat transfer can occur by three main 
methods: conduction, convection, and radiation. Physical models involving only conduction and/or 
convection are the simplest, while buoyancy-driven flow, or natural convection, and radiation 
models are more complex. Depending on the problem at hand, the CFD package will solve a 
variation of the energy equation that takes into account the heat transfer model/methods which 
has been specified. For the purpose of this study the physical model that will be used is the 
convective and conductive model. 
When Heat transfer is modelled it can be included within the fluid and/or solid regions. Problems 
ranging from thermal mixing within a fluid to conduction in composite solids can thus be handled 
using the physical models and inputs specified. 
6.3.3: Modelling Species Transport 
Modelling of mixing and transport of chemical species can be solved by the conservation 
equations describing convection, diffusion, and reaction sources for each component species. 
Multiple simultaneous chemical reactions can be modelled, with reactions occurring in the bulk 
phase (volumetric reactions) and/or on wall or particle surfaces, and in the porous region. Species 
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transport modelling capabilities, both with and without reactions are discussed within this section. 
The types of species transport considered for this study is based on Volumetric Reactions. 
6.3.4: Modelling Auto-Ignition 
Auto-ignition phenomena in HCCI engines are due to the effects of chemical kinetics of the 
reacting flow inside the cylinder, the fuel oxidation chemistry determines the auto-ignition timing. 
In order to model the auto-ignition accurately some form of mechanism has to be supplied. In an 
ideal situation, a detailed mechanism would be used (see section 2.2.4.3 on Chemical Kinetics 
Approach), however the calculation becomes too expensive on the computational resources. 
It is therefore important to select a model which offers good results whilst completing the 
simulations in reasonable time. After reviewing published mechanisms, the mechanism by 
Tanaka et al [76], has been selected (see Appendix A, for the chemical kinetics mechanism 
proposed by Tanaka et al). The mechanism proposed by Tanaka et al is based on reduced 
chemical kinetics (See Table 2.1, for classification of the different types of chemical kinetic 
models). The model was developed for HCCI using Primary Reference Fuels (PRF) in a Rapid 
Compression Machine (RCM). The reduced chemical kinetic model included 32 species and 55 
reactions was used to examine the affect of wall heat transfer on the temperature of the adiabatic 
core gas. 
Results showed the well-known two stage ignition characteristics of heavy hydrocarbons, which 
involve low and high temperature cycles followed by a branched chain explosion, (see Chapter 3: 
The Auto-Ignition Process Phenomenon). The first stage energy release decreases and the 
ignition delay increases nonlinearly with increasing octane number and decreasing the initial 
pressure. The energy release rate and total energy released were detenmined primarily by the 
rate of CO oxidation during the explosive phase following the ignition delay. 
In order to examine the accuracy of the mechanism proposed by Tanaka et ai, the mechanism 
was validated against a lumped mechanism proposed by Chen et al [207]. The model by Ch en et 
al was developed to accurately predict the Start of Combustion (SOC) and emissions, the model 
consisted of 258 species and 621 reactions. To see how the reduced mechanism predicted is 
compared with the lumped mechanism, a calculation was conducted using CHEMKIN, to 
investigate the temperature profile leading to auto-ignition. The initial conditions used to validate 
both mechanisms are shown in Table 4.1. 
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Table 6.1: Validation Initial Conditions 
Speed 2000rpm 
Starting Crank-Angle BDC 
Temperature 573K 
Pressure 1.01 bar 
Equivalence Ratio 0.8 
Heat Transfer Model Woschni Model 
The calculated results from both mechanisms are presented in Figure 4.1. The Figure shows that 
the two mechanisms are in good agreement with each other, with the only point of difference 
occurring at peak temperature were the reduced mechanism over predicts in comparison to the 
lumped mechanism. Also a quick study was conducted using CFD, to how the reduced 
mechanism would predict when applied to a computational study. The same conditions (initial) 
used for the reduced mechanism was employed by the CFD study, with the only exception being 
that the CFD study was conducted in 2-D. 
Just like the comparison between the reduced and lumped mechanisms, the CFD results 
correlated well with both the reduced and lumped mechanisms. Auto-ignition was reached earlier 
in the CFD study. The difference between the CFD and the reduced mechanism is mainly due to 
difference in geometric properties and also running the CFD study in 2-D. The difference between 
the two would be significantly reduced if these parameters were the same. 
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7.1: Introduction 
In this chapter the computational technique used to solve the governing equation are presented. 
This is followed by the discretization of the transport equation, then the descriptions of the 
boundary conditions and the initial conditions respectively. The boundary conditions specify the 
flow and thermal variables on the boundaries of a physical model, and the initial conditions 
provide the initial state for the simulation region. After the above descriptions a selection of 
controlling parameters (solution algorithm) are presented and finally the accuracy of the 
calculation procedure are discussed. 
7.2: Computational Grid Generation 
Generation of the computational grid is achieved in two steps. The first step deals with 
constructing the CAD model of the experimental engine. The second step is the technique used 
for meshing the CAD model. Both steps are outlined below: 
Page 86 
Chapter 7: Numerical Procedures 
7.2.1: Geometry Creation 
The CAD model generated is based on test case three (see section 4.4). Test case three is the 
converted Lotus single cylinder engine based on the production GM family one, 1.8litre series 
architecture engine. The first step for generating the CAD model was to obtain all the necessary 
engineering drawings associated with this production engine. It is important to note that the . 
geometry parameters of test case three is the same as test case two in terms of the pentroof, 
ports, bore to stoke relationship, etc, however only test case three will be mentioned in this 
section as the engineering drawings obtained are associated with this engine. 
In order to conduct a CFD calculation on the single cylinder engine in Figure 4.6 with specification 
outlined in Table 4.3, a CAD model had to be produced, which can then be used within a mesh 
generating package to generate a computational mesh, from which simulations can be 
conducted. Creating a CAD model of the experimental engine, which in turn will be used to 
generate the computational mesh is an indispensable tool, not only does it provide a source of 
direct validation between experimental and simulated results, it serves as a tool which can 
accurately simulate and predict the in-cylinder processes, with the added advantage of being cost 
effective as experimental studies can be expensive to run. 
The engineering drawings of the experimental engine provided the general information required to 
produce the CAD model. However, details of the shape, internal filets/radii of the combustion 
chamber and the intake ports did not provide a true representation of the geometry, and as such 
the finer details required could not be appreciated, see Figure 7.1 which shows the curvy nature 
of the combustion chamber. The challenges of the CAI phenomenon are well documented with 
the main issue being that of control. Engine geometry is one area which has been identified as 
having an influence on the onset of auto-ignition, CAI combustion and emissions output, [8, 90, 
115, 131, 140], thus the significance of developing a CAD model which describes the engine 
shape is paramount. 
To overcome the limitation of the engineering drawing to capture the fine details of the engine 
shape, internal filets/radii of the chamber and ports, the combustion chamber and intake ports 
were used as moulds. Melted latex rubber was then poured into the chamber and port to harden. 
The moulding was then removed from the mould providing an outline from which measurements 
could be made, see Figure 7.2. 
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Chamber Radii 
Figure 7.1: Photograph of Cylinder Head Showing Chamber Details 
Figure 7.2: Moulding of Combustion Chamber and Intake/Exhaust Ports 
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Once the moulding of the engine geometry was obtained, it had to be sliced into sections to allow 
accurate measurements to be taken. The intake/exhaust ports were carefully detached from the 
combustion chamber and sliced through the centreline, to allow the changing port diameter to be 
measured , see Figure 7.3. Through the depth measurements of the chamber were also obtained 
by slicing the chamber into three parts, see Figure 7.4. 
Figure 7.3: Sliced Moulding of the Intake and Exhaust Ports 
Figure 7.4: Sliced Moulding of the Combustion Chamber 
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Measurements of the moulding required a combination of tools. The reason being that , latex is a 
rubber and as such it is not hard enough to use a system like rapid prototyping technique in 
backwards steps to take the measurements. This was finally overcome by separating the 
moulding into sections (as discussed above) , and using a micrometer along with a 3D scanner 
which uses a software called Geomagic Qualify, accurate measurements was obtained , enabling 
the CAD model to be generated. The CAD model can seen in Figure 7.5, which shows the 
combustion chamber, intake/exhaust ports, intake/exhaust va lves and the piston at TDC. 
Figure 7.5: Created CAD Geometry 
7.2.2: Mesh Generation Technique 
Developing a dynamic mesh that functions in Fluent requires the mesh to satisfy certain criteria. 
The package used for mesh generation was Gambit. Gambit is Fluent's geometry and mesh 
generation software. Mesh generation for the different CFD packages available differs from one to 
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the other. Certain mesh topology must be followed if the generated mesh is to work within the 
chosen CFO package. The mesh generating technique discussed in this section , outlines the 
steps that must be taken to generate a dynamic mesh compatible with Fluent. One goal of 
Fluent's unstructured Moving/Deforming Mesh (MOM) model is to deliver a moving mesh 
capability that does not rely on a specialised pre-processor. Additionally , because the approach 
is unstructured, there is no need to be concerned with stringent topological considerations 
associated with block-structured moving mesh schemes (like that found in KIVA). While this is 
true, the practical application of Fluent MOM model requires a fairly specific mesh topology. This 
section explains the meshing topology and associated pre-processing needs for the in-cylinder 
flow meshing application along with the 'best practices' for numerous IC cases. Although Gambit 
is used to generate the mesh , the logical steps can be followed by users using other mesh 
generators. 
Step 0: Preparation of Geometry 
There are two areas that must be addressed before the CAD model can be imported into Gambit; 
the first area is to make sure that the piston is at TOC and valves at closed position when the 
geometry is generated, see Figure 7.5, this is a requirement by the Fluent code as there are 
certain mesh topology requirement for valves and piston . With the piston at TOC, the volume is 
the smallest. Thus it is in general easier to satisfy the mesh topology requirement at this position . 
If one can mesh the piston in TOC position, the mesh will in general behave properly when the 
piston moves away from TOC. For the same reason, the valves are recommended to sit at the 
closed position for the geometry creation. The second area is to de-feature the CAD model. Oe-
featuring of the CAD model avoids any unnecessary features since mesh quality can deter 
significantly due to such features. However, there are situations were the features can not be 
helped (see Figure 7.6, were the intake port of the geometry used in this study has many facial 
features that can not be removed , due to the complexity of the geometry), if such a situation exist 
after de-featuring , the geometry can be cleaned (using a virtual tool within Gambit) after 
decomposition (step 4 below) of the different volumes. 
Step 1: Valve to Minimum Life Position 
Once the preparation of geometry preliminary step is complete, the CAD model can be imported 
into Gambit. The first step required in Gambit is to move the valves to the minimum lift position . 
The va lves sit at the closed position when the geometry is imported . However, Fluent requires a 
minimum valve lift of O.1mm between the valve and valve seat for the simulation. Layered cells 
are placed in this gap when the mesh is generated . So, the gap between the valve and valve seat 
will never disappear. Non-conformal interface is used to completely shut the valve. In Fluent, a 
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minimum valve lift of 0.1 mm must be specified for the case (when setting up the case in Fluent) 
and the actual va lve lift profile will be truncated automatically by Fluent to represent a minimum 
valve lift of 0.1 mm. 
Face Features 
Figure 7.6: Necessary Features 
This step is achieved by creating a local coordinate system in alignment with the valve axis, when 
this is done, the valve can be moved 0.1 mm along the valve axis. Once the valves have been 
moved to the minimum life position the valve volumes (two intake and two exhaust) are 
subtracted from the port volume, giving a single fluid region with relationships between the valve 
and port. With step 1 complete the geometry is ready for decomposition. Decomposition deals 
with breaking up the geometry into vo lumes. The required vo lumes along with their names are 
shown in Figure 7.7. 
Decomposition of the valve margin is achieved by translating the top section of the valve margin 
up till it intersects with the valve seat lines in the imported geometry. When this is done the 
combined port and va lve volume is moved upwards as this helps to create completely non-
conformal interfaces. Subsequent connect operations, if there is any, will not result in connected 
geometry. It is also a lot easier to work with the geometry, as this operation will disconnect the 
chamber and piston vol umes from the combined valve and piston volume. 
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Port------------------~ 
Inboard 
Valve 
Chamber 
Piston Layer 
Valve Axis 
Figure 7.7: Required Decomposed Volumes with Names 
Trans itional Region 
Valve Seat 
Valve Margin 
Figure 7.8: Valve Shape 
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Before Margin Utilization 
Valve Seat 
I~-----_I Valve Margin 
After Margin Utilization 
I 
Figure 7.9: Valve Margin Utilization 
2. Valve Inboard Decomposition 
There is limited layering functionality (e.g., pure extrusion without any projection onto geometry) 
thus, clever ways to use the existing layering tool to represent valve motion must be used. This is 
important for the transitional section of the valve, shown in Figure 7.B, as the valve profile 
transitions to the valve stem. Application of layering to this section will lead to skewed (and 
potentially degenerate) cells . 
The approach used in Fluent is to use a layered 'inboard' fluid volume, shown in Figure 7.9, With 
the exception of the nodes at the top of this inboard zone, all nodes are assigned to move with 
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the valve. Because of the relative motion at the top layer of cells , cell addition and removal 
occurs at this upper surface. This approach effectively transfers the layering surface from the 
'non-flat' transitional portion of the valve to the upper surface of the inboard fluid volume , which is 
sufficiently flat to exploit Fluent's layering capability . With this approach, the tetrahedral volume 
above the valve layers is completely stationary. Furthermore, a higher quality structured mesh 
lies adjacent to (and moves with) the transitional portion of the valve. 
Valve Stem 
Transitional Region 
Figure 7.10: Half Inboard Valve Volume 
To decompose the inboard section of the geometry, a cylinder is created and aligned to the 
constant radius part of the valve (stem), because layers will be added and removed at the top 
surface, see Figure 7.10. The side of the layers will have constant radius. The next step is to 
disconnect the newly created cylinder from the geometry. This is done by splitting the va lve with 
the cylinder. Once this is done the inboard volume created by the disconnection must be moved 
up. This will again help to create completely non-conformal interfaces. Subsequent connect 
operations, if there is any, will not result in connected geometry. It is also a lot easier to work with 
the geometry just like before were the same operation was performed. Inboard volumes will need 
to be moved back before meshing because the top face is shared by inboard volume and the port 
volume. This is different from the va lve margin part because the valve margin part is completely 
detached from the combustion chamber. The final part of the inboard decomposition is to split 
each of the valve volumes into two halves using a square box (this box is created with the 
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purpose of being used to split the different volumes about the centre of the valve) , this is 
necessary in order to use Gambit quad-pave and cooper for each half of inboard valve volume 
during meshing process. 
3. Valve Outboard Decomposition 
The small clearance between the valve and valve seat offers concern . Because of that, a valve 
layer volume, shown in Figure 7.7, needs to be separated out and layered elements will be used 
for this volume. Non-conformal interface will be used on the combustion chamber side to close 
the valve. Non-conformal interface will also be used to glue the inboard valve volumes. Note that 
determining where to terminate the layers (see Figure 7.11), and begin the tetrahedral can 
significantly affect the skewness of the tetrahedral elements. 
Valve outboard decomposition is achieved with some preparation work. This preparation work is 
in the form of using the earlier created square box to split all the volumes apart from the port and 
the combustion chamber volumes in halves. This step allows the valve layer to be created and 
also helps when it come to meshing. Side faces are then created on the volume above the valve, 
once th is is done then the fluid valve layer can be created. This is achieved by creating a straight 
edge, from which a face can be created (this is indicated with the red outline in Figure 7.11). This 
face is then revolved during the meshing step to create the valve layer. 
Straight Edge 
Termination 
Point 
Figure 7.1 1: Valve Layer Termination Point and Face 
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Step 3: Cylinder Decomposition 
Step 3 deals with decomposition of the cylinder. This step is achieved by creating two faces on 
the valve margins which are connected to the chamber volume. These newly created faces form 
a non-conformal interface with the adjacent faces connected to the layered region of the va lve. 
This is done to avoid the formation of skewed cells in the chamber because of the small valve 
gap. The extra portion allows the use of higher mesh size in the chamber region and still allowing 
smaller va lve gap. 
The next action is to stitch all the faces contained within the chamber region together, this will 
form the chamber fluid region; thus creating a single volume. The final action required for the 
decomposition of the geometry is to split the single volume into two volumes. A tetrahedral mesh 
would be used in the upper volume part called "fluid-chamber" and a layered hexahedral or 
wedge mesh would be used in the lower volume part called "fluid-p iston-Iayer". The different 
meshes are need, as a tetrahedral mesh is used in the upper part when the piston is near TDC 
and a layered mesh used when the piston is away from the TDC. 
Step 4: Alignment of All the Volumes in Their Location 
The final step before meshing , is to move all the volumes which were moved upwards back into 
place and perform a connect operation. The connect operation makes sure that all the vertices 
and edges are all connected. 
Step 5: Meshing 
The next step after the decomposition of the geometry is to mesh the decomposed volumes. To 
accurately mesh the decomposed volumes, a meshing order must be followed . The order is as 
follows: 
.:. Valve Layer 
.:. Inboard Region 
.:. Chamber 
.:. Piston 
Figure 7.12 shows the fluid zone mesh type requirement. The numbers in Figure 7.12 refers to 
the different vo lumes and also the type of mesh used for that volume. The key for the Figure 
numbering is: 
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1 = Tetrahedral cells 
2 = At least one layer of prism cells at the top boundary for layering , but otherwise no restriction . 
3 = Cell can be any type (no deformation in this zone) 
4 = Prism cells (Hexahedral or wedges. Structured recommended) 
5 = Wedge cells 
Care must be taken, that the equivalence volume skewness of the final mesh is less then 0.95 
and should be less then 0.9 near the valve gap region. This help to speed up convergence and 
also avoid divergence problem. Also care must be taken when meshing the volume above the 
valve (fluid valve layer), to make sure that the quad faces connected to the tetrahedral domain do 
not have very high aspect ratio. 
Combustion 
Chamber 
! 
Valve Stem 
3 
/ i 
Valve Axis I 
1 
'" I Piston 
Figure 7.12: Fluid Zone Mesh Type Requirement 
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When meshing the fluid-port, often tetrahedral cells are used, however hexahedral mesh can be 
put in most of the intake port region. The use of hexahedral mesh would result in saving of cell 
count. When meshing the cylinder, although tetrahedral cells are used in the cylinder (chamber) 
reg ion, there should not be rapid change in volume of the tetrahedral cell in the cylinder region as 
compared to the layered cells in the valve region . This might introduce loss of accuracy and 
problem of convergence. 
Step 6: Boundary Conditions 
In the nomenclature used here, 'ib' and 'ob' are used to identify the boundary zones that will make 
up the 'inboard' and 'outboard ' interfaces. The suffixes 'fluid-ib ', 'fluid-ob', and 'chamber', are used 
to identify connectivity to the adjacent fluid zone. For example,' intf-invalve1-ob-fluid-chamber' is 
the portion of the outboard interface which bounds the fluid zone fluid-chamber. Again the suffix 
invalve1 is for the 1 st valve . 
The geometry is meshed with the valve in the closed position. Note the boundary zones intf-
rootname-ib-fluid-ib, intf-rootname-ib-fluid-ob, intf-rootname-ob-fluid-chamber and intf-rootname-
ob-fluid-lob. These will be used to define non-conformal interfaces. Here 'rootname' refers to the 
name chosen for that particular valve. Finally, note interior zones int-rootname-ib and int-
rootname-ob. Layers will be added and deleted at these surfaces as the cells underneath move 
in rigid body motion with the va lve . 
The first step within the boundary condition section is to select the solver, which in th is case is 
Fluent. Once this is done there are two types of boundary conditions that must be applied . The 
first of this is assigning the fluid zones. Fluent requires different fluid zones for the specification of 
motion in dynamic zones. The different fluid names used are: 
1 = fluid-chamber 
2 = fluid-rootname-ib 
3 = fluid-rootname-port 
4 = fluid-rootname-vlayer 
5 = fluid-piston-Iayer 
These names correspond to the numbers in Figure 7.12. Once the fluid zones have been 
assigned, the boundary zones must be defined in the same way as the fluid zones. Figure 7.13 
shows the boundary zone numbers. 
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1 = int-rootname-ib 
2 = int-rootname-ob 
7 
3 = intf-rootname-ib-fluid-ib 
4 = intf-rootname-ib-fluid-ob-quad 
5 = intf-rootname-ib-ftuid-ob-tri 
11 
6 = intf-rootname-ob-fluid-chamber 
7 = intf-rootname-ob-fluid-ob 
9 
4 
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'\ 
3 
Valve Ax is 1 1 
1 
8 = seat-rootname 
9 = rootname-chamber 
10 = rootname-ib 
11 = rootname-ob 
12 = int-piston 
13 = cyl-tri 
14 = piston 
Figure 7.13: Boundary Zones 
The fina l step required is simply to save the decomposed meshed volumes with boundary 
conditions applied and export the mesh. 
Page 100 
Chapter 7: Numerical Procedures 
7.3: Discretization of Transport Equation 
The two codes used in this thesis apply the discretization of the transport equation slightly 
different. As the Fluent CFD code was utilised for the majority of the thesis, on ly a brief outline will 
be provided for KIVA under this section, followed by how discretization of the transport equation is 
solved by Fluent. 
KIVA solves the unsteady equations of motion of a turbulent, chemica lly reactive mixture of ideal 
gases, coupled to the equations for a single-component vaporising fuel spray. The gas-phase 
solution procedure is based on a FVM cal led the Arbitrary Lagrangian Eulerian (ALE) method. 
Spatial differences are formed on a finite-difference mesh that subdivides the computationa l 
region into a number of small cells that are hexahedrons. The corners of the cells (vertices) and 
the positions of the vertices may be arbitrarily specified functions of time, there by allowing a 
Lagrangian , Eulerian , or mixed description. The arbitrary mesh can conform to curved boundaries 
and can move to follow changes in combustion chamber geometry. Strength of the method is that 
the mesh need not be orthogonal. The spatial differencing is made conservative wherever 
possible. The procedure used is to difference the basic equations in integral form , with the volume 
of a typical cel l used as the control volume (simi lar understanding to that used in Fluent, see 
Figure 7.14), and with divergence terms transformed to surface integrals uSing-the divergence 
theorem. 
Figure 7.14: Control Volume Used to Illustrate Discretization of a Scalar 
Transport Equation 
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FLUENT allows you to choose either of two numerical methods: 
1. Segregated Solver = For this solver governing equations are solved sequentially (i.e. 
segregated from one another) 
2. Coupled Solver = This solver solves the governing equations of continuity, momentum, 
and (where appropriate) energy and species transport simultaneously (i.e. coupled 
together) 
Using either method, the governing integral equations are solved for the conservation of mass 
and momentum, and (when appropriate) for energy and other scalars such as turbulence and 
chemical species. In both cases a control-volume based technique is used that consists of (see 
Figure 7.14): 
.:. Division of the domain into discrete control volumes using a computational grid . 
• :. Integration of the governing equations on the individual control volumes to construct 
algebraic equations for the discrete dependent variables ("unknowns") such as velocities, 
pressure, temperature, and conserved scalars . 
• :. Linearization of the discretized equations and solution of the resultant linear equation 
system to yield updated values of the dependent variables. 
The two numerical methods employ a similar discretization process (finite-volume), but the 
approach used to linearize and solve the discretized equations is different. 
A control-volume-based technique is used by Fluent to convert the governing equations to 
algebraic equations that can be solved numerically. This control volume technique consists of 
integrating the governing equations about each con trol volume, yielding discrete equations that 
conserve each quantity on a control-volume basis. 
Discretization of the governing equations can be illustrated most easily by considering the steady-
state conservation equation for transport of a scalar quantity I/J. This is demonstrated by the 
following equation written in integral form for an arbitrary control volume V as follows: 
(7.1 ) 
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where: 
P = density 
- . . 
\I = velocity vector (= Lti + v J ;11 20 ) 
A = surface area vector 
r. = diffusion coefficient for t/J 
Vt/J = gradient of t/J (=ot/J/ox)I+(dt/J/oy)} in 20 ) 
S. = source of t/J per unit volume 
Equation (7.1) is applied to each control volume, or cell , in the computational domain. 
The two-dimensional , triangular cell shown in Figure 7.14 is an example of such a control volume. 
Discretization of Equation (7. 1) on a given cell yields 
where 
1"1 , ...... , NI"" L pf ; f t/Jf OAf = L r . (vt/J)" oAf +S.V 
f f 
N ("''' = number of faces enclosing cell 
t/J( = value of t/J convicted through face / 
p ( v f 0 A f = mass flu x through the face 
Ar = area of face / ,IAI (=IAJ +A,JI ill 20) 
(V t/J ), = magnitude of V t/J normal to face / 
V = cell volume 
(7.2) 
The equations solved by code take the same general form as the one given above and apply 
readily to multi-dimensional, unstructured meshes composed of arbitrary polyhedral. 
By default, the code stores discrete values of the scalar t/J at the cell centres (cO and c I in Figure 
7.14). However, face values !Pf are required for the convection terms in Equation (7.2) and must 
be interpolated from the cell centre values. 
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7.4: Boundary and Initial Conditions 
Boundary and initial conditions specify the flow, thermal and physical variables of the 
computational domain. They are, therefore, components of a simulations and it is important that 
they are specified appropriately. The different types of in itial and boundary conditions used for the 
physical model can be seen, in Figure 7.15 and the descriptions for them are out lined below. 
Key: Pressure Inlet 
Chamber/Cylinder 
Fl uid Zone 
Solid 
Wall 
Pressure 
Outlet 
Figure 7.15: Schematic Diagram Illustrating Boundary Conditions 
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7.4.1: Pressure Inlet Boundary Conditions 
Pressure inlet boundary conditions are used to define the fluid pressure at flow inlets, along with 
all other scalar properties of the flow. The calculations performed at the inlet are a loss-free 
change from stagnation conditions to the inlet conditions. To achieve this, the isentropic relations 
for an ideal gas are applied to relate total pressure, static pressure, and velocity at a pressure 
inlet boundary. Total pressure, P~, at the inlet and the static pressure, P:, in the adjacent fluid 
cell are thus related as: 
where 
Po + Pop 
p, + Pop 
(7.3) 
(7.4) 
where M is the mach number, c is the speed, of sound, and r is the specific heat ratio 
(cp / cv), The operating pressure, Pop, appears in Equation 5.3 because the boundary condition 
inputs are in terms of pressure relative to the operating pressure. Given p~ and P:, Equations 
(7.3) and (7.4) are used to compute the velocity magnitude of the fluid at the inlet plane. Individual 
velocity components at the inlet are then derived using the direction vector components. 
For compressible flow, the density at the inlet plane is defined by the ideal gas law in the form; 
, 
p, + Pop 
P= RT 
, 
(7.5) 
The specific gas constant, R, is computed from the species mass fractions, Y" which is defined 
as boundary conditions at the pressure inlet boundary. The static temperature at the inlet, T" is 
computed from the total temperature, To, as: 
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(7.6) 
7.4.2: Pressure Outlet Boundary Conditions 
The pressure outlet boundary conditions require the specification of a static (gauge) pressure at 
the outlet boundary. The value of the specified static pressure is used only while the flow is 
subsonic. Should the flow become locally supersonic, the specified pressure will no longer be 
used; pressure will be extrapolated from the flow in the interior domain. For the calculations all 
other flow quantities are extrapolated from the interior. A set of "back flow" conditions is also 
specified should the flow reverse direction at the pressure outlet boundary· during the solution 
process. To avoid difficulties with convergence realistic values for the back flow must be used 
7.4.3: Near Wall Functions 
Wall boundary conditions (wall functions) are used to bound fluid and solid regions. Turbulent 
flows are significantly affected by the presence of walls. Clearly, the mean velocity field is affected 
through the no-slip condition that has to be satisfied at the wall. However, the turbulence is also 
changed by the presence of the wall in minor ways. Very close to the wall, viscous damping 
reduces the tangential velocity fluctuations, while kinematic blocking reduces the normal 
fluctuations. Toward the outer part of the near-wall region, however, the turbulence is rapidly 
increased by the production of turbulence kinetic energy due to the large gradients in mean 
velocity. 
The near-wall modelling significantly impacts the reliability of numerical solutions, in as much as 
walls are the main source of mean vorticity and turbulence. After all, it is in the near-wall region 
that the solution variables have large gradients, and the momentum and other scalar transports 
occur most dynamically. Therefore, accurate representation of the flow in the near-wall region 
determines successful predictions of wall-bounded turbulent flows. 
The approach adopted for the near wall calculations is "Wall Functions" which is based on the 
proposal of Launder and Spalding (208). Wall functions are a collection of semi-empirical formulas 
and functions that in effect "bridge" or "link" the solution variables at the near-wall cells and the 
corresponding quantities on the wall. 
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The flows inside a HCCI engines have high Reynolds number (Re), as such the wall function 
approach substantially saves on computational resources, because the viscosity affected near-
wall region, in which the solution variables change most rapidly, does not need to be resolved. 
The wall function approach becomes popular because it is economical, robust, and provides 
accurate description of the simulation. The wall functions comprises the law-of-the-wall for mean 
velocity and temperature, as well as other scalars such as the species. These will now be 
considered: 
The law-of-the-wall for mean velocity yields [191]: 
U'=!In(Ey') (7.7) 
where 
(7.8) 
pCl4k"2y 
y' '" "p p (7.9) 
f.l 
and k = von Karman constant (= 0.4187) 
E = empirical constant (= 9.793) 
Up = mean velocity of the fluid at point P 
kp = turbulence kinetic energy at point P 
YP = distance from point P to the wall 
f.l = dynamic viscosity of the fluid 
The logarithmic law for mean velocity is known to be valid for 30 < y' < 300. However, the log-
law employed is when y' > 11.225. When the mesh is such that y' < 11.225 at the wall-adjacent 
cells, a laminar stress-strain relationship is applied, this can be written as: 
U' , =y (7.10) 
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It should be noted that, the laws-of-the-wall for mean velocity and temperature are based on the 
wall unit, y', rather than y+ (;: PU,y I fJ). These quantities are approximately equal to equilibrium 
turbulent boundary layers. 
7.4.3.1: Energy Boundary Conditions 
Reynolds' analogy between momentum and energy transport gives a similar logarithmic law for 
mean temperature. The thickness of the thermal conduction layer is, in general, different from the 
thickness of the (momentum) viscous sub-layer, and changes from fluid to fluid. For example, the 
thickness of the thermal sub-layer for a high Pr fluid (e.g., oil) is much less than its momentum 
sub-layer thickness. For fluids of low Pr (e.g., liquid metal), on the contrary, it is much larger than 
the momentum sub-layer thickness. 
In highly compressible flows, the temperature distribution in the near-wall region can be 
significantly different from that of low subsonic flows, due to the heating by viscous dissipation. 
Thus, the temperature wall functions include the contribution from the viscous heating. The law-
of-the-wall has the following composite form: 
where P is given by; 
and kp = 
p = 
cp = 
q = 
1 Cl/4kl/2 
Pry'+Z"pPr p / U~ 
pr[~ In(EY')+P]+ 
1 el/4 kll2 
Z"P P / {Pr,U;+(Pr-Pr,)Un (y'>y;) 
turbulent kinetic energy at point P 
density of fluid 
specific heat of fluid 
wall heat flux 
(7.11) 
(7.12) 
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Tp 
Tw 
Pr 
Pr, 
A 
Uc 
= 
= 
= 
= 
= 
= 
temperature at the cell adjacent to wall 
temperature at the wall 
molecular Prandtl number (pep / kf ) 
turbulent Prandtl number (0.85 at the wall) 
Van Driest constant (= 26) 
mean velocity magnitude at y' = y; 
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The non-dimensional thermal sub-layer thickness, y;, in Equation (7.11) is computed as the y' 
value at which the linear law and the logarithmic law intersect, given the molecular Pr of the fluid 
being modelled. 
The procedure of applying the law-of-the-wall for temperature is as follows. Once the physical 
properties of the fluid being modelled are specified, its molecular Pr is computed. Then, given the 
molecular Pr, the thermal sub-layer thickness, y;, is computed from the intersection of the linear 
and logarithmic profiles, and stored. 
During a numerical iteration, depending on the y' value at the near-wall cell, either the linear or 
the logarithmic profile in Equation (7.11) is applied to compute the wall temperature Tw or heat 
flux q (depending on the type of the thermal boundary conditions). 
The function for P given by Equation (7.12) is relevant for the smooth walls. For the rough walls, 
however, this function is modified as follows: 
( 
1 1 )0.359 ( E' )0.6 
P",,,gh = 3.15Pro.695 /l- E + E P (7.13) 
where E' is wall function constant modified for the rough walls. 
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7.4.3.2: Species Boundary Conditions 
When using wall functions for species transport, the species transport is assume to behave 
analogously to heat transfer. Similarly to Equation (7.11), the law-of-the-wall for species can be 
expressed for constant property flow with no viscous dissipation as: 
y' ( y _ Y)pC
1/4k1/2 
I,W i JJ P 
J,.w 
(5.14) 
where Y, is the local species mass fraction, Se and Se, are molecular and turbulent Schmidt 
numbers, and J,.w is the diffusion flux of species i at the wall. It should be noted that p. and y; 
are calculated in a similar way as P and y; ,with the difference being that the Pr are always 
replaced by the corresponding Sc. 
7.5: Initial Conditions 
The initial conditions for the numerical simulation provide the initial state for the simulation region. 
In this case the simulation regions are the intake port, exhaust port and the chamber/cylinder. The 
initial conditions should be able to reflect the real physical environment. Due to the nature of the 
work presented in this thesis there are no single initial conditions which apply to all the conducted 
studies. 
The temperature, pressure and valve timing data used in all studies for the initial conditions are 
taken from experimental studies conducted using test case 2 and 3, see sections 4.3 and 4.4 
respectively. A homogenous fresh charge mixture is assumed to exist in the intake port and a 
homogenous mixture of complete combustion residuals are also assumed to exits in 
chamber/cylinder and the exhaust port for all studies conducted. The reason for the homogenous 
mixture assumptions is due to the fact that the fundamentals of HCCI are not fully understood and 
having any other mixtures will only increase the complications. 
Throughout the course of this thesis, the initial conditions will be presented accordingly as the 
studies are conducted and results reported. 
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7.6: Solution Algorithm 
7.6.1: Solution of System of Equations 
The linearized equations are solved using the Pressure Implicit Splitting Operation (PISO) solver. 
The PI SO is based on the higher degree of the approximate relation between the corrections for 
pressure and velocity. The PISO solver is useful for steady-state and transient calculations on 
highly skewed meshes. The PI SO algorithm performs two corrections: neighbour correction and 
skewness correction, to improve the efficiency of the new velocities and corresponding fluxes that 
do not satisfy the momentum balance after the pressure-correction equation is solved. A brief 
outline of the two corrections is given below: 
7.6.1.1: Neighbour Corrections 
The basic of the PISO algorithm is to move the repeated calculations required by other pressure-
velocity solvers (SIMPLE and SIMPLEC) inside the solution stage of the pressure-correction 
equation. After one or more additional PISO loops, the corrected velocities satisfy the continuity 
and momentum equations more closely. This iterative process is called a momentum correction 
or "neighbour correction". The PISO algorithm takes a little more Central Processing Unit (CPU) 
time per solver iteration, but it can dramatically decrease the number of iterations required for 
convergence, especially for transient problems. 
7.6.1.2: Skewness Corrections 
Meshes with high skewness, the approximate relationship between the correction of mass flux at 
the cell face and the difference of the pressure corrections at the adjacent cells is very rough. 
After the initial solution of the pressure-correction equation, the pressure-correction gradient is 
recalculated and used to update the mass flux corrections. This process, which is referred to as 
"skewness correction", significantly reduces convergence difficulties associated with highly 
distorted meshes. The PISO skewness correction [191] allows for a solution on a highly skewed 
mesh in approximately the same number of iterations as required for a more orthogonal mesh. 
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7.6.2: Computational Mesh 
For the work carried out in this thesis an unstructured mesh was applied to the geometry in order 
to allow studies to be conducted. The flow problems of interest to be solved in the planed work 
involves a complex geometry. The quality of the mesh plays a significant role in the accuracy and 
stability of the numerical computation. The attributes associated with mesh quality are node point 
distribution, smoothness, and skewness. The creation of a structured or block-structured grids 
(consisting of quadrilateral or hexahedral elements) for problems can be extremely time 
consuming if not impossible. thus, the likelihood of having to generate a mesh for such a complex 
geometry has been the major motivation for using unstructured grid employing a combination of; 
tetrahedral, hexahedral and wedge cells, see as described in section 7.2. 
The unstructured solver employed uses internal data structures to assign an order to the cells, 
faces, and grid points in a mesh and to maintain contact between adjacent cells. Therefore, It 
does not require i, j, k indexing to locate neighbouring cells, giving the choice to use the best grid 
topology for the problem, as the solver does not force an overall structure or topology on the grid. 
The cells of the mesh are of finite volumes, on which the conservation form of the equations are 
applied. The first order upwind differencing scheme is used to convert the governing equations to 
algebraic equations that can be solved numerically. 
7.6.3: Time Step Control 
The time step size is the magnitude of the change in time (Ll/). Since the formulation is fully 
implicit (for a given variable, the unknown value in each cell is computed using a relation that 
includes both existing and unknown values from neighbouring cells), there is no stability criterion 
that needs to be met in determining M. The time step to be used for advancing the solution in 
terms of crank angle must be specified. The crank angle step size used depends from case to 
case as to how the solutions behave, so as the case is advanced it is very common to reduce the 
crank angle step size. The higher the crank angle step size, the faster the simulation, but care 
must be taken as the convergence of the solution may not be achieved, and running could 
became unstable. 
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7.7: Accuracy 
There are a number of factors that account for the accuracy of the calculation procedure. Theses 
accuracy factors do not start with the CFD package alone, but from the point of geometry 
creation. Examples of inaccuracies which can affect the calculation procedure are: 
.:. The geometry creation 
.:. The mesh 
.:. The mathematical model 
.:. The solution method employed for the coupled system of equation 
.:. The time step control 
.:. The boundary conditions 
.:. The initial condition 
.:. The type of mechanism employed 
In the present work since auto-ignition is focal, attention must be given to the geometry and mesh 
creation, as well as additional work carried out from the numerical standpoint to minimise the 
inaccuracies. 
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8.1: Introduction 
This chapter presents results for the main findings from the research conducted in this thesis. 
Firstly a definition for characterisation of the mixture homogeneity is provided. This is followed by 
a preliminary study using a basic geometry/mesh to assess the conditions at the end of the 
compression stroke to examine the effects of mixture. The section following the preliminary 
study presents results from the Lotus optical engine. The results presented in this section 
are used as a validation tool for the CAD model generated and also optimisation studies for the 
grid, boundary conditions and turbulence model selection. The final set of results presented uses 
the converted Lotus single cylinder thermal research engine to investigate the mixture conditions 
towards the end of the compression stoke, in order to assess the predictability of the results 
presented in the preliminary studies. 
8.2: Quantification of the Mixture Level 
Means to quantify the mixture level contained within the combustion chamber is a must if 
fundamental understanding is to be gained into the conditions leading to auto-ignition. 
Assessment of published literature showed that there is no means to quantify the mixture level. 
This has been achieved in this thesis by developing a methodology which characterise the 
mixture homogeneity (209). The methodology was based on defining a mixing index or 
level among the fresh air, fuel, and the trapped IEGR, which represented the number of 
cells having higher value than the mean average value. The average in-cylinder valve 
parameter was calculated as follows: 
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nTolaJ 
a = average parameter value inside cylinder 
a, = cell parameter being analysed 
n,,/I, = number of cells 
nTOlal = total number of cells within the cylinder 
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(8.1) 
Since auto-ignition can only occur when the local temperature, the local composition of the 
air/fuel mixture, time and to a lesser degree the pressure has been reached, it is therefore 
of interest to investigate the distribution of the parameter under investigation above the 
average value. The cells with the value above the average, the so called positive cells, 
were identified by: 
(8.2) 
where: 
b, = Positive Cell Indicator 
Once the positive cells were identified, they were split into groups to show how the cell 
variables deviate from their average values. The mixing index for each group can then be 
obtained as: 
Mixing Index =...!!L (8.3) 
nrotal 
where: 
n, is the number of cells counted for the individual groups, and n ToIal is the total number of 
cells of the entire cylinder where both inlet and exhaust ports are excluded. 
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8.3: Test Case I: Preliminary Studies on KIVA 4-Valve Pentroof 
Engine 
8.3.1: Introduction to Preliminary Studies 
The preliminary studies were conducted using the KIVA-4 valve pentroof engine to assess the 
conditions at the end of the compression stroke. The HCCI combustion process has been 
identified to have the potential to be highly efficient and produce low emissions. It can 
provide high, diesel-like efficiencies using gasoline, diesel, than most alternative fuels, 
(see section 1.3.1). The major drawback with HCCI is controlling the ignition timing over a 
wide range of load and speed, (see section 1.3.2). The process uses compression induced 
to auto-ignite a homogeneous air/fuel mixture. But by using IEGR as an indirect control 
method, the rate of combustion can be slowed down. The local chemical and thermal 
conditions of the charge mixture, towards the end of the compression stroke, have 
significant influences on the auto-ignition performance. 
The general consensus is that a homogenous mixture exists at the end of the compression 
stroke. The conditions at the end of compression stroke are imperative to the onset of 
auto-ignition, therefore using a basic geometry/mesh; a numerical study was carried out to 
examine the effects of mixture quality at the end of the compression stroke inside a 
pentroof combustion chamber. The effects of different IEGR and engine speeds are 
investigated. The results presented and discussed in this study do not consider 
combustion, as the calculations are terminated at TDe on the compression stroke. 
8.3.2: Model Formulation 
The calculations are performed using a pentroof engine geometry. Section 4.2 provides an outline 
of the computational mesh along with the engine geometry specification. The engine geometry is 
a generic four valve pentroof combustion chamber arrangement, with two inclined intake and 
exhaust valves. In order to initiate the simulation, initial conditions were taken from test case 
three, (Section 4.4). Details of the engine used for the computational study and experimental 
testing are given in Tables 8.1 and 8.2 respectively. The geometric properties presented in Tables 
8.1 and 8.2 are different, however this does not detract from the discussions, as this study is 
solely based on trends observed between the calculated and experimental results. This reduces 
the time required for geometry creation, meshing and validation for the experimental engine. 
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Table 8.1: Geometric Properties of the Computational Engine 
Bore 92mm 
Stroke 85mm 
Compression Ratio 10.1:1 
Pentroof Angle 140· 
Connecting Rod Length 147mm 
Test Speed 2000-4500rp m 
Number of Valves 4 
Fuel Injection Port Fuelled 
Fuel Type Gasoline 
Table 8.2: Geometric Properties of the Experimental Engine 
Bore 80.5mm 
Stroke 88.2mm 
Compression Ratio 10.5:1 
Pentroof Angle 137· 
Connecting Rod Length 131mm 
Test Speed 2000rpm 
Number of Valves 4 
Fuel Injection Port Injected 
Fuel Type Gasoline 
The KIVA-3V engine code (see Section 5.2) was used to simulate t he gas exchanges over 
through the intake and 
he compression stroke. 
the induction and compression phases. Calculations were carried 
compression strokes. starting at the EVC and ending at TOC of t 
The computational time step employed was one crank angle. 
The exhaust valves were closed for the portions of the cycle consi 
valves were moved through a prescribed lift profile. After intake 
(volume) representing the intake port no long play a part in the s 
dered in this study. The 
valve closure, the cells 
tudy as they no longer 
wn in Figure 8.1 has a 
study considers 60,000 
e) as reported by Kong 
results were relatively 
influence the flow within the cylinder. The computational mesh sho 
maximum number of grid cells at BDC of about 60.000 cells. This 
cells to be sufficient to show the mixing quality (to reduce CPU tim 
et al (124). They found that for HCCI combustion simulation, the 
insensitive to grid resolutions. 
Page 117 
Chapter 8: Results and Discussion 
z 
~ x 
Figure 8.1 : Outline of Computational Mesh used at BDC 
Following the usual practice , the governing equations of the in-cylinder flow problem are 
formulated in terms of the ensemble averaged values , namely all quantities in the 
governing equations are to be interpreted as averages at a given crank angle pos ition 
over many engine cycles. The equations , namely the momentum , mass and energy 
conservation equations, including the k-E turbulence model , are solved by means of the 
FVM. Spatial differences are formed on a finite-difference mesh that subdivides the 
computational region into a number of small cells that are hexahedrons. 
As the pressure and temperature were taken from experimental measurements [135], so 
bulk average quantities are applied . Adiabatic wall boundary conditions were assumed. 
The number of species and chemical react ions that can be accounted for are arbitrary . 
The numerical calculation procedure is performed on a structured mesh. 
8.3.3: Initial Conditions 
The Initia l conditions ut ilized for this study were taken from published experimental data 
[135] . These initial conditions were maintained for all calculations reported in this study . 
The fluid induced through the intake port is a homogeneous stoichiometric mixture (i.e . ;.. = 
1) of iso-octane and air. The te mperature and pressure of the fluid at the entrance of the 
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intake ports are kept at 299 .15 K and 1 bar, respectively . The mi xture contained within the 
cylinder at the initia l condition is assumed to be a homogeneous stoichiometric mixture of 
burned products . The initial temperature and bulk pressure of fluids in the cy linder are 
outlined in Table 8.3 . 
All calculations were performed at a varying engine speed from 2000-4500rpm for different 
IEGR's. The va lve timing and valve lift (6m m) values were taken directly from 
experimental data ; see Table 8.4 for the values used for the different IEGR's. The 
simulations started at EVC, with the piston and the va lve assigned to their appropriate 
positions and speeds . The pressure and temperature were taken from experimental 
measurements [135] . 
Table 8.3: Initial Modelling Condition 
Study' IEGR' Initial Wall In-Cylinder Exhaust 
(%) Pressure' Temperature4 Temperature' Temperature" 
(bar) (K) (K) (K) 
Case 1 36 1.84 395.80 872.20 750.55 
Case 2 41 1.84 395.46 853.61 732.30 
Case 3 46 1.81 397.34 838.06 714.88 
Case 4 50 1.74 395.81 821 .24 699.58 
Case 5 55 1.63 393.70 796.85 677.29 
Case 6 59 1.53 392.85 786.85 668.15 
, Study refers to the SIX different IEGR s used 
2 IEGR refers to the percentage of burnt gases retained in the 
cylinder . 
3 In itial Pressure refers to the pressure used at the start of the 
simulation for the si x different IEGR's. This pressure was obtained 
from experimental study . 
4 Wall Temperature refers to the temperature used for the cy linder 
walls or liner, cy linder head and the piston face at the start of the 
Simulation , obtained from experimental study . 
5 In-Cylinder Temperature is the temperature of the burned gases at 
the start of the simulation , obtained from experimental study. 
6 Exha ust Temperature is the temperature of the burned gases within 
the exhaust port , obtained from experimental study. 
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Table 8.4: Experimental and Simulation Valve Timing Data 
Study IEGR (%) IVO IVC EVO EVC 
CA (Degrees) CA (Degrees) CA (Degrees) CA (Degrees) 
Case 1 36 426 575 144 295 
Case 2 41 432 575 144 289 
Case 3 46 437 575 144 284 
Case 4 50 442 575 144 279 
Case 5 55 447 575 144 274 
Case 6 59 452 575 144 269 
8.3.4 : Model Validation 
Discuss ions in the results sect ion are based purely on trends observed between the 
experimental and ca lculated resu lts . A good correlat ion is obtained between the 
experimental and computed pressu re traces . Both traces were taken at 2000rpm. Figu res 
8.2 and 8.3, shows the average experimental and calculated in-cylinder pressure at 
different crank angles . At 360 ' CA pressure peaks at just over 15bar for 59% IEGR and 
11 bar for 36% IEGR. 
Figure 8.3, shows variation of the calcu lated plots which starts at EVC , the starting points 
fo r each of the IEGR 's are different as these were taken from experimental data . The 
va lues for these can be found in Table 8.3. Figure 8.2 which is the experimental pressure 
trace w ith varying IEGR, is an average of 300 consecutive cycles . It can be seen from 
Figu res 8.2 and 8.3 that as the IEGR amount increases , the peak cy linder pressure 
increases . 
Figures 8.2 and 8.3 show a good agreement for the trend s obse rved for the exhaust 
compression and exhaust expansion . On both plots the exhaust compressio n angle is 
larger than the exhaust expansion angle; this ag rees wi th thermodynamic theo ry as more 
time is req uired to co mpress the mixture. Du ri ng the induct ion ra nge both plots are more 
or less the same with the only minor di fference being the computationa l plot (Figu re 8.3) 
not experiencing the same leve l of interference as the experimental plot (Figure 8.2). At 
In let Va lve Opening (IVO) on the computat ional plot (Figure 8.3), there is a surge , where 
the different IEGR's turn over themselves; this is due to the pressu re difference between 
the intake port and the cylinder . 
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The next phase in the diagram is the compression phase . The compression phase in both 
Figures 8.2 and 8.3 more or less reflect each other, with the onl y difference being the 
maximum average pressure reached . The experimental plot reaches a peak of 22bar 
whilst the calculated plot reaches 16bar. This difference in pressure from the two plots is 
due to the expansion phase from the experimental study, wh ich has not been taken into 
consideration in the computational study , as the calculation starts at EVC to the end of the 
compression stroke . The difference between the two pressure traces (Figures 8.2 and 8.3) 
can be observed in Figure 8.4, which helps to demonstrate the good agreement. 
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Figure 8.4: Difference between Experimental and Calculated Averaged In-Cylinder 
Pressure with Varying Crank Angle at 2000rpm 
The experimental traces for the different I EGR are not smooth , and there are two very 
noticeable points of interference . The first is at EVC while the second is located at IVC. 
There are a number of poss ible causes for the interferences observed . One log ical 
explanat ion for this observation ma y be due to surges from the AVT system operating the 
valves , as in both cases it occurs when the valves are being closed . Another cause could 
be a mechan ical vibration inducing noise in the pressure transducer; however the best 
explanat ion for this observation could be the pressure oscillation from the sudde n closure 
of the valve . The smoothness issue was most likely acquired due to the data acquisition 
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sys tem used. These observations from the experimental plots were not found in the 
computational results. 
Figure 8.5 shows the average calculated in-cylinder temperature trace at various IEGR. 
Again just like the pressure traces in Figures 8.2 and 8.3, the exhaust compression is 
larger than the exhaust expansion . At IVO there is a surge that was observed from the 
computed pressu re field , again this is purely due to the difference between the intake and 
cy linder pressure difference. There is a clear separation of the IEGR's once the in let va lve 
opens and the fresh charge enters. This pOint of separation at IVO is interesting as it 
allows identification of the different IEGR behaviour in relation to each other. From the 
initial conditions 36% IEGR had the highest starting temperature with 59% IEGR having 
the lowest. However from the separat ion point at IVO to 720CA it is clear that the two 
IEGR's have gone through a role reversal. 
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The initial and average calculated in-cylinder temperatures with varying IEGR are shown 
in Figure 8.6. This Figure helps to illustrate and explain the separation point observations 
presented in Figure 8.5. It shows that as the IEGR increases the initial in-cylinder 
Page 123 
Chapter 8: Results and Discussion 
temperatu re decreases . This is simply due to the dilution effect caused by the burnt gas 
which con tr ibute almost no energy towards the heat release of the combustion event on 
the previous cycle, but rather absorb a large amount of heat due to its high heat capacity . 
However, when examining the average in-cylinder temperature at 720CA, a different story 
appears . When the IEGR increases , instead of reducing the engine temperature , the in-
cylinder temperature is actually increased , making the engine run hotter than at lower 
IEGR conditions . T his overa ll effect wou ld indicate that the likelihood of auto-ignit ion 
occurring is higher when the amount of IEGR is increased . 
To help illustrate this point , Figure 8.7 shows the initial cond itions at the start of the 
calculations (from 295"CA for 36% IEGR down to 269"CA for 59% IEGR) and the 
conditions at the end of calculat ions (720"CA). It can evidently be seen that the ini tial 
temperature decreases as the IEGR increases at the start of the calculation (from 295"CA 
for 36% IEGR down to 269"CA for 59% IEGR). but at the end of the calculation (720"CA) 
the temperature increases as the IEGR increases . 
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A re lationship exists which relates Figures 8.3, 8.5 and 8.6. Figure 8.3 shows that as the 
EVC is retarded to reduce IEGR volume , the peak pressure and temperature at the end of 
exhaust compression are reduced significantly (lower enthalpy of the exhaust gas at later 
EVC and lower exhaust compression ratio with less IEGR) . However, Figure 8.5 shows 
only a very small change of peak temperature at the end of the exhaust compression . 
Also the separation point observed from Figu re 8.3 at EVC is not as apparent in Figure 
8.5. The separation point for the two Figures should be similar. The logical explanation for 
this observation could be due to the trapped IEGR inside the cylinder consisting of 
equilibrium burnt gas . Another explanation could be due to the fact that the final 
temperature of the engine charge , which consists of air, fuel and IEGR at the beginning of 
the compression process, is given by the energy conservation equation : 
(84) 
Where 
/-I"".",,,,., H,,,, (",", and /-1",(;1/ are the total entropy for the mixture , air/fuel ratio and IEGR , 
respectively . 
Furthermore , the data reported in Figures 8.3 and 8.5 show that as the IVO is retarded 
with high levels of IEGR, the exhaust expansion rat io increases . The overall result is at 
low IEGR , the temperature and pressure of the in-cylinder gas is higher than at high IEGR 
at IVO, but the trapped mass of IEGR is lower than at high IEGR. Irrespective of the valve 
timing however, at IVO, the in-cylinder pressure is always above inlet pressure as shown 
in Figure 8.3, this generates significant out flow and mixing of the fresh charge and the 
IEGR in the inlet manifold . This is reflected in the temperature curves shown in Figure 
8.5, which in turn causes the temperature to drop rapidly (outflow) then increases slightly 
(re-i nhalation of the mixed exhaust and fresh charge) then drops again as cylinder volume 
rapidly increases and the fresh charge dilutes the IEGR. 
This heat balance explains the unexpected trend of Figure 8.6. Figure 8.6 which indicates 
that although the initial in-cylinder temperature decreases as IEGR increases due to the 
burnt gas dilution effect , the average in-cylinder temperature actually increases since 
more hot gas has been introduced . This explains the observed phenomenon that more 
IEGR ensu res pure auto ignition while less IEGR requires spark assistance . 
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In order to provide a good assessment of the mi xture quality at 720CA, all computationa l 
cells (volume) contained within the intake and exhaust ports were eliminated from the 
analysis once the simulation was concluded . The reason for th is is that ce lls from the 
inta ke and exhaust ports do not contribute to the in cylinder mixing quality at 720CA. The 
ana lysis presented below has been performed at 720CA for the six different IEGR's with 
va ryi ng engine speed from 2000-4500rpm . From combustion theory, auto-ignition usually 
occurs when the temperature reaches a value of 1000-1100K [27] and over fo r high-
octane fuels , therefore , the remaining cells within the cylinder were then analyzed at 
1000K and 1100K to try and provide some fundamental understanding to the auto-ignition 
phenomena . 
8.3.5: Effect of Varying IEGR 
The experimental study conducted by Chen et al [135] concluded that the potential hybrid 
combustion concept consisted of three reg ions (parts) : The first region (region I) was to 
vary the IEGR from 36% to 41 .5%, this region was defined as spark activation controlled 
auto-ignition . The second region (region 11) with the IEGR from 41 .5% to 43.4% was 
defined as spark assisted auto-ignition combustion . The third and final region (region Ill ) 
was found when the trapped IEGR amount was higher than 43.4%, was defined as the 
region of spark ignition free controlled auto-ignition . These regions identified in the 
experimental study will be taken into cons id erations when analysing the ca lculated results , 
however new regions were identified to fit the ca lcula ted results presented in this study . 
For the purpose of clarity the word 'zone ' is used to identify different sections of the 
calculated results . The reason for this is because the word 'region ' has already been used 
to define the combustion regime , thus using th is word will cause confusion . From the 
calcu lated results three distinctive zones have been identified , the fir st zone (zone I) has 
I EGR va rying from 36% to 41 %, the second zone (zone 11) has I EGR varying from 41 % to 
46%, and the th ird and final zone (zo ne Ill ) is when the IEGR is above 46% . 
Figure 8.8 shows the volu me fraction above 1 OOOK at varying IEGR with the three different 
zones indicated . As shown , the vo lume fraction increases as the IEGR increases. In the 
fi rst zone , the volume fraction for the different engine speeds ranges from about 20% to 
just above 65%. Also in Figu re 8.8 it can be observed that as the speed of the engine is 
increased the volume fraction increases . This observation can also be seen in the second 
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zone , however in the third zone the vo lume fraction moves above 90% when 46% IEGR is 
reached for all eng ine speeds . 
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Auto-ignition usually occurs when the tem perature reaches a value of 1000-11 OOK [27] . 
Consensus has been developed as to the nature of HCCI co mbust ion. It is generally 
agreed that HeCI combustion is dominated by loca l chemica l-kinetic reaction [3], with no 
requ irement for flame propagation [28], if a truly homogeneous mixture exists at the time 
of combustion . It is also accepted that small temperature differences inside the cylinder 
have a considerable effect on auto-ignition and combustion due to the sensitivity of 
chemica l kinetics to temperature . If this fundamental understanding of HCel is applied to 
Figure 8.8 then , with under 46% IEGR, the likelihood of pure auto-ignition will be less 
likely . The reason for this is that with auto-ignition being sensitive to temperature , with 
under 46% IEGR, there is a wide spread in the volume fraction ranging from 20% to 90%, 
this would indicate that the mixture contained with in this volume is not totally 
homogeneous , thus reducing the likelihood of auto-ignition . 
The sensitive nature of temperature on HCel auto-ignition can be appreciated in Figure 
8.8, when the three identified zones are analysed in relation to the IEGR. In the first zone 
(IEGR ranging from 36% to 41 %) , the total volume fraction over 1000K ranges from 20% 
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to 90%, this is a spread of 70%, indicating that the temperature contained within the 
vo lume will be va ried , so the probability for auto-ignition occurrence in this zone will be 
ve ry low, thus requiring some form of spark to initiate auto-ignition of the mixture. 
The second zone (IEGR ranging from 41% to 46%), the volume fraction increase with only 
a 30% spread , this would indicate that the probability for auto-ignition occurrence in the 
second zone has improved from the first zone , however in this zone again some form of 
spark is required to initiate auto-ignition of the mixture as the occurrence of pure auto-
ignition will not be guaranteed. The third and final zone (IEGR above 46%), yields the 
"critical point". The critical point in the context of this study is the point where notable 
change occurs for the different IEGR's. In the third zone, and for all speeds , the vol ume 
fraction moves above 90%, from fundamental HCCI understanding this indicates that the 
temperature within the vo lume will be close to homogenous , and with just 10% of the 
volume missing , auto-ignition in this range can be considered pure with no spark 
assistance required . 
Figure 8.9 shows the variation of the vo lume fraction above 11 OOK with IEGR. This plot 
also supports the findings from Figure 8.8. Although this figure does not show that the 
majority of the volume fraction to be high , it can clearly be seen that as the IEGR is 
increased the vo lume fraction increases. In the first zone , the volume fraction with high 
temperature is not well represented , however in the second zone , the volume fraction 
increases with increasing IEGR. Once again , when the IEGR moves above the critical 
point (above 46% IEGR) the volume fraction with high temperature increases at the 
different engine speeds . 
The critical point also yields the level/q uality of the mixture homogeneity. Homogeneity 
wi thin the context of this section is defined as the point (IEG R), where the volume fraction 
moves above a certain percentage and either remains at that level or increase above it. 
The critical point is used here as an indicator for the level of homogeneity as at that point 
a noticeable change can be observed (Figures 8.8 and 8.9) for the trends at all different 
engine speeds . This observation is clearly outlined in Figure B.8, where at the critical 
point , the volume fraction (above 1000K) for all the different ca lculated engine speeds 
increases to 90% and rema ins constant . This would suggest that as the level of IEGR 
increases the homogeneity of the mixture also increases. This notion is well supported by 
Figure B.9, as when the critical point is reached it can be seen that the total volume 
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fraction with high temperature increases , thus increasing the level of homogene ity , with 
the trends of the different engine speeds narrowing . 
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It can therefore be concluded both from Figures 8.8 and 8.9, that certain parts of the 
charge will reach a higher temperature which will auto- ignite when the level of mixture 
homogeneity is not totally perfect at the point of auto-ignition . The explanation for the 
inhomogeneity at the point of auto-ignition is that from Figure 8.8 the highest attainable 
volu me fraction temperature over 1000K is 90%, this means that 10% of the total volume 
are not represented . The 10% of the to tal volume not represented here , will generate 
inhomogeneity within the tota l volume at 720CA (th is is the point were the calculated data 
was analysed). this will in turn influence the timing of auto-ign ition which is sensitive to a 
degree of temperature . 
It also appears from Figures 8.8 and 8.9 that as the RPM increases the level of mixture 
homogeneity increases . However this level of mixture homogeneity reduces once the 
eng ine speed is moved to 4500rpm as shown in Figure 8.9, this supports the notion 
regard ing the operating range of HCCI. HCCI engines have been demonstrated to operate 
well at low to medium loads [25]. in Figure 8.9 it can be seen that at low RPM range 
(2000rpm and 2500rpm). the highest attainable tempera ture within the volume fraction is 
Page 130 
Chapter 8: Results and Discussion 
low for all IEGR 's, however as the operating range is moved to mid RPM (3000rpm and 
3500rpm) the highest attainab le temperature wi thin the volume fraction improves 
considerably. But at high RPM (4500rpm) it reduces to a pOint between the lower and mid 
RPM operating range . 
8.3.6: Effect of Varying Engine Speed 
By varying the engine speed with different IEGR's it was possible to further access the 
leve l of mixture quality/homogeneity and examine how HCCI temperature behaves. 
Homogeneity within the context of this section is defined by the vo lume fraction , where the 
different IEGR's used moves above a certain volume fraction percentage and either 
remains at that level or increase above it. Figure 8.10 shows the volume fraction over 
1000K with varying engine speed . This plot clearly shows that at low IEGR's (critical point , 
under 46%) the volume fraction with temperature above 1000K is low, but as the IEGR 
increases above 46% the total vo lume fraction over 1000K increases to above 90%. To 
help show this , Figure 8.11 is plotted which shows the volume fraction with temperature 
over 11 OOK with varying engine speed . This provides further evidence that as the IEGR 
increases the total vo lume fraction with high temperature increases . 
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When this observation is applied to the level of mixture homogeneity at the end of the 
compression stroke just before auto-ignition occurs , this would suggest that at high IEGR 
(above the critical point) the temperature of the mi xture is increased, thus the likel ihood of 
auto-ignition is increased. Also, there is evidence from both Figures 8.10 and 8.11 that as 
the RPM increases for each of the six IEGR levels considered here , the volume fraction at 
high temperature increases. 
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The evidence from Figure 8.10 holds true to the fact that as RPM increases the vo lume 
fraction increases. However even though Figure 8.11 supports this finding , this Figure also 
generates interesting findings in terms of the general understand ing that the current 
operating range for HCCI is only at part load [25 , 52] . Expanding the controlled operation 
of a HCCI engine over a wide range of speeds and loads is probably the most difficult 
hurdle facing HCCI engines . 
At low engine speeds (under 2500rpm) the curves of the different IEGR's descend , this is 
due to the operating range of HCCI at low speeds , where HCCI has a challenge of 
achieving ignition at low temperatures . At mid engine speeds (between 2500rpm and 
4000rpm), it can be observed that the curves of the different IEGR's start to rise . This 
observation from the Figure 8.11 is one which supports current fundamental 
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understanding of HCCI , th at HCCI operation is best at part load . At high engine speeds 
the curves of the different IEGR's descend , the reason for this being the heat release rate 
in HCCI engines at high-load operation . From Figure 8.11 it is demonstrated that HCCI 
engines operates well at low-to-medium speeds , with diff icul ties encountered at low-
speeds and high-speeds. 
Another observat ion which was noted from probing the data for va rying engine speeds 
was that as the engine speed increases the highest temperature within the cylinde r 
decreases. Figure 8.12 shows the highest temperature at 720CA with varying engine 
speeds for each of the IEGR 's. In all cases , the highest temperature reached at 720CA, is 
higher at 2000rpm than at 4500rpm. At 2000rpm the difference in temperature between 
36% and 59% IEGR is 183K, but as the engine speed increases to 4500rpm the difference 
between the two temperatu re leve ls drops down to only 55K. It appears that all the IEGR's 
converge at a certain engine speed . Th is is quite an interesting resu lt as from the previous 
plots it has been shown that as the speed increa ses the volume fraction with high 
temperature increases . However the highest attainable temperature with in the cy linder at 
720CA is redu ced , and as shown in Figure 8.12 th is indicates that the mixture within the 
cyl inder is more homogeneous. 
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8.3.7: Characterisation of Mixture Homogeneity 
In order to explore and analyse the level of mixture homogeneity a methodology for 
assessing the homogeneity of the fresh charge with the IEGR inside the cylinder was 
needed . Th is methodology has been identified in section 8.2. Analysis in this section is 
based on the total number of cells at the end of the compressio n stroke (720 ' Crank 
Angle), excluding both the inlet and exhaust ports . The mixing index has been used to 
define the level of temperature homogeneity within the cylinder. This represented the 
number of cells having higher temperature than the mean average temperature . 
Once the positive cells were identified , they were split into groups to show how the cell 
variables deviate from their average values as illustrated in Table 8.5. A two percent 
increment was used for the temperature to define each group. The mixing index for each 
group was obtained using Equation (8.3) . 
Table 8.5: Mixing Index Group/Symbol Identifier 
Symbol Groups 
n1 Percentage of Cells between 0-2% 
n2 Percentage of Cells between 2-4% 
n3 Percentage of Cells between 4-6% 
n4 Percentage of Cells between 6-8% 
n5 Percentage of Cells between 8-10% 
n6 Percentage of Cells between 10-12% 
n7 Percentage of Cells between 12-14% 
Figure 8.13 shows the average in-cylinder temperature and the calculated mixing index. It 
can be seen that the average temperature increases as lEG R increases . This is because 
as the IEGR increases the temperature of the bulk gas mixture increases . In a similar 
trend , as the IEGR increases , the temperature mixing index for the highest grade between 
10%-12% above average , increases too. 
This indicates that the number of cells with the highest temperature is increased . Meaning 
that as the IEGR is increased ; the temperature of the mixture is increased. The majority 
of the cells contained with in the cylinder would have high temperature . The hotter cells 
within the cylinder would start the auto ignit ion, and the increase in their number makes 
the auto ignition stronger. 
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720· Crank Angle 
Figure 8.14 shows all seven calculated grades of the temperature mixing index at varyi ng 
IEGR . It is interesting to note that the different temperature grades vary differently as the 
IEGR increases . Grades 1 and 2, which represent the number of cells with a temperature 
of 0 to 4% above the average value , generally decrease as the IEGR increase. This 
indicates that as the IEGR increases , less cells have the temperature close to the average 
level. In other words , the cells ' temperature deviate further from the average value as the 
IEGR increases. 
On the other hand, grades 6 and 7 represent the cell number with a temperature of 10 to 
14% higher than the average . It can be seen that both grades increase as the IEGR 
increases. Such a phenomenon represents the fact that as the IEGR increases , the 
number of the cells with the highest temperature increases , and the auto ig nition 
improves . 
Grades 3, 4 and 5 are the grades representing the cell number in the middle of these two 
extremes. Grade 3 represents the number of cells with a temperature of 4 to 6% higher 
than the average. As the IEGR increases , it remains more or less uncha nged . Grade 4 
represents the cell number with a temperature of 6 to 8% higher than average . When the 
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IEGR initially increases, then decreases at 46% IEGR. However, when the IEGR further 
increases to a level above 55%, it starts to increase sharply. Grade 5 represents the cell 
number with a temperature of 8 to 10% higher than average . It mirrors with grade 4 as the 
IEGR increases . 
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8.3.8: Summary of Preliminary Studies 
This study investigated the influence of mixture quality at the end of the compression 
stroke inside a pentroof HCCI combustion chamber. The effect of a wide range of IEGR 
and load were reported . Below are the main points drawn from the presented results : 
.:. It was found that for HCCI eng ines, as the IEGR level is increased the temperature 
of the mixture contained within the cy linder at the start of the calculation decreases 
giving a linear relationship with negative gradient. This effect is due to the dilut ion 
of the burnt gas with the fresh charge . However, when the temperature with in the 
cylinder was examined at the end of the calculation it increased as the IEGR was 
increased , giving again a linear relationship but this time with a positive gradient. 
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.:. From the calculated results three distinctive zones were identified , the first zone 
(zone I) has IEGR varying from 36% to 41%, the second zone (zone 11 ) has IEGR 
vary ing from 41 % to 46%, and the third and final zone (zone Ill) was when the 
IEGR was above 46%. It was found that under 41% IEGR auto-ignition will not 
occur and assistance will be required to ini tiate the mixture. Between 41 % to 46% 
IEGR auto-ignition could occur, however this could be rather sporadic so some 
form of assistance will be required . Above 46% IEGR pure auto-ignition would be 
obtained with no requirement for assistance to initiate the mixture . 
• :. By increasing the IEGR level , the homogeneity of the mixture increases, as the 
total volume fraction contained within the cylinder at high temperature has 
increased. However it should be noted that as the IEGR increases, certain parts of 
the charge reach a higher temperature wh ich will auto-ignite when the level of 
mixture homogeneity within the cylinder is not totally perfect at the point of auto-
ignition . 
• :. It was found that the HCCI engine operation is limited to the mid-range of engine 
speed . The calculated results presented here show that the HCCI engine will 
operate over a wide range of speeds , however at midrange the temperature of the 
volume fraction was found to increase, but at the lower and higher ranges the 
temperature of the volume fraction decreased, thus having an effect on the 
homogeneity level and the occurrence of auto-ignition . 
• :. It was found that for each of the IEGR's tested here , as the engine speed increases 
the highest attainable temperature within the cylinder decreases . 
• :. A methodology based on defining a mixing index among the fresh air , fuel , and the 
trapped I EGR has been defined . It represented the number of cells having higher 
temperature than the average mean temperature level. 
.:. And finally the results from the mixing index indicated that as the IEGR increases, 
the number of the cells with the highest temperature increases , and the auto-
ignition improves. 
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8.4: Test Case 11: Results for the Lotus SCORE 
8.4.1: Introduction to the Lotus SCORE Results 
This section presents results from the Lotus SCORE using the CFD code Fluent. The 
Lotus SCORE was used as a validation tool for the CAD model generated and optimisation 
studies for the g rid and turbulence model selection. The results obtained from experimental 
studies using SCORE provided essential velocity and vector flow field data, which could be 
compared against the simulation calculations. In the proceeding sections, results are presented 
for the generated model, inlet boundary conditions, grid independence studies and the turbulence 
field . 
8.4.2: Generated Model Validation 
8.4.2.1: Introduction to Generated Model Validation 
Combustion in HCCI is affected by a number of factors ; the local temperature , the local 
composition of the air/fuel mixture , time and to a lesser degree the pressure . The in-
cylinder engine charge flow fields have Significant in fluences on these factors , especially 
the local gas properties, whi ch leads to the influences towards the HCCI combustion. 
Engine geometry has also been identified as having influences on the fuel auto-ignition , 
HCCI combustion performances and emissions output by a number of studies [8 , 90 , 115, 
131 , 140). 
The influences of the engine geometry has been investigated using a CFD engine 
simulation package on the real engine geometry generated. Linking a CFD package to a 
real engine geometry provides a powerful tool wh ich can account for the in-cylinder flows , 
as past engine geometries used in many CFD studies where generic models , thus making 
it very difficult to present findings or make any conclusive statements . This has been 
overcome in this thes is by introducing an actual geometry of the optical research eng ine 
(see Section 4.3) , which has been used to obtain the in-cyl inder charge flow field using 
HCCI valve timing , into the CFD solver. 
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8.4.2.2: Model Formulation 
The physical geometry used in this study has been described previously in Section 4.3. 
The engine employed in this study is a Lotus SCORE as shown in Figure 4.2, the basic 
engine specification can be found in table 8.6. It is incorporated with a fused silica liner 
and sapph ire piston crown to provide optical accesses . Its combustion chamber is based 
on a 1.8L , 16 valve , 4 cylinder production engine with a bore of 80 .Smm and a stroke of 
88 .2mm , full engine specification can be found in Table 4.2. In order to measure the in-
cylinder flow field of the HCCI combustion , the optical engine is equipped with the Lotus 
AVT system which gives FVVT. This allows the trapping of a large amount of exhaust 
gases (up to 80% by volume) and quick changes in trapped percentage as achieved in the 
HCCI combust ion research engine . 
Table 8.6: Single Cylinder Research Engine Specification 
Bore: 80.5 mm 
Stroke: 88.2 mm 
Compression Ratio: 10.5:1 
Number of Valves : 4 
Capacity : 0.45 litres 
Con Rod length: 131 mm 
Pent-Roof Angle : 1370 
Valve Activation: Active Va lve Train 
Inlet Valve Diameter: 31 mm 
Maximum Valve Lift: 15 mm 
The induction and compression phases with HCCI valve timings were simulated using the 
commercial CFD code Fluent (see Section 5.3). Although the final anal yses from the 
computational stud y only considered the induction and compress ion phases , 2 full engine 
cycles were conducted with the interpreted results taken on second cycle over the 
induction and compression phases . The reason for this was due to the fact that multiple 
full cycles were done in the experimental study. 
The simulation was performed under motored condition with air as the working fluid . The 
governing equations , namely the momentum , mass and energy conservation equations 
were all solved for by means of the FVM. For the case setup the solver selection was 
pressure based with implicit formulation . The flow was considered to be unsteady and the 
velocity formulation was absolute . A crank angle step of 0.50 was used for the simulation , 
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though events were defined in Fluent which allowed the crank angle step to be reduced 
and increased during valve opening and closing . 
Turbulen ce was modelled using the standard k -8 turbulence model . This model is 
commonly used and provides reasonable accuracy without compromising robustness and 
calculation time . It has two transport equations which are solved to obtain the turbulent 
velocity and length scales . Energy transport equation is solved and as only air was the 
work ing fluid , modelling of the species transport conservation equat ion was deact ivated . 
The computational mesh generated and used in this study is shown in Figure 8.15. It 
consists of total 185 ,000 cells at Bottom Dead Centre (BDC). 
y 
Figure 8.1 5: Generated Computational Mesh at BDC 
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8.4.2.3: Initial Conditions 
The initia l conditions used to initiate the CFD simulation were obtained from the experimental 
studies [172] as given in Table 8.7. Brief descriptions of the experimental set up along with 
measurement techniques adopted are presented below. 
Table 8.7: Init ia l Modelling Conditions 
Engine Speed: 
Staring Crank Angle : 
1-----
Initial Intake Port Pressure: 
1-----
Initial Intake Port Temperature: 
Initial Exhaust Port Pressure : 
1-----
Initial Exhaust Port Temperature: 
Initial In-Cylinder Pressure: 
f------
Initial In-Cylinder Temperature: 
Air: 
Fuel Injection: 
Inlet Valve Opening for HCCI : 
1-----
Inlet Valve Closing for HCCI: 
1-----
Exhaust Valve Opening for HCCI : 
Exhaust Valve Closing for HCCI: 
Maximum Valve Lift for HCCI: 
8.4.2.4: Optical Experiment 
1500 RPM 
0° 
1 bar 
298°K 
1.1 bar 
548°K 
12 bar 
606°K 
Natu rally aspirated 
Port Filled 
423° 
607° 
133° 
31r 
3.6mm 
The laser anemometer employed in th is stud y was a two-co mponent LDA system as 
described in a previous stud y [210]. with the only differences being the receiver optics 
con figured fo r back scatter light collect ion and the inclusion of a two dimensional traverse 
system for computer controlled scann ing of the measurement volume inside the glass 
liner . As all the measurements were made through the curved line r wa ll, alig nment for 
coin cidence of the two orthogo nal measurement vo lumes would have been time 
consuming to achieve over the whole of the measurement mesh . Therefore , it was on ly 
used as a sing le component system with the two measured components being collected 
sequentiall y. 
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The inlet manifold was seeded with a mist of silicone oil generated by a medical nebul iser 
to act as light scattering centres for the LOA system. The mean droplet size was 3 to 5 
microns. The LOA data were processed with a Dantec Enhanced PDA processor operated 
in 've locity only ' mode . For two component measurements this processor demands near 
perfect coincide nce for the two signals and , as that could not be guaranteed without 
considerable effort , was the main reason for performing sequential single component 
measurements . 
The number of single component velocity samples acquired at each point in a 
measurement plane varied from 30000 close to the head down to 15000 close to the 
cylinder bottom . As seeding levels were kept relative ly sparse , to minimize window soiling 
and to ensure that data were collected over a sufficient number of engine cycles , data 
arrival rates were generally low and did not allow a cycle resolved analysis of the flow 
data. However, the well defined tumble flow structure exhibited small cyc le to cycle 
variations particularly with the CAI cam profiles [172] . 
For the experimental measurements cycle averaged time history mean and RMS velocity 
profiles for the axial and radial velocity components were made in three axial planes in the 
cylinder throughout the inlet and compression stroke , as shown in Figure 8.16: (1) the 
plane of symmetry on a diameter between the inlet valves , (2) the orthogonal diameter 
parallel to the pent-roof of the combustion chamber and (3) on a chord through the centre 
of one inlet and exhaust valve. 
Plane of 
Symmet ry 
-
Plane Across 
Pent-Roof 
Plane Under 
Va lves 
Figure 8.16: Measurement planes 1, 2 and 3 (I and E signify inlet and exhaust valves 
respectively) 
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For each plane the measurements started at 10mm below the head face and Smm from 
the cylinde r inner wall. Starting the measurement scan of Smm from the wall resulted in 
highly consisten t data free from influences of the seeding oi l film deposited on the wall . 
The axial scan was in Smm increments and the horizontal scan in Smm increments, see 
Figure 8.17 . Data were not collected on the cylinder centreline . The crank angle resolved 
measurements were obtained between gas exchange TDC and compression TDC. An 
optical encoder, 3600 pulses per revolution , attached to the cam gave a resolution of 0.2 
crank degrees for the arrival time history of the discrete ve locity data samples . 
5mm 
• 
10mm 
: -----------1--' 
1 
1 
1 
1 
1 
1 
1 
I-
Measuring 
Window 
L _____________ ...J 
Figure 8.17 : Measuring Window Associated with LOA 
Two individua l components of crank-angle resolved mean and RMS velocity profiles where 
combined to allow the presentation of planar in-cylinder vector flow fie lds , contour plot of 
the Turbulence Kinetic Energy (TKE) and tumble ratio . The complementary RMS values 
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where processed to generate planar time dependent turbulence kinetic energy , leve ls as 
defined by the following equation, 
where 11', v', and \11' are the fluctuating velocity components in the orthogonal directions 
x, y , and z; 
As only two components of the RMS velocity were available from the measurements , the 
third component for this ca lculation has been taken as the mean of the two measured 
com ponents . 
The mean vorticity for all positions in the plane is used to calculate the tumble ratio of the 
flow field . For a solid body rotation the vort ici ty is twice the value of the angular velocity , 
so , for the tumble ratio calcu lation the mean vorti ci ty va lue has been halved [211] . This is 
given by; 
\ 
Ls" 
7illllble - ra! io = ~ 
2Nw 
(8.6) 
where N is number of vo rtic ity values , and w is engine speed in radians/second , and 
[ov 011 ] s(Cllr /) = ---ox oy (8.7) 
For the tumble ratio calculations , a value was found at the mid point of each set of four 
vectors on a rectangle in the plane . The tumble ratio is then based on the mean of all 
vorticity values . By the nature of the point-wise LDA measurements , the curl is calculated 
in a discrete form . 
8.4.2.5: Vector Fields Predictions 
Presented in Figure 8.18 are snapshots of vector flow fields from the CFD simulations and 
optical engine tests in the plane of symmetry. The left snapshots are experimenta l results 
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and the right ones are calculated from the CFD calculation . Due to the measuring window 
associated with the LOA setup see Figure 8.17, when the processed data is superimposed 
onto the sketch of the engine geometry to give a visual impress ion of the flow fields for the 
experimental study, any flow fields outside this window are not represented . However this 
does not detract from the discussions between the two studies , as the flow fields and 
vortices generated in both stud ies can clearly be observed . 
At 422°, the in take valves are closed . The early flow structure being generated within the 
cylinder is piston dominated and the flow pattern inside the cylinder is uniform with vector 
arrows pointing down. There is no obvious difference between the experimental and the 
computational plots. 
At 506°, in take valves are opened . The fresh charge from the intake port penetrates into 
the cylinder. Both the experimental and the computational results showed that the main 
vortex generated is split into two flows ; one is directed straight down the cy linder towards 
the piston and the other is directed across the cylinde r under the exhaust valve . 
When the piston further descends at 522 °, the in-cylinder flow fields has been further 
developed, as shown in both measured and calculated results . The lower flow field to the 
right of the centreline is counter rotating obstructing the main vortex, thus directing the 
flow field straight down towards the piston . Observations from both studies show the same 
flow patterns , except for the fact that the second developed flow field (the second 
developed flow field , is due to the splitting of the main vortex generated into two flows and 
when both flows are redirected by the piston they counter rotate causing the second flow 
field) in the computational plot appears to be stronger. This is due to the window frame 
associated with LDA measurement setup , where the experimental plot ca nnot show this 
flow field fully , see Figure 8.17 . However from the experimental plot at 522 ', if the flow 
near the piston is projected across onto the computational plot, the flow characteristics 
compare very well , indicating that if data for th is range was available then the flow field 
could be captured . 
As the inlet valve begins to close at 542°, the velocity of the flow fields reduces . Both flow 
fields exist; the second vortex to the right of the centreline near the piston is still counter 
rotating , which in turn is limiting the penetration of the main vortex. 
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Figure 8.18: Vector Flow Fields In The Symmetry Plane 
When the piston moves up the cylinder to 566°, the flow fields in the experimental plot has 
nearly decayed . The velocity of the vortices on the right hand side of the centre line has 
also decreased , and with the valve closed the main vortex which existed in this reg ion no 
longer exists , however the flow directed to the left side of the centre line is still strong in 
ve locity , Both flow fields observed in the previous plot do not exist in the experimental 
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plot, whilst they are still visible in the computational plot, the reason for the lack of 
representation could be due to the resolution, where the velocities in the experimental are 
too small to be picked up using the LDA system . The flow fields in both plots are being 
dominated by the piston . 
From close inspection when the structure of the flow fields in both plots at 566 0 are 
compared similarities can be drawn. One such similarity are the flows both side of the 
centreline , which were developed from the main vortex flow which was directed straight 
down on the right hand side and across the cylinder to the left side under the exhaust 
valves . The flow directed straight down the cylinder appears in both plots to be directing 
the flow into the middle of the cylinder, on the other side (flow directed across the cylinder 
under exhaust valve) , the flow is still rotating. The other similarity from observation is the 
flow in the middle of the cylinder around the cen trel ine where vortex is present. This is 
more apparent on the computational plots due to the contribution from the piston , but less 
so on the experimental study as they generated images and are snapshots of the planar 
flow fields and not based on the full time history of the flow fields . At 662 0 the flow fields in 
the experimental study have totally decayed , whilst the computational plots is nearly 
decayed. The flow fields in both plots are still piston dominated flow fields , as the flow is 
directed upwards , with very sl ight circulation . 
To summarize the findings from the vector flow fie lds , the flow observed in both 
experimental and computational stud ies showed two vortices being formed , one just off 
the centreline at the top to the left and the other to the right of the centreline close to the 
piston . The two vortices created prevent the penetration of the fresh charge trying to enter 
the cylinder; this has the adverse effect of directing the flow down the sides of the 
cylinder, thus limiti ng the mixing of the fresh charge and the retained residual gases , 
which in turn will affect the mixture homogeneity at the end of the compression stroke . The 
flow fields were found to decay as the piston passes through BDC and into the 
compression stroke . The air motion during the intake stroke is found from both studies to 
be dominated by the main vortex when the intake valves are opened allowing the fresh 
charge to flow in, however as the compression stroke commences the air motion is found 
to be dominated by the piston , especially getting close to TDC . This high degree of 
correla tion between the two studies can only indicate that through the generation of the 
geometry and mesh, the fine details/parameters of the real engine have been maintained, 
as the flow fields from the computational study reflect those of the experiment. 
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8.4.2.6: Tumble Ratio Predictions 
The tumble ra tio gives a global number against crank-angle as an indication of bulk flow 
motion . The vector flow fields in Figure 8 .18 showed a high degree of correlation between 
the two studies , but are only snapshots of the planar flow fie ld . The tumb le ratio has been 
calculated to il lustrate the global bulk flow against crank ang le . It provides a direct 
comparison of the integral differences between the experimenta l and computat iona l flow 
fields . Figure 8.19 shows the tumble ratios in the symmetry plane obta ined from the two 
studies along with the valve timing . 
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It ca n be seen that the measured and ca lculated tumble ratios curves are overlapped until 
just before the inlet valve is opened (423° CA) . When the intake valves open , both curves 
deviates , with the experimental cu rve moving into the positive region , whilst the 
computational curve moves in the opposite direction. Th is sudden movement from the 
computat ional curve into the positive tumble region indicates that the flow momentarily 
becomes reversed . The ma in reason for this is reverse flow is due to the pressure gradient 
that exits as a result of the va lve open ing , as the flow settles with further opening of the 
inlet va lve. 
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The reversed flow phenomenon has an adverse effect on the flow, as the production of 
tumble is slowed when compared to that of the experimental curve. By observing the two 
curves it can be seen that the two curves from both studies resemble each other, with the 
only exception being tumble development in the computational study. The highest 
attainable magnitude of tumble for the experimental curve occurs at maximum valve lift , 
for the computational curve this occurs just before maximum valve lift . The plausible 
reason for the difference in timing of the highest attainable magnitude of tumble can again 
be put down to the flow of the computational curve being reversed when the inlet valve 
was opened , however th is should not be considered to be the only reason as a number of 
parameters can have an effect, such as modelling initial conditions and not being able to 
replicate the experimental setup to a fine detail. 
As the curves move past the maximum valve lift , both curves settle down and begin to 
ascend into positive tumble . As the inlet va lve closes the experimental cu rve peaks in 
tumble magnitude as a reaction to the closing of the va lves . Towards the end of the 
compress ion stroke both curves remain in positive tumble and begin to settle to zero 
tumble at 720· crank angle . Again just like the vector flow field plots a high degree of 
correlation between the two studies has been demonstrated to exists , as the bulk flow of 
the mixture reflect each other. 
8.4.2.7: Local Velocity Predictions 
The tumble ratio gives a global number for the flow; however it is important to access how 
the flow behaves from the experimental study to the computational study on a local level. 
To achieve this , the resultant ve locity vector was obtained from the local velocit ies which 
was then calculated and plotted , as shown in Figure 8.20 . 
Figure 8.20 shows the resultant ve locity vector 40mm down from the cylinder head and at 
a specified distance from the cylinder wall in the symmetry plane . The graphs shown in 
Figure 8.20 have been obtained by monitoring 7 different points across the cylinder. In 
order to understand Figure 8.20 , a diagram of the monitoring points has been provided , 
the blue horizontal solid line indicates the distance down from the head (40mm) and the 
green vertical solid line indicates the distance from the wall (th is goes up in increments of 
5mm from the cylinder wall) . Each of the graphs presented have position numbers which 
can be used on the diagram to locate the monitored point. Each point was monitored over 
the induction and compression strokes . 
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Figure 8.20: Resultant Velocity Vector In the Symmetry Plane 
The graphs from Figu re 8.20 show that as the monitoring points are moved away from the 
cylinder wall the accuracy of the velocity magnitude between the experimental and 
computa tional study increases. Mon itoring points 2 and 4 show the magnitude difference 
between the two studies to be high ; this difference improves slightly at monitoring po int 6, 
the pattern of improveme nt can also be observed in monitoring points 8, 10 and 12, but 
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again as the monitoring point gets close to the cylinder the accuracy is once again lost. 
This loss in accuracy clearly shows that obtaining accurate calculated resu lts against the 
experimental study is difficult as the near wall conditions from the experimental can not be 
realistically replicated . 
8.4.2.8 : Summary of Generated Model Val idation 
An examination of the in-cylinder flow fields on a real engine geometry was carried out 
using a commercial CFD package . The results obtained from the CFD study were 
validated against the experimental results to access whether the generated 
geometry/computational mesh can be used as a powerful tool to investigate the gas 
mixing and exchange processes between the fresh charge (air/fuel ) and the trapped EGR 
within the cy linder of a CAI engine . The following can be summarised from the results : 
.:. The vector flow field plots indicated that when the intake port is opened . the fresh 
charge in the intake port flows into the cylinder. Upon entering the cy linder the 
charge splits into two flows, one directed towards the exhaust valve and the other 
directly straight down to the piston head . As a result of this action two vortices are 
generated which limits the penetration of the fresh charge trying to enter the 
cylinde r, thus limiting the mixing of the fresh charge and the retained residual 
gases , which in turn will affect the mixture homogeneity at the end of the 
compression stroke . 
• :. It was also found from the vector flow field plots that the air motion during the 
intake stroke is dominated by the main vortex generated when the intake valves are 
opened allowing the fresh charge to flow in , however as the compression stroke 
commences the air motion is found to be dominated by the piston , especially 
getting close to TDC . 
• :. Assessment of the tumble ratio showed that when the inlet valve opens it 
momentarily becomes reversed , with the highest magnitude of tumble seen during 
valve opening . The reversed flow is more apparent from the computational plot. 
The cause of this phenomenon is thought to be due to the late opening of the valve 
deep into the induction stroke. This reversed flow was found to reta rd the flow 
development, and hence the mixing of the charge and residuals . 
Page 151 
Chapter 8: Results and Discussion 
.:. Comparisons of measured and predicted local flow velocities show reasonable 
agreement around the centre of the cy linder. 
It can therefore be concluded that a powerful tool has been generated which can be used 
to investigate the mixing process in a HCCI engine . This hig h degree of correlation 
between the two studies ca n only indicate that through the generation of the geometry and 
mesh , the fine details/parameters of the real engine have been mainta ined , which can 
accu rately predict the in-cylinder process . 
8.4.3 : Effects of Boundary Conditions 
8.4.3.1: Introduct ion to Effects of Boundary Condition 
The in-cylinder fluid motion in IC engines is one of the most important factors controll ing 
the air/fuel mixing and the combustion process . A good understanding of fluid motion 
during induction and compression strokes is critical to developing engine designs with the 
most desirable operating and emissions characteristics . 
The design of the intake ports for IC engines has a direct and well- known influence on 
performance and emissions as a result of changes in volumetric effi cie ncy and burn rate . 
Intake port designs are becoming more critical as IC engines are being developed to meet 
increasingly stringent exhaust emissions leg islation . Aside from emission legislations 
intake port design is additionally influenced by external factors such as packaging , valve 
and valve train design , capacity and application . The process of the design of inlet ports is 
typically approached in two ways : 
.:. Fundame nta l approach based on the design and performance targets, end 
applications and manufacturing constraints . 
• :. Experience based approach based on known key requirements (e .g. gas ve locity) 
and the influences of specific parameters on gas flow and direction . 
The abi lity to control the fluid flow within the ports is a key enabler for desig ning engines 
of high quality and performance . Since the flow in engine in take systems is primarily 
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defined by the geometry of the air-flow passages, it becomes essential to develop and 
optimize the shapes of intake system components such as the pressure inlet and ports . 
With the advent of high performance computers and more efficient numerical algorithms , 
CFD modelling has proven to be useful in supporting designs where fluid flow is important. 
Therefo re following the initial approach of rig testing , CFD modelling analysis and 
prototype testing is generally used to develop the design . 
In most cases , CFD modelling complements the experimenta l work in identifying important 
port flow characteristics for a part icu lar engine that can impact the engine performance . 
This procedure is known to achieve successful results , and has the potential for further 
improvement. It is beneficial in reducing the number of design iterations (experimental 
work) , to reduce design and development time scales . 
It is well recognized that engine performance measures such as volumetric efficiency and 
com bustion burn-rate are directly linked to the ability of an engine to breath and its ability 
to generate the appropriate turbulence and air/fuel mixing in the combustion chamber. The 
ability of an engine to breath is significantly influenced by the airflow efficiency near 
pressure inlet and the intake port. For this investigation the intake port boundary condition 
is adjusted (by means of extending the intake port ), such that openi ng of the inlet valve 
does not cause the in-cylinder flow/pressure to affect the settings at the pressure inlet 
boundary. The pre-defined pressure setting at the inlet boundary was monitored over the 
induction and compression strokes from IVO to IVC, to assess the pressure fluctuations by 
the opening of the inlet valve . 
8.4.3.2: Problem Definition 
The concern/motivation for this investigation is the fluctuation of the pre-defined pressure 
inlet boundary condition during IVO. This pressure condition at the boundary is set to 
atmospheric, and one would expect the atmospheric conditions to remain the same 
throughout the duration of the simulation . The final goal of this thesis is to predict the 
occurrence of auto-ignition , the conditions lead ing to auto-ignition is dependent on the 
air/fuel mixing , which is affected by the pressure and flow conditions within the intake port. 
Therefore it becomes important to accurately model the conditions within the intake port to 
repl icate the experimental setup . 
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The pressure boundary cond ition applied at the end of the intake manifold in an 
experimenta l stud y of an engine on a test rig , is maintained at atmospheric condit ions. As 
the length of the intake manifold is infinite , the opening of the inlet va lve does not alter 
this setting . However, when conducting a CFD study on real engine geometry only the 
intake port is considered. This can cause problems at the pressure in let as the specified 
conditions at the boundary can be altered by the opening of the inlet va lve . To avoid this , 
a study into the effects of different port lengths is required . An infinite leng th can not be 
chosen as this will increase the computational cell count which in turn will increase the 
computationa l time . 
Five different sets of ca lcul ations have been performed to investigate the effect of different 
intake port length configurations on the pressure inlet boundary condition . For the purpose 
of cla rity, the five different ca lcu lations will be referred to as ; original length , quarter length 
increase , half length increase , third length increase and full length increase , (this is 
double the original length). The original length calculation is the baseline case against 
which the other four calculations are compared . 
The five different calculations are differed on ly in the length of the intake port ; see Table 
8.8, which gives details on actual lengths and the amount each has increased from the 
original length . The original length is the length taken from the experimental engine , and 
based on this the other four lengths were calculated . To help illustrate how the different 
leng ths relate to each other, Figure 8.21 provides a schematic of the port la yout. 
Study Name 
Original Length 
Quarter Length Increase 
Half Length Increase 
Third Length Increase 
Full Length Increase 
Table 8.8: Intake Port Extension Specification 
Symbol Length 
(mm) 
L 83 
X, 103.75 
X, 124.5 
X, 145.25 
X4 166 
Length Increase 
(mm) 
20.75 
41 .5 
62 .25 
83 
The port length extensions does not on ly serve to maintain the bounda ry conditions at the 
pressure inlet but are used to also allow the flow to develop at the inlet and recover by the 
inlet valve before entering the cy linder, so that the flow is not affected by the applied 
boundary conditions and the boundary condition is not affected by the opening of the 
valve plus the in-cylinder flow fields . 
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8.4.3.3: Model Formulation 
The model formulation is the same as section 8.4.2.2. The only difference was the computational 
mesh size. Five different computational meshes were generated for the different intake port 
lengths. The total cell count for each length was different and increased as the port length was 
increased . To see the total cel l count for the different port lengths used in the study see Table 8.9. 
Table 8.9: Computational Mesh Cell Count for the Different Lengths 
Study Name Cell Count at BDC Cell Increase at BDC 
Original Length 184,814 -
Quarter Length Increase 188,166 3,352 
Half Length Increase 191 ,034 2,868 
Third Length Increase 194,715 3,681 
Full Length Increase 201 ,647 6,932 
An outline of the computational mesh generated at BDC for the full length increase intake 
port is show in Figure 8.22 . The initial conditions used for this investigation is also the 
same as section 8.4.2.3. 
z 
~Y 
x 
Figure 8.22: Outline of Computational Mesh at BDC for Full Extended Length Study 
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8.4.3.4: Results 
The pressure tra ce at the inlet boundary condition for the fi ve different port lengths only 
showed a 10'h of a bar deviation from the initial specified at a pressure of 1 bar. 
Assessment of the results on the effect of the five different intake port length 
configurations on the pressure inlet boundary condition shows on a whole that the opening 
of the intake valve has little effect on the boundary settings , with a va riation of only 
0.00400 bar. This observation is shown in Figure 8.23 . 
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Figure 8.23: Pressure Trace at Inlet Boundary 
The pressure within the intake port remains at 1 bar from the start of the simulation until 
the inlet va lve is opened . The opening of the intake valve causes a pressure increase (at 
423°CA), this sudden increase of the pressure trace is due to the pressure difference 
which exists between the intake port and the cylinder. Once the pressure recovers from 
the sudden opening of the valve the pressure starts to descend . this is observed for all the 
different lengths investigated . 
The different lengths investigated contin ue to descend overlapping each other until 
465°CA. After th is point separation of the fi ve lengths occurs . Although the variation for 
the different lengths is within a 10'h of the original setting of 1 bar, the original intake port 
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length was found to deviate the most of all the different lengths investigated . The pressure 
trace at the in let improved as the intake port length was increased up ti ll third length 
increase , since the full length increase produced the same resul ts as the third length 
in take port length increase . 
With the piston still descending the pressu re trace at the inlet boundary does start to 
recover just before BDC and by TDC all the different lengths investigated have recovered 
to the original pressure setting of 1 bar. The pressure trace for the different lengths 
remains at 1 bar till IVC , where there is a little flu ctuation due to the closing of the va lve . 
8.4.3.5: Summary of Effects of Boundary Condition 
An invest igation was conducted on the intake port boundary condition to monitor whether 
the opening of the inlet valve affects the settings at the pressure inlet boundary . This was 
achieved by means of extending the intake port. The results ca n be summ arised as 
follows : 
.:. The opening of the intake valve has little effect on the boundary settings at the 
pressure inlet , with only a 10th of a bar variation . 
• :. The third length increase was found to be the optimum length . 
8.4.4: Grid Sensitivity Studies 
8.4.4.1: Introduction to Grid Sensitivity Studies 
Obtaining a gri d independent solution is vi tal before com menci ng any CFD numerica l 
investigations . This is because the finite size of finite-difference ce lls, discretization errors 
exist that represent the difference between the solution to the difference equations and 
the exact solution to the differential equations. It is important to know the magnitude of 
these discretization errors and to insure that a fine enough grid , if required has been used 
to reduce the error to an acceptable level. 
It is no longer sufficient to present results performed on a single fi xed grid . While grid 
sensitivity studies should be done for all CFD wo rk , they are even more crucial for 
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turbu lence model computations because of the need to separate numerical error from 
turbu lence model error. For the cu rrent invest ig ation three different grids wi th different grid 
densi ties have been conducted to see the effects on the results compared against 
experimental results . 
8.4.4.2: Model Formulation 
Three different computational grids of different grid resolutions have been investigated to 
examine the effects of grid density on the simulated results , as shown in Figure 8.24 . 
Grids 2 and 3 have been obtained by increasing the number of ce lls around the intake 
valve , the area close to the valve seat , the com bust ion chamber and cylinder. 
These areas have been targeted as these are areas of high ve locity . Tabl e 8.10, shows 
the total number of cells at both TDC and BDC. It can be seen from Table 8.10 that as the 
total cell co unts increase from Grid 1 to Grid 3, the corresponding time taken to complete 
the simulat ion significantly increases . 
Table 8.1 0: Total Cell Count for the Different Grids with Corresponding Wal l Times 
Grid Resolution Cell Count at TOC Cell Count at BOC Time Taken - Wall Time 
Grid 1 116,552 189,808 - 60 Hours 
Grid 2 154,517 316,274 - 90 Hours 
Grid 3 254,783 535,071 - 150 Hours 
The distribution of the cell count between the intake port , exhaust port and the 
chamber/cylinder are shown in Table 8.11 . Due to the fact that the exhaust port does not 
cont ribute to the onset of auto-ignition the cells contai ned within it ha ve not been 
increased . The cel ls within the intake port increase in density close to the valve opening , 
with low density close to the pressure inlet. The reason for such meshing strategies was to 
reduce the computational time . 
Table 8.11: Cell Count Distribution 
Grid Resolution Intake Port Cell Exhaust Port Cylinder Cell Cylinder Cell 
Count Cell Count Count at TOC Count at BOC 
Grid 1 36,972 19,009 60,571 133,827 
Grid 2 56,181 19,009 79,327 241 .084 
Grid 3 129,064 19,009 106,710 386,998 
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Grid 1 
Grid 2 
Grid 3 
Figure 8.24 : Computational Grids used for Sensitivity Studies 
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The model formulation out lined in section 8.4 .2.2, applies to this investigat ion , with the 
only exception being the selection of turbulence model. The realizable k -/i turbulence 
model has been employed for this investigation , to overcome the possible limitation of the 
standard k - /i turbulence model. Although the standard k - B turbulence model provides 
reasonable accuracy for a wide range of turbulent flows , the realizable k -/i turbulence 
model overcomes the lim itations , as it contains a new fo rmulation for the turbulent 
viscosity , and has a new transport equation for the dissipation rate /i. The effect of 
turbulence models on results will be investigated in the next section , (Section 8.4 .5) . 
The initial conditions used for this investigation can be found in section 8.4.2.3. 
8.4.4.3: Tumble Ratio Predictions 
Sensitivity of the three different grids to the bulk flow motion within the cyli nder was 
inves tig ated in the form of the tumble ratio . The results can be seen in Figu re 8.25 . It can 
be seen from Figure 8.25 th at the general trend of the three different grids compare very 
well with that of the experimental trace , with the only exception being that the prediction of 
the order of magnitude is slightly underappreciated for the three different grids. 
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Figure 8.25 : Averaged Tumble Ratio Predictions using The Different Grids 
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Close examination of Figure 8.25, shows that as the inlet valve opens the averaged 
tumble rat io for all grids under go a reversal flow. As a result of this reversal flow, the 
averaged tu mble ratio traces for the three grids are not fully developed and delays the 
onset of predicting the flow within the cylinde r when compared to the experimental trace . 
The tumble trace for the three different grids sta rt to recover after 450· CA, however due to 
the delay all three grids fai l to track experimental trace around 475· CA, where the bulk 
flow within the cyl inder appears to initially drop then rise twice before dropping again to 
the highest tumble experienced . The highest atta inable tumble occurred for all traces 
around 500· CA, which was the maximum valve lift. 
At the highest attainable tumble it is interesting to note the traces (pattern of the trace) for 
the three different grids follows the same trends as the experimental trace , but not in 
magnitude. The only one to match the experimental trace in terms of magnitude is Grid 1, 
which has the lowest grid density. Once the piston starts to ascend the bulk flow within the 
cylinder is dictated by the piston movement, this is highlighted in Figure 8.25 as all the 
traces in the plot rise in the same style . 
8.4.4.4: Turbulent Kinetic Energy Predictions 
Eddies in the turbulent flow in the form of the TKE was also investigated for the three 
different grids using Equation (8.5). The results from the TKE (see Figure 8.26) just like 
the tumble ratio assessment indicated that Grid 1 predicated the TKE better than Grids 2 
and 3, which both have higher grid density. Figure 8.26 shows all three grid traces to 
follow that of the experimental trace, however when the experimental trace peaks out only 
Grid 1 peaks at the same magnitude, unlike Grids 2 and 3 which continue to rise . Once all 
the traces have peaked they all fall as the p iston begins to raise up to TDC. 
From both Figures 8.25 and Figure 8.26 , the simulation results indicates that the HCC I 
combustion process can be pred icated using coarse mesh (Grid 1). This notion is 
supported by the find ings by Kong and Reitz [124J . The reason why a coarse grid can 
pred ict the HCCI combustion process is due to the mixture within the combustion chamber 
region , as this mixtu re accounts for the majority of the heat release [124J . In this reg ion , 
the mi xture, tem peratu re history and the combustio n characteristics at var ious locations 
are essentially uniform due to the premixed feature of the co mbustion [124J . Therefore , it 
does not make a noticeable difference for the numeric 's in this reg ion whether high or low 
numbers of computational cells are used. 
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Fig ure 8.26: Cycled Averaged TKE Predictions using The Different Grids 
8.4.4.5 : Summary of Grid Sensitivity Studies 
After analysing the three different grid resolutions , the results obtained from both the 
averaged tumble ratio and cycled averaged TKE showed that a coarse mesh can be used 
to predict the HCCI combustion process with the same level of accuracy (however in this 
case , better accuracy) as that provided by using a fine mesh. 
8.4.5: Effects of the Turbulence Field 
8.4.5.1 : Introduction to Effect of the Turbulence Field 
The charge motion within the in take port and the cylinder has significant influence on the 
auto-ignition , control of the com bustion process and the heat transfer. The init ia l in-
cylinder flow pattern is generated by the intake process ; however these flow patterns 
undergo modifications during the compression stroke . The flow patterns in the engine 
cylinder are turbu lent result ing from the local f luctu ations in the flow field . Trying to 
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account for these local (which can be small scale or high frequency) fluctuations with 
experimental studies can be complicated and expensive . 
The use of CFD reduces the cost , as turbulence models within the CFD pacakges are 
used to account for the local fluctuations. However, due to the varirty of turbulence models 
that exist , care must be taken when slecting the best turbulence model for the particular 
investigation to be conducted . Examples of the turbulence models that exist have already 
been outlined in section 6.3.1. To make the most appropriate model choice for any study 
to be undertaken, the capabilities and limitations of the various models, available models 
must be understood . Surverying current published data . four different turbulence models 
have been investigated to discover which model best describes the HCCI process . The 
four models are: 
1. Standard k - 6 Model 
2. Realizable k - 6 Model 
3. Shear-Stress Transport (SST) k - re) Model 
4. Reynolds Stress Model (RSM) 
The four models identified above all have their advantages and limitations when 
considering their use in stuides for parti cular flows. The simplest turbulence models 
consist of two-equation models in which the solution of two separate transport equations 
allows the turbulent velocity and length scales to be independently determined. The k - 6 
and k - (() models fall into this category. The standard k - 6 model is one of the most used 
turbulence models for engineering flow calculations, industrial flow and heat transfer 
simulations. This is due to its robustness , economy, and reasonable accuracy for a wide 
range of turbulent flows. As the strengths and weaknesses of the standard k - 6 model 
has become known , improvements have been made to the model to improve its 
performance . One such variant is the rea lizable k - 6 Model. 
The real izable k - 6 model is a relatively recent development and differs from the 
standard k - 6 model in two important ways; the first of th is is that the realizab le k - 6 
model contains a new formulation for the turbulent viscosity , and the second difference is 
that a new transport equation for the dissipat ion rate , li , has been derived from an exact 
equation for the transport of the mean-square vorticity fluctuation . 
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The use of the term "realizable" , ind icates that the model satisfies certain mathematical 
constraints on the Reynolds stresses , consistent with the physics of turbulent flows , which 
the standard k -Ei model does not satisfy. The first benefit of this model over the standard 
k -Ei model is that it more accurately predicts the spreading rate of both planar and round 
jets . It is also likely to provide superior performance for flows involving rotation , boundary 
layers under strong adverse pressure gradients , separation , and recirculation . 
Studies have also shown that the realizable model provides the best performance of all 
the k - Ei model versio ns for several validatio ns of separated flows and flows with complex 
secondary flow features . However one limitation of the realizable k -G' model is that it 
produces non-physical turbulent viscosities in situations when the computat ional domain 
con tains both rotat ing and stationary fluid zones (e .g., multiple reference frames , rotat ing 
sliding meshes), therefore , some caution must be taken when dealing with multiple 
reference frame systems. 
The standard k - OJ model is based on the Wilcox k - OJ model [199] to predict free shear 
flow sp reading rates that are in close agreement with measurements for far wakes , mixing 
layers , and plane , round , and rad ial jets , and is thus applicable to wall-bounded f lows and 
free shear flows . In order to improve the standard k - OJ model , the SST k - OJ model , has 
been developed to effectively blend the robust and accurate formulation of the k - OJ 
model in the near-wall region with the free-stream independence of the k - OJ model in the 
far field . The SST k -OJ model is similar to the standard k -cv model , but includes a 
number of refinements : 
The standard k - OJ model and the transformed k - Ei model are both multipl ied by a 
blending function and both models are added together. The blending fun ct ion is designed 
to be one in the near-wall region , which activates the standard k - OJ model , and zero 
away from the surface , which activates the transformed k -Ei model. 
The SST model incorporates a damped cross-diffusion derivative term in the OJ equation . 
The definition of the turbulent viscosi ty is modified to account for the transport of the 
turbulent shear stress . The modelling constants are different. These features make the 
SST model more accurate and reliable for a wider class of flows (e .g., adverse pressure 
gradient flows , airfoils , transonic shock waves) than the standard k -cv model. Unlike the 
k -Ei and k-(v turbulence models RSM is the most complicated turbulence model. 
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The RSM abandons the isotropic eddy-viscosity hypothesis ; the RSM closes the 
Reynolds-a veraged Navier-S tokes equations by solving transport equations for the 
Reynolds stresses, together with an equation for the dissipation rate . This means that five 
additional transport equations are required in 2D flows and seven additional transport 
equations must be solved in 3D. 
Since the RSM accounts for the effects of streamline curvature , swirl , rotation , and rapid 
changes in stra in rate in a more precise manner than one-equation and two-equation 
models , it has greater potentia l to give accurate predictions for complex flows . However, 
the reliability of RSM predictions is still limited by the closure assumptions employed to 
model va rious terms in the exact transport equations for the Reynolds stresses . The 
modell ing of the pressure-strain and dissipation-rate terms is particularly cha llenging, and 
often considered to be responsible fo r compromising the accuracy of RSM predictions . 
Thus, the RSM might not always yield results that are clearly superior to the simpler 
models in all classes of flows to warrant the additional computational expense. However, 
use of the RSM is a must when the flow features of interest are the result of anisotropy in 
the Reynolds stresses . 
From published literature when considering the computatio nal effects in terms of the CPU 
time and solution behaviour, the realizable k -li model requi res only slightly more 
computational effort than the standard k - li model. Like the k -li models , the k - (J) 
models are also two-equa tion models , and thus require about the same computatio nal 
effort. However, compa red wi th the k -li and k - cv models , the RSM requi res additional 
memory and CPU time due to the increased number of the transport equations for 
Reynolds stresses . To obtain a converg ed solution , the standard k -li model is known to 
be slightly over-diffusive in ce rtain situations , and similarly , the RSM may take more 
iterations to converge than the k -li and k - (J) models due to the strong coupling between 
the Reynolds stresses and the mean flow. 
The turbulence mixing for the four different models are compared to an experimental study 
and the results are presented in terms of the vector flow field , tumble ratio , loca l 
velocities, TKE and the co mputational cost/memory usage. 
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8.4.5.2: Model Formulation 
The model formulation is once again the same as that outlined in section 8.4.2.2. The only 
change to be made is the selection of the grid resolution to be used . After conducting the 
grid sensitivity studies , Grid 1 (see section 8.4.4) has been chosen , as Grid 1 predicted 
the HCCI combustion process with a good leve l of accuracy whilst maintaining an 
advantage over the other two grids by complet ing the simu lation in the fastest time . 
Accounting for the turbulence within the cylinder is achieved by using four differrent 
turbulence models, outlined above . The init ial conditions used for this investigat ion can be 
found in section 8.4.2.3. 
The results discussed below, will only be based on three turbulence models instead of the 
four which was intended . The reason for this is because the RSM proved to be unstable 
when modelling the HCCI process . So the preceding discussions will be limited to the 
standard k -li model , realizable k -li model and the SST k - w model. 
8.4.5.3: Prediction of Vector Fields 
To explore how the flow is behaving within the cylinder vector flow field snapshots from 
the experimental and computational stud ies in the symmetry plane has been plotted and 
presented in Figure 8.27 . The results presented in Figure 8.27 have all been taken from 
the symmetry plane across the pententroof. The selected crank-angles in Figure 8.27 has 
been chosen to provide the best visual impression of the vector flow fields generated 
during the intake and compression stroke . 
From Figure 8.27 at 506 ' CA it can be seen that as the in let valve opens and the fresh 
charge begins to flow into the cylinder, the main vortex generated as a result of opening 
the inlet valve is split into two flows, one is directed straight down the cylinder towards the 
piston and the other is directed across the cylinder under the exhaust valve, this 
observation is visible for all four plots . When the three computational turbulence model 
plots are compa red with the experimental plot , the flow structure from all four plots have a 
high degree of correlation . The two k -li models (Standard and Realizable) appear to 
replicate each other in terms of the flow structure , whilst the k - w model (SST), the flow 
fields appear to be more deve loped in capturing more of the flow. 
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The first of the two flow f ields generated is fully deve loped near the top slight ly left of 
ce ntrel ine, the second flow fie ld is at an early stage and is located under the first flow field 
just to the right of the centreline. The development of the f low fields are visi ble in all the 
plots at 506 ' CA , however the SST k - (j) turbulen ce model captures the visualisations 
better when co mpared to the experimental plot and the plots from the two k - li tu rbulence 
models. 
As the piston descends down the cylinder (522 ' CA) , the flow fields observed in the 
previous plot are full y developed, the lowe r flow field to the rig ht of the centrel ine, is 
cou nter rotating preventing the main vortex . Once again the SST k - (j) turbulence model 
captures the flow fields better than both the k -li turbulence model s. This is illustrated by 
the area just under the intake valve where the k -li turbulence models do not capture the 
total flow as wel l. 
With the closing of the inlet valve imminent at 542', the velocities of the flow fields are 
red uced . Both the flow fields generated still exist ; the second flow field to the right of the 
centreline near the piston is still counter rotating , which in turn is limiting the penetration 
of the main vortex. The second flow field in the experimental plot which was not as visible 
in the previous plot has started to develop, although the full shape is not shown due to the 
window frame associated with LDA measurement setup (see Figure 8.17). Visually looking 
at the three turbulence models at this crank angle , they reflect the flow patterns from the 
experimental plot well , however when they are compared with each other, just like the 
previous plots the SST k - (j) turbu lence model shows the finer details of the flow even 
though the velocities of the flow have decayed . 
With movement of the piston towards TDC (plots at 566 ' CA) , the flow fields in the 
experimental plot begins to decay. The ve locities of the vo rti ces on the right hand side of 
the cent re li ne have a lso decreased. Th is observat ion from the experimenta l plot is 
reflected in the comp utational plots , were the velocities have reduced in magn itude . The 
two flow fields are still vis ible in the comp utational plots unlike the experimental plot. The 
main reason for th is difference could be due to the reso lution, were the veloci ties in the 
expe rimental are too small to be picked up using the LDA system . When the valves are 
closed the flow fields are no longer dominated by the flow, but it is now dominated by the 
piston as it ascends the cylinder. 
Page 169 
Chapter 8: Results and Discussion 
In summary, when the flow fields are analysed it can be said that the three different 
turbulence models investigated all have a very high degree of correlation when compared 
against the experimental flow field plot. The general flow structures between the three 
turbulence models are very high, however when it comes to capturing the finer details of 
the flow fields and the structure of the flow, this can not be achieved quite as well by the 
k - li turbulence models in comparison to the SST k - (j) turbulence model. 
8.4.5.4: Prediction of Tumble Ratio 
The tumble ratio provides a simple comparison of the integral differences between the flow 
fields of the experimental study and the three different turbulence models analysed in the 
computational study, this is shown in Figure 8.28. The highest magnitude of tumble 
observed for the experimental study and the three turbulence models was achieved 
around maximum valve lift (just after 500· CA). The curves for all the three different 
turbulence models experience reverse flow when the inlet valve opens , however they 
settle down around 450· CA to track the experimental curve . 
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The three turbu lence models tail away from the experimenta l curve , (between 450· CA and 
500 · CA) as the inlet valve opens further. The standard k -8 model is the worst performer 
in the sudden tail off, as the rea lizable k -8 and SST k - (V models only tai l off in 
magnitude , however retains the profile to that of the experimental cu rve . At maximum 
valve lift , the highest magnitude of the standard k-8 model is equivalent to that of the 
experimental study; however this occurs 10· before the experimental study. Although the 
traces fo r the realizable k-8 and SST k - w models do not peak to the same level as the 
experimental curve , again the profiles from the two models resembles that of the 
experimental curve at a lower magnitude. 
As the valve lift passes maximum lift , the three models converge , and rise with the 
experimental curve . All the curves move into positive tumble , however the experimental 
curve osci llates from positive tumble to negative tumble until it settles down near TDC, 
whilst the three turbulence models remain in posit ive tumble till they settle at TDC with 
this exception of the SST k - w model. 
It can therefore be concluded from Figure 8.28 that the th ree turbulence model traces 
compare very well against the experimental tra ce , demonstrating a high degree of 
correlation , as the profiles agreed we ll. Whe n the models are compared with each other in 
terms of which model predicted better for the tumble ca lculation, it can clearly be seen 
that the standard k -8 model was the worst performer out of the three , with both 
reali zable k -8 and SST k - w models being the best choice if the interest of the study is 
to analyse the tumble effect. 
8.4.5.5: Prediction of the Local Velocit ies 
The results presented for the vector fie ld and tumble ratio have been obtained by 
manipu lation of the raw data ; however it is important to assess how the flow behaves from 
the experimental stud y to the computational study on a local level. To achieve this , the 
resultant velocity vector was obtained from the local velocities (11 and v) and plotted , as 
illustrated in Figure 8.29 
Figure 8.29 shows the resultant velocity vector 40mm down from the cylinde r head at a 
specified distance from the cylinder wall . The 14 different graphs showed in Figure 8.29 
have been obtained by monitoring 14 different points across the cyli nder. In order to 
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understand the 14 different graphs in Figure 8.29 , refer to Figure 8.30 which shows a 
schematic layout of the monitori ng points in relation to the engines cyli nder. The blue 
horizontal solid line in Figure 8.30 indicates the distance down from the head (40mm) and 
the green vertical solid line indicates the distance from the wall (this goes up in 
increments of 5mm from the cylinder wa ll). Each point was monitored over the induction 
and compression strokes . 
Plotted on each graph is the experimental velocity trace along with the three different 
turbulence models from the computational study. If the general trace from the 
experimental is compared to the computational study it can be seen that as the measuring 
point is moved away from the inner wall the accuracy of the predicted results improve , and 
as the monitoring points get close to the outer wall the accuracy is lost once again . The 
main reason for this drop off in accuracy between the experimental and the computational 
study near the cylinder walls are due to the wall flow functions from the LOA. Replicating 
the wall functions from the experimental study to the computational study is a difficult task. 
When the three models are compared against each other , it can be seen from Figure 8.29 
that the three models appear to share the same flow patterns , however if close inspection 
is paid to the graphs , the rea lizable k -{i and SST k - 11) models predict slightly better 
than the standard k - Ei model. The flow pattern of the realizable k - h' and SST k -11) 
models along with the magnitude tracks the experimental trace better than the standard 
k -Ei model. The reason for this is tha t the standard k -Ei model is known to be quite poor 
in predicting flows with curling flow fields . Although both the realizable k -Ei and SST 
k - 11) models predicted well against the experiment, the realizable k -Ei turbulence model 
would be the model of choice as the peaks/troughs , magnitude and flow patterns compare 
better against the experimental trace than the other models investigated. 
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In summary the local veloci ty traces obtained from the computational study for the three 
different turbu lence mode ls predicts reasonable accuracy in the middle of the cylinder, 
however this accuracy is lost when the traces are compared close to the cyl inder wall , this 
was found to be as a result of the wall cond itions wh ich can not be totall y repl icated from 
the experimental study to the computationa l study. The real izable k - /i model was found 
to be the best model of choice . 
8.4.5.6: Prediction of the Turbulence Ki netic Energy 
Cycle averag ed TKE in the symmetry plane has been calculated for the three di fferent 
turbu lence models under study and compared against the calculated result from the 
experim enta l stud y, this can be seen in Figure 8.31. From the experimenta l trace the 
maximum TKE was found to be just less than 80m 2/s2 , this magnitude was matched by the 
reali zable k -/i turbu lence model. However some care must be ta ken in interpret ing the 
resu lt from the experimental study, as the RMS level is a combination of both the turbulent 
fluctuations in the flow (see Equation (8 .5)) and also the result of any cycle to cycle 
variability, although found to be small from the experimental study. 
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Figure 8.31 : Cycled Averaged TKE Predictions for the Three Turbu lence Models 
The general outline from the experimental trace is tracked by all three models , the 
experimental trace peaks at around 474 ', once again this matched by the realizable k-£ 
model. One particular interest from Figure 8.31 is how the three different models behave 
in relation to the experimental trace. Assessment of the TKE for the SST k - w model 
shows that th is model does not predict the effect of turbulence ve ry well. The standard 
k -" model also under predicts against the experimental trace . The best model was found 
to be the realizable k - £ model. 
In order to provide a good visual impression and highlight the points made in the above 
discussions , examples of the co ntour plots at 474' after TDC are shown in Figure 8.32 . Of 
particular interest is the distribution , where the highest levels are seen on the in let val ve 
side of the cy linder, with the highest levels seen close to the cy linder head. When the 
contours from the three different models are compa red to the experimental co ntour. Figure 
8.32 shows that the realizable k - £ model peaks withi n the same ranges as the 
experimental , where the standard k - £ and SST k - w turbu lence models under-predict. 
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In summary the results from the computational TKE against experimenta l TKE , showed 
that the real izable k - t: model was able to predict within the experimental results . The 
worst performer was the SST k - (V model. This model was found to be poor at 
representing the turbulence within the cylinder. The standard k - t: model was found to 
provide satisfactory results . 
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8.4.5.7: Analysis of Computational Cost and Memory Usage 
Selection of an opt imum turbulence model does not depend on the compa rison between 
the experimental and computational results . The computational cos t and memory usage 
must be considered . Some models perform on ly slightl y better than others at the cost of 
computatinal time , CPU and RAM usage. For this reason the computational cost and 
memory usage have been analysed for the three different turbulence models and the 
results are presented below. 
The actual run time (wa ll time) for the three models were monitored over the simu lation 
and plotted against crank angle , as illustrated in Figure 8.33. From Figure 8.33 it can be 
seen that the SST k - w model takes the least t ime to ca rry out the simu lation . This was 
followed by the standard k - Ei model , and finally the realizable k - Ei mode l. The two k - Ei 
models took the same amount of time to reach BDC, after this point the rea lizable k - Ei 
model increased in time and remained above the standard k - 6" model for the duration of 
the simulation . The SST k - (V model on the other hand started the simulation below both 
the k - Ei models and reached each of the monitoring points ahead of both the k - Ei 
models . 
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The memory usage was also monitored for each of the turbulence models at the same 
monitoring points used for the actual run time . The purpose of monitoring this quantity , 
allows the user to select the best model based on the amount of Random Access Memory 
(RAM) that is available to them for the simulation to be conducted . Just like the actual run 
time the SST k - 01 turbulence model outperformed the two k - c' turbulence models , see 
Figure 8.34 . The SST k - 01 model requ ired less RAM at each of the mon itoring points 
from start to finish . The second best performer was the realizable k - /i model , this model 
started off, requiring a higher RAM than the other models , however after the second 
monitoring point the RAM usage for the realizable k -/i model settled down below that of 
the standard k - /i model. 
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The final parameter under computational cost and memory usage to be considered was 
the Central Processing unit (CPU). For this parameter the three different turbulence 
models were analysed . All three turbulence models requ ired the sole use of the CPU as 
the average usage was around 99%, see Figure 8.35 . 
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Summarising the analysis of computational cost and memory usage, the SST k - cv 
turbulence model has shown that it is the best model of choice when time , RAM and to a 
less extent the CPU is considered . The choice of turbulence model depends on a number 
of factors (this has been outl ined in Section 6.3.1). The choice becomes a trade off 
between the accuracy of results and com putational time/RAM. Althoug h the standard k - fi 
model and realizable k - fi model completed the simulations in reasonable time and the 
RAM usage was not found to be out of the ordinary, the performance of the SST k -cv 
turbulence model under the simulation conditions can not be overlooked . In this stud y air 
was considered as the worki ng fluid without any chemical reactio ns , if chemical reactions 
were to be considered the actual run time will be increa sed, and as such the difference 
between the three turbulence models would therefore be increased . 
6.4.5.6: Summary of Effects of the Turbulence Field 
Four turbulence models were studied under HCCI conditions to establish the model which 
best describes the HCC I process . The results from the computational study were 
compared against an experimental study . The findings from the studies are as follows : 
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.:. The RSM was found to be unstable when modelling the HCCI process; problems 
were encountered around the point of the inlet valve opening for the calculation of 
the temperature and pressure, therefore proving too unstable . 
• :. Assessment of the vector flow fields for the three turbulence models showed that all 
three models had a very high degree of correlation when compared against the 
experimental flow field plots . The general flow structures between the three 
turbulence models were very high, however capturing the finer details from the flow 
fields and the structure of the flow the SST k - cv turbulence model was found to be 
slightly better than the two k -li turbulence models . 
• :. Assessment of the tumble ratio showed that the standard k - 6· turbulence model 
could not pred ict as good as the realizable k -li and SST k -(v turbulence models . 
The realizable k -li turbulence model was found to have a slight edge over the 
SST k - (() turbulence models in predicting the tumble ratio when compared against 
the experimental results . 
• :. When the results of the local velocities from the experimental study was com pared 
to the computational study for the three turbulence models , all three models were 
found to be poor at pred icting the velocit ies close to the cylinder wall , this was due 
to the wall functions arising from the LDA and also repl icating the wall cond itions 
from the experimental study in the computational study . However the results 
improved close to the middle of the cylinder. The realizable k -li turbulence model 
slightly predicted better than the other two . 
• :. Assessment of the TKE also showed that the realizable k -li turbulence model was 
a good choice to account for the turbulence fluctuations within the cy linder. With 
the standard k -li turbulence model providing satisfactory result. However SST 
k - cv turbulence model was found to under predict to the extent of not predicting at 
all. 
.:. Assessment of the computational effort in terms of time, CPU and RAM , showed 
that the SST k - cv turbulence model was found to be the best performer in both the 
actual calculation time and RAM usage. The real izable k -li turbulence model was 
the most expensive in computational time . The standard k -li turbulence model 
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required slig htly more RAM than the rea lizable k - fi and SST k - w tu rbu lence 
models . 
8.5: Test Case Ill: Results for the Lotus Converted Single 
Cylinder Research Engine 
8.5.1 : Introduction to the Converted Lotus Single Cylinder Research Engine 
The results presented in this section outlines the findings from a study using the converted Lotus 
Single Cylinder Research Engine, details of this engine can be found in section 4.4. The 
converted Lotus Sing le Cylinder Research Engine is the thermal equivalent to the optical engine, 
which used for studies in section 8.4. Th is engine is a dedicated HCCI engine, which provided all 
the necessary data required to initiate the computational study. The study presented below 
investigates the mixture conditions towards the end of the compression stroke. This study serves 
to validate the mixing index for the generated mesh/grid . Although the findings from the 
preliminary studies provided a good insight into the mixture conditions towards the end of the 
compression stroke, this study used the generic mesh provided by KIVA. The geometric 
properties from the computational engine differed to the experimental engine, and as such the 
results could only be based on trends observed between the two. However, with the creation of 
the mesh/grid , which has the same geometric properties as the experimental engine, this study 
seeks to analyse the conditions towards the end of the compression stroke whilst assessing the 
predictability of the mixing index. 
The conditions towards the end of the compression stroke , provides vital information into 
the li kelihood of auto-ignit ion. The auto-ignition timing in HCCI engines can be con trolled 
by the quantity of IEGR retained within the cylinder , temperature and composition 
variations close to the end of compression stroke . The scale of mixing between the hot 
exhaust residual gases and the fresh charge is influenced by the in-cylinder fluid motion . 
The in-cylinder air motion is one of the most important factors that control the fuel air 
mixing and hence the subsequent auto-ignition . These conditons are investigated and 
presented below. 
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8.5.2: Model Formulation 
The finite volume CFD code Fluent was employed to simulate the in-cylinder flows in the 
present study. The geometric properties for the experimental/computational engine are 
presented in Tables 8.2. The simulation was carried out under motoring conditions with a 
predefined homogeneous fresh charged mixture of air-fuel in the intake port and a 
homogeneous stoichiometric mi xture of burnt products in the cylinder. The governing 
equations of the flow field inside the engine cylinder consist mainly of the ensemble 
averaged mass, momentum and energy conservation equations . The realizable k - E: 
turbulence model equations in conjunction with the standard wall functions as the near 
wall treatment were applied to the engine CFD model. The realizable k - E: turbulence 
model was chosen as studies conducted showed this model described the HCCI process 
better. 
The discretisation was first order implicit in time and second order upwind in space. The 
PI SO algorithm was applied as the pressure-velocity coupling scheme. The dynamic 
effects at the valves were eliminated by extending the intake port, (see section 8.4 .3) , 
however a constant pressure boundary conditions were imposed to the boundaries to 
insure no dynamic effects . The computational grid used consisted of around 120,000 cells , 
this was found to be adequate from the study conducted in section 8.4.4 . 
Calculations were commenced at EVC with an assumption of zero ve locities inside the 
computational domain as the initial flow condition . The simulation was then carried out 
with the time step generally equivalent to an average of 0.25 degrees of crank angle . The 
calculation process required an extremely small time step to guarantee stability and 
accuracy of the overall calcu lation process , particularly at the timings of valve opening and 
closing . 
8.5.3: Initial Conditions 
The Initial conditions used for th is study are the same as those used for the preliminary 
study in section 8.3, with the only exception being the RPM used . The RPM used for this 
study was 2000. The initial temperature and bulk pressure of the fluids in the cylinder 
along with the valve timing data are outlined in Tables 8.3 and 8.4 respectively . 
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8.5.4: Model Validation 
The advantage of having a rea l geometry is that direct comparisons can be made between 
experimental and simulation studies . Unlike the results presented in the preliminary study 
(section 8.3) , only the trends could be discussed for this study as the two geometric 
properties used were the same , discussions are not only based on trends observed but a 
factual account. The averaged in-cylinder pressure trace for both the experimental and 
computational studies can be see in Figures 8.36 and 8.37 respectively . Figure 8.36 , 
shows the experimental in-cylinder trace against crank angle . The pressure trace for the 
different IEGR's to peak at TDC, is reflected in the computational plot also (Figure 8.37) . 
From both plots as the IEGR is increased, the peak in-cylinder pressure during re-
compression increases . This is an interesting observation , as the initial pressure 
conditons for the lower IEGR's were higher than higher IEGR 's. The reason for this 
observation is due to the tim ing of EVC , as the EVC for the higher IEGR's closed earlier, 
therefore there is a lot of time before TDC to ramp up the pressure. From both traces , the 
exhuast com pression is larger than the exhaust expansion , due to the time required to 
compress the mixture. Both traces agree well in this region , with the only exception being 
the slight difference in peak pressures . The computaional trace slight predicts peak 
pressure than the experimental trace . There could be a number of factors for this , however 
the most reasonable explanation for this is due to that fact that the experimental trace was 
taken as an average of 300 consecutive cycles , whilst the com putat iona l study started at 
EVC . 
The trace for both studies after the exhaust expansion reflect each other, through to IVC , 
where the experimental trace experiences interference, this interference was also visible 
at EVC. Due to the location of the interferences and both occurring at va lve closing , th is 
would indicate that the interferences where caused by the pressure osci llation from the 
sudden closure of the valve . Overall the two in-cylinder traces showed a good deg ree of 
correlation. This highlights the findings from the studies conducted using the optica l 
engine (section 8.4) , it shows that both the optical and thermal engines are in good 
agreement with the generated mesh/grid used for the computational study 
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8.5.5: Temperature Assessment 
Th e HCCI process is realised by varying the amount of IEGR contained within the 
cy linder. Th is was achieved by advancing the EVC timing and retard ing the IVO timing. 
This advancing and retarding of the exhaust va lve and inlet valve controls the mixture 
retained in the cy linder and also the amount of fresh charge entering th e cy linder, which in 
turn affects th e mixing and the combu stion process . One such noticeable effect is the 
temperature distribution as the IEGR increases. Figure 8.38, shows the init ial in-cy linder 
temperature and averaged in-cyl inder temperature at varying crank angle . The Figure 
shows that as the IEGR is increased the initial in-cylinder temperature decreases, 
however, looking at the three different crank angles presented , however, when th e in-
cy linder temperature at different crank angles are examied, a different story appears . 
When the IEGR increases, instead of reducing the engine temperature, the in-cylinder 
temperature is actu ally increased. The engine runs hotter than lower IEGR conditions . 
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This effect was observed in the prelim inary studies , which concluded that the observation 
was due to the dilution effect caused by the burnt gas which con tribute almost no energy 
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towards the heat release of the combustion event on the previous cycle, but rather absorb 
a large amount of heat due to its high heat capaci ty, hence the reduct ion in initial 
temperature . This finding is illustrated by Figures 8.39 and 8.40 , which are slices across 
the cylinder. 
Figure 8.39 shows the temperature profile for the plane under the inlet and exhaust valves 
for three different crank angles , whilst Figure 8.40 shows the temperature profile for the 
plane on top of the piston for three different crank angles . The results clearly shows that 
the temperature of the engine charge, which is the fresh air/fuel and the trapped IEGR 
mixture at the beginning and during the compression process, increases as the amount of 
the IEGR increases despite the fact that the ini tia l in-cylinder temperature decreases. 
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Figures 8.39 and 8.40, indicate that as the piston approaches TDC the temperature 
conta ined within the cyli nder increases , this is furthe r increased by using a high IEGR , 
making auto- ign ition very likely. These Figures also indicate that auto-ignition can occur 
10· before TDC. The rationale for this statement is because auto-ignition in a HCCI engine 
has been found to occur when the temperature reaches a value of 1000-11 OOK [27] . To 
illustrate this finding the data for the different cran k angles have been analysed . The total 
ce ll co unt in the cy linder exc luding the computational cel ls contained within the intake and 
exhaust ports have been eliminated from the analysis . The reason for the exclusion is 
because the cells from the intake and exhaust ports do not contribute to the in-cylinder 
mixing . Because auto-ignition occurs when the temperature reaches a value of 1000-
1100K the analysis presented is for all ce lls above 11 OOK. 
Figure 8.41 shows the volume fraction over 1100K against vary ing IEGR with the three 
zones identified in preliminary studies outlined on it. The first zone (zone I) has IEGR 
vary ing from 36% to 41 %, the second zone (zone 11 ) has IEGR varying from 41 % to 46%, 
and the third and final zone (zone Ill ) is when the IEGR is above 46%. It ca n be seen from 
the Figure that at 36% IEGR, none of the cells contained in the vo lume have temperatures 
over 11 OOK, which would indicate that the probability for auto-ignition occurrence in this 
zone will be very low, thus requ iring some form of spark to initiate auto-ignition of the 
mixture . 
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Once the IEGR is increased to 41% the total volume contai ning temperature above 1100K 
is increased, this is more apparent on the data analysed at 720CA. In this zone the 
probability for auto-ignition occurrence has improved from the first zone , however in this 
zone some form of spark assistance will be required to initiate auto-ignition of the mixture 
as the occurrence of pure auto-ignition will not be guaranteed . The third zone with IEGR 
above 46%, the vo lume fraction for the three crank angles investigated have all the cells 
above 11 OOK , auto-ignition in this range can be considered pure with no spark assistance 
required . This would indicate that HCCI can only occur when the thermal energy of the 
engine charge , which is a mixture of air/fuel and IEGR, reaches a certain level. 
8.5.6: Assessment of Mixture Homogeneity 
The mixing index has been used below to analyse the data obtained from the simulation . 
The mixing index provides means to characterise the mixture homogeneity , for a definiton 
of the mixing index refer to section 8.2. H20 and CO 2 are the main typical chemical 
species contained mainly in the IEGR. Their distribution inside the cylinder is therefore a 
good indication of the mixing between fresh charge and the IEGR. The mixing index's for 
both H20 and CO2 were calculated and plotted in Figu re 8.42 and 8.43 , respectively . All 7 
calculated grades of the H20 and CO 2 mixing index at varying IEGR are shown in the 
Figure (see Table 8.5, for a defintion of the different grades). It can be seen that the 
mixing indexes for H20 and CO 2 have a very similar variation in trend against varying 
amount of IEGR. The data has been normalised against the total cell count at TDC, from 
the number of cells with positive cells in relation to the averaged quantity. 
The distribution of both H20 and CO 2 species further indicate the distribution of the IEGR 
inside the cylinder, the calculated mixing grades varying differently as the amount of IEGR 
changes . As the IEGR increases , grades 1 and 2 increases. Grades 1 and 2 represent 0 
to 4% of H20 and CO 2 density above the average level. In other words , as the IEGR 
increases , the number of the cells which have a H20 or CO 2 density close to average 
value increases . The system tends to be more homogeneous. This can also be said fo r 
grades 3 and 4, which represent 4 to 8% of H20 and CO2 , as they also increase a little as 
IEGR increases , however, unlike the first two grades, grades 3 and 4 are almost 
horizontal. These two plots would indicate that the mixture is homogeneous, as the 
majority of the cells co ntained in the cylinder are within the average quantity . 
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On the other hand assessment of the fuel mixing index shows a different result (see 
Figure 8.44), It shows that as the IEGR increases the fuel is not mixed very well , therefore 
not displaying the same homogene ity as the index for H20 and CO 2 . This observation is 
understood , as unlike the H20 and CO 2 , the fuel has a different density to H20 and CO 2 
along with different velocity , therefore the mi xing process is not as good as the H20 and 
CO2 index. The results demonstrated that as the IEGR increases, the homogeneity of 
distribution of fuel inside the cy linder improves a little , however this does not improve by 
the time the piston gets to TDC, indicating that in-homogeneity exists within the cyli nder 
by the time com bustion commences 
30 
~ 25 L 
-)( 
Cl> 
"0 20 
c: 
Cl 
c: 
:g 15 
::E 
o 
• 
.. , 
, 
, 
, 
, 
, 
, 
, 
, 
, 
, 
, 
, 
40 
"- -----
45 50 
IEGR 1 [%] 
- +- . n1 (0-2%) 
• n2 (2-4%) 
-+- n3 (4-6%) 
n4 (6-8%) 
-e- n5 (8-1 0%) 
--n6 (10-12%) 
- :1(- n7 (12-14%) 
55 
Figure 8.44: Fuel (CBH'B) Mixing Index Against IEGR 
8_5_7: Summary of Converted Lotus Single Cylinder Research Engine 
60 
Th is study investigated the conditions towards the end of the compression stroke to analyse the 
mixture homogeneity level whilst also assessing the predictability of the mixing index. The main 
findings from the study are as follows: 
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.:. Comparisons between the in-cylinder experimental pressure trace against the 
computational in-cylinder pressure trace showed a good degree of correlation. This further 
enhanced the results obtained from the optical engine (section 8.4), thus indicating that 
the mesh generated, can be used with confidence in its predictability . 
• :. It was found that the more IEGR being introduced into the engine fresh charge, the lower 
the in-cylinder temperature. This was found to be a factor of the dilution effect caused by 
the burnt gas which contribute almost no energy towards the heat release of the 
combustion event but rather absorb a large amount of heat due to its high heat capacity . 
• :. When the IEGR increases, instead of reducing the engine temperature, the in-cylinder 
temperature is actually increased. The engine runs hotter than lower IEGR conditions thus 
increasing the probability of auto-ignition . 
• :. Analysis of the total temperature volume fractions showed that HCCI auto-igntion 
will not be initiated under 36% IEGR. Between 36%-41% IEGR the occurrence of 
auto-ignition is very low, thus requiring some form of spark to initiate auto-ignition 
of the mixture. Between 41%-46% IEGR, the occurrence of auto-ignition improves, 
however this zone is sporadic and some form of spark assistance will be required 
to initiate auto-ignition of the mixture. When the IEGR moves above 46%, auto-
ignition in this range can be considered pure with no spark assistance required . 
• :. Auto-ignition was found to occur in HCCI engines when the thermal energy of the engine 
charge, which is a mixture of air/fuel and IEGR, reaches a certain level. 
.:. H20 and CO2 are the main typical chemical species contained mainly in the IEGR. Their 
distribution inside the cylinder is therefore a good indication on the mixing between fresh 
charge and the IEGR. The mixing index calculations showed that as the IEGR increases, 
the number of cells which have a H20 or CO2 density close to average value increases. 
The system tends to be more homogeneous . 
• :. Assessment of the fuel, indicated that the fuel distribution within the cylinder is in-
homogeneous, due to the density and velocities. 
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9.1: Summary 
The goal of this thesis has been to contribute towards a greater understanding of the 
charge mixture preparation on the set of conditions leading to auto-ignition in a HCCI engine. The 
emphasis has been placed on analysing the charge mixture composition, temperature and 
pressure conditions leading to auto-ignition, depending on mixture properties and engine speed. 
This has been achieved by initially analysing current published data/material. This initial 
investigation led to a full scale 3D CFD simulation study. 
The goal of this thesis has been achieved by experimental and simulation studies. The 
experimental data obtained both from the optical and the combustion engines (test case 1 and 2), 
provided data for correlation and validation of the numerical studies. The work presented in this 
thesis can be considered to consist of three main areas, preliminary numerical studies on HCCI, 
creation and validation of the computational grid and finally the application of the generated grid 
into HCCI studies. 
The initial numerical study assessed the conditions at the end of the compression stroke using 
the CFD package KIVA-4 on a valve pentroof engine. The rationale for this study was 
motivated by the general consensus that a homogenous mixture exists at the end of the 
compression stroke. With the local chemical and thermal conditions of the charge mixture, 
towards the end of the compression stroke having significant influences on the auto-
ignition performance, using a basic geometry/mesh the study examined the effects of 
mixture quality for different IEGR and engine speeds. The study also determined whether 
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the planned research area for this thesis would prove successful before full computational 
resources were invested. The main findings include: 
.:. A methodology based on defining a mixing index among the fresh air, fuel, and the 
trapped IEGR was developed. This methodology represented the number of cells 
having a higher temperature than the average mean temperature level. The 
application of this methodology showed that as the IEGR increases, the number of 
the cells with the highest temperature increases, improving the occurrence of auto-
ignition . 
• :. The calculated results showed that three distinctive zones were identified to predict 
the likelihood of auto-ignition. The first zone (zone I) has IEGR varying from 36% to 
41%, the second zone (zone 11) has IEGR varying from 41% to 46%, and the third 
and final zone (zone Ill) was when the IEGR moved above 46%. The results 
indicated that under 41% IEGR auto-ignition will not occur and assistance will be 
required to initiate the mixture. Between 41% to 46% IEGR auto-ignition was a 
possibility, however this could be rather sporadic and some form of assistance will 
be required to initiate ignition. Above 46% IEGR pure auto-ignition would be 
obtained with no requirement. for assistance to initiate the mixture . 
• :. Examination of the mixture at the start of the simulations showed that as the IEGR 
level is increased the initial temperature of the mixture contained within the cylinder 
decreases giving a linear relationship with negative gradient. This effect was due to 
the dilution of the burnt gas with the fresh charge. However, when the temperature 
within the cylinder was examined at the end of the compression stroke (TDC), it 
increased as the IEGR level increased, giving again a linear relationship but this 
time with a positive gradient. 
.:. By increasing the IEGR level, the homogeneity of the mixture increases, as the 
total volume fraction contained within the cylinder with high temperature increases. 
However it should be noted that as the IEGR increases, certain parts of the charge 
reach a higher temperature which will auto-ignite with the level of mixture 
homogeneity within the cylinder not totally perfect at the point of auto-ignition . 
• :. Assessment of the temperature volume fraction indicated that HCel engine 
operation is limited to mid-range engine speed. Although the results showed that 
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the HCCI engine can operate over a wide range of speeds, the mid-range showed a 
higher temperature value than the lower and top end. 
This paved the way for a series of 3-D simulation studies to be conducted. This range of 
studies served to validate the generated model, assess the ability of the model to capture the 
significant features of the HCCI process, effects on the pressure inlet boundary conditions, effects 
of grid resolution and the effects of the turbulence field on predicting the HCCI process. The 
results from the studies were validated against the optical research engine (test case 2) data, and 
the following findings were identified: 
.:. The creation of the geometry and mesh has yielded a sophisticated tool that can be 
used to investigate the mixing process in a HCCI engine. The results obtained 
showed a high degree of correlation between the experimental and computational 
studies. The fine details/parameters of the real engine have been maintained 
during the geometry and mesh creation, which can accurately predict the in-
cylinder process . 
• :. Assessment of the inlet boundary conditions' sensitivity to the intake valve opening 
indicated that any fluctuations in pressure for the boundary settings can be 
eliminated by increasing the intake port length by a third of its original length . 
• :. Analysis of the grid resolution showed that a coarse mesh can be used to predict 
the HCCI combustion process with a high level of accuracy. This is due to the 
mixture within the combustion chamber region, as this mixture accounts for the 
majority of the heat release. In this region, the mixture, temperature history and the 
combustion characteristics at various locations are essentially uniform due to the 
premixed feature of the HCCI engine. Hence, it does not make a noticeable 
difference for the numerics in this region whether high or low numbers of 
computational cells are used . 
• :. The RSM (turbulence model) was found to be unstable when modelling the HCCI 
process; problems were encountered around the point of the inlet valve opening for 
the calculation of the temperature and pressure, therefore proving too unstable . 
• :. Predictions of the tumble ratio showed that the standard k-& turbulence model 
could not predict the HCCI engine process very well. Assessment of the TKE 
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showed that the realizable k - & turbulence model was a good choice to account for 
the turbulence fluctuations within the cylinder. With the standard k-& turbulence 
model providing satisfactory results. However the SST k-OJ turbulence model was 
found to under predict to the extent of not predicting at all. 
The final study to be conducted utilised the generated mesh/grid to assess the results 
presented in the preliminary studies and the predictability mixing index, by investigating 
the mixture conditions towards the end of the compression stoke. The main findings from 
the study are: 
.:. Comparisons between the in-cylinder experimental pressure trace against the 
computational in-cylinder pressure trace showed a good degree of correlation, this 
indicated that the mesh generated can be used with confidence in its predictability . 
• :. It was found that the more IEGR being introduced into the engine fresh charge, the lower 
the in-cylinder temperature. This was found to be a factor of the dilution effect caused by 
the burnt gas which contributed almost no energy towards the heat release of the 
combustion event but rather absorb a large amount of heat due to its high heat capacity . 
• :. When the IEGR increases, instead of reducing the engine temperature, the in-cylinder 
temperature is actually increased. The engine runs hotter than lower IEGR conditions thus 
increasing the probability of auto-ignition . 
• :. Analysis of the total temperature volume fractions showed that HCCI auto-ignition 
will not be initiated under 36% IEGR. Between 36%-41 % IEGR the occurrence of 
auto-ignition is very low, thus requiring some form of spark to initiate auto-ignition 
of the mixture. Between 41%-46% IEGR, the occurrence of auto-ignition improves, 
however this zone is sporadic and some form of spark assistances will be required 
to initiate auto-ignition of the mixture. When the IEGR moves above 46%, auto-
ignition in this range can be considered pure with no spark assistance required . 
• :. Auto-ignition was found to occur in HCCI engines when the thermal energy of the engine 
charge, which is a mixture of air/fuel and IEGR, reaches a certain level. 
.:. H20 and CO2 are the main typical chemical species contained mainly in the IEGR. Their 
distribution inside the cylinder is therefore a good indication on the mixing between fresh 
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charge and the IEGR. The mixing index calculations showed that as the IEGR increases, 
the number of the cells which have a H20 or CO2 density close to average value 
increases. The system tends to be more homogeneous . 
• :. Assessment of the fuel indicated that the fuel distribution within the cylinder is in-
homogeneous, due to the density and velocities. 
In Summary, the future of the HCCI technology is promising, once the limiting issue of 
controlling the initiation of combustion is addressed. The motivation for this thesis was to 
contribute towards the understanding of the conditions leading to auto-ignition, in order to 
make this promising technology a stand alone production engine. The contribution of this 
thesis has been achieved by firstly providing a critical review of current published studies, 
identifying a meshing technique that can be used to accurately mesh a geometry, 
assessing the ability of the mesh to capture the significant features of the HCCI process, 
examining the mixture conditions towards the end of the compression stroke and finally 
developing a methodology based on defining a mixing index among the fresh air, fuel, and 
the trapped IEGR, which can be used to characterise the mixture homogeneity. The thesis 
has also highlighted the importance of collaboration between experimental and 
computational studies. With the cost of computational hardware continuously decreasing, 
the lengthy computational time will reduce, thus paving the way for detailed studies to be 
conducted. 
9.2: Recommendation for Future Work 
The findings from this thesis has provided vital fundamental knowledge into the conditions 
leading to auto-ignition in a HCCI engine, however it is impossible due to time restrictions 
to research all topics that arises. The recommendation for future work has been split into 
four sections, experimental, mixing, numerical investigations and combustion modelling. 
9.2.1: Experimental 
The importance of collaboration between experimental and computational investigation 
has been highlighted in this thesis. However more work is required from the experimental 
side, to provide information for the computational base case set up. Detailed 
measurements are required from the optical engine, to provide a computational study with 
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more information with regards to the data for the three velocity components. Also detailed 
analyses are required into the nature of wall functions from the optical engine (LOA 
setup). The reason for this is because the local velocity predictions from the computational 
study did not match those of the experimental study. Combustion data is also required 
from the thermal engine, means must be provided to obtain resolved temperature history 
at various speeds, this will allow the computational case to be set up as close to the 
experimental case as possible. Finally data on the effects of initial conditions is of the 
paramount. 
9.2.2: Mixing 
Mixing of the fresh charge and the IEGR within the cylinder towards the end of the 
compression holds the key to auto-ignition in a HCCI engine; therefore attention must be 
given to provide more fundamental knowledge of this process. The investigations and 
studies outlined below for mixing, must all be conducted to assess how equivalence ratio, 
initial temperature, initial pressure, compression ratio changes, varied engine speeds and 
initial chemical species concentration affects mixing and the set of auto-ignition 
conditions: The following are recommendations for future investigations or studies: 
1. Geometric Effect = It is considered that the intake port and combustion chamber 
geometry plays a large role on the occurrence of auto-ignition. Possible geometric 
changes are; 
• Pentroof Angle; Inclination of the pentroof could affect the tumble, thus 
changing the mixing. 
• Intake Port Horizontal Angle; Modifying the intake port angle will directly 
affect the direction of the flow, hence the tumble ratio. 
• Intake Port Lateral Angle; Varying the intake port's lateral angle, will vary the 
swirl inside the combustion chamber. 
• Different Piston Shapes; This study would consider whether a square or 
bowel piston could be used in place of the flat piston, this will affect how the 
flow is generated in the cylinder, hence the mixing. 
2. Fuel Injection Methods = Either port fuel injection or in-cylinder injection (either 
early injection or late injection), would be investigated to assess the mixture 
formation and the level of mixture homogeneity. 
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3. Multi-Layer HCCI Model = This can be achieved by dividing the cylinder into 
regions. The pressure trace in the different regions will be the same, with other 
parameters (species and temperature) different. The objective of this study would 
provide insights into; movement of the flow, how the flow behaves from initial 
conditions (in terms of the mixing), how the trapped/local mixtures interact with the 
main flow and see if it is possible to recover a homogenous mixture from an 
unstable initial condition. 
9.2.3: Numerical Investigations 
The CFD packages used in this thesis were utilised as a tool to investigate the mixing 
process involved in the HCCI engine. Numerical studies were conducted to optimise the 
model and case set. These studies were then validated against the experimental results to 
assess the level of correlation. Due to the fact that the CFD packages acted as a tool, 
investing a huge amount of time into the numerical and physics of the codes was beyond 
the scope of this thesis, however there are two areas which can benefit from 
improvements. 
The first improvement is the mesh topology. Although the computational results obtained 
in this thesis predicted well against experimental results, time must be invested into the 
areas of high velocity (e.g. around the valves and the combustion chamber), this will help 
with predictions and analysing the results leading to auto-ignition, as the conditions could 
be sensitive to small changes. Also the cell expansion ratio for the walls from the middle 
of the cylinder must be investigated, to ascertain whether the current resolution is 
adequate. Improvements to the mesh will eliminate the need for small time steps to 
guarantee stability and accuracy of the overall calculation process, particularly at the 
timings of valve opening and closing. 
The second improvement is the near-wall treatment or models. The predictions of the local 
velocities between the experimental and computational study differed, this was largely due 
to the LDA set up, however time must be invested to assess if a user defined code must 
be incorporated into the CFD packages. 
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9.2.4: Combustion Modelling 
Combustion modelling is the next logical step for future studies after assessment of the 
mixture conditions. This involves the use of chemical kinetics linked into the Fluent CFD 
code. The research presented in this thesis assessed the conditions leading to auto-
ignition, although a reduced chemical kinetics mechanism was used, the reactions were 
not activated, as mixing was the sole interest. The first study that needs to be conducted 
is either the assessment/review of current published reduced chemical kinetic 
mechanisms or the development of a reduced mechanism. Reduced mechanisms are the 
only way forward, as a detailed mechanism linked to a CFD package will be 
computationally expensive and would require significant resources, even in this modern 
day. 
This would pave the way for accurate investigations into the timing at which combustion of 
the fuel occurs. The best way to achieve this would be to use the reaction mechanism to 
monitor the mass fractions and decide, for example that once 0.5 or 1 % of the fuel mass 
fraction has burnt then ignition has occurred, and the simulation would terminate. 
Therefore, if the interest of study was to predict the conditions leading to auto-ignition for 
either the different IEGR's levels or engine speeds, the assessment can be given. 
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Appendix A: Chemical Kinetics Mechanism 
I Reaclion set for HCCI combustion of n-heptane and iso-oclane mixturesi------------------
! Developed by Tanaka and Keck, June 2002:-------------------'--------
!1!!!!!!!!!!!!!!!!I!!!!I!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!t!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!I!!!!!!!!!!!!I!!!!!!!!!!II!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!1!!I!lI!!!!!!!!!!!!!!!!!!!!!!!!! 
I C8H18&C7H16: 
I C8H17&C7H15: 
I C8H16&C7H14: 
I C8H1700&C7H1500: 
I C8H1600H&C7H1400H: 
100C8H1600H&00C7H1400H: 
! OC8H1500H&OC7H1300H: 
IOC8H150&OC7H130: 
! OC8H140&OC7H120: 
! OC8H120&OC7Hl00: 
iso-octane and n-heptane 
alkyl radical 
Olefin 
ROO radical 
ROOH radical 
OOROOH radical 
OROOH 
ORO radical 
alkane-clione 
alkene-dione 
tIt!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!Il!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!lIlt!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!11!!1!!!!!!!!!!1 
ELEMENTS 
HONARC 
END 
SPECIES 
H2 H 02 0 OH H02 H202 H20 N2 CO C02 AR 
C7H16 C7H15 C7H14 C7H1500 C7H1400H 00C7H1400H OC7H1300H OC7H130 OC7H120 OC7Hl00 
C8H18 C8H17 C8H16 C8H1700 C8H1600H 00C8H1600H OC8H1500H OC8H150 OC8H140 OC8H120 
END 
I Units are cm3, mole, cal; k = A l'"'n exp(-ElRT) 
REACTIONS 
HEPTANE REACTIONS 
C7H16+02=>C7H15+H02 1.000E+16 0.00 46000 
C7H15+H02=>C7H16+02 1.000E+12 0.00 0.0 
C7H15+02=>C7H1500 1.000E+12 0.00 0.0 
C7H1500=>C7H15+02 2.512E+13 0.00 27400 
C7H1500=>C7H1400H 1.514E+11 0.00 19000 
C7H1400H=>C7H1500 1.000E+11 0.00 11000 
C7H1400H+02=>00C7H 1400H 3.162E+11 0.00 0.0 
00C7H1400H=>C7H1400H+02 2.512E+13 0.00 7400 
00C7H 1400H=>OC7H 1300H+OH 8.913E+l0 0.00 17000 
C7H16+0H=>C7H15+H20 1.000E+13 0.00 3000 
OC7H1300H=>OC7H130+0H 3.981E+15 0.00 43000 
C7H15+02=>C7H14+H02 3.162E+l1 0.00 6000 
C7H14+H02=>C7H15+02 3.162E+11 0.00 19500 
OC7H130+02=>OC7H120+H02 3.162E+ll 0.00 6000 
OC7H120+H02=>OC7H130+02 3.162E+11 0.00 19500 
H02+0C7H120+02=>H202+0C7Hl00+H02 3.162E+13 0.00 10000 
H02+0C7H1 00+502=> 7CO+5H20+H02 3.162E+13 0.00 10000 
C7H14+H02+ 702=> 7CO+ 7H20+H02 3.162E+13 0.00 10000 
FORD IC7H14 1.01 
FORD IH02 1.01 
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FORD 102 0.01 
I 
OCTANE REACTIONS 
CSH1S+02=>CSH17+H02 1.000E+16 0.00 46000 
CSHI7+H02=>CSH1S+02 1.000E+12 0.00 0.0 
CSHI7+02=>CSHI700 1.000E+12 0.00 00.0 
CSH1700=>CSHI7+02 2.512E+13 0.00 27400 
CSH 1700=>CSHI600H 1.135E+11 0.00 22400 
CSHI600H=>CSH1700 1.000E+11 0.00 11000 
CSHI600H+02=>00CSH1600H 3.162E+11 0.00 00.0 
00CSHI600H=>CSH1600H+02 2.512E+13 0.00 27400 
00CSHI600H=>OCSH1500H+OH S.913E+l0 0.00 17000 
CSH1S+0H=>CSH17+H20 1.000E+13 0.00 3000 
OCSH1500H=>OCSH150+0H 3.981E+15 0.00 43000 
CSH17+02=>CSHI6+H02 3.162E+11 0.00 6000 
CSH16+H02=>CSH17+02 3.162E+11 0.00 19500 
OCSH150+02=>OC6H140+H02 3.162E+11 0.00 6000 
OCSH140+H02=>OCSH150+02 3.162E+l1 0.00 19500 
H02+0CSH140+02=>H202+0C8H120+H02 1.585E+13 0.00 10000 
H02+0CSH120+602=>SCO+SH20+H02 1.585E+13 0.00 10000 
CSH1S+H02+S02=>SCO+SH20+H02 1.995E+13 0.00 10000 
FORD ICSH16 1.01 
FORD IH02 1.01 
FORD 102 0.01 
I 
Interaction of heptane and iSlHlctane 
CSH1S+C7HI5<=>C7H1S+CSH17 5.012E12 0.00 0000 
I 
H2 & 02 Reaction from LLNL 
OH+H2=H+H20 2.14E+OS 1.52 3449.0 !Marinov 1995a 
0+OH=02+H 2.02E+14 -0.4 0.0 !Marinov 1995a 
0+H2=OH+H 5.0SE+04 2.67 6290.0 !Marinov 1995a 
H+02(+M)=H02(+M) 4.52E+13 0.0 0.0 !Marinov 1995a 4.52 
DUP 
LOW 11.05E+19 -1.257 0.0 I !Marinov 1995a 
H20/0.01 H2/0.01 
H20/0.01 H2IO.OI N2IO.OI 
H+02(+N2)=H02(+N2) 4.52E+13 0.0 0.0 !Marinov 1995a 4.52 
DUP 
LOW 12.03E+20 -1.59 0.0 I !Marinov 1995a 
H+02(+H2)=H02(+H2) 4.52E+13 0.0 0.0 !Marinov 1995a 4.52 
DUP 
LOW 11.52E+19 -1.133 0.0 I !Marinov 1995a 
H+02(+H20)=H02(+H20) 4.52E+13 0.0 0.0 !Marinov 1995a 4.52 
DUP 
LOW 12.10E+23 -2.437 0.0 I !Marinov 1995a 
OH+H02=H20+02 2.13E+2S -4.S27 3500.0 !Hippler 1995 
DUPLICATE 
OH+H02=H20+02 9.10E+14 0.0 10964.0 !Hippler 1995 
DUPLICATE 
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H+H02=OH+OH 1.50E+14 0.0 1000.0 !Marinov 1995a 1.50 
H+H02=H2+02 8.45E+ll 0.65 1241.0 !Marinov 1995a 
H+H02=O+H20 3.01E+13 0.0 1721.0 lMarinoy 1995a 
O+H02=02+0H 3.25E+13 0.0 0.0 !MarinoY 1995a 
OH+OH=O+H20 3.57E+04 2.4 -2112.0 !Marinov 1995a 
H+H+M=H2+M 1.00E+18 -1.0 0.0 IMarinov 1995a 
H20/0.01 H2IQ.OI 
H+H+H2=H2+H2 9.20E+16 -0.6 0.0 IMarlnov 1995a 
H+H+H20=H2+H20 6.00E+19 -1.25 0.0 !Marlnov 1995a 
H+OH+M=H20+M 2.21E+22 -2.0 0.0 IMarinov 1995a 
H20/6.41 
H+O+M=OH+M 4.71E+18 -1.0 0.0 !Marinov 1995a 
H20/S.41 
O+O+M=02+M 1.89E+13 0.0 -1788.0 !MarinoY 1995a 
H02+H02=>H202+02 1.995E+l0 0.0 5000.0 11.995E120 
H202+M=>OH+OH+M 1.000E+16 0.0 48000.0 11.259E1746000 
H202+H=H02+H2 1.98E+OS 2.0 2435.0 !MarinoY 1995a 
H202+H=OH+H20 3.07E+13 0.0 4217.0 IMarinov 1995a 
H202+0=OH+H02 9.55E+06 2.0 3970.0 !MarinoY 1995a 
H202+0H=H20+H02 2.40E+00 4.042 -2162.0 IMarinov 1995a I 
I 
I----CO Oxidation-----------------------------------------------
O+CO(+M)<=>C02(+M) 1.800E+l0 .000 2385.00 !GRI Mech 3 
LOW/6.020E+14 .000 3000.001 
H212.001 02/6.001 H20/6.001 CO/l.501 C02l3.501 ARI .501 
02+CO<=>O+C02 
CO+OH<=>C02+H 
H02+CO<=>OH+C02 
END 
2.500E+12 
4.760E+07 
4.760E+13 
0.000 47800.00 
1.228 70.00 
0.000 23600.00 
!GRI Mach 
IGRI Mech 3 
!GRI Mech 1.5E14 
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