Abstract. Upper bounds are given for the distance between the range, matrix range and partition range of a vector measure to the respective convex hulls of these ranges. The bounds are speci ed in terms of the maximum atom size, and generalize convexity results of Lyapounov (1940) and Dvoretzky, Wald and Wolfowitz (1951) . Applications are given to the bisection problem, the "problem of the Nile", and fair division problems.
Introduction
Lyapounov's celebrated convexity theorem of 1940 (e.g. 3, 10, 14, 15] ) asserts that the range of a nite-dimensional, atomless vector measure is convex and compact. A generalization of Lyapounov's theorem due to Dvoretzky, Wald and Wolfowitz 6] says that the same is true for the matrix-k-range and the partition range (see De nition 2.2 below).
If the vector measure has atoms, then convexity of all three ranges may fail in general, although atomlessness is not a necessary condition. Gouweleeuw 9] has given necessary and su cient conditions for the range (or matrix-k-range) to be convex, as well as non-trivial su cient conditions for the partition range to be convex.
A di erent approach was adopted by Elton and Hill 7] , who proved a bound on how far from convex the range may be, as a function of the maximum atom size. The aim of this paper is to present such non-convexity inequalities for the three types of ranges mentioned above. Some of these are sharp, whereas in other cases the best possible bounds are not known to the author. The rst result is a slightly improved, but sharp, version of Elton and Hill's inequality. The proof presented here is very similar to that of Elton and Hill, with only a few minor adaptations. The original inequality is also included for the sake of comparison.
Next in line are two non-convexity inequalities for the matrix-k-range. These are proved using the improved inequality for the range, and a device of chaining vector atom of~ , then (i) E is a scalar atom of at least one i ;
(ii) for each i 2 f1; : : :; ng, either E is an atom of i , or i (E) = 0. Conversely, it follows from Lemma 2.4 (iii) in 9] that if E is a scalar atom of i for some i, then E contains a vector atom F of~ with~ (F ) =~ (E).
As a consequence, a vector measure is purely atomic if and only if all its component measures are.
A (measurable) k-partition is an ordered collection (A 1 ; : : : ; A k ) of subsets of such that A i 2 F (i = 1; : : : ; k); A i \ A j = ; for all i 6 = j, and S k i=1 A i = . Let k denote the collection of all k-partitions of .
In the following de nition, M n;k (R) denotes the vector space of all n k matrices with real entries. The main goal of this paper is to generalize the above convexity results to measures with atoms, as was rst done by Elton and Hill (1987 Since 2m = 2 k+1 > n, it follows by rescaling that the best possible upper bound in Theorem 2.7 (i) is at least n=8 for general n, and at least n=4 if n is a power of 2.
The next example shows that the statement of Theorem 2. 
The next theorem gives a sharp non-convexity bound for the partition range.
Its proof can be found in 1]. Theorem 2.12. If~ 2 P n;1 ( ), then D 1 (PR(~ )) n ? 1 n ;
and this bound is attained. k~ (E j Lemma 3.3 says that it is in fact su cient to prove Theorem 2.7 for purely atomic measures with a nite number of atoms. Since the range of such a vector measure is a nite set, this reduction turns the problem into one of nite geometry.
For the remainder of this section, V is a nite set of (not necessarily distinct) points in R n + = f(r 1 ; :::; r n ) : r i 2 R; r i 0 for all i ng, and jV j denotes the cardinality of V . ( i (A j \ S)) n;k i=1;j=1 , etc. Taking square roots on both sides of (4.4) completes the proof of (ii). 
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] to obtain a non-convexity bound for the partition range from Theorem 2.7 (i).
However, the inequality presented in Theorem 2.12 is much stronger than Hill and Tong's result. It is therefore the author's belief that sharper inequalities than those presented in Theorem 2.11 can be found.
Applications
Lyapounov's theorem has been applied in a number of areas including optimal stopping theory, control theory and statistical decision theory. In principle, any application of Propositions 2.3, 2.4 or 2.5 can be generalized to measures with atoms using the corresponding generalization from Section 2. The aim of this section is to illustrate this by a few examples, including the bisection problem, the "problem of the Nile" and the problem of fair division. 6. Open Problems Problem 1. Find a non-convexity inequality analogous to Theorem 2.7 (ii) for p = 1; in other words, nd the best possible (or at least a good) constant K(n; ) such that if~ 2 P n;1 ( ), then D 1 (R(~ )) K(n; ). An example of the signi cance of such a sharp bound is that it would yield the best possible upper bound in Theorem 5.1. Note that by Example 2.9, the order of magnitude of K(n; ) must be at least p n. Acknowledgements. The author is grateful to Professors Ted Hill and Christian Houdr e for the invitation to present part of this paper in the Special Session on Stochastic Inequalities at the AMS conference in Atlanta, October 1997; and to an anonymous referee for pointing out an error in the original manuscript.
