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АКТУАЛЬНОСТЬ Важнейшей частью социально-экономической политики государства является оптимизация сис-
темы здравоохранения, ошибки и сбои в работе которой приводят к потере общественного здо-
ровья и экономическому ущербу. На этом фоне прогнозирование работы лечебных учреждений 
является основой для успешного развития здравоохранения, учитывая однако, что в настоящее 
время система здравоохранения, показатели и нормативы медико-социального обеспечения все 
еще нестабильны, а также не отработана четкая стратегия развития на ближайшие и отдаленные 
сроки.
ЦЕЛЬ ИССЛЕДОВАНИЯ Определение оптимального метода прогнозирования работы медицинского учреждения, осно-
ванного на выделении главных тенденций временнóго ряда при построении модели зависимости 
параметров или определении поведения данных как стохастического ряда (т.е. моделирование 
случайных процессов и случайных событий с некоторой случайной ошибкой).
МАТЕРИАЛ И МЕТОДЫ Для прогнозирования основных статистических показателей работы НИИ СП им. Н.В. Склифо-
совского на основании ретроспективного анализа использовались данные, представленные в 
городское бюро медицинской статистики и внесенные в официальные формы отчетности (форма 
№ 30. Утв. пост. Госкомстата РФ от 10.09.02 № 175): количество госпитализированных больных и 
показатели летальности по стационарным и реанимационным отделениям.
Для выбора оптимальной методики экспериментальной модели прогноза были использованы 
статистические данные по больнице за период с 1991 по 2016 г. Показатели 2017 года были 
приняты за контрольные значения.
РЕЗУЛЬТАТЫ В результате сравнения нескольких методов (метод сглаживания по скользящей средней, метод 
наименьших квадратов, модель Брауна, метод Хольта–Уинтерса, модель автокорреляции, метод 
Бокса–Дженкинса) применительно к работе ГБУЗ «НИИ СП им. Н.В. Склифосовского ДЗМ» была 
выбрана модель Хольта–Уинтерса как наиболее отвечающая характеристикам данных.
ВЫВОДЫ 1. При использовании методов сглаживания по скользящей средней, наименьших квадратов, Бок-
са–Дженкинса, а также моделей Брауна и автокорреляции на результат прогноза влияют не всег-
да строго прямолинейные показатели динамического ряда в силу неоднородности динамических 
рядов и наличия так называемых выскакивающих величин (особенно часто выделяющихся в ме-
дицинском учреждении, оказывающем неотложную помощь), которые приводят к значительному 
снижению достоверности прогнозирования.
2. Применение модели Хольта–Уинтерса, которая учитывает экспоненциальный тренд (тенденция 
изменения показателей временнóго ряда) и аддитивную сезонность (периодические колебания, 
наблюдаемые на временных рядах), является наиболее целесообразным для обработки статис-
тических данных и прогнозирования на дальнесрочные, среднесрочные и краткосрочные пери-
оды с учетом специфики стационара, оказывающего неотложную помощь.
3. Выбор оптимального метода прогнозирования работы медицинского учреждения, основанно-
го на выделении главных тенденций временнóго ряда с учетом большинства особенностей при 
моделировании случайных процессов и событий, позволил уменьшить относительную ошибку 
прогноза.
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АКТУАЛЬНОСТЬ
Прогнозирование основных статистических пока-
зателей работы в медицинском учреждении, оказы-
вающем неотложную помощь — это комплекс аргу-
ментированных предположений (выраженных в 
качественной и количественной формах) относительно 
структуры оказания медицинской помощи в перспек-
тиве, позволяющий правильно и полно предугадывать 
события на основании факторов и тенденций для при-
нятия соответственных административных решений, 
разработки адекватных превентивных мер, которые 
дадут возможность избежать нежелательных результа-
тов в оказании медицинской помощи больным [1].
Поскольку прогноз работы медицинского учрежде-
ния строится на вероятностном развитии событий, то, 
согласно Федеральным законам (ФЗ) от 20.07.1995 г. 
N 115-ФЗ «О государственном прогнозировании и про-
граммах социально-экономического развития РФ», ФЗ 
от 21.07.2011 г. N 323-ФЗ «Об основах охраны здоровья 
граждан в РФ», ФЗ от 29.11.2010 г. N 326-ФЗ «Об обя-
зательном медицинском страховании в Российской 
Федерации», в зависимости от поставленных задач для 
построения математических моделей в целях опти-
мизации процесса оказания медицинской помощи, а 
также планирования различных методов (в том числе 
материально-технического обеспечения и учета воз-
можных экономических затрат) необходима исчерпы-
вающая ретроспективная информация на основании 
статистических показателей работы за значительный 
(не менее 10–12 лет) период наблюдения [2].
Одно из перспективных направлений развития 
прогнозирования связано с адаптивными методами. 
Эти методы позволяют строить самокорректирующи-
еся модели, способные оперативно реагировать на 
изменение условий [3]. Адаптивные методы учитывают 
различную информационную ценность уровней ряда и 
«старение» информации. Все это делает эффективным 
их применение для прогнозирования неустойчивых 
рядов с изменяющейся тенденцией. В адаптивных 
методах различную ценность уровней в зависимости 
от их «свежести» можно учесть с помощью системы 
весов, придаваемых этим уровням.
Многие из базовых методов прогнозирования 
относятся скорее к отдельным приемам или процеду-
рам, другие являются пакетами методов и отличаются 
друг от друга количеством частных приемов и/или 
последовательностью их применения [4].
По степени формализации все методы прогнози-
рования делятся на интуитивные и формализованные 
(рис. 1). Интуитивное прогнозирование применяется 
тогда, когда объект настолько сложен, что аналити-
чески учесть влияние многих факторов практически 
невозможно. Формализованные же прогнозы строятся 
при помощи методов вычислительной математики и 
позволяют получить максимально достоверные дан-
ные в более короткий срок.
При выборе методов прогнозирования важным 
показателем является глубина упреждения прогноза. 
При этом необходимо не только знать абсолютную 
величину этого показателя, но и отнести его к дли-
тельности эволюционного цикла развития объекта 
прогнозирования.
МАТЕРИАЛ И МЕТОДЫ ИССЛЕДОВАНИЯ
Для прогнозирования на основании ретроспектив-
ного анализа основных статистических показателей 
работы НИИ СП им. Н.В. Склифосовского за период с 
1991 по 2017 г. были использованы данные, представ-
ленные в городское бюро медицинской статистики и 
внесенные в официальные формы отчетности (форма 
№ 30. Утв. пост. Госкомстата РФ от 10.09.02 № 175): 
средний день работы койки в году, оборот койки, сред-
ний койко-день, показатели летальности по стацио-
нарным и реанимационным отделениям. Для выбора 
оптимальной методики экспериментальной модели 
прогноза были использованы данные за период с 1991 
по 2016 г. Показатели 2017 года в этом случае были 
приняты за контрольные значения.
Для экспериментальной модели прогноза основ-
ных показателей, характеризующих работу ГБУЗ «НИИ 
СП им. Н.В. Склифосовского ДЗМ», были выбраны 
несколько методов, основанных на выравнивании 
динамических рядов:
— метод сглаживания по скользящей средней;
— метод наименьших квадратов;
— модель Брауна;
— метод Хольта–Уинтерса;
— модель автокорреляции;
— метод Бокса–Дженкинса.
Применение этих методов к данным осуществля-
лось при помощи свободной программной среды R 
v3.5.1 (The R Project for Statistical Computing).
ОЦЕНКА ДОСТОВЕРНОСТИ МЕТОДОВ
При использовании методов прогнозирования 
крайне важна оценка статистической значимости 
полученной модели и ее прогноза. Таковыми могут 
являться коэффициент детерминации R2, ошибка пер-
вого рода p-value и критерий Акаике AIC.
Рис. 1. Схема распределения основных приемов и методов
Примечания: AR — авторегрессивная модель; ARIMA — 
интегрированная модель авторегрессии — скользящего 
среднего; ARMA — модель авторегрессии — скользящего 
среднего; МА — модель автокорреляции
Fig. 1. The distribution of basic techniques and methods
Notes: AR — autoregressive model; ARIMA — autoregressive integrated 
moving average model; ARMA — autoregressive moving average model; 
MA — moving-average model
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где σ2 (y|x) — условная дисперсия, σ2 (y) — дисперсия 
модельных данных. Полученная величина варьирует 
от 0 до 1 и рассматривается как тот процент реаль-
ных данных, который описывает полученная модель. 
Соответственно, чтобы признать модель статисти-
чески значимой, коэффициент детерминации должен 
быть не ниже 0,5, а для очень хороших моделей он 
должен превышать 0,8.
Величина p-value фактически означает вероятность 
отклонения гипотезы при ее правильности, то есть 
(применительно к прогнозным моделям) вероятность 
реальных данных в дальнейшем отклонится от про-
гноза. Чем меньше величина p-value, тем более статис-
тически значимы результаты. Традиционно уровень 
p-value устанавливается от 5% и меньше. В расчете на 
более точный прогноз уровень может устанавливаться 
от 0,5% и меньше.
Критерий Акаике был предложен в качестве аль-
тернативы коэффициенту детерминации.
AIC = 2k – 2ln(Lmax),
где k — число параметров модели, Lmax — максимум 
функции правдоподобия модели. Как таковой кри-
терий Акаике не может описывать статистическую 
значимость и не может быть интерпретирован, однако 
в каждом конкретном случае он вычисляет каждому 
прогнозу его «относительный вес»; при их сравнении 
прогноз считается лучшим, если для него значение AIC 
оказалось наименьшим.
Для более полного сравнения мы будем вычислять 
эти три оценки и сравнивать различные методы с их 
помощью.
ЛИНЕЙНЫЙ МЕТОД НАИМЕНЬШИХ КВАДРАТОВ
Временнóй ряд, для которого делается прогноз, 
представляет из себя набор значений {y}ni=1 для несколь-
ких точек {x}ni=1. Простейший метод прогноза заклю-
чается в предположении, что y имеет формульную 
зависимость от x с неизвестными параметрами α: yi=y 
ӯ(α, xi). 
В основе метода наименьших квадратов лежит 
то, что наилучшим приближением к реальным дан-
ным будет минимизация суммы квадратов разностей 
между фактическим уровнем и теоретическим: 
Метод наименьших квадратов — основной метод 
для определения параметров различных моделей и 
часто применяется в регрессионном анализе и прогно-
зировании. В дальнейшем мы будем на него ссылаться 
при описании других моделей прогнозирования [5–8].
Вид функции ӯ (α, x) выбирается с помощью экспер-
тных оценок – это может быть линейная зависимость, 
квадратичная, экспоненциальная и т.п. В простейшем 
случае выбирается линейная зависимость:
ӯi (α, x) = α1x + α0 ,
где ӯ — выравненные уровни, α0 — начальный уро-
вень ряда; α1 — начальная скорость ряда; x — интервал 
времени. Таким образом, из временнóго ряда выделя-
ется его основной тренд — при α1<0 величины умень-
шаются с увеличением времени x, а при α1>0 — увели-
чиваются.
При условии, что сумма интервалов времени равна 
нулю (∑ xi=0), значения α0 и α1 вычисляются по фор-
мулам:
где y — уровни ряда, n — количество уровней ряда.
Средний прогностический показатель определяет-
ся при продолжении расчетов yтеор.. Именно yтеор. буду-
щего года является средним прогностическим показа-
телем (yсредн. прогн.). При расчете по формуле:
yсредн. прогн. = yсредн. + (α1x) .
Величина x принимает следующее значение с тем 
же шагом, что и ранее (то есть к последнему значению 
x прибавляется 1 или 2).
Для определения пограничных значений среднего 
прогностического показателя необходимо рассчитать 
его максимальное и минимальное значения (ymax прогн.) и 
(ymin прогн.). Для расчета ymax прогн. и ymin прогн. использовались 
значения ∑ Δ+ и ∑ Δ-. При этом: 
ymax прогн., где Δ+средн. — среднее отклонение вверх от 
линии тенденции, а n — число лет выше линии тен-
денции.
ymin прогн., где Δ-средн. — среднее отклонение вниз от 
линии тенденции, а n — число лет ниже линии тенден-
ции.
Для построения линейной зависимости примени-
тельно к нашим данным использовалась функция lm 
из стандартного пакета stats программы R. Линейная 
модель позволяет четко увидеть линию тренда у дан-
ных — на протяжении 15 лет общее число поступле-
ний и число поступлений в реанимацию росло, в то 
время как число смертей и летальность падали. Однако 
если в случае с общей летальностью и числом умер-
ших в стационаре реальные данные хорошо отвечают 
линейному тренду, то в случае с числом поступлений 
и числом умерших случайные выбросы затрудняют 
прогнозирование, и достоверность прогноза сильно 
падает (рис. 2).
К сожалению, ни одно реальное значение за 2017 г. 
не попало в пределы вычисленных пограничных зна-
чений, что обуславливается чересчур резкими скачка-
ми. Доверительные интервалы получаются слишком 
большими, чтобы свидетельствовать о статистической 
значимой достоверности прогноза. Результаты оценки 
моделей приведены в табл. 1.
Как видно из табл. 1, наилучший результат достиг-
нут для общей летальности из-за большого сходства 
поведения данных с прямой. Число поступлений и 
число смертей в стационаре описываются прямой 
частично, поскольку до 2000 г. для летальности и после 
2010 г. для поступлений наблюдается нестационар-
ное поведение. Самый же недостоверный прогноз у 
ежегодного числа умерших в реанимации пациен-
тов — слишком высокие скачки и непредсказуемые 
выбросы — не дают провести прямую, и даже тенден-
ция данных к стойкому снижению или подъему оста-
ется под вопросом.
∑i (yi – ӯ (α, xi))2 → min.  (Формула 1)α
 ∑ yi  – 
 α1 ∑ xi
nα0 = n
, α1 = 
∑ yi xi
∑ xi ∑ yi– n
∑ xi
2 (∑ xi)
2
– n
.
 ∑ yi 
nα0 = 
, α1 = 
∑ yi xi 
∑ xi
2
,
В общем случае коэффициенты α вычисляют по 
формулам:
R2=1 – σ2 (y|x) ,
σ2 (y)
Коэффициент детерминации R2 рассчитается по 
формуле:
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Таким образом, плюсы метода наименьших квадра-
тов линейной модели применительно к работе меди-
цинского учреждения заключаются в возможности 
определения тенденции развития к росту или сниже-
нию с определением ее выраженности, но основанный 
на нем прогноз имеет недостаточную точность.
МОДЕЛЬ СКОЛЬЗЯЩЕГО СРЕДНЕГО (MA)
Этот метод хорошо работает, если данные пред-
ставляют собой сумму q белых шумов:
Рис. 2. Линейные модели для данных по обращениям, 
умершим в стационаре, умершим в реанимации, общей 
летальности, поступившим в реанимацию, умершим 
в отделениях. Точками показаны реальные данные, 
крестиками — значения за 2017 г.
Fig. 2. Linear models for data on admissions, in-hospital deaths, intensive 
care deaths, general mortality, admission to intensive care, deaths in 
various departments. Dots show real data, crosses show values for 2017
yt = ∑ j=0 bj εt–j ,  (Формула 2)
q
где x — члены ряда, b — параметры модели, ε — 
белый шум. То есть последующие значения временно-
го ряда накапливают ошибки предыдущих.
yt = εt – ∑ j=1 bj yt–j .
q
ӯt =       ∑ i=t–n yi .
t+n  1  
2n
Уравнение первого порядка можно переписать по-
другому:
ӯt =             ∑ i=0 (n–i)yt–i .
n–1     2     
n(n+1)
То есть каждое последующее значение опирается 
на предыдущие, причем все с весами, стремящимися 
к нулю.
Сущность метода состоит в том, что фактические 
показатели динамического ряда заменяют на теорети-
чески ожидаемые путем осреднения двух или трех 
рядом стоящих фактических показателей. Таким обра-
зом, из данных выделяется явный тренд. Чем больше 
окно, тем больше значимость получаемого тренда, 
однако мелкие изменения стираются в процессе.
Простая скользящая средняя — расчет по 2n точкам 
с помощью среднего арифметического:
yt+1 = mt–i +       (yt – yt–1 ) ,
  1  
n
Скользящая средняя взвешенная — расчет по n 
точкам с учетом бóльшей или мéньшей значимос-
ти отдельных значений на основе арифметической 
прогрессии: 
При расчете скользящей средней для всех перио-
дов, прогноз строится на один период по формуле:
Та бл и ц а  1
Характеристики линейных моделей для каждого набора 
данных
Ta b l e  1
Characteristics of linear models for each data set
Прогнозная величина R2 AIC
Всего поступивших 0,58 491,9
Всего умерших 0,29 345,6
Умершие в реанимации 0,02 332,6
Общая летальность 0,83 44,2
Поступившие в реанимацию 0,32 408,5
Умершие в стационаре 0,63 301,0
где t+1 — прогнозный период; t — период, пред-
шествующий прогнозному периоду (год, месяц и т.д.); 
yt+1 — прогнозируемый показатель; mt–1 — скользящая 
средняя за два периода до прогнозного; n — число 
уровней, входящих в интервал сглаживания; yt — фак-
тическое значение исследуемого явления за предшес-
твующий период; yt–1 — фактическое значение иссле-
дуемого явления за два периода, предшествующих 
прогнозному.
Для построения скользящей средней и ее прогноз-
ных значений применяется функция ma из пакета 
forecast программы R. На рис. 3 приведены результаты 
применения метода скользящего среднего для ста-
тистических данных стационара. На графиках видно, 
что этот метод дает хорошие прогностические оценки 
данных по общей летальности и умершим в отделени-
ях. Однако число обращений и умерших в стационаре 
прогнозируются хуже. Из табл. 2 видно, что по срав-
нению с линейным методом наименьших квадратов, 
метод скользящего среднего более статистически зна-
чим, так как его коэффициент детерминации выше у 
всех прогнозных величин.
Поступления в реанимацию и число умерших в 
реанимациях не могут быть прогнозированы с хоро-
шей точностью из-за получившейся разницы в реаль-
ных и прогнозных значениях.
МОДЕЛЬ БРАУНА
В модели Брауна, также известной как метод экспо-
ненциального сглаживания, динамический ряд сгла-
живается с помощью взвешенной скользящей средней, 
в которой значения подчиняются экспоненциальному 
закону.
Идея метода заключается в том, что прогнозное 
значение ӯt+1 определяется через предыдущее cпро-
гнозированное значение ӯt, но скорректированное с 
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некоторым коэффициентом на величину отклонения 
факта yt от прогноза: ӯt+1 = ӯt + α(yt – ӯt). Достаточно часто 
эту модель представляют в другом виде: ӯt+1 = αyt + (1– 
– α) ӯt, однако смысл модели от этого не меняется: она 
в той или иной степени (в зависимости от значения 
коэффициента α) адаптируется к новой поступающей 
информации.
Метод экспоненциального сглаживания аналоги-
чен методу скользящего среднего. У них есть общий 
главный принцип — каждая точка зависит от значе-
ний соседних с некоторыми весами. Главные отличия 
метода Брауна — начальная точка не затрагивается 
и остается неизменной, по мере удаления от началь-
ных данных веса экспоненциально стремятся к нулю, 
кроме того, данные сглаживаются не в центре, а к бли-
жайшему предыдущему значению.
Вообще же модель Брауна может применяться в 
двух случаях:
— когда нужно сгладить имеющийся ряд данных 
для выявления тенденции (обычно в случае со ста-
ционарными процессами с небольшой погрешностью 
каждого измерения), задается значение α в пределах 
от 0 до 1;
— когда нужно сделать краткосрочный прогноз. В 
таком случае наилучший результат прогноза получа-
ется при задании α в пределах от 0 до 2.
Стандартизированного способа нахождения пара-
метра α для всех случаев не существует. В зависимости 
от длины интервала сглаживания n параметр вычис-
ляется как α=2/(n+1). Оптимальный параметр может 
быть получен при минимизации ошибок прогноза 
относительно α (формула 1).
На рис. 4 показаны результаты прогнозирования 
статистических данных, полученных в результате при-
менения модели Брауна. В целом можно сказать, что 
модель хуже прогнозирует данные, чем простой метод 
скользящего окна. Это может быть объяснено резкими 
изменениями рассматриваемых показателей, на кото-
рые система не смогла отреагировать.
Из табл. 3 видно, что коэффициент детерминации 
для всех прогнозных величин модели Брауна ниже, 
чем при применении метода скользящего среднего.
Поскольку в прогнозируемых данных изменения 
проходят скачкообразно, модель Брауна дает статис-
тически незначительные результаты.
Рис. 4. Экспоненциальное сглаживание для данных 
по обращениям, умершим в стационаре, умершим 
в реанимации, общей летальности, поступившим в 
реанимацию, умершим в отделениях. Точками показаны 
реальные данные, крестиками — значения за 2017 г.
Fig. 4. : Exponential smoothing for data on admissions, in-hospital 
deaths, intensive care deaths, general mortality, admission to intensive 
care, deaths in various departments. Dots show real data, crosses show 
values for 2017
Рис. 3. Сглаживание по скользящей средней для данных 
по обращениям, умершим в стационаре, умершим 
в реанимации, общей летальности, поступившим в 
реанимацию, умершим в отделениях. Точками показаны 
реальные данные, крестиками — значения за 2017 г.
Fig. 3. Smoothing by the moving average for data on admissions, in-
hospital deaths, intensive care deaths, general mortality, admission 
to intensive care, deaths in various departments. Dots show real data, 
crosses show values for 2017
Та бл и ц а  2
Характеристики моделей скользящего среднего 
для каждого набора данных
Ta b l e  2
Characteristics of the moving average models for each data 
set
Прогнозная величина R2 AIC
Всего поступивших 0,96 402,4
Всего умерших 0,94 278,1
Умершие в реанимации 0,94 274,7
Общая летальность 0,96 9,5
Поступившие в реанимацию 0,95 349,6
Умершие в стационаре 0,83 233,5
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МЕТОД ХОЛЬТА–УИНТЕРСА
Метод Хольта–Уинтерса является модификацией 
метода экспоненциального сглаживания для сезонных 
рядов. Этот метод также учитывает экспоненциальный 
тренд (тенденция изменения показателей временного 
ряда) и аддитивную сезонность (периодические коле-
бания, наблюдаемые на временных рядах) [9, 10].
Модель может быть в двух видах, в зависимости от 
сезонной компоненты либо аддитивной, либо мульти-
пликативной.
Пусть задан временной ряд y0…yt, yi ∈ R. Необходимо 
решить задачу прогнозирования временного ряда:
Как видно из табл. 4, применение метода Хольта–
Уинтерса к нашим данным позволило получить хоро-
шие результаты. Все случайные выбросы (открытие, 
закрытие отделений и реанимаций, перегруз или 
недогруз и т.д.) сгладились, но сезонные колебания 
остались, поэтому прогнозные значения наиболее 
близки к реальным данным.
АВТОРЕГРЕССИОННАЯ МОДЕЛЬ (AR)
С помощью AR-моделей моделируется сезонность 
временного ряда. Данная модель строится из пред-
положения о том, что каждый член временного ряда 
образуется при помощи p предыдущих членов, то есть 
модель имеет некоторое запаздывание данных:
Рис. 5. Модель Хольта–Уинтерса для данных по обращениям, 
умершим в стационаре, умершим в реанимации, общей 
летальности, поступившим в реанимацию, умершим 
в отделениях. Точками показаны реальные данные, 
крестиками — значения за 2017 г.
Fig. 5. The Holt-Winters model for data on admissions, in-hospital deaths, 
intensive care deaths, general mortality, admission to intensive care, 
deaths in various departments. Dots show real data, crosses show values 
for 2017
ӯt+d = (at + krt) Θt+k–s , 
at = α         + (1 – α)(at-1 + rt-1) ,
rt = γ(at – at–1) + (1 – γ)rt–1 ,
Θt = β       + (1 – β) Θt-s  ;
ӯt+d = at + krt Θt+k–s ,
at = α(yt – Θt–s) + (1 – α)(at–1 + rt–1) ,
rt = γ(at – at–1) + (1 – γ)rt–1 ,
Θt = β       + (1 – β) Θt-s ,
yt
Θt–s
yt
at
yt
at














Та бл и ц а  3
Характеристики моделей Брауна для каждого набора 
данных
Ta b l e  3
the Brown model characteristics for each data set
Прогнозная величина R2 AIC
Всего поступивших 0,93 474,9
Всего умерших 0,91 332,6
Умершие в реанимации 0,89 330,3
Общая летальность 0,92 39,8
Поступившие в реанимацию 0,49 412,6
Умершие в стационаре 0,67 288,3
где s — период сезонности, Θi, i ∈ [0, s–1] — сезон-
ный профиль, rt — параметр тренда, at — параметр 
прогноза, очищенный от влияния тренда и сезонности. 
Соответственно коэффициент α ∈ [0, 1] указывает, как 
сильно величины зависят от предыдущих значений, 
β ∈ [0, 1] показывает значимость сезонности, а γ ∈ 
[0, 1] — есть ли у данных ярко выраженный тренд.
Оптимальные параметры α, β, γ предлагается нахо-
дить экспериментальным путем. 
Для построения модели Хольта–Уинтерса приме-
няется функция Holt–Winters из стандартного пакета 
stats программы R, а для дальнейшего ее прогно-
зирования — пакет forecast. Оптимальные парамет-
ры α, β, γ находятся путем минимизации квадратов 
отклонений (формула 1). Однако частоту повторения 
значений приходится задавать вручную, опираясь на 
вид данных. Для выявления сезонности предлагалось 
составить график автокорреляций со значимым уров-
нем 0,4.
На рис. 5 показаны графики, построенные для 
исследуемых показателей методом Хольта–Уинтерса. 
Из них видно, что в отличие от метода скользящего 
среднего модель не сгладила пики и спады, а включила 
их в тенденцию.
Та бл и ц а  4
Характеристики моделей Хольта–Уинтерса для каждого 
набора данных
Ta b l e  4
Characteristics of Holt-Winters models for each data set
Прогнозная величина R2 AIC
Всего поступивших 0,93 479,3
Всего умерших 0,89 343,5
Умершие в реанимации 0,88 338,8
Общая летальность 0,91 46,8
Поступившие в реанимацию 0,91 417,6
Умерли в стационаре 0,68 294,6
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Поскольку мы уже оценивали параметры p и q для 
двух последних моделей, для расчетов были взяты 
те же значения, что и в них. Методом наименьших 
квадратов оценили коэффициенты при независимых 
переменных модели.
На рис. 7 и в табл. 6 показаны результаты прогно-
зирования изучаемых показателей с помощью модели 
ARMA. Эта модель хорошо подходит для прогнозиро-
вания данных, стабильно сохраняющих свою дина-
мику на всем рассматриваемом временном периоде. 
Поскольку для наших данных это условие не выпол-
няется, величины, спрогнозированные этим методом, 
получились отличными от реальных.
Полученные методом ARMA прогнозные значения 
хуже значений, полученных простым методом авто-
регрессии, поскольку часть реальных данных имеет 
большую амплитуду, принятую моделью за основу 
дальнейшего прогнозирования. Это хорошо видно на 
графике «Умершие в стационаре».
МОДЕЛЬ БОКСА–ДЖЕНКИНСА (ARIMA)
Так называемая интегрированная модель авторег-
рессии — скользящего среднего, расширенная версия 
модели ARMA. ARIMA строится на предположении о 
том, что данные имеют авторегрессию (формула 3), 
шумовой эффект (формула 2) и интергацию.
Рис. 6. Модель авторегрессии для данных по обращениям, 
умершим в стационаре, умершим в реанимации, общей 
летальности, поступившим в реанимацию, умершим 
в отделениях. Точками показаны реальные данные, 
крестиками — значения за 2017 г.
Fig. 6. Autoregressive model for data on admissions, in-hospital deaths, 
intensive care deaths, general mortality, admission to intensive care, 
deaths in various departments. Dots show real data, crosses show values 
for 2017
yt = c + ∑i=1 aiyt–i + εt + ∑j=0 bjεt–j .
p q
Δd хt = c + ∑i=1 Δ
dхt–i + ∑j=1 bjεt–j + εt .
p q
Интеграция данных подразумевает наличие ста-
бильной разности некоторого порядка. То есть Δd хt=xt-d 
– xt  ∀t сохраняет свой вид и поведение.
Модель достаточно часто применяется для прогно-
зирования временных рядов и имеет много улучше-
ний и вариаций. Метод считается достаточно точным, 
чтобы получать как краткосрочные, так и долгосроч-
ные прогнозы, которые не требуют отдельного оце-
нивания. Однако для построения модели типа ARIMA 
требуется больший набор данных и всеобъемлющий 
их анализ [11].
Параметрами модели являются p, d, q, то есть поря-
док запаздывания, порядок сохранения остатков и 
размер скользящего окна.
Результаты прогнозирования методом ARIMA 
показаны на рис. 8 и в табл. 7. Согласно табл. 7, данный 
метод оказался статистически слабо значимым из всех 
yt = c + ∑i=1 aiyt–i + εt ,  (Формула 3)
p
где y — члены ряда, c=const — постоянный уровень, 
a — коэффициенты авторегрессии, εt — белый шум.
Таким образом, в модели уже заложен прогноз на 
p шагов вперед при имеющихся начальных значениях 
{yi}. Наиболее рациональным способом определения 
параметров уравнения авторегрессии является исполь-
зование метода наименьших квадратов (формула 1).
Однако главная задача сводится к поиску порядка 
авторегрессии p.
Результаты применения модели авторегрессии 
показаны на рис. 6. Поскольку моделирование этим 
методом предусматривает сохранение предыдущих 
периодов, при прогнозировании общей летальности 
и числа умерших в стационаре модель учла первона-
чальные скачки значений и в дальнейшем не смогла 
правильно отобразить снижение этих показателей.
Таблица 5 показывает, что данная модель хуже 
аппроксимирует данные, чем модель Хольта–
Уинтерса.
Поскольку наши данные имеют резкие изменения 
значений, этот метод прогноза оказался малопродук-
тивным. При равномерном количестве поступлений 
(до 2012 г.) модель обеспечивала адекватный прогноз, 
но при резком возрастании числа госпитальзаций с 
2012 г. прогнозируемые данные стали значительно 
отличаться от реальных.
МОДЕЛЬ АВТОРЕГРЕССИИ — СКОЛЬЗЯЩЕГО СРЕДНЕГО 
(ARMA)
Как видно из названия, данная модель представля-
ет собой сумму авторегрессии (формула 3) — запазды-
вания данных — и скользящего окна (формула 2):
Та бл и ц а  5
Характеристики авторегрессионных моделей 
для каждого набора данных
Ta b l e  5
Characteristics of autoregressive models for each data set
Прогнозная величина R2 AIC
Всего поступивших 2 150 786 464,22
Всего умерших 8744 319,5
Умершие в реанимации 9491 318,55
Общая летальность 0,1532 35,61
Поступившие в реанимацию 244 620 403,5
Умершие в стационаре 5919 306,48
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Рис. 7. Модель авторегрессии и скользящего среднего для 
данных по обращениям, умершим в стационаре, умершим 
в реанимации, общей летальности, поступившим в 
реанимацию, умершим в отделениях. Точками показаны 
реальные данные, крестиками — значения за 2017 г.
Fig. 7. The model of autoregression and moving average for data on 
admissions, in-hospital deaths, intensive care deaths, general mortality, 
admission to intensive care, deaths in various departments. Dots show 
real data, crosses show values for 2017
Та бл и ц а  7
Характеристики авторегрессионных моделей 
для каждого набора данных
Ta b l e  7
Characteristics of autoregressive models for each data set
Прогнозная величина R2 AIC
Всего поступивших 1 843 255 446,71
Всего умерших 6893 306,98
Умершие в реанимации 10767 313,15
Общая летальность 0,1069 31,31
Поступившие в реанимацию 222 159 389
Умершие в стационаре 5466 296,82
выше рассмотренных, поскольку предусматривает не 
менее 40 временных точек для прогнозирования. На 
графиках видно, что смоделированные данные имеют 
большое отличие от реальных.
Из-за малого количества анализируемых значений 
применение метода ARIMA дало плохие результаты 
прогнозирования, хотя он считается универсальным, 
обоснованным и достоверным методом прогнозиро-
вания. В дальнейшем мы планируем применить его к 
большей выборке, разбив данные каждого года пок-
вартально.
РЕЗУЛЬТАТЫ И ИХ ОБСУЖДЕНИЕ
На примере проведенного исследования можно 
утверждать:
1. Линейный метод наименьших квадратов при-
меняется только в случае, если нужно узнать общую 
долгосрочную тенденцию ряда к росту или снижению. 
Если данные имеют колебания, то метод не сможет их 
уловить. Важное преимущество метода наименьших 
квадратов состоит в том, что он выравнивает данные, 
которые имели некоторую погрешность вычисления, и 
полученная с его помощью оценка лучше любой дру-
гой [12]. Метод используется для решения задач сгла-
живания данных, интерполяции и экстраполяции.
Таким образом, плюсы метода наименьших квад-
ратов линейной модели применительно к работе 
медицинского учреждения заключаются в определе-
нии тенденции развития к росту или снижению с воз-
можностью оценки ее выраженности, но основанный 
на нем прогноз имеет недостаточную точность. 
2. Метод скользящего среднего хорошо подходит 
для равномерно колеблющихся данных и может дать 
хорошие результаты даже при неравномерности дан-
Рис. 8. Модель авторегрессии и скользящего среднего для 
данных по обращениям, умершим в стационаре, умершим 
в реанимации, общей летальности, поступлениям в 
реанимацию, умершим в отделениях. Точками показаны 
реальные данные, крестиками — значения за 2017 г.
Fig. 8. The model of autoregression and moving average for data on 
admissions, in-hospital deaths, intensive care deaths, general mortality, 
admission to intensive care, deaths in various departments. Dots show 
real data, crosses show values for 2017
Та бл и ц а  6
Характеристики авторегрессионных моделей 
для каждого набора данных
Ta b l e  6
Characteristics of autoregressive models for each data set
Прогнозная величина R2 AIC
Всего поступивших 1 607 957 466,84
Всего умерших 5606 319,61
Умершие в реанимации 8142 321,59
Общая летальность 0,1331 38,96
Поступившие в реанимацию 213 385 406,43
Умершие в стационаре 4553 308,57
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ных. Скользящее окно широко применяется для пред-
обработки данных в прогнозировании и других видах 
анализа, поскольку позволяет исключить влияние слу-
чайной составляющей. Однако при сильных скачках 
ближе к «будущему» он может давать сбои. Недостаток 
метода состоит в его локальности — он не реагирует 
на данные в целом и не может прогнозировать резкое 
изменение поведения данных, опираясь лишь на бли-
жайшие точки [13].
3. Метод Брауна подходит для данных с зависимос-
тью от предыдущих значений и без сильных амплитуд-
ных колебаний. Экспоненциальное сглаживание — это 
наиболее распространенный метод прогнозирования 
различных временных рядов. Его главные достоинства 
заключаются в довольно простых вычислениях и гиб-
кости описания разных изменений. Метод экспонен-
циального сглаживания позволяет получать оценки 
параметров тренда, описывающих не средний уро-
вень явления, а тенденцию, сложившуюся к моменту 
последнего наблюдения. Для данного метода очень 
важно выбрать параметры сглаживания и начальные 
условия. Рассматриваемый метод прогнозирования 
является достаточно эффективным и надежным. Но 
он дает возможность спрогнозировать процесс только 
в краткосрочном периоде, т.е. всего лишь на 1–2 года 
вперед [14, 15].
4. Метод Хольта–Уинтерса универсален для пере-
численных выше особенностей, однако для данных 
нужно строгое определение сезонности [16]. Возможно, 
этот метод дал бы лучшие результаты, если бы мы раз-
били данные поквартально.
Метод Хольта–Уинтерса может применяться:
— при стратегическом планировании: построение 
основной тенденции развития (тренда) дает возмож-
ность учитывать восходящую или нисходящую дина-
мику исследуемого явления;
— при оперативном и тактическом планирова-
нии: выявленная сезонная составляющая позволяет 
отметить неравномерность распределения объемов по 
годам по отношению к данной динамике. 
Экспоненциальное сглаживание учитывает внут-
ренние спады и подъемы в ряде динамики. Его можно 
использовать при выявлении крупных спадов и подъ-
емов заблаговременно (при применении тактического 
планирования) и быть к ним готовым. Таким образом, 
метод имеет достаточно большую сферу применения. 
Данный метод основан на использовании большого 
объема статистических данных, что не всегда может 
быть актуально. Метод Хольта–Уинтерса может при-
меняться при комбинированном прогнозировании 
одновременно  с экспертными методами прогнози-
рования.
5. Авторегрессионная модель схожа с моделью 
Брауна, большое количество скачков не дает модели 
настроиться. Применение авторегрессионных моделей 
основано на предварительном анализе, когда извес-
тно, что изучаемый процесс в значительной степени 
зависит от его развития в предыдущие периоды. В 
некоторых случаях они используются для нахождения 
простого преобразования, приводящего к последова-
тельности независимых случайных величин. Область 
применения авторегрессионной модели ограничена, 
поскольку помимо сезонных изменений она ничего 
не описывает. Она редко используется в чистом виде. 
В большинстве случаев применяется более гибкая 
модель, включающая скользящее окно  [15].
6. Модель авторегрессии — скользящего средне-
го может быть применима при предположении, что 
временнóй ряд стабилен, то есть его свойства не меня-
ются во времени.
7. Модель Бокса–дженкинса может быть приме-
нима к большому количеству типов данных, однако 
требует большей выборки (около 40 точек для хороше-
го прогноза) и тщательного исследования поведения 
временного ряда [11]. Недостаток заключается в том, 
что построение удовлетворительной модели ARIMA 
требует больших затрат ресурсов и времени.
До 1982 г. среди прогнозистов бытовало мнение, 
что модели ARIMA дают самые точные прогнозы, так 
как являются более общими для класса других моде-
лей. Однако после проведения первых испытаний точ-
ности прогнозирования различных моделей в рамках 
«М – Competition» Международного института прогно-
зистов, в ходе которого модели ARIMA показали себя 
не лучше моделей экспоненциального сглаживания, 
это мнение сменилось на вполне логичное представ-
ление о том, что в каждом конкретном случае нужно 
использовать свою модель [16].
ВЫВОДЫ
1. При использовании методов сглаживания по 
скользящей средней, наименьших квадратов, Бокса–
Дженкинса, а также моделей Брауна и автокорреляции 
на результат прогноза влияют неоднородность и нали-
чие скачкообразных изменений показателей, которые 
приводят к значительному снижению достоверности 
прогнозирования.
2. Применение модели Хольта–Уинтерса, учиты-
вающей экспоненциальный тренд (тенденция изме-
нения показателей временного ряда) и аддитивную 
сезонность (периодические колебания, наблюдаемые 
на временных рядах), является наиболее целесообраз-
ной для обработки статистических данных и прогно-
зирования на дальнесрочные, среднесрочные и крат-
косрочные периоды с учетом специфики стационара, 
оказывающего скорую и неотложную помощь.
3. Выбор оптимального метода прогнозирования 
работы медицинского учреждения, основанного на 
выделении главных тенденций временного ряда, учи-
тывая большинство особенностей при моделировании 
случайных процессов и случайных событий с некото-
рой случайной ошибкой, позволил уменьшить относи-
тельную ошибку прогноза.
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BACKGrOUnD The most important part of the state social and economic policy is optimization of the healthcare system, where the loss of public health leads 
to economic damage. Against this background, forecasting the work of medical institutions is the basis for the successful development of healthcare, despite the 
fact that the healthcare system, indicators and standards of medical and social welfare are still not stable, and a clear development strategy for the short- and 
long-term period has not been worked out.
AIM OF STUDY Determining the most optimal method for predicting the work of a medical institution, based on identification of the main trends in the time 
series when constructing a model of the dependence of parameters or determining the behavior of data as a stochastic series (i.e. modeling random processes 
and random events with some random error).
MATErIAl AnD METhODS To predict the main statistical indicators of N.V. Sklifosovsky Research Institute for Emergency Medicine based on a retrospective 
analysis, data were used that were submitted to the City Bureau of Medical Statistics and entered into official reporting forms (form № 30, approved by Goskomstat 
of the Russian Federation dated September 10, 2002, № 175): the number of hospitalized patients and mortality rates in inpatient and intensive care units.
To select the optimal methodology for the experimental forecast model, data were used for the period from 1991 to 2016. Indicators for 2017 were taken as 
control values.
rESUlTS As a result of the comparison of several methods (moving averages, least squares approach, Brown model, Holt–Winters method, autocorrelation model, 
Box–Jenkins method) as applied to the work of N.V. Sklifosovsky Research Institute for Emergency Medicine, the Holt–Winters model was chosen as the most 
appropriate one for the data characteristics.
FInDInGS 1. When using methods of moving averages, least squares, Box-Jenkins, as well as Brown model and autocorrelation, the forecast result is not always 
influenced by strictly straight-line indicators of the time series, due to the heterogeneity of the time series and the presence of outliers (often found in a medical 
institution providing emergency care), which lead to a significant decrease in the reliability of forecasting.
2. The application of the Holt–Winters model, which takes into account the exponential trend (the trend of time series indicators) and additive season (periodic 
fluctuations observed in the time series), is most suitable for processing statistical data and forecasting for long-term, medium-term and short-term periods taking 
the specifics of a hospital providing emergency care into account.
3. The choice of the optimal method for predicting the work of a medical institution, based on the identification of the main trends in the time series, taking most 
of the features in the modeling of random processes and events into account, allowed to reduce the relative forecast error.
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