In this paper we establish that the causal order determined by an Ol'shanski semigroup on the corresponding homogeneous space is globally hyperbolic. Using this fact, we present sufficient conditions for a special class of Lie semigroups to admit a canonical "triple decomposition," namely those for which the Lie algebra is of Cayley type. This theory applies in particular to semigroups which are naturally associated to euclidean Jordan algebras as the semigroup of compressions of the symmetric cone of the algebra.
Introduction.
In [18] G.I. Ol'shanski introduced a remarkable class of subsemigroups of Lie groups which have come to be called Ol'shanski semigroups. A typical example of such a semigroup arises in the complexification G C of a semisimple hermitian Lie group G by taking an AdG-invariant convex cone C in the Lie algebra g of G and forming the semigroup S = G exp(iC) in G C . Such semigroups can be viewed as non-commutative analogs of tube domains, and they have played an important role in recent developments both in harmonic analysis and in representation theory (see [11] for survey treatments of many of these new developments).
The existence of (infinitesimally generated) semigroups at the group level manifests itself in the existence of causal structures and causal partial orders at the homogeneous space level [14] . In the harmonic analysis carried out at the homogeneous space level (e.g., in the analysis of kernels in Volterra algebras [5] ), it is frequently crucial to know that the partial order is "globally hyperbolic," i.e., that the order intervals are compact. The property of being globally hyperbolic has also played an important role in other contexts, e.g., in the study of partial differential equations and in the causal orders that arise in Lorentzian geometry. Mittenhuber and Neeb have exploited this condition in their study of the exponential function on ordered manifolds with affine connections [17] .
In this paper we use recent results of B. Krötz and K.-H. Neeb [13] on hyperbolic cones to prove that the homogeneous causal order arising from an Ol'shanski semigroup is always globally hyperbolic (Theorem 4.4); this general result extends earlier work of J. Faraut [5] , followed by J. Hilgert and G.Ólafsson [10] , who proved it for special cases.
Let G be a Lie group equipped with an involution τ . Then τ induces an involution on the Lie algebra g (making it a symmetric Lie algebra), and g is the direct sum of the +1-eigenspace h and the −1-eigenspace q. Let H be a τ -fixed subgroup with Lie algebra h. If q contains an AdH-invariant hyperbolic cone C, then H(exp C) is an Ol'shanski semigroup. One extremely useful structural property of such semigroups is the existence and uniqueness of the "Ol'shanski polar decomposition": Each element s factors uniquely as s = h exp(X), h ∈ H, X ∈ C. This factorization may be viewed as a semigroup variant of the classical Cartan factorization. In this paper we consider the important special case that the symmetric algebra g is of Cayley type (this means that q can be written as AdH-invariant summands q + + q − , each of which is an abelian subalgebra). In this case we establish that the Ol'shanski semigroup has a unique triple decomposition S = exp(C − )H exp(C + ) (Theorem 5.3), which may be viewed as a semigroup variant of the Harish-Chandra decomposition. In [15] the first author gave necessary and sufficient conditions for the existence of the Ol'shanski semigroup, given an Ad(H)-invariant hyperbolic cone in q. A very pleasant feature of the theory established in this paper is that under the mild restriction that the cone is pointed, then for cones of Cayley type the triple decomposition obtains whenever the Ol'shanski semigroup exists.
Semigroups for which the triple decomposition holds include sympletic semigroups, or more generally the conformal compression semigroup of a symmetric cone in an euclidean Jordan algebra. Such semigroups have been studied in detail by K. Koufany in [12] . Relying heavily on Jordan algebra theoretic methods, he established the triple decomposition for this class of semigroups. In the last two sections of this paper we revisit this class of examples and show how these semigroups fit within our framework and how the triple decomposition follows from our general results. We pay particular attention to the (real) sympletic semigroup, since this semigroup has found applications in a variety of settings (see e.g., [4] and [20] ).
Subtangent Vectors and Sets.
We recall certain basic notions concerning subtangent vectors from [8] . Let S be a subset of a finite-dimensional real vector space V . A function α :
, is said to be right-differentiable at the origin or, more briefly, 0-right-differentiable provided the following conditions are satisfied:
• 0 is a cluster point of the set of positive numbers in D and 0 ∈ D.
• The following limit exists in V :
The limitα + (0) is called the right-derivative of α at 0. A vector v ∈ V is called a subtangent vector of S at x ∈ V if there exists α : D → S with α(0) = x and satisfying the previous conditions such that v =α + (0). The set of all subtangent vectors of S at x is called the subtangent set of S at x, and is denoted L x (S). Note (using the fact that differentiability at 0 implies continuity at 0) that the definition is local in the sense that L x (S) = L x (S ∩ U ) for any open set U containing x. The definition easily generalizes to smooth manifolds (for our purposes "smooth" will mean C ∞ ) over V by passing to V via a chart. Thus for a subset S of a smooth manifold M and x ∈ M , we can define L x (S) to be all subtangent vectorsα + (0), where α : D → M is as above with α(0) = x and the derivativeα(0) is computed in any chart. The chain rule and the fact that the definition is local yield that the limit exists and is well-defined if and only if it exists in any chart.
The following appears as Proposition I.5.3 in [8] .
Let M be a smooth manifold and let X : M → T M be a smooth vector field. There exists a corresponding local flow Φ defined on an open subset of R × M containing {0} × M into M . We say that a subset S of M is (fully) invariant under the flow generated by X if Φ(t, x) ∈ S whenever x ∈ S, t ≥ 0, and Φ(t, x) is defined. The Invariance Theorem for Vector Fields (see, e.g., Theorem I.5.17 of [8] ) gives an important connection between invariant sets and subtangent sets. (1) S is invariant under the flow generated by X.
Lie Semigroup Theory.
The Lie theory of semigroups denotes primarily the theory of closed infinitesimally generated subsemigroups of Lie groups. These are the ones for which the data of the Lie algebra are sufficient for the reconstruction of the semigroup. Major treatments of the theory can be found in the monographs [8] , [9] , and [11] . In this section we give a quick recap of some basic Lie semigroup theory that will be useful in the sequel. In a Banach space E a (closed) wedge is a non-empty closed subset W of E satisfying
We often employ the terminology "wedge" instead of the more usual "closed convex cone" when we want to emphasize the (potential) presence of a nontrivial edge W ∩ −W, the largest subspace contained in W. 
(It is not obvious that the two sets on the right are equal, but it is a standard result in the Lie theory of semigroups.) 
Symmetric Algebras and Ol'shanski Semigroups.
Let G be a finite-dimensional Lie group with Lie algebra g and let τ : G → G be a differentiable involution of G, where τ is assumed distinct from the identity. The pair (G, τ ) is called an involutive group. Then the derivative of τ at the identity e,τ : g → g, is a Lie algebra involution and leads to a decomposition of g into the +1-eigenspace h and the −1-eigenspace q, g = h + q, which satisfies
(Lie algebras with a given decomposition with these properties are called symmetric algebras.) Let H be a subgroup of G such that (G τ ) 0 ⊆ H ⊆ G τ , where G τ is the (closed) fixed-point group of τ and (G τ ) 0 is its identity component. It follows readily that H is closed and has Lie algebra h. If there is a closed convex cone C in q which is Ad(H)-invariant and if each ad(X), X ∈ C, has real spectrum, then under quite general conditions the set S := H exp(C) = exp(C)H is a closed infinitesimally generated subsemigroup of G with L(S) = h + C. The following is the principal theorem of [15] . Theorem 4.1. Let (G, τ ) be a finite dimensional Lie group, and let H be a closed subgroup of the fixed-point group G τ containing the identity component of G τ . Let g = h + q be the corresponding symmetric decomposition of the Lie algebra of G, and let z denote the center of g. Let C be a closed convex cone in q which is invariant under the adjoint action of H, and for which ad(X) has real spectrum for each X ∈ C. Then the following are equivalent.
(ii) For each nonzero X ∈ C∩z, the closure of exp(RX) is not compact.
If these conditions hold, then S := (exp C)H is a closed semigroup with subtangent wedge L(S) = C + h. Furthermore the factorization of s ∈ S is uniquely given by s = exp(X)h, where X is the unique member of
Semigroups satisfying the conditions of Theorem 4.1 originated in a seminal paper of Ol'shanski [19] and they are thus called Ol'shanski semigroups. For a survey of Ol'shanski semigroups, see [16] .
Suppose that the hypotheses of Theorem 4.1 are satisfied and that S = (exp C)H is an Ol'shanski semigroup in G. Suppose further that the cone C is pointed (that is, C ∩ −C = {0}) and generates q in the sense that C + (−C) = q. There exists a well-defined closed partial order on the coset space G/H given by
(The fact that C is pointed yields that the group of units of S is precisely H, which in turns gives the antisymmetry of the order.
The order is said to be globally hyperbolic if each order interval is compact.
Theorem 4.2. Suppose that the hypotheses of Theorem 4.1 are satsified and that C is pointed and generates q. Then the induced order on G/H is globally hyperbolic if and only if for every pair of sequences {s n } in exp C
and {t n } in S such that the sequence {s n t n } is convergent, some subsequence of {s n } is also convergent.
Proof. Let the order be globally hyperbolic and let s n t n → g, where s n ∈ exp C, t n ∈ S for each n. Since S = (exp C)H is a closed subsemigroup, g ∈ S. Since C generates q, it has dense interior C • in q. It then follows from Theorem 4.1 and dimensional considerations that that the interior of
n gu is in the interior of S for n large enough. Thus H = eH ≤ s n H ≤ s n t n H ≤ guH for large n. Since the order interval [eH, guH] is compact, some subsequence of s n H converges to some wH in G/H (we denote the subsequence again by s n ). By Theorem 4.1 there exist X n , W ∈ C such that ExpX n = s n H and ExpW = wH and X n → W . Now (exp X n )H = ExpX n = s n H implies that s n = (exp X n )h n for some h n ∈ H; by uniqueness of factorization in S we have s n = exp X n → exp W .
To establish the converse, it suffices to consider only intervals of the form [eH, sH] for s ∈ S, since every order interval is a (left) translate of one of this type and the translations preserve the order. By Theorem 4.1 each member of this interval has the form (exp X)H for some X ∈ C, and it must be the case that (exp X) −1 s ∈ S. Let {X n } be a sequence in C with (exp X n )H ∈ [eH, sH] for each n. Then the sequence exp X n (exp X n ) −1 s is the constant sequence converging to s; hence by hypothesis the sequence exp X n has a convergence subsequence, and hence so does (exp X n )H. Thus the interval is compact. Remark 4.3. Note that Exp : C →Exp(C) = S/H is a bijection for all choices of H. We remark that the order on Exp(C) is also independent of the choice of H. Thus any of the ordered homogeneous spaces S/H induces a unique partial order on C via the inverse of Exp such that Exp :
. Then exp Y = (exp U )gh and by uniqueness of factorization in (exp C)H, gh = e, and thus h ∈ H 0 . Let (g, τ) be a symmetric algebra, g = h + q. An element X ∈ g is called hyperbolic if the spectrum of adX is real and adX is semisimple (i.e., diagonalizable) as a linear operator. A cone (always assumed closed and convex) C in q has dense interior in the vector space C − C, and if adX is hyperbolic for each X in the interior of C, then the cone is said to be hyperbolic. Note by continuity of spectrum that adX has real spectrum for all X in a hyperbolic cone. The symmetric algebra g is said to be effective if X ∈ h and [X, Y ] = 0 for all Y ∈ q implies X = 0; this is equivalent to saying that q is an effective h-module. Proof. By translation it suffices to prove that order intervals in Exp(C) are compact. By the previous remark the order there is independent of the choice of H. Thus we choose H to be the (closed) connected Lie subgroup with Lie algebra h. Since this is contained in any choice of H, the cone C will remain AdH-invariant. But in the connected case, this is the same as requiring that C be invariant under exp(adh) , the subgroup of inner automorphisms of g generated by exp(adh).
We first assume that the symmetric algebra g of G is effective. We consider the complexification g C = g⊕ig; it is a symmetric Lie algebra with respect to the structureĥ = h + iq andq = q + ih. We apply the Extension Theorem, Theorem X.7 of [13] (together with Theorem X.3, Propositions V.9 and VII.12, Theorem VIII.1, and Corollary IX.10 to verify that the hypotheses of the theorem are satisfied). The Extension Theorem states that there exists a pointed generating hyperbolic coneĈ inq which is invariant under the inner automorphism group exp(adĥ) such thatĈ∩q = C. The Extension Theorem is all that one needs in order to use the proof in Section 5.3 of [10] that the order on G/H is globally hyperbolic.
For the general case in which the symmetric algebra is not effective, consider the subgroup L of H which is the kernel of the representation H → AdH| q ; then L is normal in H. Since L is also the subgroup of H which centralizes exp q and since the union of exp q and H generate G, we conclude that L is normal in G. Then G/H ≈ (G/L)/(H/L) and the restriction of the identification identifies the image Exp(C) in each and also is an order isomorphism (as can be easily verified). Since L ⊆ H, there is a unique involution on G/L such that the natural homomorphism is a homomorphism of involutive groups. The preceding case of an effective action can now be applied to G/L to conclude that the order on Exp(C) in (G/L)/(H/L) and hence in G/H has compact intervals, and thus that the order in G/H is globally hyperbolic. Remark 4.5. We remark that the proof actually yields more than that the intervals are compact. It shows that when the partial order on S/H is pulled back to C via Exp −1 , then the order is contained in the standard order arising from C defined by x ≤ y if and only if y − x ∈ C.
Cayley-type Symmetric Algebras.
Let (G, τ ) be an involutive Lie group, i.e., a connected Lie group equipped with a differentiable involution τ which is not the identity. Letτ : g → g be the derivative at the identity, and let h resp. q be the +1 resp. −1 eigenspace. The symmetric algebra g is called a symmetric algebra of Cayley type if there exist abelian subalgebras q − and q + of g contained in q such that q = q − ⊕ q + . Note that the triple (q − , h, q + ) is a (−1, 0, 1)-graded Lie algebra.
Let H be a closed subgroup of G with Lie algebra h. We define a smooth mapping
Recall (see, for example, Chapter 2 of [7] ) that the derivative of the exponential function exp :
Proof. We first suppose that h = e, the identity. We denote the linear mapping dφ at (X, e, Y ) by
, and the following equation holds:
Since adX| q − = 0 and adY | q + = 0, we obtain u + u − = −u + . Since each lives in a distinct direct summand of g, we conclude that u = u + = u − = 0. Thus dφ (X,e,y) is injective, hence (by dimensional considerations) surjective, and thus dφ is regular at (X, e, Y ).
For the general case, we need to show that φ is regular at (X, h, Y ) for arbitrary h ∈ H. Fix h ∈ H and consider the composition
The first mapping is a diffeomorphism since right translation by h −1 is a diffeomorphism and Adh is linear and the third mapping ρ h is also a diffeomorphism. Beginning at (X, h, Y ) (that is, with g = h) we obtain from the first part of the proof that φ is regular at the point (X, e = hh −1 , Adh(Y )). It follows that the composition φ is regular at (X, h, Y ).
The authors are indebted to G.Ólafsson for pointing out that the following theorem should be true. Proof. It follows from the Inverse Mapping Theorem and the preceding lemma that φ is a local diffeomorphism onto an open subset of G. Hence we need only to show that φ is injective. Suppose that (exp X 1 )h 1 (exp Y 1 ) = (exp X 2 )h 2 (exp Y 2 ). Then using that fact that q − and q + are abelian, we obtain
Setting g := (τ (g)) −1 , we have
and similarly g 2 g 2 = exp ((Adh 2 )(2Y 2 − 2Y 1 )). Now X := 2X 1 − 2X 2 ∈ q − and Y := Adh 2 (2Y 1 − 2Y 2 ) ∈ q + , from the preceding paragraph exp X = exp Y , and thus
Suppose that X is not in z.
, but e adY (V ) = V ∈ q + , again a contradiction. Thus X ∈ z, and similarly Y ∈ z. But then Y − X ∈ z ∩ q and exp(Y − X) = e, a contradiction to the hypothesis of the theorem, unless X = Y = 0. We conclude that X 1 = X 2 and Y 1 = Y 2 , and it then follows immediately that h 1 = h 2 . 
is a diffeomorphism. If further the set S is closed, then S is a semigroup and equal to the Ol'shanski semigroup (exp C)H. The set S is closed and the conclusions follow in the case that C is pointed.
Proof. For the proof of the theorem, it suffices to redefine (if necessary) q − to be C − − C − and q + to be C + − C + . The invariance of C and the original q − and q + underAd(H) implies that under this redefinition we again obtain a symmetric algebra of Cayley type. From condition (4) Let X ∈ C − . We claim that S exp(tX) ⊆ S for all t ≥ 0. There is a unique left invariant vector fieldX(g) := d e λ g (X) on G corresponding to X ∈ C − ⊆ g. Its flow is given by (t, g) → g exp(tX). To prove the claim, it suffices to show that S is invariant under this flow. For this purpose we use the Invariance Theorem 2.2.
SinceX is left-invariant, it thus suffices to check thatX(s) ∈ L s (S) for all s ∈ (exp C − )(exp C + ). Suppose now that additionally C is pointed. We are assuming (without loss of generality) that (C) generates q. Then by Theorem 4.4, C determines a globally hyperbolic order on G/H. Let (exp X n )h n (exp Y n ) be a sequence in S ⊆ (exp C)H converging to g. By Theorem 4.2 some subsequence of {exp X n } must converge, and then by Theorem 4.1 exp X n → exp X for some X ∈ C − . Passing to subsequences we conclude that h n exp(Y n ) converges, and then from Theorem 4.1, h n → h and Y n → Y for some h ∈ H and some Y ∈ C + . It follows that S is closed, so the earlier part of the proof applies.
Symmetric Cones, Jordan Algebras, and Tube Domains.
Given any symmetric cone there is a natural way to associate with it a semigroup of "compressions"; these semigroups form a fundamental class of examples of the theory that has been developed in the previous sections. Symmetric cones can be studied directly as open convex cones in R n which are self-dual and homogeneous. However, we prefer the (equivalent) approach through the theory of Euclidean Jordan algebras. We first recall basic features of this theory that are needed for our purposes (see, for example, [6] ).
A commutative algebra V over field R or C with product xy is said to be a Jordan algebra if for all elements x, y in V ,
A finite dimensional real Jordan algebra V is called an euclidean Jordan algebra if V is a real Hilbert space with an inner product x|y such that for all x, y, z ∈ V xy| z = y| xz .
Let V be a euclidean Jordan algebra with identity e, and let Q = {x 2 | x ∈ V } denote the set of squares. Then the set Q is a self-dual cone and the interior Ω of Q is a symmetric cone. That is, Ω is a self-dual cone and the group
acts on it transitively. Furthermore, the symmetric cone Ω has the following characterizations.
Theorem 6.1. The symmetric cone Ω can be alternately characterized as the connected component of e in the set of all invertible elements or as exp V .
We consider the complex Jordan algebra V C = V + iV , the complexification of V . The corresponding tube domain T Ω := V + iΩ is a symmetric tube domain which is biholomorphically isomorphic to a bounded symmetric domain via a Cayley transform. Let G(T Ω ) be the Lie group consisting of all biholomorphic automorphisms of the tube domain T Ω . The group G(T Ω ) can be described in the following way: an element g ∈ G(Ω) acts on the tube domain T Ω by
For x in V , the translation by x t x : z −→ z + x is a holomorphic automorphism of T Ω and the group of all real translations is an abelian group N + isomorphic to the vector space V . The map
. The Lie algebra of G(T Ω ) can be described in the following way: Let g t be a one-parameter subgroup of G(T Ω ); theñ
defines a vector field on T Ω , and the set of vector fields obtained in this way is a real Lie subalgebra with respect to the usual Lie bracket of vector fields. We can writeX f (z) = Df (z)(X(z)), where, for each z, X(z) is a vector in V C = V + iV. Then the Lie algebra of G(T Ω ) is the set of vector fields of the form
where u, v ∈ V and T ∈ g(Ω), where g(Ω) is the Lie algebra of G(Ω) (Theorem X.5.10, [6] 
. Then η gives rise to a Cayley-type symmetric algebra structure on g with
This is a semisimple hermitian Lie algebra. Define the real conjugation σ on T Ω by σ(x + iy) = −x + iy. We can then define an involution τ on G(T Ω ) by τ (g) := σgσ. One verifies easily that τ is the identity on the subgroup G(Ω). We note that N ± is the Lie subgroup of G(T Ω ) with Lie algebra n ± . Again one verifies directly that τ restricted to N + is inversion. It then follows easily using the fact that σ commutes with j that τ restricted to N is also inversion. From these facts one readily deduces that the derivative of τ on the Lie algebra g(T Ω ) is equal to η. Hence
is a Cayley algebra for the involutive group (G(T Ω ), τ). Since the algebra is semisimple, then by Thereom 5.2 the mapping
and this decomposition is uniquely determined. Alternate proofs of these facts along with the density of the image in G(T Ω ) can be found in [1] , [2] , [3] .
The Lie Compression Semigroup of a Symmetric Cone.
Let V be an euclidean Jordan algebra with the corresponding symmetric cone Ω. Following ideas of [1] or [3] , we quickly sketch an alternate route to the group G := G(T Ω ) of the previous section. We consider on V the conformal or Kantor-Koecher-Tits group G := Cfl(V ) of birational maps generated by the translations t v by vectors v ∈ V , by elements of G(Ω), and by the Jordan inverse j (which is only dense-open defined). Then G is a Lie group of birational maps φ characterized by the property that the derivative dφ(x) at any regular point x belongs to G(Ω), and furthermore is Lie group isomorphic to G(T Ω ). In this identification G(Ω) acts in its usual way on V , N + = t V acts as translations, and N − acts as jt V j. There exists a conformal compactification M := G/P with respect to the parabolic subgroup 
Proof. We consider the action of
In the action of
Since the closureΩ of Ω in M is compact with Ω as interior, the compression semigroup Γ Ω is a closed semigroup of G(T Ω ). Using Proposition B.1.3 [10] , we have the following.
Proposition 7.2. The interior of Γ Ω is
Then C is a pointed closed convex cone in q with interior
We recall that any element of G(Ω) 0 , the identity component of G(Ω), can be written in the form P (w)k for some w ∈ V and some Jordan algebra automorphism k of V , and that the identity component acts transitively on Ω.
We have now (among other things) established the hypotheses of Theorem 4.1 in our context of Jordan algebras and thus can deduce the following result.
Then it easy to see that Γ ± , and G(Ω) are closed subsemigroups in Γ Ω and
Proof.
Since Ω is open, we can choose w ∈ Ω and t > 0 such that tx+w ∈ Ω.
This implies that x + Ω is a connected subset of V −1 meeting the symmetric cone Ω. Using the characterization of Ω in Theorem 6.1, we conclude that
is open in Ω and hence it is a subset of Ω. 
and this semigroup is equal to the semigroup S of Theorem 7.4.
Proof. It follows from the preceding section, from the semisimplicity of G, from Proposition 7.3, and from Theorem 5.3 that Γ + G(Ω)Γ − is a closed subsemigroup which is equal to the Ol'shanski semigroup S.
It follows that y − Ω and hence Ω − y is a subset of V −1 . Hence −y ∈ Ω from Lemma 7.5. Let w = −y ∈ Ω. Then w + Ω ⊆ Ω. Choose z ∈ w + Ω and write z = w + a ∈ w + Ω. Then
By induction nz ∈ w+Ω for all positive integers n. Since (nz) −1 = (1/n)z −1 and t x hj(−(w + Ω)) ⊂ Ω, we conclude that
Taking the limit as n → ∞, we conclude x ∈ Ω. Thus g ∈ Γ + G(Ω)Γ − and the second equality is established. Let g ∈ Γ Ω . Then g n := g • t (1/n)e ∈ Γ Ω and g n (0) = g( 1 n e) ∈ Ω. Hence g n ∈ N + G(Ω)N − by Lemma 7.1. From the first part of the proof g n must
Since we remarked right after the definition of Γ ± that Γ + G(Ω)Γ − ⊆ Γ Ω , we conclude that they are equal.
Koufany [12] has established the triple decomposition for the compression semigroup of a symmetric cone using the theory of Jordan pairs and other technical tools from the theory of Jordan algebras. We have preferred to develop the theory in the context of Lie semigroup theory. 
The Compression Semigroup of the Positive Definite Matrices.
Let V := Sym(n, R) denote the euclidean Jordan algebra of real symmetric matrices equipped with the Jordan product A · B := AB + BA 2 .
Note that matrix inversion agrees with Jordan inversion in this example. We (densely) define j(X) = −X −1 . The associated symmetric cone is the cone Ω := Sym + (n, R) consisting of all positive definite symmetric matrices. In this case the group Sp(2n, R) is a double covering of the automorphism group of biholomorphisms on the tube domain
where the action is by fractional transformations. The group Sp(2n, R) also acts on V as (densely defined) birational maps of fractional transformations:
We define the involution τ : Sp(2n, R) → Sp(2n, R) by The exponential images N ± of n ± resp. consist of those block unipotent lower resp. upper triangular matrices with B = B t . Note that N − acts on V by translation t B by the upper right entry B, and a quick calculation establishes that N + acts on V byt −B = j • t −B • j, where B is now the lower left entry. The compression semigroup of the symmetric cone Γ := Γ Ω consists of all g ∈ Sp(2n, R) which are globally defined on Ω and satisfy g · Ω ⊆ Ω.
If Ω is embedded in n − as the upper right entry and in n + by putting its negative as the lower left entry, then the resulting cones C − and C + are those that we have seen arising from Section 4 forward. It then follows from the preceding section that Γ = exp(C − )H exp(C), where the triple decomposition is uniquely determined.
The compression semigroup Γ has appeared previously in Wojtkowski's study of the entropy of a system of hard spheres and in the stochastic calculus in the work of Bougerol [4] . Bougerol actually considered the semigroup but in the introduction of his work Koufany [12] remarks that S is easily shown to be equal to Γ. Using the invertibility of D for elements of the semigroup Γ (this condition is also derived by Wojtkowski) we obtain directly the triple factorization in Γ. Indeed we can characterize and give explicitly the triple factorization of Theorem 5.2. Proof. If g ∈ N − HN + , then one verifies by direct multiplication that D is the same as the bottom right entry in the H-coordinate, and the latter must be invertible. Conversely if D is invertible, then the above factorization works. (One must use the fact that B t D is symmetric and that A t D−C t B = I since the matrix is in Sp(2n, R) to establish that the upper left entry in the triple product is A.) The uniqueness follows from Theorem 5.2. Since we have already established that the factorization holds in Γ and since the factorization is unique, the last assertion follows.
