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RØsumØ
Cet article propose une synthŁse de la littØrature concernant les tests de racine uni-
taire en panel. Deux principales Øvolutions peuvent Œtre mises en Øvidence dans cette voie
de recherche depuis les travaux fondateurs de Levin et Lin (1992). D￿ une part, on a pu
assister depuis la ￿n des annØes 90 ￿ une Øvolution tendant ￿ prendre en compte une
hØtØrogØnØitØ des propriØtØs dynamiques des sØries ØtudiØes, avec notamment les travaux
d￿ Im, Pesaran et Shin (1997) et de Maddala et Wu (1999). D￿ autre part, un second type de
dØveloppements rØcents dans cette littØrature tend ￿ introduire une dichotomie entre deux
gØnØrations de tests : la premiŁre gØnØration repose sur une hypothŁse d￿ indØpendance entre
les individus, ce qui appara￿t peu plausible notamment dans le cas de certaines applications
macro-Øconomiques. La seconde gØnØration, actuellement en plein dØveloppement, intŁgre
diverses formes possibles de dØpendances inter-individuelles (Bai et Ng (2001), Phillips et
Sul (2003a), Moon et Perron (2004), Choi (2002), Pesaran (2003) et Chang (2002)). Ces
deux gØnØrations de tests sont prØsentØes dans cette revue de la littØrature.
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11 Introduction
L￿ Øtude des sØries temporelles non stationnaires est devenue aujourd￿ hui incontournable dans
la pratique ØconomØtrique courante. Les travaux empiriques dØbutent ainsi frØquemment par
une analyse de la stationnaritØ des sØries temporelles considØrØes avec l￿ application de divers
tests de racine unitaire. Dans un contexte multivariØ, les Øtudes cherchent souvent ￿ mettre en
Øvidence des relations d￿ Øquilibre de long terme entre les variables par l￿ application de tests de
cointØgration. En revanche, l￿ analyse des donnØes de panel non stationnaires ne s￿ est dØveloppØe
que trŁs rØcemment, depuis les travaux pionniers de Levin et Lin (1992). Elle s￿ est en particulier
dØveloppØe avec l￿ utilisation croissante des bases de donnØes macro-Øconomiques prØsentant une
dimension temporelle su¢ sante (supØrieure ￿ vingt ans) pour que cette problØmatique prØsente
un intØrŒt appliquØ. Les champs d￿ application des tests de racine unitaire en panel couvrent
aujourd￿ hui l￿ Øtude de la paritØ des pouvoirs d￿ achat (PPA), les problŁmes de croissance et
de convergence, les dynamiques de l￿ Øpargne et de l￿ investissement, les activitØs de recherche-
dØveloppement au niveau international, etc.
Pourquoi tester la racine unitaire en panel?
L￿ ajout de la dimension individuelle ￿ la dimension temporelle usuelle prØsente un intØrŒt
important pour l￿ analyse des sØries non stationnaires. Les tests de racine unitaire et de cointØ-
gration sur donnØes de panel temporelles sont en e⁄et plus puissants que leurs analogues sur
sØries temporelles individuelles en petit Øchantillon. A titre d￿ exemple, lorsque l￿ on Øtudie des
sØries de taux de change, on dispose gØnØralement de 20 ou 30 ans de donnØes. Or, pour de
telles tailles d￿ Øchantillon, les tests de racine unitaire sont en gØnØral trŁs peu puissants pour
distinguer des sØries non stationnaires et des sØries stationnaires mais fortement persistantes
(voir SalaniØ 1999 pour une synthŁse). L￿ Øtendue de la pØriode d￿ Øtude Øtant plus importante
que la frØquence des donnØes (Pierce et Snell, 1995), une solution consisterait ￿ lorsque cela
est possible ￿ ￿ accro￿tre cette pØriode. Mais, d￿ une part, cela est rarement possible et, d￿ autre
part, une telle procØdure augmente le risque de faire face ￿ des ruptures structurelles. Si l￿ on
reprend l￿ exemple des taux de change, la ￿n du systŁme de Bretton Woods a engendrØ une rup-
ture structurelle telle qu￿ il est peu pertinent de travailler sur une longue pØriode mŒlant divers
rØgimes de change. Plut￿t que d￿ Øtendre la pØriode d￿ Øtude, une alternative consiste alors ￿
accro￿tre le nombre de donnØes en incluant l￿ information relative ￿ des pays di⁄Ørents. Il est en
e⁄et naturel de penser que les propriØtØs de long terme des sØries, de mŒme que leurs caractØris-
tiques en termes de stationnaritØ, ont une forte probabilitØ d￿ Œtre communes ￿ plusieurs pays.
Le recours aux donnØes de panel permet ainsi de travailler sur des Øchantillons de taille rØduite
(dans la dimension temporelle) en augmentant le nombre de donnØes disponibles (dans la di-
mension individuelle), diminuant ainsi la probabilitØ de faire face ￿ des ruptures structurelles
et palliant le problŁme de la faible puissance des tests en petit Øchantillon. Ainsi que le notent
Baltagi et Kao (2000), l￿ ØconomØtrie des donnØes de panel non stationnaires vise ￿ combiner le
￿meilleur des deux mondes￿: le traitement des sØries non stationnaires ￿ l￿ aide des mØthodes
des sØries temporelles et l￿ augmentation du nombre de donnØes et de la puissance des tests avec
le recours ￿ la dimension individuelle.
Quelles sont les di⁄Ørences fondamentales entre les tests de racine unitaire en
panel et en sØries temporelles?
Il existe deux principales di⁄Ørences entre les deux approches. La premiŁre concerne les
distributions asymptotiques. Dans le cas des sØries temporelles, les statistiques de tests usuels
possŁdent des distributions asymptotiques non standard (point a) et conditionnelles au modŁle
utilisØ pour tester la racine unitaire (point b). Ainsi, par exemple, sous l￿ hypothŁse nulle de
racine unitaire, la t-statistique de Dickey-Fuller admet une distribution asymptotique qui est
une fonction de mouvements Browniens. Cette distribution est en outre di⁄Ørente suivant la
spØci￿cation de la composante dØterministe du modŁle dans lequel on teste la racine unitaire :
2modŁle avec une constante, une constante et une tendance, ou ni constante ni tendance. Dans le
cadre des modŁles de panel, les statistiques des tests de racine unitaire (￿ l￿ exception des tests
de Fisher) admettent pour loi asymptotique des lois normales (point a). Les premiers ￿ mettre
en Øvidence ce rØsultat furent Levin et Lin (1992). Nous donnerons l￿ intuition de ce rØsultat
dans le cadre des tests de premiŁre gØnØration en Øvoquant au passage les di⁄Ørentes notions de
convergence en panel (Phillips et Moon, 1999). En revanche, tout comme dans le cas des sØries
temporelles, ces lois asymptotiques demeurent conditionnelles au modŁle utilisØ pour tester la
racine unitaire (point b) : les lois asymptotiques, et donc les seuils, ne sont pas les mŒmes
suivant que l￿ on considŁre un modŁle avec ou sans constante, avec ou sans tendance. Mais,
contrairement aux sØries temporelles, les lois asymptotiques restent des lois normales : seules
la variance et l￿ espØrance sont modi￿Øes suivant le modŁle utilisØ. Ainsi, la premiŁre di⁄Ørence
rØside dans le fait que l￿ ØconomŁtre appliquØ qui utilisait des tables de lois particuliŁres dans le
cadre des sØries temporelles pour mener ￿ bien ses tests, devra utiliser pour e⁄ectuer des tests
similaires en panel les tables de la loi normale.
Mais la di⁄Ørence essentielle rØside dans le problŁme de l￿ hØtØrogØnØitØ du modŁle qui ne se
pose pas dans le contexte des sØries temporelles. Dans le cas univariØ, on se donne un modŁle
pour tester la prØsence d￿ une racine unitaire dans la dynamique d￿ une variable pour un individu
donnØ. Lorsque l￿ on passe en panel, la question qui vient immØdiatement ￿ l￿ esprit est la sui-
vante : peut-on considØrer un mŒme modŁle pour tester la prØsence d￿ une racine unitaire dans
la dynamique d￿ une variable observØe sur plusieurs individus? Si l￿ on rØpond par l￿ a¢ rmative ￿
cette question, cela implique l￿ existence de propriØtØs dynamiques strictement identiques pour
la variable quel que soit le pays considØrØ : on parle alors de panel homogŁne. Prenons un
exemple : si l￿ on teste la prØsence d￿ une racine unitaire dans la dynamique du ch￿mage des 30
pays membres de l￿ OCDE ￿ partir d￿ un mŒme modŁle, cela revient ￿ tester l￿ hypothŁse de racine
unitaire en imposant, sans doute ￿ tort, que la dynamique du ch￿mage puisse Œtre dØcrite pour
les 30 pays par le mŒme modŁle. Le test de racine unitaire ainsi construit en panel peut alors
conduire ￿ des rØsultats fallacieux. DŁs lors, de fa￿on gØnØrale, la premiŁre question centrale des
tests de racine unitaire en panel devient celle de la forme de l￿ hØtØrogØnØitØ du modŁle utilisØ
pour tester la racine unitaire. Cette question rejoint celle de la spØci￿cation mŒme du test de
racine unitaire comme nous le verrons par la suite.
Cette notion d￿ hØtØrogØnØitØ du modŁle est une notion centrale de l￿ ØconomØtrie des panels
(Hsiao, 1986, et Sevestre, 2002). La forme la plus simple d￿ hØtØrogØnØitØ est celle qui consiste ￿
postuler l￿ existence de constantes spØci￿ques ￿ chaque individu. Il s￿ agit bien entendu du modŁle
￿ e⁄ets individuels (spØci￿Øs de fa￿on ￿xe ou alØatoire), qui traduit une hØtØrogØnØitØ unique-
ment du niveau moyen mais qui conserve l￿ hypothŁse d￿ homogØnØitØ des autres paramŁtres du
modŁle et en particulier de la racine autorØgressive. C￿ est notamment ce type de modØlisation
qu￿ utiliseront les premiers tests de racine unitaire de Levin et Lin (1992). Mais trŁs rapide-
ment, cette conception de l￿ hØtØrogØnØitØ limitØe aux seuls e⁄ets individuels ou aux tendances
dØterministes est apparue peu plausible dans le cas des applications macro-Øconomiques.
Ainsi, un premier mouvement s￿ est dessinØ dans le contexte des tests de premiŁre gØnØration
allant vers une prise en compte d￿ une plus grande hØtØrogØnØitØ de la dynamique de la sØrie
ØtudiØe. Ce mouvement s￿ inscrit dans le contexte plus large de la littØrature du milieu des
annØes 90 consacrØe aux panels dynamiques dits hØtØrogŁnes (Pesaran et Smith, 1995). Les
premiers tests de racine unitaire sur panels hØtØrogŁnes ont alors ØtØ proposØs par Im, Pesaran
et Shin (1997) et Maddala et Wu (1999). Ces tests autorisent sous l￿ hypothŁse alternative non
seulement une hØtØrogØnØitØ de la racine autorØgressive, mais aussi une hØtØrogØnØitØ quant ￿
la prØsence mŒme d￿ une racine unitaire dans le panel. Par exemple, si l￿ on raisonne sur un panel
international, sous l￿ hypothŁse alternative la variable ØtudiØe peut Œtre non stationnaire dans un
premier groupe de pays et stationnaire pour un autre groupe non vide de pays de l￿ Øchantillon.
3L￿ hypothŁse d￿ indØpendance inter-individuelle : vers une nouvelle gØnØration de
tests
Cette premiŁre Øvolution vers des spØci￿cations hØtØrogŁnes se double depuis trois ans d￿ une
seconde Øvolution allant dans le sens de la prise en compte des corrØlations de la variable entre
individus. En e⁄et, au del￿ du problŁme de l￿ hØtØrogØnØitØ des paramŁtres du modŁle, une
autre problØmatique spØci￿que aux donnØes de panel est aujourd￿ hui devenue centrale dans
la littØrature sur les tests de racine unitaire : il s￿ agit de la prise en compte des Øventuelles
dØpendances inter-individuelles. La question est tout simplement de savoir si l￿ on autorise la
prØsence d￿ Øventuelles corrØlations entre les rØsidus des di⁄Ørents individus du panel. Selon la
rØponse ￿ cette question, on peut opposer deux gØnØrations de tests comme l￿ indique le tableau
rØcapitulatif 1.
Tab. 1 ￿Tests de Racine Unitaire en Panel
Tests 1￿ ere GØnØration IndØpendance entre individus
1- SpØci￿cation homogŁne de la racine autorØgressive sous H1
Levin et Lin (1992, 1993)
Levin, Lin et Chu (2002)
Harris et Tzavalis (1999)
2- SpØci￿cation hØtØrogŁne de la racine autorØgressive
Im, Pesaran et Shin (1997, 2002 et 2003)
Maddala et Wu (1999)
Choi (1999, 2001)
Hadri (2000)
3- Test sØquentiel HØnin, Jolivaldt et Nguyen (2001)
Tests 2￿ eme GØnØration DØpendances entre individus
1- Tests fondØs sur des modŁles factoriels
Bai et Ng (2001)
Moon et Perron (2004)






La premiŁre gØnØration de tests repose sur l￿ hypothŁse d￿ indØpendance inter-individuelle
des rØsidus. C￿ est prØcisØment cette hypothŁse d￿ indØpendance qui, comme nous allons le voir,
permet d￿ Øtablir trŁs simplement les distributions statistiques de test et d￿ obtenir gØnØralement
des distributions asymptotiques ou semi-asymptotiques normales. Dans cette perspective, les
Øventuelles corrØlations entre individus constituent des paramŁtres de nuisance. Cette hypothŁse
d￿ indØpendance inter-individuelle est particuliŁrement gŒnante dans la plupart des applications
macro-Øconomiques des tests de racine unitaire, que ce soit dans le domaine des tests de conver-
gence (Phillips et Sul, 2003) ou dans le domaine des tests de la PPA (O￿ Connell, 1998). Or
l￿ application ￿ tort des tests de premiŁre gØnØration dans un contexte avec dØpendances inter-
4individuelles conduit ￿ des distorsions de taille et ￿ des puissances de tests trŁs faibles (Banerjee,
Marcellino et Osbat, 2000, Strauss et Yigit, 2003).
La seconde gØnØration de tests, plus rØcents, tend ￿ lever cette hypothŁse d￿ indØpendance.
Ces tests renversent totalement la perspective jusqu￿ alors adoptØe car, plut￿t que de considØrer
les corrØlations entre individus comme des paramŁtres de nuisance, ils proposent d￿ exploiter ces
co-mouvements pour dØ￿nir de nouvelles statistiques de test. Tout le problŁme consiste alors ￿
proposer le test permettant la prise en compte la plus gØnØrale des di⁄Ørentes formes possibles de
dØpendances entre individus. Comme le souligne Quah (1994), la modØlisation des dØpendances
inter-individuelles est dØlicate dans la mesure oø il n￿ existe pas a priori d￿ ordre naturel dans
les observations individuelles. C￿ est pourquoi de nombreux tests sont aujourd￿ hui proposØs. La
plupart s￿ inscrivent dans la lignØe des travaux fondateurs de Bai et Ng (2001, 2004) et retiennent
le cadre d￿ un modŁle ￿ facteurs communs. Mais si Bai et Ng (2004) proposent deux tests sØparØs
de racine unitaire sur les composantes commune et individuelle de la sØrie, les autres tests ne
considŁrent uniquement que la composante idiosyncratique. Les approches di⁄Łrent alors suivant
la mØthode retenue pour extraire de la sØrie brute la composante idiosyncratique inobservable.
Ainsi, nous illustrerons successivement ces approches en Øtudiant les tests de Moon et Perron
(2004), Choi (2002) et Pesaran (2003). Nous Øvoquerons en￿n des tests alternatifs (Chang 2002,
2004) dans lesquels aucune forme particuliŁre de dØpendance inter-individuelle n￿ est postulØe,
et qui ne nØcessitent donc pas par consØquent l￿ identi￿cation de facteurs communs.
Dans le cadre de cette revue de la littØrature, nous prØsenterons tout d￿ abord quatre tests de
racine unitaire en panel de premiŁre gØnØration a￿n de bien comprendre les enjeux de l￿ hypothŁse
d￿ indØpendance inter-individuelle. Puis nous prØsenterons cinq approches des tests de deuxiŁme
gØnØration. Ces di⁄Ørents tests selon illustrØs au travers d￿ une application sur les sØries de PNB
rØels des pays de l￿ OCDE.
2 Les tests de Levin et Lin
Andrew Levin et Chien-Fu Lin dans une sØrie de contributions (Levin et Lin 1992, Levin
et Lin 1993 et Levin, Lin et Chu 2002) ont proposØ le premier test de racine unitaire en panel.
Leur dØmarche est directement inspirØe de celle des tests de racine unitaire en sØries temporelles
de Dickey et Fuller (1979). Par consØquent, les auteurs considŁrent trois modŁles pour tester la
racine unitaire1 suivant la forme que revŒt la composante dØterministe :
ModŁle 1 : ￿yi;t = ￿yi;t￿1 + "i;t (1)
ModŁle 2 : ￿yi;t = ￿i + ￿yi;t￿1 + "i;t (2)
ModŁle 3 : ￿yi;t = ￿i + ￿i t + ￿yi;t￿1 + "i;t (3)
oø i = 1;::;N et t = 1;::;T et oø les termes d￿ erreur "i;t sont distribuØs indØpendamment
entre les individus i et suivent un processus ARMA stationnaire et inversible admettant une




￿i;k "i;t￿k + ￿i;t (4)
1Nous ne prØsentons ici que les trois modŁles retenus dans la version ￿nale de l￿ article (Levin, Lin et Chu,
2002). Ces trois modŁles excluent notamment la prØsence d￿ e⁄ets temporels communs qui ￿guraient dans les
versions de 1992 et 1993 du papier.





. On peut faire deux remarques ￿ ce
niveau2. La premiŁre est que les trois modŁles de Levin et Lin supposent l￿ indØpendance des
termes d￿ erreur dans la dimension individuelle. Cette hypothŁse, bien que particuliŁrement forte,
est adoptØe dans tous les tests de racine unitaire en panel de premiŁre gØnØration : c￿ est en e⁄et
cette hypothŁse qui, comme nous le verrons par la suite, permet d￿ utiliser un thØorŁme central
limite pour obtenir de fa￿on relativement simple les distributions asymptotiques (normales) des
statistiques de tests.
La seconde remarque porte sur la question de l￿ hØtØrogØnØitØ du processus gØnØrateur des
donnØes retenu par les auteurs. Comme nous l￿ avons mentionnØ en introduction, il s￿ agit d￿ un
problŁme fondamental en ØconomØtrie de panel. Dans le cas prØsent, les trois modŁles de Levin
et Lin imposent l￿ hypothŁse d￿ homogØnØitØ de la racine autorØgressive (￿i = ￿j = ￿; 8i;j) et
par consØquent l￿ homogØnØitØ de la conclusion quant ￿ la prØsence d￿ une racine unitaire dans la
dynamique de la variable y : soit l￿ on accepte l￿ hypothŁse d￿ une racine unitaire pour l￿ ensemble
des individus du panel, soit l￿ on rejette l￿ hypothŁse d￿ une racine unitaire pour l￿ ensemble des
individus. C￿ est prØcisØment la principale limite de ce test. En e⁄et, mŒme si dans les modŁles 2
et 3, Levin et Lin autorisent la prØsence d￿ une hØtØrogØnØitØ du processus gØnØrateur via l￿ intro-
duction d￿ e⁄ets individuels ￿xes (￿i 6= ￿j pour i 6= j) et d￿ Øventuelles tendances dØterministes
individuelles (￿i 6= ￿j pour i 6= j); il n￿ en demeure pas moins que le degrØ de persistance des
chocs3 de "i;t sur la variable yi;t est supposØ Œtre le mŒme pour tous les individus du panel. Dans
le cas de panels macro-Øconomiques, on con￿oit Øvidemment que cette hypothŁse d￿ homogØnØitØ
pose problŁme.
A partir de ces trois modŁles, Levin et Lin proposent de tester les hypothŁses suivantes :
ModŁle 1 : H0 : ￿ = 0
H1 : ￿ < 0
ModŁle 2 : H0 : ￿ = 0 et ￿i = 0; 8i = 1;::;N
H1 : ￿ < 0 et ￿i 2 R; 8i = 1;::;N
ModŁle 3 : H0 : ￿ = 0 et ￿i = 0; 8i = 1;::;N
H1 : ￿ < 0 et ￿i 2 R; 8i = 1;::;N
Il est important de noter que les hypothŁses nulles des tests de Levin et Lin dans les modŁles
2 et 3 sont des hypothŁses jointes. Dans le modŁle 2, l￿ hypothŁse nulle testØe est l￿ hypothŁse
de racine unitaire pour tous les individus du panel (￿i = ￿ = 0) conjointement ￿ l￿ hypothŁse
d￿ absence d￿ e⁄ets individuels, plus prØcisØment ￿ la nullitØ de toutes les constantes individuelles
(￿i = 0). Dans le modŁle 3, l￿ hypothŁse nulle consiste en l￿ hypothŁse de racine unitaire et
d￿ absence de composante tendancielle dØterministe pour tous les individus du panel (￿i = 0):
On retrouve ainsi exactement la structure des deux tests joints proposØs dans le cas des sØries
temporelles par Dickey et Fuller (1981).
A prØsent, nous allons donner l￿ intuition des principaux rØsultats asymptotiques de Levin
et Lin dans le cadre trŁs simple du modŁle 1 en l￿ absence d￿ autocorrØlation des rØsidus. Nous
comprendrons ainsi pourquoi, dans la pratique, les tests de racine unitaire en panel de Levin
et Lin doivent Œtre rØalisØs ￿ partir des seuils de la loi normale, contrairement au cas des
sØries temporelles. Nous considØrerons ensuite le cas gØnØral avec autocorrØlation des rØsidus,
et prØsenterons la dØmarche gØnØrale en trois Øtapes des tests de Levin et Lin.
2En ce qui concerne la discussion sur l￿ Øventuel choix du modŁle ￿ adopter pour tester la racine unitaire,
les arguments dØveloppØs dans le cadre des sØries temporelles (voir SalaniØ, 1999) peuvent Œtre repris dans le
contexte des donnØes de panel.
3En revanche, l￿ Øcriture hØtØrogŁne (￿i;k 6= ￿j;k) de la forme ARMA des processus "i;t permet d￿ envisager,
dans le cas stationnaire, des degrØs de persistance di⁄Ørents pour les chocs sur ￿i;t.
62.1 Des lois asymptotiques normales : illustration dans un cas simple
ConsidØrons le modŁle 1 de Levin et Lin sans e⁄et individuel, en l￿ absence d￿ autocorrØlation
des rØsidus (￿i;k = 0).
yi;t = ￿yi;t￿1 + ￿i;t






et indØpendamment distribuØs dans la dimension individuelle. On cherche ￿ tester
l￿ hypothŁse nulle H0 : ￿ = 1 contre H1 : ￿ < 1: Dans ce cas simple, la statistique de test de
Levin et Lin, identique ￿ celle du test de Dickey-Fuller, correspond ￿ la t-statistique associØe
au test ￿ = 1; notØe t￿=1 :
t￿=1 =
￿



















oø b ￿ dØsigne l￿ estimateur des MCO du paramŁtre ￿ obtenu ￿ partir des NT observations
empilØes. Sous l￿ hypothŁse nulle H0; le biais de cet estimateur peut s￿ Øcrire sous la forme
suivante :















































En ØconomØtrie de panel, il existe plusieurs concepts de distribution asymptotique. On
distingue tout d￿ abord ce que l￿ on quali￿e parfois de distribution semi-asymptotique; c￿ est le
cas oø l￿ une des dimensions (N ou T) est ￿xe et l￿ autre tend vers l￿ in￿ni (voir Hsiao, 1986). En
ce qui concerne la distribution asymptotique au sens propre (oø les deux dimensions tendent
vers l￿ in￿ni), on doit distinguer di⁄Ørents modes de convergence qui ont ØtØ clairement dØ￿nis
par Phillips et Moon (1999). La premiŁre approche, dite convergence sØquentielle, consiste ￿
supposer que les dimensions convergent dans un certain ordre. On raisonne ￿ N ￿xe (ou T) et
l￿ on fait tendre T (ou N) vers l￿ in￿ni, puis l￿ on fait tendre N (ou T) vers l￿ in￿ni. C￿ est souvent
l￿ approche la plus simple pour dØriver les lois asymptotiques, mais il convient d￿ Œtre prudent
avec ce type de rØsultats car ils peuvent parfois Œtre di⁄Ørents lorsque l￿ on renverse l￿ ordre
de convergence ou lorsque les deux dimensions tendent simultanØment vers l￿ in￿ni4. Dans la
seconde approche, dite convergence le long d￿ une diagonale, on fait tendre N et T vers l￿ in￿ni
simultanØment sous l￿ hypothŁse que T = T (N) est une fonction monotone de N: Par exemple,
on peut supposer que le ratio T=N converge vers une constante c non nulle. Bien Øvidemment,
l￿ inconvØnient de cette approche rØside, d￿ une part, dans le caractŁre spØci￿que de la fonction
T (N) qui peut conditionner les rØsultats et, d￿ autre part, dans le fait que les dimensions (N;T)
d￿ un panel peuvent ne pas correspondre, et de loin, ￿ la relation T = T (N): La troisiŁme
approche, la plus gØnØrale mais aussi la plus di¢ cile ￿ utiliser, consiste ￿ supposer que N et T
tendent vers l￿ in￿ni sans supposer une quelconque relation entre T et N:
Dans le cas de la littØrature sur les tests de racine unitaire en panel, et plus particuliŁ-
rement dans le cas des tests de premiŁre gØnØration, les modes de convergence adoptØs sont
4Il convient de noter que ce mode de convergence joue un r￿le fondamental dans la dØtermination des lois
asymptotiques des tests de racine unitaire. En e⁄et, le fait que les statistiques des tests de racine unitaire en
panel sont asymptotiquement distribuØes selon des lois normales, impose une convergence, ￿ N ￿xØ, de T vers
l￿ in￿ni. Ceci peut para￿tre quelque peu contradictoire avec l￿ approche des tests de racine unitaire en panel dans
la mesure oø l￿ attrait pour ceux-ci rØside notamment dans la faiblesse de la dimension temporelle de l￿ Øchantillon
disponible.
7essentiellement sØquentiels et le long d￿ une diagonale. Nous ne considØrerons ici que le cas le
plus simple de la distribution asymptotique sØquentielle, lorsque T tend vers l￿ in￿ni, puis N
tend vers l￿ in￿ni ￿ son tour.
Raisonnons tout d￿ abord ￿ N ￿xØ. On note
d ￿! la convergence en loi fonctionnelle et
l ￿!






i;t; notØs respectivement Ai et Bi, convergent
en distribution respectivement vers des fonctions de mouvements Browniens d￿ oø l￿ on dØduit
les distributions usuelles des tests de Dickey-Fuller (voir par exemple Hamilton 1994, chapitre
































oø les variables Wi (r); pour i = 1;::;N; dØsignent des mouvements Browniens standards indØ-
pendants. On admet parallŁlement que les estimateurs individuels s2
i; convergent en probabilitØ














￿ 8i = 1;::;N
Le fait de raisonner en panel nous amŁne ￿ prØsent ￿ considØrer des statistiques de tests
(Øquations 5 et 6) qui s￿ expriment en fonction des moyennes des moments empiriques individuels
Ai et Bi. En contr￿lant les vitesses de convergence, la statistique de test de Levin et Lin peut










































C￿ est ￿ ce niveau qu￿ intervient l￿ hypothŁse fondamentale d￿ indØpendance des rØsidus entre
individus. En e⁄et, sous cette hypothŁse d￿ indØpendance, il convient de dØterminer la loi asymp-
totique de moyennes (sur N) de moments empiriques individuels indØpendants, ￿ savoir les
quantitØs N￿1 PN
i=1 Ai et N￿1=2 PN
i=1 Bi: Or, dŁs lors que la dimension T tend vers l￿ in￿ni,
les moments Ai pour i = 1;::;N (ou Bi) sont (i) indØpendamment distribuØs, (ii) d￿ espØrance
et de variance ￿nie, et dans notre cas trŁs simple (iii) identiquement distribuØs5. Ne reste plus
alors qu￿ ￿ faire tendre la dimension N vers l￿ in￿ni, et appliquer le thØorŁme central limite de
Lindberg-Levy (voir Amemiya, 1985). Pour un N ￿xØ, lorsque la dimension T tend vers l￿ in￿ni
































5Cette derniŁre condition n￿ est pas essentielle ￿ l￿ application du thØorŁme central limite et n￿ est d￿ ailleurs
plus valide dŁs lors que l￿ on lŁve l￿ hypothŁse d￿ homoscØdasticitØ inter-individuelle ￿2
￿;i = ￿2
￿:
8Sous nos hypothŁses, quand T ! 1 les moments Bi convergent vers une distribution dont





= 0. Ce rØsultat provient tout simplement
du fait que Wi (1)
2 est distribuØ selon un ￿2 (1): Lorsque N tend vers l￿ in￿ni, l￿ application du
thØorŁme central limite de Lindberg-Levy, nous permet de montrer que le terme de droite (qui
est une moyenne sur N de termes i:i:d:) converge ￿ son tour vers une loi normale. La variance de





































Ainsi, on montre que la quantitØ N￿1=2 PN
i=1 [Bi ￿ E (Bi)] converge sØquentiellement lorsque





























oø (T;N ! 1)seq dØsigne la convergence sØquentielle lorsque T puis N tendent vers l￿ in￿ni.
C￿ est ainsi par ce type de raisonnement (dans le cas d￿ une convergence sØquentielle) que l￿ on
Øtablit l￿ existence de distributions asymptotiques normales, contrairement aux distributions
asymptotiques non standard que l￿ on obtenait traditionnellement en sØries temporelles lorsque
T ! 1:
ParallŁlement, on peut Øtablir la convergence en probabilitØ de la quantitØ N￿1 PN
i=1 Ai de












































Sachant que cette espØrance est Øgale ￿ 1=2, on en dØduit alors la convergence en probabilitØ




























Ainsi, ￿ partir des rØsultats (9) et (10), on Øtablit immØdiatement la distribution asympto-












































9Notons la vitesse de convergence T
p
N de l￿ estimateur b ￿ que l￿ on retrouvera dans le cadre de
l￿ application que ce soit des tests de premiŁre ou de deuxiŁme gØnØration.
Il ne reste plus alors qu￿ ￿ dØterminer la distribution asymptotique sØquentielle de la statis-
tique de test de Levin et Lin donnØe par l￿ Øquation (7). Sachant que l￿ estimateur s2 converge
sØquentiellement en probabilitØ vers la variance des rØsidus ￿2





























On vØri￿e alors que sous H0 la statistique de test de racine unitaire t￿=1 de Levin et Lin
converge sØquentiellement vers une loi normale centrØe rØduite :




Ainsi, contrairement au cas des sØries temporelles oø les statistiques de Dickey-Fuller suivent
des distributions non standard, la statistique de Levin et Lin en panel est asymptotiquement
normalement distribuØe. Le mŒme rØsultat peut Œtre Øtabli dans le cas d￿ une convergence le
long d￿ une diagonale. En ce sens, on peut dire que le panel contribue ￿ ￿rØhabiliter￿l￿ usage
des tables de la loi normale dans le cadre des tests de racine unitaire. On retrouve de la
mŒme fa￿on des distributions normales dans les modŁles avec e⁄ets individuels et/ou tendance
dØterministe. Seules les espØrances et les variances de ces lois normales changent. Ainsi, Levin





















Pour ￿nir, citons les travaux de Harris et Tzavalis (1999) qui proposent une extension des
tests de Levin et Lin (1992), toujours sous l￿ hypothŁse d￿ absence d￿ autocorrØlation des rØsidus,
pour des panels de taille T ￿nie. Toutefois, ces premiers tests ne prennent pas en compte
l￿ Øventuelle autocorrØlation des rØsidus. C￿ est pourquoi ￿ prØsent, nous allons nous intØresser ￿
la mise en oeuvre des tests de Levin et Lin dans un cas gØnØral.
2.2 Mise en oeuvre du test de Levin et Lin dans le cas gØnØral
Dans le cas gØnØral, en prØsence d￿ une Øventuelle autocorrØlation des rØsidus (￿i;k 6= 0), le
test de Levin et Lin est construit ￿ partir de modŁles de type Dickey-Fuller AugmentØs (ADF)
permettant de blanchir les rØsidus et de se ramener ￿ des distributions connues pour les t-
statistiques individuelles.
ModŁle 1 : ￿yi;t = ￿yi;t￿1 +
pi X
s=1
￿i;s￿yi;t￿s + ￿i;t (13)
ModŁle 2 : ￿yi;t = ￿i + ￿yi;t￿1 +
pi X
s=1
￿i;s￿yi;t￿s + ￿i;t (14)
ModŁle 3 : ￿yi;t = ￿i + ￿i t + ￿yi;t￿1 +
pi X
s=1
￿i;s￿yi;t￿s + ￿i;t (15)





: Etant donnØ que l￿ ordre des retards pi permettant de purger l￿ au-
tocorrØlation des rØsidus est a priori inconnu, Levin et Lin proposent une procØdure de test
en trois Øtapes applicable dans chacun des modŁles 1, 2 et 3. La maniŁre dont Levin et Lin
ont construit leur test implique que ces trois Øtapes ne nØcessitent ￿nalement aucune technique
d￿ estimation propre aux donnØes de panel : on peut donc utiliser les commandes de base de
l￿ ØconomØtrie des sØries temporelles de tout logiciel pour le mettre en oeuvre.
Etape 1 Construction d￿ un estimateur de la racine autorØgressive
L￿ objectif de cette premiŁre Øtape consiste ￿ construire un estimateur b ￿ de la racine auto-
rØgressive commune: Pour cela, il convient tout d￿ abord de dØterminer, pour chaque individu,
l￿ ordre des retards optimal pi: Puisque ￿ ce niveau, on raisonne sur la base de rØgressions indivi-
duelles indØpendantes les unes des autres, les mØthodes de sØlection du retard pi sont les mŒmes
qu￿ en sØries temporelles. La mØthode la plus simple, dite du pmax, consiste ￿ se donner un ordre
maximum de retard admissible pmax conditionnellement ￿ la dimension T des observations et
￿ tester la signi￿cativitØ du dernier retard ￿ partir de la statistique de Student qui admet dans
ce cas une distribution standard (voir SalaniØ, 1999). Il est Øgalement possible de recourir ￿ une
technique de vraisemblance pØnalisØe consistant ￿ estimer plusieurs processus pour di⁄Ørentes
valeurs de p et ￿ retenir le modŁle minimisant les critŁres d￿ information tels que ceux d￿ Akaike
ou de Schwarz.
Une fois que l￿ on dispose pour tous les individus du panel de l￿ ordre optimal des retards pi;
i = 1;::;N; on peut alors estimer le paramŁtre ￿. Levin et Lin n￿ estiment pas directement cette
racine autorØgressive ￿ partir des modŁles ADF. La raison de ce choix technique tient simplement
au fait que la spØci￿cation d￿ un paramŁtre de retard pi di⁄Ørent selon les individus rend malaisØe
l￿ application sous les logiciels usuels (Eviews, TSP, Limdep, Rats,...) des estimateurs de panels
(estimateur MCO, communØment appelØ estimateur Within dans ce cas). Ainsi, plut￿t que
d￿ estimer directement les modŁles (13), (14) ou (15), Levin et Lin estiment de fa￿on Øquivalente
deux rØgressions auxiliaires individu par individu. Par exemple, si l￿ on considŁre le modŁle 2, il
convient d￿ estimer pour chaque individu i = 1;::;N; les deux Øquations suivantes par MCO :
Equation auxiliaire n￿1 : ￿yi;t = b ai +
pi X
s=1
b bi;s￿yi;t￿s + b ei;t 8t = pi + 2;::;T (16)
Equation auxiliaire n￿2 : yi;t￿1 = b ci +
pi X
s=1
b di;s￿yi;t￿s + b vi;t 8t = pi + 2;::;T (17)
Dans le cas du modŁle 1, les Øquations auxiliaires sont identiques ￿ la di⁄Ørence prŁs qu￿ il
n￿ y a pas de constante dans la rØgression. Dans le cas du modŁle 3, il convient au contraire de
rajouter une tendance aux rØgressions (16) et (17). On dispose alors de N sØries de rØalisations
des rØsidus individuels fb ei;tg
Ti
t=1 et fb vi;tg
Ti
t=1 oø Ti = T ￿pi￿1 dØsigne le nombre d￿ observations
disponibles pour l￿ individu i: On peut alors construire un estimateur convergent du paramŁtre
￿ en projetant directement les
PN
i=1 Ti rØalisations des rØsidus b ei;t sur les
PN
i=1 Ti rØalisations
des rØsidus b vi;t: Toutefois, a￿n de contr￿ler l￿ hØtØroscØdasticitØ inter-individuelle, on construit







8i = 1;::;N; 8 t = pi + 2;::;T (18)
oø l￿ estimateur de la variance individuelle des rØsidus b ￿
2
￿;i correspond ￿ l￿ estimateur standard
de la variance des rØsidus du modŁle ADF (Øquation 13, 14 ou 15 suivant les cas). Pour un
individu i donnØ, cet estimateur peut Œtre simplement obtenu sans procØder ￿ l￿ estimation du





T ￿ pi ￿ 1
T X
t=pi+2
(b ei;t ￿ b ￿ib vi;t)
2 8t = pi + 2;::;T (19)
oø b ￿i dØsigne l￿ estimateur des MCO du paramŁtre ￿i dans la rØgression b ei;t = b ￿ib vi;t￿1+￿i;t pour
l￿ individu i: Ainsi, ￿ partir des
PN
i=1 Ti rØalisations des rØsidus normalisØs fe ei;tg
Ti
t=1 et fe vi;tg
Ti
t=1
pour i = 1;::;N; on construit alors un estimateur convergent b ￿ de la racine autorØgressive
commune ￿ en appliquant les MCO aux observations empilØes dans le modŁle :
e ei;t = b ￿e vi;t + "i;t 8i = 1;::;N; 8 t = pi + 2;::;T (20)
Etape 2 Estimation des ratios de variances individuelles
L￿ objectif de la deuxiŁme Øtape consiste ￿ estimer la moyenne des N ratios si de la variance
de long terme ￿2
i du modŁle sur la variance de court terme des rØsidus individuels ￿2
￿;i, pour














C￿ est prØcisØment cette moyenne des ratios de variances individuelles qui va nous servir dans
la derniŁre Øtape ￿ ajuster la moyenne de la distribution de la statistique de Student du test de
racine unitaire.
Etape 3 Construction de la statistique de test de Levin et Lin
A partir de l￿ estimateur des MCO b ￿ obtenu ￿ l￿ Øtape 1, on construit la statistique associØe








b ￿ dØsigne un estimateur de la variance de b ￿ dØ￿ni de fa￿on standard par la quantitØ :
b ￿
2











L￿ estimateur b ￿
2
e " de la variance des perturbations "i;t supposØes Œtre homoscØdastiques, est

















Levin et Lin proposent d￿ approximer le nombre total d￿ observations
PN
i=1 Ti par la quantitØ
N e T = N (T ￿ p ￿ 1).
Dans le cas du modŁle 1 (sans constante), Levin et Lin dØmontrent que la statistique de
test t￿=0 a une distribution asymptotique normale centrØe rØduite sous l￿ hypothŁse nulle de
racine unitaire H0 : ￿ = 0: Toutefois, dŁs lors que la composante dØterministe du modŁle est
non nulle (cas des modŁles 2 ou 3), cette statistique de test diverge vers ￿1 sous H0: Il est
donc nØcessaire pour ces deux modŁles de construire une statistique corrigØe centrØe et rØduite
12permettant de se ramener dans tous les cas sous H0 ￿ une distribution normale centrØe rØduite.
Ainsi, de fa￿on gØnØrale, la statistique de test de racine unitaire de Levin et Lin s￿ Øcrit comme
une statistique de Student modi￿Øe :











￿ b ￿b ￿ ￿ ￿￿
m;e T
!
8m = 1;2;3 (24)
oø pour chaque modŁle (m = 1;2 ou 3) suivant la dimension e T = T ￿ p ￿ 1 avec p =
(1=N)
PN
i=1 pi; les auteurs proposent une valeur de la composante d￿ ajustement de la moyenne
￿￿
m;e T et de la composante d￿ ajustement de la variance ￿￿
m;e T: Ces valeurs sont reportØes dans le
tableau 2.
Tab. 2 ￿Facteurs d￿ Ajustement de la t-Statistique CorrigØe







25 9 0:004 1:049 ￿0:554 0:919 ￿0:703 1:003
30 10 0:003 1:035 ￿0:546 0:889 ￿0:674 0:949
35 11 0:002 1:027 ￿0:541 0:867 ￿0:653 0:906
40 11 0:002 1:021 ￿0:537 0:850 ￿0:637 0:871
45 11 0:001 1:017 ￿0:533 0:837 ￿0:624 0:842
50 12 0:001 1:014 ￿0:531 0:826 ￿0:614 0:818
60 13 0:001 1:011 ￿0:527 0:810 ￿0:598 0:780
70 13 0:000 1:008 ￿0:524 0:798 ￿0:587 0:751
80 14 0:000 1:007 ￿0:521 0:789 ￿0:578 0:728
90 14 0:000 1:006 ￿0:520 0:782 ￿0:571 0:710
100 15 0:000 1:005 ￿0:518 0:776 ￿0:566 0:695
250 20 0:000 1:001 ￿0:509 0:742 ￿0:533 0:603
1 ￿ 0:000 1:000 ￿0:500 0:707 ￿0:500 0:500
Source : Table 2, page 14, L evin et L in (2002)
Dans la premiŁre colonne ￿gure l￿ approximation moyenne de la dimension temporelle des
observations e T = (T ￿ p ￿ 1) oø p = (1=N)
PN
i=1 pi: Pour une taille e T donnØe, ￿gure dans
la deuxiŁme colonne la valeur du paramŁtre de troncature qi retenu par Levin et Lin dans la
procØdure d￿ estimation par noyau de la variance de long terme des rØsidus (Øtape 2). Rappelons
que les auteurs n￿ adoptent pas la dØmarche d￿ Andrews (1991) appliquØe individu par individu,
et imposent le mŒme paramŁtre de troncature pour tous les individus du panel qi = q; 8i =
1;::;N. On peut retrouver les valeurs des auteurs en retenant l￿ entier le plus proche de la valeur
q = 3:21 e T1=3: Dans les colonnes suivantes ￿gurent les facteurs d￿ ajustement de l￿ espØrance et
de la variance de la statistique de Student pour les modŁles 1, 2 et 36.
Tout d￿ abord, dans le cas du modŁle 1 (sans constante ni tendance), comme nous l￿ avons prØ-
cisØ, la statistique de Student standard t￿=0 (Øquation 22) converge asymptotiquement vers une
loi normale centrØe rØduite : dŁs lors, il n￿ y a pas besoin d￿ apporter une quelconque correction
￿ cette statistique de test pour obtenir une distribution asymptotique normale :











6Il convient de souligner que les rØsultats ￿gurant dans ce tableau sont obtenus sous l￿ hypothŁse de nullitØ
des pi, ce qui ne nous permet donc pas d￿ apprØhender l￿ in￿uence des retards sur les rØsultats. De mŒme, le fait
de retenir une valeur unique pour le paramŁtre de troncature q ne permet pas d￿ apprØcier l￿ impact du choix
de ce paramŁtre sur les rØsultats. Nous reviendrons sur ces problŁmes par la suite en Øvoquant notamment la
sensibilitØ du test de Levin et Lin au nombre de retards retenus.
13Par consØquent, dans ce modŁle, la statistique corrigØe t￿
￿=0 converge asymptotiquement vers la
statistique de Student non corrigØe t￿=0 ; cette derniŁre statistique convergeant elle mŒme vers
une loi normale centrØe rØduite. Toutefois, pour des tailles d￿ Øchantillons e T ￿nies, Levin et Lin
proposent de corriger la statistique de Student, bien que les termes de correction soient trŁs
faibles pour l￿ espØrance et proches de l￿ unitØ pour la variance, comme on peut le voir dans les
troisiŁme et quatriŁme colonnes du tableau 1.
En revanche, dans les modŁles 2 (avec e⁄ets individuels) et 3 (avec tendance) la statistique
de Student t￿=0 diverge nØgativement. Les termes de correction de l￿ espØrance ￿￿
2;e T et ￿￿
3;e T sont
donc asymptotiquement non nuls et les termes de correction de la variance ￿￿
2;e T et ￿￿
3;e T sont
asymptotiquement di⁄Ørents de l￿ unitØ contrairement au cas prØcØdent.
Sous l￿ hypothŁse que l￿ ordre maximal des retards admissibles pmax (Øtape 1) cro￿t ￿ une
vitesse Tp avec 0 < p ￿ 1=4 et sous l￿ hypothŁse que le paramŁtre de troncature qi (Øtape 2)
cro￿t ￿ une vitesse7 Tq avec 0 < q < 1, Levin et Lin Øtablissent la distribution asymptotique
de la statistique corrigØe t￿
￿=0: Ils montrent que, sous l￿ hypothŁse nulle de racine unitaire, cette
statistique converge sØquentiellement et le long d￿ une diagonale vers une loi normale centrØe







N=T ! 0 (25)
Ainsi, si la rØalisation de la statistique corrigØe de Levin et Lin t￿
￿=0 est infØrieure au seuil de
la loi normale centrØe rØduite (pour un test non symØtrique ￿ 5% de risque de premiŁre espŁce
ce seuil est Øgal ￿ ￿1:64), on rejette l￿ hypothŁse nulle de racine unitaire pour l￿ ensemble des
individus du panel.
Quel gain de puissance peut-on espØrer d￿ un test de racine unitaire en panel comparative-
ment aux tests e⁄ectuØs sur sØries temporelles? Comme le montrent Levin et Lin, pour des
Øchantillons de petite taille T on peut atteindre des puissances sensiblement plus importantes
que celles obtenues dans le cas de tests menØs sur sØries temporelles individuelles. Tout d￿ abord,
la taille du test en panel est correcte, mŒme si elle est lØgŁrement sous-estimØe dans des panels
de taille N modØrØe. En l￿ absence d￿ e⁄ets ￿xes individuels (modŁle 1), on sait que pour de
petites tailles d￿ Øchantillon (T ￿ 50), la puissance des tests de Dickey-Fuller est relativement
faible (27% pour un risque de premiŁre espŁce de 5% pour T = 25): Or, pour une mŒme taille
T; l￿ application du test de Levin et Lin conduit ￿ des niveaux de puissance beaucoup plus im-
portants et ce mŒme si le panel a une faible dimension individuelle N: Ainsi, avec seulement 10
individus pour T = 25, la puissance du test de Levin et Lin est de l￿ ordre de 99% dans l￿ expØ-
rience simulØe par les auteurs. Ces quelques expØriences8 montrent ￿ quel point, pour une taille
empirique ￿ peu prŁs similaire, les gains de puissance peuvent Œtre importants dans le passage
￿ des tests de racine unitaire en panel lorsque la dimension temporelle est modØrØe (T < 250).
Toutefois, lorsque la dimension T est su¢ samment grande, les tests usuels de racine unitaire
sont su¢ samment puissants et peuvent Œtre appliquØs sØparØment ￿ chaque individu du panel.
Il n￿ y a alors aucun intØrŒt (en termes de puissance et de taille) ￿ passer au panel pour Øtudier
la non stationnaritØ. Des rØsultats similaires peuvent Œtre obtenus ￿ partir des autres tests de
racine unitaire en panel que nous prØsenterons par la suite. Ainsi, un des arguments principaux
qui motivent le passage au panel rØside dans les gains de puissance sur de petits Øchantillons.
En￿n, en prØsence de termes dØterministes (e⁄ets ￿xes et/ou tendance temporelle), la puissance
du test usuel de Dickey-Fuller est trŁs faible, mŒme pour des sØries temporelles relativement
longues (T < 100) alors qu￿ elle peut Œtre trŁs ØlevØe pour le test de Levin et Lin dans des panels
de taille modØrØe (N = 10 et T = 50 ou N = 25 et T = 25).
7Ce qui est le cas avec la fenŒtre d￿ Andrews (1991).
8Voir Levin, Lin et Chu (2002) ou Maddala et Wu (1999) pour une discussion plus approfondie sur les gains
en puissance des tests de racine unitaire en panel et la comparaison de la puissance des di⁄Ørents tests de panel.
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Comme nous l￿ avons ØvoquØ, une des principales limites du test de Levin et Lin rØside dans le
caractŁre homogŁne de la racine autorØgressive sous l￿ hypothŁse alternative. Il est peu probable
en e⁄et qu￿ en cas de rejet de l￿ hypothŁse de racine unitaire on puisse accepter l￿ hypothŁse
d￿ une racine autorØgressive ￿i commune ￿ tous les individus si l￿ on applique des tests usuels de
spØci￿cation9. Les tests proposØs par Im, Pesaran et Shin dans une sØrie de contributions (1997,
2002 et 2003) permettent de rØpondre ￿ cette critique. En e⁄et, ces auteurs furent les premiers
￿ dØvelopper un test autorisant sous l￿ hypothŁse alternative non seulement une hØtØrogØnØitØ




, mais aussi une hØtØrogØnØitØ quant ￿ la prØsence d￿ une
racine unitaire dans le panel.
Im, Pesaran et Shin (IPS par la suite) considŁrent un modŁle avec e⁄ets individuels et sans
tendance dØterministe (Øquivalent du modŁle 2 chez Levin et Lin). En l￿ absence d￿ autocorrØla-
tion des rØsidus, ce modŁle s￿ Øcrit :
ModŁle IPS : ￿yi;t = ￿i + ￿iyi;t￿1 + "i;t (26)






test d￿ IPS, tout comme le test de Levin et Lin est un test joint de l￿ hypothŁse nulle de racine
unitaire (￿i = 0) et de l￿ absence d￿ e⁄ets individuels puisque sous l￿ hypothŁse nulle ￿i = 0:
Test IPS : H0 : ￿i = 0; 8i = 1;::;N
H1 : ￿i < 0; 8i = 1;2;::;N1
￿i = 0; 8i = N1 + 1;N1 + 2;::;N
Sous l￿ hypothŁse alternative peuvent coexister deux types d￿ individus : des individus indicØs
i = 1;::;N1 pour lesquels la variable yi;t est stationnaire et des individus indicØs i = N1 +
1;::;N pour lesquels la dynamique de la variable yi;t admet une racine unitaire: La taille N1 de
l￿ ensemble des individus stationnaires est a priori inconnue mais vØri￿e 0 < N1 ￿ N, puisque
si N1 = 0 on retrouve alors l￿ hypothŁse nulle. On admet en outre que le ratio N1=N vØri￿e
limN!1 N1=N = ￿ avec 0 < ￿ ￿ 1:
Ainsi, le premier avantage de l￿ approche d￿ IPS par rapport ￿ Levin et Lin tient ￿ la prise
en compte de l￿ hØtØrogØnØitØ de la racine autorØgressive sous l￿ alternative. Mais ce n￿ est pas
le seul avantage. Comme nous allons le voir, les auteurs proposent une statistique de test trŁs
simple fondØe sur la moyenne des statistiques de Dickey-Fuller ou de Dickey-Fuller AugmentØes
individuelles.
￿ Sous l￿ hypothŁse d￿ absence d￿ autocorrØlation des rØsidus, IPS dØrivent la loi asymptotique
de leur statistique moyenne (lorsque T et N convergent vers l￿ in￿ni) mais aussi la loi semi-
asymptotique lorsque T est ￿xe et N converge vers l￿ in￿ni. Dans ce cas, il est en e⁄et
possible de dØriver la loi exacte de la statistique de test de racine unitaire pour une taille
T quelconque, contrairement ￿ la statistique de Levin et Lin. IPS proposent mŒme dans
ce cas des approximations des seuils de rejet ￿ distance ￿nie pour T et N ￿xes.
￿ En revanche, sous l￿ hypothŁse d￿ autocorrØlation des rØsidus, on ne peut plus caractØriser
la loi exacte de la statistique moyenne pour une taille T donnØe : IPS dØrivent dans ce
cas les lois asymptotiques pour T et N tendant vers l￿ in￿ni (soit de fa￿on sØquentielle,
soit le long d￿ une diagonale) et proposent deux statistiques moyennes standardisØes. On
retrouve encore une fois une distribution normale.
9Voir Hurlin (2001) pour les tests d￿ homogØnØitØ dans le cas d￿ un modŁle linØaire et Phillips et Sul (2003a)
pour un test d￿ homogØnØitØ de la racine autorØgressive.
153.1 Une moyenne de statistiques individuelles






taille d￿ Øchantillon disponible pour l￿ estimation de chaque Øquation individuelle est identique10
pour tous les pays : Ti = Tj = T: Tout comme Levin et Lin, IPS supposent que les rØsidus sont
indØpendants dans la dimension individuelle. Dans ce cas, ils proposent une statistique de test







oø tiT correspond ￿ la statistique de Student associØe11 ￿ l￿ hypothŁse nulle ￿i = 0 dans le
modŁle (26).
Quelle est la loi de cette statistique moyenne t_barNT sous H0 ? Commen￿ons par Øvoquer
le cas de la distribution asymptotique lorsque les deux dimensions N et T tendent vers l￿ in￿ni.
Pour ce faire, nous considØrerons le cas le plus simple de la convergence sØquentielle lorsque T
puis N tendent vers l￿ in￿ni. On sait que sous l￿ hypothŁse nulle de non stationnaritØ ￿i = 0; la
statistique du test joint de Dickey-Fuller de l￿ individu i converge lorsque T tend vers l￿ in￿ni
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8i = 1;::;N (28)
oø les variables Wi (r); pour i = 1;::;N; dØsignent des mouvements Browniens standard in-
dØpendants. On sait en outre que cette distribution asymptotique admet des moments d￿ ordre
deux ￿nis (Nabeya, 1999), avec E (tiT) = ￿1:533 et V ar(tiT) = 0:706 quand T ! 1: De
plus, sous l￿ hypothŁse d￿ indØpendance inter-individuelle des rØsidus, on peut montrer que les
statistiques individuelles tiT sont indØpendantes. Ainsi, en rØsumØ, lorsque la dimension T tend
vers l￿ in￿ni, les statistiques individuelles tiT sont (i) identiquement et (ii) indØpendamment
distribuØes selon une distribution admettant (iii) des moments d￿ ordre deux ￿nis. Or, la sta-
tistique de test d￿ IPS n￿ est rien d￿ autre que la moyenne sur N de ces statistiques individuelles.
Il su¢ t donc, dans un second temps de faire tendre N vers l￿ in￿ni et d￿ appliquer le thØorŁme
central limite de Lindberg-Levy a￿n de montrer que la moyenne de ces N statistiques indi-
viduelles converge vers une loi normale. En dØ￿nitive, lorsque T puis N tendent vers l￿ in￿ni,
t_barNT converge vers une loi normale. On dØ￿nit alors une variable moyenne standardisØe
Ztbar convergeant une loi normale centrØe rØduite.
Ztbar =
p






En outre, par ce mŒme raisonnement, IPS peuvent Øtablir la loi exacte (sous l￿ hypothŁse
d￿ absence d￿ autocorrØlation des rØsidus) de leur statistique pour une taille T ￿xe lorsque N
tend vers l￿ in￿ni. Ce rØsultat est particuliŁrement intØressant pour les applications dans le cas
des panels macro-Øconomiques oø la taille est gØnØralement faible, de l￿ ordre de 30 points.
10Dans le cas contraire, on conserve les mŒmes lois asymptotiques et semi-asymptotiques, mais la dØmonstra-
tion de ce rØsultat requiert l￿ application du thØorŁme limite de Lyapunov et non plus celui de Lindberg-Levy.
En e⁄et, dans ce cas, les statistiques individuelles ne sont plus identiquement distribuØes ￿ Ti ￿ni.
11IPS considŁrent deux dØ￿nitions notØes e tiT et tiT de la statistique de Student suivant la dØ￿nition de
l￿ estimateur de la variance des rØsidus. Nous considØrerons ici la statistique tiT programmØe sous les logiciels
usuels.
16Contrairement au cas oø T tend vers l￿ in￿ni, on ne conna￿t pas la distribution exacte de la
statistique individuelle tiT pour une taille T donnØe. Pour autant, il est possible de montrer
que la distribution de la moyenne t_barNT converge vers une loi normale lorsque N tend vers
l￿ in￿ni en utilisant toujours le thØorŁme central limite de Lindberg-Levy. Pour ce faire, il convient
de montrer les points (i), (ii) et (iii) sans conna￿tre la distribution exacte des tiT pour un T
￿xe. L￿ astuce d￿ IPS consiste alors ￿ exprimer les statistiques de Dickey-Fuller sous la forme d￿ un
produit de ratios de formes quadratiques dØ￿nies dans un vecteur normal, puis ￿ appliquer le
thØorŁme de Magnus (1986). Ce thØorŁme permet, sous des conditions trŁs gØnØrales, de dØriver
les moments exacts d￿ un ratio de formes quadratiques dØ￿nies dans un vecteur normal, ainsi que
les conditions d￿ existence de ces moments. Ainsi, en utilisant une inØgalitØ de Cauchy-Schwarz,
on peut dØriver trŁs simplement une condition12 qui garantit que les moments d￿ ordre deux
des statistiques individuelles sont ￿nis : cette condition se ramŁne tout simplement ￿ l￿ inØgalitØ
T ￿ 6. DŁs lors sous cette condition, l￿ application du thØorŁme central limite13 nous permet
d￿ Øtablir la loi exacte de la statistique moyenne standardisØe, notØe Ztbar :
Ztbar =
p





N (0;1) si T ￿ 6 (30)
oø E (tiT) et V ar(tiT) dØsignent respectivement l￿ espØrance et la variance de la statistique
de Dickey-Fuller. Lorsque T tend vers l￿ in￿ni, ces moments tendent vers les moments de la
distribution asymptotique de Dickey-Fuller et l￿ on retrouve la statistique standardisØe (29).
Toutefois, pour des tailles d￿ Øchantillon T plus petites, l￿ utilisation des moments de la distri-
bution asymptotique de Dickey-Fuller peut conduire ￿ une perte de puissance des tests. C￿ est
pourquoi IPS proposent des valeurs simulØes pour ces deux moments pour di⁄Ørentes tailles
T (voir tableau 3). Prenons par exemple le cas d￿ un panel de taille T = 10 avec N = 5: On
construit la statistique moyenne standardisØe Ztbar ￿ partir de la statistique moyenne t_barNT
en utilisant E (tiT) = ￿1:504 et V ar(tiT) = 1:069. Pour un risque de premiŁre espŁce de ￿%;
on compare alors la rØalisation de Ztbar au seuil z￿ de la loi normale centrØe rØduite obtenue
sous l￿ hypothŁse N ! 1. Pour un risque de 5%, si la rØalisation de Ztbar est infØrieure au seuil
￿1:64 on rejette l￿ hypothŁse nulle de racine unitaire pour l￿ ensemble des individus du panel.
En￿n, ￿ partir de la loi exacte de la statistique standardisØe Ztbar obtenue sous l￿ hypothŁse
N ! 1; IPS proposent des approximations des seuils pour la statistique moyenne t_barNT dans
le cas d￿ Øchantillons de petite dimension N. Ces valeurs critiques approximØes notØes cT (￿),
pour un niveau de risque de premiŁre espŁce de ￿%; peuvent Œtre obtenues par la formule
suivante :
cT (￿) = z￿
p
N￿1V ar(tT) + E (tT) (31)
oø z￿ dØsigne la valeur critique associØe ￿ une distribution normale centrØe rØduite pour un
niveau de risque de ￿%: Reprenons l￿ exemple d￿ un panel de taille T = 10 avec N = 5: On
peut tester la racine unitaire ￿ partir de la statistique Ztbar: Toutefois, l￿ utilisation de la loi
semi-asymptotique obtenue sous l￿ hypothŁse N ! 1 pour un panel de cette dimension peut
conduire ￿ une faible puissance ou ￿ des distorsions de taille. Une autre solution consiste ￿
comparer directement la rØalisation de la statistique moyenne t_barNT au seuil approximØ
12Il convient de prØciser que cette condition thØorique ne peut Œtre dØrivØe qu￿ ￿ partir des statistiques in-
dividuelles non corrigØes e tiT: Mais la mŒme condition est obtenue par simulation dans le cas des statistiques
corrigØes tiT.
13Dans le cas d￿ un panel non cylindrØ oø les tailles Ti di⁄Łrent selon les individus, on obtient le mŒme rØsultat














puisque les moments individuels E (tiT) et V ar (tiT) varient selon la taille Ti (tableau 3).
17Tab. 3 ￿Moments des Statistiques Individuelles tiT












Source : Table 1, page 60, IP S (2003)
cT (￿) pour une taille N = 5: Dans notre exemple, pour un risque de premiŁre espŁce de 5%,
en utilisant les moments simulØs du tableau 3, on montre que le seuil approximØ est Øgal ￿
cT (￿) = ￿1:64 ￿
p
5￿1 ￿ 1:069 ￿ 1:504 = ￿2:2623: Si la rØalisation de la statistique moyenne
t_barNT est infØrieure ￿ ce seuil, on rejette l￿ hypothŁse nulle. IPS montrent que les seuils
approximØs sont trŁs proches des seuils de la vraie loi ￿ N ￿ni de la statistique moyenne
t_barNT obtenus par simulation.
En rØsumØ, en l￿ absence d￿ autocorrØlation des rØsidus, dŁs lors que T ￿ 6 pour un panel
cylindrØ, la statistique standardisØe Ztbar suit sous l￿ hypothŁse nulle de racine unitaire une loi
normale lorsque N tend vers l￿ in￿ni. C￿ est encore une fois l￿ une des principales di⁄Ørences avec
les tests sur sØries temporelles, oø les distributions asymptotiques des statistiques sont non
standard.
3.2 Mise en oeuvre du test dans le cas gØnØral
A prØsent pla￿ons nous dans le cas gØnØral oø il existe une Øventuelle autocorrØlation des
rØsidus. On considŁre un modŁle de type Dickey-Fuller AugmentØ (ADF) pour chaque individu
i = 1;::;N du panel :
ModŁle IPS : ￿yi;t = ￿i + ￿iyi;t￿1 +
pi X
j=1
￿i;j￿yi;t￿j + "i;t (32)






pour tous les tests de premiŁre gØnØration, les rØsidus sont indØpendamment distribuØs dans la
dimension individuelle. On remarque qu￿ IPS autorisent la prØsence d￿ une autocorrØlation des
rØsidus d￿ ordre di⁄Ørent pour chaque individu du panel. Ceci implique que le nombre de termes
ADF di⁄Łre a priori suivant les individus pi 6= pj comme dans le test de Levin et Lin. Les
hypothŁses nulle et alternative du test sont les mŒmes que dans le cas prØcØdent. Pour mener ￿







oø tiT (pi;￿i) correspond ￿ la statistique individuelle de Student associØe ￿ l￿ hypothŁse nulle





: Il s￿ agit de la statistique ADF standard obtenue ￿ partir d￿ un modŁle avec
constante et qui est programmØe dans la plupart des logiciels usuels pour un retard pi donnØ.
Pour chaque individu, le choix du retard optimal pi permettant de purger l￿ autocorrØlation des
rØsidus peut Œtre choisi de la mŒme fa￿on que dans le cas des tests de Levin et Lin.
A partir des N statistiques ADF individuelles tiT (pi;￿i), on construit la statistique stan-
dardisØe Ztbar (p;￿) centrØe sur l￿ espØrance de la distribution asymptotique ￿ de la statistique
individuelle ADF et rØduite par la variance de cette mŒme distribution :
Ztbar (p;￿) =
p




oø les moments E (￿) et V ar(￿) correspondent ￿ l￿ espØrance et ￿ la variance de la distribution
asymptotique (quand T ! 1) d￿ une statistique ADF sous l￿ hypothŁse nulle de racine unitaire
(￿i = 0) dans un modŁle avec constante. Comme nous l￿ avons prØcisØ, ces moments sont respec-
tivement Øgaux ￿ E (tiT) = ￿1:533 et V ar(tiT) = 0:706. Ainsi, on peut trŁs facilement montrer
que la statistique Ztbar (p;￿) converge sØquentiellement vers une loi normale centrØe rØduite
lorsque T puis N tendent vers l￿ in￿ni.
Il est Øvident toutefois que cette approche fondØe sur la distribution asymptotique peut
poser problŁme dans des panels de petite taille T. C￿ est pourquoi IPS proposent une seconde
statistique standardisØe, notØe Wtbar (p;￿); qui asymptotiquement possŁde la mŒme distribution
que Ztbar (p;￿); mais qui en outre possŁde l￿ avantage d￿ Œtre beaucoup plus puissante ￿ distance
￿nie. C￿ est gØnØralement la statistique de test d￿ IPS que l￿ on retient14, puisque c￿ est la plus
gØnØrale (elle tient compte de l￿ autocorrØlation des rØsidus) et la plus puissante. Cette statistique
standardisØe est dØ￿nie de la mŒme fa￿on que Ztbar (p;￿) ￿ la di⁄Ørence prŁs que l￿ on centre et
l￿ on rØduit ￿ partir des moments de la statistique ADF obtenue sous l￿ hypothŁse nulle de racine
unitaire (comme pour Ztbar (p;￿)) et sous l￿ hypothŁse que les paramŁtres ￿i des termes ADF
sont nuls pour tous les individus. Ces moments sont respectivement notØs E [tiT (pi;0)j￿i = 0] et
V ar[tiT (pi;0)j￿i = 0]. Il convient de noter que ces moments tiennent compte de l￿ information
contenue dans le nombre de retards pi: Asymptotiquement, cette statistique d￿ IPS standardisØe
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Les moments E [tiT (pi;0)j￿i = 0] et V ar[tiT (pi;0)j￿i = 0] ont ØtØ tabulØs pour di⁄Ørents
ordres de retards pi et di⁄Ørentes tailles T par les auteurs. Certaines valeurs pour le modŁle
sans tendance sont reportØes dans le tableau 4. Tout comme pour les rØsultats de la section
prØcØdente, ces rØsultats peuvent Œtre Øtendus au cas de panels non cylindrØs prØsentant des
tailles Ti di⁄Ørentes selon les individus.
Les simulations menØes par IPS montrent qu￿ en l￿ absence de corrØlation, la statistique Ztbar
(Øquation 30) conduit ￿ de trŁs bons rØsultats en termes de taille et de puissance et ce mŒme
en petit Øchantillon (T = 10). Lorsque le nombre de retards est correctement choisi ou sur-
estimØ, la taille du test Ztbar est trŁs satisfaisante, mŒme pour T = 10. De plus, la puissance
est largement supØrieure ￿ celle d￿ un test de Dickey-Fuller menØ sur sØries temporelles. Un tel
rØsultat illustre l￿ apport de la dimension individuelle comparativement ￿ la prise en compte
14C￿ est le cas dans la prØsentation de Banerjee (1999), mais pas dans celle de Baltagi et Kao (2000) qui
privilØgient la statistique Ztbar (p;￿): Toutefois, IPS (2003) n￿ Øvaluent la puissance de leur test qu￿ ￿ partir de
la statistique Wtbar (p;￿):
19Tab. 4 ￿Moments des Statistiques Individuelles tiT (pi;0)
pi = 0 pi = 1 pi = 2 pi = 3 pi = 4
T Mean Var Mean Var Mean Var Mean Var Mean Var
10 ￿1:504 1:069 ￿1:488 1:255 ￿1:319 1:421 ￿1:306 1:759 ￿1:171 2:080
15 ￿1:514 0:923 ￿1:503 1:011 ￿1:387 1:078 ￿1:366 1:181 ￿1:260 1:279
20 ￿1:522 0:851 ￿1:516 0:915 ￿1:428 0:969 ￿1:413 1:037 ￿1:329 1:097
25 ￿1:520 0:809 ￿1:514 0:861 ￿1:443 0:905 ￿1:433 0:952 ￿1:363 1:005
30 ￿1:526 0:789 ￿1:519 0:831 ￿1:460 0:865 ￿1:453 0:907 ￿1:394 0:946
40 ￿1:523 0:770 ￿1:520 0:803 ￿1:476 0:830 ￿1:471 0:858 ￿1:428 0:886
50 ￿1:527 0:760 ￿1:524 0:781 ￿1:493 0:798 ￿1:489 0:819 ￿1:454 0:842
60 ￿1:519 0:749 ￿1:519 0:770 ￿1:490 0:789 ￿1:486 0:802 ￿1:458 0:819
70 ￿1:524 0:736 ￿1:522 0:753 ￿1:498 0:766 ￿1:495 0:782 ￿1:470 0:801
100 ￿1:532 0:735 ￿1:530 0:745 ￿1:514 0:754 ￿1:512 0:761 ￿1:495 0:771
Source : Im , Pesaran et Shin (2003), Table 3, page 66
de la seule dimension temporelle. Des rØsultats allant dans le mŒme sens sont obtenus par les
auteurs dans le cas d￿ une autocorrØlation des rØsidus sur la base de la statistique Wtbar (p;￿),
mais il convient alors que T et N soient su¢ samment importants.
Par ailleurs, ces simulations montrent que le choix du nombre de retards pi dans les rØ-
gressions ADF individuelles est crucial. On conna￿t traditionnellement ce problŁme en sØries
temporelles (Ng et Perron, 1995 ou Lopez, 1997). Si l￿ on surestime le nombre de retards, la
puissance du test ADF est dØtØriorØe, mais le problŁme est plus fondamental si le nombre de
retards est sous ØvaluØ : dans ce cas la paramØtrisation du modŁle ne permet pas de blanchir
totalement les rØsidus, en consØquence de quoi les distributions asymptotiques de Dickey-Fuller
ne sont plus valides. Il est donc Øvident qu￿ en panel, la puissance de la statistique Ztbar (p;￿)
d￿ IPS fondØe sur une moyenne de statistiques ADF et standardisØe ￿ partir des moments E (￿)
et V ar(￿) de la distribution asymptotique de Dickey-Fuller est extrŒmement sensible au choix
des retards pi: Si lorsque T tend vers l￿ in￿ni, une ou plusieurs statistiques ADF individuelles ne
convergent plus vers ￿ parce que l￿ on a sous estimØ pi; la statistique standardisØe Ztbar (p;￿) n￿ a
plus de sens. Il en va de mŒme pour Wtbar (p;￿). A titre d￿ exemple, les auteurs montrent que
lorsque l￿ on retient de maniŁre erronØe un nombre de retards Øgal ￿ zØro, la taille du test tend
vers zØro. Notons que ce problŁme se pose avec autant d￿ acuitØ dans le cas du test de Levin et
Lin.
4 Le test de Maddala et Wu
Le troisiŁme test de cette premiŁre gØnØration est un test non paramØtrique de Fisher (1932)
initialement appliquØ ￿ l￿ Øtude de la PPA par Choi15 (2001) et prØsentØ de fa￿on gØnØrale par
Maddala et Wu (1999). Le principe est simple et repose sur une combinaison des niveaux de
signi￿cativitØ (c￿ est-￿-dire des p-values) de N tests individuels de racine unitaire indØpendants.
Soit pi = FTi (Gi) la p-value associØe ￿ une statistique de test Gi de l￿ hypothŁse nulle de racine
unitaire pour un individu i donnØ oø FTi (:) dØsigne la fonction de rØpartition associØe ￿ la
statistique individuelle Gi pour un Øchantillon de taille Ti: La statistique de test Gi peut Œtre
choisie comme la t-statistique d￿ un test ADF; oø la statistique de n￿ importe quel autre test
de l￿ hypothŁse nulle de racine unitaire (Phillips et Perron, 1988, Elliott, Rothenberg et Stock,
1996, etc.). Il existe alors de trŁs nombreuses fa￿ons de combiner les p-values a￿n de construire
15La version document de travail date de 1999 : Choi I. (1999), ￿Unit Root Tests for Panel Data￿, Manuscript,
Kookmin University, CorØe.
20un test de racine unitaire en panel (en utilisant le minimum, la somme, etc.). Maddala et Wu





Si les statistiques individuelles de test sont continues, les p-values sont distribuØes selon des
lois uniformes sur [0;1] et ln(pi) est distribuØe selon un ￿2 (1); 8i = 1;::;N: Maddala et Wu
(1999) considŁrent le cas oø les statistiques individuelles sont indØpendantes. Tout comme IPS
ou Levin et Lin, ce test est donc un test de premiŁre gØnØration reposant sur l￿ exclusion d￿ une
quelconque relation entre les statistiques individuelles et plus gØnØralement sur l￿ absence de
corrØlation inter-individuelle. Sous cette hypothŁse, la statistique PMW suit, sous l￿ hypothŁse
nulle de racine unitaire, un ￿2 (2N) quelle que soit la taille N de l￿ Øchantillon. Pour un risque
de premiŁre espŁce donnØ, si la rØalisation de PMW est supØrieure au seuil d￿ un ￿2 (2N) on
rejette l￿ hypothŁse nulle de racine unitaire pour les individus du panel.

















[￿2ln(pi) ￿ 2] (37)
En e⁄et, sous l￿ hypothŁse de continuitØ de la statistique Gi; on sait que E [￿2ln(pi)] = 2 et
V ar[￿2ln(pi)] = 4: La statistique de Choi correspond ainsi tout simplement ￿ une statistique
moyenne de type N￿1PMW centrØe et rØduite. Si l￿ on suppose que les p-values sont i:i:d:,
l￿ utilisation du thØorŁme de Lindberg-Levy nous permet de conclure que la statistique rØduite
ZMW suit sous H0 une loi N (0;1) lorsque N tend vers l￿ in￿ni.
Tout comme le test proposØ par IPS, le test de Maddala et Wu (1999) ne retient pas l￿ hypo-
thŁse alternative restrictive du test de Levin et Lin selon laquelle le coe¢ cient autorØgressif ￿i
est le mŒme pour tous les individus. Ce test est donc directement comparable au test IPS et lui
est trŁs similaire. Les deux tests reposent sur une combinaison de statistiques individuelles : des
statistiques ADF chez IPS et des seuils de signi￿cativitØ chez Maddala et Wu. Les deux tests
peuvent Œtre appliquØs sur des panels non cylindrØs16 et on peut Øventuellement Øtablir soit la
loi exacte (chez Maddala et Wu), soit une approximation des seuils (chez IPS) de la statistique
de test pour une taille N ￿xe.
Quels sont donc les avantages respectifs des deux tests? Les deux tests peuvent tout d￿ abord
Œtre comparØs en termes de taille empirique et de puissance (contrairement au test de Levin
et Lin qui n￿ admet pas la mŒme hypothŁse alternative). Maddala et Wu considŁrent une sØrie
d￿ expØriences dans lesquelles leur statistique de Fisher est construite ￿ partir des p-values des
t-statistiques des tests ADF individuels. Il ressort que ce test de Fisher domine lØgŁrement le
test d￿ IPS, puisque pour des tailles empiriques similaires la puissance du test est lØgŁrement
augmentØe. Lorsque T est su¢ samment grand (T = 50 ou 100); les puissances sont compa-
rables, mais les distorsions de taille sont moins importantes avec le test de Maddala et Wu.
Un autre avantage traditionnel d￿ une approche non paramØtrique comme celle de Maddala et
Wu rØside dans la robustesse notamment ￿ une erreur de spØci￿cation sur la distribution des
rØsidus (supposØs normalement distribuØs chez IPS). En revanche, le principal ￿inconvØnient
empirique￿de l￿ approche de Maddala et Wu provient de la nØcessitØ de simuler par Bootstrap
16Contrairement ￿ ce qui est avancØ dans la synthŁse de Baltagi et Kao (2000) fondØe sur la version de 1997
du papier d￿ IPS.
21les distributions des statistiques individuelles a￿n de construire les p-values individuelles17. A
l￿ inverse, on a vu que les statistiques standardisØes des tests d￿ IPS peuvent Œtre construites ￿
partir des moments fournis par les auteurs, ce qui en facilite d￿ autant la mise en oeuvre.
5 Le test de stationnaritØ de Hadri (2000)
Se dØmarquant des trois tests de racine unitaire de premiŁre gØnØration prØsentØs prØcØdem-
ment qui reposaient sur l￿ hypothŁse nulle de non stationnaritØ, le test de Hadri (2000) est basØ
sur l￿ hypothŁse nulle de stationnaritØ. Ce test consiste en une extension du test de stationnaritØ
proposØ par Kwiatkowski et al. (1992) dans le cadre de l￿ ØconomØtrie des sØries temporelles. Il
s￿ agit d￿ un test du multiplicateur de Lagrange visant ￿ tester l￿ hypothŁse nulle de stationnaritØ
des sØries yi;t (pour i = 1;:::;N) contre l￿ hypothŁse alternative de racine unitaire. Hadri (2000)
considŁre les deux modŁles suivants :
yi;t = ri;t + "i;t (38)
et
yi;t = ri;t + ￿it + "i;t (39)





, ui;t et "i;t Øtant
indØpendants. L￿ hypothŁse nulle peut alors s￿ Øcrire ￿2
u = 0. Par ailleurs, dans la mesure oø les
"i;t sont supposØs i.i.d., alors, sous l￿ hypothŁse nulle, yi;t est stationnaire en niveau pour le
modŁle (38) et stationnaire autour d￿ une tendance dØterministe pour le modŁle (39). Le modŁle
(38) peut encore s￿ Øcrire :
yi;t = ri;0 + ei;t (40)
et le modŁle (39) :
yi;t = ri;0 + ￿it + ei;t (41)
avec ei;t =
Pt
j=1 ui;j + "i;t, ri;0 Øtant des valeurs initiales jouant le r￿le de constantes
hØtØrogŁnes.
Il convient de remarquer que si ￿2
u = 0, alors ei;t ￿ "i;t est stationnaire (ri;t est une
constante). Si ￿2
u 6= 0, ei;t est non stationnaire (ri;t est une marche alØatoire). Plus spØci￿-
quement, Hadri (2000) teste l￿ hypothŁse nulle ￿ = 0 contre l￿ hypothŁse alternative ￿ > 0 oø
￿ = ￿2
u=￿2


















oø Si;t dØsigne la somme partielle des rØsidus : Si;t =
Pt
j=1 ^ ei;j et ^ ￿
2
" est un estimateur
convergent de ￿2
". Sous l￿ hypothŁse nulle de stationnaritØ en niveau (modŁle (38)), la statis-














suit une loi normale centrØe rØduite, oø V (r) est un pont brownien standard, pour T ! 1 suivi
de N ! 1. Les cumulants de la fonction caractØristique de
R 1
0 V 2 donnent respectivement
17Nous faisons ￿gurer ￿inconvØnient empirique￿entre guillemets dans la mesure oø il va de soi que cet argument
purement empirique ne doit pas constituer un frein ￿ la mise en oeuvre du test de Maddala et Wu et ne constitue
en aucun cas un critŁre de choix entre les tests.
22la moyenne et la variance de
R 1
0 V (r)2 intervenant dans (43) : 1=6 (cumulant d￿ ordre 1) pour
l￿ espØrance et 1=45 (cumulant d￿ ordre 2) pour la variance (voir Hadri, 2000 pour les dØtails).
Sous l￿ hypothŁse nulle de stationnaritØ autour d￿ une tendance dØterministe (modŁle (39)),














suit une loi normale centrØe rØduite, oø V2(r) = W(r)+(2r￿3r2)W(1)+6r(r￿1)
R 1
0 W(s)ds
(voir Kwiatkowski et al. (1992)). La moyenne et la variance de
R 1
0 V 2
2 sont donnØes par les deux
premiers cumulants soit, respectivement, 1/15 et 11/6300.
Pour ￿nir, notons que Hadri (2000) a proposØ une extension de son test consistant ￿ rel￿cher
l￿ hypothŁse selon laquelle les erreurs "it sont iid a￿n de tenir compte de la prØsence de corrØlation
sØrielle.
A￿n d￿ Øtudier les performances de son test, Hadri (2000) a menØ des simulations de Monte
Carlo. Celles-ci font globalement ressortir que la prØcision du test est d￿ autant plus importante
que T et N sont su¢ samment importants. Plus spØci￿quement, la taille du test Z￿ est proche
de la taille thØorique de 5% pour T > 10 et la taille du test Z￿ est correcte pour T > 25.
Concernant la puissance, il ressort que celle-ci augmente avec la valeur de ￿ pour tout T et N.
6 Comparaison et bilan des tests de premiŁre gØnØration
Les simulations de Im et al. ont pour objet de comparer les performances des tests de Levin
et Lin (LL) et d￿ IPS (Ztbar). Les principaux rØsultats peuvent s￿ Ønoncer comme suit :
￿ En l￿ absence de corrØlation sØrielle, et comparativement au test Ztbar, le test LL a tendance
￿ rejeter trop frØquemment l￿ hypothŁse nulle lorsque N augmente. Par ailleurs, pour de
faibles valeurs de T, le test Ztbar donne de meilleurs rØsultats que le test LL en termes de
puissance.
￿ En prØsence de corrØlation sØrielle, le test LL tend ￿ nouveau ￿ rejeter trop frØquemment
l￿ hypothŁse nulle, ceci Øtant d￿ autant plus marquØ que N est ØlevØ. Il ressort Øgalement que
le test Ztbar est plus puissant que le test LL. De maniŁre gØnØrale, lorsque le nombre de
retards dans les rØgressions ADF est correctement choisi ou sur-estimØ, les performances
du test Ztbar sont meilleures que celles du test LL.
Les simulations e⁄ectuØes par Breitung (2000) ont Øgalement pour objet de comparer les
performances des tests Ztbar et LL. Celles-ci font ressortir que la puissance de ces deux tests est
trŁs sensible ￿ la spØci￿cation des termes dØterministes et tend ￿ diminuer fortement lorsque
des tendances spØci￿ques individuelles sont inclues.
Selon Maddala et Wu (1999) et Levin et al. (2002), les comparaisons directes entre les
tests LL et Ztbar ne sont pas valides car, mŒme si les deux tests reposent sur une hypothŁse
nulle identique, l￿ hypothŁse alternative est di⁄Ørente. On rappelle en e⁄et que, sous l￿ hypothŁse
alternative, le coe¢ cient autorØgressif est le mŒme pour tous les individus pour le test LL, alors
que ce mŒme coe¢ cient peut di⁄Ører entre les individus pour le test Ztbar. Par ailleurs, Maddala
et Wu (1999) ont menØ des simulations a￿n de comparer leur test (MW), le test LL et le test
Ztbar. Selon ces auteurs, le test Ztbar et le test MW sont directement comparables dŁs lors
que le test de racine unitaire utilisØ est le test ADF. Leurs simulations mettent en Øvidence les
rØsultats suivants :
￿ Pour des tailles d￿ Øchantillon Øgales entre les individus, lorsque le coe¢ cient autorØgressif
￿i n￿ est pas trop variable et proche de 1, le test Ztbar est plus puissant que le test MW.
Lorsque, sous l￿ hypothŁse alternative, ￿i n￿ est pas trop proche de 1 (par exemple ￿i = 0;8),
23le test MW est plus puissant que le test Ztbar. Dans tous les cas, les tests Ztbar et MW
sont plus puissants que le test LL.
￿ Pour des tailles d￿ Øchantillon inØgales, le test MW est plus performant que les tests Ztbar
et LL.
￿ En prØsence de corrØlation dans les termes d￿ erreur entre les individus, le test MW est plus
performant en termes de taille que le test Ztbar, pour T grand et un nombre d￿ individus
modØrØ. Lorsque T et N sont grands, la taille du test MW est comparable ￿ celle du test
Ztbar.
Maddala et Wu (1999) concluent alors de maniŁre gØnØrale que leur test est plus performant
que les tests Ztbar et LL. Les simulations menØes par Choi (1999), visant Øgalement ￿ comparer
les performances des tests Ztbar et de MW, montrent que la taille des deux tests est proche de
la taille thØorique de 5% lorsque N est faible et que la taille du test Ztbar est plus stable que
celle du test MW. En termes de puissance (corrigØe par la taille), il ressort que le test MW
donne de meilleurs rØsultats que le test Ztbar. En￿n, la puissance des deux tests diminue de
fa￿on trŁs importante lorsqu￿ est introduite une tendance dØterministe.
Concernant le test de Hadri (2000), on peut simplement noter qu￿ un de ses avantages rØside
dans des considØrations purement empiriques : les moments de sa distribution asymptotique
sont dØrivØs de maniŁre exacte et n￿ ont donc pas ￿ Œtre dØrivØs de simulations.
Au del￿ de leurs spØci￿citØs, ces tests de premiŁre gØnØration butent sur deux problŁmes
identiques : le problŁme du caractŁre hØtØrogŁne de la racine unitaire et le problŁme de l￿ indØpen-
dance inter-individuelle. Le premier problŁme concerne uniquement les tests d￿ IPS et Maddala
et Wu et tient au fait que l￿ hypothŁse alternative autorise la prØsence d￿ un sous ensemble d￿ in-
dividus (de taille N1 chez IPS) dont la variable d￿ intØrŒt suit un processus stationnaire. Or,
l￿ ajout ou le retrait d￿ un pays dans le panel peut dans ce cas modi￿er radicalement la conclu-
sion des tests en faveur ou en dØfaveur de l￿ hypothŁse nulle de racine unitaire. C￿ est par exemple
le cas dans l￿ Øtude de Choi (2001) sur la validitØ de la PPA dont les rØsultats di⁄Łrent suivant
l￿ inclusion ou non du Japon. Ceci indique clairement que l￿ hypothŁse nulle de ces tests, ￿ savoir
la prØsence d￿ une racine unitaire pour l￿ ensemble des individus du panel, n￿ est sans doute pas
l￿ hypothŁse qui prØsente le plus grand intØrŒt pour les Øconomistes dans de nombreuses problØ-
matiques. Dans une dØmarche proche du ￿data mining￿ , on aimerait Œtre en mesure d￿ identi￿er
deux ensembles d￿ individus : un ensemble avec racine unitaire (absence de convergence des PIB
par exemple) et un ensemble pour lesquels la variable est stationnaire (convergence des PIB).
C￿ est le cas sous l￿ hypothŁse alternative d￿ IPS mais l￿ on ne conna￿t pas la taille N1 du groupe
d￿ individus stationnaires, ni les individus appartenant ￿ cet ensemble. L￿ identi￿cation de ces
deux groupes suppose l￿ adoption d￿ une dØmarche sØquentielle. Il s￿ agirait alors d￿ e⁄ectuer un
test de racine unitaire avec par exemple le Japon, puis de refaire le test sur le mŒme Øchantillon
sans le Japon. Toutefois, il convient alors de contr￿ler le risque de premiŁre espŁce. Cette ap-
proche sØquentielle est notamment adoptØe par HØnin, Jolivaldt et N￿ Guyen (2001) qui utilisent
une statistique minimum dØ￿nie ￿ un ordre n par :
tm (n) = min
fi>N￿ng
tiT
oø tiT correspond ￿ la statistique ADF pour le pays i et oø les indices i sont classØs selon les
rØalisations croissantes de b tiT: A un ordre n; on teste la prØsence d￿ une racine unitaire pour les
n derniers individus du panel. En supposant que les statistiques ADF sont identiquement et
indØpendamment distribuØes dans la dimension individuelle, on peut alors contr￿ler le risque
de premiŁre espŁce ￿ un ordre n de la fa￿on suivante18 :
Pr
￿
tm (n) < tDF
￿
￿
= 1 ￿ (1 ￿ ￿)
n
￿
1 ￿ Pr(tm (n) < tn)
￿￿n
18Cette inØgalitØ est fondØe sur l￿ inØgalitØ de Bonferroni qui joue un r￿le important dans les tests de seconde
gØnØration en ce qui concerne la dØtection de sous ensembles d￿ individus stationnaires ou non dans le panel.
24oø tDF
￿ correspond au seuil ￿ ￿% de la loi de Dickey-Fuller et tn correspond ￿ la t-statistique
ADF du pays exclu ￿ l￿ Øtape n￿1: Les auteurs proposent de la mŒme fa￿on une statistique de
Fisher itØrØe, ainsi qu￿ une statistique IPS itØrØe.
La seconde principale limite de ces tests de racine unitaire rØside dans l￿ hypothŁse d￿ indØpen-
dance entre individus : indØpendance des rØsidus chez Levin et Lin ou chez IPS, indØpendance
des p-values chez Maddala et Wu. Nous avons vu que c￿ est prØcisØment cette hypothŁse qui
permet de dØriver trŁs simplement les lois asymptotiques normales des statistiques de tests.
DŁs lors que cette hypothŁse est violØe, ces lois asymptotiques ne son plus valides. Or, cette hy-
pothŁse d￿ indØpendance pose problŁme notamment pour des applications macro-Øconomiques.
Prenons par exemple le cas des nombreux tests de convergence en panel construits ￿ partir
des tests de racine unitaire de premiŁre gØnØration (Evans et Karras, 1996, Gaulier, Hurlin et
Jean-Pierre, 1999). Ces tests reposent ainsi sur l￿ hypothŁse d￿ indØpendance inter-individuelle
des Øcarts de PIB par tŒte ￿ la moyenne internationale, Øventuellement contr￿lØs par des e⁄ets
temporels censØs capter les e⁄ets de conjoncture internationale. Or rien ne garantit a priori que
l￿ introduction des e⁄ets temporels ou le fait de centrer les donnØes sur la moyenne internationale
permette de purger les Øventuelles dØpendances inter-individuelles des revenus par tŒte.
Les auteurs de ces tests de premiŁre gØnØration Øtaient pleinement conscients de cette limite.
DŁs la premiŁre version de leur document de travail, IPS (1997) envisagent ainsi la prØsence
d￿ une corrØlation inter-individuelle de la variable endogŁne, mais ils limitent leur analyse ￿ l￿ in-
troduction d￿ e⁄ets temporels dans la perspective d￿ un modŁle ￿ erreurs composØes (voir Sevestre,
2002). Le rØsidu "i;t du modŁle (32) se dØcompose alors en une composante commune stricte-
ment identique pour tous les individus ￿t et une composante idiosyncratique vi;t. D￿ une part,
cette formulation des dØpendances inter-individuelles est trŁs restrictive puisque tous les pays
sont in￿ uencØs de fa￿on symØtrique par le facteur commun. D￿ autre part, Strauss et Yigit (2003)
montrent qu￿ une telle approche ne fait que repousser le problŁme en abaissant l￿ Øventuelle cor-
rØlation inter-individuelle si la composante idiosyncratique prØsente elle-mŒme des corrØlations
entre individus. De mŒme, Maddala et Wu (1999) dans un exercice de simulation envisagent
la prØsence de co-mouvements inter-individuels en considØrant une forme trŁs particuliŁre de
corrØlations retenue par O￿ Connell (1998) dans l￿ Øtude de la PPA. Au del￿ de la forme spØci-
￿que des corrØlations, cette approche pose un certain nombre de problŁmes techniques puisqu￿ il
convient de tenir compte de ces corrØlations dans la simulation par Bootstrap des p-values.
Mais, que ce soit chez IPS ou chez Maddala et Wu, les corrØlations inter-individuelles restent
￿nalement considØrØes comme des paramŁtres de nuisance. Les tests de deuxiŁme gØnØration
vont totalement renverser cette perspective.
7 L￿ hypothŁse de dØpendances inter-individuelles : vers
une deuxiŁme gØnØration de tests
La littØrature actuelle se dØveloppe autour de l￿ idØe qu￿ il convient de prendre en compte
de fa￿on explicite les dØpendances entre les individus du panel. Ainsi, ces tests de deuxiŁme
gØnØration renversent totalement la perspective jusqu￿ alors adoptØe, car plut￿t que de considØrer
les corrØlations entre individus comme des paramŁtres de nuisance, ils proposent d￿ exploiter ces
co-mouvements pour dØ￿nir de nouvelles statistiques de test. Contrairement aux approches
dØveloppØes dans le cadre des tests de premiŁre gØnØration, les tests de deuxiŁme gØnØration
ne considŁrent pas nØcessairement que les corrØlations inter-individuelles de la variable yi;t sont
uniquement dues ￿ une corrØlation inter-individuelle des rØsidus. Ils envisagent notamment le cas
oø les corrØlations de yi;t proviennent de la prØsence d￿ une ou plusieurs composantes communes.
Tout le problŁme consiste alors ￿ proposer le test permettant la prise en compte la plus gØnØrale
des di⁄Ørentes formes possibles de dØpendance entre individus. Il convient en e⁄et d￿ Øviter de
25construire un test pour une forme trop particuliŁre de corrØlation des rØsidus, de composante
commune ou de cointØgration entre individus, qui n￿ aurait pas de bonnes propriØtØs en termes
de taille ou de puissance pour des formes alternatives.
De nombreux tests sont aujourd￿ hui dØveloppØs dans cette perspective. La plupart s￿ ins-
crivent dans la lignØe du test de Bai et Ng (2001, 2004) fondØ sur un modŁle ￿ facteurs com-
muns. Mais, dans ce cadre, di⁄Ørentes approches sont proposØes. Si Bai et Ng (2001) considŁrent
deux tests sØparØs de racine unitaire sur les composantes commune et individuelle de la sØrie,
les autres Øtudes sont gØnØralement fondØes sur un test unique de racine unitaire de la sØrie
ØtudiØe; le point commun Øtant de tester la racine unitaire uniquement sur la composante idio-
syncratique de la sØrie. Les tests di⁄Łrent alors suivant la mØthode retenue pour extraire de la
sØrie brute la composante idiosyncratique inobservable. Ainsi, nous Øtudierons successivement
les tests de Moon et Perron (2004), Choi (2002) et Pesaran (2003). Nous prØsenterons en￿n
le test de Chang (2002) qui lui n￿ est pas fondØ sur un modŁle factoriel et qui permet ainsi de
considØrer une forme gØnØrale de dØpendance inter-individuelle.
7.1 Le test de Bai et Ng (2004)
Bai et Ng (2001, 2004) ont proposØ le premier test de l￿ hypothŁse nulle de racine unitaire
prenant en compte la prØsence possible d￿ une corrØlation inter-individuelle des sØries testØes.
Le problŁme consiste alors ￿ spØci￿er une forme particuliŁre de ces dØpendances. Bai et Ng
adoptent une dØmarche trŁs simple et considŁrent un modŁle factoriel :
yi;t = Di;t + ￿
0
iFt + ei;t (45)
oø Di;t est une fonction polynomiale du temps d￿ ordre t; Ft est un vecteur de dimension (r;1) de
facteurs communs et ￿i un vecteur de paramŁtres. Ainsi, la sØrie individuelle yi;t se dØcompose
en une composante dØterministe hØtØrogŁne Di;t, une composante commune ￿
0
iFt et un terme
d￿ erreur ei;t idiosyncratique. C￿ est donc la prØsence des facteurs communs Ft; par rapport
auxquels chaque individu a une ØlasticitØ ￿i propre, qui est ￿ l￿ origine des dØpendances inter-
individuelles.
Dans ce cas, la variable yi;t est dite non stationnaire dŁs lors qu￿ au moins un des facteurs
communs du vecteur Ft est non stationnaire et/ou le terme idiosyncratique ei;t est non sta-
tionnaire. Rien ne garantit de fa￿on gØnØrale que ces deux termes aient les mŒmes propriØtØs
dynamiques : l￿ un peut Œtre stationnaire, l￿ autre pas, certaines composantes de Ft peuvent
Œtre I (0) d￿ autres I (1); Ft et ei;t peuvent Œtre intØgrØes d￿ ordre di⁄Ørents, etc. Or, on sait
qu￿ une sØrie dØ￿nie par la somme de deux composantes aux propriØtØs dynamiques di⁄Ørentes
a elle-mŒme des propriØtØs dynamiques trŁs di⁄Ørentes des entitØs qui la constituent. Ainsi, il
peut Œtre trŁs di¢ cile de diagnostiquer la non stationnaritØ de yi;t si cette sØrie admet une
composante stationnaire importante. C￿ est pourquoi, plut￿t que de tester la non stationnaritØ
directement ￿ partir de la sØrie yi;t; l￿ idØe de Bai et Ng (2001) consiste ￿ tester sØparØment la
prØsence d￿ une racine unitaire dans les composantes commune et individuelle. Cette procØdure
est dØnommØe PANIC (Panel Analysis of Nonstationarity in the Idiosyncratic and Common
components) par les auteurs. Quel est l￿ avantage de cette procØdure au regard du problŁme
des dØpendances inter-individuelles? C￿ est principalement que la composante idiosyncratique
ei;t peut Œtre considØrØe comme faiblement corrØlØe entre individus alors que parallŁlement la
sØrie totale yi;t peut prØsenter de fortes corrØlations entre individus. On lŁve ainsi une des prin-
cipales critiques adressØes aux tests de la premiŁre gØnØration, notamment dans le cadre des
applications macro-Øconomiques.
Supposons que la composante dØterministe Di;t soit au plus d￿ ordre 1. Le modŁle s￿ Øcrit
alors sous la forme suivante :
yi;t = ￿i + ￿it + ￿
0
iFt + ei;t; t = 1;:::;T (46)
26Fm;t = ￿mFm;t￿1 + vm;t; m = 1;:::;r (47)
ei;t = ￿iei;t￿1 + "i;t; i = 1;:::;N (48)
Le m￿ eme facteur commun Fm;t est stationnaire si ￿m < 1. La composante idiosyncratique
ei;t est stationnaire pour le i￿ eme individu si ￿i < 1. L￿ objectif est d￿ apprØhender la stationnaritØ
de Fm;t et ei;t sachant que ces composantes ne sont pas observØes et doivent Œtre estimØes.
Toute la validitØ de PANIC repose ainsi sur le fait qu￿ il soit possible d￿ obtenir des estimateurs
de Fm;t et ei;t prØservant leur degrØ d￿ intØgration, et ce que ei;t soit I (0) ou I (1): Pour cela
les auteurs adoptent une analyse en composantes principales ￿ partir des donnØes di⁄ØrenciØes.
On suppose ici que le nombre de facteurs communs r est connu19.
ConsidØrons le cas du modŁle sans tendance (￿i = 0) en di⁄Ørences premiŁres :
￿yi;t = ￿
0
i ft + zi;t (49)





























































La procØdure de test peut alors Œtre dØcomposØe en deux Øtapes. Dans une premiŁre Øtape,
on estime ft = ￿Ft et ￿i dans le modŁle (49) par une analyse en composantes principales.
L￿ estimateur b f de la matrice f correspond alors au produit du scalaire
p
T ￿ 1 par une matrice
dont les colonnes sont dØ￿nies par les r vecteurs propres associØs aux r plus grandes valeurs
propres de la matrice XX0: L￿ estimateur b ￿ est dØ￿ni par b ￿ = X0 b f=(T ￿ 1): On note alors
b zi;t = ￿yi;t ￿ ^ ￿
0
i ^ ft.
Dans une deuxiŁme Øtape, connaissant le vecteur des variations de la composante commune











avec t = 1;:::;T, m = 1;:::;r et i = 1;:::;N. On teste alors l￿ hypothŁse nulle de racine
unitaire dans la composante idiosyncratique ei;t et dans les facteurs communs Ft ￿ l￿ aide des
variables estimØes ^ ei;t et ^ Fm;t.
A￿n de tester la non stationnaritØ de la composante idiosyncratique, Bai et Ng ont proposØ
d￿ empiler les t-statistiques des tests ADF calculØes sur la base des composantes estimØes ^ ei;t
dans le cadre d￿ un modŁle ne contenant pas de terme dØterministe :
￿^ ei;t = ￿i;0^ ei;t￿1 + ￿i;1￿^ ei;t￿1 + :: + ￿i;p￿^ ei;t￿p + ￿i;t (51)
Soit ADFc
b e (i) la t-statistique du test ADF de la composante idiosyncratique du ieme in-
dividu. La distribution asymptotique de la statistique ADFc
b e (i) est identique ￿ celle de la
statistique usuelle de Dickey-Fuller du modŁle sans constante. Un test de racine unitaire peut
alors Œtre e⁄ectuØ sur chacune des composantes idiosyncratiques du panel. La principale di⁄Ø-
rence par rapport aux tests de racine unitaire en sØries temporelles rØside dans le fait que les
facteurs communs ont ØtØ ØliminØs des donnØes.
19Pour une estimation de r; voir Bai et Ng (2002) ou Moon et Perron (2004).
27Naturellement, ces tests menØs sur sØries temporelles sont peu puissants pour des Øchantillons
T de petite taille. C￿ est pourquoi Bai et Ng proposent d￿ utiliser soit une statistique moyenne ￿









logpc (i) ￿ 2N
#
(52)
oø pc (i) dØsigne la p-value associØe ￿ la statistique de Dickey-Fuller ADFc
e(i): Bai et Ng sont ￿
ce moment l￿ obligØs de supposer l￿ indØpendance entre individus des composantes individuelles
inobservables ei;t (thØorŁme 3, page 8) pour dØriver la loi de cette statistique. Cela peut para￿tre
paradoxal puisque le test de Bai et Ng est justement censØ prendre en compte ces dØpendances
inter-individuelles. Mais il faut bien comprendre ici que Bai et Ng ne supposent l￿ indØpendance
que des composantes individuelles ei;t de la variable yi;t dØ￿nie par exclusion des composantes
communes. On est bien loin dans ce cas de l￿ hypothŁse d￿ indØpendance inter-individuelle retenue
par IPS ou Maddala et Wu qui portait sur la sØrie totale yi;t. C￿ est donc une hypothŁse qui, sur
le plan Øconomique, est parfaitement justi￿able dŁs lors qu￿ il n￿ y a pas d￿ erreur de spØci￿cation
notamment sur le nombre r de composantes communes20.
Sous l￿ hypothŁse d￿ indØpendance des ei;t; les statistiques de test basØes sur les composantes
estimØes b ei;t sont elles aussi indØpendantes. DŁs lors, les p-values pc (i) sont distribuØes de fa￿on
indØpendante selon des lois uniformes sur [0;1]: En conclusion, sous l￿ hypothŁse que l￿ ensemble
des composantes individuelles ei;t pour i = 1;::;N sont I (1); la statistique de test Zc suit une
loi N (0;1) quelle que soit la taille N du panel. On peut ici adopter la standardisation de Choi
(2001) pour des panels de taille N importante (cf. section prØcØdente).
A￿n de tester la non stationnaritØ des facteurs communs, Bai et Ng (2004) distinguent deux
cas21. Lorsqu￿ il y a un seul facteur commun parmi les N variables (r = 1), ils utilisent un test
ADF standard dans le cas d￿ un modŁle avec constante :
￿ ^ F1;t = c + ￿i;0 ^ F1;t￿1 + ￿i;1￿ ^ F1;t￿1 + :: + ￿i;p￿ ^ F1;t￿p + vi;t (53)
La t-statistique correspondante, notØe ADFc
b F, a la mŒme distribution asymptotique que la
statistique usuelle de Dickey-Fuller dans le cas d￿ un modŁle avec constante. S￿ il existe plus
d￿ un facteur commun (r > 1), Bai et Ng testent le nombre r1 de tendances stochastiques
communes dans ces facteurs communs. Bien Øvidemment, si r1 = 0, alors il existe N vecteurs de
cointØgration pour N facteurs communs, et tous les facteurs sont I(0). Tester individuellement
la prØsence d￿ une racine unitaire dans chacun des facteurs tend gØnØralement ￿ surestimer le
nombre de tendances communes. Bai et Ng proposent alors deux statistiques basØes sur les r
facteurs estimØs ^ Fm;t pour m = 1;:::;r. Ces statistiques sont similaires ￿ celles proposØes par
Stock et Watson (1988). L￿ objet est de tester si la partie rØelle de la plus petite valeur propre
de la matrice des coe¢ cients autorØgressifs est Øgale ￿ l￿ unitØ. Les deux statistiques nØcessitent
des tests successifs de sØquences d￿ hypothŁses, ￿ l￿ instar des tests du nombre de vecteurs de
cointØgration de Johansen (1988). L￿ hypothŁse nulle est dØ￿nie par H0 : r1 = m. Si l￿ hypothŁse
nulle est rejetØe, on pose m = m￿1 et on rØapplique le test. Dans le cas inverse, le nombre estimØ
de tendances communes, notØ b r1, est Øgal ￿ m. On teste l￿ ØgalitØ entre le nombre de tendances
communes et le nombre de facteurs communs, i.e. r1 = r. La premiŁre statistique de test,
20En pratique, le nombre de composantes communes est rarement connu et doit Œtre estimØ. Comme l￿ ont
montrØ Bai et Ng (2002), pour des panels d￿ au moins 20 individus, le nombre de composantes communes
peut Œtre estimØ avec une prØcision parfaite. En revanche, cela n￿ est plus le cas lorsque le nombre d￿ individus
est moindre. Dans ce dernier cas, la mØthode d￿ estimation de Bai et Ng (2002) tend ￿ fortement surestimer le
nombre de facteurs communs (voir Moon et Perron, 2004). Cette surestimation du nombre de facteurs communs,
lorsque le nombre d￿ individus est faible, engendre en consØquence d￿ importantes distorsions de taille.
21Dans leur premier document de travail (Bai et Ng, 2001), la procØdure Øtait identique quel que soit le nombre
de facteurs communs et reposait uniquement sur des tests ADF.
28notØe MQf, suppose que les composantes non stationnaires suivent un processus autorØgressif
vectoriel d￿ ordre ￿ni. La deuxiŁme statistique, notØe MQc, autorise la prØsence de dynamiques
plus gØnØrales pour le processus de racine unitaire.
Une dØmarche similaire peut Œtre adoptØe dans le cas d￿ un modŁle incluant des tendances
dØterministes propres ￿ chaque individu (￿i 6= 0 dans le modŁle 46). La seule di⁄Ørence rØside
alors dans l￿ Øtape 1, oø la variable ￿yi;t doit Œtre remplacØe par ￿yi;t ￿ ￿yi; avec ￿yi =
(T ￿ 1)
￿1 PT
t=2 ￿yi;t: De la mŒme fa￿on, dans le modŁle (49), l￿ accroissement de la composante
commune doit Œtre centrØ, ce qui revient ￿ remplacer ft = ￿Ft par ￿Ft ￿ ￿Ft; de mŒme pour
la composante idiosyncratique ￿ei;t ￿ ￿ei;t: Dans ce cas, la statistique de test associØe ￿ la
composante commune de l￿ Øtape 2, notØe ADF￿
F(m); suit sous H0 la distribution de Dickey-
Fuller pour un modŁle avec constante et tendance. La statistique de test associØe ￿ la composante
individuelle de l￿ individu i; notØe ADF￿
e (i); admet une distribution asymptotique reliØe ￿ celle
d￿ un pont brownien identique ￿ celle du test de Schmidt et Lee (1991).
Ainsi que le notent Banerjee et Zanghieri (2003), la mise en oeuvre des tests de Bai et Ng
(2001) telle qu￿ elle est dØcrite ici montre bien le r￿le que peut avoir la prØsence de co-mouvements
entre les individus. En e⁄et, pour les panels pour lesquels il existe une forte dØpendance entre
les individus, les tests de Bai et Ng ￿ en prenant en compte les facteurs communs aux diverses
sØries ￿ acceptent l￿ hypothŁse nulle de racine unitaire dans les facteurs, ce qui les amŁnent ￿
conclure ￿ la non stationnaritØ des sØries. Pour ￿nir, notons que les simulations menØes par Bai
et Ng (2001) montrent que leur test donne des rØsultats satisfaisants en termes de taille et de
puissance, mŒme pour des panels de taille modØrØe (N = 20).
7.2 Les tests de Phillips et Sul (2003a) et Moon et Perron (2004)
Les tests de Phillips et Sul (2003a) et Moon et Perron (2004), contrairement ￿ Bai et Ng
(2001), testent directement la prØsence d￿ une racine unitaire dans la sØrie observable yi;t et
non pas de fa￿on sØparØe dans les composantes individuelle et commune. Au del￿ de cette
di⁄Ørence fondamentale, il existe certaines similitudes entre les deux approches qui reposent sur
l￿ utilisation d￿ un modŁle factoriel. Nous ne prØsenterons en dØtail que le test de Moon et Perron
(2004) qui admet la spØci￿cation la plus gØnØrale des composantes communes.
Moon et Perron (2004) considŁrent un modŁle autorØgressif standard avec e⁄ets individuels
￿xes dans lequel les rØsidus satisfont un modŁle factoriel. La structure du modŁle est donc
di⁄Ørente de celle de Bai et Ng (2001). Si l￿ on conserve les mŒmes notations que prØcØdemment,
leur modŁle s￿ Øcrit :




i;t￿1 + ￿i;t (55)
￿i;t = ￿
0
iFt + ei;t (56)
On suppose dans un premier temps que la dimension r du vecteur Ft est a priori connue
et que les chocs idiosyncratiques ei;t =
P1
=0 di;jvi;t￿j; avec vi;t i:i:d: (0;1) sont non corrØlØs
dans la dimension individuelle. DŁs lors, la corrØlation inter-individuelle des variables yi;t est







t)￿i: On teste l￿ hypothŁse nulle de
racine unitaire pour tous les individus du panel H0 : ￿i = 1; 8i = 1;::;N contre H1 : ￿i < 1
pour au moins un individu i:
L￿ intuition de la dØmarche de Moon et Perron (2004) est alors la suivante : il s￿ agit de
transformer le modŁle de sorte ￿ Øliminer les composantes communes de la sØrie yi;t, puis de
tester la racine unitaire sur les sØries en Øcarts aux facteurs communs. Ainsi, on supprime les
dØpendances inter-individuelles et l￿ on peut se ramener ￿ des distributions asymptotiques nor-
males. On retrouve alors des distributions normales comme chez IPS ou Levin et Lin, mais la
29di⁄Ørence fondamentale est que les statistiques de tests sont construites ici ￿ partir de don-
nØes transformØes, prises en Øcarts aux composantes communes et donc indØpendantes dans la
dimension individuelle.
On suppose que l￿ on dispose initialement de T + 1 observations de la variable d￿ intØrŒt
yi;t. Soit la matrice Z des observations individuelles de yi;t et Z￿1 la matrice des observations
retardØes. On note en￿n ￿ la matrice (N;r) des coe¢ cients ￿i (cf. section prØcØdente) et F la































Comme l￿ avons prØcØdemment mentionnØ, l￿ idØe de Moon et Perron (2004) consiste ￿ tester
la racine unitaire sur les Øcarts aux composantes communes. Supposons que les paramŁtres de
￿ soient connus, les composantes d￿ Øcart s￿ Øcrivent tout simplement comme la projection de Z
sur l￿ orthogonal du sous espace vectoriel engendrØ par les colonnes de ￿: En e⁄et, considØrons
pour simpli￿er le modŁle (55) sous l￿ hypothŁse nulle de racine unitaire (￿i = 1) et en l￿ absence
d￿ e⁄ets individuels (￿i = 0) Øcrit sous forme vectorielle :
Z = Z￿1 + F ￿0 + e
oø e dØsigne la matrice (T;N) des composantes idiosyncratiques. Soit Q￿ = IN￿ ￿(￿0￿)
￿1 ￿0
la matrice de projection sur l￿ orthogonal du sous espace vectoriel engendrØ par les colonnes de
￿: En prØ-multipliant ￿ droite par Q￿; on exprime alors le modŁle ￿ partir des donnØes en Øcarts
aux composantes communes ZQ￿ :
ZQ￿ = Z￿1Q￿ + eQ￿ (57)
La projection ZQ￿ correspond aux donnØes exprimØes en Øcarts aux facteurs communs, tandis
que les rØsidus eQ￿ ne prØsentent par construction aucune corrØlation inter-individuelle. C￿ est
alors ￿ partir de ces donnØes transformØes que l￿ on va e⁄ectuer le test de racine unitaire. Moon
et Perron construisent une statistique de test ￿ partir de l￿ estimateur pooled22 (￿i = ￿j) de la
racine autorØgressive. Plus prØcisØment, ils considŁrent un estimateur pooled corrigØ en raison










avec ￿e = N￿1 PN
i=1 ￿
i
e oø le terme ￿
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A partir de cet estimateur b ￿
+
pool, Moon et Perron proposent deux statistiques de test de l￿ hy-
pothŁse nulle de racine unitaire, notØes respectivement ta et tb. Ces deux statistiques convergent

















22Ils justi￿ent ce choix par le fait que cet estimateur simpli￿e l￿ Øtude des lois asymptotiques et leur permet
























e correspondent respectivement aux moyennes sur N des variances
individuelles de long terme w2
e;i et des variances individuelles de long terme au carrØ ￿4
e;i de la





: Si la rØalisation de la statistique ta
(ou tb) est infØrieure au seuil de la loi normale, on rejette l￿ hypothŁse nulle de racine unitaire
pour tous les individus du panel.
Notons au passage que l￿ on retrouve la vitesse de convergence en T
p
N de l￿ estimateur pooled
(corrigØ ou non) de la racine autorØgressive que l￿ on avait obtenu dans le cas du modŁle de
Levin et Lin (Øquation 11). Ceci est parfaitement normal, puisque une fois que les dØpendances
inter-individuelles ont ØtØ purgØes dans le modŁle de Phillips et Moon, on obtient sur donnØes
transformØes un modŁle avec racine autorØgressive commune (estimateur pooled) identique ￿
celui de Levin et Lin sous l￿ hypothŁse d￿ indØpendance inter-individuelle.
Naturellement, puisque la composante idiosyncratique ei;t est inobservable, les quantitØs w2
e,
￿e et ￿4
e sont inconnues. Les dØ￿nitions (59) et (60) ne sont pas directement applicables. Ainsi,
a￿n d￿ appliquer ces tests, il nous faut deux ingrØdients supplØmentaires (liØs) :
1. Un estimateur des composantes commune et idiosyncratique : plus prØcisØment un esti-
mateur b Q￿ de la matrice de projection sur l￿ orthogonal du sous espace vectoriel engendrØ
par les colonnes de ￿, matrice des paramŁtres ￿i associØs aux composantes communes.
2. Des estimateurs de la variance de long terme (b w2
e et b ￿
4
e) et de la somme des autocovariances
positives (b ￿e); construits ￿ partir des estimations des composantes individuelles b ei;t:
Estimation de la matrice de projection
Tout comme Bai et Ng, Moon et Perron proposent d￿ estimer ￿ par une analyse en compo-
santes principales (cf. section prØcØdente) des rØsidus. On commence par estimer les rØsidus ￿i;t
￿ partir du modŁle (55). Pour cela, on utilise un estimateur pooled b ￿pool sur les donnØes brutes
centrØes sur leurs moyennes individuelles pour tenir compte des e⁄ets individuels :
b ￿ = e Z ￿ b ￿pool e Z￿1 (61)
oø e Z = QxZ et Qx = IT ￿ T￿1lTl0
T oø lT = (1;::;1)











: A partir des rØsidus b ￿; on applique une analyse en
composantes principales. Un estimateur e ￿ de la matrice (N;r) des coe¢ cients des composantes
communes correspond alors au produit du scalaire
p
N par une matrice dont les colonnes sont
dØ￿nies par les r vecteurs propres associØs aux r plus grandes valeurs propres de la matrice b ￿
0b ￿:
Moon et Perron utilisent un estimateur b ￿ re-paramØtrØ :








A partir de cet estimateur b ￿; on dØ￿nit un estimateur de la matrice de projection b Q￿ qui nous
permettra d￿ obtenir par la suite une estimation des composantes idiosyncratiques :





Une estimation des donnØes en Øcarts aux composantes communes est ainsi dØ￿nie par e Z b Q￿: On
peut donc en dØduire un estimateur pooled corrigØ b ￿
+
pool de la racine autorØgressive uniquement
sur ces composantes d￿ Øcarts selon la formule (58) en rempla￿ant ZQ￿ par e Z b Q￿.
31Estimation des variances de long terme
Un estimateur de la composante idiosyncratique est alors dØ￿ni par b e = b ￿ b Q￿: Soit b ei;t la
composante individuelle des rØsidus de l￿ individu i ￿ la date t: Pour chaque individu i = 1;::;N;
on dØ￿nit l￿ autocovariance empirique des rØsidus fb ei;tg
T
t=1 :






A partir de b ￿i (j) on construit un estimateur ￿ noyau de la variance de long terme et de la









w(qi;j) b ￿i (j) (65)
oø w(qi;j) dØsigne une fonction noyau et qi un paramŁtre de troncature. Ne reste plus alors

























Les fonctions noyau et le paramŁtre de troncature q doivent satisfaire un ensemble de trois
hypothŁses pour que les statistiques e ta et e tb dØ￿nies par les Øquations (59) et (60) en substituant
w2
e, ￿e et ￿4
e par leurs estimateurs, convergent vers des lois normales. Moon et Perron utilisent



























i;1 dØsigne l￿ estimateur de l￿ autocorrØlation d￿ ordre 1 de la composante individuelle b ei;t de
l￿ individu i:
Phillips et Sul (2003a) considŁrent un modŁle plus restrictif que celui de Moon et Perron
(2004) puisqu￿ il ne contient qu￿ un seul facteur indØpendamment distribuØ dans le temps. Le
vecteur de facteurs communs Ft est rØduit ￿ une variable ￿t N:i:d:(0;1): Au del￿ de cette
distinction, la principale di⁄Ørence rØside dans le fait que Phillips et Sul adoptent une mØthode
de moments pour Øliminer les facteurs communs au lieu d￿ une analyse en composantes prin-
cipales. L￿ idØe est de tester la racine unitaire sur des donnØes orthogonalisØes : celles-ci Øtant
par construction indØpendantes dans la dimension individuelle, il est possible alors d￿ appliquer
les tests de racine unitaire de premiŁre gØnØration. Ainsi, ￿ partir des estimateurs des racines
autorØgressives individuelles obtenues sur donnØes orthogonalisØes, Phillips et Sul construisent
di⁄Ørentes statistiques de tests de racine unitaire : soit des statistiques moyennes similaires ￿
32celles d￿ IPS, soit des statistiques dØ￿nies comme des combinaisons de p-values associØes ￿ des
tests individuels de racine unitaire.
Moon et Perron (2004) ont e⁄ectuØ des simulations de Monte Carlo a￿n d￿ Øtudier les pro-
priØtØs de leurs tests en termes de taille et de puissance. Leurs rØsultats peuvent Œtre rØsumØs
comme suit. En premier lieu, en l￿ absence de tendance dØterministe, le test tb donne de meilleurs
rØsultats en termes de taille que le test ta. Par ailleurs, plus les composantes communes sont
importantes par rapport ￿ la composante idiosyncratique, plus il est di¢ cile de contr￿ler la taille
des tests pour de faibles valeurs de N. Les deux tests donnent de trŁs bons rØsultats en termes
de puissance, y compris face ￿ l￿ hypothŁse alternative d￿ une valeur moyenne Øgale ￿ 0,99 pour
le paramŁtre autorØgressif (ce dernier variant en outre selon les individus). En second lieu, lors-
qu￿ une tendance dØterministe est prØsente, les rØsultats en termes de taille restent valables, mais
la puissance des tests diminue de fa￿on drastique. Au ￿nal, Moon et Perron (2004) concluent
que leur test nØcessite un minimum de 20 individus a￿n de disposer d￿ une estimation prØcise
du nombre de facteurs et de donner des rØsultats ￿ables (voir note de bas de page numØro 20).
Dans ces conditions, les tests ont de bonnes propriØtØs en termes de taille et de puissance.
7.3 Le test de Choi (2002)
Tout comme Moon et Perron (2004), Choi (2002) teste la racine unitaire ￿ partir d￿ une
transformation de la sØrie observØe yi;t permettant d￿ Øliminer les corrØlations inter-individuelles
et les Øventuelles composantes de tendance dØterministes. Mais si dans le principe l￿ approche de
Choi (2002) est identique ￿ celle de Moon et Perron, elle en di⁄Łre sur deux aspects essentiels.
Tout d￿ abord, Choi considŁre un modŁle ￿ erreurs composØes :




di;jvi;t￿j + "i;t (68)





et indØpendamment distribuØ entre individus. L￿ e⁄et temporel ￿t est
reprØsentØ par un processus stationnaire. Dans ce modŁle, contrairement aux approches de
Bai et Ng (2001) et Moon et Perron (2004), il n￿ existe qu￿ un seul facteur commun (r = 1
dans nos notations) reprØsentØ par l￿ e⁄et temporel ￿t. Mais, plus fondamentalement, le modŁle
de Choi impose que les variables individuelles yi;t rØpondent de fa￿on homogŁne ￿ l￿ unique
facteur commun. C￿ est l￿ une di⁄Ørence fondamentale avec Phillips et Sul (2003a) qui eux
aussi considŁrent un seul facteur commun, mais qui envisagent une spØci￿cation hØtØrogŁne de
la sensibilitØ ￿ ce facteur, du type ￿i￿t: Choi justi￿e son choix par le fait que le passage en
logarithme du modŁle (67) permet d￿ introduire une telle sensibilitØ. Mais surtout Choi avance
l￿ argument qu￿ il est possible dans son modŁle de tester l￿ hypothŁse de stationnaritØ du processus
￿t; ce qui n￿ est pas le cas avec une sensibilitØ hØtØrogŁne. C￿ est un point important puisque, dans
une optique macro-Øconomique, ces e⁄ets temporels sont souvent censØs capter les in￿ exions de
la conjoncture internationale et rien ne garantit que ces e⁄ets soient stationnaires.
Dans le modŁle (67), on teste l￿ hypothŁse nulle d￿ une racine unitaire dans la composante
idiosyncratique vi;t pour tous les individus du panel, ce qui s￿ Øcrit H0 :
Ppi
j=1 di;j = 1; 8i =




La seconde di⁄Ørence avec l￿ approche de Moon et Perron (2004), liØe pour partie ￿ la spØ-
ci￿cation du modŁle, rØside dans la maniŁre d￿ orthogonaliser les sØries individuelles yi;t qui
seront utilisØes par la suite pour tester la racine unitaire uniquement sur la composante in-
dividuelle. Pour supprimer les dØpendances inter-individuelles, Choi isole vi;t en Øliminant la
33constante (e⁄et individuel) ￿i; mais aussi et surtout le terme d￿ erreur commun ￿t (e⁄et tempo-
rel). Pour Øliminer ces composantes dØterministes, Choi procŁde en deux Øtapes : Ølimination de
la constante par l￿ approche d￿ Elliott, Rothenberg et Stock (1996), ERS par la suite, puis Ølimi-
nation de l￿ e⁄et temporel par centrage sur la moyenne individuelle. En e⁄et, si la composante
vi;t est stationnaire, l￿ application des MCO permet d￿ obtenir un estimateur e¢ cace du terme
constant. Toutefois, si vi;t est I (1) ou prØsente une quasi racine unitaire, l￿ approche d￿ ERS
consistant ￿ estimer le terme constant sur donnØes quasi-di⁄ØrenciØes par les MCG, permet in
￿ne d￿ obtenir de meilleures propriØtØs ￿ distance ￿nie pour les tests de racine unitaire. Pour
cette raison, Choi (2002) utilise l￿ approche d￿ ERS, ce qui constitue, ￿ notre connaissance, la
premiŁre extension de cette approche en panel. Reprenons ￿ prØsent dans le dØtail ces deux
Øtapes de l￿ orthogonalisation des sØries individuelles.
Etape 1 : Si l￿ on suppose que la plus grande racine du processus vi;t est 1 + c=T (processus
de quasi racine unitaire), pour chaque individu i = 1;::;N; on construit deux sØries e yi;t
et e ci;t quasi di⁄ØrenciØes telles que pour t ￿ 2 :













Choi considŁre pour tous les individus du panel la valeur de la constante c = ￿7 fournie
par ERS dans le cas d￿ un modŁle sans dØrive: On rØgresse ensuite par les MCG e yi;t sur
la variable dØterministe e ci;t: Soit b ￿i l￿ estimateur des MCG obtenu pour chaque individu
i sur donnØes quasi-di⁄ØrenciØes. Pour T su¢ samment grand, on doit alors observer :
yi;t ￿ b ￿i ’ ￿t ￿ ￿1 + vi;t ￿ vi;1
et ceci que le processus vi;t soit I (1) ou quasi intØgrØ. Ne reste plus alors qu￿ ￿ Øliminer la
composante commune ￿t source de corrØlation entre individus : c￿ est prØcisØment l￿ objet
de la deuxiŁme Øtape.
Etape 2 : Choi propose de centrer la variable yi;t ￿ b ￿i sur sa moyenne individuelle et de
dØ￿nir ainsi une nouvelle variable zi;t comme suit :





(yi;t ￿ b ￿i) (70)
En e⁄et, compte tenu des rØsultats prØcØdents, pour chaque individu i = 1;::;N; on peut
montrer que :
zi;t ’ (vi;t ￿ vt) ￿ (vi;1 ￿ v1)
oø vt = (1=N)
PN
i=1 vi;t. Ainsi, les composantes dØterministes ￿i et ￿t sont ØliminØes de la
dØ￿nition de zi;t: Les processus zi;t peuvent Œtre considØrØs comme indØpendants dans la
dimension individuelle puisque les moyennes v1 et vt convergent en probabilitØ vers 0 dŁs
lors que N tend vers l￿ in￿ni. Ne reste plus alors qu￿ ￿ e⁄ectuer un test de racine unitaire
sur les sØries transformØes zi;t:
Dans le cas d￿ un modŁle avec dØrives individuelles, la dØmarche est identique ￿ deux di⁄Ø-
rences prŁs : pour obtenir les estimateurs b ￿i et b ￿i (coe¢ cient associØ ￿ la tendance individuelle)
on rØgresse par MCG la sØrie e yi;t sur e ci;t et e di;t = 1￿c=T: On choisit alors la valeur c = ￿13:5
fournie par ERS dans le cas d￿ un modŁle avec dØrive. On construit zi;t de la maniŁre suivante :





(yi;t ￿ b ￿i ￿ b ￿it)
34A partir des sØries fzi;tg
T
t=2 ; on e⁄ectue des tests individuels de racine unitaire sans constante
ni tendance quel que soit le modŁle considØrØ puisque toutes les composantes dØterministes ont
ØtØ retirØes :
￿zi;t = ￿izi;t￿1 +
pi￿1 X
j=1
￿i;j￿zi;t￿j + ui;t (71)
Choi (2002) montre que dans un modŁle sans constante, la t-statistique tERS
￿i de Dickey-
Fuller suit sous H0;i : ￿i = 0 la distribution asymptotique de Dickey-Fuller lorsque T et N
tendent vers l￿ in￿ni. En prØsence d￿ une dØrive, cette statistique admet une distribution tabulØe
par ERS (voir SalaniØ, 1999). Encore une fois, ces tests menØs sur sØries temporelles bien que
plus puissants que les tests ADF standard, restent tout de mŒme peu puissants au regard
des tests en panel. C￿ est pourquoi, Choi propose des statistiques de test en panel fondØes sur
les statistiques tERS
￿i individuelles qui sont, et c￿ est ce qui est fondamental, par construction
indØpendantes les unes des autres. Naturellement Choi (2002) s￿ inspire de ses travaux antØrieurs
(Choi, 2001) et propose ￿nalement trois statistiques de test fondØes sur des combinaisons de



























oø pi dØsigne le niveau de signi￿cativitØ associØ ￿ la statistique tERS
￿i et ￿(:) la fonction de
rØpartition de la loi normale centrØe et rØduite. Sous l￿ hypothŁse nulle de racine unitaire pour
tous les individus du panel, Choi (2002) montre que ces trois statistiques convergent lorsque
T et N tendent conjointement vers l￿ in￿ni vers une loi normale centrØe rØduite. Les rŁgles de
dØcision sont les suivantes. Pour la statistique de Fisher transformØe Pm; si la rØalisation est
supØrieure au seuil de la loi normale (1.64 ￿ 5% de risque de premiŁre espŁce), on rejette H0:
Pour les deux statistiques Z et L￿; si la rØalisation est infØrieure au seuil de la loi normale
(￿1:64 ￿ 5% de risque de premiŁre espŁce), on rejette H0:
Tout comme pour les travaux de Choi (2001) ou Maddala et Wu (1999), la principale di¢ -
cultØ de cette approche rØside dans la nØcessitØ de simuler par Bootstrap les p-values pi utilisØes
dans la construction des statistiques Pm; Z et L￿ et ce d￿ autant plus que l￿ on utilise les distri-
butions d￿ ERS. Choi reprend la mØthodologie de simulation de MacKinnon (1994). Il convient
de noter que les p-values ainsi obtenues peuvent Œtre relativement sensibles ￿ la loi utilisØe pour
gØnØrer le processus ut: Pour des tailles T importantes, le fait de supposer ￿ tort la normalitØ
des rØsidus ut ne pose pas de problŁme. En revanche, lorsque T est faible les p-values obtenues
sous l￿ hypothŁse de normalitØ pourraient Œtre sensiblement di⁄Ørentes des vraies valeurs si la
distribution est di⁄Ørente de la loi normale. Plus spØci￿quement, les simulations menØes par
Choi (2002) visant ￿ comparer les trois tests proposØs Pm; Z et L￿ et ￿ Øtudier l￿ impact de la
non normalitØ des erreurs montrent que :
￿ Les trois tests donnent de bons rØsultats en termes de taille, d￿ autant plus que T augmente.
￿ La puissance des trois tests augmente lorsque N augmente, ce qui justi￿e l￿ utilisation
de donnØes de panel. Lorsqu￿ une tendance dØterministe est incluse dans le modŁle, la
puissance des trois tests tend ￿ diminuer.
35￿ Globalement, les tests Pm et Z conduisent ￿ de meilleurs rØsultats, en termes de taille et
de puissance, que le test L￿, ce qui conduit Choi (2002) ￿ recommander les deux premiers
tests pour les applications empiriques.
￿ En￿n, lorsque les rØsidus ut ne suivent pas une loi normale, mais une loi uniforme, il
appara￿t que les conclusions prØcØdentes restent valides. En consØquence, le fait que les
rØsidus ne suivent pas une loi normale n￿ a pas d￿ impact sur les rØsultats en termes de
taille et de puissance des tests.
7.4 Le test de Pesaran (2003)
Pesaran (2003) propose un test unique (contrairement ￿ Bai et Ng, 2001) permettant de tenir
compte des Øventuelles dØpendances entre individus. Mais, ￿ la di⁄Ørence des deux approches
prØcØdentes (Moon et Perron, 2003 ou Choi, 2002), Pesaran ne teste pas la racine unitaire sur
des variables transformØes prises en Øcart aux composantes dØterministes. Il choisit au contraire
de conserver les sØries brutes yi;t en augmentant le modŁle DF ou ADF par l￿ introduction des
moyennes individuelles de yi;t￿1 et des di⁄Ørences premiŁres ￿yi;t : on obtient alors un modŁle
augmentØ de type CADF (Cross Sectionally Augmented Dickey-Fuller). De ce point de vue,
revenant ￿ une approche en termes de statistiques ￿ la Dickey-Fuller, le test de Pesaran (2003) se
dØmarque des tests prØcØdemment prØsentØs dans la mesure oø les distributions asymptotiques
sont non standards.
Si l￿ on veut faire une analogie avec le problŁme de l￿ estimation de la relation de cointØgration
en sØries temporelles en prØsence de biais d￿ endogØnØitØ de second ordre, on pourrait opposer,
d￿ une part, les approches ￿ la Moon et Perron comparables aux Fully Modi￿ed23 (MCO sur
variables transformØes) et, d￿ autre part, l￿ approche de Pesaran (2003) sensiblement proche de
la logique des Moindres CarrØs Dynamiques, DOLS, de Stock et Watson (1993); le principe
des DOLS consistant en e⁄et ￿ conserver les donnØes brutes mais ￿ augmenter le modŁle en
introduisant des termes di⁄ØrenciØs retardØs et avancØs. Les t-statistiques individuelles obtenues
dans le modŁle CADF ont alors une distribution asymptotique indØpendante de tout paramŁtre
de nuisance. Toutefois, ces t-statistiques individuelles ne sont indØpendantes dans la dimension
individuelle que conditionnellement ￿ un mouvement Brownien Wf: On peut dŁs lors construire
￿ partir de ces statistiques individuelles soit une statistique moyenne de type IPS (appelØe
CIPS, pour Cross-Sectionaly Augmented IPS), soit une statistique de type Maddala et Wu
(1999). Mais l￿ application du thØorŁme central limite ￿ la statistique moyenne ne permet pas
d￿ aboutir ￿ un rØsultat de normalitØ asymptotique comme dans IPS (2003) du fait que la
propriØtØ d￿ indØpendance des statistiques CADF individuelles n￿ est ici que conditionnelle. Il est
alors nØcessaire d￿ utiliser des seuils simulØs de la loi asymptotique ou de la loi ￿ distance T ￿nie
pour la statistique moyenne. C￿ est donc une approche qui est relativement simple ￿ mettre en
oeuvre. En outre, comme le signale Pesaran (2003), cette approche pourra Œtre Øtendue trŁs
facilement ￿ des tests individuels autres que les tests ADF (de type ERS ou de type Max-ADF
de Leybourne, 1995).
Etant donnØ la popularitØ d￿ IPS (1997), Pesaran considŁre exactement le mŒme modŁle et
la mŒme structure de test ￿ la di⁄Ørence prŁs qu￿ il introduit un facteur commun ￿t avec une
sensibilitØ hØtØrogŁne ￿ la Phillips et Sul (2003a) :
￿yi;t = ￿i + ￿iyi;t￿1 + ui;t
ui;t = ￿i￿t + "i;t
oø l￿ e⁄et individuel ￿i est dØ￿ni par ￿i = ￿￿i￿i avec ￿i 2 R. Le facteur commun ￿t i:i:d:(0;1)
est inobservable. Les hypothŁses du test de Pesaran sont identiques ￿ celles d￿ IPS. Pesaran
montre qu￿ en l￿ absence d￿ autocorrØlation des "i;t, l￿ introduction dans le modŁle de la moyenne
23Voir par exemple Hurlin et N￿ Diaye (1998).
36yt = (1=N)
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i=1 yi;t et de sa valeur retardØe yt￿1 est su¢ sante pour ￿ltrer asymptotiquement
les e⁄ets de la composante commune inobservable ￿t dŁs lors que N tend vers l￿ in￿ni. Ainsi,
Pesaran considŁre un modŁle DF augmentØ dans la dimension inter-individuelle ou modŁle
CADF :
ModŁle CADF : ￿yi;t = ￿i + ￿iyi;t￿1 + ciyt￿1 + di￿yt + vi;t (75)
Pour chaque individu i = 1;::;N on estime ce modŁle et l￿ on construit de fa￿on standard
la t-statistique associØe ￿ l￿ hypothŁse nulle de racine unitaire pour l￿ individu i; notØe ti (N;T):
Pesaran montre que la distribution exacte de ti (N;T) sous l￿ hypothŁse nulle de racine unitaire
dØpend de paramŁtres de nuisance, mais que l￿ in￿ uence de ces paramŁtres dispara￿t dŁs lors
que N tend vers l￿ in￿ni et cela que T soit ￿xe ou tende vers l￿ in￿ni. Lorsque T est ￿xe, on doit
toutefois s￿ assurer qu￿ aucun e⁄et ne puisse transiter via le niveau de la moyenne individuelle ￿
la date initiale y0 : ceci peut Œtre obtenu en appliquant le test non pas directement ￿ yi;t, mais
￿ la di⁄Ørence yi;t ￿ y0: Lorsque T et N tendent vers l￿ in￿ni de fa￿on sØquentielle ou jointe, la
statistique CADF individuelle ti (N;T) converge vers la mŒme distribution asymptotique. Cette
distribution est une gØnØralisation de celle de Dickey-Fuller pour le modŁle avec constante, dans
le sens oø en l￿ absence d￿ e⁄et temporel on retrouve cette derniŁre.
A partir des statistiques CADF individuelles ti (N;T); Pesaran propose notamment une







Il s￿ agit d￿ une gØnØralisation de la statistique t_barNT (Øquation 27) d￿ IPS (2003). Pesaran











CADFi;f + Op (1)
oø CADFi;f dØsigne la distribution asymptotique lorsque N tend vers l￿ in￿ni des statistiques
ti (N;T): L￿ indice f indique que ces distributions sont asymptotiquement dØpendantes, ce qui
exclut l￿ application d￿ un thØorŁme central limite dans ce cas. La distribution de CADF =
N￿1 PN
i=1 CADFi;f lorsque N tend vers l￿ in￿ni est non standard et les seuils de cette variable
sont tabulØs par Pesaran pour di⁄Ørentes tailles T et N ainsi que pour di⁄Ørentes valeurs du
risque de premiŁre espŁce. Dans le cas d￿ un modŁle avec constante, pour un risque de premiŁre
espŁce de 5%, les seuils sont reportØs dans le tableau 5. On approxime alors la distribution
de la statistique moyenne CIPS (N;T) par celle de CADF. Ainsi, on rejette l￿ hypothŁse nulle
de racine unitaire si la rØalisation de CIPS (N;T) est infØrieure au seuil de la distribution de
CADF:
Pesaran propose en outre une statistique de type CIPS tronquØe, notØe CIPS￿ (N;T);








oø la statistique individuelle t￿









si ti (N;T) ￿ ￿K1
si ￿K1 < ti (N;T) < K2
si ti (N;T) ￿ K2
Les paramŁtres de troncature K1 et K2 dØpendent du modŁle retenu. Il s￿ agit de constantes
positives su¢ samment importantes pour que Pr[￿K1 < ti (N;T) < K2] soit su¢ samment im-
portante (supØrieure ￿ 0,9999). Pour un modŁle sans constante, ni tendance K1 = 6:12 et
37Tab. 5 ￿Seuils Critiques ￿ 5% de la Distribution de CADF et CADF
￿















15 ￿2:37 ￿2:28 ￿2:22 ￿2:17 ￿2:11 ￿2:07 ￿2:04
20 ￿2:34 ￿2:26 ￿2:21 ￿2:15 ￿2:11 ￿2:07 ￿2:04
30 ￿2:33 ￿2:25 ￿2:20 ￿2:15 ￿2:11 ￿2:07 ￿2:05
50 ￿2:33 ￿2:25 ￿2:20 ￿2:16 ￿2:11 ￿2:08 ￿2:06
70 ￿2:33 ￿2:25 ￿2:20 ￿2:15 ￿2:12 ￿2:08 ￿2:07
100 ￿2:32 ￿2:25 ￿2:20 ￿2:16 ￿2:12 ￿2:08 ￿2:07
Source : Pesaran (2003), Table 3b. E ntre parenthŁses ￿gurent les seuils de la statistique tronquØe.
K2 = 4:16; pour un modŁle avec constante : K1 = 6:19 et K2 = 2:61; en￿n dans un modŁle avec






i;f dØsigne la distribution asymptotique tronquØe
de la statistique ti (N;T); compte tenu des mŒmes seuils K1 et K2: Les seuils critiques de
CADF
￿
et de CADF sont pratiquement confondus dŁs lors que T > 15: En dessous de cette
taille, les seuils de CADF
￿
￿ 5% sont reportØs entre parenthŁses dans le tableau 5. Pour des
Øchantillons de petite taille (T < 10), la taille de la statistique non tronquØe est gØnØralement
trop importante, c￿ est pourquoi on doit lui prØfØrer la statistique tronquØe.
En￿n, en prØsence d￿ autocorrØlation des rØsidus, la mŒme dØmarche doit Œtre appliquØe dans
un modŁle ￿doublement￿augmentØ : augmentØ dans la dimension inter-individuelle et augmentØ
par les termes habituels des spØci￿cations ADF standard. Le modŁle CADF devient alors :






￿i;j￿yi;t￿j + ei;t (78)
Les distributions des statistiques moyennes CIPS￿ (N;T) et CIPS (N;T) sont alors identiques
￿ celles du cas prØcØdent.
A￿n d￿ apprØhender les propriØtØs en termes de taille et de puissance des statistiques propo-
sØes, Pesaran (2003) a e⁄ectuØ des simulations de Monte Carlo. Les principaux rØsultats obtenus
peuvent Œtre synthØtisØs comme suit :
￿ En l￿ absence de corrØlation sØrielle des erreurs, les statistiques CIPS et CIPS￿ ne prØ-
sentent pas de distorsion de taille et conduisent ￿ des rØsultats similaires en termes de
puissance. Ainsi, lorsque les erreurs ne sont pas autocorrØlØes, il n￿ existe pas de di⁄Ørence
majeure entre les deux statistiques.
￿ En prØsence de corrØlation sØrielle des erreurs, il ressort d￿ importantes distorsions de taille
lorsque les rØgressions CADF ne tiennent pas compte de la dØpendance entre les sØries.
En revanche, l￿ utilisation du modŁle doublement augmentØ conduit ￿ une taille de l￿ ordre
de 5% et les tests basØs sur ce modŁle ont donc de bonnes propriØtØs en termes de taille.
Pour des valeurs de T relativement faibles (infØrieures ￿ 20), la statistique CIPS prØsente
toutefois des distorsions de taille plus importantes que la statistique tronquØe qui ne
sou⁄re pas d￿ un tel problŁme, mŒme pour T = 10. La puissance de la statistique CIPS￿
cro￿t rapidement dŁs lors que T ￿ 20 et est plus importante en cas de corrØlation sØrielle
nØgative qu￿ en cas de corrØlation sØrielle positive.






















" dØsignant une constante positive proche de zØro.
38￿ En￿n, en prØsence de corrØlation sØrielle des erreurs et de tendances linØaires, la taille du
test CIPS￿ reste tout ￿ fait correcte (y compris pour T = 10), contrairement ￿ celle de
la statistique non tronquØe.
Ces rØsultats mettent donc globalement en avant la supØrioritØ de la statistique CIPS￿ par
rapport ￿ la statistique CIPS, dŁs lors que les termes d￿ erreurs prØsentent de l￿ autocorrØlation.
7.5 Le test de Chang (2002)
Comme nous l￿ avons mentionnØ prØcØdemment, il existe une approche alternative dans les
tests de seconde gØnØration qui n￿ est pas fondØe sur un modŁle factoriel. Les tests les plus
reprØsentatifs sont ici ceux de Chang (2002, 2004). Nous nous contenterons de prØsenter le
test de 2002, fondØ sur un estimateur des variables instrumentales non linØaires qui permet
de rØsoudre le problŁme des paramŁtres de nuisance liØ aux corrØlations inter-individuelles.
ConsidØrons le modŁle suivant :
￿yi;t = ￿i + ￿iyi;t￿1 +
pi X
j=1
￿i;j￿yi;t￿j + "i;t (79)





et peuvent Œtre corrØlØes dans la dimension individuelle.
Pour Øliminer ces dØpendances, Chang propose d￿ utiliser pour chaque individu i; une variable
instrumentale gØnØrØe par une fonction non linØaire F (yi;t￿1) des valeurs passØes yi;t￿1: Cette
fonction, appelØe fonction gØnØratrice d￿ instrument (Instrument Generating Function), est une
fonction rØguliŁre, intØgrable telle
R 1
￿1 xF (x)dx 6= 0. Cette hypothŁse peut s￿ interprØter comme
le fait que l￿ instrument non linØaire F (:) doit Œtre corrØlØ avec le rØgresseur yi;t￿1:
On note xit le vecteur des di⁄Ørences premiŁres centrØes passØes (￿yi;t￿1;::;￿yi;t￿pi)
0 et
Xi = (xi;pi+1;::;xiT)
0 la matrice (T;pi) correspondante. Soit yl;i = (yi;pi;::;yi;T￿1)
0 le vecteur
des valeurs passØes et "i = ("i;pi+1;::;"i;T)
0 le vecteur des rØsidus. Sous l￿ hypothŁse nulle de




















La variance de cet estimateur est Øgale ￿ :
b ￿
2


























it. Chang montre que la t-statistique utilisØe pour tester la racine unitaire,







N (0;1) pour i = 1;::N
Ce rØsultat asymptotique inhabituel est entiŁrement dß ￿ la non linØaritØ des variables instru-
mentales. Chang fournit di⁄Ørents exemples de fonctions pouvant gØnØrer de tels instruments.
Citons trois exemples : IGF1(x) = xexp(￿ci jxj) avec ci = 3T￿1=2s￿1 (￿yit) oø s2 (￿yit)
dØsigne la variance empirique de ￿yit; IGF2(x) = I(jxj < K) et IGF3(x) = I(jxj < K) ￿ x
oø K dØsigne un paramŁtre de troncature. De plus, Chang montre que les t-statistiques Zi
39sont asymptotiquement indØpendantes dans la dimension individuelle, ce qui bien Øvidemment








Cette statistique est elle aussi asymptotiquement normalement distribuØe. L￿ approche de
Chang (2002) est a priori extrŒmement sØduisante puisqu￿ elle ne fait aucune hypothŁse sur la
nature des dØpendances inter-individuelles, contrairement aux modŁles factoriels utilisØs dans
les autres tests. Il est toutefois important de signaler qu￿ Im et Pesaran (2003), en utilisant un
modŁle ￿ facteurs communs, mettent en Øvidence de trŁs fortes distorsions de taille pour ce test,
y compris lorsque la dimension N est relativement faible par rapport ￿ la dimension T:
8 Application
ConsidØrons ￿ prØsent une application de ces di⁄Ørents tests portant sur le PNB rØel par
tŒte de 25 pays de l￿ OCDE. Le panel est cylindrØ25 sur la pØriode 1965-2000 puisque certains
tests ØtudiØs ne peuvent pas Œtre implØmentØs lorsque les dimensions temporelles varient avec
les individus.
On constate tout d￿ abord que les trois tests de premiŁre gØnØration conduisent ￿ un diag-
nostic mitigØ quant ￿ la prØsence d￿ une racine unitaire dans le PNB rØel par tŒte (tableau 6).
Le test de Levin, Lin et Chu (2002) conduit au rejet de la non stationnaritØ quelle que soit
l￿ hypothŁse formulØe sur la composante dØterministe (modŁle avec e⁄ets individuels ou modŁle
avec e⁄ets individuels et tendances dØterministes). Dans cet exemple, la statistique de Levin et
Lin est fondØe sur une estimation de la variance de long terme des rØsidus utilisant une fonction
noyau de type Bartlett et un paramŁtre de troncature commun pour tous les pays, dØterminØ
par la valeur q = 3:21T1=3 (Levin, Lin et Chu, 2002)26. Mais ce rØsultat est robuste ￿ la mo-
di￿cation de la fonction noyau ainsi qu￿ au choix de paramŁtres individuels par la mØthode de
Newey et West (1994). Les retards individuels pi ont ØtØ dØterminØs par la mØthode du gØnØral
au spØci￿que d￿ Hall (1994) et les rØsultats s￿ avŁrent robustes au choix d￿ une autre mØthode de
sØlection des retards. Le test de Levin et Lin conduit donc ￿ un rØsultat assez contre-intuitif
selon lequel le PIB par tŒte serait stationnaire pour les pays de l￿ OCDE de notre panel.
Les rØsultats sont lØgŁrement di⁄Ørents lorsque l￿ on prend en compte la dimension hØtØrogŁne
de la racine autorØgressive avec le test d￿ Im, Pesaran et Shin (2003). A partir des mŒmes retards
individuels que dans le test de Levin et Lin, la statistique de test Wtbar conduit ￿ accepter
l￿ hypothŁse nulle de racine unitaire dans un modŁle avec e⁄ets individuels. Toutefois, ce rØsultat
n￿ est pas robuste ￿ l￿ inclusion de tendances dØterministes. En outre, les tests de Maddala et
Wu (1999) et Choi (2001) ￿ basØs eux aussi dans cet exemple sur les statistiques de tests ADF
individuelles ￿ conduisent au rejet de la non stationnaritØ, y compris dans un modŁle sans
tendance. Rappelons toutefois que, pour ces tests, le rejet de l￿ hypothŁse nulle n￿ implique pas
25Les donnØes sont tirØes des World Development Indicators, World Bank (Code : NY.GDP.PCAP.KD) et
correspondent au PNB par tŒte exprimØ en dollars constants 1995, base 100 en 1995. Six pays de l￿ OCDE ont ØtØ
exclus de l￿ Øchantillon : la Turquie, l￿ Allemagne, la RØpublique TchŁque, la Pologne et la RØpublique Slovaque.
Les programmes de ces tests ont ØtØ rØalisØs sous Matlab.
26L￿ estimateur b ￿2
i de la variance de long terme ￿2















i = 1;::;N oø w (qi;j) dØsigne une fonction
noyau et qi un paramŁtre de troncature. Levin et Lin utilisent une fonction noyau de type Bartlett et, dans
leurs simulations de Monte Carlo, ils considŁrent une taille de fenŒtre identique pour tous les individus qi = q;
telle que q soit dØ￿ni comme l￿ entier le plus proche de la quantitØ q = 3:21 e T1=3 avec e T = (T ￿ p ￿ 1) oø
p = (1=N)
PN
i=1 pi dØsigne la moyenne des retards sur les N individus. Dans le cas du modŁle avec constante,
l￿ estimateur est dØ￿ni en rempla￿ant les variations ￿yi;t par les variations centrØes ￿yi;t ￿ ￿yi: Dans le cas
du modŁle 3, il convient de remplacer ￿yi;t par les variations prises en Øcart ￿ une tendance dØterministe
￿yi;t ￿ ai ￿ bi t oø les paramŁtres ai et bi sont estimØs par MCO sur donnØes individuelles.
40la stationnaritØ des PNB par tŒte des 25 pays de l￿ Øchantillon, mais signi￿e qu￿ il existe au moins
un pays pour lequel il n￿ y a pas de racine unitaire dans la dynamique du PNB. On obtient ainsi
globalement des rØsultats trŁs mitigØs, y compris avec le test d￿ Im, Pesaran et Shin (2003).
Tab. 6 ￿RØsultats des Tests de PremiŁre GØnØration
Statistique ModŁle sans tendance ModŁle avec tendance





















N otes : L es p-values asso ciØes aux di⁄Ørentes statistiques ￿gurent entre parenthŁses
Une des raisons qui pourrait expliquer ces rØsultats tient ￿ la prØsence d￿ Øventuelles dØpen-
dances entre les PNB rØels par tŒte des pays de la zone OCDE. La procØdure de test27 du
nombre de facteurs communs proposØe par Bai et Ng (2002) nous conduit ainsi ￿ retenir l￿ exis-
tence d￿ un facteur commun dans le PNB (r = 1). A partir des estimations b eit des composantes
idiosyncratiques obtenues par l￿ approche de Bai et Ng (2004), les tests sur ces composantes
conduisent au rejet de l￿ hypothŁse nulle de racine unitaire. Ainsi, la rØalisation de la statistique
￿ la Choi (2001), notØe Zc; construite ￿ partir des composantes idiosyncratiques estimØes, est
Øgale ￿ 3:461. Toutefois, ce test ne conduit pas au rejet global de la non stationnaritØ des PNB
rØels par tŒte puisque la composante de facteur commun prØsente elle au contraire une propriØtØ
de racine unitaire. En e⁄et, la rØalisation de la statistique de test ADF construite ￿ partir du
facteur commun b F (ADFc
b F = ￿1:212) conduit ￿ accepter l￿ hypothŁse nulle de racine unitaire.
Ainsi, dans la perspective de Bai et Ng (2004), le PNB rØel par tŒte admet une racine unitaire,
mais celle-ci provient uniquement de la composante de facteur commun qui peut s￿ assimiler
dans notre exemple ￿ un facteur de croissance mondiale. Les composantes d￿ Øcart ￿ ce facteur
commun sont quant ￿ elle stationnaires.
Ces rØsultats sont globalement con￿rmØs par les autres tests de racine unitaire de seconde
gØnØration (tableau 7). Le test de Moon et Perron, dØ￿ni uniquement sur la composante d￿ Øcart
au facteur commun, conduit ￿ rejeter l￿ hypothŁse nulle de racine unitaire. Mais, contrairement
au cas du test de Bai et Ng, on rejette alors la racine unitaire pour le PNB rØel par tŒte
dans cet Øchantillon. Ce rØsultat n￿ est toutefois pas robuste ￿ la prise en compte de tendances
dØterministes dans le modŁle. Dans ce cas, les statistiques modi￿Øes t#
a et t
#
b (Moon et Perron,
2004) conduisent ￿ accepter l￿ hypothŁse nulle. Pour tous les autres tests, l￿ hypothŁse nulle
de racine unitaire n￿ est pas rejetØe et ce de fa￿on robuste au choix des statistiques et de la
composante dØterministe du modŁle. Les trois statistiques de Choi (2002), la statistique CIPS
de Pesaran (2003) calculØe pour trois ordres de retard di⁄Ørents (CIPSp avec p = 1;2 et 328)
ainsi que les statistiques de Chang calculØes pour trois fonctions non linØaires instrumentales,
permettent de conclure ￿ la prØsence d￿ une racine unitaire dans la dynamique du PNB rØel
par tŒte des pays de l￿ OCDE. Il est ainsi trŁs intØressant de constater ￿ quel point la prise en
27Dans cette Øtude, nous retenons le critŁre d￿ information IC2:
28L￿ utilisation des statistiques tronquØes CIPS￿ donne des rØsultats similaires.
41compte des Øventuelles dØpendances inter-individuelles peut modi￿er la nature du diagnostic
quant ￿ la non stationnaritØ des sØries macro-Øconomiques.
Tab. 7 ￿RØsultats des Tests de DeuxiŁme GØnØration
ModŁle sans tendance ModŁle avec tendance
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9 Conclusion et extensions : vers une troisiŁme gØnØration
de tests
Dans ce travail, nous nous sommes attachØs ￿ dresser une revue de la littØrature des princi-
paux tests de racine unitaire en panel. Nous avons mis en Øvidence une double Øvolution de ces
tests depuis les travaux fondateurs de Levin et Lin (1992) : une Øvolution vers des modØlisations
hØtØrogŁnes avec les travaux d￿ Im, Pesaran et Shin (1997) et de Maddala et Wu (1999) et, plus
rØcemment, une Øvolution vers une prise en compte des dØpendances inter-individuelles. Cette
derniŁre introduit une dichotomie entre deux gØnØrations de tests. La seconde gØnØration est
aujourd￿ hui en pleine construction Øtant donnØ la diversitØ des formes possibles de corrØlations
inter-individuelles.
A c￿tØ des deux gØnØrations de tests prØsentØs ici, il convient de mentionner qu￿ une troisiŁme
catØgorie de tests se dØveloppe depuis le dØbut de la dØcennie actuelle : les tests de racine unitaire
en panel incluant la possibilitØ de ruptures structurelles. Depuis les travaux pionniers de Perron
(1989), il est en e⁄et bien connu que le fait de ne pas tenir compte des ruptures structurelles
￿ lorsqu￿ elles existent ￿ peut engendrer un biais en faveur du non rejet de l￿ hypothŁse de
racine unitaire conduisant ￿ une perte de puissance signi￿cative de ces tests. Un tel problŁme,
initialement mis en Øvidence dans le cas des tests sur sØries temporelles, se pose Øgalement
dans le cas des tests en panel. En e⁄et, les tests de racine unitaire en panel, reposant sur une
combinaison linØaire des statistiques de tests sur sØries individuelles, sou⁄rent ainsi du mŒme
problŁme de biais et de perte de puissance si un changement structurel est prØsent.
L￿ un des travaux fondateurs dans le domaine est le test dØveloppØ par Im, Lee et Tieslau
(2002), reprenant les dØveloppements de Im et Lee (2001). Ce test, constituant une extension
du test de Schmidt et Phillips (1992) et Amsler et Lee (1995) basØ sur le principe du multipli-
cateur de Lagrange, est relativement ￿ exible dans la mesure oø les ruptures structurelles n￿ ont
pas nØcessairement lieu ￿ la mŒme date pour tous les individus et le nombre de ruptures peut
Œtre di⁄Ørent pour chaque individu du panel. Ce test repose toutefois sur l￿ hypothŁse restrictive
d￿ absence de corrØlation inter-individuelle des termes d￿ erreur, ce qui a conduit au dØveloppe-
42ment d￿ autres types de tests, en particulier par Carrion et al. (2001, 2002). Le test proposØ par
Carrion et al. (2001) constitue une gØnØralisation du test de Harris et Tzavalis (1999) et vise ￿
tenir compte d￿ un changement structurel intervenant dans chacune des sØries individuelles ￿ la
mŒme date. Prolongeant ces travaux, Carrion et al. (2002) dØveloppent un test de l￿ hypothŁse
nulle de stationnaritØ tenant compte de l￿ existence possible de ruptures multiples et constituant
une extension du test de Hadri (2000). Ce dernier test est assez gØnØral au sens oø il consi-
dŁre (i) des ruptures structurelles multiples, (ii) des ruptures structurelles qui peuvent Œtre
situØes ￿ des dates di⁄Ørentes pour chacune des sØries et (iii) un nombre di⁄Ørent de ruptures
structurelles pour chaque individu du panel.
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