Abstract. We propose and analyze a goal-oriented a posteriori error estimator for the atomisticcontinuum modeling error in the quasicontinuum method. Based on this error estimator, we develop an algorithm which adaptively determines the atomistic and continuum regions to compute a quantity of interest to within a given tolerance. We apply the algorithm to the computation of the structure of a crystallographic defect described by a Frenkel-Kontorova model and present the results of numerical experiments. The numerical results show that our method gives an efficient estimate of the error and that our atomistic-continuum adaptivity algorithm computes the quantity of interest to within a given tolerance with a nearly minimal atomistic region.
Introduction
The quasicontinuum (QC) method [23, 24, 25] has been successfully used to efficiently couple atomistic and continuum models for crystalline solids and offers the possibility of computing mesoscale or macroscale properties by a nearly minimal number of degrees of freedom. Accurate modeling requires that an atomistic model be used in regions with highly non-uniform deformations such as around dislocations, whereas a continuum model can be used in regions with nearly uniform deformations to reduce the number of degrees of freedom.
It is usually not known a priori which regions of some specimen undergo uniform deformations and which do not, so a posteriori error estimation is important for the design of efficient numerical approximations by the quasicontinuum method. Since the purpose of a computation is often to obtain the value of a (usually local) quantity of interest to a desired error tolerance rather than to obtain a solution to a desired error tolerance for a global norm, there has been great interest in the development of goal-oriented error estimators for many problems. They are based on duality techniques and have been developed and used to adaptively refine finite element approximations of continuum problems [1, 3] and to study and control modeling error [19] .
In this paper, we extend this approach to develop an a posteriori error estimator for the quasicontinuum method which quantifies the atomistic-continuum modeling error for a goal function and allows for an adaptive decision about which regions can be accurately modeled as a continuum and which regions need to be modeled atomistically. Methods to determine the optimal mesh size within the continuum region will be studied in a forthcoming paper.
Crystallographic defects [5] provide a challenge to validate atomistic-continuum error estimators and adaptivity. No such error estimators and adaptive methods currently exist for fully threedimensional crystals. As a step in this direction, we develop a rigorous theory for a simple onedimensional atomistic model for a defect that is a modification of the Frenkel-Kontorova model [15] . We add next-nearest-neighbor harmonic interactions between the atoms to the nearest-neighbor harmonic interactions between the atoms in the classical Frenkel-Kontorova model.
A priori analyses for various quasicontinuum approximations have been given in [4, 8, 9, 10, 12, 13, 14, 21] . An a posteriori analysis for a slightly different one-dimensional quasicontinuum approximation is given in [20] . The development and application of a goal-oriented error estimator for mesh coarsening in a two-dimensional quasicontinuum method is reported in [17, 18] . Here, the authors employ a further refined mesh for the dual solution to circumvent Galerkin orthogonality, in contrast to the analytical estimate used in our paper.
Let us mention that the continuum model used in the QC method, which coincides with the model obtained by the classical thermodynamic limit, is by far not the only reasonable continuum model to use. A method to derive continuum models which approximate atomistic models up to an arbitrarily high order has been proposed in [2] .
The paper is organized as follows. In Section 2, we give a general formulation of the onedimensional quasicontinuum approximation [24] that includes not only two-body and three-body potentials, but also many body potentials such as the embedded atom potential [6, 7] . In Section 3, we describe our extension of the Frenkel-Kontorova model and its quasicontinuum approximation. In Section 4, we introduce the primal and dual problems for our model and formulate our approach to goal-oriented error estimation.
Next, in Section 5 we extend the approach in [16] to develop an error estimator for atomisticcontinuum modeling. This first error estimator does not allow a decomposition among the atoms that can be used for atomistic-continuum adaptivity, so we propose and analyze a less accurate second error estimator that does allow such a decomposition.
Finally, in Section 6 we propose an adaptive atomistic-continuum modeling algorithm and show that it gives an efficient estimate of the modeling error and a nearly optimal atomistic-continuum modeling strategy for the computation of defect structure in our Frenkel-Kontorova model. Research is ongoing to demonstrate that the proposed adaptive atomistic-continuum modeling algorithm can be effectively used to compute quantities of interest for multi-dimensional crystals with defects using more realistic potentials.
Quasicontinuum Approximation
The departure point for the QC approximation is the potential energy of the atomistic system. The potential energy that is utilized fully models the properties of the system. The local minima of the potential energy model the metastable states of the system, and the potential energy can be used in Newton's equations of motion to model the dynamical behavior.
The QC method approximates the potential energy of the atomistic system in two steps. First, we develop a continuum potential energy that will be used in the adaptively determined continuum region, and we then show how to reduce the degrees of freedom in the continuum region.
2.1. The Atomistic System. We assume that the atomistic system has 2M atoms with deformation given by y a = (y a −M +1 , . . . y a M ) ∈ R 2M . Without loss of generality, we assume that the atoms are ordered so that their positions satisfy y a i < y a i+1 . Furthermore, we assume that the atomistic total potential energy, E a (y a ), can be written as a sum over potential energies associated with each atom, E a i (y a ), so that
This decomposition can be found for most empirical potentials, including embedded atom potential energies [6, 7] . For example, if the atomistic total potential energy E a (y a ) is given by
where ψ(r) is an empirical two-body potential energy, then we can obtain the decomposition (2.1) by taking
We note that E a i (y a ) can also contain contributions from external forces, such as for the FrenkelKontorova model described in Section 3, and can thus depend on i.
2.2.
The Atomistic-Continuum Energy. For any deformation y a ∈ R 2M , we let L i,i+1 y a ∈ R Z denote the linear extrapolation of the atomistic positions y a i and y a i+1 given by
be described next. We note that sometimes atomistic degrees of freedom and energies are referred to as nonlocal and continuum degrees of freedom and energies are referred to as local [24] .
2.3. Repatoms: Reduction of Degrees of Freedom. The quasicontinuum method allows a reduction of the number of degrees of freedom in the continuum region. To this end, we choose so-called representative atoms, or more briefly called repatoms. The repatoms are a subset of the original atoms. The quasicontinuum approximation of the energy is defined completely in terms of the repatoms. We choose the repatoms by defining indices j for j = −N + 1, . . . , N where
The atoms at y a i for i = −N +1 , −N +2 , . . . , N are repatoms, and all of the remaining atoms are non-repatoms. We have that
gives the number of atomistic intervals between the repatoms j and j+1 . We require that the chain not be coarsened in the atomistic regions, which precisely means that δ c
Finally, the interactions of the atomistic energy only partially reach into the continuum part if the atomistic potential has a finite cutoff radius. To allow for an exact calculation of this energy without atomistic interpolation, we require that these regions are not coarsened as well. As we will see in the next subsection, the atomistic next-nearest-neighbor interactions from the FrenkelKontorova model studied in this paper reach two atoms into the continuum part. Hence, we require that ν j−2 = ν j−1 = ν j = ν j+1 = 1 whenever δ a j = 1. Other potential energies in general require similar conditions that depend on their cut-off radius.
We denote the position of the j-th repatom by y qc j = y a j and the vector of all repatoms by y qc ∈ R 2N .
2.4. The Quasicontinuum Energy. Now we define the quasicontinuum energy. To this end, the missing non-repatoms are implicitly reconstructed. We will see later that this helps to set up the QC model, but needs not be done for the actual computation.
The reconstruction is done by a linear interpolation between the nearest repatom to the right and to the left. That is, the vector of all atomistic positions is computed from the vector y qc of repatom positions by
We note that
The underlying idea is that in regions where the lattice spacing of the atoms is nearly constant, this interpolation is very close to the actual atomistic positions and therefore leads to a good approximation of the total energy. Only a few repatoms are needed in these regions. This exactly corresponds to mesh coarsening in classical finite element approximations of continuum models. On the other hand, in regions where the lattice spacing is non-uniform, such as around a dislocation, all atoms must be chosen to be repatoms to obtain sufficient accuracy. This guarantees that the full resolution of the atomistic model in the critical regions is retained and corresponds to a high refinement in classical finite element continuum models.
We define the QC approximation of the total energy to be
Now (2.13) has to be reformulated such that it can be computed efficiently, without the overhead of the interpolation. Most atomistic potentials are invariant to translations, a property that allows us to simplify (2.13) considerably. For any translationally invariant energy E a i , we have that
for some function φ i . If these functions φ i coincide, that is, φ i = φ j for all i and j, we can write
for some function φ : R → R. Here φ plays the role of a continuum energy density and is given for the two-body potential (2.2) by
Equations (2.7), (2.13), and (2.14) lead to 
Hence,
with weight factors The first sum corresponds to the atomistic region which will be a small region and is thus computationally inexpensive. The second sum only involves at most 2N terms which is a considerable reduction when N M. Note that the second term in formula (2.18) coincides with an integral over the energy density φ as it occurs in finite element discretizations of classical continuum mechanical models. Hence the apparently unmotivated definitions (2.7) and (2.5) of the continuum energy here result in what is commonly understood as a continuum energy. The linear interpolation operator I resembles the Cauchy-Born hypothesis.
Frenkel-Kontorova Model
Dislocations are lines in crystals which represent a defect in the lattice structure [15] , see Figure 1. Typically, there is a core of small radius surrounding the dislocation line where the lattice structure is highly deformed, but the lattice structure is nearly uniform outside the core. A simple one-dimensional model for a defect such as a dislocation is given by the Frenkel-Kontorova model [15] . Here, the elastic energy is modeled by harmonic interactions between the atoms in the one-dimensional chain, and the misfit energy of the slip plane is modeled by a periodic potential. A more accurate model of the same form is given by the Peierls-Nabarro model [11] .
3.1. Atomistic Frenkel-Kontorova Model. We study a single defect in the middle of the chain of 2M atoms. To achieve a symmetric description in terms of bonds, we number the atoms from −M + 1 to M . The defect is situated between the atoms numbered 0 and 1 ( Figure 2 ). Recall that the atomistic positions are denoted by
The total potential energy for this atomistic system is then a function E a : R 2M → R of the atomistic positions. For the Frenkel-Kontorova model, the energy, E a = E a,e + E a,m , consists of two parts, namely the part which models the elastic energy of the defect, E a,e , and the part which models the misfit energy on the slip plane, E a,m .
The elastic energy is modeled by Hookean (harmonic) springs between nearest-neighbors (NN) and next-nearest neighbors (NNN), and the total elastic energy is given by
where a 0 ∈ R denotes the equilibrium distance, and where the moduli k 1 and k 2 describe the strength of the elastic interactions. To ensure coercivity, we require
We note that the asymptotic expansion to second order of any nonlinear NN/NNN potential energy
We thus see that the elastic energy (3.1) with k 1 = ψ (a 0 ) and k 2 = ψ (2a 0 ) approximates the energy (3.2) to second order if ψ (a 0 ) + 2ψ (2a 0 ) = 0 and if we ignore the boundary terms in the second line of (3.3).
The misfit energy of the slip plane is modeled by a periodic potential ( Figure 3 ). We model this misfit energy by
where x denotes the largest integer smaller than or equal to x, and where the constant k 0 > 0 determines the strength of the misfit energy. Altogether, the total potential energy of the atomistic system is given by the nonconvex energy
The total potential energy (3.5) has local minima corresponding to different positions for defects. We will restrict our attention in this paper to the local minimum for a single defect situated between atoms y a 0 and y a 1 . In this case, the M leftmost atoms 
The current work treats error estimation and atomistic-continuum adaptivity in the neighborhood of a local minimum of the total energy. Future work is planned to investigate error estimation and atomistic-continuum adaptivity for the quasi-static and dynamic transitions between local minima.
3.2. Quasicontinuum Approximation of the Frenkel-Kontorova Model. We now apply the quasicontinuum method to the dislocation model described in Section 3.1. The total energy (3.6) is split up into atom-wise contributions, separately for the elastic interactions and the misfit interactions:
To simplify notation, we use the convention that the undefined terms at the endpoints of the chain are neglected. We thus have that
Since the largest displacement of the atoms is to be expected near the defect, we deem the atoms −K + 1, . . . , K atomistic and the remaining atoms −M + 1, . . . , −K and K + 1, . . . , M continuum. Here K < M is some constant whose optimal value will be determined by the algorithm given in Section 5.
The optimal choice of the repatoms for coarsening is investigated in the second paper of this series, so we work with a general formulation which holds for any values of j for now. However, there are two restrictions on the coarsening. Since the atomistic region must not be coarsened and since we need full refinement in the vicinity of two atoms around the atomistic region due to the NNN interactions, we have that
Second, we require that
to incorporate the boundary conditions later.
is translationally invariant, so we perform its QC approximation as described in the previous section. This leads to the continuum energy density
where
, the above technique cannot be applied since the potential is not translationally invariant. However, there is a different summation technique to achieve a computationally efficient formulation which avoids the costly interpolation operator.
To shorten the notation, we let indicate the sum in which the first term and the last term are only counted half:
where m < n and x i ∈ R. It is easy to verify that
for m > 0. For all pairs (j, j + 1) of continuum repatoms, we now reformulate all terms from (2.7) which involve the interaction between j and j+1 . For j > 0, we get by definition (2.4) of the operator L, by definition (3.7) of E a,m i , and by (3.13) that
). For j < 0, we similarly obtain
K+1 (Iy qc ), the QC approximation of the chain can be given by
Note that the interpolation Iy qc does not have to be computed here since the relevant terms only depend on uncoarsened parts of the chain. Additionally, we will consider the atomistic-continuum approximation
of the atomistic energy without coarsening. It is given exactly like the QC approximation (3.16) with the only difference being that ν j = 1 and j = j everywhere.
Primal and Dual Problems
4.1. Problem Setup. We are now ready to set up the problems we will solve. We are interested in finding the minimum of the energy (3.16) subject to given boundary conditions. We prescribe the boundary conditions by constraining the deformation of two atoms at each end of the chain. This guarantees that the potential with next-nearest-neighbor interactions can be directly applied to all non-boundary atoms without having to neglect interactions. We define the spaces
The spaces V a and V a 0 will also be used for the uncoarsened atomistic-continuum potential E ac , so there is no need to define spaces V ac and V ac 0 . We let y bc ∈ V a denote any vector which has the desired boundary values y bc −M +1 , y bc −M +2 , y bc M −1 , and y bc M , and we let y bcq ∈ V qc by any vector satisfying (recall (3.10))
For any vector y ∈ V a 0 , we denote the extension by zero boundary conditions to be Jy ∈ V a , so
and similarly we denote the extension by zero boundary conditions of y ∈ V qc 0 to be J qc y ∈ V qc . The spaces of admissible solutions are then given by JV a 0 + y bc ⊂ V a and
The minimaȳ a ,ȳ ac , andȳ qc of the energy functionals E a , E ac , and E qc given by (3.6), (3.17), and (3.16) subject to the above "clamped" boundary conditions are characterized as
5a)
5b)
We note that the minima are uniquely determined because E a , E ac , and E qc are strictly convex.
Matrix Formulation.
For the subsequent discussion, it will be convenient to reformulate the total energies in matrix notation:
The matrices D a ∈ R (2M −1)×2M and D qc ∈ R (2N −1)×2N compute the distance between two adjacent atomistic positions, the matrices 
We also decomposeȳ ac = Jy ac + y bc andȳ qc = J qc y qc + y bcq for y ac ∈ V a 0 and y qc ∈ V qc 0 , and we then formulate similar minimization problems for y ac and y qc . Therefore, y a , y ac , and y qc are determined by the linear systems
We note that the matrices M a , M ac , and M qc are positive definite, so the total energies admit a single global minimum and no other local minimum. 
We will assume for simplicity that Q is linear and thus has a representation Q(y) = q T y for some vector q ∈ V a 0 . For our application, a natural quantity of interest is the size of the dislocation, that is, the distance between the two atoms y 0 and y 1 to the left and right of the dislocation. This gives us
Two different sources of error arise during the QC approximation, namely the localization of the potential energy, that is, the passage from the atomistic to the continuum formulation on the one hand, and the coarsening in the continuum region by the restriction to the repatoms on the other hand. We denote these two errors by The error term |Q(e)| will be studied in Section 5, and the error term |Q(e acqc )| will be studied in the second part of this paper series.
Dual Problems.
To facilitate the goal-oriented error analysis, we introduce the dual problems
for g a , g ac ∈ R 2M −4 , and g qc ∈ R 2N −4 . We note that the dual problems differ from the primal problems only by the right hand side since the matrices M a , M ac , and M qc are symmetric. The solutions g a , g ac and g qc can be viewed as influence functions: They describe how the error at a specific point in the domain influences the error measured in terms of the goal function.
Analogously to the primal errors (4.12), we define the dual errorŝ
In addition, we will need the primal and dual residuals 
Error Estimation for Atomistic vs. Continuum Modeling
In this section, we estimate the error |Q(e)| arising from the approximation of an atomistic model by a continuum model. We consider y ac and g ac to be computable, although in practice we can only compute the coarsened approximations y qc and g qc .
To this end, we adapt a technique introduced in [16] and [19] to estimate the modeling error for an elasticity model with rapidly oscillating coefficients and its homogenized version. We generalize this technique such that it allows for different right hand sides f a and f ac of the primal problem (4.8) instead of a common right hand side as it is used in the above-mentioned works.
We have
The term g acT R a (y ac ) can be computed, whereasê T M a e cannot because both e andê are numerically unknown. Instead, we estimateê T M a e from above and from below by quantities that actually can be computed. We will give two different error estimators η 1 and η 2 . Before, we need to derive some auxiliary estimates to facilitate their development and analysis. 5.1. Auxiliary Estimates. We reformulate the difference y a − y ac of the respective solutions in terms of a difference of the energy matrices. To this end, we define the perturbation matrix
where I denotes the identity matrix. Note that E a P = E a − E ac .
Lemma 5.1. For any α, β ∈ R, we have that
Proof. We conclude from (4.8) that 4) and similarly since M a g a = M ac g ac = q that
Thus, it follows from (4.9) and (5.2) that
We note that the K a -related terms cancel here, because they coincide for the atomistic model and the continuum model.
Lemma 5.2. We have that
We note that the right hand side is numerically computable.
Proof. To shorten the notation, we abbreviate z = α(Jy ac + y bc − a a ) + βJg ac . By Lemma 5.1, we have
(5.8)
Here we have used that D a Jv E a ≤ v M a because the matrix K a in (4.9) is positive definite.
First Error Estimator.
We are now ready to derive the first error estimator, η 1 . By the parallelogram identity, we have for all σ = 0 that
(5.9)
In the following, we will determine computable constants η 
Proof. We have that
Setting the first derivative of the mapping σ → (η ± upp ) 2 to zero, we obtain the condition 2σ P D a (Jy
for critical points of (η ± upp ) 2 . This equation has the unique positive solution (5.12). Because lim |σ|→∞ η ± upp = lim σ→0 η ± upp = ∞, this point corresponds to a minimum. Hence the quantities η ± upp attain their minima at σ =σ.
Regarding the lower bounds η + low and η − low , we have
for any vector v 0 ∈ V a 0 \ {0}. Numerically, we have the two vectors y ac and g ac at our disposal, hence it makes sense to take a linear combination v 0 = y ac + θ ± g ac . Here we follow the strategy of [19] and choose θ ± as the critical points of η
Then the lower bounds
have a unique critical point for
Setting this expression to zero and solving for θ ± leads to the above condition.
However, let us note that this critical point is not necessarily a maximum of η ± low , which would be optimal for bound (5.10). Depending on the actual vectors y ac and g ac , it can be shown that this critical point could be a minimum. Now we have all necessary ingredients to construct the error estimator η 1 . From (5.1) and (5.9), we get the computable estimate
(5.20)
At first sight, this looks like we could get an estimate for |Q(y a ) − Q(y ac )| from both above and below. However, this is only true if both the left hand side and the right hand side have the same sign, which in general does not hold. But we get the following estimate.
Theorem 5.1. We have that
where the computable error estimator is defined as
We note that the computation of the η ± upp terms involves the solution of a linear system with matrix E a as its inverse appears in the operator P . The matrix E a is not diagonal, but has condition number O (1) . So this is negligible compared to what would be necessary to solve the original atomistic problem which includes the operator D aT E a D a with condition number O(M 2 ).
Second Error Estimator.
There is no reasonable way to decompose the error estimator η 1 into a sum of element-wise or atom-wise contributions due to the η ± low terms. Therefore, we derive another error estimator η 2 which allows for such a decomposition, at the price of a less accurate estimate than η 1 .
Theorem 5.2. We have that
where the computable global error estimator η 2 and the computable local error estimators, η at 2,i and η el 2,i , associated with atoms and elements, respectively, are defined as
Proof. From (5.1) and Lemma 5.2, we conclude that 25) which gives us the global estimate. For the decomposition into local contributions, we further estimate
which completes the proof.
Let us remark that instead of the first inequality in (5.26), one can get an apparently better estimate
by introducing the additional weight factor
and then decomposing the resulting terms similar to the above. However, our numerical results showed that this modification does not significantly improve the decomposed error estimator for the application considered here.
Numerics
In the preceding sections, we constructed the error estimators η 1 and η 2 . We will now give an algorithm for adaptive atomistic-continuum modeling based on these error estimators. Then we will present and discuss numerical results.
6.1. Algorithm. The error estimator η 1 should give a better estimate of the error than η 2 , because η 2 involves the inequality ê T M a e ≤ ê M a e M a in (5.25) in contrast to the parallelogram identity for η 1 . However, η 2 can be decomposed into atom-wise and element-wise contributions η at 2,i and η el 2,i , whereas the η ± low terms in η 1 do not admit a reasonable decomposition that can be used for atomistic-continuum adaptivity.
We make use of this by employing the sharper estimate η 1 to determine whether a given global error tolerance τ gl for the error in an adaptive algorithm has already been achieved or not. If not, we use the decomposed estimates η at 2,i and η el 2,i to determine where the more precise atomistic modeling is needed. This leads us to the following algorithm:
( (6.1) (8) Go to (2) . Here τ div > 1 is a constant factor which describes how fast the atom-wise tolerance τ at should decrease during adaption. Our experience has been that τ div = 10 is a reasonable choice.
The crucial adaption step is (7). The adaption criterion (6.1) deems all atoms to be modeled atomistically if the associated error from the decomposition of η 2 exceeds the atomistic error tolerance τ at . Here the element-wise errors η el 2,i are distributed equally to the two adjacent atoms i and i + 1.
For the dislocation at the center of the chain and the chosen goal function, we expect that the atomistic repatoms always form a symmetric interval around the center. We have used the above adaptive atomistic-continuum algorithm to approximate our Frenkel-Kontorova model and have always found that the atomistic region is the set of atoms −K + 1, . . . , K for some K depending on M and τ gl . Thus, the modeling approach given in Section 3 of restricting to an atomistic region consisting of atoms −K + 1, . . . , K for some K rather than considering a more general atomistic region is justified a posteriori.
6.2. Numerical Results. The algorithm has been implemented as described above. The boundary conditions were chosen as
The elastic constants are k 0 = 1 and k 1 = k 2 = 2, and the lattice constant is a 0 = 1. Table 1 shows how the algorithm given above performs. After 3 iterations, the desired accuracy τ gl = 10 −10 is achieved. Moreover, we can see from the table that the number of iterations are independent of M , that means the algorithm behaves robustly with respect to the problem size M . Figure 4 (left) shows the decomposition of the error estimator η 2 for a typical setting M = 500, K = 20. One can clearly see that the error in the atomistic region is small, whereas the error is large in the continuum regions that border the atomistic region. It then decreases exponentially towards the endpoints.
The errors in both the atomistic region around the center and the continuum regions far away from the center are in the range of the (relative) machine precision ε mach , which accounts for the fluctuations in these regions. The error can be considered to be numerically zero in these regions. In the continuum regions, we observe an error of magnitude O(ε 2 mach ), whereas in the atomistic region we have O(ε mach ), which leads to the different magnitudes of the fluctuations. of the decomposed error estimator η tot
. The atomistic part η at 2,i , which corresponds to the g acT R a (y ac ) term, is dominant in the sense that it is about ten times larger than η el 2,i , which comes from the estimate for the perturbation termê T M a e. The fluctuations due to the limited machine precion in the atomistic region come from η at 2,i , whereas those in the continuum region away from the defect stem from η el 2,i . Let us note that in other applications of duality-based error estimation, the first term might not always be the dominant term. For example, in mesh refinement for classical linear finite elements, the first term even vanishes due to Galerkin orthogonality.
The modeling error includes contributions from the ghost forces at the atomistic-continuum interface. Our estimator captures all sources of modeling errors including these ghost forces, and our adaptive algorithm gives an approximation of the quantity of interest without distinguishing the different sources. We note that our error estimator and adaptive atomistic-continuum modeling algorithm can also be used for atomistic-continuum models without a ghost force, such as the quasi-nonlocal method [22] , simply by modifying E ac around the atomistic-continuum interface.
The ghost force for our atomistic-continuum model for a chain with uniform lattice spacing a is nonzero for two repatoms on each side of the interface and has the magnitude |k 2 (a − a 0 )|. We obtain this result by linearizing the formula for the ghost force given in [8] or by computing the ghost force directly using the method given in [8] .
For K = 20, M = 500, and a 0 = 1, the lattice spacing at the atomistic-continuum interface was computed to be approximately 1.00028. Since we set k 2 = 2 in our computation, we see that the magnitude of the ghost force at the interface is |k 2 (a − a 0 )| ≈ 0.56 × 10 −3 . Since the magnitude of the residual force R a (y ac ) = f a − M a y ac at the atomistic-continuum interface was computed to be about 10 −3 , we see that the ghost force is about half the size of the residual force at the interface for this setting. Figure 5 , which display the same data, show the efficiency of the error estimators, η 1 /|Q(y a − y ac )| and η 2 /|Q(y a − y ac )|, for M = 1000. For comparison, the actual error is given as well. For the relatively small 1D problem, the actual error can be easily computed, whereas in real world applications it is of course not available. One can clearly see that η 1 gives a better estimate than η 2 , which numerically confirms our conjecture that η 1 is a better estimator than η 2 . We see that η 1 overestimates the actual error by a factor of 1.4, while η 2 is in a still acceptable range of 2 times the actual error. Moreover, we can see from Table 2 and Figure 5 that the error decreases exponentially with K.
Finally, we compare the optimal (smallest) value of K which is needed to achieve a given accuracy τ gl with the values for K determined by the error estimators η 1 and η 2 , again taking into account the precise error which is available for the model problem. We see from Table 3 that even η 2 only overestimates K by at most 2 atoms. Thus, we get an efficient estimate of the required atomistic region for both error estimators. 
