Future homes will be populated with large numbers of robots with diverse functionalities, ranging from chore robots to elder care robots to entertainment robots. While household robots will offer numerous benefits, they also have the potential to introduce new security and privacy vulnerabilities into the home. Our research consists of three parts. First, to serve as a foundation for our study, we experimentally analyze three of today's household robots for security and privacy vulnerabilities: the WowWee Rovio, the Erector Spykee, and the WowWee RoboSapien V2. Second, we synthesize the results of our experimental analyses and identify key lessons and challenges for securing future household robots. Finally, we use our experiments and lessons learned to construct a set of design questions aimed at facilitating the future development of household robots that are secure and preserve their users' privacy.
INTRODUCTION
The robotics industry is blossoming, with numerous academic and industrial endeavors focused on integrating robots into the home. The potential benefits are clear. Robots in the home could assist with chores, provide sources of entertainment, enhance telepresence, provide companionship, and assist with health and elder care. To the best of our knowledge, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. however, there is currently a marked void in the consideration of the security and privacy risks associated with household robotics. The need for such considerations is clear: future robots in the home could introduce new or amplify existing security and privacy risks for homeowners and other occupants. In many cases it may not be obvious how to overcome these security and privacy risks.
The purpose of this paper is to explore these potential security and privacy risks, identify the associated challenges, and present suggestions for overcoming these challenges. We argue that now is the ideal time to conduct such research, while the field of household robotics is comparatively young and before robots with serious and fundamental security flaws become ubiquitous.
Our exploratory research takes an approach common to other security and privacy papers that seek to provide foundations for new problem domains, e.g., [2, 16, 17, 20] . Specifically, we begin by experimentally analyzing the security and privacy properties of three representative examples of today's household robots. Our experiments inform our discussions regarding future robots. The robots we study are the WowWee Rovio, the Erector Spykee, and the WowWee RoboSapien V2. We obtained one of each robot in October 2008 and an additional RoboSapien V2 before December 2006.
Our experiments uncovered a number of vulnerabilitiessome of which we deem to be quite serious, such as the possibility of an attacker compromising a Rovio or a Spykee and leveraging the built-in video camera to spy on a child in her bedroom. We synthesize these results into a survey of potential implications, lessons, and challenges for current and future robot owners. We then use the results of our experiments and the corresponding synthesis to develop a set of key questions for household robot manufacturers and researchers. We believe that these questions can aid in the informed design of future household robots that are secure and respect their users' privacy.
definition excludes a class of cyber-physical systems whose environmental actuators are strictly electronic, such as an oven with electronically controlled heating elements. Household (domestic) robots are designed and priced for use within a home or other domestic environment.
Numerous approaches exist for categorizing current robots, such as the work done by Steinfeld et al. [25] . For our purposes, we classify the robots currently available for purchase in the U.S. market as belonging to one or more of the following categories: chore robots, communication robots, entertainment robots, and companion robots. These robots range from the well-known Roomba vacuum cleaner and the popular RoboSapien toy to the newly introduced Spykee and Rovio telepresence robots.
These robots exhibit a diversity in capabilities, although the capabilities of today's robots pale in comparison to the likely capabilities of household robots in 5 to 10 years. The axes of variations in robot capability include degree of mobility within the environment, dexterity, sensing capabilities (including audio and video), autonomy, and wireless communications (i.e., method and range).
Robots in the home will become increasingly sophisticated, capable, and ubiquitous, due in part to active innovation in both industry and academia and in part because of consumer demand. There is also rapid innovation in robotics outside of the home in industrial [9] , medical [10] , commercial [12] , military [30, 31] , and vehicular [6, 29] settings. As with other technologies, innovations developed for these settings will likely transfer to the home.
Additional Related Work
Some of the vulnerabilities and challenges that we discuss in this paper are instantiations of the general issues brought up by Edwards and Grinter [13] . Specifically, the problems introduced by household robots-both those that we encountered and those that we foresee-can be attributed partly to the fact that the home is becoming "accidentally" smart and that there is no dedicated, trained system administrator for the home environment.
Aside from the challenge of making them secure and privacyrespecting, household robots pose other unique challenges to robot manufacturers and researchers. For example, Young et al. consider the sociological challenges associated with integrating robots into domestic environments [34] . One such challenge is the perception of safety, which is related to security but is evaluated in a non-adversarial context. Indeed, safety has long been a critical concern in robotics [8] . In military environments, robotics researchers have considered systems for preventing unethical behavior in autonomous military robots capable of lethal force [4] .
No discussion of robotic safety would be complete without a discussion of Asimov's seminal Three Laws of Robotics, which were introduced in [5] and explored in several subsequent collections and novels; however, researchers have since stated that these laws alone are not sufficient to govern robot behavior [1, 3, 11] .
VULNERABILITIES IN CONTEMPORARY ROBOTS
As part of our investigation, we set out to determine the security levels of some of today's "state of the art" consumer household robots. We specifically chose robots that span key points along the aforementioned axes of robot capabilities (mobility, dexterity, sensing capabilities, and wireless communication method). Table 1 presents a summary of the capabilities of our experimental robots. These three robots are:
• WowWee Rovio. 1 The WowWee Rovio (Figure 1 ) is a mobile webcam robot that is marketed towards adults 2 for the purpose of remote communication and home surveillance. It has a video camera, a microphone, and a speaker. The Rovio can raise and lower its video camera "arm" and move in the horizontal plane. The robot is controlled via a web interface. The Rovio can be controlled wirelessly in one of three ways: via the robot's ad hoc wireless network; via the user's home wireless network, with the user co-located with the robot; and remotely via the Internet, with the Rovio receiving commands via the home wireless network (the router must be set up to forward ports correctly). The default robot account is not passwordprotected. The Rovio was introduced in late 2008.
• Erector Spykee. 3 The Erector Spykee ( Figure 1 ) is a toy "spy" telepresence robot. It has a video camera, a microphone, and a speaker. The Spykee can only move in the horizontal plane. The user controls the robot using a program available for download on spykeeworld.com. 4 Like the Rovio, the Spykee can be controlled wirelessly in one of three ways: via the robot's ad hoc wireless network; via the user's home wireless network, with the user co-located with the robot; and remotely via the Internet, with the Spykee receiving commands via the home wireless network. A remote user can connect directly to the Spykee by explicitly specifying a hostname, or can rendezvous with the Spykee via spykeeworld.com. In the first case, the robot must be connected to the user's home wireless network and be reachable by external hosts on the Internet. In the second case, the robot must be set up to accept remote connections and be registered with spykeeworld.com, which functions similarly to a dynamic DNS service. The Spykee's default user account has a non-distinct password (admin), but the software requires that the user change the password before allowing remote access when rendezvousing via spykeeworld.com. A key difference between the Rovio and the Spykee is the intended user base, with the former intended largely for adults and the latter intended largely for children. 5 The Spykee was introduced in late 2008.
• WowWee RoboSapien V2. The WowWee RoboSapien V2 ( Figure 1 ) is a popular toy for children and hobbyists. It is controlled via infrared and, given current technology, has good manual dexterity for its price. The RoboSapien V2 has several sensors, including an embedded color camera that it uses for tracking objects. The RoboSapien V2 is capable of some autonomous movement, but is primarily controlled using a remote control. The RoboSapien V2 was introduced in 2005; the original RoboSapien sold 1.5 million units in the first 5 months after its launch [33] .
We purchased our three robots in October 2008 and used another RoboSapien V2 unit obtained before December 2006. Our goal was to obtain a high-level understanding of the security and privacy properties of today's household robots in order to draw inferences for the future. We did not explore all possible attack vectors-such as buffer overflow attacks-because our intention was to understand the general capabilities afforded to attackers by these robots, and the weaknesses we uncovered sufficiently enable attackers to achieve attacks of value. We summarize our findings for each robot in Tables 2 and 3 . The following subsections describe our findings in more detail.
Remote Identification and Discovery
An adversary can remotely identify the presence of a Rovio or a Spykee with relative ease. There are two scenarios for remote identification: an attacker within wireless range of the robot's network who has the ability to intercept or inject wireless packets; and an attacker who can intercept or inject packets remotely over the Internet.
Under the first scenario, if the Rovio or the Spykee are in their default (ad hoc network) modes, remote identification is trivial; the SSIDs advertised by the robots are distinctive. If the robots are using infrastructure 802.11 wireless (i.e., the robots are connected to the user's home network) the robots' MAC addresses also leak information about their presence to wireless attackers. 6 This information is leaked even if the network is encrypted is using WEP, WPA, or WPA2.
A remote attacker can also determine the presence of a Rovio or a Spykee by actively probing the robot's home network. For example, a query to port 80 on the Rovio yields distinctive results. A Spykee can be detected by its response to remote control requests on TCP port 9001. Additionally, if a Spykee is set up to receive remote connections via spykeeworld.com, it periodically sends identifying keepalive packets to spykeeworld.com.
Finally, because of the predictable and unique title and content in the Rovio's HTTP interface, we conjecture that-as the Rovios achieve greater market penetration-it will become possible to use search engines to remotely discover some Rovios, as has been previously demonstrated for webcams [7] .
Passive and Active Eavesdropping
Rovio. A passive adversary able to intercept traffic to and from the Rovio is able to: (1) learn a username and password for accessing the Rovio when a user logs on (if set, which is not the default); and (2) Periodically generates noise when stationary -- Table 2 . Summary of our findings on information leaked by the robot and other characteristics: yes/confirmed vulnerability ( ), under certain conditions (*), no/no found vulnerability (-). ‡ An attacker can interfere with the audio notification by lowering the robot's speaker volume immediately upon login.
Wireshark, reconstruct the video from that trace, and then view the video in VLC (see Figure 2 ). The login credentials and audio-visual stream of the robot were always unencrypted in our experiments, regardless of whether the robot is being accessed via its ad hoc network, locally via infrastructure 802.11, or remotely over the Internet.
Additionally, we found that the RTSP audio-visual stream of the Rovio does not require a username and password even if a password has been set on the Rovio interface. An attacker can use the following URI to access our Rovio's audio-visual stream, even when the user account is configured to "require" a password: rtsp://our-rovio.cs.washington. edu/webcam.
Spykee. The Spykee console software does a poor job of protecting the secrecy of account information in ad hoc mode and in local infrastructure 802.11 wireless mode (when the user is co-located with the robot); the software sends the login credentials to the robot in the clear. Furthermore, in these modes the video stream is encoded as an unencrypted MJPEG stream. To confirm this, we captured a trace of the video stream using Wireshark, reconstructed the video from the trace, and played the trace using VLC.
Intercepting data when the Spykee is being controlled by a remote user is more challenging because of the use of a Diffie-Hellman key exchange during connection initialization. However, the key exchange is unauthenticated and thus vulnerable to a man-in-the-middle (MITM) attack. We experimentally verified this vulnerability by opening the Spykee console application on one computer and (for experimental simplicity) initiating a connection from that computer to the hostname of our MITM attack machine. Our MITM attack machine then connected directly to the Spykee and emulated both ends of the Diffie-Hellman key exchange. Our attack program was able to extract sufficient login credentials to allow an attacker to subsequently initiate a new remote connection with the Spykee. The attack also allows an attacker to recover the session's audio-visual stream.
Operational Notifications
Rovio. The Rovio gives no auditory cue and only a minimal visual cue when a user logs on. The robot can broadcast an audio-visual stream any time it is on, including when docked on its home base. The Rovio has blue lights that indicate when it is powered on and the robot generates noticeable noise when moving.
Spykee. The Spykee does not broadcast an audio-visual stream when it is docked on its home base. The robot sounds chimes when someone logs on or when the robot is moved off of its base, although an attacker can quickly turn the robot's speaker volume down upon login to reduce the efficacy of this notification. There are minimal visual cues to indicate whether the Spykee is activated, but it generates noticeable noise when it moves.
RoboSapien V2. The RoboSapien V2 generates significant noise when it walks and makes occasional verbal exclamations.
Controlling the Robots
Rovio and Spykee. We were only able to control the Rovio and the Spykee using legitimate login credentials. As discussed in the subsection above on passive and active eavesdropping, an attacker can acquire legitimate login credentials in a number of ways, including: eavesdropping on the robot's ad hoc network; eavesdropping on a robot connected to infrastructure 802.11 wireless when the user is co-located with the robot; eavesdropping on a robot connected to infrastructure 802.11 wireless with a remote user (Rovio); and executing a MITM attack when a remote user attempts to connect to the robot (Spykee). If the robots or the network are configured to allow remote access, an attacker can control the robots from anywhere on the Internet. If the robots are in ad hoc mode or are not configured to allow remote Internet access an attacker can only control them if he has access to their home network.
Both the Rovio and the Spykee have limited physical capabilities, but can push light objects that are located on the floor.
RoboSapien V2. We experimentally analyzed the physical capabilities of the RoboSapien V2. The robot is able to reach objects on the floor and objects approximately 50 centimeters above the floor; this is sufficient to reach low objects on walls (such as electrical outlets) or on low surfaces such as coffee tables. The interior size of the RoboSapien's fist is approximately 1.5 centimeters when closed and 7.5 centimeters when open, suggesting rough upper and lower bounds on the size of graspable objects. It is difficult to achieve fine control with the robot, so lifting objects usually takes multiple trials. Additionally, the robot does not have enough manual dexterity to perform precise physical operations; for example, we were unable to successfully control the robot to light a match. We were able to have the robot pick up a set of keys; however, we were unable to use the RoboSapien to open door knobs. While the robot can grip the door knob and can lift a 250 gram object, its grip is not strong enough to open the door.
Network Security
The Rovio and the Spykee can both connect to networks that are using WEP with 64-bit or 128-bit encryption. The Spykee can also connect to a network using WPA encryption, but the Rovio has no option to connect to a WPA network. We did not experiment with WPA2. A firmware update released by WowWee apparently adds support for WPA encryption, but we did not load this firmware onto our Rovio. We further note that networks using WEP encryption are vulnerable to cracking [14, 26] , and weak WPA keys can be compromised via brute force attacks.
Additional Attacks
Many of our attacks could have been mitigated if these robots implemented conventional security best practices. Moreover, the majority of the vulnerabilities mentioned above become obsolete if the robot is connected to a wireless home network that is secure; however, we argue that it is still important to consider these robots as compromisable for two reasons. First, the supposition that the robot is secure is based upon the assumption that users will correctly configure and administer secure encryption on their networks. Additionally, while in one scenario the attacker is a stranger who does a "drive-by" on the neighborhood, in another scenario the attacker is a neighbor who has an extended period of time over which he can crack the user's wireless network. The second reason that we consider the robots' security to be suspect is that the technical directions we explore above are a subset of the full range of potential attacks. For example, we did not evaluate the vulnerability of the Rovio and Spykee to buffer overflow attacks. Such attacks would be more concerning-and more attractive to attackers-if the robots in question were not already vulnerable to more basic attacks. Anecdotal evidence in other contexts also suggests that such attacks are notoriously difficult to defend against in full. Experimenting with these additional attacks was not necessary for the purpose of drawing the overall conclusions that we present in the following sections.
SYNTHESIS AND IMPLICATIONS OF VULNERABILITIES
We now synthesize and reflect upon the results of our experimental analyses. Our goal is to identify key issues and challenges for developing secure and privacy-respecting household robots. The robots we studied, while sophisticated by today's standards, pale in comparison to the types of robots we may see deployed over the next 5 to 10 years. We therefore broaden our discussion to include potential implications for future household robots. 
Possible Attacks
To ground the subsequent discussions, we first survey a set of attacks that are made possible by the vulnerabilities discussed in the previous section. This list is not meant to be exhaustive, but rather illustrative of the diversity of attacks possible. We augment these attacks with additional attacks in the "multi-robot attacks" section below.
• Robot vandalism. An attacker can exploit the vulnerabilities of the Rovio or the Spykee to damage fragile objects in the surrounding environment. Previous work has demonstrated that owners can be concerned about potential property damage caused by the Roomba [15] . Since the Rovio and the Spykee are not autonomous, homeowners may not take the same precautions to remove fragile objects from the environment. While these robots do not have sufficient power to knock objects off of a table, similar robots in the future could have this strength; as a result, they could potentially create safety hazards in the environment. For example, if a robot knocks a bowl of grapes off of a coffee table, this presents a choking hazard for toddlers. Additionally, even a weak robot could push a fragile object down a flight of stairs, causing more damage than would be possible directly from its own actuation capabilities. Finally, damage to the robot itself is another special case of robot vandalism: depending on a robot's capabilities, an attacker could cause "robot suicide" by causing the robot to tumble down a flight of stairs or jump out a window.
A robot with limited strength but some dexterity-such as the RoboSapien V2-could hide or otherwise move objects or throw objects into the trash or toilet.
• Spying on homes (Rovio); spying on children (Spykee). The Rovio and the Spykee both create privacy vulnerabilities within the home. The "always on" nature of the Rovio-due to its usage model as a home surveillance robot-means that there may be greater overall opportunities for an attacker to exploit the Rovio to spy on a home. Potential malicious uses of the Rovio could be to eavesdrop on private conversations, determine whether someone is home, or take embarrassing or compromising photographs.
The Spykee's intended use as a toy for children creates a complementary set of concerns: compromising a Spykee allows an attacker to watch a child in potentially private locations, such as her bedroom. The problem with video cameras in children's rooms has been discussed before in the context of Nanny Cams [24] . A key difference here is that the Spykee is a mobile camera, which gives an attacker more flexibility than a traditional webcam. A second key difference is that the Spykee is designed to be administered by children, not their parents.
• Eldercare. The Rovio is partially aimed toward buyers who have responsibilities towards people who need special supervision. 7 This usage model provides insight into possible future attacks in the burgeoning field of robotic eldercare [23, 28, 35] and the associated area of childcare. The abilities that make the Rovio useful for "visiting elderly relatives" may also make it possible to harm those relatives. The Rovio could be used to trip an elder with limited stability and mobility, particularly if the elder has impaired hearing and cannot notice the Rovio approaching. Additionally, the Rovio could be used to play noises and speech that might confuse someone with dementia.
• Psychological attacks. Thinking further afield, we suggest some potential psychological attacks that could leverage compromised robots. Previous works have identified that humans can form an emotional bond with a robot [19, 27] . There have also been investigations into using robots to help children with conditions like autism [22] . An attacker, perhaps the mean kid down the block, can potentially exploit this bond and any vulnerabilities in a child's robot to cause psychological damage to the child.
A related attack could take advantage of the Spykee's role as a telepresence robot. An attacker could hijack the audio capabilities to cause distress to a child.
Other forms of psychological attacks are also possible, such as using a robot to arrange objects on the floor into a threatening or offensive symbol or constantly chasing the family dog during the day when the homeowner is away.
We view many of the above implications as serious considering the robots of today, and even more serious in the context of the household robots of tomorrow. Other threats, while arguably less likely to manifest today, highlight the diversity of attacks possible. In the following subsections we discuss broader lessons and challenges for securing household robots.
Multi-Robot Attacks
While we already view the above classes of single-robot attacks as serious, our experimental results uncover a separate set of issues which are even more challenging to overcome. Namely, even in the cases where a robot may operate safely and securely in isolation, it may facilitate attacks when used in conjunction with other robots.
Consider, for example, the RoboSapien V2: we were unable to perpetrate any meaningful attacks using only the RoboSapien. Some of our difficulties were due to the limitations imposed on the robot's strength and dexterity by current technology. We can expect these barriers to be lowered as innovations make advanced actuators more affordable and more capable. Some of the obstacles that we encountered, however, are more central to the robot's design: for example, the RoboSapien is not designed to expose its camera interface to users and, indeed, has no way to transmit a visual stream without hardware modifications. Recall the comparison of our robots' capabilities given in Table 1 : both the Spykee and the Rovio-neither of which have any manual dexterity-are capable of broadcasting audio-visual streams to remote viewers. We observe that an adversary may be able to take advantage of the selection of robots available in a household in order to acquire a complementary set of attack capabilities.
Example compound attack: Enabling duplication of physical keys.
We used the Rovio and the RoboSapien to experimentally evaluate the feasibility of a multi-robot, compound attack. This example attack is targeted at enabling the reproduction of physical keys.
This attack is performed by coordinating four devices: a compromised Rovio, an uncompromised RoboSapien V2, the remote control for the RoboSapien V2, and an infrared repeater. The attacker uses the remote and repeater to issue commands to the RoboSapien from a distance. This allows him to control its movements, while the Rovio is maneuvered to provide a view of the RoboSapien and the environment. The RoboSapien can be used to pick up keys from the floor or a low table; they can held such that the Rovio can obtain a clear picture of one or more of the keys (our setup is shown in Figures 3 and 4) . This picture can then be used to make physical copies of the keys [21] . We experimentally demonstrated the feasibility of this attack scenario in our lab, although we did not use the work of Laxton et al. to produce a key.
Given the capabilities of our robots, this attack would not be possible without using multiple robots in conjunction. Additional multi-robot attacks are possible, including attacks that leverage other compromised devices; for example, while our attack above can be executed using an infrared repeater that is positioned ahead of time, the attack would be much more flexible if it could exploit a compromised home computer with an infrared port, a universal remote control with 802.11 wireless, or another robot with the ability to transmit infrared.
Multi-robot attack scenarios are particularly challenging to thwart because they are outside the normal scope of security and safety considerations. Even if a robot manufacturer carefully considers the safety and security implications of its particular model and makes design decisions to mitigate those risks, the robot may still pose a security hazard when deployed in an environment with other robots. 
The People and the Environment
"Chaotic" environments; diverse stakeholders. We observe that household environments potentially contain a diverse group of stakeholders: residents, guests, parents, children, infants, the elderly, people with mental and physical impairments, and pets. This suggests that household robots may be deployed in chaotic environments, where a robot that is "misplaced" by an attacker might not be noticed. Even more fundamentally, manufacturers either need to design robotic systems with all of these potential stakeholders in mind or clearly indicate to consumers that these systems are not safe and secure in all environments. As a simple example, even if the Rovio provided auditory notifications to indicate when it is being accessed, those notifications might not suitably inform a person with impaired hearing.
Stakeholder perceptions and expectations. Another challenge with securing household robots is ensuring compatibility with users' expectations and mental models. Users have a basic understanding of the safety tradeoffs involved in the use of common household items such as vacuums, toasters, and ovens. The household robot is a new class of appliance, and as a result users will either have incorrect preconceptions about its security properties or they will have no convenient point of reference from which to understand the robot. Designers will either need to create products that coexist with users' (and indirect stakeholders') current men-tal models, create products that are so intuitive to use that a new (correct) mental model is easily formed, or integrate a "crash training course" into the robotic system. We note, however, that training users in the use of security technologies and concepts has traditionally been met with mixed success [32] .
Metrics and Evaluation Criteria
Our investigations suggest that there may be some challenges to securing robots for the home environment and even greater obstacles to communicating security threats and tradeoffs to consumers. These two factors suggest the need to establish metrics and minimum criteria for household security and privacy, akin to the other classes of metrics already proposed for robots (e.g., [25] ). Such systems will be useful both for manufacturers seeking to provide high-quality, securityconscious products, as well as for researchers developing new approaches for meeting these security goals. We contribute to this effort by providing a series of questions in the following section to guide the development and evaluation of secure household robots.
Along the same lines, we suggest that consumers could benefit from access to evaluations of household robots' security properties. For example, Consumer Reports publishes reviews and grades for a number of household products. In the case of automobiles, Consumer Reports also supplies a safety rating. A similar grading system could be applied to inform consumers of the security properties of robot products, particularly when those robots are likely to come into contact with children. Another potential direction is to introduce legislative oversight for the security and privacy of domestic cyber-physical systems. Such oversight, if well executed, could help prevent the introduction of high-risk robots and other cyber-physical systems into home environments.
SECURITY AND PRIVACY DESIGN QUESTIONS
We propose a set of questions that expose issues that designers and researchers should consider in the course of developing secure and privacy-respecting household robots. Our formulation of these questions is akin to the formulation of questions underpinning Hong et al.'s model for privacy in ubiquitous computing [18] .
Social, Environmental, and Technical Questions
We begin by identifying a set of questions capable of isolating key social, environmental, and technical properties of the robot in question.
What is the intended function of the robot?
The intended function of the robot goes a long way towards identifying the robot's range of mobility, actuators, and sensors, as well as the environments in which the robot works and the people with whom the robot will interact. All these properties play a critical role in security since they indicate the range of assets that can be affected if an adversary compromises the robot.
How mobile is the robot? A robot's degree of mobility may give it access to new, unforeseen environment types with assets that are not sufficiently protected against the robot.
Additionally, a robot's mobility enables it to bring together environmental elements that may be intentionally separated: for example, embers in the fireplace and flammable drapes. Who are the intended users of the robot? Vulnerabilities may arise from unique interactions between the users' characteristics and the robot's usage model. For example, non-expert users may try to configure the robot's settings in an insecure fashion, so it is important to consider the training and prior experience users might have with the system. The physical and mental capabilities of users also require consideration, since they can introduce dangerous situations or diminish the user's ability to react to a potentially dangerous situation.
What is the robot's intended operational environment?
The robot's intended environment will play a large role in dictating the assets to which the robot has access. Is the robot intended for use in the communal area of the home? A kitchen with knives? A bedroom? The answers to these questions may indicate valuable information, such as whether the robot operates in proximity to children or objects of personal and financial value.
Besides the intended users of the robot, what other people (and animals) will be in the the robot's environment?
The robot's intended environment dictates the people and animals around which the robot will perform its tasks. The robot should respect the safety and privacy of these indirect stakeholders, regardless of whether or not these people intend to use the robot. The same questions that apply to users should apply to family members and visitors. As for animals, a designer should consider how they might react to the robot and whether their presence can introduce some new hazard.
What kind of development processes are in place? Do the overall development processes used in the robot's design and manufacture take security and privacy goals into consideration? Are any third-party software or hardware components used on the robot, and if so, how are they evaluated? Can software, hardware, or firmware upgrades disable security features or introduce unintended, malicious robot behaviors?
Security and Privacy Questions
We next provide a core set of questions to identify how the robot's properties might affect the security and privacy of users and their property. While some of the threats-such as breaches of privacy-are common to many ubiquitous computing applications, the remaining questions address threats that are more particular to robots positioned in the home environment.
Does the robot create new or amplify existing privacy vulnerabilities?
Might an attacker be able to use the robot's audio-visual capabilities to obtain private data about a person or a location? The home is considered to be a private area; any information obtained from within the home-without the residents' knowledge or permission-is confidential information.
Does the robot create new or amplify existing physical integrity vulnerabilities?
Can an attacker use the robot to target a user's valued possessions? Can an attacker use the robot to breach the physical perimeter of the building? Vandals might use a robot to cause direct physical damage to property, while a thief might use a robot to unlock a door or open a window to facilitate a burglary.
Does the robot create new or amplify existing physical safety vulnerabilities?
Cyber-physical systems such as household robots have the potential to cause harm to people's health in several ways: by neglecting to perform an essential task, such as moving an impaired person or dispensing medication; by causing direct physical harm to a person; or by manipulating the environment to cause physical harm to a person, via either small actions like moving furniture to create a trip hazard or large actions like setting the house on fire. It is important to consider how the robot might be co-opted to cause physical harm to its surroundings.
Does the robot create new or amplify existing psychological vulnerabilities?
Is there some way that the robot can be used to cause a person emotional harm? Prior works indicate that users can develop emotional bonds with robots [19, 27] , which could potentially be exploited.
Can the robot be combined with other robots or technologies to facilitate an attack?
Considering what other robots might be in the robot's deployment environment, can this robot participate in a multi-robot attack? How can those attacks be anticipated and addressed?
CONCLUSIONS
Commercial robots such as the Roomba already have a significant presence in residential homes. In the future we can expect a greater number of increasingly sophisticated robots to be used in the home for diverse tasks including chores, communication, entertainment, and companionship. We performed an experimental investigation of three current household robots-the WowWee Rovio, the Erector Spykee, and the WowWee RoboSapien V2-and found that robots already introduce security vulnerabilities into the home. Creating household robots that are secure is a challenging undertaking for several reasons: multi-robot homes may face increased security risks, since even a robot that is designed to be secure in isolation may be vulnerable to participating in a compound attack; the typical household is a dynamic environment that is filled with many entities, including nonexpert users, children, elderly people, and pets; and it is difficult to deem systems secure without any standardized point of reference. The paper concludes with of a set of questions aimed at informing the future design and evaluation of secure and privacy-respecting household robots.
