Abstract: Given a sequence of observations, classification among two known hidden Markov models (HMMs) can be accomplished with a classifier that minimizes the probability of error (i.e., the probability of misclassification) by enforcing the maximum a posteriori probability (MAP) rule. For this MAP classifier, the a priori probability of error (before any observations are made) can be obtained, as a function of the length of the sequence of observations, by summing up the probability of error over all possible observation sequences of the given length, which is a computationally expensive task. In this paper, we obtain an upper bound on the probability of error of the MAP classifier. Our results are based on a suboptimal decision rule that ignores the order with which observations occur and relies solely on the empirical frequencies with which different symbols appear. We describe necessary and sufficient conditions under which this bound on the probability of error decreases exponentially with the length of the observation sequence. Apart from the usefulness of the suboptimal rule in bounding the probability of misclassification, its numerous advantages (such as low computational complexity, reduced storage requirements, and potential applicability to distributed or decentralized decision schemes) could prove a useful alternative to the MAP rule for HMM classification in many applications.
INTRODUCTION AND MOTIVATION
We consider classification among systems that can be modeled as hidden Markov models (HMMs), based on a sequence of observation symbols that has been generated by underlying (unknown) activity in one of two known HMMs. The performance of the maximum a posteriori (MAP) classifier, which minimizes the probability of misclassification (Athanasopoulou and Hadjicostis, 2008) , is captured by the a priori probability of error, i.e., the probability of error before any observations are made. The precise calculation of the probability of error (for sequences of observations of a given finite length) is a combinatorial task of high complexity (typically exponential in the length of the sequences). In this paper, we obtain an upper bound on the probability of misclassification using a decision rule that is based on the empirical frequencies of observed symbols. The rule itself, which relies only on the number of times each output symbol appears and does not require tracking the order in which different symbols appear, is also interesting in its own merit as it offers several advantages in distributed settings where different sites may observe different events, without explicit knowledge of the relative ordering among them.
Our analysis and bounds can find application in many areas where HMMs are used, including speech recognition (Rabiner, 1989; Jelinek, 1997; Bahl et al., 1983) , pattern recognition (Fu, This work falls under the Cyprus Research Promotion Foundation (CRPF) Framework Programme for Research, Technological Development and Innovation 2009 -2010 (CRPF's FP 2009 -2010 , co-funded by the Republic of Cyprus and the European Regional Development Fund, and specifically under Grant T ΠE/OP IZO/0609(BE)/08. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the authors and do not necessarily reflect the views of CRPF.
1982), bioinformatics (Durbin et al., 1998; Koski, 2001) , and failure diagnosis in discrete event systems (Athanasopoulou and Hadjicostis, 2008; Lunze and Schröder, 2001 ; Thorsley and Teneketzis, 2005; Chen and Kumar, 2012) . Our work also relates to approaches dealing with the distance or dissimilarity between two HMMs (Juang and Rabiner, 1985; Falkhausen et al., 1995) . Directly related previous work can be found in (Athanasopoulou and Hadjicostis, 2008; Keroglou and Hadjicostis, 2011a) , which study the probability of misclassification and obtain bounds that tend to zero under specific conditions. The work in (Keroglou and Hadjicostis, 2011b) also describes a method which results in upper bounds without any specific requirements; however, the upper bounds in (Keroglou and Hadjicostis, 2011b) generally do not tend to zero.
The major contribution of this work is to provide an easy method of obtaining an upper bound on probability of misclassification between two competing HMMs. The author in (Kontorovich, 2006) establishes a bound using concentration measures in hidden Markov models. Our bound uses similar techniques to explore a concentration inequality (from (Glynn and Ormoneit, 2002) ) and extends its application to hidden Markov models. We use a suboptimal decision rule which counts the number of times each output symbol appears, obtains the empirical (measured) frequency of each output symbol, and compares empirical frequencies against the expected frequencies in each of the two systems. The particular decision method that we use allows flexibility on how we store and process an observed sequence, as we are not interested in the specific order of output symbols but only on the number of appearances of each output symbol. We establish that the verification of the effectiveness of this rule is polynomial with respect to the number of states of the two HMMs. Specifically, we are able to discriminate between the two models using the suboptimal decision rule based on the empirical frequencies of output symbols, as long as the two systems are characterized, at steadystate, by different statistical properties for the occurrence of output symbols, which we refer to as stationary emission probabilities. Our theoretical analysis establishes an upper bound on the misclassification probability, which is described by a function that decreases exponentially with the length of the observation sequence (as long as the two systems are characterized, at steady-state, by different statistical properties for the stationary emission probabilities).
The paper is organized as follows. Section 2 introduces the HMM model under consideration, as well as needed concepts and notation. Sections 3 and 4 introduce the new bound on the probability of misclassification between the two HMM models based on the empirical frequencies of output symbols. Section 5 describes necessary conditions that lead to an upper bound that tends to zero as the length of the observation sequence goes to infinity. Section 6 summarizes the contribution of this work and briefly discusses possible future extensions.
NOTATION AND BACKGROUND

Definition 1. (HMM Model
). An HMM is described by a fivetuple S = (Q, E, ∆, Λ, π 0 ), where Q = {q 1 , q 2 , ..., q |Q| } is the finite set of states; E = {e 1 , e 2 , ..., e |E| } is the finite set of outputs; ∆ : Q × Q → [0 1] captures the state transition probabilities; Λ : Q × E × Q → [0 1] captures the output probabilities associated with transitions; and π 0 is the initial state probability distribution vector. Specifically, for q, q ∈ Q and σ ∈ E, the output probabilities associated with transitions are given by
, and the state transition probabilities are given by
) is the state (output/observation) of the HMM at time step t. The output function Λ(q, σ, q ) describes the conditional probability of observing the output σ associated with the transition to state q from state q. The state transition function needs to satisfy
and also
Definition 2. (Markov chain). For any HMM model S = (Q, E, ∆, Λ, π 0 ), there exists an associated Markov chain M C = (Q, ∆, π 0 ), where Q = {q 1 , q 2 , ..., q |Q| } is the finite set of states; ∆ : Q × Q → [0 1] captures the state transition probabilities; and π 0 is the initial state probability distribution vector. We also denote the Markov chain by M C = (Q, A, π 0 ) where A is a |Q| × |Q| matrix such that A(k, j) = ∆(q j , q k ).
Given an HMM model S = (Q, E, ∆, Λ, π 0 ), we also define for notational convenience the |Q| × |Q| matrix A σ , associated with output σ ∈ E, as follows: the (k, j) th entry of A σ captures the probability of a transition from state q j to state q k that produces output σ, i.e., A σ (k, j) = Λ(q j , σ, q k ). Note that A = σ∈E A σ is a column stochastic matrix whose (k, j) th entry denotes the probability of taking a transition from state q j to state q k , without regard to the output produced, i.e., A is the transition matrix of the Markov chain M C = (Q, A, π 0 ) that corresponds to the given HMM S = (Q, E, ∆, Λ, π 0 ). Next we recall the definitions of irreducibility and aperiodicity properties of Markov chains, which are needed later in this paper. Remark 3. If π[t] is the |Q|-dimensional vector whose jth entry denotes the probability of being in state q j after t observations, then we have
Definition 4. (Seneta, 2006; Cassandras and Lafortune, 1999) (Irreducible or strongly connected Markov chain). A Markov chain M C = (Q, A, π 0 ) is irreducible if for all q, q ∈ Q, there exists some n ∈ N such that A n (q , q) > 0. Equivalently ∀q ∈ Q, q is reachable from any other state q ∈ Q. In such case, we say that the graph corresponding to M C is strongly connected. Definition 5. (Seneta, 2006; Cassandras and Lafortune, 1999) (Periodicity of Markov chains). A state q i ∈ Q of a Markov chain M C = (Q, A, π 0 ) is said to be periodic if the greatest common divisor d of the set {n > 0 : Given an HMM S = (Q, E, ∆, Λ, π 0 ) the stationary emission probability π (j) e (e i ), ∀e i ∈ E, can be expressed as
where R |Q| is the |Q|-dimensional row vector with ones in all entries (and × denotes matrix-matrix or matrix-vector multiplication).
Note that the stationary state probability vector for an HMM S is the same as the stationary state probability vector of its associated Markov chain M C = (Q, A, π 0 ).
Optimal Decision Rule (MAP Rule)
Suppose that we are given two HMMs, captured by
0 ), with prior probabilities for each model given by P 1 and P 2 = 1 − P 1 , respectively. Given
, for the two HMMs, we define for notational convenience E = E (1) ∪ E (2) with E = {e 1 , e 2 , ..., e |E| }, and let A (j) ei be the transition matrix for S (j) , j = {1, 2}, under the output symbol e i ∈ E. We set A
, with y[t] ∈ E, that is generated by one of the two underlying HMMs, the classifier that minimizes the probability of error needs to implement the maximum a posteriori probability (MAP) rule. Specifically, the MAP classifier compares
and decides in favor of S (1) (S (2) ) if the left (right) quantity is larger. When we decide in favor of one or the other model, we incur a probability of error proportional to the probability of the model that was not selected; with some algebra, it can be shown that P (error,
, at least one symbol e i is unique to S (1) (i.e., e i ∈ E − E (2) ) or to S (2) (i.e., e i ∈ E − E (1) ), and if we happen to observe e i (i.e. y[t] = e i , for some t) then we will choose the model with nonzero probability of error and will make an error with zero probability. More generally, however, the probability of error will not be zero.
Probability of Misclassification between HMMs
To calculate the a priori probability of error before any sequence of observations of length n is observed, we need to consider all possible observation sequences of length n, so that
where E n is the set of all sequences of length n with outputs from E. We arbitrarily index each of the
n }, and use
. Note that some of these sequences may have zero probability under one of the two models (or even both models). The probability of misclassification between the two systems, after n steps, can then be expressed as
We can calculate P
) with an iterative algorithm, a detailed description of which can be found in (Athanasopoulou and Hadjicostis, 2008; Fu, 1982) . Specifically, given sequence Y
0 , which is essentially a vector whose k th entry captures the probability of reaching state q k ∈ Q (j) while generating the sequence of outputs Y n 1 (i.e., ρ
If we sum up the entries of
Utilizing the above algorithm, we can certainly compute the probability of error at n by explicitly calculating P j · P (j) i for each sequence Y (i). The obvious problem with this approach is that it has to enumerate all d n sequences.
Example 9. Suppose we are given the two HMMs
0 ) and
0 ) shown in Fig. 1 , with
β are as follows: If the sequence Y ( ) = βαβα is observed, we have
4 (k) = 0.0625, where ρ
0 , and
4 (k) = 0.0187, where ρ
0 . Thus, the probability of error between the two models when this specific sequence is observed is P (error, Y ( )) = 0.0094 (i.e., S
(1) will be selected and P (error, Y ( )) = P 2 · P (2) ).
EMPIRICAL RULE AND UPPER BOUND ON THE PROBABILITY OF ERROR
Definition 10. (Fraction of times event e i appears (m n (e i ))). Suppose we are given an observation sequence of length n
where
In other words, m n (e i ) is the fraction of times event e i appears in observation sequence Y n 1 . Definition 11. (Distance in variation d V (v, v ) between two probability vectors v, v ). The distance in variation (Dembo and Zeitouni, 1998) between two |E|-dimensional probability vectors v, v is defined as
where v(j) (v (j)) is the jth entry of vector v (v ).
Let the stationary emission probabilities for HMM S (1) (S (2) ) be denoted by the |E|-dimensional vector π
(1)
e |E| ] (respectively by π
e |E| ] ). Then, we have
Definition 12. (Empirical Rule). Given two irreducible and aperiodic HMMs S
(1) and S (2) and a sequence of observa-
, we perform classification using the following suboptimal rule. We first compute m n = [m n (e 1 ), m n (e 2 ), · · · , m n (e |E| )] as in Definition 10. We then
e , j ∈ {1, 2}, is the stationary emission probability vector for S (j) , and compare
We decide in favor of S (1) (S (2) ) if the right (left) quantity is larger. Remark 13. The empirical rule is a suboptimal rule, which means that even if we compute exactly the probability of error using the empirical rule, this remains an upper bound on the probability of error using the optimal rule (in Section 2.1). In subsequent sections of this paper we obtain a bound on the probability of error using the empirical rule. This bound generally is not tight. Remark 14. Using empirical rule has some advantages over the optimal rule. In Section 5 we provide necessary and sufficient conditions for a bound on the probability of error using the empirical rule to be asymptotically tight. These conditions can be verified with low computational complexity (polynomial complexity). Another advantage is that the system needs to keep only the number of events that are observed and not the whole observation sequence. This can lead to lower memory requirements for the system.
The following theorem is discussed thoroughly in subsequent sections of this paper. Theorem 15. (Upper bound on probability of error using the empirical rule). Consider classification among two HMMs
is the stationary emission probability vector for HMM S (j) , see Definition 8), then we can find a function F (n) (defined in Eqs. (6) and (7)) that is exponentially decreasing in the number of steps n such that P (Error after n observations using the empirical rule) ≤ F (n) .
(5) Example 16. We apply the above empirical rule to the two HMM models S
(1) and S (2) in Fig. 1 . First, we compute
e ) = 0.2031. Then, we compute the bound on the probability of error, which is exponentially decreasing and described by F (n) = K × e −an , with K = 1.4574, a = 0.002347. Notice that in this example the bound is not useful for n ≤ 1500.
BOUND ON THE PROBABILITY OF MISCLASSIFICATION
In this section we discuss and prove Theorem 15. First we define a function of the states of the underlying Markov chain of the two HMMs S (1) and S (2) , that counts the occurrences of each event e i ∈ E, with which we arrive at that state. This is not necessarily possible in S (j) , j ∈ {1, 2}, because in general we can reach a state via different events. The reason we need to define a function of the states is so that we can analyze the empirical rule (Definition 12) and using existing techniques for Markov chain analysis. Therefore, Section 4.1 introduces new enhanced models S
(1) and S (2) in which each state can be reached with a single (specific) event. We then prove that the stationary emission probabilities for S (j) and S (j) for j ∈ {1, 2} are equal and we show how to obtain the upper bound on the probability of error in Theorem 15. Some proofs are omitted due to limited space.
Enhanced HMM Model
In our analysis we will deal with classification between two competing HMM models. First, we obtain, for each of the given HMMs, an enhanced construction that allows us to discriminate the transition to the same state but via different events. We prove that our enhanced construction inherits the properties of irreducibility and aperiodicity (the two conditions needed to apply Theorem 15) from the corresponding original HMM. The two enhanced HMM models are denoted by
The enhanced construction creates replicas of each state, depending on the event via which one reaches this state. Thus, for each state q h ∈ Q (j) , we create states q h,ei ∈ Q (j) , e i ∈ E, to represent that we reach state q h ∈ Q (j) under the output symbol e i .
Clearly, we end up with at most | Q (j) | = |Q| × |E| states.
The following discussion applies to each original HMM and its enhanced model (we drop j, j ∈ {1, 2}, to simplify notation).
In the state probability vectors π[k], π[t], where t is the current state epoch, states are indexed in the order shown below
The matrix A ei , e i ∈ E, satisfies A ei (q h,ei , q h,e i ) = A ei (q h , q h ), ∀e i ∈ E and ∀q h , q h ∈ Q (zero otherwise). We also have for e i ∈ E and q h,ei , q h,e i ∈ Q, Λ(q h,e i , e i , q h,ei ) = A ei (q h,ei , e i , q h,e i ) (zero otherwise). We observe that matrix ei for the enhanced model S (j) can be written as
Example 1 (continued) We create the enhanced HMM models S (1) (shown in Fig. 2 ) and S (2) for S (1) and S (2) respectively (shown in Fig. 1 ). We note that the underlying state transition matrix, for each enhanced model, is irreducible and aperiodic (as we will see S (j) will be irreducible and aperiodic as long as S (j) is irreducible and aperiodic). The corresponding 
, with an underlying irreducible and aperiodic finite-state Markov chain with |E| events and transition matrix A (j) . Assuming the Markov chains that correspond to the enhanced models S (j) , j = 1, 2, are irreducible and aperiodic, we denote their stationary distributions by π (j) > 0 and stationary emission distribution for events e i ∈ E as π
Using the enhanced models ( S (1) and S (2) ) for each e i ∈ E, we define the indicator functions f ei (q h,ej ), ∀q h,ej ∈ Q, as
f ei (q[t]), i.e., the |E|-dimensional vector m n = [m n (e 1 ), m n (e 2 ), ..., m n (e |E| )] denotes the empirical frequencies with which each event appears in the given observation window of length n. Let M j , be the smallest
Upper Bound on the Probability of Error
Given two HMMs S (1) and S (2) (each irreducible and aperiodic), we construct the corresponding enhanced HMM models ( S (1) , S (2) ) with underlying irreducible and aperiodic
) , π 0 (2) ) (i.e., this means that A (1) and A (2) are primitive matrices). Suppose we have
e ) > 0 2 . Then, if we apply the empirical rule and use Hoeffding's inequality (Definition 17), we obtain the upper bound on the probability of error using the empirical rule (see Theorem 15) where F (n) is given by
The proof is omitted due to limited space.
NECESSARY AND SUFFICIENT CONDITIONS TO OBTAIN UPPER BOUND THAT TENDS TO ZERO USING EMPIRICAL RULE
The suboptimal rule provides us with a bound on the probability of error that decreases exponentially with n iff
e ) > 0. This requires at least one (actually two) e i ∈ E, such that
e (e i ) = π and is a condition that can be easily checked.
An interesting extension of the proposed empirical rule, is to consider the empirical frequencies of events in E k , i.e., all possible sequences of output symbols e j ∈ E, of length k. The verification of conditions in this case is more complicated, but one can verify (with polynomial complexity) whether the resulting bound on the probability of error will tend to zero exponentially with the length of the sequence.
k , where e[j] ∈ E. We can compute the stationary probability π
We need to find a way to easily compare all possible π (j) e (e k,i ) ∈ E k , for any given k. We can relate this problem to that of probabilistic equivalence between two probabilistic automata 3 (Tzeng, 1989) . Suppose (for simplicity) that the initial distribution for the two HMMs (S (1) and S (2) ) is the steady-state distribution. Then, the possible generated observation sequences are simply all event sequences e k,i ∈ E k , for the given k. These sequences are described by a probability which is identical to the stationary emission probability π (j) e (e k,i ). Thus, we can always apply the proposed empirical rule iff there exists at least one e k,i ∈ E k which is generated with different probabilities from the two HMMs. This can be verified by applying the probabilistic equivalence algorithm in (Tzeng, 1989) , which runs in polynomial time. Another interesting feature of this algorithm is that, if the two systems are not probabilistically equivalent, it outputs a specific event sequence, which is generated with different probability for the two probabilistic automata (HMMs in our case); the length of this sequence is always less than Q
(1) + Q (2) − 1.
CONCLUSION
In this work we obtained a bound on the probability of misclassification between two HMMs based on a sequence of observations. We used a decision rule (empirical rule) that relies on the frequencies with which output symbols are observed. We established necessary and sufficient conditions under which this rule provides us with an upper bound that tends to zero exponentially with the length of the observation sequence. An open problem is to bridge the difference between the optimal MAP rule and the rule analyzed here. One way to accomplish this is to explicitly state the necessary and sufficient conditions under which the probability of misclassification tends to zero. Many applications that depend on classification could potentially benefit from our approach, including decision making and fault diagnosis in distributed systems. A possible extension of the work is the application of the empirical rule in the classification problem for more than two hidden Markov models.
