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Preface 
Over the past decades, much attention has been paid to the use of preconditioned 
iterative methods for the solution of self-adjoint elliptic boundary value problems. 
A thorough investigation has shown that these iterative methods are eminently 
applicable for the solution of most frequently occurring elliptic problems. How-
ever, elliptic boundaiy value problems are relatively simple, and the increase of 
the computational capacity of the large computer mainframes nowadays creates a 
growing need to investigate more complex physical problems, such as those found 
in the oil recovery, airplane and semiconductor industry. As there is a growing de-
mand for the investigation of these - often time-dependent - physical problems, 
the study of the behaviour of iterative methods for this type of problems becomes 
of interest. In view of this development, this thesis considers the use of such meth-
ods for the global finite element technique applied to initial value problems. This 
application, recently shown to be one of a growing interest, has been far less stud-
ied so far, the cause being undoubtedly the complexity entailed by non self-adjoint 
differential equations, which can for instance give rise to a solution with layers 
moving in time. 
In general, the performance of iterative methods for the solution of non-linear 
time-dependent partial differential equations depends strongly on the applied dis-
cretization technique, since this technique determines the subsequent systems 
of equations to be solved. If the discretization technique is by a finite element 
method, the following discretization degrees of freedom can be distinguished. 
• The construction and refinement of a computational grid covering the 
computational domain. 
• The type of finite elements and associated basis representing the approx-
imate solution on this grid. 
• The non-linear solution method to linearize either the partial differential 
equation or the related system of equations. 
• The type of- preconditioned iterative - solution method for the solution 
of the resulting assembled systems of linear equations. 
flach of these points will influence the behaviour of the iterative solution method 
since it influences the coefficient matrix of the system of equations as well as 
the coefficient matrix of the preconditioner. For many physical non-linear time-
dependent problems the total computational solution time involved is dominated 
by the construction of a suitable computational grid and the assembly of the re-
sulting linearized system of equations. Therefore, even iterative methods of opti-
mal complexity, i.e., with a number of arithmetic operations proportional to the 
degrees of freedom, may not lead to effective overall solution methods. In order 
to overcome this problem, one may integrate the grid construction, matrix and 
preconditioner assembly and iterative method into a non-linear iterative solu-
tion method. Alternatively, one can try to optimize the separate discretization 
parameters and study the behaviour of preconditioned iterative methods for lin­
ear systems of equations separately, using iterative methods to be found in the 
literature. 
In order to gain insight in the behaviour of the types of linear iterative 
solution methods for the discretization parameters to be proposed, the latter ap­
proach of separate analysis has been followed in this thesis. This will hopefully 
contribute to the construction of effective iterative solution methods in the fu­
ture. 
To solve the non-linear time-dependent equations, a continuous global time-space 
finite element discretization technique will be examined. This technique uses a 
finite element approximation in time and space simultaneously, for a relatively 
large time-period (tj_\,tj], called time-slab. The technique is called continuous 
since the approximate solution on t = tj will be taken to be an initial value for 
the solution to be approximated on the next time-slab (ί,,ί,+ ι], leading to a fi­
nite element solution in time-space which is continuous throughout the whole 
computational domain. This is in contrast to the so-called discontinuous global 
time-space finite element techniques which are said to be discontinuous since the 
solution on each next time-slab only approximately satisfies the initial value pro­
vided on the previous time-slab at t = tj. This allows the approximated solution 
on the computational domain to be - slightly - discontinuous at the interfaces 
between time-slabs. The advantage of the latter methods is the possibility to ad­
just the computational grid at the interface of two time-slabs, but as it turns out 
to be fairly easy to use locally refined grids in two and three space dimensions 
(see chapter 5 and Bänsch [12]), this becomes less important. Early work on the 
discontinuous methods in time-space can be found in Hulme [15] for ordinary dif-
ferential equations, and in Jamet [16] for parabolic problems. More recent pub-
lications can be found in Johnson [17], [18], Aziz and Monk [9] and Layton and 
Maubach [19]. For publications concerning the continuous time-slabbing tech-
nique see Axelsson and Maubach [5], [6], of which a summaiy can be found in 
chapters 1-4 . 
In order to obtain an accurate approximate solution on a given time-slab - as 
pointed out before, the solution of the differential equation may have layers mov-
ing in time - a coarse initial computational grid of simplices covering the time-
space domain has to be provided (simplex in two and three space dimensions 
stands for triangle resp. tetrahedron). Considering problems with one space and 
one time dimension, a two-dimensional computational grid is constructed from 
a coarse initial computational grid with the use of local newest vertex bisection 
refinement as shown in Mitchell [20] or Sewell [21]. In the three-dimensional 
case, i.e., two space dimensions combined with the time dimension, analogous 
refinement methods exist, as is shown by [12]. Contrary to the two-dimensional 
regular refinement method of a triangle into four congruent children, see for in-
xi 
stance Deuflhard and Leinen [14], this newest vertex bisection grid refinement 
technique has rarely been examined and/or applied before and is therefore inves-
tigated in detail in chapter 5. The approximate finite element solution on a given 
time-slab will be represented either on a standard nodal finite element basis, as 
explained in Axelsson and Barker [3], or on a hierarchical finite element basis as 
in Yserentant [24]. 
First, this bisection refinement turns out to be simple to analyze and 
effective, i.e, the computational time involved to track and refine along moving 
layers is relatively small compared to the computational time used by the linear 
iterative solver for the solution of the systems of equations. Further, as the bi-
section refinement technique is rather simple, a sparsity pattern analysis of the 
resulting matrix can be given (see section 5.5), leading to a finite element row-
wise ordered matrix storage method, different from the classical row-wise ordered 
matrix storage method to be found in [3] or in Bank and Smith [11]. This enables 
numerical tests with matrices explicitly represented on a hierarchical finite el-
ement basis, contrary to results in Bank et. al. in [10], where the hierarchical 
matrix is never assembled. Such tests exploiting classical preconditioning tech-
niques for an hierarchical basis, to the best knowledge of the author, have never 
been published in the literature before. 
Furthermore, related to the new matrix storage method, the finite di-
mensional vector representation to be used for the approximate solution is also 
non-standard. Contrary to classical grid point numbering strategies, where one 
tries to optimize the bandwidth of the resulting matrix (see [3]), in this thesis 
the points are numbered such that the numbering reflects the level of local re-
finement applied to create them, as explained in chapter 5. Since the numbering 
of the grid points does not change the resulting finite element basis, it does not 
influence the rate of convergence of unpreconditioned iterative methods as this 
rate is only determined by the eigenvalues of the matrix. However, if one uses in-
complete Gaussian factorization ILU for the construction of an accelerating pre-
condì tioner, the spectrum of eigenvalues of the preconditioner will depend on this 
numbering due to the incomplete nature of the factorization and thus influence 
the rate of convergence of the accelerated iterative solution method. 
After the determination of the grid and the local refinement technique, the finite 
element basis functions to be used for the solution on one time-slab are taken to 
be of the exponentially weighted type as in chapter 2 and/or the upwind Petrov-
Galerkin type as in chapter 3. This choice has no influence on the matrix storage 
or sparsity pattern analysis referred to above. The weighing or upwind version of 
the standard nodal or hierarchical basis functions is used since this yields better 
results on coarser grids. For the relatively recent continuous global time-space 
finite element discretization this is shown by discretization error estimates for a 
variety of physically interesting classes of problems in the first chapters of this 
thesis. Although most discretization error estimates are valid for finite element 
basis functions of arbitrary high polynomial degree, only the linear case, and in 
xii 
chapter 7 the quadratic case, is considered in the numerical tests presented. 
For the linearization of the partial differential equation on a certain time-slab the 
damped inexact Newton algorithm as presented in [13] is used. One can follow two 
lines of analysis. One possibility is to use the finite element method directly for the 
discretization of the time-dependent non-linear differential equation, resulting 
in a non-linear algebraic equation, which can be solved by the damped inexact 
Newton algorithm. This approach has been followed in some of the numerical 
tests in the first chapters where the initial coarse grid was refined prior to the 
application of the non-linear Newton method. 
Alternatively, one can use the Newton method to construct a sequence 
of linear partial differential equations, to be solved by a finite element method, 
but not necessarily on identical grids. Using this approach one can combine the 
Newton method with adaptive refinement of the grid until the desired accuracy is 
obtained. This approach has been used in chapter 5. 
The use of a Newton-like non-linear solution algorithm requires the as-
sembly of the Jacobian matrix, involving the computation of derivatives. As will 
be shown for all special but frequently occurring cases to be presented, this as-
sembly is relatively easy and turns out to be not much more expensive than the 
computation of the gradient. It was often considered to be an expensive task, see 
e.g. [7] where the Jacobian matrix is only updated in regions where the solution 
varies relatively much. Chapter 7 demonstrates that for the cases to be consid-
ered in this chapter there is no reason to avoid the updating and assembly of the 
Jacobian matrix. 
Finally, the iterative methods are presented in the last chapter. Most of them can 
be found in [1], [2], [3], [22] and [23]. They are well known and have been tested 
thoroughly in the literature for non self-adjoint static problems. Several numeri-
cal tests in this thesis demonstrate their performance for the systems of equations 
emanating from the continuous global time-space finite element technique, show-
ing their applicability also to this type of initial value problem. All tests involve 
an acceleration by a preconditioner obtained by an incomplete Gaussian factor-
ization, and are therefore influenced by the grid point numbering as determined 
by the local grid refinement technique used. It should be noted that this type of 
Gaussian preconditioning is probably far from optimal. For elliptic self-adjoint 
boundaiy value problems on regular grids there exist optimal order algebraic 
multi-level iterative solution methods (see e.g. [4] or [8]) which can in certain 
cases be extended to grids obtained by the local bisection refinement proposed, 
as is shown in chapter 6. The construction of optimal order iterative methods for 
the non self-adjoint type of problems examined in this thesis still remains an open 
problem. 
The remainder of this thesis is organized as follows. Chapter 1 introduces the 
classes of partial differential equations to be considered, defines the notations to 
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be used in the sequel and presents the continuous global time-space finite ele-
ment solution method. It is shown that this method, which is related to a Petrov-
Galerkin variational formulation, leads to a global discretization error bounded 
by the maximum local discretization errors over all time-slabs. The solution of 
the differential equation per slab and the applicability of the theory presented is 
demonstrated with the use of a simple example differential equation, for which 
an estimate for the local discretization errors is provided. Next, chapter 2 de-
fines the continuous global time-space finite element discretization method for 
time-dependent problems in one space dimension and provides discretization er-
ror estimates in order to show that the local discretization errors are relatively 
easy to control. An extension of the presented theory to the multi-dimensional 
Petrov Galerkin streamline upwind case, is considered in chapter 3. At the end of 
this chapter a brief discussion concerning the applicability of global finite element 
techniques to more general cases can be found. Then, after the first chapters deal-
ing with a single partial differential equation, chapter 4 introduces the continuous 
and discontinuous time-slabbing technique for the time-dependent Stokes system 
of partial differential equations. Local discretization error estimates are provided 
and the inf-sup condition related to the global time-space finite element solution 
is studied in detail. 
Chapter 5 investigates the finite element basis used in all preceeding 
chapters in relation with the underlying grid geometry and refinement. The local 
grid bisection refinement is studied in detail, the sparsity patterns of the result-
ing - hierarchical - matrices are investigated and a solution algorithm, combining 
the grid refinement method and the non-linear Newton solution method, is pro-
vided. As the grid refinement method proposed leads to level structured matrices, 
optimal order algebraic multi-level iterative solution methods for certain locally 
refined grids are considered in chapter 6. 
The Jacobian matrix underlies all error estimates in the first chapters 
and is needed for the non-linear Newton solution method. The factorization of 
this matrix is studied in chapter 7, investigated are the properties of the quadra-
ture rules used for the computation of its entries. Finally, the damped inexact 
Newton algorithm together with the iterative methods are presented in chap-
ter 8. Studied is the solution of the linearized systems of equations taking into 
account the stopping criterion, the Jacobian matrix assembly and its precondi-
tioning. The iterative solution methods presented are the basis for all numerical 
tests presented in this thesis. 
All chapters are related to reports which are published, to appear, submitted or 
in preparation. Every chapter will be accompanied by information, explaining to 
which reports its sections are related. Some of them contain additional unpub-
lished sections explaining the basic principles underlying the theory presented. 
To avoid overlap, some - parts of- sections have been deleted, under reference 
to an earlier chapter, and cross references have been added. The number of nu-
merical tests has been reduced by replacing the original - published - tests by 
xiv 
new ones. Further; in order to enable a more uniform presentation, some nota­
tions originally used in the reports have been adjusted. However, different fields 
in physics prefer their own notation for the diffusion tensor, to be introduced in 
chapter 1. In order to adapt to conventional notational rules the tensor will be 
denoted as follows. 
• Related to the Stokes and Navier-Stokes equation, the diffusion tensor, 
being the inverse of the Reynolds number, is denoted by i/. 
• Related to potential flow theory, it will denoted by p, the non-linear po­
tential flow density. 
• Applied to potential electromagnetic problems, the tensor, referring to 
the electromagnetic reluctivity, is denoted by іл 
• It is denoted by e in the case of a singular perturbed parabolic equation. 
Finally, for static differential equations, the domain of definition will always be 
denoted by Ω, throughout all chapters. If the problem is time-dependent, then Ω 
will denote the space domain and Q will denote the time-space domain in order to 
avoid confusion. Without regard of the time-dependency, the grid is denoted by Q 
and all definitions related to the grid and the finite element basis defined thereon 
are with the use of calligraphic characters. 
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The global time-space 
finite element method 
The abetract and all Mctions except the added Mctiona 
on variational formulation· and finite element discretization* 
are part of: Axelooon O. and Maubach, J., Stability and high order 
approximation of monotone evolution equation· valid 
for unbounded time by continuou· time-elabbing methode, 
Internal report of the Supercomputer Computation· 
Research Institute, Florida State University, Tallahassee, 
U.S-A. 1990, submitted to SIAM Journal on Numerical Analysis. 
Abstract 
Using amazingly straightforward and short proofs it is shown that stability for 
unbounded time and arbitrary high order discretization errors for evolution equa-
tions with strongly monotone operators, such as arise for non-linear parabolic 
problems, can be achieved using time-slabbing. 
Within each time-slab one for instance can use finite elements in the 
time-space domain. The advantage of doing so is that for problems with layers 
(boundary or interior) one can easily obtain a certain order of the quality of 
approximation, using an order of magnitude fewer degrees of freedom than is 
needed for classical time-stepping methods, possibly using moving grids. 
Keywords: Initial value problems, Finite elements, Error bounds, Grid genera-
tion and refinement, Stokes equation 
AMS(MOS) subject classifications: 65L05, 65M15, 65M50,65M60 
2 The global time-apace 
1.1 Introduction 
When solving semidiscretized evolution equations for non-linear partial differen­
tial equations using standard time-stepping methods, it turns out to be difficult to 
achieve a high order of approximation in both time and space. The reason for this 
is that because of the stiffness of the problems a severe reduction of the order of 
approximation, obtainable for non-stiff problems, can occur (for details, see [17] 
and [28], for instance). Furthermore, classical theories for ordinary differential 
equations are not applicable because the order of the systems and the stiffness of 
the problem for semidiscretized evolution problems increases with some power 
of h~ ' where h is the stepsize parameter in space. 
For some results for lower (second) order time-stepping methods, see [3], 
[6] and [24]. In [6] and [24] it was shown that using the so called e-method with 
proper values of Θ, error estimates of up to second order of approximations are 
valid for unbounded time and infinitely stiff problems, if the operator satisfies 
the strong monotonicity condition to be presented in section 1.2. Also see [12] 
and [13], where it is shown that one can obtain higher than second order B-
convergence for certain classes of problems. 
In recent years much attention has been paid to moving finite element 
methods. In these, the grid is adjusted in space at every time-step to resolve steep 
gradients in the space variables of the solutions better, but the time-step itself is 
taken constant for the whole space domain. This means that the time-step must 
be chosen as small as the steepest gradients in time require for their solutions but 
this time-step may be far too small for the part of the domain where the solution 
is smooth. As has been indicated in [25], there is also a danger of overlooking long 
range effects of small eddies (circular currents), corresponding to high frequency 
components in such methods. 
It is shown that by a time-slabbing method, i.e., a method where one 
recursively solves the evolution equation in a time-space domain (called slab) with 
fixed size, using finite element methods in time-space, one can resolve the solution 
where it has layers, i.e., steep gradients, more efficiently, namely with an order of 
magnitude fewer degrees of freedom than for the classical time-stepping method. 
In addition, it is shown that this method is stable and that the error esti­
mates remain bounded for all times for strongly monotone evolution equations -
which can be infinitely stiff- and depend only on the local errors at each time-slab. 
Using finite elements of arbitrarily high order, for instance ар-method, one also 
gets discretization error estimates in time-space of arbitrary high order. The dis­
advantage with the time-space finite element method is that one needs elements 
in a space of one dimension more than for the space variable of the evolution 
problem. However, as has recently been shown in [2] and [11], there now exist 
solution methods using a multi-level structure of the matrix for which the com­
putational complexity is optimal - or suboptimal by a factor log h - that is, the 
number of required arithmetic operations is proportional, or nearly proportional, 
to the degrees of freedom. This means that method to be presented, which is of the 
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implicit type, acts essentially as an explicit method as far as the computational 
complexity per time-step is concerned. 
The method to be presented steps forward from one time-slab to the next 
in a continuous manneç i.e., simply by using the values at a time tj computed 
for the time-slab (ί,·_ ι, tß, as a Dirichlet boundary condition for the next time-
slab (*,·,(,+ J. 
Methods which use time-slabbing techniques but based on a discontinu-
ous stepping method, i.e., which allow for - small - discontinuities of the func-
tion values at the interface between two time-slabs, have been considered in [21] 
and [23]. The advantage of the continuous time-slabbing method presented here 
over these earlier methods is, that it enables the use of standard finite element 
packages for convection diffusion equations and in addition is simpler to imple-
ment and to analyze. Global error control is provided for, simply by controlling 
the local errors for each time-slab. This can for instance be done using an adap-
tive grid refinement method, with hierarchical basis functions. By creating hier-
archically defined growing finite element spaces for each time-slab one can solve 
problems with various scales of physical details. The continuous method was first 
presented for a special application in [9] and [10]. In the present chapter more 
general proofs will be presented and applied for evolution equations. 
The remainder of the chapter is organized as follows. In section 1.2, the 
type of evolution problems to be considered is introduced, after which in sec-
tion 1.3 the variational formulation of the time-slabbing method is presented. In 
section 1.4 the stability of the method is shown and, after section 1.5 on finite 
element basis functions, discretization error estimates are derived in section 1.6. 
In the last section some conclusions are drawn. 
1.2 A class of stable evolution problems 
There are two general classes of evolution problems - see (1.2.4) - that are poten-
tial candidates for the efficient application of the time-slabbing method. In order 
to introduce them, let Ω С Hf be an open bounded connected domain, defining 
the time-space domain Q = Ω χ (Ο,οο) as is shown in fig. 1.2. Then, let for an 
open and bounded set X С Π?", m>l,X stand for its topological closure, (У(Х) 
denote the set of ρ times continuously partial differentiable functions u:X >-> 
Ш, and С(Х) с (У(Х) be the subset of those functions for which all the par­
tial derivatives can be extended continuously to the boundary dX of X. Further, 
let C0(.X) denote the set of continuous functions on a set X and let the partial 
derivatives of a vectorial function и on Ω be defined by Vu = [ щ,..., Vu„] r 
with 
^
ui=[¿u·' ¿-y and 
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Throughout this section V will denote the gradient in the space directions only. 
In the case of possible confusion, this gradient will be denoted by V_
x
. 
Related to the evolution equations, for given 0 < tj_i < tj boundary 
conditions u
e
 will be prescribed on the cylinder surface Г
е
 = {(χ, t) G IR?+I:x e 
dû At e [tj_ ι, iß} and an initial value UQ will be given at the bottom boundary 
Γι = {(*,*) G Π?**1:* € Ω Λί = ί,·_ι}. Неге θΩ stands for the boundary of the 
space domain, which is assumed to be smooth (see [27] or [1]). Finally, let Го = 
ΓιυΓ,. and define for 0 < tj < oo the top boundary Гз = {Or, t) G Q:X G ΩΛί = ί,}. 
Boundary conditions on Γι will be denoted by UQ, on the cylinder surface by u
c
, 
and on the union of the latter two by γ = (UQ, UC). 
In the sequel, unlike usual, С (Ci) χ C((tj_i,tjì) denotes the set of func-
tions on the time-space domain Ω χ ((,-_ ι, tj] which are ρ times continuously partial 
differentiable in the directions of the domain Ω and q times in the time direction. 
The first class of problems can be described by the nonstationaiy Ladyzhenskaya 
model for incompressible viscous flow 
V-it = 0 in Q (1.2.1) 
u(x,t)=u
c
(t) atr
c 
u(*,0)= uo(x) atTi. 
Here _ 
• the solution u,p is such that и =_[ui,....u„] r, withui,. ."η € C0(Q)n 
{02(Ω) χ 04(0, oo))} andjí G C0(Q) η {Ο'ίΩ) χ ^((Ο, οο))}. 
• the initial value function UQ, Dirichlet boundary conditions u
c
 and source 
function f are η-dimensional vectorial functions. 
• the diffusion tensor ε is a function of u. 
€(и) = €о + еі| в Г 2 , (1.2.2) 
where 2 < q < 4, eo > 0 and 11 > 0. 
The nonstationaiy Ladyzhenskaya model for incompressible viscous flow reduces 
for ci = 0 to the Nauier-Stokes equation, and if in addition the non-linear con­
vection term is neglected, the equation reduces to the Stokes equation. A finite 
element approximation method for this problem (see section 1.5) was recently 
studied in [16]. 
The second class is the class of non-linear convection-diffusion problems described 
by the equation 
u(x,t)=u
e
(t) atr
c
 U i S d ; 
ы(*,0)= uo(*) atTi. 
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In this case _ 
• the scalar solution и e C0(Q) η {02(Ω) χ 04(0, οο))}. 
• the diffusion tensor e(u), which is given by 
0<f(u) = t(*,i> lVu|2)<oo, 
can be non-linear and time-dependent. 
• the absolute value of the flow field b =Ь(х,і)ів bounded above in Q. 
The classes of differential equations defined above have a space-domain which 
does not vary with time. However, the theory to be presented is not restricted to 
such cases. It allows for space-domains vaiying with time, but in order to simplify 
notations it will be assumed that the boundary of the domain does not change with 
time. Also, without loss of generality, in order to simplify the presentation of the 
global time-space finite element method, only problems with Dirichlet boundary 
conditions will be studied. In the presence of Neumann boundary conditions at -
parts of- the cylinder Г
с
, the theory can be presented similarly. 
In order to show that the solutions of the problems above are stable let if be a 
reflexive Banach space and consider an evolution equation of the form 
d 
—и + G(u t) = 0 t > 0 dt y ' ' (1.2.4) 
u(0) = uo 
where uo € if, and the restriction to time t of the solution u, u(t) € Η for all t > 0. 
Here, by definition, the functionals 4т,0(-,і) are mappings Η ι-» Η', where Η' 
denotes the dual space of H. As Η is reflexive, there exists a Hilbert space L such 
that if is a continuous injection of L which is a continuous injection of if'. Let 
in L ( ·, · ) and || · || denote the inner product resp. associated norm, and let ( ·, · ) 
be the duality pairing on L' χ L. Clearly, this formulation includes the special 
case where G in (1.2.4) is a complex vectorial function of ordinary differential 
equations. 
In order to show the stability of the solutions of G, the following definitions are 
introduced. First, the function G( ·, t) is called an unbounded functional if 
||0<u,f)||-.oo for ||u||-+00 
for every time t > 0. Further, the functional G is said to be monotone if there 
exists a nonnegative continuous scalar function p: [0, oo) •-• IR such that 
(GO*, t) - G(v, t), и- )> p(t)\\u - υ f ν , , ^ ν , χ , . (1.2.5) 
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and G is called strongly monotone or dissipative in the case where in addition 
p(t)>po>0 Vt>o. 
Finally, G is called conservative (such as is the case for first order hyperbolic sys­
tems) if 
(G(u,t)-G(o,t),u-o) = 0 V^HVOO. (1-2.6) 
It can be seen (see [16]) that Ladyzhenskayas equation (1.2.1) under the appropri­
ate assumptions corresponds to an evolution equation with an unbounded mono­
tone operator. The same is valid for (1.2.3) under the appropriate conditions on 
the diffusion tensor and flow field. 
Now consider the stability properties of the functional G. If и and υ are two so­
lutions of (1.2.4) for different initial values, then 
¿ A ( U _ 0 i u _ ρ ) + ( G ( B , Í ) - G ( v , t ) , u - v ) = 0 ν,χ,, 
that is, by (1.2.5) 
dt 
which leads in turn to 
1 ( | | » - P|| 2) + 2p(/)||u - P||2 < 0 V(>o 
\\u(t) - v(t)\\ < exp (- J p(e)dei ||u(0) - v(0)|| V^o (1.2.7) 
since the solution of *< + 2p(t)x = c(t) for x(0) £ [0, oo) and c(i) < 0 is given by 
0 < x(t) = [«(0) + ƒ c(8)eaMds e -a(t) 
< ж(0)е-в ( / ) 
where a(e) = 2j^p(ç)dç. Hence, (1.2.4) is stable for monotone operators. If F is 
strongly monotone then this equation reduces to 
||u(f) - v(t)\\ < β-*·Ί|Β(0) - o(0)|| Vt>o, (1.2.8) 
so ||(u — v)(t)\\ i-> 0 as 11-> oo, which means that (1.2.4) is asymptotically stable. 
Finally, if G is conservative, then 
||u(f)-0(f)|| = ||tt(O)-iKO)|| ν,χ, 
according to equation (1.2.7). 
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1.3 A variational formulation 
In this section the variational formulation principle will be introduced. To this 
end some basic Sobolev space theory is presented and the gradient functional and 
its directional derivatives are defined. After an example of a strictly monotone 
functional G the global time-space variational formulation for this example is 
presented. 
To simplify the introduction of the variational formulation, assume that 
the problem under investigation concerns a scalar problem, i.e., и = u. Let for an 
open, bounded and connected set Ω С Ш", L (Ω) be the space of Lebesgue square 
integrable functions over Ω with associated inner product resp. norm given by 
(u,v) = f uvdx and ||u|| = (u.u)1/2, 
Jn 
where the integration stands for the Lebesgue integration. Let the Sobolev space 
Η
Ρ(Ω) be the closure in || · || norm of the set of C(h) (see e.g. [27]). As ΗΡ(Ω) is 
the closure of a set of functions which are continuously differentiable, associated 
to each function и e ΗΡ(Ω) exists a so-called trace function, the restriction of и to 
the boundary of the set dil. 
Most partial differential equations involve Dirichlet boundary conditions, 
prescribing the solutions trace at - part of- the boundary of the domain. There­
fore, let the Dirichlet boundary be denoted by Го С dû and define the associated 
set of functions 
Η£(Ω) = {и € Ηρ(Ω):ΐί = f at Γ0} (1.3.1) 
for a given trace f. By definition let Гц = díl — TQ be that part of the boundary 
•where Neumann boundary conditions, involving the first dérivâtes of the solution, 
are prescribed. 
The classical variational formulation solution method to obtain a solution of a 
differential equation can be seen as a method to find a minimum of an energy 
functional g: Η|(Ω) I-^  IR for a given trace 7. As an example look at the energy 
functional 
g(u) = I JjVuf dx 
defined for all u € Η|(Ω). In order to find a minimum и € Η^(Ω) of g look at the 
Gateaux directional derivative for all ν e Η (^Ω) defined by 
±g(u)=um±{g(u
 + çv)-g(u)} ( і з 2 ) 
where the derivative g'(и) is by definition required to be a linear functional on 
the space H¿№) for all u, and where the derivative value ofg'(u) in the direction 
8 The global time-apace 
of υ is denoted with the use of the duality pairing ( · , · ) : [Η^Ω)]' χ Η'(Ω) ь- IR. If 
the limit in (1.3.2) exists uniformly in υ then the functional g is said to be Fréchet 
differentiable. 
Clearly, the functional g attains a minimum in и G Η|(Ω) if the direc­
tional derivatives in all directions υ Ε ΗΟ(Ω) are equal to zero, where with the 
use of (1.3.2) 
(G(u),t;) = ƒ VuTVv dx (1.3.3) 
for all и € Η^(Ω), where G = g* is called the gradient of g. Analogous to the 
definition of the directional derivative of g, the derivative of G is defined by 
(¿Giu),.) =limi(G(a
 + Çl,)-G(U)lu) ( 1 J U ) 
=(G'(u)uM>). 
In this case, where G' is the second directional derivative of the energy func-
tional g, it is called the Hessian matrix. However, one can prove that there does 
not exist an energy functional corresponding to a 'gradient' functional G(u) if its 
derivative (G'(u)w, υ) is not symmetric in the arguments ν and w, an example of 
nonsymmetiy being 
{G'(u)w,υ) = / V_wTVv + bTVwv dx 
Jn 
for a non-zero flow field 6. In this case the functional G' is called the Jacobian 
matrix, i.e., the first derivative of G, but in the sequel G will be called gradient 
for the sake of simplicity, even if there exists no related energy function. 
Now finding the minimum of £ is related to finding the solution of: Find a func­
tion u € Η|(Ω) such that 
(О(
и
),і,) = 0 V^Hje». (1-3.6) 
A solution и € Ηΐ(Ω) Π С2(П) of this problem is also the solution of the related 
partial differential equation 
—Ди = 0 in Ω 
и = γ at rD = dû 
since, using a Green-Stokes partial integration lemma (see e.g. [7]), one has 
/ Vt^Vy dx = / -vAu dx 
Jn Jn 
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for all и 6 H¿(fi). A classical solution u £ С2(Ш of equation (1.3.6) is also a 
solution of (1.3.5), which is called the Galerkin variational formulation of (1.3.6). 
Note that there is less regularity required of a solution satisfying (1.3.5) than for 
a solution of (1.3.6). 
Now recall equation (1.2.4), and let H = Η1 (Ω), L = h2(Ω) where the associ­
ated norm, inner product and duality pairing are those related to Ιι2(Ω). Before 
introducing the global time-space variational formulation consider the example 
where Ω С IR" and the Laplace functional G( ·, /): Я κ-» H' in (1.2.4) for all func­
tions и G H is given by 
(G(u,t),v) = f ит dx „
€
я ν,χ,. 
Jn 
This functional is strongly monotone since for solutions u and υ of equation ( 1.2.4) 
and for ш = и — υ, with the use of a Green-Stokes partial integration lemma 
(G(u,t) - G(.v, t), и - υ) = f VwTYw ds 
Ja 
= / EH 2 d x - f wVwTnd8 
= / |Vw|2d*+ lw2ds 
w
2
 dx V(>o 
>c / ι 
Jn 
for some positive scalare, independent of u, ν and t > 0. Here, boundary integrals 
can be deleted and added since for solutions u, ν clearly u — ν = 0 at <9Ω. The 
inequality above holds in general, for all functions w G H, see e.g. [27], page 
20. Since this inequality will be used quite frequently in the sequel, in order to 
understand it, consider 
Lemma 1.3.1 For a domain Ω с IR", η > 2, with smooth enough boundary, 
f u2 dx < / u2xTnds + c 2 / |V
x
u| 2 dx 
Jn Jan Jn 
for all functions и e Η'ίΩ), where с2 = sup{|jc|2:Jt G Ω}/(η - 1). 
Proof. For a given function u б С2(Ш by partial integration one gets 
/ u2 dx = é u2x • nxda - I x(u2)x dx 
Jn Jan Jn 
= φ u
2
x -tigda- I 2xuu
s
 dx 
Jan Jn 
< i u2xn
x
d8+ [(ux/c)2 + (cu,)2 dx 
Jan Jn 
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for arbitrary positive scalar c, where nx € Ш denotes the one-dimensional x-
component of the unit outward normal vector. This leads to 
/ uHl - (x/c)2) ds < <f u2x • n
x
ds + c2 / (u,)2 dx 
Ja Jen Jn 
whence the application of this procedure to eveiy space dimension η yields 
/ uHn - (\x\/c)2) dx< £ u2xTnde + c2 f \V
x
u\2 dx. 
Jn Jan Jn 
Setting c2 = 8up{|jf|2:x e Ω}/(η - 1) gives for all χ G Ω 
η-(W/c? > η М!__.<д_1)>1, 
eap{\xf:xen} 
and exploiting the fact that Η'ίΩ) is the closure of 02(Ω) under the L2 norm leads 
to the desired result for η > 2. · 
Note that lemma 1.3.1 is only valid for η > 2; for the simple one-dimensional 
case see [27]. With the use of lemma 1.3.1 now G is clearly strictly monotone 
since w ш 0 at the boundary dû. 
A global time-space variational formulation associated with the example func-
tional О is now derived in the following way. Define for a given positive tj a com­
putational domain Ω ж (0, tj], for the sake of simplidiy denoted by Q С ΠΙ"* ' for 
the remainder of this paragraph. Then, for a solution u € 02(Ω) x Cl((0, oo)) of 
equation (1.2.4) and smooth enough function υ satisfying homogeneous Dirichlet 
boundary conditions on Го = Γι U Г
е
, i.e., υ = 0 at Го, one has 
и, - Au = 0 V.gn.íew.oo) =>· 
[ut(x, t) - Au(x, t)] vdx = 0 V/6(oi00) =• i 
f f [ut(x, t) - Au(x, t)] υ dxdt = 0 =* 
o 
/ -ищ + VuTVu dxdt + / uVϋΓΛ
χ
 da + и щ da = 0 
Jq JBQ Jaq 
I -ищ + VurVü dxdt + ƒ uv(x, tj) dx = 0 
•/o Jn 
where nx is the n-dimensional space component of the unit outward normal vec-
tor of the surface dQ of Q and nt is the one-dimensional space component of this 
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vector. Taking the derivatives into account, this latter formula is well denned 
for all functions и e C0(Q) η {Η}(Ω) Χ L 2 ( (0 ,ÍJ])} and all functions υ e H¿(Q). 
Here the latter space is defined substituting Q for Ω in (1.3.1) and, unlike usual, 
Щ (Ω) χ Ιβ((0, tj]) is the set of functions и on Ω χ (0, tj] which have trace 7, are 
ρ times generalized partial differentiable in the directions of the domain Ω (see 
e.g. [7]), and for which the Lebesgue integral of u« + [V^uf over Ω χ (0, tj] exists. 
Therefore, in this case, the global time-space Petrov-Galerkin variational formu­
lation of (1.2.4) will be given by: Find и e (^(Q) η {Η}(Ω) Χ І А ( 0 , Ы ) } such that 
{F(u), v)= f -uv, + VuTVv dxdt + / и {х, tj) dx 
Jq - - Jn (1.3.7) 
=
 0
 ^еніод)· 
The formulation is said to be of the Petrov Galerkin variational formulation type 
as the space of possible solution functions u, called trial functions, is not equal to 
the space of approximating test /unctions v. 
Note that a variational formulation requires less regularity, i.e., smoothness of 
dérivâtes, of possible solutions in general. However, a classical solution of (1.2.4) 
is also a solution of (1.3.7). Therefore, if one can prove that there exists only one 
solution to this latter equation and if one can prove that there exists solutions 
of (1.2.4), then the solution of (1.3.7) will be a solution in the classical sense. 
1.4 The time-slabbing solution method 
In order to solve equation (1.2.4) the computational domain Ω χ (0,tj] с Q will 
be partitioned in time-slabs 
Qj = Ω χ (tj_i,tj] where 0 = ίο < *і < · · · < tj < 00 
assuming without loss of generality that tj — tj_ 1 = At. In order to introduce the 
continuous time-slabbing technique let 
• ώ be the exact solution of (1.2.4) on Q for given initial value UQ. 
• uj/, be an approximate solution to the same equation on Qj on the first 
time-slab satisfying the initial value UQ.A, an interpolant or spline approx­
imation of UQ, but at each following interval its initial value satisfying 
Ùjfidtj.!) = Uj-ifiitj-i). 
• ûj be the exact solution of (1.2.4) on Qj satisfying the same initial value as 
the approximate solution, i.e., û/(i,-_ 1) = û,·. I,A(Í,-_ 1) for all./' = 1,2..., J. 
Note that û, ûjj, and ûj satisfy the same boundary conditions at Qj. The func-
tions ûjh and ûj also satisfy the same initial value condition. 
As the approximation method to obtain ûjj, is of no relevance to for the proof 
of stability, it will be specified later on. Actually, ûk(tj-1) can even contain types 
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of errore euch as numerical quadrature errors and iteration errors due to the 
use of an iterative solution method and premature stopping, or errors due to the 
interpolation of the initial value û/_ !*(*,_ i). 
The stability analysis for the evolution equation (1.2.4) for strongly monotone 
operators now follows readily by (1.2.8). Using the definitions above one can see 
that on an arbitrary time-slab Qj 
\\ù(tj) - uj,h(tj)\\ < \\û(tj) - ùj(tj)\\ + \\ùj(tj) - ùjih(tj)\\ 
< e-^Wûitj. !) - ûjitj. !)!! + ||r(f,-)||, 
where the ¡ocal discretization error at time/,- is given by ||r((,)|| = Wujdß-uj^itßW. 
Note that for 
ƒ \\ù(tj_,) - ujitj.,)|| = ||if о - ΒΟ,ΛII toTJ = 1 
\ \\û(tj.,) - ûj(tj_OH = ||ΰ(ί,·_,) - ûj.
 lk(tj.,)!! for j G {2 J } 
by definition. Repeated use of the above in combination with (1.4.1) shows that 
the global discretization error can be estimated by 
J 
\\ù(tj) - Ъ,н(Ь)\\ < e - ^ ' l l u o - «Ο,ΛΙΙ + Σθ-^-^^'ΙΙτίί,·)!! 
j-l 
< e-J^Wuo - «олІІ + \~_е~-Р
р
£ , " « BrWII 
<e-«"-*'||«o-«олІІ +
 1 _ ^ Й & И Д О 
for all po At E Ж large enou^i, since 
l<j<J 
max 1  
^ 1-ж 
for all 1 ^ χ € IR and J E IN. This leads to the following elementary but important 
result. 
Theorem 1.4.1 Let ûj^be the approximate finite element solution of the evolution 
equation (1.2.4) on Qj for initial value uy. i,fc(i,_ i) and let ûj be the exact solution 
of this equation on Qj for the кипе initial value. Then, if G in (1.2.4) is strongly 
monotone, 
WMtj) - uJ<h(tj)\\ < e - ^ ' U u o - «Ο,ΑΙΙ + (1 - «-**')- l max \\r(tj)\\ (1.4.2) 
forallJ € IN, whereritj) = uj(tj)-uj¡k(tj)forallj e IN and u0íh is an interpolant 
or spline approximation ofuo. · 
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Theorem 1.4.1 shows that one has control of the βιτος even on an unbounded 
number of time intervals, and that the error at any time line or plane t = tj 
is bounded by the maximal local error ||г(^)|| times the constant (1 — e~A>A')-1· 
Since the scalar At can be taken fixed this constant can also be regarded fixed. 
(see also [19], page 160). 
Similarly, for monotone and conservative operators, the error bound 
№J) - ujih(tj)\\ < ||«o - ИолІІ + «7 ma?,||r(/,-)|| Л І , (1.4.3) 
is readily derived. Here the errors will increase at moet linearly with the number 
of time-slabs. 
1.5 The finite element discretization 
In order to introduce the finite element discretization technique let the domain Q 
be covered completely by a set of simplices Q, where in two dimensions simplex 
stands for triangle. Ibis set is called grid, and its elements have mutually empty 
intersection (for more details see chapter 5). This grid will be used to construct 
the finite element basis functions, which must be of high order if one wants to 
obtain a high order discretization error estimate. 
First, for the sake of simplicity, consider the definition of piecewise linear basis 
functions. Let the η-dimensional reference simplex Δ с IR" be defined by 
η 
Δ = {± € m":* > 0 Λ Σ% < Ч . 
. 7 = 1 
havingn + l vertices *ι,...,*„+ι = (Ο,.,-,Ο), (1,0,..., 0),...,(0,...,0,1), where 
for abbreviation ±
r
 = (£ι
ι Γ
,... ,±
n
,
r
), and & > 0 means i
r
 > 0 for all r. It is well 
known that for each simplex Δ e Q there exists an affine transformation 
χ = ΕΔ± + χι = 
* l , 2 - * l p l · · Xl,n+l — *l,l 
* + * ! 
mapping the reference simplex Â onto Δ such that the vertices &\,...,&„+\ are 
mapped onto Χι,.. .,x
n
+1 (see [7]). In order to distinguish vertices of different 
simplices easily, the vertices x
r
 of a simplex may be denoted by XrA). 
On the reference simplex, corresponding to its vertices, n+l linear basis functions 
are defined by 
£,(*) = ! - £ * 
r = l 
φ
Γ
(*)=±
Γ
, r = 2 n + l. 
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Further let for each simplex in the grid the linear approximation polynomial <PrA) 
corresponding to *Γ Δ ) be given by the relation <PrA)(x) = <Д.(£) via the affine trans­
formation. If {Xi}^ denotes the set of all vertices, then for given number t there 
will be several simplices Δ and r = {!,.. .,ra + l}suchthatXrA> = *«· Correspond­
ing to each vertex χ = x¡ a piecewise linear finite element basis function fi is de-
fined elementwise as follows. If for given Δ there exists an r such that XrA> = *¿, 
then <pi = <p(rA) on Δ, elsewise v?¿ = 0 on Δ. 
ffigher order finite element basis functions are constructed analogously to the 
procedure above using a set of polynomials on the η-dimensional reference sim­
plex and the affine transformation. For the general case see [7], section 5.1, or [29] 
where approximation polynomials of arbitrary degree ρ are used. One can also see 
chapter 7 of this thesis, which employs finite element basis functions of order two. 
Suppose that grid refinement will be used to obtain a suitable grid, as will be 
demonstrated in chapter 6, leading to a sequence of grids QJ0> С β!·1* С · · · С 
Qjk\ As in equation (5.9.1), the span of the finite element basis functions on each 
subsequent grid QJ** is denoted by fttQJ**) and 
HyiQf*) = {ue W<Q»>):u(*) = y(x) at ViGJ**) П rD} 
where VÍQJ**) stands for the set of vertices of all simplices in a grid QJA>. A basis 
of finite element basis functions obtained as above is called a standard nodal 
finite element basis. For future use also define the grid size parameter Л***, being 
the minimum simplex diameter of all the simplices in QJ*'. Depending on the 
circumstances, Aj** can be denoted by Л(*) or just by h. 
Let the computational domain be denoted by Q and the grid on Q by Q and con­
sider the example (1.3.7). In this case for Го = Γι U Г
с
 the Galerkin global time-
space finite element variational formulation will be given by: Find an approximate 
or discrete solution ώ/, € Ή
Ί
(Ω) such that 
(F(.ûh),v) = / -ûhvt +VuZVv dxdt + [ uv(x,tj) dx 
JQ Jn (15.1) 
Concerning the existence of such a discrete solution of a Galerkin finite element 
variational formulation as above, see Ciarlet [14]. Now, requiring the continu-
ous solution to be equal to Ит^ой/, € HJ(Q), the global time-space variational 
formulation used in all chapters is: Find û e Hj(Q) such that 
lF(u),v) = ƒ -uvt + VurVu dxdt + Í uv(x,tj) dx 
JQ Jn (1.5.2) 
=
 0 Vi>€H'(Q) · 
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This formulation requires more regularity of the solution than equation (1.3.7) 
as the solution is supposed to be generalized differentiable in time, but for many 
cases of physical interest one can show that existing solutions have indeed the 
required smoothness. 
Before considering the general case in the next section, consider the local error 
on a time-slab Ω x (¿/_ i, tj] for the sake of simplicity denoted by Q. If, for given 
initial value, Û is defined to be the exact solution on this time-slab and if û/, is the 
finite element approximate solution of the variational formulation for the same 
initial value, then the local error is given by 
Htj) = u(tj) - ûh(tj) . 
In order to estimate this local error define 
• ûi, the interpolation of û in W(Q), 
• в := ù — û/, € H'ÍQ), the discretization error, 
• η := û — ûj € H'íQ), the interpolation error, and 
• φ := йд — û/ e ftoiQ), the interpolation minus the discretization error. 
To simplify the presentation, assume that the Dirichlet boundary conditions and 
the initial value function are homogeneous, whence 
¿ / <¿(fi,tj) dx+ f \νφ\2 dxdt =(F(ûh) - Fiû/), φ) 
=(F(Û)-F(Û/))V>) 
= / -W< + ¥.ητ¥.φ dxdt + / η<ρ(χ,ίβάχ 
JQ Jn 
= I <РПІ+ ¥.ητνφ dxdt 
JQ 
with the use of the relation 
/ vvt dxdt = / vHx, tj) dx- vvt dxdt ν , , ^ φ . 
The last expression of the former equation can be estimated above by 
{/»?? + |Vr?|2 dxdt}1'2 - { ƒ ψ2 + | И 2 dxdt}1'2 Jq JQ 
<{ ! f)2 + IVr,!2 axât}1'2 - ({ / <p2(x,tj) dxY'2 + { / \4<p\2 dxdt}1'2), 
JQ Jn JQ 
with the use of lemma 1.3.1 and the Cauchy-Schwarz relation between inner prod-
uct and associated norm. 
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This clearly implies that there exists a positive scalar с such that 
/ ipHxSj) dx< f φΗχ,ίβ dx + / | И 2 dxdt 
Ja Ja Jq 
<C f η* + \νη\2 dxdt. 
Jq 
Hence, using the Nefas trace inequality (see [27], page 84), stating that there 
exists a positive scalar с such that 
¿ u2ds < с ( и2 + |YXitu|2 dxdt (1.6.3) 
for all functions и £ Η1«?) where V,, denotes the gradient in space and time, 
leads to 
\\гЩ? = ( θΗχ,ψ dx 
Ja 
<2 / φΗχ, tj) dx + 2 [ η2(Χ, tj) dx 
Ja Ja 
<c f η? + IVTJI2 dxdt 
Jq 
for some scalar c> 0. Using the classical interpolation error estimate (2.5.2) pre­
sented in chapter 2, the bound 
И,-)||<ЛЛ'||А||.+1 
is obtained for all 0 < ρ < s, where ρ is the degree of the finite element approxima­
tion polynomials used for the discrete solution and interpolant. As this is valid for 
all time-slabs and the scalar D only depends on the geometry of the domains Qj, 
this implies that for time-slabs of constant width tj — £,_ ι = At the global error 
is bounded above in time, according to theorem 1.4.1. Note that || · 1^, stands 
for the Sobolev а + 1 norm over Q, including all space and time derivatives up to 
order« + 1. 
1.6 Newton method and local discretization error 
estimates 
Here the local errors г^) for the Galerkin variational formulation are consid­
ered for the problem (1.2.3) on the domain Qj, treated as a convection-diffusion 
problem. The diffusion tensor is taken to be that of equation (1.2.2) for a scalar 
function, i.e., f(u) = fo + eilVul4-2. Let Го = Γι и Г
с
 and Га be defined as 
finite element method 17 
in sections 1.2 and 1.3. Then problem (1.2.3) can be reformulated as follows. 
Find и e Hj(Q,·) С Η'ίΩ) Χ L2((Í ,_I,Í ,]) such that 
*, 
f ! ]utv + f(u)VuTVü + 6TVuü -/υ] dxdt = 0 ^ці^,, (1.6.1) 
(r-i 
where H (^Q·,) fora given trace g is denned using equation (1.3.1). Note that on Γι 
and on Га, V^u7/», = 0, where n
x
 is the unit outward normal vector in the space 
directions. For the simplicity of notation let Q = Qj in the sequel. 
One can now follow either of two lines of analysis. Using the finite ele­
ment method directly on the non-linear problem (1.6.1) and the theory for error 
estimates for bounded monotone operators (see [18]), we can derive discretiza­
tion error estimates, similar to the derivation for linear coercive problems. The 
resulting equation is a non-linear algebraic equation which must be solved by 
some iterative method, such as the Newton method. 
Alternatively, Newton's method, or some Newton like method on (1.6.1), 
can be used to get a sequence of linear differential problems. Each of these prob­
lems is solved by a finite element method, but not necessarily for identical grids. 
This latter option opens up the possibility of combining the algebraic solution 
method with the discretization method or more precisely, with the adaptive grid 
refinement method. Therefore this second approach has definite practical advan­
tages over the first one, where one must work on a fixed finite element grid. 
Now let F'(u,t) be the Gateaux directional derivative of F(u, t) and con­
sider the variational formulation of the Newton sequence u(l), 
(F'(u(V)(u( ,+ l ) - И(/)),У) = -T®(F(u(t>,t),v) V ^ H , ^ (1.6.2) 
where, for a given functional G(u,t), F(u, t) = ut + G(u, t) and the duality pairing 
and corresponding norm are defined by 
(u,v) = J J uv dxdt, IMUQ) = (w. v),/2. 
f r - l 
For problem (1.6.1) one has 
(F(u,t),v)= f J \u,u + e(u)VuTVv + bTVuu - fu\ dxdt, 
(F'(u,t)w,v) = i f \wtv + e(u)VwTVv + bTVwv\ dxdt + 
(r-i 
iei(q-2) í Í \Vu\4-4VuTVwVuTVv dxdt, 
(r-i 
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according to equation (1.3.4). The parameter T(t) in ( 1.6.2) is a damping parameter 
if τ{ί> < 1. For τ(Ι> = 1, the method reduces to the standard Newton method. As 
has been shown in [5] and [15], the damping parameter can be chosen such that 
the Newton method converges for any initial approximation. In the type of prob­
lems here considered, it turns out that the method converges with г(г) = 1, be­
cause already the initial function can be chosen fairly accurately. As has also been 
shown in [5] and [15], there is a further important improvement of the Newton 
method. This is based on the observation that it is inefficient to solve (1.6.2) very 
accurately for the first iterations, because the corresponding approximation u('+X) 
is only an approximation of the final solution lim^«, u{t> and usually not a very 
accurate one. Therefore, instead, a solution u(i+1) is computed such that 
||F'(u(,\<)(u(,+ 1) - u№) + r^Fiu^Mi?^ < É ( , )I|F(U (V)||L . (<Î ) V/=o(i,..., (1-6.3) 
where e(;) is a sequence of positive numbers converging monotonically to zero, or 
to some predetermined accuracy ε, i.e., limj-.«, εα) = ε. Therefore, as one iterates 
further, this sequence forces the linearized equation in the Newton method to be 
solved increasingly more accurately. This method has been called the damped and 
inexact Newton method (DIN), see[5] and [15] for an analysis of its convergence. 
What makes this method additionally attractive in the present context is 
that it can be combined in a natural way with the finite element discretization 
of the problem. At the initial stage one can start with a somewhat coarse grid 
and refine this from one Newton iteration to the next, for instance by adding grid 
points and hierarchical basis functions thereon. Note however, that one has to 
use the exact nodal values of the boundary function u
e
 for the new (added) points 
on the boundary. Also (1.6.3) needs to be modified to 
| ^ ' ( < , ί ) ( « ( ' + , ) - uf) + T^FiufMuw < ^WiufMi?^ ,=о,і(..., (1.6.4) 
where uf* is the interpolant of the function иі[) from the possibly coarser grid £>(/) 
onto the space ô('+1). The corresponding finite element spaces are nested (see 
section 1.5), Н(0®) С ft(Q(/+1)) and are subspaces of Hl(Q). A natural choice of 
the forcing sequence e<Z) is then a power of Л'0. 
At every Newton step one needs to solve a linear convection diffusion 
problem. The variational finite element formulation of (1.6.4), assuming homo­
geneous Dinchlet boundary conditions Ύ Ξ 0, takes the following form. Find a 
correction χ = u(/+,> - uf € Wo(ô(,+ ,)) such that 
(F\uf,t)x,v) = -{F{uf,t),v) (1.6.5) 
for all υ G 'Wo(Q('+1)). To simplify the presentation it will now be assumed that 
the spaces "WoiQ'0) = Ko, i.e., are identical for all iterations, and that Л^ = h. For 
the derivation of a discretization error estimate, first note that for all и 6 H¿(Q) 
(ы( + òTVu,u) =(ut - V{bu),u) and 
(u, +ò7,Vu,u) = - ¿(ц &.ц) + { f uHx,tj) dx. 
Jr» 
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Analogous to the proofs in [9] and [10], using the condition V& < 0, the bound-
edness of |b|, and exploiting the definition of c(u), it is possible to show (see chap­
ters 2-4) that there exists a positive scalar с such that 
eoE(X* - X/)IIL'(Q) + Ì ! Ott - X/)2<*. Ι/) d* < c\\Z,,t(x - X/)IIL'(Q) , (1-6.6) 
where the Cauchy-Schwarz inequality and the arithmetic-geometric mean in­
equality have been used. Here χι denotes the interpolant of χ in Ho- Now, assume 
that for some 0 < a < k, where k is the degree of the approximation polynomials 
used in the finite elements, the following relation holds 
ΙΕ,,ιίχ - X/)IUQ) < cAl|x|||LJ(Q)i.+1. (1.6.7) 
Here JU • HIL^ Q) ,+1 denotes a Sobolev norm of order в + 1 on Q (i.e., containing 
L2(Q) norms of space derivatives of χ up to order а + 1) and с a positive generic 
constant (in general not the same at different occurrences). Now equation (1.6.6) 
and (1.6.7) show that 
еоШхл - X/)IUQ) + [ì J bh - X¡nx,tj) djcj < сЛ'|||
х
|||
ь
,(<г)).+ 1 . (1.6.8) 
Analogous to the discretization error estimate at the end of section 1.5, one can 
demonstrate that in particular the errors at the interface t = tj given by the ex-
pression <f
r
 (χ — Xh)2(x, tj) dx> , as well as the finite element errors in the 
gradient in Q, are bounded by the right-hand side of (1.6.8), which has approxi­
mation order в. Hence, if и is sufficiently smooth and the finite element space of 
a sufficiently high order, an arbitrary order of approximation can be obtained. 
Note that the parabolic type operators considered here have a smooth­
ing property in the respect that for increasing t, the solution gets smoother. For 
any fixed t, one can have infinitely differentiable solutions if the source function f 
and the boundary conditions allow this, even if the initial function is non-smooth. 
However, if one wants accurate approximations in the whole domain, then the 
initial function needs to be smoothed prior to applying the method. At every in­
terface between two time-slabs a spline approximation of Û/, can be taken, using 
only the nodal values but defining proper derivatives at the node points by taking 
(weighted) averages of the derivatives of û/, at the node points. In this way the 
spline approximation at time t = £,· will be (the trace of) a function of a higher 
order Sobolev space, such as Kp(Q),p > 2, and the discretization error estimates 
above are valid with maximal в, i.e., а = k. 
Incidently, since the finite element method on the time-slab will only see 
the node values of the approximating spline (which equal the node values of йд), 
the approximating spline function need not be computed. It will only be needed 
if a different set of node points at the interface is used. 
20 The global time-space 
The order of the discretization errors at the interfaces can be improved. 
For singular perturbation type problems, where e(u)« 1 in (1.2.3), the streamline 
upwind finite element method of [20] can be used to this end. As has been shown 
in [4], [8], [22] and [26] for the case that e ι = 0 in (1.6.1), this can improve the in­
terior error estimate in the L2 norm by half an order (so it will still be suboptimal 
by such an amount). Similarly the discretization error at the interfaces will be 
improved. Now let e ι = 0 in ( 1.6.1 ) and consider instead of ( 1.6.5) the variational 
formulation 
¿fi(u, v) + й(и, ν) = -(Fiu?, t), ν + 6
 6) (1.6.9) 
where ^ = υ/ + 6 Vu is the streamline directional derivative in time-space. 
Furthermore, d(u, v) is the bilinear form defined by the right-hand side of (1.6.5) 
and 
S(u,v)= У2 f V(-âVu)v6 dxdt + / u6v6dxdt (1.6.10) 
¿tu и* J* J 
where Q is the set of finite elements (triangles) in the time-space domain. In 
relation (1.6.9), δ is a positive parameter which needs to be chosen such that CQS < 
0(h2) in order to guarantee the coerciveness of 6b+Û on the finite element space V 
(for further details, see [8] and the next two chapters). The standard Galerkin 
method can now be applied to (1.6.9) and it is readily seen that when со = 0(h) 
this method with «5 = 0(h) improves the order of the approximation as compared 
to the case (1.6.5) where 6 = 0. This result is stated in the following theorem. 
Theorem 1.8.1 Consider the streamline finite element method (1.6.9) to compute 
a finite element correction χ in (1.6.5) on a time-slab Q. Then, ifeoS < 0(h2), the 
discretization error at the upper boundary Γ3 satisfies 
Ц (X - XH)2 d*} < ch· [б*'* + <1'2 + 6-·/2
Λ
] ,||X|||L1(Q) . + 1 . * < * 
where k is the degree of the piecewise polynomial finite elements used in V. · 
The above estimate is proved in [8] and does not use any duality argument or 
elliptic regularity. It shows that, if δ = 0(h), implying €0 < 0(h), then 
{J Í (X - хл)2 <**} < cA'+1/2|||x|||LJ(Q)i.+ 1, s < k. 
This is an optimal order estimate and applies to singular perturbation type prob­
lems where со is very small. Note that the error estimate in theorem 1.6.1 is valid 
even for problems where со = 0, i.e., for first order hyperbolic problems. 
The standard procedure for regular problems, where an elliptic regularity 
estimate for the adjoint operator F* is valid, is to use a duality argument to prove 
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an optimal order estimate in L (Qj). Then a trace inequality could be used to 
improve the discretization error estimate at the interfaces in (1.6.8) by half an 
order. However; as the problem is not of second order in the time variable, such 
an elliptic regularity is not valid when the problem is solved in time-slabs. 
Finally, note that if an adaptive grid refinement method is used in order 
to control the local errors of each time-slab, one also has an automatic time-step 
control method. Namely, by increasing the required number of degrees of freedom 
within a time-slab as the current time-step decreases, and vice versa. Proceeding 
this way, the degrees of freedom will remain approximately constant within each 
time-slab. For regular, uniform elements in time (see figure 1.1), with one layer of 
piecewise linear finite element basis functions defined thereon, the time-slabbing 
method is equivalent to the Crank-Nicolson method. 
As has been shown in [4], where the time-slabbing method with one or several 
layers of uniform elements is used (see fig. 1.1) for the interpolation error for 
linear problems, a cancellation effect occurs in the term |||(û - u¿)( + bT V (û — 
uh) HU for polynomial basis functions of odd degree, with the effect that the error 
Г Ί
l / 2 
in ||û - ûfcllLjjQ) and {/
Г з
(о - йл)2(дг, tj) dx> becomes of higher order than for 
irregular elements. If either f о < 0(A2) or to = 0(1) it can be shown that the error 
is of optimal order but this estimate requires then one order higher regularity of 
the solution, Û 6 H*+2(Q) η H¿(Q). Therefore, the time-slabbing method will not 
give lower order of errors than standard time-stepping methods, but it gives the 
additional freedom of using irregular elements in time and space to approximate 
solutions with layers better. 
Finally, it can be seen that if a 'spectral' finite element method based on 
Legendre polynomials or certain combinations of such polynomials in the time 
variable is used, the time-slabbing method becomes equivalent to an implicit 
Runge-Kutta method for solving the corresponding semidiscrete system of or-
dinary differential equations. 
1.7 Conclusions 
It has been shown that time-slabbing is an efficient technique to get higher order 
approximations and is applicable for many types of problems. It does not suffer 
from the error reduction phenomenon which is found for certain high order time-
stepping methods. 
Furthermore, shocks and layers can be resolved more easily using this 
technique. An additional advantage not discussed in the present chapter is that 
the method for a single time-slab can also be used for a backward heat equation, 
for instance when one uses only one - big - time-slab (0, tj], assuming that the 
given data on the line t = tj corresponds to an essentially layer-free solution. 
Then the irreversibility of the process, normally showing up in an exponential 
22 The global time-apace 
increase of numerical errors, will be noticed much less than for a standard time-
stepping method. 
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Fig. 1.1 Uniform elements in time-space. Fig. 1.2 Time-slab for space domain (0,1). 
(b) 
О : old nodes 
* : new nodes 
(c) 
(¿- é JCr^ 
Fig. 1.3 (a) Divide each small cube into 6 pyramids from the center, (b) Divide 
each pyramid into 4 tetrahedrons, (c) One level of the hierarchical 
extension type. 
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Part of: Axelaaon O. and Maubach J., A time-apace finite element method 
for non-linear convection diffusion problema, Notes on Numerical Fluid 
Mechanica, (Hackbuah W and Rannacher R., ede.) Vol. 30, 6-23, 
Vieweg 1990, [Proceedinga of the Fifth GAMM-Seminar, Kiel, 1989]. 
The aection on the variational finite element aolution method contain« 
an added discussion on the determination of a suitable weighing function. 
Abstract 
Time-stepping methods for parabolic problems require a careful choice of the 
stepsize for stability and accuracy. Even if a stable implicit time-stepping method 
is used, one might be forced to choose veiy small time-steps in order to get a suf-
ficient accuracy, if the solution has steep gradients, even if these occur only in 
a narrow part of the domain. Therefore the solution of the corresponding alge-
braic systems can be expensive since many time-steps have to be taken. The same 
considerations are valid for explicit time-stepping methods. 
A discretization technique using finite element approximations in time 
and space simultaneously for a relatively large time-period, called time-slab, is 
presented in this chapter. This technique may be repeatedly applied to obtain 
further parts of the solution in subsequent time intervals. It will be shown that, 
with the method proposed, the solution can be computed cheaply, even if it has 
steep gradients, and that stability is automatically guaranteed. For the solution 
of the non-linear algebraic equations on each time-slab fast iterative methods can 
be used. 
Keywords: Time-stepping, Time-space finite elements, Nonlinear parabolic dif-
ferential equations, Convection diffusion, Grid refinement 
AMS(MOS) subject classifications: 65F10, 65M20, 65N30,65N50 
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2.1 Introduction 
The method most frequently used for the numerical integration of parabolic dif­
ferential equations is the method of lines, where one first uses a discretization 
of space derivatives by finite differences or finite elements and then uses some 
time-stepping method for the solution of the resulting system of ordinary differ­
ential equations. Such methods are, at least conceptually, easy to perform. How­
ever; they can be expensive if steep gradients occur in the solution, when stability 
must be controlled. Also the global error control can be troublesome. 
This chapter considers a simultaneous discretization of space and time variables 
for a one-dimensional parabolic equation on a relatively long time interval, called 
time-slab. The discretization is repeated or adjusted for following time-slabs us­
ing continuous finite element approximations. In this method the efficiency of 
finite elements is utilized by choosing a finite element grid in the time-space do­
main such that the grid has been adjusted to steep gradients of the solution, both 
with respect to the space and the time variables. In this way, all the difficulties 
with the classical approach are solved: stability, discretization error estimates and 
global error control are automatically satisfied. Such a method has been discussed 
previously in [1] and [5]. The related boundary value techniques and global time 
integrations for systems of ordinary differential equations have been discussed in 
several papers, see [13] and the references quoted therein. In [19] a time-space 
method with discontinuous elements in time has been used, which is based on 
methods in [20], [21] and [24]. 
In the present chapter, an equation which describes the electromagnetic 
vector potential in ferromagnetic materials is taken to demonstrate the proposed 
discretization and solution method, but the techniques provided may also be ap­
plied to other types of parabolic equations including equations in many space 
variables. 
The remainder of the chapter is organized as follows. In section 2.2 the neces­
sary information about the parabolic differential equation and the parameters 
involved is given. Then in section 2.3 this non-linear parabolic equation is re­
formulated as a two-dimensional boundary value problem. After this, section 2.4 
and section 2.5 consider the solution method and discretization error estimates 
for the problem. Section 2.6 concludes with a discussion of the method. Numerical 
results can be found in section 3.5. 
2.2 Evolution equations 
Let Ω С IR be an open interval and consider the following non-linear evolution 
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equation defined on the time-space interval Q := Ω χ (0, oo) 
-(«ί,ίχ, f))
x
 + 6u
x
(x, f) + aut (x, t) = f(x, t) (x, i) € Q 
u(x, 0) = uo(x) x € Ω í2 9 η 
UÍO.Í) =Z(Í) íe (0 ,oo) ^ · Α 1 ; 
«(I, f) =r(í) teíO.c») 
where the diffusion t and the flow velocity functions b, σ satisfy с = c(u|(x, /)) resp. 
6 = ò(x, f)andff = σίχ,ί). Here/1 is a source function and UQ some Ι<2(Ω) integrable 
function, / and r are the left- and right-hand side square integrable boundary 
conditions. In addition, assume that σ > σο > 0, ¿>,<r e C'CQ). The latter space 
stands for the vector space of continuously partial diflerentiable functions in Q, 
which - including the partial derivatives - can be extended continuously to the 
boundary of the domain Q. Further, let for the simplicity of notation bx + at < 0 
and define c7 = ^e(C) where С = "χ, and assume that e > 0 and i' > 0. The 
theory to be presented in this chapter will be valid for inhomogeneous boundary 
conditions of the Dirichlet type. 
In the classical way of solving (2.2.1), one first discretizes the space-variable x, 
e.g., with the use of a finite element method (see [25]). Then the calculation of the 
solution of the system of ordinary differential equations obtained is done with the 
use of a time-stepping method. One of the disadvantages of this approach is that, 
in order to get a good approximation of the solution û(x, t) for large values oit > 0, 
many small time-steps must be used if the solution has steep gradients, even if 
these occur only in a small part of the space interval. Furthermore, for explicit 
time-stepping methods, the stepsize must be chosen to satisfy an Euler method 
type stability criterion (however, as shown in [17] and [23] there exist methods 
with extended stability regions which can partly alleviate this difficulty). Also the 
local discretization errors made with the use of a time-stepping method have to 
be monitored closely to control the global errors made in time. Here a method is 
considered where a finite element grid is chosen for the time-space domain. This 
method has no such disadvantages. 
2.3 Two-dimensional time-slab formulation 
In order to compute the solution of (2.2.1) a computational domain Ω χ (0, tj] С Q 
is partitioned into a number oí time-slabs Qj = Ω χ (¿,-ι,*,-] for 0 = ¿о < Ί < 
...< tj < oo, assuming without loss of generality tj - ¿,-_i = Δί for ally (see 
fig. 1.2). The time-slabs Qj have lower and upper boundaries denoted by Γι resp. 
Гд, and left and right boundaries Τ4 resp. Γ2. The number of such time-slabs is 
finite, independent of the choice of the grid parameter, associated with the finite 
elements. For the first time-slab Qi an initial value UQ on Γι has to be given, but 
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for each following time-slab Qj+ χ the solution at Га of Qj will be taken to provide 
a Dirichlet boundary condition at Γι. 
With this approach problem (2.2.1) can be rewritten into: 
-(Eu
x
(x,t))
x
 + 6TVu(x,t) =f(x,t) iaQj 
u(x, 0) = uo(x) at Γι (2 31) 
«(Ο,ί) = « ί ) οηΓ4 
і*(1,<) =r(í) опГг 
on each time-slab with 
• tensor E = e(u )^ and flow field 6 = [b(x, t), σ(χ, t)]T, where it is assumed 
that σ > σο > 0 in order to preserve the parabolic nature of the equation 
• square integrable functions / and r, prescribing the Dirichlet boundary 
conditions on the left respectively right boundary 
• the divergence operator V· and gradient operator V defined on the two-
dimensional (x, t) space and 
• square integrable source function f at Qj and initial value function UQ at 
the boundary Γι. 
Note that in the remainder of this chapter the gradient and divergence operators 
will act on the two-dimensional time-space space. Further, there is no need to 
impose any boundary condition at the boundary Γ3, because for all possible trial 
functions и and all test functions υ the corresponding boundary integral 
φ vEu
x
n
x
 dx = <j> ve(u
x
)u
x
 • 0 dx = 0, 
where n
x
 is the χ component of n, the unit outward normal of the boundary dQj. 
At this boundary the solution Û of (2.3.1) and ûx are initially unknown. 
An advantage of the formulation (2.3.1) is that it permits the use of small 
sized elements inside layers, for an accurate time-space finite element discretiza-
tion. Such layers can arise for b > 0 along the boundary Γ2, for b < 0 along the 
boundary Γ4 and in the interior along a Shockwave, typically starting at the south­
west comer, if uo(0) ¿ 1(0) and b > 0. In other parts of the time-space domain one 
can use much larger elements thus reducing the number of degrees of freedom 
considerably compared to a classical time-stepping method. 
As will be shown, the computation of the finite element solution on each 
time-slab can be done efficiently. The solution û of (2.3.1) will be calculated by a 
non-linear iterative method, which implies that an initial solution UQ must be pro-
vided. If there is any a priori knowledge about the solution then this information 
can be used to construct a proper initial grid for each time-slab. 
2.4 Variational finite element solution method 
Consider the variational formulation of the non-linear two-dimensional prob-
lem (2.3.1) for a certain time-slab Q := Qj. Let the space H1«?) be the Sobolev 
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space of order 1 on Q and define the boundary function γ at Γρ := Γι U Γ2,4 by 
7 := (uo,r,/), i.e., γ = uo at Γι, γ = r(í) at Гг and у = Kt) at Г4. To simplify 
the analysis, assume that there exists an extension of 7 to Q in H1«?), which 
excludes the occurrence of interior layers due to discontinuous boundary data. 
Define the test and trial spaces by H¿(Q): = {υ e Hl(Q):v = 0 at Го} resp. 
H^(Q): = {u € Ul(Q):u = 7 at Г0}, both in the sense of traces. 
In order to improve if possible standard Galerkin finite element discretization 
error estimates, consider the use of a suitable weighted Petrov-Galerkin method 
and therefore the determination of a suitable weighing function g (see e.g. [16], 
section 3.4, page 90). The weighted Petrov Galerkin variational formulation is 
(F(u),V) = 0 V ^ H . ^ . U G H J Í Q ) (2.4.1) 
where the gradient F is given by 
(F(u), v) = ƒ [-Œux)x + ЬТ и - f\ vg dxdt Vu>„eH.(Q) · (2.4.2) 
In order to determine g, without being restrictive, it is assumed that all bound-
aiy conditions are homogeneous Dirichlet conditions. Then, with the use of the 
Green-Stokes formula, (2.4.1) turns out to be equivalent to 
I Eujusg + Hg)Vuv dxdt = f g/v dxdt V„
eH,(Q) (2.4.3) 
where L(g) = \E£X\ + ^6 is a functional on [нЧС)]". As 
ƒ HgYVvv dxdt = {j> v2L(g)Tn dx-ij v2V.L(g) dxdt V„eH.(Q), 
the substitution of и = υ into (2.4.3) leads to a left-hand side equal to 
/ gEv* - lVL(g)ü2 dxdt + l<f v2L(g)Tn dx. (2.4.4) 
This left-hand side can be estimated below in terms of ||u||i only i f ; > 0 satisfies 
/ -lVL(g)v2 dxdt > fcv2dxdt 
JQ JQ 
v2L(g)Tn dx>0 I 
9 
 (2.4.5) 
'Γι 
for all Lebesgue square integrable functions υ and some с > 0. 
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Assuming that - V 6 = 0 and с = 0, the first inequality (2.4.5) is satisfied, if 
—2 V··£,(#) = c. Note that the latter equation resembles the adjoint equation of 
the original unweighted variational formulation (formulation (2.4.2) with g = 1) 
since 
-V.L(g) = -(Egx)x - bTVg -gVb. 
This implies that the determination of a suitable weight function can be as diffi-
cult as solving the original variational problem. 
Howevei; for the global time-space case with tensor E and flow field 6 as 
defined before, the functional Lig) is given by 
Ug) = €(U*)gx 0 + g6. 
One can easily verify that the choice g(x, t) = e-"*'-^ satisfies (2.4.5) for a given 
time-slab Qj and fixed α > 0 as VL(g) = gVb < 0. To simplify future proofs only 
this function will be used for the derivation of error estimates in section 2.5. It 
suffices to consider the first time-slab (to, t\) := (0, T), thus reducing the weight 
function to t •-• e~a t. 
Using the exponential weight function, for all u, υ G H'CQ) 
(F(u),v) = / Eu
x
(ve-at)
s
 + (6TVu -pve-o' dxdt - ¿ ve-atEuxnxda 
JQ Jaq 
m í
 €
ux^-(υe-α^) + (б7"Vu - nue—' dxdt - ¿ veratEuxnxd8 Jq dx - JrM 
= i tu¿i)¿era* + (6TVu - f)ue-at dxdt - 6 е-ыЕи
х
п
х
а8 
JQ Jrt.t 
= / \EUXVX + (6TVu - f)v\ e-at dxdt - φ ve-atEuxnxd8 
JQ l J ^г
а
,4 
is valid, because Euji
x
 = 0 at Γι U Гз and Л-(ue-0*) = u
x
e-
at
. 
Linearization of this weak formulation with the use of a damped Newton method 
now leads to a sequence of linear systems and solutions u^+u ς H|(Q) 
(^(и<*>)(ц<*+1) - в»), υ) = - T ^ F Í B » ) , υ) V,,^^. (2.4.6) 
Here the Hessian or Jacobian matrix F' is defined as in (1.3.4), by substituting F 
for G, whence for all u, v, w 6 H'iQ) 
(F'(u)w,ü) = i [В(и)ш
х
и
х
 + 6TVu)ül e - 0 ' dxdt -
ve~a,B(.u)w^ixda 
Q
 (2.4.7) 
•/Γ,.4 
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where the tensor B(u) (see chapter 3 for the multi-dimensional case) is defined 
by 
B(u) = €(uf ) + ги'еЧи?) 
as can be seen easily using (1.3.4). Further r^ is a positive scalar which is called 
damping parameter for values less than 1. This scalar can be monitored from step 
to step in order to achieve convergence, see for instance [3] and [12]. 
The fact that u<*','1) - ы(*) 6 H¿(Q), a linear vector space on which the 
Jacobian matrix will be positive definite (see below), implies that the damped 
Newton algorithm defined by (2.4.6) will converge for properly chosen damping 
parameters r w (see e.g. [3]). 
Note that, due to the convective term £ V wv in the integrand of (2.4.7), the Ja-
cobian matrix F'(u) is not symmetric, but because of the special structure of the 
tensor e and the nonsymmetric term, the technique described in [10] for symmet-
ric problems can be modified easily in order to assemble the gradient and Jacobian 
matrix cheaply. 
Define the Hilbert space fi'tQ) D КИЯ), the closure of Cl(<?) under the 
weighted norm 
:= ( / [v2 + vi] e—' dxdt)i аеШ, 
which is related to a corresponding inner product. Let the norms \\·\\,
α
 and | · |,
ια 
denote the exponentially weighted Sobolev norm resp. seminorm ot order a on 
HVQ), and let ( ·, • ),,„ denote the inner products corresponding to the weighted 
seminorms. In the case that α = 0, the subscript ',„' is omitted. Note that || · Ц,
 0 
and || · ||( are equivalent norms for all a > 0 and α > 0. The norm ||| · ||| can be seen 
as a weighted Sobolev 1 measure in space combined with a weighted L2 measure 
in time on Й (Q). With the use of the set of norms introduced, and under some 
assumptions to be derived on the tensor с and flow field 6, F'(u) will be seen to 
be uniformly positive definite on H¿(Q), i.e., 
(Г<ІІ )ІМ;)>С| |МІІ>0 „
е
н.(<г), 
for some positive scalar с 
In order to see this, first note that 
(F'(u)w, v) = J \BWJ>X + 6 Г иш] e" 0 ' dxdt Ч^н^и^та) • 
An analysis of the separate terms in this expression shows that 
0 < A
min / υ
2
χ
Β-
α
* dxdt < f В(и)и2е-°' dxdt ^
υζΗ4(ί), (2.4.8) 
Jq JQ 
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where Àmin := infíf«) + 2<e'(C):C = ul(x,t), (x,t) G <?}, and that 
/ bTVwve-at dxdt = * uwe-a,6Tnds- f wV(bve-at) dxdt 
Jo Jeo Jo 
- / 
Jrt 
vwe~at6 ndx — 
=e-°7, 
/ w{Vbvtrat + bTV{ve-at)) dxdt 
JQ 
ψ vwb ndx — 
i w [ -6ие-а' + v6TVe-at + е-°"ЬТ \ dxdt 
=e-
aT
 φ υιοσ dx- f 6 и ш е - 0 ' dxdt + 
Jr, Jq 
J ι»ο(ασ - V-6)e-0' dxdt VIB6Hi(Q)Vi;eHi(Q) 
because υ = 0 at Γι U Гг^ , Ve -·1 ' = [0, -ae-at]T and 6 η = σ at Γ3. This latter 
relationship leads to 
¡ { Т ) <Га* dxdt ={fraT <f υ2σ dx + l f νΗασ - -6)е-а' dxdt 
J(ì Jr; Jq (2.4.9) 
>\<ΓαΤ j> ν2σάχ + b
mia Ι v
2
e-
at
 dxdt 
for all υ G H¿(Q) where bmm := inf {^(ασ(χ, t) - V-ôfr, t)): (x, t) G Q). Now (2.4.8) 
and the above show that the Jacobian matrix satisfies 
(F'Mu.u) >Xmin f υ2β-αί dxdt + bmin f v2B-at dxdt + 
JQ JQ 
і е -
а Г
 i υ2σ dx 
2
 /r, (2.4.10) 
>min{A
min(bmin} / [υ2 + üf] e"0' dxdt 
JQ 
= * · llalli обНіедЛбнчо). 
i.e., is uniformly positive defimte if Х
тт
 and 6m¡n both are positive. For positive 
bmin < m^ïn this estimate turns out to be uniform in e. 
In the situation where om¡n = 0 note that for piecewise continuous func-
tions υ on Q the restriction to a certain time t G (tj-1, tß, will also be piecewise 
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continuous on Ω, in particular v(x, t) £ Η'ΐΩ). If Γ is a nontrivial subset of Ω, then, 
due to a Friedrichs inequality (see [26], page 20, or [15]), there exists a positive 
scalar β > 0 such that for all functions υ £ Η'(Ω) 
/ ojd, t)dx+ <f Чх, t) ds > β f [vHx, t) + Цх, f)] dx. (2.4.11) 
Ja Jr Ja 
In the one-dimensional case, where Γ is equal to the set endpoints of the open in­
terval Ω, it is by definition nontrivial. Because υ is piecewise continuous on Ω and 
due to the fact that the space-domain does not vary within time, the expression 
above can be integrated with respect to the time, with the use of a weight e~at, 
leading to 
/ v2e-atd8 + I v2B-atds + f ^ e " " ' dxdt > β f [υ2 + υ2] e" 0 ' dxdt 
for all piecewise continuous functions υ on Ω. This implies that 
( / v2e-at dxdt)l and ( f [v2 + υ2] e""' dxdt)i 
JQ JQ 
are equivalent norms on the subspace of piecewise continuous functions of и € 
H'tQ) with υ = 0 at Г2,4, whence for b
mm
 = 0 and such functions υ 
(F'(u)v,v) >X
miD f vie-"* dxdt + le-aT Ι υ2σ dx JQ Jr, 
>/?A
min / [v2 + vl] e-at dxdt =: с||МЦ2 л> 
./e 
(2.4.12) 
Because Ь
т
-
т
 = 0 this estimate is not bounded uniformly in e (see the definition 
of Amin) but contrary to the previous estimate (2.4.10) it is also valid for a = 
bmin = 0. Hence (2.4.10) will be used mainly for singularly perturbed problems 
while (2.4.12) will be used for regular problems. 
Each linear system (2.4.6) is discretized with the use of two-dimensional trian­
gular finite elements (FE) (maximum height h) with linear basis functions (see 
e.g. [28], [14], [6] or [22]). Additional upwind, i.e., streamline-upwind diffusion 
basis functions (SUPG) (see [18] or [4]), is optional. For this latter method the 
linear basis functions υ are replaced by υ + 6V_v for some scalar δ > 0. As has been 
shown in [7], for instance, the upwind technique can be very helpful to get a more 
strongly positive definite system for convection dominated problems and hence 
increase the rate of convergence of certain generalized preconditioned conjugate 
gradient iterative methods. 
The use of a finite dimensional subspace of НЧф) in (2.4.6) to approximate Û 
leads to a sequence of corresponding finite dimensional linear systems of the form 
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FJiBJ^XiiJJ"·"0 - и ^ ) = -i^FiXu^), defined as usual in finite element meth­
ods, with lim^oo u^* := ûh, the discrete solution in vector representation (see 
e.g. [3]). These linear nonsymmetric finite dimensional systems of equations are 
solved by iteration with the use of preconditioned linear equation solvers. For 
the numerical tests GCGLS [2] or CGS [27] are used to this end. These iterative 
methods and the Newton method can be found in chapter 8. 
2.5 Discretization error estimate 
In order to study the discretization error on time-slab Q = Qj, consider the intro-
duction of a finite dimensional finite element test function subspace H of H1«}), 
based on an underlying (initial) finite element triangulation Q = Qj of the time-
slab. Using ft, define Ho := H¿(Q) η Tí, Η
Ί
 := H | ( Q ) η Η. The function τ, which 
describes the Dirichlet boundaiy conditions, is assumed to be of such a type that 
Ή.
Ί
 φ 0, e.g., 'ύΉ. is a space of piecewise linear functions, then 7 has to be piecewise 
linear too. Also consider the following definitions. 
Definitions 
• Û e H}(Q), a solution of (2.4.1), i.e., (F(û), υ) = 0 for all t; e H¿(Q), 
• ид e Η
Ί
, a discrete solution satisfying (F(UA),I;) = 0 for all functions 
we Wo, 
• û/, the interpolation of ù on Tí, 
• 0 := û - ûfc € НЧф), the discretization error, 
• IJ := û — û/ e H1«?), the interpolation error and 
• V? := û/, — û/ € Tío, the interpolation minus the discretization error. 
In order to estimate the discretization error note that ψ = 0 at Го, and assume 
that f, £ with cr > σο > 0 and α > 0 are such that for all u € НЧС) the following 
four conditions are satisfied 
f л
т і п
 =inf{£(c) + гсеЧО-.с = "?(*,'), (M) € Ω} > О 
\
ma
 =sup{e«) + 2<;c'(C):C = uffc.f), (χ,ί) G Ω} < co 
6
miII = inf{¿(ασ(χ, f) - Vfiíx, f)): (χ,ί) € Ω} > О 
бтм =8υρ{ηιβχ{|6(χ,ί)|,σ(χ,ί)}:(χ,ί)€ Ω} < οο 
Then for Ь
ш
\
п
 > 0 with the use of (2.4.10) 
(F(uh) - F(ûi), φ) =( / F'(û, + ςψ)φάς, φ) Jo 
= 11 [В(.йі + ςφ)φ* + 6 Vipifì e-at dxdtdç 
(2.5.1) 
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>А
Ш
ш / vìe—* dxdt + bmin i φ4-α* dxdt JQ JQ 
+ ^e-aT i φ2σ dx 
^тИА.ь.&.ьШР-сіІІМІІ' 
or for бшш = 0 with the use of (2.4.12) 
(F(uh) - F(ui), φ) >Хшіа ί φΐe-at dxdt + le-aT / φ2σ dx 
JQ Jrt 
>/?A
min ƒ [φ2 + φΙ] e"»' dxdt =: c,||M||2 · 
Further 
(F(ûh) - F(ûi), ν) =(F(Ù) - Fm, υ) WuçHo 
and for all α > О 
(F(u) - Fib), φ) =( / F'iU! + ςη)ηάς, φ) 
Jo 
= 11 [B(Û/ + w)Vx<Pz + υΤνηφ\ e - 0 ' dxdtdç 
< ƒ Ашике-З0 
JO 
dxdt <pxe-2
ai 
+ í ^ гте-З^ІІ^-З0'! dxdt 
JQ\ II I 
<A
mM( / v¡e-at dxdt)l( ί φ2Β-α( dxdt)ì + JQ JQ 
&»«( í(fa + tf)e-at dxdt)h ί φ26-αί dxdt)ì 
JQ JQ 
<ιηβχ{Α
Μ
„6„1,}( ί(η2 + qf)e-at dxdt)l -
JQ 
(( í <ph~at dxdt)* + ( / vV" 1 dxdt)*) 
JQ JQ 
<^max{Xma,bma}( f (η2 + rfa— dxdíPMÚ 
JQ 
<VSinax{AM«,>5M}|ij|i||b>||| 
= «!2ІЧІ1ІМІ· 
This relation is obtained with the use of the estimate 
y/ä + Vb< V2Va + b 
for all positive real numbers a and 6. 
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These relations above, in combination with 
Pill = \h-ИІІ<ІЫІІ + IMI <ІЫІі + IMI. 
lead to 
мі^а + ^іыі,. 
Cl 
Finally for Δ € Hp((¡?) consider the classical interpolation error estimate 
Ыг<™*Х-гШ.*\ *o<r<.<P. (2.5.2) 
In combination with the former relations this gives the discretization error esti­
mate 
| | | û - û f c | | | < D ( l + ^)ft e | |u | | i + 1 Vo<.<i (2.5.3) 
ci 
which is uniform in с if í>m¡n > 0. Since the ||| · ||| norm is slightly weaker than 
the || · ||| norm, the discretization error estimate is not of optimal order, even if 
и € H (Q), the Sobolev space of order 2. 
In order to investigate the conditions in (2.5.1) consider, as an example, the elec-
tromagnetic field penetration into a half-space of ferromagnetic material. In a 
Carthesian space the imposed magnetic field is parallel to the z-axis, while the 
induced electric field is parallel to the x-axis. In this case the magnetic vector 
potential has only one contributing component parallel to the z-axis, and under 
certain additional assumptions (see for instance [23]) this enables the formula-
tion of a one-dimensional parabolic differential equation for this component. 
The following non-linear parabolic differential equation describee a mag-
netic vector potential in a one-dimensional piece of iron with a sinusoidal mag-
netic potential applied on its right boundary: 
-(i/(u2(i, t))ux(x, t))x + σιι,(χ, t) = 0 0 < x < l I 0 < i < o o 
u(x, 0) = uo(x) 0 < χ < 1 (2 5 4) 
u(l,f) =csin(27rwi) 0 < f < o o ' ' 
u(0, t) = 0 0 < i < o p 
for some L 2(0,1) integrable function g with g(l) = g(0) = 0. The parameters 
involved are 
ω the angular frequency of the magnetic vector potential 
on the left boundary, 
с the amplitude of the magnetic vector potential applied thereon, 
σ the electric conductivity, material-dependent, mostly a constant, 
μο the magnetic permeability of the vacuum, μο = 4 π 1 0 - 7 Η ι η - ', 
μ
Γ
 the relative magnetic permeability inside the iron, μ
Γ
 = μΛΟ. 
μ the magnetic permeability inside the iron, μ = μο - /V and 
ι/ the magnetic reluctivity, ι/ = μ~ι. 
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The reluctivity is in practice a non-linear material-dependent function depending 
on the square of the magnetic flux density С = u*(x, t) (see [8] for an example of 
a measured reluctivity). Here, in all test cases considered, it will be modeled by 
ι/.κ_ . arctan(ç(C - Co)) + arctan(ç(Co)) , 0 к к л 
1 / ( 0
 = ^ "
 +
 Í W
 f+arctanMCo» ( 2 · 5 6 ) 
where 
"min the relative minimum of the modelled reluctivity (/(C), 
"mu the relative maximum of this (unction, 
ς its steepness and 
Co its turning point. 
Its derivative -¿rP therefore is given by 
dC U ς 'Ua" ' \ + arctan(ç(Co)) " 1 + (ç(C - Co))2 ' 
See [9] for an example of this function for given i/m¡n, і/
т ш
, с and Co-
Note that for the time-independent formulation of (2.5.4) with a reluc­
tivity defined as above and boundaiy conditions uo(x) = 0 and u ( l ) = c, the exact 
solution Û is given by û(x) = с · χ. Hence the solution of the stationary problem 
contains no layers. 
Denoting the magnetic reluctivity ν by e, note that in this case с' > 0 and A(C) : = 
с (С) + 2Cf'(C) is a continuous function, bounded above and below on [0, oo) by 
0 < Л
ш
;
п
 : = с
m
¡ n < A(C) < Л(Стш) = : Ащи < oo (€[0
іОО
), 
Cm„ = -((4ç2Co2 + 3 ) 2 - ç C o ) 
whence the first two conditions of (2.5.1) are satisfied. Due to = [0,1]T , clearly 
bmin = 0 and ¿>m„ = 1 < oo, whence all conditions of (2.5.1) are satisfied for all 
weighing functions e - 0 ' with о > 0. For numerical results we refer to [9] and 
section 3.5. 
2.6 Conclusions 
The use of finite elements in both time and space, where the time-space domain is 
considered as a whole in the generation of finite elements, is efficient. The method 
is applicable also in multi-dimensional problems, where tetrahedron elements can 
be used, for instance. As has been shown, the stability of time-stepping on the 
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larger time-slabs is an immediate consequence of the positive definiteness of the 
Jacobian matrix. The use of ordinaiy continuous finite element approximations 
enables the use of standard finite element packages for the time-space domain. 
Adaptive refinement of an initial grid on each time-slab in order to locate and fit 
steep gradients is advisable and is presently studied by the authors. 
Finally the solution of the linear systems can be performed quite cheaply. 
Using still more efficient preconditioners, for instance those based on incomplete 
factorization or domain decomposition (see [7] and [11]), one can get methods 
for which the computational effort is not larger than about proportional to the 
number of node points. 
Acknowledgements 
ТЫ« «tudy was suggested by dr. Arne Wolfbrandt, ABB, Corporate Research, VästerSs, Sweden. 
2.7 References 
[1] Axelsson O., Finite element methods for convection-diffusion problems, 
in Numerical Treatment of Differential Equations, (Strehmel K. ed.) 
Leipzig: Teubner 1988 (Teubner-Texte zur Mathematik; Bd. 104), 171-
182 [Proceedings of the Fourth Seminar "NumdifW, Halle, 1987] 
[2] Axelsson O., A generalized conjugate gradient, least square method. Nu-
merische Mathematik 51(1987), 209-227 
[3] Axelsson О., On global convergence of iterative methods, in Iterative So­
lution of Nonlinear Systems of Equations, 1-19 LNM#953, (Ansorge R., 
Meis Th. and Tömig W. eds.), Springer Verlag, 1982 
[4] Axelsson O., On the numerical solution of convection dominated convec-
tion diffusion problems, in Mathematical Methods in Energy Research 
(Gross KI. ed.), 3-21, SIAM Philadelphia 1984 
[5] Axelsson O., The numerical solution of partial differential equations, in 
Mathematics and Computer Science II: fundamental contributions in the 
Netherlands since 1945 (Hazewinkel M., Lenstra J.K. and Meertens L. 
eds.), 1-18, North-Holland 1986 
[6] Axelsson O. and Barker VA., Finite Element Solution of Boundary Value 
Problems, Academic Press, Orlando, Florida, 1984 
[7] Axelsson O., Eijkhout V, Polman В. and Vassilevski P, Iterative solution 
of singular Pertubation 2nd order boundary value problems by use of in­
complete block-factorization methods, BIT 29(1989), 867-889 
[8] Axelsson O. and Maubach J., A time-space finite element discretization 
technique for the calculation of the electromagnetic field in ferromag­
netic materials, Journal for Numerical Methods in Engineering 29(1989), 
2085-2111 
finite element method 41 
[9] Axelsson О. and Maubach J., A time apace finite element method for 
nonlinear convection diffusion problems, in Notes on Numerical Fluid 
Mechanics, (Hackbush W. and Rannacher R. eds.) Vol. 30, 6-23, Vieweg, 
Braunschweig, 1990 [Proceedings of the Fifth GAMM-Seminar, Kiel, 
West Germany 1989] 
[10] Axelsson O. and Maubach J., On the updating and assembly of the Hessian 
matrix in finite element methods. Computer Methods in Applied Mechan­
ics and Engineering 71(1988), 41-67 
[11] Axelsson O. and Polman В., A robust preconditioner based on algebraic 
substructuring and two-level grids, in Robust Multi-Grid Methods (Hack-
busch W. ed.). Notes on Numerical Fluid Mechanics, Vol. 23,1-26, Vieweg, 
BraunSchweig, 1988 
[12] Axelsson O. and SteihaugT.,Some computational aspects in the numerical 
solution of parabolic equations. Journal of Computational and Applied 
Mathematics 4(1978), 129-142 
[13] Axelsson O. and Verwer J.G., Boundary value techniques for initial value 
problems in ordinary differential equations, Mathematics of Computation 
45(1985), 153-171 
[14] Ciariet EG., The Finite Element Method for Elliptic Problems, North-
Holland Pubi., Amsterdam, 1978 
[ 15] Friedman Α., Partial Differential Equations, Holt, New York, 1969 
[16] Hemker EW., A numerical study of stiff two-point boundary value prob­
lems, Ph.D. thesis, S.M.C., Amsterdam, 1977 
[17] Houwen Vd. EJ., Construction of Integration Formulas for Initial Value 
Problems, North-Holland , Amsterdam 1976 
[18] Hughes TJ. and Brooks Α., A multi-dimensional upwind scheme with 
no crosswind diffusion, in AMD 34(1979), Finite element methods for 
convection dominated flows (Hughes T.J. ed.), ASME, New York 
[19] Hughes T.J.R. and Hulbert M., Space-time finite element methods for elas-
todynamics: formulation and error estimates, Computer Methods in Ap­
plied Mechanics and Engineering 66(1988), 339-363 
[20] Jamet E, Galerkin-type approximations which are discontinuous in time 
for parabolic equations in a variable domain, SIAM Journal on Numerical 
Analysis 15 (1978), 912-928 
[21] Johnson C. and Fitkäranta J., An analysis of the discontinuous Galerkin 
method for a scalar hyperbolic equation, Report MAT-A215, Institute of 
Mathematics, Helsinki University of Technology, Helsinki, Finland, 1984 
[22] Kardestuncer H. (editor in chief) and Douglas H.N. (project editor), Finite 
Element Handbook, Mc Graw Hill, 1987 
[23] Karlsson K.-E. and Wolfbrandt Α., An explicit technique for calculating 
the electromagnetic field and power losses in ferromagnetic materials, In­
ternal report 721-83, department for electrical analysis methods ASEA, 
Vflsterâs, Sweden, 1983 
[24] Lesaint Ρ and Raviart PA., On a finite element method for solving the 
neutron transport equation, in Mathematical Aspects of Finite Elements 
in Partial Differential Equations (de Boor С ed.), 89-123, Academic Press, 
New York, 1974 
[25] Nedas J., Introduction to the Theory of Nonlinear Elliptic Equations, Pra­
gue, 1982 
[26] Neöas J., Les Méthodes Directes en Théorie des Equations Elliptiques, 
Masson, Paris, 1967 
[27] Sonneveld P, CGS, α fast Lanczos-type solver for non-symmetric linear 
systems, SIAM Journal on Sdentine and Statistical Computing 10(1989), 
36-52 
[28] Zienkiewicz O., The Finite Element Method in Engineering Science, 3"* 
edition, Mc Graw-Hill, New York, 1977 
43 
З
А multi-dimensional 
streamline upwind 
^ ^ ^ approach 
Revised version of: Maubach J.M-L., Preconditioned iterative method· for 
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multi-dimensional case and a section on other global finite element 
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related to those in: Axelason O. and Maubach J., A time-space finite 
element discretization technique for the calculation of the electromagnetic 
field in ferromagnetic materials, Journal for Numerical Methods in 
Engineering 29(1989), 2085-2111. 
. Abstract 
Time-stepping methods for parabolic problems require a careful choice of the 
stepsize for stability and accuracy. Even if a stable implicit time-stepping method 
is used, one might be forced to choose very small time-steps in order to get suf­
ficient accuracy, if the solution has steep gradients, even if these occur only in 
a narrow part of the domain. Therefore the solution of the corresponding alge­
braic systems can be expensive since many time-steps have to be taken. The same 
considerations apply to for explicit time-stepping methods. In this chapter a dis­
cretization technique is presented, which uses finite element approximations in 
time and space simultaneously for a relatively large time-period, called time-slab. 
This technique may be repeatedly applied to obtain further parts of the solution 
in subsequent time intervals. It will be shown that, with the method proposed, 
the solution can be computed cheaply, even if it has steep gradients, and that sta­
bility is automatically guaranteed. For the solution of the non-linear algebraic 
equations on each time-slab fast iterative methods can be used. 
Keywords: Time-stepping, Time-space finite elements, Nonlinear parabolic dif­
ferential equations, Convection diffusion, Grid refinement 
AMS(MOS) subject classifications: 65F10, 65M20,65N30,65N50 
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3.1 Introduction 
The method most frequently used for the numerical integration of parabolic dif­
ferential equations is the method of lines. Here one first uses a discretization of 
space derivatives by finite differences or finite elements and then uses some time-
stepping method for the solution of the resulting system of ordinaiy differential 
equations. Such methods are, at least conceptually, easy to perform. However, 
they can be expensive if steep gradients occur in the solution, stability must be 
controlled, and the global error control can be troublesome. 
This chapter considers a simultaneous discretization of space and time 
variables for a one-dimensional parabolic equation on a relatively long time in­
terval, called time-slab. The discretization is repeated or adjusted for following 
time-slabs using continuous finite element approximations. In such a method the 
efficiency of finite elements is utilized by choosing a finite element grid in the 
time-space domain where the finite element grid has been adjusted to steep gra­
dients of the solution both with respect to the space and the time variables. In 
this way, one solves all the difficulties with the classical approach since stability, 
discretization error estimates and global error control are automatically satisfied. 
Such a method has been discussed previously in [1] and [3]. The related bound­
ary value techniques or global time integration for systems of ordinaiy differen­
tial equations have been discussed in several papers, see [9] and the references 
quoted therein. In [11] a time-space method with discontinuous elements in time 
has been used, which is based on methods in [12], [13] and [15]. 
In the present chapter a non-linear convection diffusion problem is con­
sidered. This problem is presented and reformulated as a two-dimensional bound­
ary value problem in section 3.2. In section 3.3 the discrete problem and a solution 
method is formulated, and in section 3.4 the stability and discretization error esti­
mates for the method are considered. Finally in section 3.5, numerical tests and a 
discussion of the grid generation method used, is found, and after a short overview 
of other possible applications of the global finite element method in section 3.6 
some conclusions are drawn in section 3.7. 
3.2 Parabolic differential equations 
Let Ω С IR", л > 1, be an open bounded and polygonal domain and consider the 
following multi-dimensional non-linear parabolic partial differential equation on 
the time-space interval Q := Ω χ (0, oo): 
-V,.(€Vxu(*, f))+ 6Vxu(jr1í)+ <«*,(*, f) =ƒ"(*,*) (*,f)eQ 
u(x,0) =u0{x) xen (3.2.1) 
u(x,t) =ue(t) * € 0 Ω , ί > Ο 
where the diffusion t and the flow velocity functions 6, σ satisfy e = e(|Y
x
u|2) 
resp. 6 = b{x,t) с ΠΓ and σ = a(x,t), f is a source function, UQ some L2(n) 
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integrable function and u
e
 is a square integrableDirichlet boundary condition. 
In addition, assume that σ > σο > 0, Ь,с € С1«?) (see chapter 1). Further, let 
V
r
fc + at < 0 and define ^ = ¡¡ЫО for С = lY
x
u|2 and assume that c' > 0. The 
parabolic problem above occurs in many applications of which one was considered 
in [6]. 
As in chapter 1, in order to compute the solution of (3.2.1), a computational 
domain Ω ж (0, Ы С Q is partitioned into a number of equidistant time-slabs 
Qj = Ω χ (*,_!,*,] for 0 = /o < t\ < ... < tj < oo, assuming without loss 
of generality tj — *,·_! = At for ally (see fig. 1.2). The time-slabs have lower 
and upper boundaries denoted by Γι = {(x,t) € Έ?*1:« € Ω Λ t = tj_l} resp. 
Гз = {(x,t) e ПГ+1:ж e Ω Λί = tj], and the cylinder surface T
c
 = {(x,t) e 
ІК'
+1
:ж e 9Ω Λί € [ί,-ι,ί,]}· The number of such time-slabs is finite, indepen­
dent of the choice of the grid parameter, associated with the finite elements. For 
the first time-slab Qi an initial value UQ on Γι has to be given, but for each fol­
lowing time-slab Qj+ \ the solution at Γ3 of Qj will be taken to provide a Dirichlet 
boundary condition at Γι. With this approach problem (3.2.1) can be rewritten 
into: 
-ν«.(ΕΕ,Β<*,ί)) + 6 Vu(x,t) =f(x,t) inQj 
u(x,0) =uo(*) atT! (3.2.2) 
u(x, t) = u
c
(t) on Гс 
on each time-slab with 
• tensor E = Diag(€(|V,u|2),.. ..«(IV^uj2)) of order η and flow field 6 = 
, ' !ч = € Ш"*1, where it is assumed that σ > σο > 0 in order 
to preserve the parabolic nature of the equation 
• square integrable functions UQ and u
c
, prescribing the initial value and 
the Dirichlet boundary conditions on the cylinder surface 
• the divergence operator V· and gradient operator V defined on the η + 1 
dimensional (x, t) space and 
• square integrable source function f at Ω and initial value function UQ at 
the Dirichlet boundary Γι. 
Throughout this chapter the gradient operator V = V
x ( will denote the space 
plus time derivatives contrary to V
x
 which stands for the derivatives in space 
only. 
Note that, analogous to chapter 1, there is no need to impose any boundary con­
dition at the boundaries Γι and Γ3, because for all possible trial functions и and 
all test functions υ the corresponding boundary integral 
/ (Е
 я
и)тп
х
 dx= <f vc(\V
x
u\2)V
s
u 0dx = 0, 
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where n
s
 is the η-dimensional space component of n, the unit outward normal of 
the boundaiy dQj. At this boundary the solution Û of (3.2.2) and V^û are initially 
unknown. 
3.3 Weighted streamline upwind solution method 
Consider the variational formulation of the non-linear two-dimensional prob-
lem (3.2.2) for a certain time-slab Q := Qj. Let H1«?) be the Sobolev space of 
order 1 on Q and define the boundaiy function γ at r D := Γι U Ге by γ := (UQ, UC), 
i.e., f(,x,t) = uo(*) at Γι, t(x,t) = udt) at Г
с
. To simplify the analysis, assume 
that there exists an extension of 7 to Q in H1«?), which excludes the occurrence 
of interior layers due to discontinuous boundaiy data. Furthermore, for the sake 
of simplicity, assume that σ{χ, t) = σο > 0. Define the test and trial spaces by 
H¿(Q): = {υ б Н фги = Oat Г
в
} resp. Н}(£): = {u € НЧфги =
 7 at Γ η }, both 
in the sense of traces, and define the partial differential operator L{u) by 
L(u) = -V, ·(£V
x
u) + 6 T V u - / . (3.3.1) 
The weighted streamline upwind variational formulation now becomes 
(F(U) Iy) = 0 „ е н . ( < г ) , и е Н | ( С ) (3.3.2) 
where for a given triangulation Q = { Δ } of the domain Q, fixed α > 0 and fixed 
è > 0, the gradient F for all υ G H¿(Q) is defined by 
(F{u)tv) = ƒ [ - ¿ V - ( 6 L ( U ) ) + L ( U ) ] ve*» dxdt 
= / еШ^ е^ dxdt - I бШ)аЪ
г
ие*
1)
 dxdt -
Jo Jo 'Я JQ 
l Ши) е*ЧТп<1а + Í 
JdQ JQ 
(3 3 3) 
<£ $L(u)ve*4Tnds  [ ии) е^ dxdt 
JdQ JQ 
=$ У2 Í L(u)6TZvBgl')dxdt + (1 - α$σ) f Uufre*» dxdt 
¿¿¡¿J* JQ 
since L(u) = 0 on Γι U Γ3 and υ = 0 on Г
с
. Here t >-* e**0 is a weight function 
controlled by a continuous differentiable function g on [0,00). This weight func­
tion can be useful to get better estimates of the discretization errors, as will be 
demonstrated in section 3.4. It suffices to consider the first time-slab, where the 
weight function 11-» e~ a l is used. The positive scalar ¿> is the streamline upwind 
parameter, which will be used in order to get a strongly positive definite system 
for convection dominated problems and to obtain a discretization error estimate 
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in the Η'(Ω) norm. The streamline upwind technique will increase the rate of 
convergence of certain generalized preconditioned conjugate gradient iterative 
methods. 
Note that a solution of (3.2.2) is also a solution of (3.3.2). Unless и e 
H2(Q), the leading term in (3.3.3) only exists as a sum of integrals over each 
individual element Δ. Therefore dividing (3.3.3) by l—aêa and setting 6 := S/(l— 
α$σ) leads to the equivalent variational formulation 
(F(u),V) = 0 V B € H . W , « 6 H } ( « ) 
where now F is defined by 
{F(u),v) =6 Σ Í Uu)bTV_ve-atdxdt + f L(u)ve-at dxdt (3.3.4) 
whence 
(ίΌΟ,ϋ) =¿ У\ f -Vs(.EVxú)bTVvfi-atdxdt + 
6 f [бТ и · 6TVv-f6TVv\ e-a, dxdt + 
[(EV
x
u)TV
x
v + 6TVuv - /у] e""' dxdt
 и
€
Н
. ( < г ) L 
where $9д е~а'(Е хи)тпхde = 0 dropped out due to ν = 0 on Ге and the fact 
that (Я .ы)7'/!» = 0 at Γι U Гз. Note that for с = ασ 
ê = h(S), h:6i 
l+c6 
For every positive с the map h is a strictly increasing function, a bijection from 
[0,00) onto [0,1) whence S is uniformly bounded away from infinity in δ. 
Linearization of this weak formulation by a damped Newton method now leads 
to a sequence of linear systems and solutions u(*'f '* € H (^Q) 
(F'iu^Mu«*» - и«),») = -Tm(F(uw)tv) Ч,бН,(<г) (3.3.5) 
where the Gateaux directional derivative of F, the Jacobian matrix F', is defined 
as in chapter 1. For linear functionals F the Jacobian matrix is simply given by 
(F'(u)w,v) = (F(w),v) for all functions u, υ and w; in the non-linear case the 
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Jacobian matriz is given by 
(F'(u)w,v) =6 У ) / -VI.iBVxw)-6TVve-atdxdt + 
JQ 
hBV
x
w)TV
s
v + 6TVwu\ B-at dxdt 
δ I fi'Vu» · 6TVve-at dxdt + (3.3.6) 
L 
Q 
т. 
then 
for all и G H¿(Q) and all it, w € H1«?), where the tensor В is defined by 
B = E + 2E'VuVuT, (3.3.7) 
with E' = Diagíe'dYjjU]2),..., «'(I Y,u|2)), a matrix of order ». In order to see this 
consider the following lemma. 
Lemma 3.3.1 Let Ω с IR" be an open and bounded domain, let E be a diagonal 
matrix of order η with diagonal matrix entries €ц(.х, |V
x
u| ), and let 
(F(u),v)= [(EVsufVsV dx, 
Jn 
(F'{u)w,v)= f [{E + 2E'V
s
uV
s
u
T}V
x
w]TV
s
vdx 
Jn 
where E' = Diagic'^x, lY^u]2),.. ..e^Cr, |V
x
u|2)). Further, if all diagonal ele­
ments of E are equal to e = f(x, | ,ц|2), then for В := E + ^'VoVu7" 
r(B) = {e ( e + 2|Vxu|V}, 
where the first and second eigenvalues have multiplicity η — 1 respectively 1. 
Proof. Using the chain-rule for differentiation in a Banach-space, first note that 
(F'(u)w,v) = f [EV
x
w + г ^ и ^ ш ) E'V^uf V
s
v dx 
Jn 
= I (EV^wf^v dx + 2 [ ( , и т
 х
и) · (E'V
x
u
TV
x
w) dx 
Jn Jn 
This, in combination with the fact that 
(Z^u1, V
x
v, EV
x
u
TV
x
w)
e
 =(V
x
v, V
x
uE'V
x
u
TV
x
w)
e 
=(Z_xV,E'V
x
uV
x
u
TV
x
w)
e 
=(E'V
x
uV
x
u
TV
x
w, V
x
v)
e 
where ( ·, · )« stands for the Euclidian inner product yields the desired result. The 
eigenvalues of Б and the multiplicity thereof follow easily from the definition of B, 
exploiting that ,ы
 x
u
T
 is a matrix of rank 1. · 
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As an example consider the tensor matrices E = Diag(e(u^)) respectively E = 
Diag(f (uf + uj), e(u% + up) for which the lemma above leads to 
Note that the first tensor corresponds to a time-slabbing problem with space-
dimension 1, whereas the second tensor originates from the case of two space 
dimensions. This tensor also arises in the case of a static two-dimensional partial 
differential equation, since the lemma is not restricted to time-dependent prob­
lems. Now combining lemma 3.3.1 with integration in time leads to (3.3.6). 
In order to study the Jacobian matrix on time-slab Q = Qj in detail, introduce 
the finite element test function spaces Ti, Τίο and Τί
Ί
 on Qj as in section 2.5. 
Finally, let the norms || · Ц,
 a
, | · |,,<, and corresponding inner product on нЧф) 
be defined as in section 2.4. Norms || · Ц,
 a Δ with additional domain subscript 
(here Δ) denote weighted Sobolev norms of order 8 over this domain. With the 
set of norms introduced and under some assumptions to be derived on Ti, and with 
the tensor e and flow field , F'(u) will be seen to be uniformly positive definite 
on TÍQ, i.e., 
(Γ(ύ)υ, v)>f [¿Amin|V.i>|2 + l6(6TVv)2 + Ь
ті
У] β—' dxdt + 
le-Tf v\dx <3·3·8> 
=:|||''ІІІ?1ал^ Ы>& ν < * * . . 
for some positive scalare A,,,;,,, &m¡n and χ. The subscripts Л, Ь in ||| · Щ,
 β λ
, hence­
forth are omitted for simplicity. The difference of subsequent approximate dis­
crete solutions u¿ * " — Ид is an element of Ήο, whence (3.3.8) implies that the 
damped Newton algorithm given by (3.3.5) will converge for properly chosen 
damping parameters rtt> (see e.g. [2]). The relation (3.3.8) implies that there can 
be at most one solution of equation (3.3.5) as, using a standard inequality, 
0 = (F(u) - F{v\ и - υ) = / (F'(u + ς(υ - u))(u - υ), и - υ)άς > с\\и - и||? 
Л) 
for all solutions и, υ e H^(Q) implying и - υ € H¿(Q). Under appropriate as-
sumptions on F the nonsymmetric Galerkin type equation (3.3.5) has a solution 
u(*+i) € ι ψ φ accoidingto [10]. 
In order to show that the Jacobian matrix is coercive (i.e., satisfies (3.3.8)) let σ(Α) 
denote the spectrum of a matrix Λ and assume that 
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• There exist bounds A
min and Amu such that for all functions и € Τι and 
all(jM)GQ 
0 < Х
т1п < {A G ПЬ A G σ(Β)} < Am„ < oo 
whereß = B(u(x,í)). 
• The scalare A,,,;,, and Amax satisfy 
A2 6 < (—)2X · 
"mm" _ v p ^ ' Λπιιη · 
• There exists a positive scalar Co such that the following inverse inequality 
holds 
ΙΔϋΙο,α,Δ^ΟοΛ-'ΐν,υΙο,α,Δ V^« (3.3.9) 
(see e.g. [10], page 140, for arbitrary high order of finite element basis 
functions). Note that this is trivially true if 7i is the space of piecewise 
linear finite element basis functions on the triangulation Q. 
• On each Δ G Q the tensor В satisfies |V*-(BV
x
i;)|o < с|Л
х
и|о for some 
scalar c, which is set to 1 for ease of notation. Note that this condition is 
satisfied for all differentiable functions с if piecewise linear or constant 
finite element basis functions are used. Also, in the cases where the diffu­
sion changes only in time, i.e., where e = e(í), or where e is elementwise 
constant, this condition is satisfied. 
Now consider the terms in (3.3.6) separately, With the use of these assumptions 
the first term in (3.3.6) can be estimated below because 
¿/v,- (BVxv)6TVve-at dxdt ^¿ΐν,-φν,ίΟΙο,α.Δ · Ι^ΥϋΙο,α,Δ 
<№ЛС&-*\Ч
х
 \І
а
,ь + ( 3 - 3 1 0 ) 
< ^
т і п
|
 х
у|§
і а )д + $Α|6Γνιι|8 ι β ι Δ 
for all υ G H¿(Q), since |(у,ш),
ів
| < Η,,οΜ.,β for all ν, w G Ηβ(Ω) and |αό| < 
5 (о2 + 62) for all positive a,b. An analysis of the separate sub-terms in the third 
expression of (3.3.6) shows that 
A„,in ƒ iV^ylV«" dxdt < IW)Vi>)TVüe-0' dxdt Vu u€Hi(Q)> (3.3.11) 
JQ JQ ' ' 
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and that, analogous to the derivation in (2.4.9), 
ƒ { Т ) в-а* dxdt > le-aT ¿ υ2σ dx + b
miB f v2e-at dxdt Ч,,^^, 
where Ь
т1а := ΐηί{^(ασ(*,ί) - біх,t)):(x,t) € Q]. Now (3.3.10), (3.3.11) and 
the above show that the Jacobian matrix satisfies estimate (3.3.8) 
(F'(u)v,v) > I [¿Л
тіп
|у
х
і>|2 + \6(bTVv)2 + Ъ
тіл
 2\ e"«" dxdt + 
j 9
 (3.3.12) 
\e-aT j v2adx 
for ali ν e Ho because of (3.3.9). 
In order to get a coerdvity estimate in the Sobolev 1 norm note that one has 
Amin|V
x
y|2 + i(6TVi>)2 =: (Я„+ 1уу)Т і> 
where 
Д.+ і-А.ь.р» 5 ] + ¿ 6 6 T ( 3 · 3 1 3 ) 
with J„ the identity matrix of order n. Omitting the subscript 'min' for Α,,,;,, to 
simplify the notations, elementaiy computations show that for η > 1 
Det(E
n
 - z/„) =(λ - гТ- ' · (г2 - (6\ \2 + \)г + \6σ2) 
(3.3.14) 
=(\-ζγ-χ.ρ
χ
{ζ). 
Under the substitution |6 | 2 = (1 + ς)σ2 for ς > 0, the discriminant of the fJEic-
torpxiz) is equal to the following quadratic polynomial in Λ 
d(A) :=(5|6|2 + λ)2 - 4λί<τ2 
=λ
2
 + 25(|6|2 - 2σζ)λ + 62 |6|4 
=λ
2
 + 2(ç - 1)6σ2λ + (1 + ς)262σ4. 
The discriminant of ¿(λ) is equal to 
4(1 - c ) 2 ¿V - 4(1 + ç ) 2 i V = - 1 Μ 2 σ 4 < 0 
leading to d{\) > 0 for all values of Л. This inequality in turn guarantees that 
the factor ρ
λ
 in (3.3.14) has at least one positive real root. As the product ofpA's 
roots is equal to its last term \6σ2 this ensures the existence of two positive roots. 
Therefore, all eigenvalues of E
n
 are positive for all possible combinations of А
ш
и, > 
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0 and 6, for all η > 1. Note that for с « 1 the roots οίρχ(ζ) are of order 6 and of 
order Аші,,, implying 
σ(2
η
) = {X
m
i
n
,0(Kin),0(6)} С (Ο,οο). 
Denoting the smallest eigenvalue of E
n
 with χ, this leads to 
jA.inE,!»!2 + з ^ і;)2 > Іх(\
 ж
 \2 + υ*) (3.3.15) 
whence for χ < 1 the Jacobian matrix 
(F'(u)v,v) > ΙχΜ* + *e-aT Ι υ2σ ds
 и
€
„ 0
 и
€
н.(<г) (3.3.16) 
JT» 
is uniformly (in u) positive definite for positive ¿>min. The condition 0{\6) = 0(A2), 
following from the relation below (3.3.9), implies χ = 0{h) for Λ = 0(h) and 
δ = О(Л), and χ = 0(Л2) if one of these two scalare is 0(1) and the other is 0(Л2). 
In the situation where &„,;„ = 0, the restriction to a certain time t £ ((,-_ i, tj] of 
piecewise polynomial functions υ on Q, will also be piecewise polynomial on Ω, in 
particular v(x,t) ε Η1(Ω). As in chapter 2, due to a Friedrichs inequality, there 
exists a positive scalar β > 0, not depending on υ, such that, 
/ v2(x, t) ds + / | Vxü(*, t)\2dx>ß- ί υΗχ, t) + |ν,υ(*, f )|2 Ar. 
./en in Ja 
Since ν is piecewise polynomial on Ω and the boundary of the space-domain does 
not vary with time, integration of the expression above with respect to the time 
shows that 
( / ΐΥ,υΙV e t dxdt)i and ( ƒ [u2 + |V
x
u|2] e" 0 ' dxdt)* (3.3.17) 
are equivalent norms on Wo С H^Q). Hence, for 6m¡n = 0 
{F'{u)v,v) > ί [іА
тіп
/?| ,«>|2 + \6(bTVjiP + \βυ2\ β—' dxdt + 
* , (3.3.18) 
Г" І* ηβ ν ι; (Τ dX 
for all υ e Wo- This estimate is not bounded uniformly in c, but contrary to the 
previous estimate (3.3.8) it is also valid for α = ¿>m¡n = 0. Hence (3.3.8) will be 
used mainly for singularly perturbed problems while relation (3.3.17) will be used 
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for regular problems. The coerdvity constant estimate in the Sobolev 1 norm can 
now be obtained from (3.3.15). 
In order to give a discretization error estimate in section 3.4 it is necessaiy to 
show that the Jacobian matrix is a bounded functional. To this end, note that 
• Fora l la ,6 ,7€ lR,7>0 
И < 1 а 2 + І 6 2 . (3.3.19) 
• The following relationship is valid for an arbitrary flow field б 
(6 rVu0 2 < ||5|¿||Vii»||f = (|b|2 + r2)||Vu;|£ = Ь2
та
 · Ц шЦ* (3.3.20) 
for all w e H1«?). 
Here it is assumed that Ь
тшж
 < oo and || · ||
e
 stands for the Euclidian norm. 
Using (3.3.6) and (3.3.10) it is easy to derive that 
\(F'(u)w,v)\ <±M(w) + l6\6TVv\l
a
+±6\6TVw\l
a
+ls\6TVv\l
a
+ 
¿AME,»|8ie+jAB11,|Y,ii|8ia+¿|6rYw|?ie+2|i;|í|ie 
7 7
 (3.3.21) 
< i - [M(w) + (1 + ¿)62„|ш|?
і0 + Α^ΐν,ιι»!^] + 
| ƒ [v2 + λπ,,,ΐν,ι;!2 + 2Ä(67'Vü)2] е- а 1 dxdt 
for arbitrary 7 > 0 where M(w) is defined by M(w) := λ 2 ^ 53Δ6Ο ^(^"Ίο,α,Δ 
for all functions w piecewise in H2(Q). 
3.4 Discretization error estimate 
In order to estimate the discretization error, consider the exact solution û ç 
H^(Q), the discrete solution û/, € fty and its interpolant u¡ 6 W7 as introduced 
in section 2.5. In addition, define the discretization error θ := û - ûh € HVQ), 
the interpolation error η := û — ûj £ H1«?) and the interpolation minus the dis-
cretization error φ := ûh-û[ eJío- Note that φ = 0 at Го and that in fact ûj Ε Ή
Ί 
and θ, η e H¿(Q) due to the fact that 7ί
Ί
 Φ 0. 
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Now assume that e, 6 with positive σ and a are such that for all u € H' ÍQ) the 
following conditions are satisfied 
f λ
Ι11ίη = ΐηΐ{λ€ ΐ ίΙ :λ€σ(Β)}>0 
Хтшх = sup{A 6 Ж: λ G σ(Β)} < οο 
&»ш = inf Ціааіх, t) - VMs, t)): (χ, t) e Q} > 0 
em» = sup{max{ 6(x,t)\}:(x,t) € Q} < oo 
A21„¿<maX{(A)2 i(^)2}Am.n 
for some positive scalar D, to be specified below. Let γ be a positive constant small 
enough such that 
m i n { - ^ -
 T l 1 - 27,6ШІП - ¿7,1} > 0 
independent of the upwind scalar δ. Then for 6m¡n > 0 with the use of (3.3.12) 
(F(uh) - FU,), φ) = ([ F'iùj + ςφ)φάς, φ) > 1 ||ИІ?
 a
d< - lll^ lllf
 a
 (3.4.2) 
Jo Jo 
Further 
(F(ûfc) - Fiùj), υ) = (F(û) - F(U/)I υ) ^uíHun) (3.4.3) 
and according to (3.3.21) for all α > 0 
(F(û) - Fiut), <p)={¡ F'&j + ςη)ηάς, φ) 
Jo 
<i- [Μ(η) + (i + wL-hli. + Α
Μ
|ν,ι,|?
ιβ
] + 
I ƒ [ν2 + Απ,^ΐν,νΙ2 + 2ί(6Γν¥>)2] e"«" dxdt. 
A combination of this three relations leads for 7 small enough to the existence of 
a positive scalar CQ, independent of Λ and «5, such that 
COIIMII?,« < ¿ [m)+ciMla] v«>o <3·4·4> 
where ci := (1+ <5)6^ M + Am„. Now suppose the finite element subspace of HVQ) 
under consideration is the space spanned by piecewise polynomials of degree k on 
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the triangulation Q. Let u/ denote the corresponding Lagrangian or Hermitian 
interpolant of a function и € H"+1(Q)· With the use of 
in combination with the classical interpolation error estimate (2.5.2) 
Σ llû - Äillr,-,A < Dh'+l-r\\ul+l о<
г
<.<л 
Δ€β 
(see [4], theorem 5.6) this leads to 
I I M f i < 2 ^ [tffo> + ci||<e] 2co7 
1 
2co7 
кДес 
< ¿ [ A L - Ä D * * * - 1 ^ ^ ! +c,232A2'||û||a2+1] 
- ¿ T ( A m i n + C , D 2 ) A 2 ' l , Û , l ' 2 + 1 
-:С2АЬ||А||,'+, 
for all 0 < 2 < а < k. In the case of piecewise linear Lagrangian basis functions 
note that for s = k = 1 
ІІЪх|ІО
р
а.
Д
 = II» - ΰ/Μο,,,,Δ = Ι ΙΜ 0 ι ( , ι Δ < Ä-^lÄlL+i · 
Finally, in combination with the triangle inequality ||öУ, = ||r?-y>|li < llalli+ ||vlli» 
this leads to a discretization error estimate satisfying 
P-ÛAIII^C.A'IIÛIU, 
Wu-ÛHiUKCx-i.h'Wûi^ 
(3.4.5) 
for all β and k as above and χ as defined by (3.3.15). Note that the error estimate is 
of optimal order for û G Η2(Ω) and that the error constant is 0(1) using the ||| · Щ, 
norm. 
To analyze the boundedness in the space and time Η1«?;) norm of the discrete 
solution Uh consider (3.3.4). For the sake of simplicity assume that the Dirich-
let boundaiy condition u
c
 on the cylinder surface Г
с
 is a homogeneoua boundary 
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condition, i.e., uc = 0. Then the discrete solution ûh on time-slab Q,- with triangu-
lation Qj is bounded by the global data e, 6, f and initial data UQ on that time-slab 
because under the appropriate assumptions posed in the beginning of this section 
(F(uk)(ûA) = 0 implies 
Pfcfi.,, + i*-aT f ufrda-U ûfcds 
<6 У2 Í Vx.(EV,ûk) •6TVûhe-atdxdt + 
δ [(STVûh)2e-aldxdt + JQ ~ (3.4.6) 
ƒ [(Εν,ΰ^ν,ΰ* •6TVûhûh\ e-at dxdt 
= /<ƒ• + bT'Vf)uhß-c" dxdt JQ 
<\\f + STv.f\\iia.\\uh\\lia 
for a some positive constant c, implying that ||йд ||,
 α
 is bounded. This is equivalent 
to 
«ΙΙΜΪ,. - Wf + « ' ν / | |
Ι ι β
 · | |ΰ*||1 ι β <J / σί*. 0)Ыо(*)2 d* -
ie-/^ 
for some positive constant с depending on the data e, ¿ and a. Denoting the right-
hand side of the latter equation by cb and \\f + £ -ЛІі
 α
 by «j, this leads to 
P*lli,
e
 < hìf + 6TV/|| l i e if
 в ь
 > 0 andс
ь
 < 0 
c
 (3.4.7) 
¿ ûfads < е о Г / ΐί§(χ)σ(χ,0) d* if 8
Ь
 = 0. 
For many important equations of the type (3.2.2) the weighing scalar α can be 
taken zero, leading to a discrete solution bounded in L2-norm in time. Note that 
UQ = 0 leads to cj, < 0 and therefore to the boundedness of the discrete solution 
by the source function f and flow field 6. 
3.5 Grid generation and numerical results 
In order to study the performance of iterative solution methods for the global 
time-space finite element discretization technique proposed, three test problems 
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in one-dimensional space are considered (see fig. 1.2). Depending on the choice 
of the diffusion function c, there may appear a parabolic layers along Γ2 and Γ4. 
If the grid would not be refined here, oscillations would arise with the finite el-
emenent discretization method used, even in the case of a standard streamline 
upwind method, because no artificial diffusion perpendicular to the streamlines 
is used. However the use of a fine grid along this layer makes artificial diflusion 
unnecessary, and in addition provides an accurate resolution of the layers. 
Table 3.5.1 Grid generation details. 
Test 
1 
2 
3 
Grid 
of 
Q (10) 
Qf 
Τ 
12 
3218 
3216 
6 
1144 
3302 
38004 
N 
12 
855 
856 
8 
317 
874 
80 
9605 
Fig. 
3.1 
3.3 
3.5 
3.8 
3.11 
The subsequently approximated parts of the solution are piecewise linear. The 
old grid points at Γ3 of Qj must therefore be used as grid points for the bound­
ary Γι of the new time-slab domain Qj+1, because otherwise the restriction of the 
discrete solution on Γ3 (Qß will not be exactly represented by the finite element 
functions on the new subdomain. However, more grid points may be added, where 
the Dirichlet boundaiy conditions are determined by linear interpolation, to rep-
resent a boundaiy layer better. Also, one can adjust the grid such that one ends 
up with fewer nodes on Γ3 than on Γ], which is convenient if the solution gets 
smoother with increasing time. 
As an initial solution for the non-linear iterations on each time-slab, the 
initial solution for the first time-slab is used, imposing the Dirichlet boundaiy 
condition on Г
с
. In practice, it would have been better to use the numerical solu­
tion of the previous time-slab contrary to the solution of the first time-slab. 
Table 3.5.1 gives a survey of the grids to be used for the numerical tests. 
For each grid QJ** (see sections 1.5 and 5.4) the space domain as well as the num­
ber of triangles Τ and the number of grid points N, depending on the time-slab, 
are given. The grids are constructed using an adaptive refinement procedure, as 
described in section 5.9. 
The test problems are defined using table 3.5.2. Reference material for the first 
two test cases, which are based on the electromagnetic equation at the end of 
section 2.5, can be found in [14]. The first problem is a linear problem with a 
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parabolic boundary layer for which an exact analytical solution exists. For a fig­
ure of the electromagnetic reluctivity u, see [7]. Following [14], the magnetic 
vector potential applied in (2.3.1) has a frequency ω of 50Hz and an amplitude 
of с = 440Wbm- '. The electric conductivity σ is taken to be a field independent 
constant, 5 · 106Sm- l. The data for the reluctivity in test case 2 are determined 
with the use of the data in [14] and normalized for a conductivity equal to 1. 
Table 3.5.2 The test cases. 
Testcase 
Ω 
(ίο,ίι) 
f i n i i 
Co 
Ç 
6 
f 
m 
Ht) 
uo(x) 
a 
uHx.t) 
¿nonlinear 
¿linear 
Remarks 
No. 1 
(0.00,0.03) 
(0.00,0.02) 
ю-* 
0 
[O.lf 
0 
0 
440sin(2T500 
0 
0 
^5-4408^(2*500 
1.0 
1 0 -io 
ю-» 
Linear problem 
No. 2 
(0.00,0.06) 
(0.00,0.02) 
io- 4 
4.6 IO"3 
4.0 
3.0 
IP, i f 
0 
0 
4403ίη(2π50ί) 
0 
0 
δ
^
δ
·4403ίη(2π50ί) 
1.0 
10-10 
p-Wiu^lKlO-™ 
Nonlinear problem 
No. 3 
(0,1) 
(o,|) 
i o- e 
0 
[fcx + Z),!]1, 
0 
1 
0 
0 
1 
Г1 i f i = 0 
10 elsewise 
1.0 
10-10 
10-12 
Linear problem 
Example 3 has a shock moving in time. It was chosen to demonstrate that large 
time-slabs - with moving shocks - can be handled efficiently. One of the differ­
ences between examples 1 and 3 is that for ι/ = v
mm
 I 0 there will appear a 
parabolic boundaty layer along Γ2 in the former case, whereas there is a shock 
inside the domain in the latter example. Another difference is that problem 3 has 
a flow field 6 such that V 6 > 0. Problems 1 and 2 have a flow field where V-6 = 0. 
Therefore, only for problem 3 additional exponential weighting is used. Note that 
this problem is not covered by the provided theory, because the boundary condi­
tions 7 can not be extended to a function in ill{Q) 
For a given problem, grid, and linear solver, table 3.5.3 shows the total 
number of non-linear iterations, with the number of linear iterations specified for 
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each non-linear step. The fourth column shows the computing time in seconds 
needed to reach convergence. The Euclidian norms of the residuals of the initial 
solutions u0 on the first fime-slab are 0.25, 8.27 and 0.55 for tests 1 - 3 . The 
linear solvere are accelerated with an ILU preconditioner, see for instance [4]. 
More information on these solvers can be found in chapter 8. The number of 
iterations for the third test is reasonable since there is very little diffusion. For a I 
it has been observed that there is no convergence of the iterative solvers. For a —• 
oo however the number of iterations decreases rapidly for increasing a. This is 
caused by the scaling with e~a'. 
Table 3.5.3 Numerical results. 
Prob. 
1* 
1 
2* 
3* 
Grid 
Q(10) 
Q ( l » 
gUO) 
cm 
QÌÌ0) 
Qm 
Qm 
Q(10) 
e ( . 2 ) 
Lin. Solver 
GCGLS 
GCGLS 
CGS 
CGS 
CGSTAB 
CGSTAB 
GCGLS 
CGS 
CGSTAB 
CGS 
CGS 
CGS 
# Iterations 
1:46 
1:45 
1:27 
1:31 
1:26 
1:28 
1:375 
1:105 
1:103 
6:2,8,10,7,14 
5:10,15,20,23 
1:249 
Time 
0.65 
0.65 
0.48 
0.51 
0.43 
0.38 
4.23 
1.30 
1.40 
0.30 
1.45 
3.06 
The **' in table 3.5.3 indicates that the streamline upwind finite element basis 
functions have been used, contrary to the standard nodal ones, which are sup-
posed to be the default choice. Figure 3.1 shows the grid Q*,10* used for the first 
case. Because there is a parabolic boundary layer along Γ2, the grid is only fine 
in a small area along this boundary. The equidistant levels of the SUPG solution 
as well as the SUPG solution itself are shown in fig. 3.2 and 3.4, for the first 
time-slab and fifth time-slab respectively. Note that this solution almost behaves 
oscillatory on the latter time-slab. 
Figures 3.5-3.10 show the refined grid and the SUPG solution for the 
second test case, in which there is no layer involved. Note that the grid is partially 
refined over a larger area because the electromagnetic field penetrates further 
into the material. 
For problem 3, the grid Q\ï2> on the first time-slab and the equidistant 
levels of the computed solution are shown in figures 3.11 and 3.12. Magnifications 
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of this grid and the computed solution thereon can be found in figs. 3.13 resp. 3.14. 
Analogous to grid generation for the problems 1 and 2, the grids on each time-
slab have been constructed following the adaptive refinement procedure given in 
section 5.9, where other numerical examples can be found. 
3.6 Other global finite element applications 
The time-slabbing technique may also be used for the solution otdelay differential 
equations , i.e., equations of the type 
-V»· (EV,u(jc, f)) + 6 Vu(x, t) + u(x, t - Δί) = f(x, t) in Q 
u(x, t) = uo(*, i) in Qo (3.6.1) 
u(x,t) =u
e
(t)atr
e 
with Qo = Ωχ (—At, 0) analogous to (3.2.2). In this case the Jacobian matrix of 
the corresponding variational formulation in (3.3.6) will have an additional term 
on every time-slab (arguments (x, t) are omitted where possible) 
L w(jx,t-At)(v + 66 Vv)dxdt V^PHHQ) (3.6.2) 
which vanishes on the finite element subspace Η if the triangulation is such that 
all triangles have longest edge less than At. 
The global finite element techniques can be applied as well to partial differen­
tial equations which depend on a single parameter. As an example consider the 
equation 
-(cd + ul(x. A))" ll2u(x, λ)«), + \u(x, λ) = 0 in q 
u(x,X)=ga.tT 
for a small positive scalar e. Here streamline upwind techniques analogous to the 
time-slabbing techniques introduced earlier can be applied to the two-dimension­
al (χ, A) space. Note that this approach differs completely from the path following 
solution technique, which is a semi-discrete solution method. 
Another manner to obtain possibly better discretization error estimates is to 
transform the differential equation (3.2.1) by a variable transformation, where 
e.g., the solution и is substituted by u · g, for some weighing function g. 
3.7 Conclusions 
The efficiency of using finite elements in both time and space, where the time-
space domain is considered as a whole regarding the use of finite elements, has 
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been demonstrated. The method is applicable also in multi-dimensional problems 
where one can for instance use tetrahedron elements. As could be seen, the stabil­
ity of time-stepping on the larger time-slabs is an immediate consequence of the 
positive definiteness of the Jacobian matrix. The use of ordinary continuous finite 
element approximations enables the use of standard finite element packages for 
the time-space domain. Adaptive refinement of an initial grid on each time-slab 
in order to locate and fit steep gradients is advisable and is presently studied by 
one of the authors. 
The solution of the linear systems can be performed quite cheaply. Using 
still more efficient preconditioners, for instance those based on incomplete factor­
ization or domain decomposition (see [5] and [8]), one can get methods for which 
the computational effort is not larger than about proportional to the number of 
grid points. This means that one can get savings in the computational effort of or­
ders of magnitude compared to standard time-stepping methods, even if moving 
grid strategies are used, when problems with local layers are solved. 
Finally, note that one could alternatively have used higher order elements 
instead of piecewise linear finite elements with obvious minor modifications done 
in the above presentation. This would have led to a faster rate of convergence of 
the discrete approximations for the solution of the partial differential equation. 
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4 The Stokes system of differential equations 
The aection on the continuoua time-slabbing technique for the Stokee problem 
and the section on the two-level hierarchical bases are part of the report: 
Axelseon O. and Maubach, J., Stability and high order approximation of 
monotone evolution equations valid for unbounded time by continuous time 
slabbing methods, Internal report of the Supercomputer Computations Research 
Institute, Florida State University, Tallahassee, U.S-A., submitted to 
SLAM Journal on Numerical Analysis. All other sections including the abstract 
are from: Lqyton W. and Maubach J., Space-time finite element methods for 
fluid flow problems I. The basic theory for discontinuous Galerkin methods, 
Preliminary report of the Department of Mathematics and Statistics, 
University of Pittsburgh, Pittsburgh, PA. 15260, U.S-A. 1990. 
Abstract 
A time-space finite element procedure for the solution of the linear incompress-
ible Stokes equations is studied. This procedure uses the so-called time-slabbing 
methodology as well as discontinuous Galerkin ideas for moving from one time-
slab to the following one. An analysis of the error in the method for both the 
flow-field and the pressure is given. For the latter, an inf-sup condition of the 
time-space finite element spaces is required. 
Keywords: Time-space finite elements, Error bounds, Nonlinear parabolic dif-
ferential equations 
AMS(MOS) subject classifications: 65M05, 65M60, 65M15 
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4.1 Introduction 
In this chapter the numerical solution via time-space finite element methods of 
the time-dependent Stokes problem is considered. The algorithm to be consid-
ered is the, so-called, discontinuous Galerkin method introduced for parabolic 
problems in Jamet [12], [13], who also considers moving boundaries. The ulti-
mate goal is to solve Navier-Stokes problems using unstructured and adaptive 
time-space grids which incorporate a priori and/or a posteriori knowledge of the 
solution behavior. This point of view involves an evolution of discontinuous Ga-
lerkin methods into discontinuous time-slabbing procedures, of which the contin-
uous variant is extensively used in Maubach [19] and Axelsson and Maubach [1], 
[2]. In fact, the succes of this approach for parabolic problems when coupled with 
appropriate data structures and fast solvers on each time-slab, suggests that the 
approach can be extended to fluid flow problems. 
In section 4.2 the continuous global time-space finite element method is 
considered. After that, in section 4.3, the discontinuous procedure for the linear 
Stokes problem is studied. Stability and an error estimate for the flow field are 
proved in propositions 4.3.1 and 4.3.2. Next, two reinterpretations of the cele-
brated inf-sup condition are examined, a local and a global one. An error bound 
for the pressure valid under both is given. At this early stage in the development 
of time-space Galerkin methods for Navier-Stokes problems, the inf-sup condi-
tion which occurs in them, is not as completely understood as the one which oc-
curs for the stationaiy problem. There are some interesting complications which 
arise from both the time-space formulation and the discontinuous Galerkin for-
mulation. In section 4.4, some tensor product spaces are presented which satisfy 
the inf-sup condition arising for the continuous time-slabbing Galerkin methods, 
since in this case the condition is more standard and relatively easy to be satisfied. 
The construction of spaces which are based on unstructured grids and which sat-
isfy the inf-sup conditions (4.4.4) and (4.5.2) is still an open problem. The related 
time-space inf-sup condition arising for the discontinuous time-slabbing Galerkin 
methods is analyzed in section 4.5. In this section also examples of tensor product 
spaces, which satisfy the conditions are provided. Finally, in section 4.6 the use 
of a finite element hierarchical basis for the continuous time-space formulation 
is considered. 
For early work on Galerkin methods in time for initial value problems, 
see Hulme [10], [11] for ordinary differential equations, and Jamet [12], [13] for 
parabolic problems. There has been quite a bit of work on this topic recently, es-
pecially for parabolic problems. For a representative selection, see Johnson [14], 
French [6], Aziz and Monk [3] as well as the previously cited references. Appar-
ently, there has been little effort in the direction of validating these methods for 
fluid flow problems - a challenge undertaken here. Interesting extensions of this 
work include coupled non-isothermal flows, see e.g. Boland and Layton [4] or [5], 
flow problems with moving boundaries, time-space adaptivity and resolution of 
issues related to the time-space inf-sup condition. 
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4.2 The Stokes problem 
This section studies the numerical solution of the time-dependent Stokes problem 
by the use of global time-space finite element methods. The goal is to solve the 
problem on a fixed time-slab using adaptive hierarchically refined grids. Stability 
and error estimates for the flow field are proved first, and after considering the 
inf-sup condition on a time-slab an error bound valid for the pressure is obtained. 
Thereafter the use of a two-level hierarchical finite element basis is considered 
for the computation of the flow field. It will be shown in section 4.6 that each time 
the computational grid is refined, one can obtain a cheap initial approximation 
for the flow field by splitting this into two parts. 
In order to present the global time-space formulation for problems with con­
straints, consider the Stokes problem. Detailed information about the treatment 
of the Navier-Stokes equations, which can be handled analogously, may be found 
in [15]. Consider Ω € IR2, an open bounded connected polygonal domain which 
defines the time-slab Q = Ω χ (0, tj] and boundary dii. Assume that Q has a 
smooth boundary. The solution u,p of the Stokes problem satisfies 
(4.2.1) 
where the two-dimensional vectorial function и = [и ι, иг)7* is such that и ι, иг E 
C0(Q) Π {02(Ω) χ Clmtj])} and ρ e C0(Q) η {&(Ω) χ С0((0,Ы)}, if f and Uo 
are sufficiently smooth functions. Here Г
с
 = {(*, t) G Ш"+1:х € 9Ω Л t G [0, tj]}, 
and Γι = {(χ, t) G ΠΓ + 1 :χ€ Ω Λί = 0}. This equation bas a unique solution (see 
e.g. [16] and [18]). In order to obtain an approximation of the solution u,p above 
define Го = Γι U Г
с
 and a new set of Hilbert spaces 
V ={r G [Η'ίΩ) Χ ΙΑ«), tj])]2 : oix, t) = 0 at rD} 
M ={q G ΙΛΩ) Χ L2((0, Ы): / q dxdt = 0} , 
JQ 
which will be used here and in the remainder of this section. Now the variational 
formulation of (4.2.1) is: find û G V and ρ G M such that 
Ut - t/Au + Vp = 
Vtt = 
и = 
и(х,0) = 
¡
п
р(х,і)ах = 
f 
0 
0 
Bo(*) 
0 
inQ 
inQ 
atr
e 
atTi 
foríG(0,íj]a.e., 
/ [ûtv + й : V P + pV-D - f υ] dxdt = 0 V^v 
lqVudxdt = 0 ,
е м 
(4.2.2) 
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since the homogeneous Dirichlet boundary conditions in (4.2.1) cause the solu-
tion u to be an element of V. Here, Vu : V» = Vu^Vüi + и^ иг is defined 
as usual for all и = [u\,U2]T € V and all ν = [ і, 2Іт € V. Further, for the 
construction of finite element spaces assume that Q с IR9 has been divided into 
tetrahedral elements. Then, choose finite element subspaces V С IH'ÍQ)! С V 
and M С M such that 
peV=>· IqVOdxdt = 0 Wq€M (4.2.3) 
JQ 
Several possible choices of finite element spaces which satisfing this relationship 
exist. Consider as an example V the set of piecewise linear basis functions de-
fined at the vertices of the tetrahedrons, and M, the space spanned by the basis 
functions that are piecewise constant per tetrahedron, and that satisfy the con-
straint /Q<7 dxdt = 0. For other choices, see [8]. The discrete Galerkin global 
time-space solution ûh,Ph € V χ M is now a solution of 
L [(ûh),v + vVûh:Vv-fv] dxdt = 0 Vrev (4.2.4) 
'Q 
since condition (4.2.3) implies that /„ςVu/, dxdt = 0 for all q € M automati-
cally. 
In order to show that the discrete solution is bounded Ιι2(Ω) and in time, the 
following norms will be needed. For и eV define 
IINIIo = { / И*. «I2 <***} . IINIIi = ИЕиІІІо 
and 
1/2 
ΙΙΝΙ* = {^«<*.ω 2 ** + ΗΙΝΙΙ?} 
On the set M, ||| · |||0 will be used as a norm. Note that the gradient V always 
denotes the space derivatives, it does not include the time derivatives. The time-
space gradient will be denoted by V^, and to avoid confusion sometimes V is 
denoted by V
x
. 
First it is shown that |||йд|||с of the flow field uh is bounded in time-space. Since 
there are non-slip homogeneous Dirichlet boundary conditions one may substi­
tute ν = ûh € V in (4.2.4) leading to 
[(ûh)tûh + i/Vuk : Vufc - f uh] dxdt = 0 =>· i 
l f û2h(x,tj) dx-ìl ufe,0)dx + ИЦйлІІІ? = / fuh dxdt => (4.2.5) 
./n Ja JQ 
\\\ûh\\%<4n\l+ Í ù2h(x,0)dx, 
^ Jiì 
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as there exists a scalar о 0 such that |||v|||0 < c|||v|||| for all о € V. Hence, if there 
exists a positive scalar с such that 
esssupi I \f<*,t)\2dt\ <c 
'
€a\i J 
then the finite element solution йд is bounded for all time / > 0. In view of (1.4.2), 
time-slabbing for subsequent time-slabs will lead to a good approximation of the 
solution û of (4.2.2) if the discretization error |||u - йн\\\о is bounded as in (1.6.8). 
In order to show this, let С € V be chosen arbitrary and set η = û — ζ, φ = 
ûh - ζ and θ = ij — φ. Now subtracting the continuous (4.2.2) and discrete (4.2.4) 
formulations for an arbitrary q e M leads to the following error equation 
/ to» + »Ύν»: Y»] àxdt = I [TJ/D + I/VTJ : V» + (p-q)Vv] dxdt 
JQ JQ 
for arbitrary г 6 V. Setting ν = φ e V leads to 
¿ ƒ ¥>2(*(',-(,·-!><** +ИМИ? 
= / [ntV + "Y»; : Vφ + (ρ-q)V(p\ dxdt + \ Ι φΗχ,0)dx. 
(4.2.6) 
Under the assumption that ûh(x,0) = û(x,0) = Uo(x), the terms in the right-
hand side of the latter equation can be estimated above by 
/ φ2(χ, 0) dx = / (ûh - ζ)2(Χ, 0) dX = f «§(*) dx 
Ja Ja Ja 
and 
L [щір + fVrj : Vy» + (p - g)V-y»] dxdt < Q 
¿ I I I * Iß + C-j-Mt + ИМИ + ¿IIMIIÎ + calli? - q\\\l < 
¿ І Ы Й + "IWIIÎ + ^Цр^ІІМІІ? + С2ИІР - «lig 
for some positive scalare ci and сг (for instance, on V ci||| · |||^  < ||| · |||?). This leads 
to 
ilIMlg < ¿НЫІІо + "Ihlli + С2ІІІР - 9ІІІ0 + i J
a
u
2
0(x) dx (4.2.7) 
74 The Stokes system of 
and via relations ν Ό 2 + b2 < a + b and a 2 < b2 + ad ^ a < b + d for posi­
tive a, b, d € IR, one gets 
IIMIIQ < с {v^niiftiig + ЯІЫІІ? + III? - 9III0 + j i «?(*) ¿*} . 
for some generic positive scalar с This finally leads to the relation 
ІІІ0ІІІ!<2ІЫІІ!+2ІІМІІ! 
;ІЫІІО + ІІІР-9ІІІО + 
J riHx,tj)dx + J ul^)dx\ 
forallC = û - T j e V and all q e M whence 
Ρ - ЛЛІНІ <cinf J J & - v)2(x,tj) dx+um - »in? + lm - м\і) 
inf {\\ip-gt}+cj
n
ul(x)dx. 
с 
qCM 
Using the Neéas trace inequality (see [20], page 84) one can estimate fn(û -
o)2(x, tj) dx above by |||V,|t(u - »)||lo» leading to 
Ρ - *AIII« <C inf { P - vt + |||u( - г,||й} 
mf {»IP-dig}+c ƒ«?{*) 
°*
V l
 ^
 +
 (4.2.8) 
с inf 4ii|p-Alling c / uS(«)<te. 
qÇM 
Using for example piecewise linear basis functions for V on a grid of tetrahedrons 
with maximal diameter h leads to 
Ρ - ÛAIIIJ < eh + tof {Hip - q\\\l} (4.2.9) 
if û and и« are sufficiently regular. However, it should be noted that the com­
bination of elementwise linear functions for the flow and elementwise constant 
functions for the pressure is unstable. Note that one may get similar error esti­
mates if other finite element spaces are used, for example tensor product finite 
element spaces. For the pressures ρ andp¿ one can obtain a similar error bound, 
provided that a non-standard inf-sup condition holds for Χ, M 
ІІІР 
-PhìWl < с { mf {||к> - ς | |β} + i / p - û j J Î + |||(û - ûh)t\\\^ (4.2.10) 
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where с is again a positive scalar (see [15]). Note that the error bound for the 
pressure variable involves the time derivative of the flow field error. The error 
bound (4.2.5) does not provide an estimate in this case, but the use of streamline 
upwind or duality techniques could provide a bound including this term, analo­
gous to (4.2.5). The bound is obtained using an inf-aup condition, claiming that 
there exist a constant β such that 
(LqVvdxdti 
inf sup^^-r:——— ^ > ^ > 0 . 
я€М ^ \ OHI« · Ukflllo J 
See [15], theorem 4.4.1, for the derivation of such a bound for the continuous 
global time-space time-slabbing case. Summarizing one can conclude that it is 
possible to use time-slabbing for the solution of the Stokes equations. Section 4.6 
will comment on some of the advantages of this technique and indicate how it can 
be combined with local refinement and hierarchically defined finite element basis 
in order to save computational effort. 
4.3 The discontinuous approach for the Stokes problem 
This section studies the discontinuous time-slabbing numerical solution of the 
Stokes problem by using time-space finite element methods (see e.g. [9]). Here 
Ω G Щ", л. = 2,3 is an open, bounded, connected and polygonal domain which de­
fines Q = Ω χ (0, tj] and the boundary dii. For the simplicity of exposition, assume 
that η = 2 in the sequel, and that the solution u,pof the Stokes problem (4.2.1) 
is sufficiently smooth. In order to give a discontinuous time-space Galerkin vari­
ational formulation for this equation, some definitions have to be introduced. Let 
0 = 0<t\<...<tjbea partitioning of (0, tj] used to partition the computa­
tional domain Q into time-slabs by Qj := Ωχ (tj_i,tj\. Further define as usual 
fori» € C0«?) 
i>+Cr, t) = lim v(x, t + ε), i r (χ, t) = lim v(x, t-ε), ν (χ, 0) = ν(χ, 0) 
for all * G Ω and all time t E (0, tj]. For each function defined on Q let Pj denote 
its restriction onto Qj and define the sets 
X = {v.Qh+JBT.PjV e f c 2 ^ · ) ] " and» = OatdQ χ (/,·_ι,ί,·]} 
JET = {q: Q ·-> IR:P# € CHQJ) and 1 q(x, t)dx = 0 for (,·_ i<t< *,} 
where for a domain Q, C(<?) is the subset of С«?) ofthose functions for which 
all the partial derivatives can be extended continuously to the boundary of Q. 
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Note that elements of £ and M may be discontinuous across time levels tj for all 
j = 1,..., J. Further define for υ = [«ι, иг]7* the norms 
IMfr«»- ¡\v\2dxdt= ίνί + υΐ 
JQ JQ 
И*.01Ё'(П)= (\v(x,t)\2dx Jn 
dxdt 
IK'llp1.-HEi»|fc«y + ||i»-(»,i>)|&ei, 
lllwlll2. = E"^" !^«?, ) + max {^-(χ,ί , · ) ! !^} 
for all j = 1 J, where Vr = [Vui, V^]7*· Note that the norm ||| · |||_ is al­
most a Sobolev 1 norm H'íQ) on Q, it only lacks the time derivative and has an 
additional L2 contribution. 
Now let X and M be the closure of X and M under the norms ||| · |||_ resp. || · ||L1(Q), 
let Xj = PjX and Mj = PjM and consider the variational formulation of the Stokes 
problem. First note that the continuous solution u,p of (4.2.1) is also a solution 
of 
UtV + νVu : V» +pV·» - f υ dxdt = 0 Ч
ві
х 
(4.3.1) Χ' 
qVu(x,t) dx = О ,
€
М ) for a.e. 0 < / < tj 
under the given initial and boundary conditions as in (4.2.1) where as usual Vu : 
Vo = Vu^Vui + Vu J Vü2. Since the test functions ν 6 X and q ξ,Μ are allowed 
to be discontinuous across time-slabs and since u+(ж, f) = и - (χ, 0 for all (χ, ί) ε 
Q for smooth enough data (see [22]), the classical solution u,p is also a solution 
to 
UfV + i/Vu : V» +pV·» - f υ dxdt 
'Qi 
к
+ /(и+ - η-)ο*(*4_υ dx = 0 V0^ 
[ qVu(x, t)dx = 0 y/^Mj, for a.e. i,·., </</,· 
(4.3.2) 
for all./ = 1,..., J. In this chapter û,p will denote a solution of (4.2.1) in the weak 
sense of (4.3.2). 
Now, suppose that ûh,Ph ore the discrete solutions of the same equations where 
Xj and Mj are substituted by finite element subspaces Xj = PjX and Mj = PjM, 
for y = 1, ...,J. In order to decouple the system of equations for the flow-field û 
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and the pressure ρ above, consider the introduction of the subspace V С X of 
divergence free functions, defined by 
V = {p € X: [ qVvix,t)dx = 0 ,
е Л Г
, for a.e. 0 < t < tj} 
Ja 
and a discrete subset V С X by 
V = {p € Χ: I qVv(x,t)dx = 0 V,6A<, for a.e. 0 < t < tj} . 
Jn 
This space V is only approximate divergence free, relative to the space M. Note 
that 0 € V, but without further knowledge it is not clear if V is any larger. 
Now setting ûh,Ph in V resp. M to be a solution of equation (4.3.2), this 
system of equations reduces to 
/ (ûh)tO + йн -.VO-fv dxdt + / (u¿ - ÛA)I»+(*, tj_ ι) dx = 0 (4.3.3) Jq, Jn 
for all ν € Vj and all time-slabs Qj. 
For the derivation of the error estimates in the sequel, the following dual norms 
are useful 
. Lfvdxdt . Lfvdxdt 
\]f\l
 h = v-i sup l£—. and | ƒ |k h ; = //-J sup ^ — . 
Note that since V £ V, || · |[^
 h is an exterior approximation of the V* norm. Ex-
ploiting these norms one can derive 
Lemma 4.3.1 For all q e L2(Q) and all f e [L2(Q)]2 there exist positive scalare с 
such that 
'\\u\\biQ)<c\\Zu\\l4Q) 
\\r\ih<ci>-
l\\r\\b(Q) 
\j qVv dxdt < с||9І|
ь)(<г)|| і;||ь,(<г). 
for all и e X. 
Proof. Consider the first two statements. Let и e к, whence u(x,t) e Ι Η1 (Ω) I 
for almost every time 16 (0, tj]. From a Friedrichs inequality it follows that 
/ |uOM)|2 dx < с f \Vu(x,t)\2 dx 
Jn Jn 
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holds at almost every time t since и = 0 at dil. Here с is positive and independent 
of the time since Ω is not varying with time, whence integration with respect to 
the time variable leads to 
INIL'(Q) < c|ËH||à(Q> 
and consequently to 
Mb(Q)<^-i\M\i-
The third statement can be verified using 
Note that by construction one has got 
/ fu dxdt < \\f\iih. ^||Vu||L3(Q) < | | п и
л
 · ІІ|и|||_ 
for all u E V and all ƒ G L2(Q). The last statement holds since 
ƒ |V.|>|2 dxdt = J ((vus + (v2)y)2 dxdt < 2|| г||2,(<}) 
forallo = [üi,ü2]T SX. · 
Now consider the stability of the discrete solution. To this end it will be proved 
that |||ÛA|||_ is bounded above independent of the time tj > 0 and the partitioning 
of (0, tj] used. 
Theorem 4.3.1 The discrete solution is bounded by the initial value and source 
function as follows 
тн\\Ъ<ф + max m¿·(x.tflfrm,} < 2|f |£A + 2 / \u0¡h(x)\2 dx. (4.3.4) 
Proof. Since ÛH € V substitution of ν = ûh in (4.3.3) in combination with 
f (ûh)tûh dxdt = - / ûh(ûh),dxdt+ f(ûh(x,tj))2dx- f (û^x,tj_i))2 dx 
JQ, JQ, Jn Jn 
f (uh)tûh dxdt = i f (ûh (X, tj))2 dx - к i (ut (X, tj_ ,))2 dx 
JQ, Jn Jn 
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leads to 
/ (ÛA)(ÛA + i/Vufc : Vuh-fûh dxdt + / (fit - û^ûtixjj-i) dx = 0 jQj Ja 
or equivalently 
2 / « л С«,tj))2 dx-l [(út(x,tj.,))2 dx + /(út(x,tj.i))2 dx 
Jn Ja Ja 
+ " I I V Û A I I ^ = ƒ fúh dxdt + ƒ U;(*,*,_,)<(*,*,·_,) ¿ж. 
Using the relations 
f fùh dxdt < iwrtu + ^IIVÄfcii^, 
JQj 
f йд (*, tj. {Mt t*. tj- ùdx<\((ub (x, tj. i))2 dx + j / (ujf (ж, (,·_ i))2 d* 
Уп Ja Ja 
Recombining terms, one gets 
еИ| йА|£1(
ф
 + I ¡^(x^j))2 dx < lmiihJ + l j^(x,tj_ù)2 dx 
for each time-slab. Summation over all time-slabs leads to 
Ρ*||£ < lirft* + 1 \uh(x,0)\2dx. Ja 
Similarly, summation over all time-slabs yields 
\т<х,тЪіт < Ж,н + 2 / |ÛA(*,0)|2 dx. 
Ja 
Thus, as tj is arbitrary, max/=ip...ij{||uj¡'(*,ί/)||^(η)} ^ similarly bounded. Adding 
this 1°° (L2(ii)) bound to the previous L2(H1 (Ω)) bound yields the result. · 
Λη error estimate for the velocity field is obtained for the time-space formulation 
by standard techniques. These can be refined to include pressure estimates under 
a suitably generalized inf-sup condition, to be considered in section 4.4. 
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I: 
Theorem 4.3.2 If the boundary of the domain and the data are smooth enough 
then 
p - ûht_ <2inf |c| |(u - v)t$ih + 2И| (й - v)\\l4Q) + 
f(û- )Чх, tj) dx + / (ио(*) - »(*, 0))2 dx + 
Jn Ja 
£ £ ƒ <r+-r-)(UA-irt+<*,*,_ ι) d*| + 
2 mf {îllp -
 9||21(Q)} + j{u0(x) - «O,A(*))2 dx 
where the summation term vanishes if υ = η eV is substituted. 
Proof. Choose ζ £V arbitrary and write 
θ = û-ûh the discretization error 
η = û — ζ the (to be) interpolation error 
φ = ûh — ζ the difference of the previous two 
Subtracting the variational formulation (4.3.3) from (4.3.2) leads for arbitraiy 
qeM to 
/ θ,α + і/ : V» + (ρ - q)Vv dxdt + / (0+ - 0")r+(*,(,_,) dx = 0 (4.3.5) 
for all ρ € V. Since this equation is linear with respect to the argument θ setting 
θ = η — φ and choosing ν = φ 6 V leads to 
/ φ,φ + i/V φ : V ν» + / (v + - V~ V + (*. </·-1) dx = 
JQj Jn 
I tit<p + VVJÍ : Vv» + I (v+ - η~)φ+(Χ,ί^
ί
) dx + (p-q)Vip dxdt. 
JQj J(i 
According to lemma 4.3.1 there exists a positive scalar с such that 
I wdxdt ^ С І Ы І ^ . І Л І Е І І ! ^ , 
I vRvVvdxdt ^ ^ I I V Í J I I L ^ I / Í I I V ^ H L ^ 
ƒ (p - q)V- φ dxdt < i/" i ||p - q\\LH()j) • сіЛ ||YV?||LÎ(<Î() 
\Í(^-f}-)V+(x,tj.l)dx\ < ftf-n-piXttj-udX. f (φ* (x,tj_ ,))2 dx . 
\Jn I Jn Jn 
differential équations 81 
Note that the first estimate above only holds for <p e V according to the definition 
of the dual norm. Treating the terms involving the v>+ (χ, ί,_ i) and φ~ (x, tj_ i) as 
in the previous lemma now yields 
ι / Ir-ixjj.jfdx + cv-i [(ri+-Ti-)<p+<*,tj_l)dx + Jn Ja 
"* l|v VIIL»«?,) · {c\\nt\\*,hj + "* EnlUo,) + w i ||p - 9lUq,)} 
for each time-slab. Addition over time-slabs.;' = 1,..., s < J leads to 
J ¿ІЁИЬод + ¿ІІ*>-(*Л)ІЬ(п> < 
i jf (V(», О))2 dx + ¿сити,* + ^l|Vn|¿í(Q) + ^ І І Р - g|lb(Q)+ 
If С = йі, the interpolant of the solution û to (4.3.2), then TJ+(ж, tj_ i) = τ;" (χ, ί,·_ ι) 
if the solution u ε C0(Q) and if the finite element bases used on each V, are such 
that T7+(x,i,_i) = »7~(x,f,-_i) on each time tj,j = 1 J. The first assumption 
will be satisfied if the boundary of the domain is smooth enough and if the initial 
and source function data are small and smooth enough, the latter will be satisfied 
using a finite element space V for the whole domain Q and taking for V, the re­
striction of this space to Qj. This means that the last term in the equation above 
will vanish if we choose ζ = u¡. The first term on the right-hand side also van-
ishes if ûh(x, 0) = Uo(x) is taken as a Dirichlet boundary condition on the first 
time-slab. 
The use of the triangle inequality without the assumptions above con-
cerning the choice of ζ now leads to 
rill2_<2|h|||2_+2||MI|2. 
<2С|ЫІІА + МЫІчя) + 2J
n
b~(*' k» 2 dx + 2 J l l P - Я\\Ь<Я) 
2 / (φ(χ, O))2 dx + 2 ¿ / (η+ - η-)φ4χ, tj. ι) dx . 
J(i j^2Jn 
Note that the integrand at t = 0 is bounded by 
IM*, 0)||LÍ(n) < ||tto(x) - «ол<*>ІЬ(П) + ΙΙ«ο(χ) - C(*, 0)| |L. ( n ). 
Substituting the expressions for θ, η and φ above lead to the desired result. · 
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To obtain error estimates for the pressure, a suitable generalization of the inf-sup 
condition is imposed, to be discussed in more detail in section 4.5. The original 
version was due to Babuska and Brezzi. To this end introduce a slightly different 
triple bar norm 
IIMI|?_,I+ = ИЕ«*«г,) + \\\>*b4-№m> 
where now the integral over the lower instead of the upper time boundaiy of the 
domain Qj is taken into account. For the moment being assume that 
Assumption There exists a positive scalar β such that 
ƒ„ qVv dxdt\ 
inf eup{lJJ ¡J-, L} >
 Pj > о . (4.3.6) 
Remark 4.3.1 In section 4.4 several examples of V and M are constructed which 
satisfy this assumption above. 
Lemma 4.3.2 Suppose (4.3.6) holds, then 
(i) There exists a unique solution ûh,ph 
(ii) There exists a positive scalar с such that 
inf (||и, - Γ , Ι Ι ^ + ||V(« - v)\\li(Qj>) 
< с inf (||u, - г, | |2, ( ф + ||V(u - v)\\lHQj)) 
foralluen\Qj). 
Proof. Note that evidently the opposite of (ii) is true since V С X. · 
Now consider the pressure error estimate. 
Theorem 4.3.3 Suppose the inf-sup condition 4.3.2 holds, then the approximate 
pressure ph satisfies the following estimate 
< - | ( i / - i inf 
~ β \ яьм \\p-ЛІІЬ««»< д [ ν * ψΛ\\ρ-9IIL'(Q)} + Ρ»-(ûfc)t|L,fc + 
^ΙΙΥ(ώ -üfc)||LJ(Q) + v - ^ j ^ t - ûV2(*,tj-i) dx\ 
for some scalar с > 0 and β = nanj=\i,„ij{ßj}. 
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Proof. Subtracting the variational equations of which ù and uh are the solutions 
one obtains 
/ І + : г + {ρ -ph)Vv dxdt + / (θ+ - -) *(х,ί,·_ι) dx = О 
Ус, Jn 
for all ρ € Vj. Reordering the terms in this equation and substituting Ph—p = 
Ph — q+q—pfor arbitrary q £ M gives us 
f (Ph- 9 ) V P dxdt = I (p - qr)V·» dxdt + ƒ β,ρ + і/ в : Vo + 
JQj JQJ JQJ 
[(e+-e-)v+(x,tj_l)dx Vrev 
Substitution of the relations 
і dxdt <4M,Hj-M\j-
ν dxdt <Л||™||
ь
.ад-Л||Міи+ I і/ в : Vi 
IJ ( + - θ-)υ4χ, tj.,) dx < v-bJjQ* - *- M*> *j-1) d x • IN!,-1>+ 
IK* 
g)Vr djrdi <2i/-* | |p-g | | L .« 1 ) - | l |e |_i 1 + 
in the equation above, leads to the estimate 
J (PH-q)Vv dxdt <\Щ_
 1>+ • (2u-i||p-q\y4) + с||в( 1 ^ + 
" ' Ι Μ Ι Λ Φ + W-* j í ( e + - β" )Hx, (,_,) d * j 
for all ν e V and вид e M. Dividing the equation by НМН,,-!,* · IIP* - ^HL^Q,)» 
taking the supremum over all ν € V and multiplying again by Црд - Ç||LI(O > leads 
WPh-qWiXty-Bapi 
fQj(ph - q)Vv dxdt 
IN!/-I1+IIPA-9|IL'<9,> 
} < 2
І
/ - і | | р - д | |
ь і ( ф + 
- i / ( e + - e - ) 2 ( * , í , - i ) d * . Jn cu 
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Now using the fact that for arbitrary functions o, b: M ·-• IR 
inf {a(.q)b(q)} > inf {a(q)} • inf {b(q)} 
and using that the supremum over ν € V may be replaced by the supremum over 
ν e Χ (see lemma 4.3.1) one finds the existence of positive scalare β and с such 
that 
^llYe||La(<i) +1/-* ^ ( β + -0-)2(*,ί,·_ι) d*J . 
Finally, a straightforward summation over all time-slabs and the triangle inequal­
ity lead to the desired result. · 
Note that the summation term does not vanish, not even under the same con­
ditions on the solution and the grid as posed in the previous theorem. Note also 
that this pressure error bound involves the error in the time derivative of the flow 
field. This can be estimated in various ways when standard finite element spaces 
are used. For example, note that ||| • |||+ dominates the L2(Q) norm. Thus one can 
obtain (suboptimal) bounds for ||(û - UA)(|ILJ(Q) by using inverse estimates. Other 
methods, which can yield better results, involve duality techniques, following for 
example Aziz and Monk [3]. 
4.4 The continuous inf-sup condition 
The inf-sup condition introduced in section 4.3 is a natural time-space analog of 
the steady-state version. However; the differences between the steady-state ver-
sion and this present version for time-slabs introduce some new and interesting 
difficulties. As an introduction we first examine the local version arising in the 
continuous Galerkin time-slabbing formulation. Recall the classical static and lo-
cal version 
ÌLqVv dxdtl 
inf eup{TJ-^j ¡
г т
—L} > ßj > 0. (4.4.1) 
Naturally, it is desirable that this condition be satisfied in the limit in the case 
where h —* 0. That is, for the case where the infimum over q €Й and the supre­
mum over ν G X is taken. To this end, consider the following theorem 
Theorem 4.4.1 Let Ω be, as before, a connected and polygonal domain. Then 
ÌL qVv dxdt 
4 -Ρί,,ί?,,. .ий- > * * > 0 · < 4 · 4 · 2 ) 
,€*,«,€*, IËi»lliA(i>ll9lliAfc>' 
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for a constant ßj > 0 independent ofj. 
Proof. Choose q € ifif,- fixed. Since q E Щ, for each time ί € (¿/-i.*/] the func-
tion q satisfies the relation / n g(x, i) dx = 0 implying ç E Lofö) for almost every 
time t ε (ί,-ΐ, ί/]· As Ι^(Ω) is precisely the range of the divergence operator act­
ing on [Ηο(Ω)| (see Girault and Raviart [8], corollary 2.4, p. 24, or Girault and 
Raviart [7]) there is а о € H¿(fí) , unique modulo the addition of a divergence 
free element of |H¿(0)| , with V-o = q. Further, there exists a positive scalar с 
such that 
IIYD||L.(n) < ФІІідп) · 
Now, in order to verify (4.4.2) define vq(x,t) by the above procedure for almost 
eveiy t G ((,·_ ι, /,·]· Since 
V V 
IUMl4wdt<c2J\\q\\lHn)dt 
'j-l 'j-t 
it follows that 
LqV.Oqdxdt ¡Qq2dxdt 
^-r. ¡г-т;—•- > ..·, = с" > 
This holds for v
a
 as constructed from which 
"«· 
\fa Я^ d x d t gunf-ii^!: L\ >
 c
-i > о 
and (4.4.2) follow, since this is valid for every q £ Mj. · 
Now consider the problem of verifying the discrete inf-sup condition arising in the 
continuous Galerkin method. It is shown that this condition holds, for example, 
when the finite element space approximating the pressure and each component 
of the velocity are tensor products provided that the spatial factors satisfy the 
classical condition. One observation which facilitates the following proof is that 
if Mj χ Xj satisfies an inf-sup condition for a certain intermediate space Xj and 
if Xj contains Xj then Mj χ Xj does so too. 
Let (tj_i,tj\ be they'-th time interval and let A = A(tj_i,tj], and Λ = 
Â(tj_ ι, tj] be finite element spaces in Η'((i,-1, tj]). Furhter, let B, Ê be finite ele-
ment spaces, defined over Ω such that В с ^(Ω) and ê С H¿№) and define 
Mj =BxA 
^•=[йхД] . 
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The intermediate space А,- с Xj, whereof = {v e Χ/, ν = v(.x)b(.t)}, will be helpful 
in the analysis of inf-sup condition on the pair Mj χ Xj. Considering the condition 
upon M xXj and substituting q = q(.x)a(t) G Mj and ν = v(x)b(t) G Xj into (4.4.1) 
reduces this formula to 
/
п 9 ( * ) -іК*). ƒ am(t)dtdx 
™мSjillglli^llS-^lalbaplWUp1 " Ä > 0 ' ^ ^ 
since (aq,bv) —*• L· aqV(bv) dxdt is a continuous function of both arguments aq 
and frp (see Girault and Raviart [7], eq. (1.12) p.60). Note that, since Xj с Xj, 
the inf-sup condition holds on the latter space if it holds on the former. Thus the 
inf-sup condition correspondingly splits into two conditions, of which one is the 
classical condition in the steady-state Stokes problem. This is recorded as 
Theorem 4.4.2 Let С(П) = В and (?(Ω) = \β\ . Then equation (4.4.3) is implied 
by the following two conditions 
• e . LqixWMx) dx
л
 ^ „ 
mf sup {¿öjf ¡—-τ; } > 02 j > 0 
«
ce
».etfcn> ІМІіАгаІМіЛі» " '·' 
'J (4 4 4) 
ƒ am(t)dt K - " ' 
аед 
ьел I^IILV^I^IIL'Ì/,) 
Ргоо/С This follows by rearrangement of (4.4.3). · 
Consider some choices of products of finite element spaces which satisfy the con­
ditions posed in this theorem. Note that the second condition in (4.4.4) is easy to 
satisfy is as shown below. The first condition of (4.4.4) is a classical one. 
Theorem 4.4.3 The following choices of A in combination with Л satisfy the 
second inequality in (4.4.4) 
(a) Л = A for any choice o f A = X In particular for A = Л = ІР*((,-_і,*Д 
the span of polynomials in t of degree less than or equal to A G IN. 
(b) ^ = IIl]|amí^ = IIl)í)í2]l. 
(c) A = Ш and Л = {Ò G Ρ'ίί,·-1, t._ ! ) Л 6 G ff Ч*._ ι, tj)}. 
(d) А ш П, tl and Л = íl,t,t2,t3J,or 
(e) more in general, any choice for which А С À. 
Proof. For all of the cases above, given α e Л pick Ь = a G Л. · 
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The cases (b), (c) and (d) are listed separately above since they will re-emerge 
when considering the discontinuous Galerkin method inf-sup condition. Now, as 
a concrete example of tensor product spaces Mj, Xj, consider the Hood-Taylor pair 
for the spaces £(Ω), <?(Ω) and Λ = ЦЩ, Â= Hl, i l . This leads for a corresponding 
grid of prismatic elements Δ to 
• -Mj = {Ч(Х,*УЯ € C0(Qj) η Lo(Ç,) Λ ς | Δ = bo + biXi+ 62*2 for some 
60,61,62 e Ш} 
• Xj = {г(*, f): г € [C0<Q;)] η [HÍÍQJ·)] Λ (υ 1,2)^  Ξ (αο + σιί)·(6ο + 6ιΐι + 
62X2 + 63*1 + 64Χ1Λ2 + ббХІ) for some αο,αι,6ο,... ,6б € К}. 
Here the functions in Mj and Xj are defined elementwise by their restrictions to 
all prismatic elements Δ. 
4.5 The discontinuous inf-sup condition 
With the error estimates for the pressure, involving the inf-sup condition, in mind 
define again the norm 
ll!?_i1+ - И1£<»(ф + ¿KOM^lUn) · (4.5.1) 
The inf-sup condition using this norm reads 
L· μν-υ dxdt 
inf sup{ rff ¡¡¡-¡J } > ßj > 0 (4.5.2) 
for the continuous case. Here Mj = {μ G L2(Qj): f
n
 μ(χ, t) dx = 0 for a.e. t € 
Ηο(Ω) χ Η'ίίί,-ι,ί/]) in <5¡,·. For the discrete 
case Mj and A,- are replaced by Mj resp. /t,. 
In order to simplify the proof of the continuous analog of (4.5.2), only 
the case of a smooth boundary will be considered. Specifically, assume that the 
domain Ω is an open bounded set in IR^ with Γ = <9Ω an η - 1 dimensional С00 
variety with Ω locally on one side of Γ. 
Let p(x) denote, following Lions and Magenes [17], p. 171, a smooth positive func­
tion on Ω vanishing on Γ like d(x, Γ), the distance of χ to Γ. This means that 
for* e Γ 
Um ( - Ä / O . 
*-*oerd(«, Γ) r 
Now define the family of spaces Θ,·, following Lions and Magenes [17], pp. 180-
185, as follows. Let а £ IR, а > 0 be such that β — £ is not an integer. Then 
Θ^Ιμε&^ιρΤμΖΉί^)} 
88 The Stokes system of 
where ІУ denotes the dual of the space of infinitely times differentiable functions 
on Qj with compact support on Qj. For negative в the corresponding space θ? is 
defined as the dual of г*. 
Theorem 4.5.1 Suppose that the smoothness assumption on Γ holds. Then the 
inf-sup condition (4.5.2) holds. 
Proof. Let there be given a function μ E Lo«?;)· For almost every t 6 (0,^] 
construct a function υ € H¿(Q7-) satisfying Vv = μ like in section 4.4. For this 
choice of υ one clearly has 
IINU-JHUb, (ΗίνΓΐι^,+ 'ιΐι,Μχ,ί,·-!)«^,)^ 
From standard results concerning this construction of v, see e.g. [7], it follows 
that for almost every time t there exists a positive scalar c, independent of the 
time, such that 
lEHUn) < cINb<n> 
and hence ||VP||LI(QA < C|^||LI(Q^. Thus it remains to be shown that 
| |c+(x,f,_i) | |L l ( n )<c|^| |L J ( < 4 ) 
for some с > 0. From standard results concerning trace operators in negative 
order Sobolev spaces, e.g. given in [17], PP· 175-177, it follows that for r — ^ £ IN 
for any μ G Dìr(Qj) 
ΙΙμ+ίχ,ί,-ΟΙίΗ-Γ-ι/^η) < IMID-'ÍQ,) 
where one may take the operator Λ to be, for example, the time-space Lapla-
dan Αμ = μ« + Δμ under Dirichlet boundary conditions. The D~^r norm is defined 
in [17], section 6, via interpolation spaces Q~'(Qj) as 
ІИІвгод
 =
 IHIH-'«¿> + Wv« + ΔμΐιΙ.,.,^) · 
Regularity results associated with this construction of ν give 
№*(*,(,•-i)DiAn> < e|l/«+C»,iy-i)|lH-'<n) · 
Further, with r = ^ — eisor - ^'YB not an integer) and Αμ = μ« + Δμ 
П^С*.*-!)^-.«» < INl'-j*^, < с||А-Чі . , (4.5.4) 
differential équations 89 
where again results from [17], section 6.6, pp. 177-180, have been used to obtain 
the last inequality. Thus, from the definition of the D¿' norm 
ІІ9ІІ^(ф = Italia·«*, + IMI!-.-.«?,). ил.» 
(see [17], section 6.3, pp. 170-173), inserting (4.5.5) with the identification q = 
Α~
ίμ into (4.5.4), gives 
I ^ W f i - « < с (HA-V.^ + Μζ-^4) • WA© 
Now for 0 < € < J, theory of elliptic operators ensures that 
Further, since for β > 0 one has the relation H'iQj) С &((%) С ΐΛφ), it fol­
lows that for в > 0 this implies H-'«?;) D 0-*«?j) D L2«?;) with continuous 
imbeddings. Thus for —β = — ^  + e 
ІНІ _4+«(ф<с||/і|Ь(ф, 0 < £ < ^ . 
Substituting these two inequalities in the previous one (4.5.6) gives 
ІІ»*<М;-і>ІЬ«»<ФІІіл«> 
which suffices to complete the proof. · 
Remark 4.5.1 The requirement that ¡
η
μ{χ,ί) dx = 0 for almost every i,_i < 
t < tj, rather than ƒ„ μ(χ, t) dxdt = 0 is necessaiy for even the beginning of the 
verification of the inf-sup condition, if classical result are to be used to this end. 
4.6 Two-level hierarchical bases 
As is known one can decompose the solution of the Stokes equation into a part 
related to the smallest eigenvalues of the Laplacian operator Δ, and into a sec­
ond (high frequency) part corresponding to the larger eigenvalues. One can show 
that the high frequency part is essentially time-independent relative to the low 
frequency part (see [18]). Since a semi-discrete Galerkin time-stepping approach, 
using a fixed time-step size to approximate a discrete solution, neglects the influ­
ence of higher frequency components such a method can lead to significant errors, 
in particular when integration over a long time-period is taken into account. 
90 The Stakes system of 
Using time-slabbing techniques one can treat each high frequency com-
ponent on its own time-scale since grid refinement here means refinement si-
multaneously in space and time. As usual the higher frequency basis functions 
correspond to those basis functions created hierarchically after refinement of a 
grid defining the low frequency basis functions. Creating hierarchically defined 
growing finite element spaces implies that for each time-slab one is able to solve 
for various scales of physical details. 
Therefore, consider the use of a two-level hierarchical finite element ba-
sis for the approximation of the flow field vector uh in (4.2.4). It will be shown 
that, for a two-level hierarchical basis streamline upwind formulation of the Sto-
kes problem (4.2.4), the finest level contribution to û/, is small relative to coarse 
level contribution. Thereafter it is shown how to compute a cheap initial approx-
imation for the finest level contribution. 
As an example consider the solution of the Stokes problem (see also [22] on the 
unit-cube Q = Ω χ (0, tj] = (0,1)2 χ (0,1), divided into A - 3 small subcubes. A 
coarse piecewise linear basis function space V on Q is defined via the small cubes 
as is shown in fig. 1.3. Now suppose ùh ε V is a solution to the Stokes prob­
lem (4.2.4), then the use of the streamline upwind formulation (1.6.5) with 6 = ν 
and 6 = 0 leads to 
о 
ƒ ƒ [<,uh)tûh + vVXttûh : Vxtûh - f(ûh + бШн),)] dxdt = 0 (4.6.1) 
о 
whence, analogous to the derivation of (4.3.4), one can show that there exists a 
positive scalar с such that 
\VSituh\
2
 dxdt + / ûl{x,tj) dx < -Hiring + / u§(*) dx. 
0 
A discretization error bound for (4.6.1) can be obtained analogously to the deriva-
tion (4.2.8). 
A hierarchical extension to V now is constructed using the non-standard 
uniform refinement of tetrahedrons as shown in fig. 1.3. The span of the piecewise 
linear basis functions created will be denoted by V+. Now let йн = и φ υ G V φ V+ 
be the solution of (4.6.1) on the new two-level hierarchical basis V φ V+. For the 
sake of simplicity redefine ||| · Ц^  for the remainder of this section by 
IINIIi = ΙΙΕ,,Λ v
re
v, 
differing from the previous definition in that the gradient component in time is 
included. Then, using a strengthened Cauchy-Bunyakovski-Schwarz inequality 
- L 
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given by 
ƒ / Υ,,,Η : Υ,,,ν dxdt < тІЦиІІІ, · Ц^Щ, V^yV^y , 
о 
one obtains that there exists a scalar 0 < 7 < 1, independent of v, such that 
"(1 - γ2) {UNI? + lllrlll?} < Illirilg + j i ug(*) dx, (4.6.2) 
where the last term vanishes for homogeneous Dirichlet boundary conditions. 
Now note that for elements of the sets V and V+ the following relations hold 
cillNllS<IINIÎ
 в е ( 4 6 3 ) 
c2A-2llklllS<|||c|||?
 г
€ + 
For и G V equation (4.6.3) holds since the restriction u(t) e H¿(n) for all / ε 
(0, tj]. Using a classical Friedrichs inequality for fixed time t 
c, · ƒ uHx, t) dx < f \y.
s
u(x, t)\2 dx, (4.6.4) 
Jn Jn 
integrating over the interval (0, tj], and using |V
x
u| < | V^
 (u | gives the desired 
result since the domain Ω does not vary with time. For ν £ V+ equation (4.6.3) 
holds because there exist positive scalare ¿1 and ¿2 such that for all basis func-
tions 10 e V+ 
ί ί Ιν^,Μ*' '>|2 d x d t = ài h and ί ί wHx, t) dxdt = ¿2 · A3. 
о 0 
These basis functions have empty mutual support, whence for w = Σϊ a¿ V» (ν* 
are the basis functions spanning V+) and C2 = éi/02 
ιιι«ιιβ = 1 > . ? м ? = Ea?c2 ИклЙ 
> i 
= с2-
1
Л
2
Са1?||| ?і|||2=с2-1А2|||и-|||? 
leading to the inequalities in (4.6.3). Note that this proof differs from proofs 
in [23] and [21] since it exploits the fact that the basis functions have empty 
mutual support. With the use of (4.6.3) one now obtains 
i/d - 72) {lINg + A-2||M||2} < £Г| | | 2 + J ul(x) dx, (4.6.5) 
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whence for a fixed-size time-slab clearly the contribution of ν € V to йд is small 
relative to the contribution of и G V+. 
Taking (4.6.5) into account, an initial approximation can be computed as follows. 
Let и G V be the finite element solution of the Stokes problem (4.6.1) and let ùh G 
V φ V+ be the finite element solution of (4.6.1), using the hierarchically extended 
basis. Then uh can be approximated by й/, = и + υ for some function υ G V+. Since 
the contribution с G V+ is time-independent relative to и G V (see [18]) one may 
substitute Vt = 0 in (4.6.1), and because of (4.6.5) one may assume V
x
i> : V
x
v = 
0, in the same equation. This leads to the linear relation 
ƒ [utV + t/VTtt : Vxv - fv] dxdt = \ I \f(u + 6щ) - u,u - u\ V , ,α dxdt 
which provides an initial approximation for и G V+. As this system of equations 
for υ has the dimension of V+ and the basis functions in V+ have empty mutual 
support, the approximation υ G V+ is easy to calculate. 
Clearly, hierarchical finite element bases, which are exploited in many 
different ways in classical Galerkin variational formulations, can also be applied 
effectively for the global time-space approach. This enables the use of standard 
finite element packages for the solution of time-space variational formulations. 
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5 On finite element matrices and ^ ^ ^ locally refined grids 
An «tended version of: Maubach J.M., On the spamty atmcture 
of hierarchical finite element matrices, in Proceedings of the 
International Conference on Preconditioned Conjugate Gradient 
Methods and Applications, Nijmegen, The Netherlands 1989, to appear. 
A section on bisection refinement in three dimensions and one 
on block decay rates is included, the section on numerical examples 
is extended and the section on the standard nodal and 
hierarchical basis functions used to be part of the section on 
the newest vertex local grid refinement. 
Abstract 
The performance of preconditioned conjugate gradient methods for the solution 
of a linear system of equations Hx = b depends strongly on the quality of the 
preconditioner. In general, the matrix if is a sparse matrix whose sparsity pat-
tern only depends on discretization choices for a given node ordering. For the 
construction of a preconditioner only the matrix entries are needed, but investi-
gations so far have shown clearly that taking into account the sparsity pattern 
structure, leads to more effective preconditioning techniques. 
As the sparsity pattern is of importance for the construction of good pre-
conditioners, it is analyzed here for the hierarchical matrix H resulting from a 
given discretization. The hierarchy is induced by the grid refinement method ap-
plied. It is shown that the sparsity pattern is irregular but well structured in 
general, and a simple refinement method is presented which enables a compact 
storage and quick retrieval of the matrix entries in the computer memory. An 
upper bound for the C.-B.-S. scalar for this method is determined to demonstrate 
that it is well suited for multi-level preconditioning and it is shown to have sat-
isfying angle bounds. Further, it turns out that the hierarchical matrix may be 
partially constructed in parallel, is block structured and shows fast block decay 
rates. 
Keywords: Sparsity structure, Adaptive grid refinement, Hierarchical finite el-
ements, Error indication, Parallel computing 
AMS(MOS) subject classifications: 65N30,65N50, 65W05,65F10, 65F10 
96 On finite element matrices 
5.1 Introduction 
At present the use of hierarchical finite element basis functions, in combination 
with adaptive grid refinement for the solution of elliptic boundary value prob­
lems, has been investigated thoroughly (see e.g. [10], [11], [13], [19], [26], [27], 
[29], [30] and [36]) to show that this approach is eminently applicable to problems 
with complicated boundary geometry. Most approaches investigated so far implic­
itly use the hierarchical matrix H, resulting from a grid obtained by an adaptive 
grid refinement method, via the relationship H = ITAI as in [36]. Here A is the 
standard nodal matrix on the grid mentioned and 7 is a grid geometry dependent 
lower triangular identity transformation from the hierarchical to the standard 
nodal basis. As multiplications with I~' and I are easy to perform, solving Hx = b 
for a given vector 6 with the use of the equivalent system A(Ix) = /~'b as in [20] 
has several advantages. It is possible to assemble and store A and multiply by 
it elementwise, see e.g. [16]. The number of matrix entries to be stored will be 
proportional to the number of unknowns. On the other hand, / is often defined 
recursively, prohibiting a parallel multiplication (one can use domain decomposi­
tion techniques to overcome this) and the use of elementwise stored data induces 
much indirect memory addressing each time a multiplication is performed, slow­
ing down the overall computational performance. 
All approaches mentioned avoid an analysis of the sparsity pattern J, the 
set of couplings (ij) corresponding to possible non-zero entries Лу of the hierar­
chical matrix H, which is more complicated in the hierarchical case than that of 
ordinary finite elements. Because one does not know the sparsity patterns struc­
ture a straightforward row-wise ordered storage technique (see e.g. [2]) is used in 
general; for each degree of freedom i, the numbers./ for which (ij) G J are stored 
in an integer row. This technique is often quite expensive due to a generally large 
number of shifts needed to store the numbers j in an increasing order. To check 
whether (ij) € J for given i and j , e.g. occurring during a pointwise incomplete 
factorization of H, is costly because this involves searching through an integer 
row. 
This chapter will show that for the discretization choices of any given grid 
refinement technique, a coarse initial grid and type of finite element basis func-
tions, it is possible to determine the sparsity patterns structure of the resulting 
hierarchical matrix by studying the changes in J caused by refinement of a single 
triangle. This shows for frequently used refinement techniques that the sparsity 
pattern has a (sometimes even binary) tree structure which can be stored in a 
row-wise ordered manner without any shifting and such that checking whether 
(i j ) € J for given y involves at most one 'if.. .then' instruction, independent of 
the dimension of the matrix and the number of refinements applied to the initial 
coarse grid. 
Unfortunately the number of possible non-zero entries of H is bounded 
above by O(kN), k the number of refinements and N the number of unknowns, 
whence a matrix vector multiplication will not be of optimal computational com-
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plexity 0(N) if the number of refinement levels is unrestricted. In general the 
entries [H]y вое of order 0(\/2 ~4 ) if the related basis functions i and j are of 
level ρ respectively q as is shown in [25]. Also, the storage of the hierarchical ma­
trix in the computer memory allows for the direct application of many well-known 
preconditioning techniques. 
Since the spareity patterns structure depends on the type of local refinement tech­
nique used, some types of refinement techniques will be studied in more detail. A 
refinement technique introduced to this end is the newest vertex bisection refine­
ment proposed by Sewell [32], [33] and adapted by Mitchell [26], similar to the 
longest edge bisection method of Rivara [30] and [31]. The difference between the 
methods is that for a given triangle the former method bisects the edge opposite a 
specific vertex whereas the latter method bisects its longest edge. Unlike the reg­
ular grid refinement used by [4], Bank [11], [17], [19] and Yserentant [36] these 
bisection methods do not create children congruent to their parents. 
The main advantage of the newest vertex technique proposed is its sim­
plicity. Mitchells technique is a one fase recursive technique, which keeps all tri­
angles compatible (at moet one neighbor along each of the three edges) at all times 
contrary to Rivara, who has to enforce compatibility after each refinement by re­
fining an additional number of triangles, and Bank and Yserentant [10], who 
even need a third fase in which the bisections used to enforce compatibility are 
removed. Further advantages are that there is no need to compute side lengths 
as in Rivaras refinement algorithm and that the number of different angles cre­
ated during repeated refinement is at most eight times the number of triangles 
in the initial coarse grid whence a properly chosen initial grid avoids bad angles 
(see e.g. [8]) automatically. The newest vertex bisection method is generalizable 
to domains in more than two space dimensions and for higher order finite element 
basis functions. 
As the sparsity pattern is analyzed bearing the construction of an effec­
tive multi-level preconditioner in mind, angle bounds for the refinement meth­
ods above are investigated and the Cauchy-Buniakowskii-Schwarz scalar γ 2 is 
derived. The results obtained demonstrate that grid refinement methods leading 
to a well structured sparsity pattern in addition can be well suited for multi-level 
preconditioning. 
The remainder of the chapter is organized as follows. The newest vertex grid re­
finement method, which will be used to demonstrate the results of the sparsity 
pattern analysis in the view of its simplicity, is introduced in section 5.2. The con­
struction of a standard nodal and hierarchical finite element basis is given brief 
attention in section 5.4 after which in section 5.5 a sparsity pattern analysis is 
presented for the hierarchical basis, for various grid refinement techniques. The 
block decay rate of the hierarchical matrices is studied in section 5.7. The number 
of the hierarchical matrix entries as well as the storage of the complete hierar-
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chical matrix in the computer memory are investigated briefly in section 5.6. Sec­
tion 5.8 considers angle bounds for the grid refinement methods studied and pro­
vides estimates for y2 in order to show that the newest vertex refinement method, 
having one of the simplest structured sparsity patterns possible, may also be used 
for the construction of multi-level preconditioners. Finally in section 5.9 sparsity 
patterns resulting from some discretizations of example partial differential equa­
tions are presented and in section 5.10 some conclusions are drawn. 
5.2 The newest vertex local grid refinement 
Let the computational domain Q с IR", be an open and bounded polygonal do­
main covered by an initial coarse grid of simplices. Here simplex stands for in­
terval in 1 dimension, for triangle in 2 dimensions and for tetrahedron in 3 di­
mensions. For instance, an initial coarse grid on a line could consist of a single 
interval, on the unit-square it could consist of two triangles, and on the unit-cube 
it could consist of at least 5 tetrahedra (see e.g. [28]). The domain will be only 
in space in the case of a static differential equation, and will be in time-space in 
the case of time-slabbing, where Q = Qj (see the notation introduced in chap­
ter 1). In general it is very difficult to fit a grid to an arbitrary domain (see [23]), 
therefore, to start with, only the case of a refinement of a given initial coarse tri­
angulation will be paid attention to. This section introduces the newest vertex 
grid refinement method and the properties of it that are essentially determined 
the resulting matrices sparsity pattern. These properties are very basic and are 
satisfied by most existing refinement methods, like e.g. the regular refinement 
method. 
In order to obtain a grid which is suited for the finite element solution of a partial 
diflerential equation it is of importance that 
• the refinement algorithm will always lead to a compatible grid, 
• that the recursion involved will be of finite length and allows for local 
refinement, i.e., not forcing uniform refinement, 
• the angles of the tetrahedra created are bounded above away from π 
(see [8]) which is automatically the case if only a finite number of simi­
larity classes is generated. 
For the two-dimensional variant this is shown by Mitchell using induction tech­
niques in combination with graph theory. 
Let a triangle be a topologically open subset of IR2. Now let an initial coarse 
grid e ( 0 ) = {Δ} of triangles be given such that {x e Δ: Δ e Q(0)} = Q. This 
implies that the boundaiy of Q should be piecewise Unear, whence isoparametric 
elements as in [2] are not considered in this chapter. A basic building block of 
each grid refinement algorithm is the method to divide a triangle. In the newest 
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vertex bisection case a triangle Δ с IR of a certain level 1(A) has three ver­
tices хі,Х2,хз E IR2, of which the first is called the newest vertex, and denoted 
by denoted by Хд · By definition the edge opposite this vertex is called the base 
and the triangle sharing this base is said to be the neighbor, if this exists (see 
fig. 5.5). The bisection of a triangle Δ always takes place by adding an edge from 
its newest vertex to the midpoint of its base. The vertex χ created on the base will 
be the newest vertex of both children Δ; (i = 1,2) which satisfy 
Δ = UiAi, Ai η Δ,- = 0 if i ¿j. (5.2.1) 
By definition the levels of the children and their vertices are given by 
KAi) = 1(χΔι) = KA) + 1. (5.2.2) 
All vertices, edges and triangles of the initial coarse grid β ( 0 ) have level 0. Further, 
the children Δ,- have the unique parent Ρ (Ai) and the subsequent ancestors 
Pk(A) = (Po...oP)(A) V*.!, ,;<Δ) 
* 
where Ρ0(Δ) = Δ in order to simplify notations. 
As mentioned before, one of the difficulties in grid refinement is that of maintain­
ing the compatibility of the triangulation. Therefore consider the refinement of a 
triangle in a perfect matching given grid, i.e., a grid in which all triangles are com­
patibly divisible. This means that for every triangle either its base is lying at the 
boundary or its neighbors base coincides with its own base. Now the refinement 
of a triangle is defined by the following recursive algorithm: 
Refine the triangle: 
If the neighbor is not compatibly divisible 
Then Refine the neighbor 
Fi 
bisect the triangle and its neighbor. 
Figs. 5.11 - 5.14 show, starting from a perfect matching coarse initial grid, some 
refinement steps including the refinement of a not compatibly divisible triangle. 
Further figs. 5.15 and 5.16 show an already refined grid. It is of course of impor­
tance that the refinement algorithm above will always yield a compatible grid and 
that the recursion involved will be of finite length and not too large. That this is 
easy, is shown by the following lemma. 
Lemma 5.2.1 For the newest vertex method the following statement holds 
(i) Given any compatible initial triangulation, there exists a choice of newest 
vertices such that every triangle is compatibly divisible. 
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(ii) The length of the recursion involved with the refinement of an arbitrary 
triangle is bounded by its level plus 1. 
(Hi) For each pair of compatibly divisible triangles Δι and Δ 2, /(Δι) = КАІ). 
Proof. See Mitchell [27] for a proof in full detail. · 
Note that the local refinement of a pair of triangles is completely determined by 
the local numbers of their vertices. This implies that the labeling of the vertices 
for the children is the most important part of the local newest vertex refinement. 
Now the refined or initial coarse grid will be used to construct the finite element 
basis functions needed for the solution of the partial differential equation under 
consideration. 
5.3 Bisection refinement in three dimensions 
In this section, the repeated bisection of a tetrahedron in order to create locally 
refined grids in three dimensions is studied. In [14] it is claimed that such bi­
section refinement techniques exist that create only a finite amount of children 
similarity classes independent of the level of subsequent grid refinement applied. 
Here, such a simple recursive algorithm is provided, which in addition keeps the 
grid compatible during the refinement. This algorithm is a slightly modified ver­
sion of a proposal by Mitchell in [26], whose bisection algorithm proposal does 
lead to degenerated tetrahedrons. In spite of the simplicity of the modification 
of Mitchells proposal, its nature is difficult to interpret. Therefore, proofs con­
cerning the boundedness of the recursion of the algorithm and the number of 
similarity classes generated will be the topic for future research. 
Consider Mitchells [26] newest vertices bisection proposal for the bisection of a 
tetrahedron. Each tetrahedron Δ of a given initial coarse grid has four vertices 
{xi, X2, X3, X4} where, using this notation, vertex i is listed at the i-th position. 
Now the first vertex (here лгі) is called the tetrahedrons newest vertex and second 
vertex (here X2) is said to be its second newest vertex. The edge determined by 
the vertices 3 and 4 is called the base and all tetrahedra sharing this base are 
called neighbors . Analogous to the two-dimensional case a tetrahedron is called 
compatibly divisible if its base coincides with all its neighbors bases. 
Now bisection always takes places by creating a new vertex χ at the middle of the 
base and creating two children {ж, X\, X2, Хз} and {χ, χ ι, Хг, Х4}, all of level ¿(Δ) + 
1, i.e., one higher than their parents level. As implied by the notation, the chil-
drens newest and second newest vertices are the new vertex χ resp. their parents 
newest vertex X\. Acting this way, the newest vertices propagate in a natural man­
ner similar to the two-dimensional newest vertex bisection refinement. The goal 
is to refine such that the grid will stay compatible (i.e., each tetrahedrons face 
is shared with at most one other tetrahedron) at all times during the refinement 
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process, thus avoiding an approach like that of Bänsch in [14], where by definition 
the grid contains incompatible tetrahedra until the refinement has been finished. 
Reformulating Mitchells proposal in [26] leads to the following refinement algo-
rithm of a tetrahedron 
Refine the tetrahedron: 
While α neighbor is not compatibly divisible 
Do Refine the neighbor 
Od 
bisect the tetrahedron and its neighbors. 
Note that this is a recursive algorithm: in order to refine a single tetrahedron it 
is possible that a whole chain of incompatible neighbors - of neighbors - must 
be refined. Further, it is possible that a neighbor has to be refined twice in order 
to become compatibly divisible. This would be the case if vertex 1 of a neighbor 
is one of the bases vertices 3 or 4, and is due to the propagation of the newest 
vertices. 
In the three-dimensional case the algorithm above behaves significantly different 
from the two-dimensional one. Main reason for this difference is that the local 
refinement of a tetrahedron only prescribes the propagating of the newest ver­
tices. This means that for each child the newest vertex and second newest vertex 
are determined, but that the third and fourth vertex can be exchanged, which 
is an undesirable degree of freedom. Another problem will be the assignment of 
newest vertices and second newest vertices to the tetrahedra of the initial coarse 
grid such that a perfect matching is obtained. The proof that such an assignment 
exists for the two-dimensional case can not be extended to the three-dimensional 
case as the graph theory exploited is only valid in two dimensions. For an initial 
coarse domain consisting of a single tetrahedron there is no problem, but for a 
cube subdivided in tetrahedra it is easy to see that there exist several different 
possible perfect matchings. 
Numerical tests with Mitchells proposed propagation of the newest ver­
tices for the bisection of a tetrahedron prove some of his conjectures to be wrong: 
• Even during a uniform refinement of a single tetrahedron the refinement 
will create degenerated children. 
• Contrary to Mitchells statement, never groups of 8 tetrahedra are bi­
sected. A group consisting of a tetrahedron and its neighbors to be bi­
sected always consist of 2, 4 or 6 tetrahedra respectively, depending on 
the perfect matching on the initial coarse grid. 
• Using Mitchells algorithm a neighbor is never refined twice in order to 
become compatibly divisible. This also holds in the case where the grids 
tetrahedra are refined in a random order. 
Taking the first result into account, one must conclude that a straightforward 
use of Mitchells proposal is not suited for repeated local tetrahedron refinement. 
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Fortunately, with an efficient numbering of the vertices of the created children, 
the application of the tetrahedron refinement algorithm above to an initial coarse 
grid of 12 tetrahedra on the cube (-¿, ¿)3 (see the figure 1.3), can lead to the 
desirable properties in the beginning of section 5.2, for the cases of 
• uniform refinement of the cube, as is shown in fig. 5.51, 
• local refinement in a plane {(x,y,z):z = - | } andalongaline {(x,y,z):x = 
0 л у = ζ}, as is shown in figs. 5.52 and 5.53, 
• local refinement around the points (— £, 5, 5) and (-4-, —4s, — ^ TTS)» a s m 
the figures 5.54 resp. 5.55 and 5.56. 
Apart from these frequently occurring situations even - so far tested - random 
refinement, creating grids containing up to O(106) tetrahedrons, has been ob­
served to function well. Also, a neighbor is never refined twice in order to become 
compatibly divisible. 
The proposed modification is simple. Upon refinement of a tetrahedron 
one first creates the children according to the propagation method of Mitchell 
as presented above. If the level of one of the created children is a multiple of 
three and if its vertices 3 and 4 have no two pairs of different coordinates then 
its vertex 2 is exchanged with its vertex 3. As an example, suppose that a par­
ent {xi,X2,Xa,Xi} is bisected creating a child {х,Х\,Х2,Хз}. Now, if the level of 
the child is a multiple of 3 and if its vertices 3 and 4 (here X2 and X3) have no two 
pairs of different coordinates, then its second and third vertex are exchanged, 
leading to a child {x,Хг,х\,xz)· The created tetrahedron is left unchanged but it 
has been assigned a different second newest vertex. 
As the modification has no evident analogon in two dimensions, only 
takes place in some tetrahedra of level three or a multiple thereof and as it is 
not only related to the local ordering of a tetrahedrons vertices, it is difficult to 
interpret it geometrically. Future investigation will be necessary in order to prove 
that all desirable properties are really satisfied. 
5.4 The standard nodal and hierarchical basis 
As the sparsity pattern of the finite element matrix to be considered, not only 
depends on the underlying grid, but also depends on the type of finite element 
basis functions used, these functions will be considered in more detail. First the 
types of bases to be used in the numerical examples are described, after this basic 
properties of the basis functions, needed for the sparsity pattern analysis, are 
considered. 
Let a compatibly divisible grid Q be given. At each grid point a finite element basis 
function φ is defined as is usual in finite element methods, piecewise linear or 
quadratic, and only locally non-zero on the surrounding simplices (see section 1.5 
or [2], [15], [18], [21], [34] and [37]). If all nodes on Q, which can be a locally 
refined grid, are defined this way, the finite element basis will be called standard 
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nodal finite element basis. By way of abbreviation a finite element basis function 
will sometimes be called node in the sequel. 
Another method to define the finite element basis is to exploit the local 
grid refinement. First, on an initial coarse compatibly divisible grid Q a standard 
nodal finite element basis is defined as above. Then, during the local grid refine­
ment, every time a new point is created, its related finite element basis function is 
defined as above, using the grid as this is directly after the local refinement. This 
leads to a situation in which nodes can exist with a strongly varying magnitude 
in support (see below), small support typically corresponding to nodes of a higher 
level. Proceeding this way for all points created during the refinement phase, the 
resulting basis is called a hierarchical finite element basis. 
Now consider properties of the finite element basis functions which are of impor­
tance for the sparsity pattern analysis of the resulting matrix. To this end let the 
support and the base of a node φ, defined at a unique vertex χ
φ
, be defined by 
respectively 
Dv:={xeQ:<fi(x)¿0}* 
where for a set X, X* denotes the open part of its topological closure. The supports 
of nodes created by regular resp. bisection refinement are shown in figures 5.3 
and 5.6. The level of φ is by definition given by 1(φ) = l(x
v
). If χ
φ
 = χ Δ , the 
newest vertex of some triangle Δ G Q, then in the sequel, in order to simplify the 
notation, φ = ірь. Further, as is standard in finite elements, the grid is supposed 
to be such that there exists a scalar с G IN, independent of φ, such that jB j^ < c, 
where for a set X, \X\ denotes its number of elements. Also, the refinement is 
supposed to lead to a compatible grid, which is formulated by the requirement 
Δ e Β
ψ
 => χ
φ
 G ϋ(Δ) Λ /(Δ) = 1{χ
φ
), (5.4.1) 
where υ(Δ) denotes the set of vertices of Δ, implying that if Δ e Β
φ
 then χ
ψ
 is 
one its vertices. 
For the following definitions, assume that one is dealing with a time-dependent 
partial differential equation, discretized with the use of a continuous global time-
space finite element method. In the time-independent case, the definitions are 
valid if all subscripts^' are omitted. Now define 
• the triangle set Tw = T.a) to be the set of all triangles of a certain level 
k > 0 on time-slab./. Note that a triangle in T** can only be refined once 
and that its children belong to T0'+1). As long as the children exist, the 
triangle will remain in T***. 
• the grid β = Qj = ej*) = uJ
=[,7J("), i.e., the set of all triangles up to and 
including level k on time-slab j . 
• the set containing all vertices V(T) of an arbitrary set of triangles T. Note 
that V(Q) — V(Q<0)) is equal to the set of all created vertices and that by 
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definition V* = VÍQJ**) - Vißj*- n) is the set of all vertices of level k > 1. 
In order to simplify the notations in the sequel let V = V(Q). 
• the set of finite element basis functions ^(T) defined at the different ver-
tices of an arbitraiy set of triangles T. Also here FiQ) - FiQ^) is equal 
to the set of all created basis functions. 
• the span of the finite element basis functions in the set ^(ßj**), denoted 
by n(Q) = W(Cj*)). Note that «(Q) С Hl(Q) and that this span is iden­
tical for the hierarchical and the standard nodal basis. 
• the total number of different vertices of level A, п ^ = ¡У '^)!· Analogously 
define N = Nj= N^ = IvtQJ )^! to be the total number of vertices in Q, 
also said to be the number oí degrees of freedom. 
Note that the subset of Q of triangles without children in the case of newest vertex 
grid refinement has exactly ^(|6| + |6o|) elements, which can be proved easily by 
induction. This subset is important as it serves the definition of a standard nodal 
basis. 
For the assembly of the finite element matrix, after the grid refinement has taken 
place, each node is assigned a unique number i G {1 , . . Ν}, in such a way that 
for all nodes 
Κφο <Щ) O i <j• (5.4.2) 
This leads to an hierarchical matrix with a natural block structure, where the 
blocks are determined by the levels of the refinement. It is advisable to number 
the vertices and corresponding nodes of the initial coarse grid such that the re­
sulting coarse grid matrix is as sparse as possible (see e.g. [2] for an algorithm to 
this end). Fig. 5.9 shows a one-dimensional hierarchical basis. 
5.5 A sparsity pattern analysis 
In this section, the sparsity pattern of a matrix is defined with the use of some 
of the definitions from section 5.2 and some elementary results, valid for grid 
refinement methods satisfying the conditions (5.2.1) up to (5.4.2), are proved. 
Next, these results are used to examine the sparsity patterns structure for a gen­
eral case. Finally, the general result obtained is considered in more detail for the 
regular and newest vertex bisection refinement. 
Consider the definition of the sparsity pattern resulting from a chosen discretiza­
tion. A node <pj is said to be coupled with node ψί and (ij) 6 Ν χ N is said to be a 
coupling iff Ο
φι
 η Dy,; φ 0. The sparsity pattern is defined as the set of couplings 
J = {(ij) €NxN:¥>,,ъеГЛD^ ηΌ
ψ
, φ 0} , 
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depending on the grid geometry and the finite element basis functions used but 
not on the partial differential equation discretized. Note that the sparsity pattern 
is a symmetric subset of Ν χ N by definition, whence it suffices to examine the 
coupling sets C(<fii) 
C(<p¡) := {<Pj G Г:DVj П £>„.. φ 0 Aj < i) Vj.i,...^ . 
containing all nodes coupled to and of level lower than or equal to Κφί). Before 
proceeding to the main analysis, consider the following lemma providing some 
basic and simple tools. 
Lemma 5.5.1 A grid refinement method satisfying (5.2.1) - (5.4.2) leads to a 
grid Q with 
• The intersection of every Δι, Δ2 e Q is either a one of one of them, or 
empty 
νΔ,,Δ^βΙΔι С Δ2 V Δ2 С Δι V Δ, η Δ2 = 0] · (5.5.1) 
• //"Δι, Δ2 G Q and Δι η Δ2 # 0 then 
[ Ι(Αι) < KAi) => Δι D Ai 
{ /(Δι) = Ζ(Δ2) => Δι = Δ2 . (5.6.2) 
{ /(Δ,) > KAi) =• Δι С Δ2 
• All triangles Δ, Δ e б satisfy 
Γ/(Ρ«Δ>-·(Δ)) = ι Vi.0.1 «Δ) 
Ι Δ Γ Δ Ο Ρ ' ( Δ ) - / ( Δ ) ( Δ ) = Δ (б.б.З) 
Proof. The results above follow directly with the use of combinations of the equa­
tions (5.2.1) up to (5.4.2). · 
Intuitively, considering the definition of the nodes in the previous section, a cou­
pling set of a hierarchically defined node φ will contain nodes defined on ancestors 
of the triangles belonging the base of φ. For locally refined grids, consisting of a 
few triangles, this can easily be verified by hand, but in the general case one must 
exploit some of the basic properties provided in the previous section in order to 
prove this. Now let ρ(φ) denote the number of parents which created a node φ, 
note that 
ρ(φ) = \{Ρ(Α):Α€Β
φ
}\. 
Furthermore, define the sets D and E for all triangles Δ e б by 
D(A) := {μ e Γ:Ομ П Δ ф 0 Λ /(μ) < Ζ(Δ)} 
Ε(Α) := {μ e Τ:ΟμηΑ ф 0Λ«/ι) = 1(A)} . { ' ' 
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Because the coupling set of a level zero node is easy to determine, only coupling 
sets of created nodes are considered in the following theorem. 
Theorem 6.5.1 For all nodes φ e T(Q) - T{Q(a)) and all Δ G δ containing Όφ, 
C(<p) is the union of three disjoint sets 
ί(Δ)-κΔ)-ΐ «Δ) 
C(<p)= (J S(A)U (J (J Я(Р*<Д))ииЯ(Р*(Д)). ( 5 · 5 · 5 ) 
Proof Let ψ G F(Q.) — TiQ.*®). Nodes created after ψ have a number greater 
than the number of φ according to (5.4.2), whence no such nodes are added to 
ip's coupling set after its creation. The creation of new triangles also does not 
influence the old nodes and couplings whence С {φ) can be examined under the 
assumption that φ is the last node created. 
Note that, due to (5.4.2), directly after a node ψΐ = ψ has been created, this node 
has the highest possible node number i, leading to 
С Ы ={<Pj G Τ·.Ο
ψ
; Π ZV ф 0 Λj < »} 
={μ£Τ·.ομηοιρ Φ г) 
= [J {μζηΏμηΔφ9} 
Δ€Β„ 
because D
v
 = (υ{Δ: Δ G Β
φ
})*. Furthermore, suppose Ομ η Δ jí 0, then there 
exists Δ G Βμ such that Δ η Δ / 0. Property (5.2.1) now implies Δ С Δ whence 
according to (5.5.2) ¿(μ) = ¿(Δ) < ¿(Δ). This leads to 
0(ψ) = ( J {μ G ^ : ^ Π Δ ф 0 Λ 1(μ) < 1(A)} = ( J Ζ>(Δ). 
Δ € Β
ν
 Δ € Β
ν 
Now consider the sets 2>(Δ). Note first of all that for all Δ G β - β ( 0 ) for all μ G J 7 
Όμ Π Δ φ 0 Λ /(μ) < /(Ρ(Δ)) O D^ Π Ρ(Δ) ф 0 Λ /(μ) < «Ρ(Δ)) (5.5.6) 
because for any Δ G β - β< 0 ) and node μ G У 
Όμ Π Ρ(Δ) φ 0 Λ Ζ(μ) < Ζ(Ρ(Δ)) Ο 
Здев,. ΓΔ η Ρ < Δ > ΐ6 « Λ /(Δ) < /(Ρ(Δ))] ο 
3ΔεΒ, ί ρ ί Δ > С Δ л /(Δ) < /(Ρ(Δ))] =>. 
Здея, [Δ С Δ Λ /(Δ) < /(Ρ(Δ))] =» 
Зд
€
в, [Δ η Δ ,έ 0 Λ Ζ(Δ) < /(Ρ(Δ))] ο 
β μ Π Δ ^ ΰ Λ / ί μ ί ^ Ζ ί Ρ ί Δ ) ) 
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due to (5.5.2), (5.4.1) and Δ с Ρ (Δ). The opposite direction follows with the use 
of Δ Π Δ jt 0 => Ρ(Δ) η Δ j¿ 0. Therefore the relationship between the sets D(A) 
and E(A) is, according to (5.5.6), given by 
D(A) ={μ e Τ : Όμ Π Δ φ 0 Λ ί(μ) < Ζ(Δ)} 
= {/ι e Τ : Όμ Π Δ φ 0 Λ /(μ) < Ζ(Δ)}υ 
{/ι G ^ : Όμ Π Δ ^ 0 Λ 1(μ) = /(Δ)} 
= { / i e^:I?^nAj¿0A 1(μ) < 1(P(.A))}UE(A) 
={μΕΓ: Όμ ηΡ(Δ) ^ 0 Λ «μ) < /(Ρ(Δ))} \JE{A), 
leading to 
D{A) = Ι>(Ρ(Δ)) U Ε(Α) (5.5.7) 
whence according to ί>(Ρ'(Δ)(Δ)) = £(Р'<Л>(Л)) and relation (5.5.7) 
« Δ ) ί(Δ) 
ί?(Δ) = (J £(Ρ*(Δ)) and СЫ = IJ U £<Ρ*<Δ». 
*=o дев»*=o 
Note that the sets £(Ρ*(Δ)), λ = 0,1,..., /(Δ) are mutually disjunct because they 
contain nodes of different levels. 
Now suppose that there exists a triangle Δ € β such that Ό
φ
 С Δ then due 
to (6.5.3), for all Δ 6 Β
ψ
, 
ρ « Δ ) - « Δ ) ( Δ ) = Д ^ ρ ί ( Δ ) - « Δ ) + * ( Δ ) = ρ * ( Δ ) 
for all * = 0, /(A) whence 
/(Δ) ί(Δ) 
СЫ = (J D{A) = (J U ^(Ρ*(Δ)) = (J U £(Ρ*(Δ)) 
Δ 6 Β
ν
 ΔεΒ
ν
Α<=0 *=-0AeB
w 
« Δ ) - ί ( Δ ) - 1 /(Δ) 
= (J Д(Д)и (J U J&CP*(A))UUS<PNÄ)). 
АеВ^ Δ6Β» *=1 *=0 
Clearly three different parts can be distinguished. The first part of the union, 
called head part, consists of a union of sets £(Δ) with a non-empty intersection 
containing the nodes created simultaneously with ψ. The second part, called mid­
dle part, consists of sets E (A) which may overlap partially but the last part, called 
tail part, consists of mutually disjoint sets E(A). 
Now consider the existence of such a triangle Δ € Q. Ifp(v?) = 1 then there exists 
a unique parent Δ of level /(Δ) - 1 which contains Ό
ψ
 whence the above formula 
reduces to 
«Δ) 
C<v>) = (J E(A) U [J £(Ρ*(Δ)). 
Δ€Β* *=1 
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Ιίρ(φ) = 2 and if ν is created at a line of level m > 0, then clearly there exists a 
unique ancestor Á of level m - 1 which contains Ο
φ
 whence 
ί(Δ)-ΚΔ)-1 HA) 
C(<e)= (J S(A)U (J (J £(P*te))u(jE(P*(A)). 
Δ ς β
ν
 лев* *=i *=o 
For nodes with two parents, which are created at a line of level 0 the coupling 
set has only a head and middle part, the tail part has length zero. Note that this 
derivation is not restricted to the use of triangular elements. · 
The theorem above shows that indeed all nodes coupled to a certain given node φ 
are defined on one of the ancestors of a triangle belonging to the base of φ. In 
addition, it shows that it is sufficient to take into account only those nodes defined 
on a vertex of an ancestor Ρ*(Δ) which are an element of £(Ρ*(Δ)) for given k 
and triangle Ae Β
φ
. Obviously the sparsity pattern is structured with respect to 
the level structure of the grid refinement under consideration. 
In order to be able to estimate the number of couplings \J\, i.e., the num­
ber of matrix entries, consider the sets E(A), for certain Δ € Q, in more detail. 
Lemma 5.5.2 For all Δ € β the set E(A) satisfies 
ί:(Δ)={μ€ϋ(Δ):Ζ(μ) = Ζ(Δ)} 
whence títere exist positive scalare a and b such that for all created nodes φ £ 
T(Q)-HQ^) 
\С(.ч>)\<аІ(ф)+Ъ 
the length of the coupling set is bounded linearly by the level. 
Proof. Consider the first part and suppose μ € E(A). Then Ομ η Δ Φ 0 so there 
exists a Δ € Βμ such that Α η Δ / 0. Further 1(A) = ¿(μ) = /(Δ), according 
to (5.5.2) resulting in Δ = A G Βμ whence due to (5.4.1) μ € ν(Δ). The opposite 
direction is trivial. According to the characterization of the E sets above \E(A) \ < 
3 for all triangles Δ 6 Q. The coupling sets for nodes φ 6 ^(Q) - f(Q((>)) satisfy, 
according to (5.5.7) and (5.4.1), 
ΚΔ) 
IWI« U IJ^ÍA)) 
дев,*=o 
= 3с + 3р( >)(%) + 1) 
(J E(A) 
Δ€Β„ 
+ 3ρ(φΜφ) + 1) 
whence α = 3ρ(φ) and 6 = 3(c + ρ(φ)) may be taken. 
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This lemma providee an upper bound for the number of entries of the hierarchical 
matrix for a general refinement technique satisfying the conditions in section 5.2. 
In order to obtain sharper estimates for specific refinement techniques, consider 
again the sets E(A), first for the regular grid refinement technique considered 
by Bank and Yserentant in [36]. Their technique distinguishes between three 
different types of triangle refinement (see fig. 5.1) called red triangle refinement 
of the first and second kind and green triangle refinement which is necessary to 
maintain the compatibility of the grid. Here |£(Δ)| depends on the triangle: for 
the red refinement E (A) = 3 for the triangle Δ created in the middle of its parent 
and E (A) = 2 for the triangles Δ created along the boundaries (see e.g. fig. 5.3). 
In the green bisection case E (A) = 1 for both children as will be demonstrated 
below. 
For the bisection refinement of Mitchell and Rivara, (the support of the 
created nodes differs from the regular refinement case as is shown in figs. 5.6 
and 5.3), \E(A)\ = 1 for all Δ € HQ) - F(Qi0)), as is a direct consequence of the 
lemma below. 
Lemma 5.5.3 Tfie newest vertex grid refinement implies 
(i) A triangle A of level 1(A) > 1 has exactly 
one vertex of level 1{A), its newest vertex Жд 
one vertex of level 1(A) — 1, the vertex *ρ(Δ) and 
one vertex of level less than 1(A) — 1 if 1(A) > 1 or of level 0 if 
1(A) = 1. 
(ii) A compatibly divisible pair of triangles A\ and Δ2 of level I > 1 have 
exactly 
two vertices of level I, both newest vertices Жд, and хд
а 
one common vertex of level l—\, Xp^^ = *р(Да) 
one common vertex of level less than I— 1 
(Hi) Each created vertex Хд ù situated on at most 7 different lines of which 
one of level less than 1(A), the base at which Хд is created 
two of level 1(A), created together with Жд and 
at most four of level 1(A) + 1, created afterwards eventually. 
(iv) If a vertex Жд is created at a line l
m
 of level m > 0 then Хра»(д) 6 lm for 
all0<2k< Дхд) - m where Джд) -m>0is always even. 
Proof. The first statement is easy to verify for 1(A) equal to 1 or 2. Suppose it 
is true for triangles Δ of a certain level ¿(Δ) > 1 and take a triangle Δ with 
vertices Жд, Жр(д) and χ with l(x) < 1(A) - 1. The refinement of this triangle 
leads to the creation of one vertex у of level 1(A) + 1 and two children Δι and Δ 2 
such that υ(Δι) = {у,Жд,дгр(д)} resp. υ(Δ2) = {у,Хл,х}· Clearly the vertices of 
both children satisfy the conditions posed on their level, whence by induction the 
statement is proved. 
Note that two compatibly divisible triangles Δι and Δ2 of level k have 
four vertices always including the newest vertices Хд, and Хд, of level k and the 
Ж/чд,) and хжд,) of level k—1. If х^д,) ^ »PÍA,) then both triangles must have 
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one vertex of level k and two vertices of level h - 1, which is impossible for k > 1. 
For k = 1 the statement does not hold, see fig. 5.10 for a counter example. 
The third statement follows with induction, analogous to the first, so 
consider the last statement and suppose that χ A is created at a line l
m
. Then, 
according to (ii) note that Хрцл) € lm it of course, ¿(хд) > m - 2. Subsequent 
application of this result, taking into account that on the initial grid all lines and 
vertices have level 0, leads to (iv). · 
Theorem 5.5.1 in combination with lemma 5.5.3(ii) show that, for the newest ver­
tex grid refinement technique the basis functions belonging to FiQ^)—T(Q.f~l)) 
are mutually uncoupled. This means that the resulting block structured hierar­
chical matrix (see (5.4.2)) will have diagonal blocks that are diagonal matrices. 
Since this refinement technique leads to a matrix with a simply structured spar-
eity pattern it is even possible to give a precise upper bound for the number of 
couplings \C(<p)\ of a node φ. To this end define the function l{
m
=o} on IN to obtain 
value 1 if m = 0 and 0 otherwise and consider 
Theorem 6.6.2 If φ e ^ ( β ) - ^ (ö^) ie created at a line of level m then 
f |C<p)|- 1(φ) + 3 ifp(<p)=l
 i 5 5 m 
Ι \0(φ)\ = |Z(v») + 3 - fr + (1 - jmodMp), 2))l { m,o } ifpb) = 2. 
Proof. Let φ e ^"(ö) - .Я"(о(0)) have one parent whence automatically m = 0. 
Because ν is a created node, there exists a triangle Δ e Q—Q(0) such that φ = ψΑ· 
Defining the path of this node by the row of nodes 
V&, <PP(bh<PP4Ah • •. ,-Ε(^(Δ)(Δ)) (5.5.9) 
then according to theorem 5.5.1 and lemma 5.5.2 the coupling set С (φ) will exactly 
contain all elements of this row. All nodes in the coupling set are of different level, 
|£(Δ)| s 1 for all Δ € б - ß<0) according to the previous lemma and the nodes 
on the coarsest grid are defined standard nodally leading to the desired result. 
If φ has two parents then according to theorem 5.5.1 С (φ) contains ex­
actly φ itself at most 2 = ρ(φ) ancestors at each level 0 < k < 1(φ) and at most 
4 nodes of level 0. Lemma 5.5.2(iv) shows that for a node with two different par­
ents Δι, Δ2 G F the middle part of the coupling set will have several overlap­
ping sets Ε(ΡΆ(Αί)). The elementary counting necessary to obtain the second 
result above is left to the interested reader. Note that for this type of refinement 
|C(v)| < | % ) + 4 for all nodes φ € ПО) - ^(C ( 0 )). · 
Some graphs of paths of nodes of the grid in fig. 5.15 are provided in fig. 5.17. 
For this grid, and that shown in fig. 5.16, theorem 5.5.2 can easily be verified. For 
instance, figure 5.17 shows a graph of C(19), denoting the coupling set €(φι%), 
which is in turn a union of two paths 
{VlB, V>18, VM, Vili V7, V6, V4, VS, V2, Vl}, {V19, Vl7, V14, VlO, V7, V6, V4, V3, V2. Vl} · 
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As there are at most two paths a graph is shown starting at the head, showing the 
middle part (with overlaps) and the tail. Note that the first elements of the path 
of a vertex are not always the vertex itself and the vertices of its parent(s). This 
is shown for the first path of C(pig) above, where parent vertex xj is visited after 
non-parent vertices xw and дгц. However, the theorem assures that by following 
the path all coupled nodes, also those defined at the vertices of the parentis) will 
be visited eventually. The bisection refinement around a singularity is shown in 
fig. 6.6 where |C(< ,^)| = t for all nodes φι situated on the line y = χ with i > 4. 
The standard nodal basis sparsity pattern is a subset of that of the hierarchical 
case due to the definition of the basis functions in both cases. 
In this section it has been demonstrated that the sparsity patterns struc­
ture only depends on the triangle ancestor hierarchy induced by the refinement 
strategy chosen. For certain types of refinement, such as the newest vertex re­
finement technique, it has been shown that one can determine all coupled nodes 
by simply following paths of ancestor triangles. 
5.6 The storage of the hierarchical matrix 
As has been shown the sparsity pattern of a matrix is a very irregular but struc­
tured subset of Ν χ N in general. First it will be shown that the set of couplings J 
can be stored efficiently due to this structure and thereafter the number of the 
matrix entries \J\ is computed for two examples. 
The ordinaiy row-wise ordered storage scheme can be described with the use of 
a map M:J —• IN as follows. For each {i,j) G J the numbery' is stored in a row of 
integers at position M(iJ) = g(i) + f(j) where f and g are defined by 
{ $ ? -%0« - υ
 + |C<„,_,)1, i > 2 —/Weil VW 
for all ij G {1,. -,Ν}. Consider in the following the newest vertex bisection 
refinement, without loss of generality. In this case, according to theorem 5.5.1 
and 5.5.2, a node φι maximally is coupled to itself) two nodes of level m for all 
0 < m < l(ip¡) and four nodes of level 0. A special row-wise ordered storage scheme 
can be defined with the use of the mapM: J —• IN, M(i,j) = gij) +f(j) + 3 where f 
and g are defined by 
l>( i ) = i 
1 g(i) = gii - 1) + 2%,_i) + 4, i > 2 ' 
and 
fV) € { - 3 , - 2 , - 1 , 0 } if 0 = 1(φβ 
€{2l(4>j)-l,2l(<Pj)} if 0 < l(<pj) 
= {21(φ
ί
)-1} if%)= « 
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for all i J ε {1,... ,N}. As an example consider fig. 5.18 for the grid in fig. 5.15, 
where for each node tpi separately the corresponding piece of the row is shown 
in a table, taking g(i) = 1 for all ι for simplicity. For instance, fig. 5.18 shows in 
row 15 that node іб is coupled to nodes φι, φζ and од of level 0, to node v?4 of 
level 1, etc. 
The length of the coupling sets of nodes of level zero is typically 5 for 
a uniform coarse triangulation of the unit-square. In order to see this consider 
e.g. [2] or fig. 5.20 where the vertices are numbered from bottom to top in a left 
to right manner. The nodes with 9 couplings have only 4 couplings with nodes 
of lower number and are coupled to themselves. Hence, if the scalar 4 in the 
definition of g of the map M is changed to 5, and if the level of all nodes of a 
standard nodal base is set to zero, then this storage scheme can also be used for 
standard nodal basis functions. 
The advantage of the special scheme is that for created nodes y;, φj check­
ing whether (i,j) € J only involves at most one 'if.. .then' instruction contrary 
to at most log2 |C(VJ)| of such instructions in the ordinary case. The disadvantage 
= \J | but one can consider the computing speed gained is that \M(J)\ > M{J) 
more important than the loss of some computer memory. 
The number of possible non-zero entries of the matrix resulting from the dis-
cretization is for N*** = Nj^ equal to 
N«» 
μ | = \Jk\ = 2 • £ |C(W)| - ЛГ<*> =: 2Ек - N<» (5.6.1) 
i = l 
according to the definition of C. Therefore J is determined by E/,. 
Theorem 6.6.1 If the initial coarse grid is as shown in the first picture of fig. 5.19 
then 
• after к successive uniform newest vertex bisection refinement steps shown 
in fig. 5.19 
NW = / (2' + I)2 if h even 
\(2h-T- + l)* + 2k-1 elsewise, 
Eh = (ci + ak)2k + (C2 + сзаА)(2*)2 + с* 
lim^oo ¿& = а =>• Е
к
 ~ oN™ logN™, к -+ оо 
for some scalare c¿ independent of к. 
• after к successive newest vertex bisection refinement steps around the cor­
ner (0,0) as shown in fig. 6.6 
N(M) = ƒ | A «A* CT'en 
\ I* - 2 elsewise, 
Ek = |aA2 + 1(120 - a)k 
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Proof. As there exist positive scalars α and b such that |C(v)| < αΚ,φ)+b for every 
node v? € V the number £* is bounded by 
¿»1 i - l 
* 
= ^(ΛΓ(ί) - Να- »)(« + Ь) + 6Ν ( 0 ) 
¿=.1 
А 
< ^(iV ( í ) - JV0"- »Xe* + ¿>) + bN™ 
•=1 
= (αΑ + ό)Ν(*)-αΑΛΤ(0) 
leading to (Jj = OikN0^), k —»• с». Now І ^ and £ A are determined for the two 
cases above. 
Note that the number of vertices after k steps of uniform newest vertex 
bisection of the unit-square is equal to the number of vertices after k/2 steps of 
uniform regular refinement for k even (compare fig. 5.19 and fig. 5.20), so for k 
even the formula for N^ is straightforward to derive. For k odd the formula is 
obtained by taking differences from adjacent even levels. Then Ek is calculated 
exactly by taking the sum over the coupling sets as in (5.6.1). Note that for k even 
k = log2((\/W<*> — I)2) leading to an asymptotic behaviour of E], ~ aN^ logN^. 
The formula for N^ and £* for the refinement around the origin (0,0) 
can easily be derived with the use of fig. 6.6. · 
This theorem suggests that the upper bound 0(kN) will be somewhere between 
0(N • log2^) and 0(N2) if the number of refinement levels k is not restricted. If 
it is bounded then the hierarchical matrix will have 0(N) entries. For the newest 
vertex refinement method \C(<p)\ < %1(.φ) + 4 for all φ € ^ ( β ) - .F(Q<0)) and 
\C(tp)\ < 4 for all φ € ι>ο due to the regular numbering of the coarse grid leading 
to а = J and b = 4 in the theorem above. 
As far as the computation of an entry of the hierarchical matrix is concerned note 
that the matrix can be assembled nodewise in parallel. However, this can lead 
to memory bank conflicts because different nodes may have common ancestors. 
An entry related to a coupling of two nodes of equal level can be computed with 
the use of an element matrix as usual in finite elements, the fast factorization 
method proposed in [5] may be used to this end. Note that an advantage of using 
a hierarchical matrix is that one only needs to assemble the part of the matrix 
related to the new basis functions HQ^) - Ti.Qf'1*), after the grid Q*-» has 
been refined, in the case of a Laplacian tensor where the tensor с is elementwise 
constant on the coarse grid Q(0). 
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Matrix vector multiplications can be performed using the parent func­
tion Ρ without the map M and they do not involve checks on J . A sparse incom­
plete Gaussian or Cholesky factorization such as that proposed in [12] is easy to 
construct for the special storage scheme. 
5.7 Block decay rates 
In this section it is shown that the block parts Hpq of the hierarchical matrix H, 
containing the entries of coupled basis functions of levels ρ and q, have entries 
decaying in absolute value for \p-q\ —> oo. To this end let |Δ | measure the 
largest edge of a triangle Δ e б and define the grid size parameten Л*** := 
maxAeTc») {|Δ|}. One then can prove the following lemma. 
Lemma 5.7.1 For the newest vertex bisection respectively the regular refinement 
/А*)=А ( 0 >2-^и * > 0 , « 7 П 
U<*>=A<0>2-* *>0. 
Proof. Consider for given Δ € Q its four newest bisection similarity classes of 
children as is shown in fig. 5.7. By an induction argument it follows that tri-
an tes of classes 1 & 4 can only be refined into children of classes 2 & 3 and 
vice versa whence |Δ | = £|Ρ 2 (Δ) | yielding the desired result. The relationship 
|Δ | = £ |Ρ(Δ)| for the regular refinement as shown in fig. 5.20 is obvious. · 
Note that the above result implies that all triangles in class 1 & 4 and 2 & 3 are of 
even level respectively odd level. Further, for each triangle Δ 6 Q with vertices 
(х\,Уі), (Х2,У2) and (хз,уз) there exists an affine transformation 
Χ I X2 — *i хз — Xl 
У! Ы-Уі Уз-Уі 
xi 
Уі 
чш 
(5.7.2) 
mapping the reference triangle defined by Δ = {(4,^):±+^ < 1,± > 0,^ > 0}onto 
Δ. Given a basis function on the Δ, the corresponding local finite element basis 
function <p
r
 on Δ is defined by ч>Лх,у) - φΛϋ, $) using (5.7.2). Proceeding this way, 
for every node φι G V and Δ G Q either there exists a local basis function φ
Γ
 on Δ 
such that φι = φ
Γ
 on Δ, or ν?; = 0 on Δ. The formulas for the grid parameters 
and the definition of the local basis functions above enable the computation of 
bounds on the partial derivatives of these local basis functions. To this end define 
the Frobenius norm for an η by η matrix A by 
ΙΙΑΙΙρ-ίέα?.)1/2 
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and the uniform pointwise partial derivative bound on the reference element by 
с» := max sup {|V<0
r
(A,^)|} · 
For the sake of simplicity an isosceles triangle Δ G CA is a triangle such that 
DetiFb) = (Λ™)2 and |ft| < h<*K 
Lemma 5.7.2 For all Δ 6 Qk and oil Ψη <p$ defined on it 
liY^/VwXx,*)! < i\\F¿% • (\ ф
г
\2 + IV^I2) < clWF^Wl (5.7.3) 
for all points (x,y) in Δ. I f additionally Δ is isosceles then for all (x,y) in A, 
ΙΥννίχοΟΙ^οο-ίΛί»)-1. 
Proof. Note that a partial derivative in the i-th direction of a basis function <p
r 
is equal to the inner product of column t of the inverse E of the Jacobian matrix 
of FA with the column containing all derivatives of the corresponding reference 
basis function ф
г
, i.e., 
дх dt дх д$ дх ~ [е2і\ (5.7.4) 
whence 
д<рг 9φ
β 
дх дх ду ду 
= ( 
вгівц 
«11*21 
4 J 
[ 4ι 
1 «12*22 
«12*22 
12 J 
as, 
|( . г ^ ) | < ||Е|||| A-iiSAi < №т\2.ФгГ + І ^Г) 
<съ\т1 
leading to the first part of lemma 5.7.2. For isosceles triangles Δ G β by definition 
Det(Fb) = 2 • ^Γβο(Δ) = (A<*>)2 and |fc| < h™ leading to |ey| < (hw)-1 and 
II^ Z ΊΐΙ ^ 4(Ä(*))-2 yielding the desired result. · 
Now, investigate the magnitude of the entries of the hierarchical matrix. As be-
fore, assume that the nodes are numbered in such way that lower level nodes 
have lower numbers. This leads to 
Theorem 5.7.1 Assume that all triangles in Q, obtained with the newest vertex 
bisection refinement, are isosceles and assume that piecewise linear hierarchical 
finite element basis functions are defined on the vertices created. If node w ÇTof 
level ρ is coupled to a node φ^ G C(^¿) of level 0 < q < ρ then 
5) [Я]0· = a f Vv/Vtpidx + ß Í fjfidx < 48a · ***(**»>)-» + ^ ( A ^ ) 2 (5.7. 
for all positive scalare a and ß. For piecewise quadratic hierarchical basis func-
tions a similar result holds. 
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rdxdt + 0 
Proof Assume tpj € C(pi), 1(φί) = ρ > q = Κ,φ^) and β = 0. Note that the 
integration over the domain Q is reduced to the integration over all triangles Δ 
within the set BVit so consider first the contribution to [Щц from the integration 
over one of the triangles Δ. Because <pj E O(^), there exists a triangle Δ2 E BVj 
such that Δ С Δ2· As ipj is defined at one of the vertices of Δ2, its restriction to 
Δ is a linear combination of the local basis functions φ, defined at Δ 
ш 
Analogously there exists a number r such that ν,·|Δ = φΓ, whence for an arbitraiy 
point χ Ε Δ 
I ƒ V<pfV<fi¡dxdt = ƒ Υ
ί
φ^Ν,)νφ.τνφ
Γ
άχάί 
< ¿ К /АГ.) - /*))| · I ƒ V<p.TV<prdxdt 
= ¿ \(N. - x)TVVj(x)\ . 1 f VrJVvrdxdt 
» - 1 ' / Δ 
because the basis functions are linear and the reference element matrix A 
, Γ 2 - 1 -11 -
A = ^ - 1 1 0 , [A]„ = / фт, ф
г
ах 
¿
 L-i 0 1 J ^ 
has zero row sums. If all Δ E Q. are isosceles then 
rzJyi^'IIÏIOrfCib)! < β ^ ) - 1 
because of lemma 5.7.2, whence for the newest vertex bisection refinement 
|[Н]у| < lajJolB»,.! .ÄW(ÄW)-I < 48Л<Р )(Л(« ))-1 
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since \BVl\ < 4 for all nodes <p¡ € V and c« < 1 for the local linear finite element 
basis functions. For discretizations with β φ 0 note that for pieoewise linear basis 
functions there exists r, β such that 
I ƒ fttyrfxdtl = ƒ ІОДІ · |De/(ib)|dÄ < l ^ ) 2 
because of the reference element matrix 
,[A]„ = ƒ |0.Α·Ι«ίΔ· 
Note that analogous results are valid for other than piecewise linear basis func­
tions and other grid refinement methods. In the regular refinement case similar 
results can be obtained. · 
For the Dirichlet equation on the uniform refined unit-square many entries cor­
responding to couplings in the sparsity pattern are zero which is explained for 
the case of piecewise linear basis functions by 
Theorem 5.7.2 bet node <pj ξ. Τ be coupled to node node y,- 6 J7. Ifp(<pi) = 2 and 
Dy,, С Δ for some Δ € BVj then 
JQ 
for the newest vertex refinement method. 
Proof. Note that for the newest vertex bisection refinement triangles of classes 
1 & 4 can only create children of classes 2 & 3 and vice versa. By an induction 
argument it follows that the two parents must be of the same similarity class 
whence the affine transformation of one of them maps the union of both onto 
the unit-square, and maps ^ to a node φ piecewise linear on the unit-square and 
defined at point (5,5). This node has value 1 at the center of the unit-square, 
vanishes at its boundaiy, and is linear on all 4 triangles bordered by the unit-
square and the lines у = ι and у = 1 — χ. 
For both directional derivatives, the integral over the unit-square of this 
piecewise linear node is equal to zero This is easy to verify, taking into account 
that the restriction of φ to the four triangle parts is 2y, 2(1 - x), 2(1 - y), and 2i 
respectively. The above mentioned mapping applied to the function <pj leads to a 
piecewise linear image on the unit-square. As this image has a constant gradient, 
the theorem above follows. · 
*-¡ 1 1 1 2 1 1 1 ?. 
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5.8 The C.-B.-S. scalar for the Laplacian equation 
In section 5.5 it has been shown that frequently used grid refinement techniques 
lead to a hierarchical matrix with a structured sparsity pattern. However, in order 
to exploit this sparsity pattern structure for the construction of efficient multi­
level preconditioners, the grid refinement techniques considered must satisfy ad­
ditional conditions. For the regular refinement method these criteria, related to 
the angles in the grid under consideration, have already been studied in the lit­
erature (see below), but for the newest vertex bisection case very little seems to 
be known. 
For the sake of completeness therefore, this section will quote well-known 
estimates for the regular refinement method and will derive analogous results for 
the newest vertex bisection case. Considered are angle bounds and the compu­
tation of the grid geometry dependent Cauchy-Buniakowskii-Schwarz scalar γ2. 
This latter scalar determines the rate of convergence of algebraic multi-level pre­
conditioners as considered in [6] and [7]. As is well-known, the angle bounds are 
of great importance for the determination of the discretization error. In order to 
obtain reasonable discretization error estimates the angles should be bounded 
below and away from т. 
First consider the role of the scalar 72. Discretizing a linear partial differential 
equation using finite element basis functions defined on an underlying grid ge­
ometry leads (see section 5.9) to a system of linear equations 
Hkxk = 6* (5.8.1) 
where the matrix and vector representation depend on the type of finite element 
basis considered. Suppose a two-level hierarchical base (see [6], [7], [10] and [19] 
for multi-level methods) is used whence, due to the two-level block structure, the 
system can be written as 
M&SsM4* *'-[£] Η (5.8.2) 
where 
• A* is the matrix representing the Laplacian operator on the finite element 
basis defined standard nodally on V(Q(*))· 
• if* is the matrix representing the Laplacian operator on the finite ele­
ment basis defined standard nodally on all vertices of VÍQ**-1)) and hier-
archically on V**. 
• /* is the transformation matrix representing the identity operator from 
the hierarchical to the standard nodal basis as defined above. 
• Xk and 6* are the solution and data vector. 
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The solution of the system ifcr* = 6* above is split into two parts (see also [1], 
[3], [9] and [24]) by the static condensation of the hierarchically defined nodes 
Sk-1*1,* = Ь 1 | 4 - Hi2,*H¿^*2l* 
1 / \ (0.0.0) 
*2,Л = Нп,к^Л ~ ^21,**!,*) 
where the Schur complement SA_ ι = (A*_ ι - Hi^kH^Hzijk) is a dense matrix 
in general. The rate of convergence of a PCG method for the solution of the first 
equation in (5.8.4) with Λ*-1 as a preconditioner depends on the C.-B.-S. scalar 
0 < 7 2 < 1 determined by 
(1-Т 2 ) (Д
к
- і* ,*)<(5л_,* > *)<(Д к _і* ,*) V ^ ^ ^ j ^ ^ , ) , (6.8.4) 
since the latter inequality is trivially satisfied (see [6]). Due to 
(1 - т 2 ) ^ - ! * - S*-i* О {HX2jfl^kH2lM - 72Ak_i)* = 0 
the scalar 7 2 can be obtained using the relation 
γ
2
 = max{A € Ж: {0} f Кег{Ц
п<1Д^кНг\м - АДк-1) С Ке^ (А*.,)}. (5.8.6) 
An upper bound is given by 7 2 < inax¿
€
g {7д}, where 7^ for all triangles Δ 6 Ö 
is computed with the use of (5.8.5) (see e.g. [6]). The scalar 72 is in fact a measure 
of the cosine of the angle between the span of the nodal and hierarchical basis (see 
[3]). As it depends on the finite element basis functions used it will be denoted 
by 7j2 and 72 in the linear resp. quadratic case from now on. First 72 is consid-
ered for the well-known case of regular refinement, thereafter it will be computed 
for the bisection case. In order to simplify future notations (ζ, a, ß) will denote a 
triangle with angles ζ, a and β oriented counter-clockwise and the first angle ζ 
corresponding to the newest vertex. 
Lemma 5.8.1 Consider a triangle Δ € Ô with angles α, β and ζ. For the Laplace 
equation the regular refinement of this triangle in the linear resp. quadratic case 
leads to 
*
2
 = r?. li-l + s/*-! ( 5 · 8 · 6 ) 
where d = cos2 a + cos2 β + cos2 ζ. 
Proof. See [24] for the linear and the quadratic case. Note that in the linear case 
7 2 always is bounded away from one. · 
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Theorem 5.8.1 Consider a triangle Δ e Q with angles α, β and ζ the angle to 
be bisected. For the Laplace equation the newest vertex bisection of this triangle in 
the linear reep. quadratic case leads to 
where 
7* = 
2 _ 1 ( ¿ + P) 2 _ _„_ƒ 1 J2 .,21 
(δ + /?)4 
(5.8.7) 
&2 + ά/? + /92 + 3 
2 ( ά 2 + /52 + 2)2 + 4(ά2 + l)(/32 + 1) ' d 2 + 5/3 + /52 + 1 
and a, /f and ζ denote the cotangents of the corresponding angles. 
Proof. Suppose that a triangle Δ e β with nodes {wKLi is bisected such that q 
additional hierarchically defined nodes are created and define the corresponding 
hierarchical Laplacian element matrix Η by 
Η = 
А Я,2 
Hai Hnì (5.8.8) 
where H„ := / Δ V vfV ipr for all r, e = 1,... ,ρ + q. Note that for a node defined 
linearly resp. quadratically on Δ its restriction to a child will also be linear resp. 
quadratic and hence is a linear combination of the childs nodes. Therefore all 
entries of Η can be computed with the use of linear combinations of the standard 
nodally defined block A. 
Further suppose that the angle ζ is bisected into angles S\ and 62 such 
that children (¿1, a, Í 1) and (62, (2, β) are created (see fig. 5.2). Let the tilde accent 
"* denote the cotangent corresponding to each angle and note that 
ά + β > 0 Vo<a+0<» (5.8.9) 
because the cotangent is a strictly decreasing function on (0, τ) with properties 
cot(x-x) = -cot(x) ) c o t ( x + y ) = ^ g ^ = i V^6 (o> T ). (5.8.10) 
From now on the linear and quadratic case will be considered separately. 
If linear basis functions are used the newest vertex bisection of ζ will 
create one new node, leading to the 4 by 4 matrix 
H = i 
(ά + β) -β -ά -(ά + β) 
-β (β + ζ) -ζ β 
-α -ζ (ζ + â) ά 
-(â + β) β ά (ä + ß + Si + Sz) 
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Here the rank of Нщ equals one, which implies the existence of exactly one gen­
eralized eigenvalue Л satisfying the condition above. Because matrix A has ex­
actly one eigenvector [ 1,1, l ] r corresponding to the eigenvalue 0, the condition 
С Kerx{A) requires the transformation 0ÍHizH¿lH2i — λΛ onto a basis which 
enables the elimination of this eigenvector. Then T~l(Hi2H¿¡¡lH2i — ЛА)Т, the 
transformed problem, is solved, where in this case the orthonormal matrix 
T = 
r 1 
1 
75 
ι 
75 
ι 
72 
0 
1 
" 7 5 
ι 
75 
2 
~75 
ι 
7δ transforms the standard basis to the basis ((1,1,1), (0,1,0), (0,0,1)). Note that, 
by construction of this transformation, the transformed matrix has first row and 
column equal to zero, whence a 3 χ 3 minor system is left to be solved. This system 
obviously must have two eigenvalues equal to zero, because the rank of if 22 is 
equal to one, and it appears to have a third generalized eigenvalue 
tf = 
ά + β 
6+ß + Si+S2 
In order to check whether 0 < yf < 1, the relationships (see also Mitchell [26]) 
COt(f | ) = ein(a - β) 2sm(a)sin(/?) ' f2 = χ _ f, 
lead by (5.8.10) to 
ëi+ ê2 = 0 
€l = ^(ß-a)Ai2= i(a-ß) 
Si = cot(Äi) = — cot(ar + f 1) = —
г
 ' 
¿ι + ¡2 = 4 + (a - β)
2 
â + β ' 
ά + êi 
Si — S2 = ä — β. 
2-ä(ß-a)
 Λ
^
 =
 2-β(ά-β) 
ä + ß ά+β 
The substitution of these latter relations into the previously obtained formula for 
-ff will yield the formula as given in the theorem. 
In the case of quadratic basis functions defined on the three vertices and 
the midpoints of the three edges of the parent, the newest vertex bisection leads 
to the creation of three new nodes (see fig. 5.19). Here Η is the 9 x 9 symmetric 
matrix with blocks A (see [2]), H22 given by 
-3(ά + β) β ά 0 - 4 ô 
β 3(Д + С) ξ -4ζ 0 
â ζ 3(ζ + ά) -4ζ -4ά 
0 -4ξ -4ζ 8do -8β 
-45 0 -45 -8β 8do 
L -4β -4β 0 -8α -8ζ 
-4/5 
-4Д 
0 
-85 
-8ζ 
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'di + dz —li —êz' 
- f i 
- f 2 
di 
О 
О 
di 
(5.8.11) 
and Hi2 = Hij defined by 
- 3 ( 5 + /3) О О 
-(ά + $ + Si + h + 4fι) 3ά - Si + 4fi -(/5 + Si) 
1 -(& + /5 + ii + Sz + 4ë2) - ( 5 + ii) 3/5 - ¿2 + 4?2 
3 -2(ά + Д - Si - S2 + 2fi + 2I2) 6ά + 3¿i + 6ίι 6/5 + 3¿2 + бег 
4(â + β + ii - ¿2 + h + «2) -4*ι -8/3 + 4c2 
. 4(5 + /3 - ii + ¿2 + *i + «2) - 8 5 + 4*1 -4f2 
where do = ά + β + (f, di = 5 + ii + 11 and d2 = /3 + І2 + «2. The substitution of 
the expressions derived for l\, ?2, Si, І2 into the elements of the 3 by 3 block H22 
leads to 
DetiHii) = (|)3(Ä + ß)-4a* + Д4 + 652Д2 + 8(1 + 5 2 + /32))(2 + 5 2 + /З2) 
о 
showing that this block is invertible and of rank 3 for all angles 0 < a + β < 
π, whence there may be at most three generalized eigenvalues Λ which satisfy 
Hi2H¿lH2i—bA = 0. Matrix A has an eigenvector [1,1,1,1,1,1 ] r corresponding 
to eigenvalue 0, so in this case Τ will transform the standard basis into the basis 
((1,1,1,1,1,1), (0,1,0,0,0,0),..., (0,0,0,0,0,1». Then Т-ЧН^^Нц - XA)T 
is a 6 χ 6 matrix with first row and column equal to zero, so Л can be determined 
by computing the determinant of the remaining 5x5 minor, factorizing it, setting 
it equal to 0 and solving the equation thus obtained for Л. This yields two eigen­
values 0, as to be expected, and exactly the three positive eigenvalues mentioned 
in (5.8.7). · 
In contrast to the regular refinement, where the scalar τ 2 is a function of the 
sum of the squares of the cosines of the three angles of the triangle, in the newest 
vertex bisection method this is not the case, as is shown by 
Theorem 5.8.2 For the newest vertex bisection refinement of a triangle with an 
angle ζ € (0, τ) to be bisected 
(i) "(f and γ 2 do not depend on the parameter d = cos2 α + coe2/? + cos2 С as 
they do for the regular refinement. 
(ii) yf is a function of ζ satifying 
0 < min{^ sin2(^C)} < 7i2(C) < max{^, sin2(^C)} < 1 VC€(0i„ 
and hence is bounded away from 0 and 1 independent of the other angles. 
(Hi) γ 2 is bounded away from 1 by 
0 < 7 c 2 < 3 c 2 + 4 c - H < 1 о < а + > < ' 
where с = ^(cot(a) + cot(/?))2. 
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Proof. First consider (i). Note that for a triangle (¿x, ¿я-, ¿τ) d = 1 and yf = -¿ 
but that for (¿χ, ^т, ¿x) tf = 1 and γ^ = -^. In the quadratic case for the triangle 
ψ, ¿τ, {π) d = 1 and 7C2 = f but for (¿χ, ¿χ, ¿χ) d = 1 and тс2 = ^ . 
Now consider (ii). For each triangle (ζ, α, β) with ζ € (0, χ) and a < β there exists 
a positive angle ξ € [0, ^ (x — 0 ) such that 
a = ^ - C ) - í a n d / ? = Í ( x - 0 + í . 
Here ζ is a measure for the deformation of the triangle, which will be isosceles 
for ξ = 0 and degenerated to a line when ξ reaches ¿(x - ζ). For a > β reverse 
the roles of α and β. 
The substitution of the relations α = cot(¿(x — ζ) —0 and β = cot(^(x -
С) + ξ) into (6.8.7) and setting 
Г <€(0,x) x = cos2(^(x-C)) =>xe(0 , l ) 
U€[O fJ(ir-C)) У = совЧ0 =>y€(x,l) 
yields the formula 
2 ï(l-x) w 
7
'
= x + ; > > ( l - 2 x ) V ^o. i )^ , i ) 
An investigation of this formula in order to determine its minimum and maximum 
in y for a given x, shows that for all χ ε (0,1) the denominator will be positive and 
a linear function ofy. For χ G (0, £), if will be a decreasing function ofy, whereas 
for χ G (j, 1) yf will be an increasing function with respect to this argument. For 
χ = j , y f = 5, independently ofy. Therefore, in the first two cases the bounds 
are provided by the extreme values y = χ and y = 1 corresponding to a triangle 
degenerated to a line and an isosceles triangle, leading to 
min{¿,x} < yf < max{^,x}. 
Finally the substitution of χ = совЦ^(іг — ζ)) = sin2(¿C) yields the desired result. 
In the special case where ζ = I* 
for all other angles α and β. 
For a proof of (iii) note that the formulas in (5.8.7) are symmetric in ä and ß. In 
order to eliminate the cross terms aß in these formulas substitute the following 
transformation to the axis of symmetry 5 - / 5 = 0 
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yielding for all x, с € [0, oo) 
o<AA- r i 4 T Ï < r ^<i 
(3 + χ + 3c)c2 3c2 
0 < ^(а.Д) =
 ( 1 + І + з с ) ( 1 + 2 х + І 2 + 2 с + с
:г) - 3c2 + 4c + l < 1 
because both if and -£ are decreasing functions of χ on [0, oo) for fixed c, which 
attain their maximum at χ = 0. · 
The scalare 7д now can be computed for arbitrary Δ 6 Q leading to a bound for 
the C.-B.-S. scalar 72 as below (5.8.5). For the newest vertex bisection refinement 
method the maximum over all triangles can be replaced by the maximum over 
4Qo triangles because of the fact that each coarse grid triangle has exactly four 
similarity classes of children, as is shown in fig. 5.7 (fig. 5.2 shows the congruent 
children for the first red regular refinement). For an arbitrary Δ 6 Co given by 
{ζ, α, β) these four classes of children defined by eight different angles are (see 
fig. 5.8) 
(C, Of, β), ( f i , i l , θ ) , (€2, ß, h), ( τ - С, ¿2, ¿ι) · 
The C.-B.-S. scalar upper bound therefore can be computed for an arbitrary re­
finement by considering only the coarse grid triangles, see section 5.9 for an ex­
ample. Due to the similarity class property also the angle bounds only depend 
on the coarse grid geometry whence a properly chosen coarse grid automatically 
avoids bad angles. 
5.9 Numerical examples 
This section presents the local grid refinement and interpolation between sub­
sequently refined grids in order to introduce a solution method for non-linear 
time-dependent differential equations. Further, investigating some examples, it 
is shown that the sparsity pattern is structured in the case of local grid refine­
ment. Finally, at the end of this section, the C.-B.-S. scalar is computed for some 
example triangles. 
First, consider the numerical solution of a time-dependent equation, using the 
global time-space finite element technique as presented in chapters 1 and 2. As 
an example, but without loss of generality, look at the following problem. Find 
и € Щ(Я), such that 
Ut - и,, = f in Q 
и = у at Го 
for smooth boundary data γ on Г
в
 = Γι U Г
с
 and source function f, where 7 pre­
scribes the initial value function UQ as well as the Dirichlet boundary value condi­
tions u
e
. In order to solve this problem, let for a given grid Qj**, VÍQJ*') denote the 
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set of vertices of this grid and let TiiQ^) denote the span of the hierarchically or 
standard nodally defined finite element basis functions defined on these vertices. 
Further define the set of trial functions 
«,(0») = {u e Шар): U(X) = y(x) at VCfif) П Г
в
} . (5.9.1) 
Searching for a discrete solution ûj*^  in HyiQ^) implies that the Dirichlet bound-
ary conditions are only approximated if the function у is not elementwise linear, 
or, in the case of higher order finite element basis functions, piecewise polynomial 
of higher order. This is referred to by variational crime by Strange and Fix in [34]. 
For a given grid refinement technique and interpolation between subsequent 
grids, the regridded damped inexact Newton iterative method RDIN is given by 
the following solution algorithm 
* = 0;j = l 
While./ < J 
Do 
While k <Kj 
Do 
Construct grid Qj**; 
Construct interpolant ufJ e H^Qf); 
Find ufi such that F(ùfi) = 0 
with Newtons method, 
using UJJ as start approximation; 
k:=k + l 
Od 
k:=0 
j - j + i 
Od 
for a given total number of time-slabs J and a given maximal level of subsequent 
grid refinements Kj per time-slab, chosen to be uniformly equal to JiT in order to 
simplify the algorithm. The construction of the grid and interpolant can be found 
below, the Newton method is discussed in section 8.2. 
The construction of the grid and interpolant in the algorithm above is defined 
with the use of the newest vertex grid bisection refinement technique such that 
for all A > 0 and j > 1 by definition 
• Initially, when k = 0 andj = 1 then β,0* is taken to be the initial coarse 
grid and u^j is taken to be a provided initial coarse start approximation 
mW7(e(0>). 
• If k > 0 and j > 1 then there are several possibilities to construct a 
new grid QJ** applying grid refinement to the grid ßj*~l). For the sake of 
simplicity only three possibilities will be distinguished. 
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• In the case of uniform refinement every triangle in QJ* 0 is re-
fined. 
• In the case of line refinement all triangles without children in the 
grid CJ*_ l) intersecting a predetermined line are refined. This 
type of refinement can be applied in such cases where one knows 
the position of boundary or internal layers. One can analogously 
distinguish plane refinement in the three-dimensional case. 
• A third possibility is to make use of the previously computed dis-
crete solution ûj*A_ l), called adaptive refinement. A triangle of the 
grid ôj*~l) is refined if and only if the discrete solution uj*,"" ^  has 
too large error on this triangle, the local error being estimated 
by some error indicator. Here, in order to reduce to complexity 
of the solution algorithm, each triangle of grid QJ*~l) is refined if 
> c, where с is a predetermined 
e to correct the possibly bad pre-
on this triangle V^ûj*--1^*,*) 
positive scalar. In order to be ab! 
dictions of this simple error estimatoi; the adaptive refinement 
is combined with adaptive derefinement. This means that every 
group of simultaneously created triangles on previous grids QJ**, 
0 < β < k, without own children, will be deleted if on this group 
of triangles Ι ν , , ΰ ^ Ο Μ ) ! < с. 
After the grid refinement, the interpolant Ujj G WQJ**) is given by ujj = 
l(M)ûj!h " ι w h e r e theinterpolation functionalI^-.H^Qf-l)) *-* W7(ßj*)) 
is defined by 
(,(Ι(*>«)(*)= u(x) ifjreviej*-") 
< u(x) ifxeV^AxeQ-To 
{ y(x) ifxev^AxeiD 
for given function и € W7(QJ*_1>). Note that this definition is indepen-
dent of the finite element basis used. 
Having completed the computations on a previous time-slab, i.e., in the 
case where k = 0, but j > 1, an initial coarse grid QJ0) for the new time-
slab is constructed by reflecting the grid obtained on the previous time-
slab along the grids upper boundary Гз and by deleting all triangles which 
have no vertex at this Une. Further, the new interpolant uj^ G W7(ßj0)) is 
by definition equal to the previous discrete solution uj*¿"l) at the remain-
ing reflected vertices pointwise, except on those vertices lying on а Г
е
. At 
such vertices the interpolant takes the exact value of the Dirichlet bound­
ary condition function 7. Note that any a priori knowledge concerning the 
discrete solution on this time-slab can be used to improve this interpolant 
and grid constructed. 
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Summarizing, if one uses the RDIN algorithm for the global time-space finite 
element solution of a non-linear partial differential equation, one has to specify 
• the initial coarse grid C(0> and initial approximation ufK 
• the type of grid refinement, and the threshold с for the error indicator, if 
adaptive refinement is used. 
• the non-linear Newton solution method. 
Note that the weighing and streamline upwind finite element methods as pro­
posed in the chapters 2 respectively 3, are only of influence for the assembly of 
the systems of linear equations to be solved within the Newton solution method. 
The grid refinement technique is not dependent on the type of finite element basis 
functions used. 
Table 5.9.1 The uniformly refined unit-square. 
к 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
Τ-») 
2 
4 
8 
16 
32 
64 
128 
256 
512 
1024 
e<*> 
2 
6 
14 
30 
62 
126 
254 
510 
1022 
2046 
л«) 
4 
1 
4 
4 
12 
16 
40 
64 
144 
256 
N(M) 
4 
5 
9 
13 
25 
41 
81 
145 
289 
545 
Ek (H) 
14 
23 
59 
115 
279 
575 
1319 
2775 
6151 
13031 
Ehm 
14 
21 
41 
69 
137 
249 
497 
945 
1889 
3681 
Now two example partial differential equations will be studied. For the first equa­
tion, the sparsity pattern of the resulting finite element matrix will be studied 
in detail, both for the hierarchical and the standard nodal basis. For the second 
equation, where streamline upwind finite element basisfunctions are used, the 
sparsity pattern is only considered for the standard nodal basis. For this prob­
lem, the functioning of the regridding will be demonstrated in detail. 
The first equation is the Dirichlet equation, given by 
-Ды = 0 in О 
™ * (5.9.2) 
и = γ at Го 
for smooth Dirichlet boundary data 7, taken from the span 
S = ІІ1,х,у,ху,х2-У ! )ас
3
-Зіу
2
)>'
3
-3>а2,х3>'-/іБ. (5.9.3) 
Here the unit-square will be refined using uniform newest vertex grid refinement 
starting from an initial coarse grid β ( 0 ) as in the first picture of fig. 5.19. 
Table 5.9.1 gives for Q(0) to Q(9) an overview of the elementary param­
eters, all defined in section 5.2 to section 5.6. The parameters depending on the 
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type of finite element basis used are followed by '(H)' or '(N)' to distinguish be­
tween the hierarchical and standard nodal base. 
For this example, taking the Dirichlet boundary condition 
7 =100 {-17- ( r ^ - A ) + 13 · (x3 - Зху2) - 11 · (у3 - Зух2) + 
- ( x 2 - y 2 ) - - x y + - x - - y - l } ) 
10 10 10 10 J 
figure 5.21 shows Q(10> and fig. 5.22 gives the isoclinee of the solution. Then 
fig. 5.23 and fig. 5.24 present the sparsity pattern for a hierarchical resp. standard 
nodal basis on this grid geometry and figs. 5.25, 5.26 show the sparsity patterns 
subset of couplings corresponding to the non-zero matrix entries. In these pic­
tures, those couplings (i,j) G J satisfying the conditions on Лу are plotted in such 
a way that (1,1) is situated in the top-left comer, and (N, N) in the bottom-right 
comer. The horizontal and vertical lines show the block structure of the hierar­
chical matrix H, only serving reference purposes in the standard nodal case. The 
subsets of couplings related to positive matrix entries can be found in figs. 5.27 
and 5.28. 
In the hierarchical case, according to theorem 5.7.2, many entries are 
zero, which is demonstrated in fig. 5.25 and proved in theorem 5.7.2. Some off-
diagonal entries are positive contrary to the standard nodal case. In the standard 
nodal case all nodes have by definition level 0 but they are numbered according 
to the corresponding vertices which are still of different levels. Fig. 5.26 shows 
that the upper left submatrix of the standard nodal matrix tends to become di­
agonal for k —• oo, since nodes of lower level get de-coupled due to the uniform 
refinement. 
The set S is a spedai set, its first seven elements span exactly the set of all har­
monic polynomials of degree less than four. This implies that the solution of the 
Dirichlet problem is equal to the Dirichlet boundary condition y on the whole 
unit-square. Now, suppose that a uniform m χ m isosceles initial coarse trian­
gulation is covering the unit-square. Assume that for given 7, one of the in sec­
tion 8.2 described iterative solution methods is used for the solution of the result­
ing systems F¿d* = -F*. Then, for all 0 < k < 10, m < 5, and initial starting 
solution дг<0> = 7 pointwise equal at all vertices of Q(0), 
< * * = 
<Í*,2J a n d l l x ^ - 7 1 1 ^ ^ ^ 0 , (5.9.4) 
observed to machine precision. Here V denotes possibly non-zero vector compo-
nents, 
ll"lloo>ea>=x6^)){l"(*)|}. 
and x(1) = ûj** is the first iterand of the damped Newton algorithm. Interesting 
is that d* = C-l(F'xl0) — F) exactly, i.e., all iterative solvers converge in one 
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interation step. Here C* denotes the pointwise ILU preconditioner for F'. This 
observation holds both for the standard nodal and hierarchical basis represen-
tation, which is remarkable since the pointwise factorization of F^ is incomplete 
and Fji is different for both finite element bases used. This property is not influ-
enced by the way the nodes are numbered, as long as the node numbering reflects 
the levels of refinement. However, it is destroyed if the initial coarse triangulation 
is not isósceles. 
For the sake of simplicity, denote the Jacobian matrix F'k by Я* and F/, by fk. 
Inspired by the special class of Dirichlet problems above, substituting (5.9.4) 
u* = ^ j m H * * * - ^ , (5.9.5) 
which latter system of equations is equal to that presented in (5.8.2), the following 
recursive V-cycle multi-level preconditioner C* is obtained to approximate the 
discrete solution йд 
fk-l - fk.l - H\2,bHñ,)tfk,2 - №l^U A _i}) 
û o = H 0 - y o (δ·9·6) 
&k,2 « H2ìt^fk,2 - HìxfiUk-1) , 
since Лк_ t = Hi,-1 in (5.8.2) for a multi-level hierarchical basis. Under the as­
sumption Яд_ ]&*_ ι = fk_ j , the first line in the latter system of three equations 
is equivalent to the first line in (5.8.3), whence for the special class of Dirichlet 
problems above, a half V-cycle sweep yields the pointwise exact discrete solu­
tion йд. A V-cycle multi-level preconditioner converging in one step for problems 
of this dass clearly must use the solutions u¡ on all previous levels 0 < i < A. A 
little bit of algebra shows that leaving out the part between brackets in (5.9.6) 
leads to 
C4 = c
'o' S s l - k k » ?]· (5'97) 
another recursively defined V-cycle multi-level preconditioner C*. As is shown 
in [35], this preconditioner has a condition number of order 0(k2). 
The second example to be considered is the time-dependent convection-diffusion 
equation given by 
-aia + 6 V , t u = 0 ϊ η - 1 < χ < 1
ι
- 1 < / < ο ο 
U ( - l , í ) = l , u ( l , , / ) = 0 θ η - 1 < ί < 1 /gOgx 
u ( i , - l ) = l on - 1 < л < 0 
и(х,-1) = 0 on 0 < х < 1 , 
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where f = 10~4 and 6 = [-¿Tcos(rt), I]7'. The equations solution has a shock, 
moving as a cosine in time, so that the grid ßj*+1) is constructed from ßj*' using 
the adaptive refinement with refinement threshold 4.0. The initial coarse grid is 
shown in fig. 5.29. 
The computed SUPG standard nodal finite element solution and its equidistant 
isoclines are shown in figures 5.29 - 5.44 for the first two time-slabs. The sparsity 
pattern of the standard nodal finite element matrix related to Q<112) is plotted in 
figs 5.45,5.47 and 5.49. In the case of Q ^ it is shown figs. 5.46,5.48 and 5.50. In 
these examples the sparsity pattern locally is very irregular but clearly globally 
structured. The finite element matrix H is not symmetric, but, for instance, fig-
ure 5.49 seems to indicate that the subset of positive entries is symmetric. In all 
tests so far, the nodes of lower level have lower node numbers, as is required by 
relation (5.4.2). Note that on the second time-slab, on Q^, the sparsity pattern 
of the finite element matrix shows that nodes of higher level exist. This is due to 
the regridding introduced at the beginning of this section. The remaining higher 
level grid points, after the construction of the grid Q^, have unchanged level. It 
would have been better to have set the level of all remaining nodes to zero, but 
the here followed approach is easier to implement. 
The figures 5.29 - 5.44 show that the grid refinement strategy only pro-
duces angles of £ τ and j τ, which is certainly not true for the regular refinement 
strategy used by Bank and Yserentant, and Deuflhard, see for instance [22]. The 
under- and overshooting (see e.g. 5.42) on β',16* is approximately 5 percent, de­
creasing with increasing time-slab number. On grid β^16* on the second time-slab, 
it is in the order of a half percent. Note that the slabs 1 and 2 fit perfectly together 
as is demonstrated in the figures 5.37 and 5.39. 
Table 5.9.2 A locally refined grid. 
к 
0 
2 
4 
6 
9 
12 
13 
16 
N 
8 
21 
65 
72 
136 
904 
1497 
6078 
* < * > 
8 
3 
32 
4 
30 
297 
512 
2382 
n
(*.16) 
8 
7 
15 
27 
85 
332 
527 
2382 
Eh 
72 
189 
585 
648 
1224 
8136 
13473 
54702 
*o 
58% 
68% 
76% 
78% 
84% 
87% 
88% 
88% 
Due to the recursiveness of the bisection algorithm presented in section 5.2, the 
refinement of a triangle of level k can create several nodes of level 0 < i < k. 
During the uniform refinement of ß*** in the first example this is not the case, 
only nodes of level k + 1 are created which means that the sets of vertices V*'*, 
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0 < ι < A are not altered after the construction of Q^K This is different for the 
second example, where the sets Vю can grow due to the refinement of triangles 
of level i < k as is demonstrated in table 5.9.2 in the fourth column. Here ra**·16' 
denotes the number of nodes for given level n^ after 16 levels of refinement. The 
percentage of non-zero matrix entries from the total number of entries stored in 
memoiy can be found in the last column of table 5.9.2. Note that the adaptive 
refinement and derefinement method works despite the fact that the Dirichlet 
boundary conditions are never exactly satisfied, see for example the figures 5.29 
and 5.30. 
Table 5.9.3 Parameters for problem (5.9.8). 
Gj» 
1,00 
1,02 
1,04 
1,06 
1,09 
1,12 
1,13 
1,16 
2,00 
2,04 
2,06 
2,12 
2,13 
2,16 
Τ 
6 
42 
186 
214 
492 
3506 
5880 
24166 
274 
410 
420 
3038 
7298 
30194 
N 
8 
21 
65 
72 
136 
904 
1497 
6078 
92 
135 
135 
786 
1862 
7594 
N
e 
8 
10 
32 
4 
62 
538 
647 
2545 
0 
27 
4 
334 
1096 
3215 
N,, 
0 
0 
0 
45 
3 
16 
54 
233 
5986 
0 
49 
28 
20 
140 
t, 
0.04 
0.03 
0.03 
0.04 
0.05 
0.14 
0.24 
0.74 
0.29 
0.03 
0.04 
0.15 
0.30 
0.92 
t. 
0.01 
0.01 
0.05 
0.10 
0.17 
0.20 
0.49 
1.58 
0.03 
0.03 
0.03 
0.24 
0.59 
2.50 
ti 
0.01 
0.01 
0.01 
0.05 
0.08 
0.36 
0.76 
5.55 
0.01 
0.03 
0.05 
0.23 
1.77 
12.64 
#It 
0 
0 
1 
1 
7 
26 
34 
114 
1 
3 
2 
18 
65 
137 
As table 5.9.3 for the first two time-slabs shows, the computation of the discrete 
finite element approximation on each time-slab can be done efficiently if the RDIN 
solution method is used to this end. Since the error estimator presented is cheaply 
to evaluate, it leads to a cheap and effective adaptive refinement method. On 
most grids on every time-slab, the ratio of created and deleted triangles is about 
15:1. Sometimes a refined triangle is derefined later on. The solution time for 
slab 1 grids 1-12 is negligible compared to the time used for the solution of 13-16. 
methods used. 
In order to get an impression of the values 7д for some triangles, note that in the 
case of linear basis functions the four similarity classes mentioned in section 5.8 
correspond to the C.-B.-S. scalare (see (5.8.7)) 
2 2 2 2 _ i (а + Д)2 ¿ 2 + l ß2 + l
 1 ( Д - / ? ) 2 + 4 
7 i , 7 2 . 7 Í , 7 4 - 2 á 2 + ^2 + 2 , a 2 + ^2 + 2 , á 2 + ^2 + 2 , 2 ( 5 2 + ^2 + 2 
— 2 2 ι 2 ι 2 
=7ΐι72) *• — 72ι l — 7i · 
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Table 5.9.4 Sealars ff and 7^  for the newest vertex bisection. 
AVtf, 7c2 
(,\τ,\τ,{κ) 
<Ы*,і*> 
("Η'. ST> ϊ χ > 
(|».ά*Ή 
(i*, i», в») 
1" Class 
1 s 
2'Я 
li 
0.268,0.00157 
0.661,0.680 
0.306,0.166 
2nd Class 
1 s 
2-5 
1 И 
3' И 
1,0.303 
0.882,0.873 
0.0820,0.0130 
У* Class 
1 s 
2 · « 
1 11 
2-58 | ,0.668 
0.118,0.305 
0.918,0.938 
\Λ Class 
1 3 
2 ' ϊ 
3 27 
3-55 
0.973,0.977 
0.337,0.206 
0.649,0.774 
Table 5.9.4 gives 7? and 7I for some example triangles (ζ,α,β) with С the angle 
to be bisected, computed with the use of (5.8.7). Note that 7 | can be found using 
the table and the relationship y% = mas.{^yf,y^}. According to table 5.9.4, in 
the quadratic case it is best to have a largest angle of approximately ^т bisected 
which was already shown by lemma 5.8.1 for the linear case. Clearly the newest 
vertex bisection and regular refinement method are well suited for multi-level 
preconditioning methods which shows that the advantages of a simple sparsity 
pattern and multi-level preconditioning may be combined for the construction of 
a preconditioner which is considered in more detail in [25]. 
5.10 Conclusions 
• If the number of refinement levels к is not bounded then the total amount 
of possibly non-zero entries of a hierarchical matrix is bounded above by 
O(kN). In practice, one has the bound logJV < k < N. If the number 
of refinement levels is restricted then the number of possibly non-zero 
entries will be 0(N) as in the standard nodal finite element matrix case. 
• The techniques provided in this chapter to determine upper bounds for 
the lengths of coupling sets can easily be extended to all grid refinement 
techniques mentioned in the introduction, for higher order basis func­
tions and for the case of more space dimensions. 
• Three-dimensional local bisection refinement is possible and well suited 
for the generation of finite element grids. 
• The simple recursive newest vertex bisection technique is well suited for 
multi-level preconditioning because the C.-B.-S. scalar y2 which deter­
mines the rate of convergence is well bounded below 1 and only depends 
on the initial coarse grid. 
• Newest vertex bisection refinement can be implemented highly efficient 
and compact, even in a programming language which does not allow for 
recursion, like fortran-77. 
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Fig. 5.1 Regular red-1 type of grid refinement. Fig. 6.2 The angles created. 
Fig. 5.3 Support of the nodes created by regular refinement. 
A 
Fig. 5.4 Regular red-2 and green type of grid refinement. 
Fig. 5.5 Newest vertex grid refinement. Fig. 5.6 Support of created node. 
Fig. 6.7 The four congruency classes created by the newest vertex bisection. 
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Fig. 5.8 The eight angles involved with bisection. 
Fig. 5.9 One-dimensional hierarchical 
basis functions 1,2,3,4,5 with 
levels resp. 0,0,1,2 and 2. 
0
χ / • \ 
X X 2 \ 
Xx · » X 
q/ \ іьх 
Fig. 5.10 Level 2 newest vertex with a 
parent with two level 0 and one 
level 1 vertices. 
Fig. 5.11 Coarse grid, a perfect matching. Fig. 5.12 In order to refine triangle 17, first 
Triangles 10, 11 and 14, 15 are refine its neighbor 11. Note that 
neighbors, 16 has no neighbor. 11 is compatibly divisible with 10. 
Fig. 5.13 Refine triangles 10 and 11. Note Fig. 5.14 Finally, refine triangle 17 and its 
that after the refinement the grid neighbor. 
remains compatible. 
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Fig. 5.15 A refined grid with the numbere 
and levels of all vertices. 
Fig. 5.16 Nodes 7, 5 and 
8 have different 
paths. 
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nodes 18 and 19. 
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Fig. 5.20 Uniform regular red-1 refinement of the unit-square. 
Fig. 5.21 The grid Q ( 1 0 ). Fig. 5.22 The isoclines of the FEM solution 
of equation (5.9.2) on 6 ( 1 0 ) . 
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Fig. 5.23 Hierarchical sp. pattern (H). 
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Fig. 5.24 Standard nodal sp. pattern (N). 
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Fig. 5.27 Coupl. (i J) for which h^ > 0 (H). Fig. 5.28 Coupl. (i,ß for which Η
ϋ
 > 0 (Ν). 
and locally refined grids 141 
Fig. 5.29 The initial coarse grid Q" on the first time-slab. 
Fig. 5.30 The isoclines of the SUPG solution on the grid β\υ' 
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1(6) Fig. 5.31 The grid Q\0' on the first time-slab. 
Fig. 5.32 The isoclines of the SUPG solution on the grid Q\ 
142 On finite element matrices 
?" 
?" 
• Ν 
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^(12) Fig. 5.33 The grid Q\l£> on the first time-slab. 
Fig. 5.34 The isoclines of the SUPG solution on the grid Q\ 
Fig. 5.35 The grid ö \ on the first time-slab 
Fig. 5.36 The isoclines of the SUPG solution on the grid Q\ 
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Fig. 5.37 The grid Q\w on the first time-slab. 
Fig. 5.38 The isoclines of the SUPG solution on the grid Q\ 
Fig. 5.39 The initial coarse grid Qj o n the second time-slab 
Fig. 5.40 The isoclines of the SUPG solution on the grid Q$ 
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1(13) Fig. 5.41 The grid Q^ o n ^ 6 second time-slab. 
O.J 0.3 0.4 0.5 0.» 0J 0.« D.i 
Fig. 5.42 The isoclines of the SUPG solution on the grid 62 . (13) 
Fig. 5.43 The grid 62 o n Л е second time-slab. 
Fig. 5.44 The isoclines of the SUPG solution on the grid Q)¿6). 
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Fig. 5.47 Non-zero couplings (ij) for β , . Fig. 5.48 Non-zero couplings (ij) for ß j (12) 
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Fig. 5.51 Grid ô ( 6 ) , uniform refinement 
of the cube in figure 1.3 
Fig. 5.52 Grid Q(6), refined in the 
plane {(x,y,z):z= - ^ } . 
Fig. 5.53 Grid 6 ( 9 ) , refined along the 
line{(x,y,z):x= OAy = ζ}. 
Fig. 5.54 Grid β ( β ) , refined around the 
point (-^,{,l). 
Fig. 5.55 Grid Q ( 6 0 ), refined around the Fig. 5.56 The grid in figure 5.55 seen from 
a different viewpoint. 
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6 Preconditioners for newest vertex ^ ^ ^ grid refinement 
Aa in: Margenov S J), and Maubach J.M., Optimal algebraic 
multi-level preconditioning for newest vertex grid refinement, 
Technical report no. 10, Bulgarian Academy of Science·, 
Center of Informatie* and Computer Technology, Sofia 1990. 
The report· section concerning the newest vertex grid refinement 
ha· been skipped and the reports introduction has been split 
into two subsequent sections. 
Abstract 
Recently proposed algebraic multi-level methods for the solution of two-dimen-
sional finite element problems are studied for cases where the local newest vertex 
grid refinement is applied. After the introduction of this refinement technique 
it is shown that, by combining certain levels of refinement, a preconditioner of 
optimal order can be constructed for the case of local refinement along a line. 
For all algebraic multi-level preconditioners considered the relative con-
dition number is explicitly calculated. Numerical experiments which demonstrate 
the performance of these proposed preconditioners will be reported in a forthcom-
ing paper. 
Keywords: Finite elements, multi-level methods, optimal order precondition-
ers, newest vertex grid refinement 
AMS(MOS) subject classifications: 65F10,65N20,65N30 
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6.1 Introduction 
Recently proposed algebraic multi-level solution algorithms as in [4] and [5] are 
one of the most effective techniques for the numerical solution of elliptic boundaiy 
value problems. So far these algorithms have been developed and tested mostly 
on uniformly refined grids. 
This chapter studies some variants of these methods based on grids which 
are locally refined with the use of newest vertex grid refinement. It is shown that 
these variants are an effective generalization of the uniform case. 
In order to introduce the algebraic multi-level methods for locally refined 
grids, a model problem is provided in section 6.2. Thereafter section 6.3 quotes 
well-known results for the algebraic multi-level preconditioning on uniformly re­
fined grids, and section 6.4 considers the application of this type of precondition­
ing for the case of local newest grid refinement along a line (see chapter 5). The 
approximation of matrix blocks, needed to obtain an efficient preconditioner, is 
commented on in section 6.5. Finally, section 6.6 provides the standard nodal ma­
trices related to the refinement around a comer of the domain and a point in 
the inner of the domain showing that for those cases a direct solution method is 
optimal. 
6.2 The model problem 
Let Ω € IR2 be an open bounded connected and polygonal domain with a boundary 
divided into a Dirichlet boundaiy part Го with positive Lebesgue measure and a 
Neumann boundaiy part Гц sudi that Г = Го U ΓΝ and Го П Гц = 9. The goal is 
to find a function и € 02(Ω) satisfying 
- ,.( ((*) хы) = finii 
и = γ at Го 
V^uTn = 0 at Γ
Ν 
where f is a square integrable source function, γ the Dirichlet boundaiy data 
and V
x
 denotes the gradient on IR2. The corresponding Galerkin variational for­
mulation is to find a function и G Η}(Ω) = {υ G Ή1 (Ω): υ = γ at Го} such that 
(FCH),Ü) = 0 V^Hjro (6.2.1) 
where 
{F(u),v) = - / [ν,.(ί(*)ν,ΐί) +f] υ dx. 
Ja 
The domain Ω is assumed to be covered with the triangles in a initial coarse 
grid Q(1\ e.g. as in fig. 5.19 or 6.1, such that t(x) is constant on every triangle Δ. 
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For the solution of (6.2.1) a standard nodal finite element method will be 
used. If П^ = {ve H(Qaì):v(x) = 0 at V(Qil)) Π Го} С H¿(fi) denotes the span 
of piece wise linear basis functions corresponding to the initial triangulation β ( 1 ) 
(see e.g. [2]) then the usual computational procedure leads to the linear system 
of equations 
Α
(ΐ)
χ
(ΐ)
 = ò(i). (6.2.2) 
where A(1) is a weighted atiffhess matrix, s the vector to be determined and 6 is 
determined by the source function f. 
Now, in order to obtain a sufficiently accurate solution for the problem 
defined by (6.2.1), the recursive newest vertex grid refinement technique (see 
section 5.2) is used to construct a sequence of grids Q{1) С б< 2 ) С · · · С Q*0, 
corresponding finite element spaces Н^) С ft™ С · · · С ft^ and standard nodal 
stiflhess matrices A0*, A(2),..., A(l). 
In order to calculate the solution of the system of equations related to 
the finest grid β ω 
Ax = 6 (6.2.3) 
where A = A(/), χ = χ*0 and Ь = Ь(Т), a preconditioned conjugate gradient (PCG) 
iterative solution method (see e.g. [2]) will be used. Solving this algebraic system 
of equations with a preconditioning matrix C, the convergence properties of the 
PCG method are given by the estimate 
гю г» < ^ ï ^ - â ) •r«»rA-1r«> (6.2.4) 
where 
9 = ^ 4 , x = Cond(C-1A) 
and the residual is given by г0' = Ь — Ax®. The estimate (6.2.4) shows that 
the number of iterations needed to reduce the norm of the residual by a factor ε 
is Ο(^χ). 
The main goal of this chapter is to construct a matrix С such that solving 
the system of linear equations for С requires an amount of arithmetic operations 
linear proportional to the number of unknowns. It also is required that the con­
dition number χ above is bounded uniformly with respect to the number of the 
degrees of freedom. 
6.3 Algebraic multi-level preconditioning 
In this section the basic requirements needed for the possible application of al­
gebraic multi-level preconditioning are summarized and checked for the simple 
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case of uniform newest vertex grid refinement of the unit-square. Consider the 
system 
Л
( * + і )
л
( * + і ) = ь ( * + і ) (6 3 ! ) 
where 1 < k < I, for I defined as in section 6.1. In order to define a precondi­
tioning matrix C***1* the nodes ^(Q***0) of grid Q^+u are partitioned into two 
mutually disjunct subsets ^'(ô<*+1)) - .^(Q^) and FiQ™). Corresponding to this 
partitioning A'**l) takes the following two by two block structure 
A**0 = 
л11 л12 
д(*+1) д(*+1) (6.3.2) 
where the first pivot block Aft+1) corresponds to the nodes of Я о ( * + 1 ) ) - FiQ™) 
and the second diagonal block A^2
+l)
 corresponds to nodes of ^ ( Q ^ ) , following 
a notation by [4] and [5]. Note that this notation is slightly different from the 
notation used in chapter 5. Following the construction proposed in [4] a two-level 
preconditioner C<*+1) will be defined by 
C ^ D . i A l V 0 О І Г / Aft*»-'*»*·» 
where A ^ = A^+ 1 ). Using this definition one can prove 
(6.3.3) 
Lemma 6.3.1 The matrices A (*+" and С^*1) are spectrally equivalent, i.e., there 
exists a positive scalar μ such that 
μχΤ€<*+1)χ < *ΓΑ<*+1>* < xTC*+l)x (6.3.4) 
for all vectors x. Further, μ is independent of the number of the degrees of free­
dom N^*1), the size of the matrix A(*+1), and μ = 1 - γ 2, where 7 ie the constant 
in the strengthened C.-B.-S inequality. 
Proof. Note that 
C (*+ 1 ) _A<*+1) = О 0 
o AW-S**» 
where the Schur complement is given by S»+» = А&+1) - Ag* "Aft* И"1 Aft* ^ 
Using e.g. [4], lemma 2.1, the lemma follows. This result was first obtained by 
Axelsson [1], Kuznetsov [6] and Axelsson and Gustafsson [3]. Note that the in­
equalities are sharp and that the scalar 7 can be computed locally from the ele­
ment stiffness matrices. · 
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After this example of a two-level preconditioner now consider the general multi­
level case. The linear system of equations to be solved is again (6.2.3), but now 
the preconditioner С = C(*+1) is defined recursively by 
C ( l ) = A ( i ) 
«.α.« ΓΑ?,+ Ι ) O l Г Τ >1<*+1>"ΙΑ*+1>1 (6.3.5) 
I-Aft*0 A J [О I J 
where 
Α
№)
" ' = [I - р^сЮ-'А^ИА«"' (6.3.6) 
andp^(x) is a properly normalized and shifted Chebyshev polynomial oí degree β. 
In this case one can prove 
Lemma 6.3.2 Let the preconditioning matrix С be defined by (6.3.5), (6.3.6) and 
let A be defined as in (6.3.2). Then 
• if the polynomial degree β > (1-у2)-1 then the relative spectral condition 
number x(C - Ά) ie bounded by a constant independent of the number of 
degrees of freedom N = N® of the finest grid, i.e., С and A are spectrally 
equivalent 
• the total computational costs Ζ per PCG iteration step involving precon­
ditioner С are bounded by 
Ζ < cN • (1 + r + r2 + - · · + г*" ') = cN^—-
- 1 - r 
where r = β maxk{Nw/N<i*l)} for some positive scalar с 
Proof. One can prove the first statement with the use of uniform estimates for 
x
(C<*+i)- д(*+і))> as are obtained by Axelsson and Vassilevski [4] and [5]. The 
estimate of the total computational costs in the second statement follows di­
rectly from the factorized structure of the recursively defined algebraic multi­
level preconditioner C<*+1) (for some more details, see e.g. [7]). Note that obvi­
ously Ζ = 0(N) for r < 1, which is necessary to obtain an optimal preconditioner. 
• 
In order to illustrate the behaviour of the described multi-level preconditioner С 
above consider the following example where uniform newest vertex grid refine­
ment is used. 
First let Q be the unit-square and let б ( 1 ) С 6 ( 2 ) С · · · С Qw be ob­
tained by uniform newest vertex grid refinement, as is shown in figs. 5.11 - 5.14. 
Here (1 - γ 2 ) - 1 = 2 (see e.g. [8]) and according to lemma 6.3.1 β > 2 leads 
to r > 1. Therefore, straightforwardly taking the levels of refinement induced by 
the newest vertex refinement method as the levels defining the multi-level pre­
conditioner С in (6.3.6) will not lead to an optimal multi-level preconditioner with 
respect to the number of degrees of freedom. 
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In order to overcome this difficulty consider a reformulation of the above 
where every two uniform refinement steps are joined into one level as far as the 
preconditioning is concerned. This means that each Q<A> is obtained after 2k steps 
of refinement. Again local analysis shows that (1 — 7 2 ) - 1 = 2 whence an optimal 
order preconditioner С is yielded taking β € {2,3} altematingly. One obtains 
respectively r =0.5 for β = 2 and r =0.75 for β = 3, and in both cases the com­
putational costs are Ζ = 0(N). Note that in this case of uniform refinement the 
stiffness matrices A**' on the grids in fig. 5.19 coincide with those corresponding 
to the uniform refinement, as shown in fig. 5.20 (see also [2], [4]). 
6.4 Local refinement along a line 
Consider the unit-square Ω with initial coarse grid ô(1) as shown in fig. 6.1 (a). 
This domain is refined subsequently along the lower boundary such that β ( 2 ) as 
shown in fig. 6.1 (b) is obtained after four steps of local newest vertex grid refine­
ment. Applying the same technique to β ( 2 ) leads to grid ö(3) as shown in fig. 6.1 (c). 
Hence, in order to construct an optimal order preconditioner every four refine-
ment levels are combined into one level regarding the multi-level preconditioning 
algorithm (6.3.6), i.e., Q(k) is obtained after 4k refinement steps. 
To simplify the presentation, assume that the boundaiy points, including 
those lying on a Dirichlet boundaiy, are taken into account for the number of 
unknowns N^ related to Q^K In order to determine this number let, only in this 
section, ntt> denote the number of unknowns at the 2кл level of ordinary newest 
vertex refinement. Then N^ = n(2*_ n and, as is easy to verify, 
n
(
*
+,>-2n(*) = l - A . (6.4.1) 
The solution of (6.4.1) can be written as the sum 
n
<*> =ciz*+<ío + diA 
where с |Z* is the general solution of the homogeneous difference equation n***l) — 
2n(A> = 0, which has root ζ = 2 corresponding to the related characteristic equa­
tion. The term do+dfiiaa partial solution of the inhomogenous equation (6.4.1). 
The substitution of г = 2 and the determination of the coefficients lead to 
n<*> = 2* + A 
N ( * ) = 2 2 * + 2 A - 1 . 
The obtained result hence can be summarized as follows 
Theorem β.4.1 For the newest vertex refinement along a line as described in the 
beginning of this section 
A7(*+l) 
^ r > 3 · 6 <6·4·3> 
for alike TS. 
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Proof. Following (6.4.2) one has 
l V * r = 4 - 2 2 * + ' + 2 ¿ > 4 - 0 - 4 = 3 · 6 
yielding the desired result. · 
Now consider the estimation of the scalar y in the strengthened C.-B.-S. inequal-
ity, or more precisely, the estimation of the relative condition number χ = (1 -
•y2)~l. Following the general procedure to this end, let the domain Ω be partitioned 
into so-called macro elements A¡,i = 1,2, as are shown in fig. 6.2. The macro el-
ements correspond naturally to the refinement procedure shown in fig. 6.1. 
Using the usual partitioning of the nodes belonging into Jr(Q(A+1)) — 
TiQM) and to TiQ^) one can write the macro element stiffness matrix related 
to the cases in fig. 6.2 in the form 
Лд-fí11 i12 [A21 A22 (6.4.4) 
such that An corresponds to the nodes in .7:(Q<*+1)) - TiQ™). As is well known, 
the relative spectral condition number χ = (1 — 72)~1 is in this case equal to the 
largest eigenvalue Λ of the generalized eigenvalue problem 
AÁx = \SAx, (6.4.5) 
where A is equal to one of the two macro elements Ai. The Schur complement 5д 
is defined as usual by S^ = A22 — АгіА^/Ам using the blocks of the macro el­
ement matrix Ад. Approximation of the largest generalized eigenvalue leads to 
the estimate 
τ-ί-Ъ < 2.85 (6.4.6) 
1 — yz 
whence one can conclude 
Theorem 6.4.2 The multi-level preconditioning method based on local newest 
vertex grid refinement along a line, as presented in this section, is of optimal arith­
metic costs 0(N) for β e {2,3}. 
Proof. Combine the results above with theorem 6.4.1. · 
Note that the realization of the PCG method with the above defined multi-level 
preconditioning matrix С requires a repeatedly solution of systems with matri­
ces Α^*
I )
 for k = 1,..., I - 1. It is well known that the condition number of these 
matrices is bounded uniformly above whence a conjugate gradient method can be 
used effendently to this end. 
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6.5 Algebraic multi-level preconditioning with 
approximate blocks 
For the realization of a preconditioned conjugate gradient method with the pre-
conditioner С in (6.3.5) one needs to solve linear systems involving the matri­
ces -A,*,*, k = 1,2,...,/. These positive definite matrices have a condition num­
ber independent of N, but unfortunately this condition number x(Af¡) increases 
strongly due to the combination of the newest vertex refinement levels. For the 
uniform refinement case (where no combination of refinement levels is needed) 
the blocks Af¡ are diagonal leading to an algorithm of inverse free type (for more 
details about such methods see [4], [5] and [10]) but in this case one finds 
XCAJ») < 36 (6.5.1) 
by solving the eigenvalue problems corresponding to the 1 l-subblocks of the ma-
trices Ад as in section 6.4. This estimate shows that the so called direct approach 
with regard to the multi-level algorithm, where the conjugate gradient method is 
used for the solution of the systems with the matrices A**/, is not very efficient 
(the condition numbers are too large). 
In order to overcome this difficulty, one could use a preconditioned con­
jugate gradient algorithm where the blocks Af¡ are approximated by positive def-
inite matrices Bf/, for all A = 2 ,3 , . . . , / . 
Lemma β.5.1 If β2 > (1 - -γ2) and ρ > xCflff^Aff) - 1 > 0 then the relative 
condition number of the resulting multi-level preconditioning matrix Cw with 
respect to AU bounded uniformly by a~l where for μ = 1 — у2 
• for β = 2, 
a ^ λ , (6.5.2) 
1 + 2p + ,/Αμ - 1 + (1 + 2p)2 
• for β = 3, a £(0,1) is the smallest positive root χ of the cubic equation 
pxb + (6p + 9 - μ)*2 + (9p + 6 - 6/i)i + l - 9 / i = 0. (6.5.3) 
Note that such an a exists for μ > ¿. 
Proof. See the results in [5]. · 
Consider the following construction of approximations B*,** for the blocks A*/ (for 
some related results, see [7]). The superscripts *> are omitted whenever possible 
for the sake of convenience. For the construction of the approximation, let the 
macro element В be as in fig. 6.3 and let its associated nodes be partitioned into 
two sets, the first one containing the inner nodes and the second one the remain­
ing boundary nodes. Then the block Ац = Af, is factorized as follows 
А ц -
D F 
FT E - [ ¿ S H Í V ] . 
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where the Schur complement S = S B is defined by S = E - FTD- Ψ, and the D 
block corresponds to the inner nodes of the macro element B. From the definition 
of the global matrix A, it follows that the global Schur complement S can be 
written as the sum 
S= Σ SB. (6.5.5) 
Now the promised approximation B^ is defined by the formula 
п
<*>_Гл 0' I D-^F 
0 I (6.5.6) 
where the S is an approximation of S defined by 
S = 5Z sc· i6·5·7) 
cc BC e*1 
Here Sc stands for the macro element Schur complements corresponding to the 
partition (6.5.4) and the macro elements С = Ci с В as in fig. 6.4. 
It is obvious, that S and S, respectively Ац and Вц, are spectrally equivalent 
with a relative spectral condition number ХШ^'АЦ) independent of N. Taking 
into account (6.5.5) and (6.5.6), this result is stated in 
Lemma 6.5.2 The spectral condition number χ(Β^Α\ι) is bounded above by the 
scalar 1.93 uniformly in N. 
Proof. Using a local analysis on macro element level, one obtains the estimations 
In combination with the solution of the generalized eigenvalue problem 
S8x = XSBx, (6.5.8) 
yielding Amax/Am¡n = 1.9245 by approximation, whence 
χ(Β^Αη)<1.93. 
Theorem 6.5.1 The spectral condition number x(C~1A) is uniformly bounded 
by 
X(C-1A)<24 (6.5.9) 
for β = 2. Therefore the total arithmetic costs of the proposed algebraic multi-level 
algorithm with approximate blocks Bf¡ are linear proportional to N. 
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Proof. The first estimate follows directly from theorem 6.4.2, lemma 6.5.1 and the 
relatione (6.5.2) and (6.5.3). As x(C-lA) = 0(1), the total number of iterations 
for the preconditioned conjugate gradient solution of the system (6.2.3Hs of 0(1). 
Now consider the structure of the block matrix Вц. The blocks D and S are block 
diagonal matrices with 2 by 2 blocks. Therefore the solution of the systems Ац 
with preconditioner В и in a preconditioned conjugate gradient method involves 
only O(N) arithmetic operations. Hence the total arithmetic costs per iteration 
is O(N) and (6.5.9) holds. · 
The special block structure of the matrices S makes the considered algorithm 
very suitable for a parallel realization. 
6.6 Standard nodal matrices for point sources 
The newest vertex refinement into a comer of the computational domain will lead 
to the following sparse standard nodal finite element matrix (see fig. 6.6 for the 
numbering of the degrees of freedom in this case). 
2A = 
А ц -A12 
A21 В 
0 
F 
О 
С
т 
В 
С 
С
т 
В 
D 
рт 
О 
О 
DT 
E 
The bordering submatrices are given by 
A„ = 
Г2 0 0 • 
0 2 * * 
0 * 2 * 
* * * 2. 
A12 = 
- 2 * 
- 1 * 
- 1 - 1 
* * 
* 
- 1 
* 
* J 
A2i=Af
s 12 
and 
F = [* * * - 2 ] 
D = [-2 - 2 - 2 ] 
E = [8]. 
The block tridiagonal parts are given by 
B = 
8 - 1 - 1 
- 1 4 0 
- 1 0 4 
C = 
- 2 - 1 - 1 
* - 1 0 
* * - 1 
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Here an asteriz at position (t j ' ) means that [A]y = 0 since the corresponding 
nodes are not coupled (see e.g. [9]). Therefore, the (possibly) non-zero entries 
above correspond to coupled nodes. This implies that every sparse matrix result­
ing from the standard nodal finite element discretization of an arbitrary partial 
differential equation on this grid will have precisely the above sparsity pattern. 
Clearly a direct solution method, like Gaussian elimination, will yield an optimal 
result concerning the number of arithmetic operations. 
Note that figure 6.6 shows that the node numbering reflects the level 
structure as was demanded in section 5.2. The bordering matrices Ац, A\2, A21 
and F will vanish if the computational domain is a subset of a larger computa­
tional domain and if domain decomposition techniques are used to isolate the 
subdomain. This will also happen if one imposes Dirichlet boundary conditions 
on all boundary points 1,2, 3 and 4. 
The finite element matrix A resulting from eymmetric local newest vertex grid 
refinement around a point is the following (see fig. 6.5 for the node numbering 
applied in this case) 
where 
A,, = 
and 
with blocks 
G = 
1 
1 
* 
. * 
2A = 
гЛц Ai2 
A21 
0 
0 
- E 
21 J 0GT 
JT 8 JT 
0GT J 41 . 
в Г
8 7
 -
c 
[-G a 
D=\8I -2G 
[-2G 81 
• 1 *• 
1 + + 
* 1 1 
1 * 1. 
1 = 
в 
с 
0 
I 
}τ· 
1 
il 
•A 
.·* 
0 0 Ет-
С
т
 0 
В С 
с ··. ·. 0 
·. в с
т 
0 С D. 
Γ-2Ι О 1 
Аі2 = 
. 
JT JT A2i=Af2 
-G -21. 
с
 Γ-2ί -GT 
[ О -21 
Е = 
О JT О 
О - 2 ^ О. 
•к -к * " 
• 1 * * 
* 1 * 
* * 
и 
0 = 
• * * * * ' 
• * * * 
* • • • 
• • * * . 
and 
К
т
 = 11 1 1 1] JT = [i * ] 
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In this case the Лц matrix block contains the couplings between the nodes of 
level 0,1 and 2, and the following В blocks contain the couplings of each next two 
subsequent levels of refinement. Also in this case of a matrix of band-width 19 a 
direct solution method will be of optimal computational complexity. 
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a b c 
Fig. 6.1 Newest vertex bisection refinement along a line. 
О : Old nodes 
β : New nodes in 0 block 
D : New nodes In E block 
Fig. 6.2 Macro elements Αι and Л2. Fig. 6.3 Partitioning of the nodes for an 
approximation of the matrix Ац. 
Fig. 6.4 Macro elements Ci and €2-
Fig. 6.5 Refinement around a point. Fig. 6.6 Refinement into a comer. 
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7 On the updating and assembly of ^ ^ ^ the Hessian matrix 
AB in: Aielseon O. and Maubach J., On the updating and assembly 
of the Hessian matrix in finite element methods, Computer Methods 
in Applied Mechanics and Engineering 71(1988),41-67. 
The section with numerical results is extended with the 
introduction of the Mach number and an explanation of 
the modified diffueion tensor used. The numerical examples domain 
is taken to be an airplane wing. 
Abstract 
For many non-linear differential equation solvers the assembly of the Hessian 
matrix is an expensive task. Hence numerical methods like the damped inexact 
Newton method (see [2], [11]), are often too expensive to use as the Hessian ma-
trix has to be updated many times. The goal of this chapter is to show that in some 
special but frequently occurring cases, where the Hessian matrix has a special 
structure, updating it is not more expensive than updating the gradient vector 
if a particular factorization of the stiffness matrix is used. In these cases most 
of the computing time spent in the non-linear solver will be used to solve linear 
systems of equations, and the assembly of the Hessian matrix usually becomes a 
minor task. The present chapter extends earlier results of this nature in [3] and 
in [6]. 
Keywords: Finite elements, Galerkin methods, Quadrature formulae 
AMS(MOS) subject classifications: 65N30,65D32 
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7.1 Introduction 
This chapter considers the assembly of Hessian matrices in finite element meth­
ods. Finite element solution of non-linear differential equations like the electro­
magnetic field equation, the torsion of an elastic bar, or the full potential equation 
in aerodynamics, leads to a discretized non-linear system of equations F(x) = 0 
in N variables, where N can be very large. Often non-linear elliptic differential 
equations are solved with the use of an iterative damped inexact Newton method 
or with multigrid methods (see e.g. [14], [15] where a flow problem is solved). 
In the present chapter Newton methods are considered because they involve the 
assembly of a Hessian matrix. 
A damped inexact Newton method is an iterative method in which one 
encounters the approximate solution of a system of equations. The problem is to 
find a search direction p » such that ||Г'(ж»>)р» + F(^))\\ < ρΜ\\Ρ(χΜ)1 от 
more generally 
||CA-1 [F'C**»)!»« +F(* (* ))] | | < p^llC^FÍx^)!!. 
Then ж** 0 = **> + TwpM. Ck is a preconditioner of F'W*), p™ a forcing se­
quence, r^ > 0 a damping parameter to be chosen small enough to obtain global 
convergence, and the matrix F'(x{k)) is the derivative of the residual F at the point 
*<*>. F' and F are also called Hessian matrix and gradient. For recent presenta­
tions of such methods, see [2] and [11]. 
Using a finite element method for a non-linear system of equations, one 
has to approximate F'(xik)) and FCr***) because of the integrals imposed by the 
variational formulation. This approximation ofF'(x0,)) and Fix***) often is very 
expensive to compute because it involves the repeated evaluation of integrals of 
non-linear functions of the finite element basis fiinctions. In the past this has led 
to several techniques of (avoidance of) updating the Hessian matrix: 
• only updating the Hessian matrix every p-th step or only updating it in 
regions of the domain of definition where it varies relatively much (see 
e.g. [8]) 
• the assembly of an approximation of (Ρ'(χΛ)))~ ' preserving the sparsity 
structure patterns of the original Hessian matrix (see [10]) 
• assembly of a factorization of the Hessian matrix on element level in or­
der to avoid the factorization of the global matrix (see e.g. [1] where the 
natural factor method with a QR factorization, with Q an orthogonal ma­
trix and R a triangular matrix, is presented) 
• assembly of the Hessian matrix with exact integration but for a slightly 
modified vector *(*) instead of **> (see [8]). 
The Hessian matrix can safely be approximated because it serves only to deter­
mine a search direction p№>. However, if it is nearly singular then it may be neces­
sary to compute a very accurate approximation, or even the exact Hessian matrix, 
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in order for it to be positive definite. In critical regions (regions with steep gra­
dients or almost singular Hessian) this is difficult due to the large quadrature 
errors caused by fast varying functions within the finite elements. 
The gradient has always to be approximated rather accurately because it 
serves as a stopping criterion of the iterative algorithm. 
Linearizing a partial differential equation F(x) = 0 with a damped inexact New­
ton method leads to a sequence of linear equations F'(*<*))p<*) = —Ffaf**). If we 
discretize this system by using a variational formulation and choosing appropri­
ate basis functions and quadrature rules for the integration, this leads to lin­
ear systems of equations F'ix^p^ = Fi****), with F'i****) the Hessian matrix, 
FOc***) the gradient vector and the search direction p^ to be solved. In many 
important practical problems the matrix F' turns out to have a special structure 
which makes its updating cheap compared to the assembly of the gradient vector 
and the solution of the linear system. This will be shown by means of an example 
but the techniques provided can be used to derive cheap formulas for other cases 
as well. 
A matrix F' associated with non-linear operators in divergence form, which will 
be called divergence form atiffneaa matrix, or for short, atiffneaa matrix, has the 
special structure mentioned above. For this class of matrices it will be proved in 
section 7.3 that there exists a factorization BMBT, depending only on the basis 
functions and quadrature formulas used for the finite element discretization (sec­
tion 7.2). For some frequently used basis functions and quadrature formulas the 
matrices Б and M are cheap to compute elementwise. In some specific cases all 
errors caused by quadrature formulas are captured in the matrix M. 
The factorization has some general advantages. Matrix B, for instance, 
depends only on the grid geometry of the finite element grid, on the finite element 
basis functions and on the quadrature formulas used. If F' = F'(u) is a non­
linear matrix, depending on a function u, then only M depends on this function 
u. Frequently M is a block diagonal matrix. The proposed factorization extends 
earlier results in [3] and [6] of this nature. 
Similar factorizations of the stiffness matrix are well known for finite element 
matrices derived from frame structures and electric networks, see for instance 
for early references [16], [17] and [18]. To the best of the authors knowledge, 
however, not much has previously appeared on this topic for finite element meth­
ods for continuous problems and for non-linear problems. However, in his recent 
book [22], Strang comments much about such factorizations. 
7.2 Definition of a stiffness matrix 
A discretization for the linearized differential equation is determined completely 
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by the choice of basis functions and quadrature rules used to evaluate the inte­
grals appearing in the variational formulation. Therefore the stiffness matrices 
will be presented after a short comment on these two choices. Thereafter it will 
be shown that the Hessian of differential equations in divergence form is often a 
stiffness matrix. 
First consider the choice of the basis functions. Assume that Ω б П is an open 
and bounded polygonal domain with a finite element grid υ ^ Ω / and global C0 
finite element functions. The local basis functions { ^ i j i ι o n ^ ' a r e e b 0 6 6 0 s u c h 
that the space TP
n
 of polynomials up to degree r/ over Ω; satisfies P
r
, с Vj, 
where Vj is spanned by these basis functions (see fig. 7.2 for an example of IP,). 
The global basis functions {УІ}[І ι are constructed in the usual manner from their 
contribution of the local basis functions on each element Ω/. The set spanned by 
the global basis functions will henceforth be denoted by V. 
Definition A quadrature rule is of degree d if it is exact for all polynomials in TPj. 
Now, consider the choice of a quadrature rule Q. On the topological closure of 
each element Ω/, an element quadrature rule Qi defined by a set of quadrature 
points {^')}*
=1 and weights w^ G IR is chosen such that 
Qi(h) = Σ w® • AOVf) « / hdx 
*=» ^ (7.2.1) 
for all Λ G Η£(Ω), φ?, φ® G V, and all ptq G {1 η}. Note that the element 
quadrature rule depends on the degree of the polynomial basis functions in V/. If 
for instance Vj = ff
n
 then Qi has to be exact for all polynomials of IP2<n-1)· 
Now the quadrature rule Q on Ω is defined by 
L
 Г 
Q(h) = V QKA) α hdx. (7.2.2) 
It will be used to approximate all domain integrals such as those appearing in 
stiffness matrices, from now on. Some well known and easily derived properties 
are: 
Lemma 7.2.1 Let Q be defined as above then 
• Q tea linear and continuous functional 
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• If the derivative of a function G(u) is denoted by -s-Gifi), this yields 
'worn=ito{«<
0fr*«»-g«efa»
>
.
 Q( e 
д ^ CÍO Ç ' д 
m The sets of weights satisfy Yfj,'^ wf = Areafäi) on each element Qj 
• If all weights are positive then Q is monotone: h>0=> Q(h) > 0. · 
Remark 7.2.1 The basis functions can have different orders of polynomial degree 
r¡ in different elements Ω{. However, it must be assumed that the finite element 
approximation is C0, which typically leads to a situation as in figure 7.1. 
Now the class of stiffness matrices is introduced. A matrix Η is a stiffness matrix 
iff 
[Η]
ύ
· = Q Í Í A V ^ V ^ ) (7.2.3) 
for some η by η positive definite matrix A on Ω, where η is the number of space 
dimensions. 
Especially for the solution of non-linear problems, where A = A(x, Vu) 
the efficient updating of these matrices is important because they vary from one 
iteration step to the next. Also the subsequent use of grid refinement, in order to 
approximate layers more accurately, makes a réévaluation necessary. 
Stiffness matrices occur in many important practical problems. Consider for in-
stance the following non-linear equation on divergence form: 
- -(А(лг, Vu)Vu) = /On Ω 
и = 0 on Го (7.2.4) 
А(х, Vu)Vu7» = g on Γ
Ν 
where 
• Ω С IR" open and bounded, 
• rD U ΓΝ = öu, rD Π ΓΝ = β, 
• f, g: Ω »-• IR sufficiently smooth given functions, 
• A = [ар,,] an η by η matrix, αρ
ι4 given functions on Ω, 
• η the unit outer normal vector. 
Depending on the matrix A in (7.2.4) the differential equation can, for instance, 
represent 
• the electromagnetic field equations, or torsion of an elastic bar. Here 
A = Diag(a1i )...,a,m) 
with aPp = a№(|Vu|2). The latter functions can differ by a large factor 
between two areas of different materials 
166 On the updating and assembly 
• the potential equation in aerodynamics. In this case A = al
n
 with the gas 
density function α = o(|Vu|2) = c^il - f( |Vu| 2 - u 2 , )) 1 ^ 2 ^ and7„ the 
identity matrix of order n. For more information see section 7.9 
• Navier's equations of stress and strain which give a coupled system of 
equations (see e.g. [7]). In the linearized case A is the constant coefficient 
matrix 
a 0 0 c" 
0 & 0 0 
0 0 6 0 
.с 0 0 a. 
For more information about this system of equations see section 7.7 
• the classical stiffness matrix Λ defined by [Л]у· = Q((In¥.<Pj)T¥.'Pi)) which 
is a discretization of the Laplacian on the domain Ω. 
In all the problems above, A is a nonsingular matrix. 
As promised in the introduction, it will now be shown that the Hessian some­
times is a stiffness matrix. Therefore, consider the classical variational formula­
tion of (7.2.4): find и G H¿(Q) such that 
/ (A(x IVu)Vu)TVü(i«= [ft}dx+ I gvds V„eH,(n) (7.2.6) 
./n Jn JrK * 
where Η 1 (Ω) is the Sobolev space of first order and (in the sense of traces) ΗΟ(Ω) = 
{u G Η Η Ω ) : и = 0 on Го}. The (source) terms to the right in the equation are of 
no importance, so we disregard them in the following discussion. 
The gradient F(u) can be defined as a dual operator on y e H¿(fi) by 
(F(u),v) m ¡Шх,VuiVúfVvdx. 
Jn 
In discretized form this becomes [F(u)]; = Q((A(x, Vu)Vu)TVy>,·) whence the 
gradient is closely related to a stiffness matrix. For some special choices of A its 
derivative is a stiffness matrix: 
Theorem 7.2.1 Suppose matrix G is defined by 
[Οί
ϋ
 = Q(CA(*, ViOViOVv*) 
for some matrix A of order η with entries α,,
ι<7 = aP,4{x, Vu). Then the derivative 
G' of Gis given by 
[0% = Q((Ebct V i O Y ^ ' Y « ) 
for a certain matrix E of order n. 
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Proof. An elementaiy computation for space dimension η = 2 yields (see chap­
ter 3, lemma 3.3.1 for details) 
E = 2 + А(ж, и). (7.2.6) 
For higher space dimensions an analogous formula can be derived. Note that this 
theorem is also correct if Q represents exact integration. · 
7.3 Factorization of a stiffness matrix 
To prove the existence of the proposed factorization for a stiffness matrix H an 
additional set of Lagrangian basis functions is introduced. This set is closely re­
lated to a mixed variational formulation of (7.2.4) (see e.g. [3] and [6]) which will 
be discussed in section 7.8. 
Connected to the set of quadrature points on each element define the Langrangian 
polynomial basis functions {V'i'>}*'
=
i by 
ФтШ?) = W (7.3.1) 
where 8m¿ is the Kronecker function. To each such local function ф^ a unique 
discontinuous global function V^ o is defined by 
^ o f * ® 0 n ^ (7.3.2) 
'» l o 
і'
ф
 on Ω, 
οηΩ{ 
where ΩΓ is the complement of Ω/ in Ω (note that the index mapping (I, k) i-> 
i^ is a bijection). Hence each local function V"*0 induces one global function ^ 
which has only support on Ω/. The set of all global functions ф^ is (omitting the 
subscript ід^ ) denoted by {^¿Jii'i where Ν' = Σι=\4ί· Henceforth Wj and M will 
denote the set spanned by these local respectively global basis functions. 
Lemma 7.3.1 Let the local basis functions {Φ(^}1'„ι be defined as above. Then 
Q(lfy,A) = w®.h(N<!>) 
for all functions h, aille {1,...,L} and all k G {\,...,qì\. 
Proof. Note that the global basis function ф^ has only support on the element I 
according to (7.3.2). Therefore Qitph) = QMfh). Because rp^iN^) = 6kim on 
Ω/ this completes the proof. lfh(Nln) = 0 then by definition Q- '(V'.KOA- l) = 0. · 
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Now consider the factorization theorem: 
Theorem 7.3.1 Let the N by N stiffness matrix H be defined by 
[H]ii = Q«AV<Pj)'rV.<fii), 
for some matrix A of order n, with the use of finite element basis functions { v¿}£L ι» 
α quadrature formula Q and corresponding basis functions {Фі}^у Then there 
exists a factorization 
Η = BMBT (7.3.3) 
where В is an N by η N' rectangular block matrix, 
В = [в(1) · · - B w ] with blocks [B^ly = Q(.ipj-£-<Pi) (7.3.4) 
for all ρ G {1 η}, all i G {1 N} and allj £{!,.. .,Ν'} 
and M isa square block matrix of order η · Ν', 
"Af<U> ... л/О.")-
М = : ··. : with blocks М(р'ч) = DiagíQ-^a"^?)) (7.3.5) 
.M0»·» · · · AÍ<»B)J 
forallp,q e {1, . . .,n} andallj e {1, . . .,Ν'}. 
Proof. By a straightforward computation one gets 
[Я],,· = Q(CAV ¥>/"£¥>,) 
L 
^ « / ( ( A V ^ f V ^ ) 
L n qi 
д « .«ч .-.mV д 
Σ Σ Σίέ-^^κ,«)^-^^)} · и? . „ , . . « 
-Σ Σ Σ Ν ^ ^ - ^ Γ ' ^ ^ ^ ^ ^ - ^ · ) } 
l=\ p,q=\k = \ ρ ч 
η Ν' 
η 
= J ! [B*')Jf<M)B<í)r]ff 
= [ВМВт]ц 
according to lemma 7.3.1, (7.3.4) and (7.3.5). 
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Remarks 7.3.1 
• According to lemma 7.3.1, В is easy to compute (assume index./ = tj^): 
B W , - « * · „ > - f - ? £ * « ί , > ' " * • * (7.8.6, 
top І 0 ІГ >г|
П / =0. 
The sparsity structure of Б can be very irregular but it will be easy to 
compute elementwise, as will be shown in section 7.4. It turns out that 
there is no need to assemble B. 
• Note that the submatrices В ^ are discretizations of the derivative op-
erators on Ω, i.e., В^' is the discretization of f ·-• -S-f for functions f 
deñned on Ω 
• Matrix M is also easy to compute and store; according to (7.3.5) all M^·4* 
are diagonal matrices 
• If the set of Lagrangian basis functions W/ satisfies 
V / C l P ^ W i c n V , (7.3.7) 
then 
«*£*>-jj,*^«· 
which implies that quadrature errors will only arise during the calcula­
tion of matrix M and matrix В is calculated exactly. This is possible for 
triangular grid elements with linear or quadratic basis functions (for in­
stance see table 7.3.1). 
In section 7.4 it will be shown that a stiffness matrix H can be computed cheaply 
elementwise. But, since quadrature rules and basis functions play an important 
role in the factorization first a brief overview of some possible choices. 
Example 7.3.1 Suppose that triangular grid elements and cubic basis functions 
are used. Then V/ = IP3, which implies that the quadrature rule must at least be of 
degree2(3-l) = 4 for the factorization ofH, according to (7.2.1). Further (7.3.7) 
implies W/ с IP2 whence there may be at most 6 = ВітДРг) quadrature points 
(cf. fig. 7.2) if one wants the quadrature errors to be restricted to the calculation 
of matrix M. 
Example 7.3.2 Depending on the degree of the polynomial basis functions φ on 
the two-dimensional reference triangle Cl = {(x,y) € IR2:χ > 0,y > 0, χ + у < 
1} table 7.3.1 and fig. 7.3 gives some quadrature rules $ (A = Area(û)). The 
quadrature rule on each specific element Ω/ can be derived through 
/ hdx = / h\Oet(J)\dx = |Det(J)| / hdx « |Det(J)| · $(Ä) 
Jn, JA Jñ 
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Table 7.3.1 Examples of quadrature rules on triangles. 
basis function type 
linear on a triangle, 
degree 1 (V с IPi) 
quadratic on a triangle, 
degree 2 (V С ІРг) 
cubic on a triangle, 
degree 4 (V С ІРз) 
, _ 6+yïS
 p _ 9-2/Ï5 
1
 21 »^  21 
d 
1 
2 
4 
4 
1 
3 
6 
quadrature rule φ 
1-point midpoint: 
Ν = (11);ωι=Α 
3-point Gauss: 
Ni = (¡Mwi = μ 
^2 = (0^);Ш2 = ]А 
N3 = (ll>,W3 = lA 
Radons 7-point: 
Ari = ( j ,J ) ;wi-àA 
N2 = (r,r);u>2=y 
N3 = (r,s);w3 =y 
NA = (в)г);ш4 =y 
N6 = (t,t);w6 = z 
Ns = (υ, f); w6=z 
JV7 = (Í ,Ü);U;7=Z 
where Det(J) is the determinant of Jacobian of the affine transformation from ñ 
on to Ω/ and h the accordingly transformed function h. The table does not hold if 
isoparametric basis functions are used. 
Table 7.3.2 Examples of quadrature rules on rectangles. 
basis function type 
bilinear on a rectangle, 
degree 3 (V С ІРг) 
biquadratic on a rectangle, 
degree 6 (V С IP4) 
d 
2 
6 
4 
3 
10 
quadrature rule Q 
4-point Gauss: 
І з = (
- 7 3 ' - 7 3 ) ' ' м ' 3 = І 
Tylers 12-point 
(seee.g.[24]) 
The second column of the table shows the necessary degree d of the quadrature 
rule and the maximal number of quadrature points <} for which (7.2.1) respec­
tively (7.3.7) are satisfied. Further an example of a quadrature rule found in re­
cent literature (see e.g. [24]) is presented in the fourth column. Note that all pro-
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posed quadrature formulas have positive weights whence the signs of the trans­
formed weights (Λ* · |Det(J)|) are also positive. 
Example 7.3.3 Table 7.3.2 and fig. 7.5 present some quadrature rules for rect­
angular elements. Note that in this case (7.3.7) is not satisfied. For a general 
space dimension η it is possible to find quadrature rules with positive weights of 
degree d/ satisfying (7.2.1) (see [24], pages 54, 55). For more recent information 
about quadrature rules see for example [12], [19], [13] and the references therein. 
7.4 Cheap evaluation of a stiffness matrix 
Here the factorization method will be explored for a special choice of finite ele­
ment basis functions and quadrature formula. It appears to be very cheap for this 
particular choice. 
Consider an open and bounded two-dimensional polygonal domain Ω with trian­
gular grid elements. On each grid element Ω; standard biquadratic basis func­
tions {v^jLi are used (see e.g. [5], [25] or [23]). According to (7.2.1) the qua­
drature rule must be of second order so a 3-point Gauss quadrature formula (see 
table 7.3.1) is used on each element: 
a 
QW^Y^wf-HN®) (7.4.1) 
where N® are the edge midpoints and w^ = ^Ατββ(Ω;). This implies that there 
have to be three local Lagrangian basis functions {^}l
=l (see fig. 7.4). In [6] 
linear basis functions are chosen to this end, but because only property (7.3.1) is 
used, no further specification is needed. 
Now consider the assembly of the stiffness matrix [#]y = (i((A(.x,Vu)V<pj)TV<p¡) 
for an arbitraiy 2 by 2 matrix A, which will be done at element level, with 6 by 6 
element matrices 
[HÌU = С,((А(*, Vu)V <pV)T V φ?). (7.4.2) 
In theorem 7.3.1 Ω С Ш1 may be chosen arbitraiy whence (choose Ω;) 
2 2 
Hi = £ H^ = 23 В^М^В^ (7.4.3) 
with М^,4> а 3 by 3 diagonal matrix and В^ a full 6 by 3 matrix (space dimen­
sion η = 2, number of finite element basis functions N = 6 and the number of 
quadrature points N' = 3). 
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In this particular case investigation of matrix B^ shows that it has a simple struc­
ture: instead of eighteen possibly different entries it has only six different entries 
which are furthermore related as follows: 
в^
г
 = 
where о + β +1 = 0 and 
-α β у -6 6 6 
α -β у e —e e 
a β - 7 A λ -λ 
(7.4.4) 
α 
ß 
7 
- ¿А г в а Ш ^ - ^ Ж 0 ) 6 =2- α 
e =2β 
λ = 2 · 7 · 
The regular structure of this element matrix is caused by the fact that 
its entries are the values of the partial derivatives of the basis functions at the 
quadrature points. Because these partial derivatives are simple polynomial ex­
pressions some of their values at different quadrature points are equal, leading 
to less different entries in B^K 
In the non-linear case there is no need at all to store matrix В in memory 
if all the partial derivatives of the basis functions -π^-φ? are computed to evaluate 
Note that Q evaluates B^ exactly in this case (see (7.3.6)) whence all 
quadrature errors made are limited to the matrix M. 
According to (7.3.5) the matrix Μ^·4) is described by 
where 
Ρ = (QK^ÍV-Í0}2))-1 = (¿Areain,))- xap<q(N?), 
σ = Ш а ; ^ 0 } 2 ) ) - 1 and г = «^{У-««} 2 ) )- 1 , 
(7.4.5) 
Denoting the entries of BJ** as those in В^\ but with additional primes, an explicit 
formula for H i
<p,,)
 can be constructed 
Η/™» = ÊfMfrtÉP = C<1) çW\ 
C(2) C(4)J (7.4.6) 
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where 
C(2) = 
c ( 3 ) = 
and 
C(4) = 
(p + σ + τ)αα' (—ρ — σ + τ)αβ' (—ρ + σ — тОаУ 
(-ρ -
 σ
 + τ-)/?«' (ρ + <τ + τ-)/?/? (ρ - σ - T)ßi 
L(_ρ +
 σ
- т)уа' (ρ-σ- T)fß' (ρ + σ + τ)γΥ 
(ρί' + σε' + τΑ')α (-ρδ' - σε' + гА')а (-p¿' + σε' - τλ')α 
(_p¿' _
 σ ε
' +
 τ
χ)β (ρ6' + ad + τ\')β (ρδ' - σε' - τ\')β 
. i-pS' + σε' - τλ')γ (p¿' - σε7 - τλΟτ (p¿' + σε' + τλ')γ 
' (ρ6 + σ« + τλ)α' (-ρί - σ€ + τλ)/?' (-ρί + σί - гА)У 
(-pi - σί + τλ)α' (p¿ + σ6 + τλ)/ΐ' (ρδ - ас - τ\)Υ 
. (-ρ6 + σ£ - τλ)α' (ρί - σε - τΧ)β' (ρδ + σε + тХ)у' 
ρδδ' + σίε' + τλΑ' -ρδδ' - σεε' + rAA' -ρδδ' + σεε' - τλλ' 
-ρδδ' - σ6ε' + rAA' ρδδ' + σεε' + τλλ' ρδδ' - σεε' - τλλ' 
-ρδδ' + σεε1 - τλλ' ρδδ' - σεε' - τλλ' ρδδ' + σεε' + τλλ' 
This is obviously a bit messy to program, but since the formula is grid independent 
it has to be done only once. 
Definition A floating point operation (flop) will stand for a multiplication or a 
multiplication combined with an addition. 
In order to compare the number of floating point operations needed to construct 
Hi in (7.4.2) respectively (7.4.3), it is assumed that all entries α
Ρι<7 and all (partial 
derivatives) of basis functions -¡β-φ? are calculated and stored in advance. The 
costs of this preliminary work are the costs for the evaluation at the quadrature 
points of 
• V viP and Vu. For each quadrature point this is approximately 66 flops 
with an additional 6 flops per element whence the overhead costs are 204 
flops. 
• the entries of the matrix A. Suppose the evaluation of each aPtq costs 
about d flops, then the matrix evaluation costs are: \2d flops. 
The additional costs with the use of (7.4.2) for a nonsymmetric matrix A without 
zero entries are 36 · (2 + 3 · 4 · 2) = 936 flops because 
Э 2 
KL. = ¿АгеаШ ^  £ α
Μ
(Νί«) · Atf»(fl*). * ^ « ) . (7.4.7) 
к=\р
іЧ
= 
For a symmetric matrix A without zero entries the additional costs are approxi­
mately halved: 21 · 26 = 546 flops. 
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Now suppose that (7.4.3) is used for the assembly. The additional costs for an 
nonsymmetric matrix A without zero entries fire 2 · 27+2 · 45 = 144 flops, divided 
among the four submatrices Я ^ ' ^ in (7.4.6) as follows: 
• 27 flops for the assembly oîH^p): 
• 45 flops for the assembly o(HJp,4): 
12 
12 
18 
12 
Ol 
3 
12 
3 
(in this case С<3)Г = C(2>) 
If A is symmetric then the additional costs will be 2 · 27 + 45 = 99 flops. 
From the above one can conclude that the use of (7.4.6) instead of (7.4.7) gives a 
reduction of floating point operations with a factor 
936 + 12d + 204 
144 + 12d + 204 
Therefore, one can see that the assembly of a stiffness matrix with the use of the 
factorization method is relatively cheap compared to the straightforward method 
given by (7.4.2) if d is not too large. Hence it can be updated frequently even in 
the non-linear case. 
Remarks 7.4.1 
• For linear basis functions on a triangular grid elements Ω С IR an im­
provement can be achieved in a similar manner (see e.g. [3] or [6]) 
• The element matrices Bf} are expected to have a regular structure, if for 
example other basis functions are used in three-dimensional problems, 
leading to a reduction of the computational work if a factorization tech­
nique is used 
• Evaluating the basis functions with the use of local barycentric coordi­
nates (¿ι, L?, £3) as in [21], instead of local coordinates (z,y), is advisable 
because the former implementation will take fewer flops 
• In some special but frequently occurring cases d is typically about 15 
flops (see e.g. section 7.9) depending on the entries aPiq. In more compli­
cated cases where matrix A has more different entries а
рч
, parts of the 
expressions for these entries are often related. 
7.5 Preconditioning of a stiffness matrix 
It appears to be relatively easy to determine the condition number of a matrix 
G~lH for two positive deñnite stiffness matrices Η and G, which is of interest if 
a preconditioned iterative linear solver is used. To this end the matrices В and M 
are investigated more closely to derive an estimate for this condition number. 
Now consider the following definitions 
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• The spectrum σ{Η) of a matrix Η is the set of all eigenvalues of Η 
• Two matrices Η and G are called spectrally equivalent if there exist pos­
itive scalare Αι and A2 such that for all vectors χ 
\ιΧτΗχ < xTGx < \2PTHx. 
Theorem 7.6.1 Matrix BBT is a stiffness matrix which is spectrally equivalent 
to the stiffness matrix Λ if all weights w^ are positive. 
Proof. Assume that on all elements / quadrature formulas Qi are used with posi­
tive weights. Note further that BB r = £¡J=, B^B^7 according to theorem 7.3.1. 
Define the scalers wmm, wmtI to be the extreme quadrature weights of all weights 
Шд*. Further let the matrix С of order η be defined by С = Diag(c,..., c) with the 
function с satisfying 
f c ( A I « ) - M f > 0 ( 7 5 1 ) 
l "Vi,, < {c(.x):x e Ω} < w
ma 
on each element Qj for all k G {1,... ,qi}. Define a stiffness matrix S analogous 
to (7.2.3) where matrix С replaces A. Because С is a diagonal matrix 
η 
[Sìy = QUCVvßTVipi) = ^B^M^B^ 
p-i 
where Μ?·ρ) are Ν' by Ν' diagonal matrices with [M^]^ = Q- l(c- lrp
m
2). Ac­
cording to (7.3.2) and lemma 7.3.1, M^p) = IN, whence S = BBT . Hence BBT is 
a stiffness matrix. 
Now let и — 53І1і û^ i'Vi a n , i define и = [αϊ, . . . , o^]7". Then obviously 
(BBTu,«) = <?((Суы)т ы) 
where ( ·, · ) denotes the Eucledian inner product on IR^. Further С is a positive 
definite diagonal matrix on Ω whence (Q is monotone according to lemma 7.2.1) 
(BB ru, и) = Q((CVu) ryu) > ш
т і п
 · Q((IVu)TVu) = u;
min · (Ли, и) 
and analogously (BBTu,u) < w
ma
 • (Ли, и). Hence the matrices BBT and Л are 
spectrally equivalent. · 
Remarks 7.5.1 
• For a given bounded domain Ω с IR" there always exists a quadrature 
rule of degree d such that all quadrature points belong to Ω and such that 
all weights are positive (see e.g. [24], page 58 and further) 
• If the assumptions of theorem 7.5.1 are satisfied then σ(ΒΒτ) С (0, oo) 
because σ(Λ) С (0, oo). This implies also that {* € TB.N:BTx = 0} = 0 
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m As can be seen from the above it is not advisable to use quadrature rules 
with negative weights because they may lead to the loes of the spectral 
equivalence between BBT and Λ. 
The following theorem relates the spectrum of H to the spectrum of Λ if Λ is a 
positive (or negative) definite matrix. As can be seen the eigenvalues of M are 
easy to determine. 
Theorem 7.5.2 Assume that M is defined as in (7.3.5) and define matrix M<jn) by 
'a\\ ··· ay,' 
Л/ ( т ) = (ші' ))-1 
LOiil · • · Onn 
(W?) 
for some index m = »J?. Then σ(Μ) = υ^'
=ί
σ(ΜΜ). 
If all weights u/jj,0 are positive then σ(Μ) С (0, oo) ^  σ(Η) С (0, оо). 
Proof. Note that there exists a permutation matrix Ρ such that PMP~1 is a block 
diagonal matrix with η by η blocks M(m) as defined above. Bearing this in mind it 
is dear that σ(Μ) = U^'
=
^(M ( m )). 
Now suppose all weights are positive and M is positive definite. Use of 
the fact that H = BMBT and that {* € TRN:BTx = 0} = 0 yields 
(ΗΧ,Χ) = (ΒΜΒΤχ,χ) = (MBTx,BTx) > 0. 
whence Η is also positive definite. · 
Remarks 7.5.2 
• For the last part of the proof above it is sufficient to assume that M is 
positive definite on the set {Βτχ:χ Ε ΊΒ?) 
• The eigenvalues of M are the eigenvalues of A at the quadrature points 
N¡¡> scaled with (wf)-1 
• If the spectrum σ(Μ<m)) contains a negative element or a zero element 
for just one m £ {I,.. .,N') then stiffness matrix H can be indefinite. 
Let H and G be two symmetric stiffness matrices and consider the following es­
timate for the condition number of G - 1H. 
Theorem 7.5.3 Define the stiffness matrices H and G by 
[Hltf = <?((AVyV)rVw)) and [Gití = QÍCZV^O'Vw) 
where the positive definite symmetric matrices A and Ζ are given by A = [aptq\,Z = 
[Ζρ
:4] with apq, Zpt4 given functions on Ω, and assume that Q has positive weights. 
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Suppose G is factored into LLT with L a lower triangular matrix and let 
λ ι, A„ be the minimum respectively maximum eigenvalue of the complete spectrum 
σ = {Ai,..., A„} С (0, оо) of the generalized eigenvalue problem Ax = AZx. 
Then the condition number Cond(L~ lHL~T) satisfies 
Cond(.L-lHL-T) < ^. (7.5.2) 
Αι 
independent of the choice of the basis functions {v¿}fLi· 
Proof. Because Л and Ζ are symmetric positive definite there exist a complete set 
of eigenvectors and a spectrum σ as above. Let for u = [αϊ,..., QNV the func­
tion и be defined by и = J^üi а»"Р·» tb611 uTHu = Q((A¥.u)TV_u). From standard 
algebra it is known that if Л satisfies the assumptions above then AiX^Zx < 
x
TAx < \
n
x
TZx for all χ G IR". Because Q is monotone and linear this yields 
AiQ((ZVu)TVu) < QiCAVu^Vu) < \
n
Q((ZVu)TVu) on Ω. From this it foUows 
directly that Condtf,- ^L"7") < A„/A !. · 
Remarks 7.5.3 
• For Ζ = 7„ this leads to (LLT = A)Cond(.L-lHL-T) < A„(A)/Ai(A) where 
0 < Ai (A) < A„(A) are the extreme eigenvalues of A 
• If furthermore A = С as defined in theorem 7.5.1 then the condition 
number satisfies CoiidiL~lBBTL~T) = w
mtx/wmin. 
7.6 Advantages of the factorization 
Some advantages of the use of the factorization method for the assembly of stiff­
ness matrices compared to the use of straightforward quadrature methods are: 
• The matrix BT, which is a discretization of the gradient operator, depends 
only on the grid geometry. Furthermore the matrix M is a discretization 
of matrix A, so during the computation of M one gets information about 
A. If matrix H = H (и) is non-linear then only M and not В will depend 
on this function u. Hence updating H only involves updating M 
• According to theorem 7.3.1 the degree of the local basis functions and 
quadrature formulas may vary from element to element. Hence it is pos­
sible to use quadrature rules for elements lying near boundaries or inter­
nal layers which differ from those used for other parts of the domain 
• For some specific choices of {φ^ }Ji
 i and {ф^ }J'=, the element matrix Bj 
will be very simple, thereby considerably reducing the amount of work to 
be performed 
• If M is invertible Я " ' can be approximated by (BBT)- lBM- lBT(BBT)- К 
This approximation is especially accurate when M is close to a constant 
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times the identity matrix, see e.g. [4] and [3]. Some of the advantages 
are: 
- for an arbitrary grid BBT is nonsingular and spectrally equivalent to the 
stiffness matrix Λ on Ω if all weights are positive. Matrices Λ and 
BBT have the same sparsity structure as Η which means that no 
new pointer arrays have to be generated 
- Matrix M~ ' is easy to compute due its simple structure 
• When solving linear systems with matrix BMBT by iteration, the residu­
als can be computed in a stable way using différences, which implies that 
the resulting round-off errors in the computed solutions are bounded in-
dependent of the fineness of the grid. In the present formulation, the 
matrix vector multiplication with В and BT are then performed as sum 
of differences which means that they can be computed with no or small 
roundoff errors (see [5]). Without this trick these errors increase as 0(N), 
N —• oo, in a two-dimensional problem. 
7.7 The Navier's system of equations 
In this section the Navier's equations, which describe the deformation of solids 
or the flow of fluids, illustrate an extension of theorem 7.3.1 to systems of differ­
ential equations. Theorem 7.5.3 will be used to obtain condition numbers of some 
preconditioned versions. 
In two space dimensions the Navier's equations can be written as the following 
linear system of differential equations: 
д l-i/ д l+ΰ д 
-d?Ul--2-ê?Ul-^r-WyU2=fi0nQ 
l-i> д θ l + û д , _ (7.7.1) 
— 2 - ä ? " 2 - ψ"2- —дГ
у
щ =ί20ΏΩ 
и = 0 on Г 
where û = ι//(1 — ι/) with ν the Poisson ratio (see for instance [7] and [20]) and 
и = [ui,U2ÌT. The scalar й ε (0,1) is related to the properties of the material used. 
For almost inelastic (incompressible) material ν « 1. The variational formulation 
of (7.7.1) is: find u = [u ι, u j e Vi ® Vj such that 
L (А в р вЛг = 0 г € і в , (7.7.2) 
η 
of the Hessian matrix 179 
where Vi, V2 С H¿(fí) are simultaneously the trial and testspaces and A is a sym-
metric but not diagonal matrix 
о 0 0 с 
0 6 0 0 
0 0 6 0 
с 0 0 CJ 
with о = 1, Ь = (1 — Р)/2 and с = (1 + v)/2. Note that A is singular for ν = 1. 
Now discretize (7.7.2) by chosing Vj = V2 = V, the set spanned by the finite 
element basis functions {vil j lp and a quadrature rule Q with positive weights. 
Define {u>i}f¥l to be a basis for V ® V and the 2N by 2І stiffness matrix Η by 
[Я]у· = <2(САуюу)тУ1Г;). Then, in an analogous way to section 7.3, it can be 
shown that Я can be factorized into a form BMBT where В is an N by 4N' matrix 
and M is a 42V' by 4N' matrix 
Я = BMBT,B = [B ( 1 >B ( 2 >B ( 1 ) B< 2 >] 
"M"·» 0 0 м ( 1-4 )-
0 Αί(22> 0 0 
0 0 Μ<2·2) 0 
LM«1-*) о 0 Λί«1-». 
with flW.B®,ΜΗ·»,**0·» and М(1-4) defined as in (7.3.4) respectively (7.3.5). 
Finally, an estimate of the condition number of Я , preconditioned by two partic­
ular stifiness matrices G, is presented. To this end define the 
M = 
A ( « -
о 0 0 i d 
0 b ( l - 0 ) c 0 
0 ( l - 0 ) c 6 0 
0c 0 0 α J 
Z> = Diagía, 6, ft, a) 
where 0 < θ < 1 and note that A = A(l). 
Theorem 7.7.1 Let Α,Α(Θ), and D be defined as above. Then 
• for [Я]у = Q((AVWj)TVWi) and [G]» = Q((74Vic,)TVw,) = LLT one 
has 
Cond(L-lHL-T)<^ 
1 — 1/ 
• for [Н]ц = Q((AVWj)TVWi) and [G]y = Q((DVWj)TVu>i) « LLT one 
has 
Coiia(L-lHL-T)< - ^ . 
~ 1-й 
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Proof. First note that matrix A in (7.7.2) can be replaced by matrix Α(θ) for all 
0 € [0,1] without changing equation (7.7.2) because the homogeneous boundary 
conditions imply 
Jn(^v)udX = і íxVÍudX + a- ) і ^VíXudX ^ 0 » 
for all u, υ £ H¿(fi). Now use theorem 7.5.3 to determine the condition number: 
• Let matrix Ζ = /4, then G = Λ = LLT. Consider the eigenvalue problem 
Ax = XliX. In this case it is easy to see that σ = {(1 - Ρ)/2, (3 + £)/2}. 
According to theorem 7.5.3 hence Cond(L-lHL-T) < (3 + £)/(! - v) 
• Now take matrix Ζ = D and let A = A(0). The solution of the generalized 
eigenvalue problem Α(θ)χ = λ(θ)Οχ now yields σ := {α ± Oc, α ± (1 -
)с/Ь}. Minimization of AmM(0)/Amin(ö) for θ e [0,1] yields, according to 
[7], θ = 2/(3 - Ρ) whence Cond(L- lHL-T) < 2/(1 - Û). 
As can be seen it is possible to extend the theoiy of section 7.3 for systems of 
partial differential equations without any restrictions. In this case it is advisable 
to assemble Η elementwise using the submatrices В^М^^В^ as in section 7.4. 
7.8 Stiffness matrices and mixed variational formulation 
Earlier methods (see [3] and [6]) to derive the BMBT factorization of stiffness 
matrices used a mixed variational formulation of the system of coupled equations 
related to (7.2.4): 
A~1«-Vu = ΟοηΩ 
- г = f on Ω 
η г
 ( 7
-
8 1 > 
и = 0 on Го 
г
т
п = g on Γ
Ν 
with ζ = AV и, A an η by η nonsingular matrix and η the outer normal of Ω. 
Now consider a discretized mixed variational formulation of (7.8.1). Choosing as 
before a finite element space V с Η (^Ω), a quadrature rule Q as in (7.2.1) and a 
corresponding finite element space M С Ιι2(Ω) constructed as in section 7.3, this 
gives: find ид € V and z^ € Mn such that 
Q((A- lzh)Tw) - < ? ( V и » = 0 V ^ M . 
-Q(zlVV)= [fvdx+f gvds V„ev ( 7 ' 8 ' 2 ) 
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where h is the finite element grid parameter. If one takes 
((^1,0.....Οί,·...^,^,....©.»,^!,©,...^^....»,...^,^^)) 
as a basis for M", and sets 
f N 
«A = Σ "¿.fcVi α = [ori,..., aN]T 
v
 i=l 
then this leads to the system of equations 
M- 1 -BT] \ß 
В 0 J [α 
or equivalently 
BMB ra = F 
where the block matrices M and Б are defined as in theorem 7.3.1. 
Note that the representation of matrix M depends on the order of the basis func­
tions of Mn. If the basis for Mn above is permuted into 
((φι,0,...,0),·Λ0 0>Vi),(V'Ar',0,...,0))...,(0,...>0,VN')) 
then this leads to a block diagonal matrix M = Diag(M(1),... ,Λί4^) of order 
nN' with diagonal blocks M<m) of order η as defined in theorem 7.5.2. The block 
structure of M for both bases is shown in figure 7.6. 
For nonsingular matrices A the factorization (theorem 7.3.1) and the mixed for­
mulation coincide. This has already been proved for a positive definite diagonal 
matrix Λ in [3], [6] for the choice of: 
• quadratic basis functions together with 3-point Gaussian quadrature on 
a triangulation of a two-dimensional domain 
• linear basis functions in combination with 1-point Gaussian quadrature 
on a similar domain. 
7.9 Numerical results 
In this section a non-linear differential equation is studied to compare the compu­
tational work for the residual (gradient) and the Hessian with the use of the fac­
torization method. Further the computational complexity for the various parts of 
a damped inexact Newton solution algorithm is examined to provide an estimate 
• ; 
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of the assembly costs for the Hessian in comparison with the total computational 
costs. 
As a test problem consider the following non-linear differential equation which 
models a subaortic potential flow around an airplane wing (see fig. 7.7) 
-V·(р(І и|2) и) = 0 on Ω С m 2
 n q n 
pflyurT- л»(і - № " l 2 -M»»·/« w ' y · 1 ' 
with boundaiy conditions 
p(|Vu|2)VuTn = 0 on the wing 
u{x) = Voo-x at infinity. 
Here Moo is the Mach number at infinity, ρ« is the air density at infinity and i>oo = 
Moo is the wind velocity at infinity (see e.g. [9]). For other types of domain, like 
windtunnel sections, see [15]. Note that ΓΝ is the wing profile and that Го is a 
circle around the airplane wing, at a suitable distance. 
If this equation is linearized using a Newton method and if the resulting lin­
ear systems are discretized with the use of quadratic finite element basis func­
tions {w}fLi on triangles in combination with 3-point Gaussian quadrature, then 
the gradient F(u) and its derivative, the Hessian F'(u), are given by (see [8] 
and [9]) 
[^(
и
)]; = $(р( |Уи| 2 )Уи г У^)- / (ρ(\ν_α\2)ν_ατη)φιά3 
[*·'(«)]<,· = <?(p(|Vu|2)V φ/V η + 2 · рЧІ иіЪ цГ ^ и 7 " ^ ) 
where p'(C) Ξ Âp(C), С = IY"|2· Note that for IHYuj2!^
 n
 < 1 the Hessian is 
positive definite. 
According to theorem 7.2.1 F' is a stiffness matrix. Rewriting F and F' into stiff­
ness matrices yields 
F(.u) = G(u)u-f 
[G(u)]ü = WAV.pjfVvti) 
A = Diag(p(|Vu|2),p(|Vu|2)) 
l/]¿ = / (p(|Vu|2)VuTn)Wd5 
[ГШц = Q((ASw)rYw) 
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where 
д
 =
 MlYul2) + 2 · ul • ^(|Vu|2) 2 · u
x
 • uy • /((VM) 2 ) ] 
I 2 - и, • и, • //(IVul2) /KlYul2) + 2 · и» . p'dVuj2) J " 
Note that G and F' are both stiffness matrices with bandwidth 19. 
In order to simplify the comparison of the assemblage costs for the gra­
dient and Hessian, assume that the evaluation of A at one quadrature point 
costs d = 16 flops and that the evaluation of A costs 2d flops (evaluation of 
p(| Vu|2) and p'(|Vu|2)). Further, for this choice of basis functions, the asymptotic 
relationship 2L = N will be used, which is true in the limit case where the grid 
parameter h —» 0. Therefore the additional matrix vector multiplication needed 
for the assembly of the gradient costs 19 · 2L = 38L flops. 
Now comparing the costs for the assembly of the gradient with (7.4.6) 
and (7.4.7) gives 
í ( 2 1 { 2 + 3 . 2 . 2 } + 3íí + 204)L =(708 + 3d)L = 753L for F with (4.7) 
\ (2 · 27 + 3d + 204)L + 38L =(.296 + 3d)L = 341L for F with (4.6) 
whence leading to a ratio of (4.6) : (4.7) = 1 :2.2. 
If the factorization method for the element matrix assembly for F as well 
as for F' is used, then this yields 
/ (2 · 27 + 3d + 204)L + 38L =(296 + 3d)L = 341L for F with (4.6) 
\ (2 · 27 + 45 + 6d + 204)L =(303 + 6íí)L = 393L for F'with (4.6) 
leading to a ratio of F : F' = 1 : 1.2, which is fairly good compared to [8], where 
the ratio of assembly costs is about F : F' = 1: 5. 
Assembling Hessian and gradient simultaneously will reduce the over-
head costs (except for the evaluation of p') hence further reducing the assembly 
costs for one Newton step: 
Í 34 IL + 393L = 734L for F and F' with (4.6) apart 
\ 341L + (2 · 27 + 45 + 3d)L = 485L for F and F'with (4.6) simultaneous. 
This means that the costs for the calculation of the gradient assembly are only 
multiplied by a factor 1.4. Therefore one may conclude that the calculation of the 
Hessian costs almost nothing. 
Table 7.9.1 Assembly costs. 
task 
(1) assembly F 
(2) assembly F' additional 
(3) factorization F' 
(4) one step ILU-CG 
#flops 
170JV 
Ί2Ν 
50N 
43N 
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Now consider the total costs for each damped inexact Newton step, with ILU-CG 
to solve the linearized systems (for the sparsity pattern of the Jacobian matrix, 
see fig. 7.8). The costs can be divided into those for the assembly of F and F', 
the ILU factorization of F' and for the solution of F'x = F with the ILU-CG. 
Table 7.9.1 (see also [5], pp.384,385) shows the costs for the separate parts for 
the simultaneous assembly of F and F'. 
Because one Newton iteration step consists of several ILU-CG iteration 
steps, one roughly obtains the approximate ratios 
(1) : (2) : (3) : (4) = 4 : 2 : 1 : » 
where i is the average number of PCG iterations per Newton step (note that back­
tracking can be neglected if one uses the continuous method in [2]). For an almost 
transonic problem with Uoo = 0.74, using several coarse grids, obtained by uni­
form refinement from a coarse grid Q(0> as in chapter 5, this average number i is 
shown in table 7.9.2. 
Table 7.9.2 # Newton steps. 
Grid 
Q№ 
Q(Ü 
QW 
QM 
N 
561 
1073 
2145 
4193 
#Newton steps 
4: 8,14,17,22 
4: 3,37,38,81 
3: 6,70,97 
3:10,117,150 
i 
15 
40 
58 
112 
Here the stopping enterions (see sections 5.9 and 8.2) are given by Cnoniineu- = 
10~l0 and eiinau-, such that one has quadratic convergence (see section 8.2). On all 
grids Q***, the starting residual Fiuf*) of the interpolant of the previous solution 
is in the order of 10~ '. On the first grid, uf^(x,y) = u ,^ · χ is taken as a starting 
solution. See figs. 7.10,7.12 resp. 7.9,7.11 for the finite element grid and isoclines 
of the Mach number on the domain of the solution of (7.9.1) for N = 4193 on 
grid Q(3). In the third column of table 7.9.2, after the semicolon, the number of 
linear iterations for the separate Newton steps are listed. 
Note in passing that there is no difficulty solving problems with Mach 
numbers smaller than but arbitrary close to 1 (subsonic case). Newtons method 
diverges however in the transonic case. 
Note that it costs nothing to compute the eigenvalues of A and A during the 
assembly of G and F' in this test example because 
<r(A) = {p(|Vu|2)} 
<r(À) = MIVul2),P(|Yü|2) + 2 · |Vu|2 · p'(lVu|2)}. 
This is of practical importance because if the smallest eigenvalue of Λ becomes 
negative then the Hessian will eventually become indefinite if the grid will be 
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refined up to a high level. This indefiniteness can cause the ILU-CG to crash and 
make the damped inexact Newton method useless. 
Further, since the Hessian is not uniformly positive definite, note that a break-
down could occur if one of the subsequent iterands would become transonic due 
to a too large stepsize, determined by r ^ . However for the numerical test pre-
sented above where the solution is nearly transonic, but still subsonic, it is fairly 
easy to prevent the damped inexact Newton method from breaking down. In 
order to see this, note that the second eigenvalue in <x(Â) is precisely equal to 
p(s, |Vu|2)(l - MHx, [Vu)2), where 
MHx, [VU|2) = - 2 | ы |У (*, 1 ы|2)/р(х, |Vu| 2). (7.9.2) 
Here, in computational fluid dynamics, the term M 2 is called the Mach number 
(squared). If this Mach number is uniformly less than one then the problem is 
said to be of subsonic nature - the problem is elliptic -, if it is locally greater than 
or equal to one, the problem becomes transonic - a parabolic layer arises - and 
if the Mach number is uniformly greater than one than the problem is said to 
be supersonic or hyperbolic. Before introducing the modification of the diffusion 
tensor to ensure that the Newton algorithm can not break down, consider the 
Mach number for some well-known examples. 
Example 7.9.1 Consider the case where p(|V,u|2) = f(x) • ( |ν
χ
«| 2)Ρ. Then 
fix) • (|
 ж
ц | > 
whence the Mach number squared is uniformly less than 1 for all ρ > — j . Note 
that the Ladyzhenskaya model (1.2.2) has a diffusion tensor of this type, possibly 
scaled by a constant. 
Example 7.9.2 Consider the minimal surface equation tensor where 
ρ(|Υ
χ
ϋ|2) = (ΐ + | ν
χ ϋ
| 2 ) - 1 / 2 . 
In this case the Mach number is equal to 
M ^ l 2 ) = - 2 |
 х Ы
| 2 - - ¿ ( 1 + ^ " 2 ' 2 ) - 3 / 2 = ' ^ І 2 , < 1 
<l + | Y
x
u | V / 2 l + |Y
x
u| 2 
for all possible solutions u. Note that the Mach number in this case is not uni­
formly bounded below 1, and that equation (1.2.3) admits such a diffusion tensor. 
Finally, the modification of the diffusion tensor ρ is investigated. The smallest 
eigenvalue of À, ρ(ζ) + 2ζ(/(ζ), is clearly greater than or equal to 0 if p(Q > 0 and 
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p(C) + 2ζ(/(ζ) > 0. Now consider the positive function b: [0, oo) i-> [0, oo) defined 
by 
b(C) = Co(C + ci)-1 / 2, co.ciGÍO.oo). 
It is easily verified that 6(0 + 2ζ6'(ζ) = Ь(0 • ci/(C + ci) > 0 for all co, ci € (0, oo). 
However; this estimate is not uniform in C· 
Now a breakpoint Co is chosen such thatJlf2(Co) = 1—ε for given ε € (0,1) 
leading to the unique choice 
where Co > u» ·«· ε > 1 - и2,. Then scalers со and ci are chosen such that the 
graphs of ρ and 6 fit continuously differentiable at the breakpoint Co· In order to 
determine these scalare note that 
P(0 =^"(0 6(0 =соЛ(0 
АО «-J«*-1«) Ь'(0 =-^соЛ-,(С) 
where * ( 0 = 1 - 7(C - υ^), f (ζ) = С + ci, andp = 1/(2γ) = f resp. q 
continuously differentiability condition leads to the conditions 
р(Со) = 6(Со)Лр,(Со) = 6,(Со) 
and therefore to the conditions 
g(Co)=/4Co) =»ci =g(Co)-Co 
cof(Coy=g(Co)p=f(Co)p =>co -ρ-4ζώ 
Finally, this leads to a modified tensor β defined by 
Ρ(0 = Ρ(0 for С €[0, Co) 
p(C) = 6(0 force [Co,oo). 
Using the tensor p, a solution with Mach number uniformly less than 1 — ε will be 
a solution of the original problem with diffusion ρ and a breakdown can not occur. 
As the modification is easy to compute, it is an easy way to avoid a breakdown of 
the Newton solution algorithm. 
In the airplain wing example ε is chosen to be 0.005, whence the break­
point Co = 0.9228. On all grids, the computed solutions remained below this 
threshold, whence every solution is a subsonic solution of equation (7.9.1), with­
out diffusion tensor modification. 
7.10 C o n c l u s i o n s 
It has been demonstrated that for many practically important examples like the 
electromagnetic field equations or the potential equations for aerodynamics the 
-¿.The 
(5 + vl).^-
mi 
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assembly of the Hessian matrix which occurs in a damped Newton algorithm is 
not more expensive than the assembly of the gradient, if the factorization method 
presented in this chapter is used. Hence in those cases there is no need to avoid 
updating the Hessian each iteration step or to use other techniques to assemble 
the Hessian such as those described in the introduction. 
It can even be stated that the computation of the Hessian costs almost 
nothing except for the calculation of the derivative of a function as the residual 
has to be calculated at each iteration step in any case. The extra work needed for 
the Hessian is often so small that, when the gradient has already been computed, 
it amounts to about the computing time needed to store its entries. 
Use of the factorization method provides also good information about 
positive definiteness of the stiffness matrix. Also more insight in the effect of the 
use of quadrature formulas in finite element methods is provided. 
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Non-linear iterative 
solution methods 
An unpubliebed extension to all previous chapter« presenting 
the damped inexact Newton algorithm and iterative solution 
methods used for the numerical tests presented. Also the 
computation of the Jacobian matrix for all partial diffential 
equations studied in this thesis is presented. 
8.1 The Jacobian matrix 
The Jacobian matrix, as used for the derivation of the discretization error esti­
mates and the damped inexact Newton solution method, turns out to be easy to 
determine for all differential equations considered in this thesis. After the exam­
ination of this Jacobian matrix the damped inexact Newton method using it and 
the iterative solution methods are presented. The formulas and solution methods 
presented are the basis for all numerical test in the previous chapters. 
LemmaS.l.l Let V
x
 denote the gradient in space dimension and V thegradient 
in space and time. Further let F(x,u, |V
x
u|2) for и G H | ( Q ) be defined by 
{ F ( * , B , | V , U | 2 ) , I » ) - Í(JE(.x,ut\Vxu\2)Vsú)TVsv+f{x,u,Vu)vdxdt+¿ vhds 
for all functions ν £ H¿(Q), where E is a diagonal matrix and the function h 
describes the Neumann boundary conditions. Then the Jacobian matrix is given 
by 
(F'(x, u, | ν
χ
ϋ | V о) = <|£(*, и, і а д 2 ) , υ) 
= / [{E + 2E'V
s
uV
x
u
T}Z
x
w] V
s
v + 
-Kffjb. ν,ϋ + д j- , г, Τ df du' — д и • ν dxdt 
for all functions и e Н^ (Q) and all υ, w e H¿(Q). 
Proof. This follows straighty using elementary Banach-space analysis concern-
ing partial derivatives of functionals and exploiting the definition (1.3.4) and 
lemma 3.3.1. · 
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Note that the Jacobian matrix is no longer symmetric in u, w in the case that E 
depende on и ar f depends on V
x
u. For numerical tests considering static two-
dimensional partial differential equations, the integration in time, which is part 
of the definition of F and its derivative, is simply omitted. The integrals involved 
are approximated elementwise (for all triangles in a grid Q covering Q) with the 
use of a second degree Gaussian quadrature rule, as can be found in chapter 7. It 
should be noted that for all linear partial differential problems studied, the use 
of linear or quadratic basis functions in combination with this quadrature rule 
leads to exact integration, i.e., integration without quadrature errors. 
8.2 The damped inexact Newton method 
The damped inexact Newton method (DIN) used for all numerical test is intro­
duced in [5]. There it is shown that the method converges for all finite dimen­
sional non-linear systems of equations F(i) = 0 with uniformly positive definite 
Jacobian matrix F'. It is closely related to the simpler damped Newton method, 
which can be formulated in pseudo programming code by 
k = 0 
While ||F(**>)|| >
 εηοηυ
™-Γ 
Do 
d™ := {*"(*»>)}-^Сж«) 
x
(*+i ) . _ ^ * )
 + r(*+i)¿(*) 
k:=k + l 
Od 
for a predetermined precision €non\¡neai. Here the parameter r(*+ ·* is called the 
damping parameter and || · || denotes a norm. In the case r**' = 1 the method 
reduces to the classical Newton method where the correction d™ = jf<*+1) - x ^ 
has to be computed exactly or for instance to machine precision accurate. 
The damped inexact Newton method is called damped since the damping 
parameter r(*> is involved and it is said to be inexact since the subsequently com-
puted corrections d are only computed to a certain predetermined precision, as 
can be seen in the following pseudo code describing the method 
r«» = 1; k = 0 
While ||F(*»>)|| >
 enonI iM„ 
Do 
r<*+,>:=min(l,2r<*>) 
Determine d<A> such that 
jptt+1) . _
 x(h) + r(*+l)¿(*) 
While ІІРЧяа+^ІІ/ІІГС*«)!! > (1 -
 Т
т<*+1>) 
Do 
r
<*+i)
 : = T (*+i)/2 
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x(*+l) :=x(*) + r ( * + l ) d ( * ) 
Od 
k:=k + \ 
Od 
for given ж(0). Here ε ^ ^ = р^^Сх**))) with ρ* is a forcing sequence. In all 
numerical tests p*** is (¿osen to be ρ**' = min{-^, ^(д^**)!]}. The scalar 7, which 
is an arbitrary scalar to be chosen in the interval (0,1), is set to 7 = -^ for all 
tests. Note that the damping parameter r^ is determined automatically. This, 
together with the fact that no estimates involving the norm of the Jacobian matrix 
are needed, is the reason that this method has been used. Other methods can for 
instance be found in [2]. 
One can show (see [5]) that the above choice for the forcing sequence 
guarantees the existence of a positive UT G IN such that r<A> = 1 for all k > 
K. Hence, for k large enough, the DIN method reduces to an undamped inexact 
method. In combination with the choice of the forcing sequence above, this will 
lead to quadratic convergence for k —* 00, i.e., 
| | * » + 1 > - * « | | < c | | a r « - j r e - u | | a 
for a certain positive scalar c. Note that the iterands x<*+1) in the damped inexact 
Newton method could have been defined differently, with the use of 
as presented in section 1.6. This approach simplifies the notations involved since 
no separate search direction d1*' is needed. However, it is not used for the actual 
computations, since for the possible case of a very small damping parameter, the 
vector r^FOt*') gets too small. 
For all numerical tests presented, including the linear problems, the DIN method 
is used for the solution of the partial differential equation, discretized with the 
use of finite element basis functions where F above denotes the gradient vector 
and F' its related Jacobian matrix. In order to simplify the notations for the pre­
sentation of the iterative solution methods in the next section, let for given χ^\ 
the matrix Λ = F'ix**)) and vector 6 = -Fix**)) be defined by 
[Αία = (Ρ'ίχ^,φί) and [bh = (FC*»),«*), 
using the finite element basis as in chapter 5, the Gaussian quadrature rule as 
in (7.4.1) and the definition of F and F' given in lemma 8.1.1. Note that this nota­
tion implies that I F ' Í ^ W ^ + FOr^)! = ( г ^ , where r * denotes the residual. 
This means that the iterative solution methods to be presented will have a stop­
ping criterion llr^ll < e * ^ . 
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The matrix A is stored in the special row-wise ordered manner as intro­
duced in section 6.6. The node numbering, determining the sparsity pattern of the 
matrix and the vector, satisfies (5.4.2), in order to guarantee a block structured 
matrix in the case that a hierarchical finite element basis representation is used. 
Further, assuming that x<0) G ft7(Q) (see (5.9.1)) satisfies the - inhomogeneous 
- Dirichlet boundary conditions, the search direction must satisfy homogeneous 
boundary conditions, i.e., d*** E MoiQ)· In order to guarantee this the matrix A 
and vector b are always modified as follows. Let φι be a node defined at a Dirichlet 
boundary point, then for all./ 
[Ali, - Щі = И." = 0 and [Ah = 1 
Note that this procedure in some cases also has to be followed in order to prevent 
the matrix from being singular. This would for instance be the case if F is the 
Laplacian functional and a standard nodal finite element basis is used for the 
construction of the matrix Л. Then, without the modification above, A maps the 
vector [1, . . . , l ] r , onto 0, i.e., the unmodified matrix A is singular. 
8.3 The solution of systems of linear equations 
A linear system of equations Ax = b as obtained in the previous section, emanat­
ing from the discretization of a partial differential equation, is usually sparse and 
of large order. Iterative solution methods, exploiting these properties, are mostly 
much cheaper solution methods than the classical Gaussian elimination method. 
Main reason is the fact that the latter method causes a large amount of matrix fill 
in (see [4]) and therefore demands the whole matrix to be stored in the computer 
memory. Using an iterative solution method, only non-zero entries of the matrix 
have to be stored, and the matrix A~l will not be computed. 
In order to speed up the convergence rate of an iterative method a pre­
conditioner С = LU » A is constructed by the incomplete Gaussian factorization 
ILU (see for instance [4], pages 40, 41). Here incomplete means that during the 
row-wise ordered elimination without pivoting, corrections are neglected if they 
do not correspond to couplings (ij) of the sparsity patterns J, presented in sec­
tion 5.5. The elimination takes into account the node numbering - reflecting the 
level of refinement (5.4.2) - by starting to eliminate using the nodes of the highest 
level, implying that the resulting preconditioner LU depends on the numbering 
of the nodes. Tests in [6] using a standard nodal finite element basis have shown 
the influence from several numbering strategies on the rate of convergence. 
There exist many other possible preconditioning techniques for symmet­
ric positive definite matrices A emanating from elliptic differential equations, but 
here the incomplete LU preconditioner is used since for time-dependent problems 
the related A is not symmetric. However, in the case of a positive definite matrix A 
one could consider also the elementwise factorization technique proposed in [7]. 
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All numerical test performed use one of the described iterative solution meth­
ods below. The initial approximation x ( 0 ) is always taken to be equal to C~ '6. 
The stopping criterion used by all iterative methods is ||r(*) || < eunew for a given 
precision eiineu-, where || · || denotes the Euclidian norm. This differs from the pro­
posed criteria in the literature (see e.g. [4] and [9]), for comparison purposes. As 
all norms on a finite dimensional vector space are equivalent, there is no spe­
cific reason to choose the Euclidian norm in the stopping criterion. For example, 
the max-norm || · Ц^ could have been used as a cheap alternative. Note that the 
stopping criterion does not take into account the type of finite element basis used. 
The first and oldest method to be considered is the preconditioned conjugate gra­
dient PCG solution method as described in e.g. [4]. This method in general can 
only be used to solve symmetric positive definite linear systems of equations and 
is given by the following pseudo code 
г<0>:=Л*<0>-Ь 
k:=0 
While |r<*> || > q i n M r 
Do 
α = -(г* Λ 
β = a/{a0*. Ad™) 
*<*+ 1> = «<*> + ßd™ 
г
(*+1) _
 r
(*) _0d<*> 
7 = (r ( * + 1 ) ,C- 1 r ( * + 1 ) )/a 
d*+1) =/3d ( * ) -C- 1 r ( * + 1 ) 
A : = * + l 
Od 
for all numerical tests performed. 
As the time-dependent partial differential equations give rise to nonsymmetric 
systems of equations other iterative solution methods are necessary. For the so­
lution of nonsymmetric positive definite problems the more recently developed 
preconditioned generalized conjugate gradient least squares GCGLS method and 
conjugate gradient squared CGS method have been used. The GCGLS method 
can be described by (see e.g. [1]) 
r«»:=Ax«»-b 
p(0)
 : s =
 c - i r ( 0 ) 
d(0) := -p ( 0 ) 
k:=0 
While ||r<*>|| > £ l i n M r 
Do 
a<*> := -(Γ^,Αα^/ίΜ^,Αά™) 
x
< * + i ) : = J C < * ) + a<A)d(A> 
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г
( * + і ) : = г < * ) + а<*)^<*> 
Ä* + , ) :=ÁrAp<M*l> 
ß*K := (^+ι\άΛ-^/(Αα^\Αά^\ j = 0,...,k 
k:=k + l 
Od 
For practical reasons a truncated version of this algorithm is used, where only 
the last I search directions are used to determine the new search direction. The 
summation term in the algorithm above then ranges from j = max(0, k — I + 1) 
boj = k. One can prove, if the symmetric part is positive definite (see [1], [3]), 
that the residuals r t t > converge monotonically to zero. 
The CGS solution method (see [9]) is given by the code 
ρ
( <
» : = 0 ; 9 < 0 ) : = σ , ο ( 0 > : = 1 ; 
r«»:=6-A^-yo> 
^ ( 0 ) . _
 c
(0) 
k := 0 
Wbile ||r<*>|| >
 e | i n M r 
D o 
«<*+» := (*(0>,c<*>) 
β : = α«*»fa™ 
u
(*+l)
 : = c
<*> +/Jg<*> 
С
(*+1)
: =
С(*)
 + Др(*) 
„(*+I) . _ „<*+»
 + ΛρΛ+Ι) 
c<*+1):=L-1A£7-,i><*+1> 
7 : » в * + | ) / ^ д а , в * + 1 ) ) Ç<*+1) ._
 utt+1) _ фік* 1) 
c
( * + i ) . _
 Bc*+i) +q(*+i) 
y(*+l)
 : =
y(*)
 + 7 C ( * + i ) 
r
c*+i) ._
 r
« ) _
 TAi^"
1
c
<
*
+1) 
c
(*+l) . -¿ -1
г
( * + 1 ) 
* : = * + ! 
Od 
«:=Ι7-^<* + 1 ) 
for arbitrary t<0). In all tests performed * ( 0 ) := L" , r ( 0 ) . Note that the algorithm 
above computes the solution χ on a transformed bases (transformation with L~l). 
There is no proof of convergence available for this method, possibly due 
to the fact that breakdown can occur for {tm,c{k)) = 0 for certain k. Contrary to 
the GCGLS method, the residuals Γ№> do not converge monotonically to zero in 
general. Prior to convergence, they can vary several orders of magnitude (early 
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literature can be found in [8]). However, recently, v.d. Vorst [10] introduced the 
related Bi-CGSTÁB iterative solver which behaves more stable, also for problems 
which contain a moving shock. The convergence rate is approximately that of the 
CGS method. 
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Samenvatting 
Iteratieve methodes voor niet-lineaire partiele differentiaalvergelijkingen. 
Gedurende de afgelopen decennia is veel aandacht besteed aan gepreconditio-
neerde iteratieve methodes. Onderzoek heeft uitgewezen dat dergelijke iteratieve 
methodes uitstekend geschikt zijn voor het oplossen van de meest voorkomende 
elliptische differentiaalvergelijkingen Met de heden ten dage nog toenemende 
computercapaciteit is er echter een groeiende behoefte om meer ingewikkelde na-
tuurkundige problemen op te lossen. Onderzoek naar het functioneren van de ite-
ratieve methodes voor deze klasse van natuurkundige problemen is zomede in de 
belangstelling komen te staan. Voorbeelden van deze vaak tijdsafhankelijke niet-
lineaire problemen kunnen gevonden worden in de oliewinnings-, vliegtuig- en 
halfgeleiderindustrie. Tegen de achtergrond van deze ontwikkelingen onderzoekt 
dit proefschrift het gebruik van de iteratieve methodes voor globale tijds-ruimte 
eindige elementen methodes, toegepast op tijdsafhankelijke niet-lineaire partiële 
differentiaalvergelijkingen. Tevens wordt het adaptief verfijnen van rekenroos-
ters en de constructie van preconditioners voor zulke roosters bestudeerd. Deze 
toepassingen, die recentelijk meer in de belangstelling zijn komen te staan, zijn 
tot op heden nauwelijks bestudeerd. Reden daarvan is zonder twijfel de complexi-
teit van de vergelijkingen die niet zelf-geadjungeerd zijn en oplossingen toelaten 
met zich in de tijd verplaatsende shocks. 
In principe is het functioneren van een iteratieve methode voor het oplossen 
van een niet-lineaire tijdsafhankelijke differentiaalvergelijking sterk afhankelijke 
van de gebruikte discretisatietechniek, aangezien deze techniek de achtereenvol-
gende op te lossen stelsels van vergelijkingen bepaald. In het geval van een eindige 
elementen methode kan men de volgende discretisatieparameters onderscheiden 
• de constructie en verfijning van een rekenrooster dat het natuurkundige 
domein overdekt, 
• het type van de eindige elementen basisfuncties en de geassocieerde basis 
voor de representatie van de benaderende oplossing, 
• de niet-lineaire oplosmethode voor het lineariseren van de differentiaal-
vergelijking of het gerelateerde systeem van vergelijkingen en 
• het type van de gebruikte - gepreconditioneerde iteratieve - oplosme-
thode voor het oplossen van de resulterende systemen van lineaire ver-
gelijkingen. 
Bovenstaande parameters beïnvloeden het gedrag van de iteratieve oplosmethode 
aangezien ze de coëfficiënten van het systeem van vergelijkingen en de bijbeho-
rende preconditiematriz bepalen. Voor veel tijdsafhankelijke niet-lineaire proble-
men wordt de totale rekentijd voor het oplossen ervan gedomineerd door de con-
structie van een geschikt rekenrooster en het opstellen van de voortvloeiende 
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gelineariseerde systemen van vergelijkingen. Daardoor kan het gebruik van een 
iteratieve oplosmethode van optimale complexiteit - dat wil zeggen, met een aan-
tal rekenkundige operaties evenredig aan het aantal vrijheidsgraden - weinig in-
vloed hebben op totale benodigde rekentijd. 
Dit proefschrift onderzoekt de mogelijkheden tot optimalisatie van de af-
zonderlijke bovenstaande discretisatieparameters om zodoende tot betere globale 
oplosmethodes voor tijdsafhankelijke niet-Uneaire partiële differentiaalvergelij-
kingen te komen. Ter bestudering van het gedrag van iteratieve oplosmethodes 
voor gelineariseerde problemen worden enkele uit de literatuur bekende algorit-
men gebruikt in de numerieke testen. 
Voor de op te lossen niet-lineaire tijdsafhankelijke differentiaalvergelijkingen zal 
een continue globale tyds-ruimte eindige elementen methode onderzocht wor-
den. Deze techniek gebruikt een eindige elementen approximatie, gelijktijdig in 
tijd en ruimte, voor een relatief groot tijdsinterval (tj_\,tj], genaamd tijdsplak. 
Door deze aanpak kan men volstaan met veel minder vrijheidsgraden dan bij de 
meer traditionele stap voor stap tijdsdiscretisatie methodes, omdat de eindige 
elementen verschillende afmetingen in de tijdsvariabele toestaan, voor verschil-
lende waarden van de ruimtevariabele. De methode heet continu aangezien de be-
naderde oplossing op het tijdstip t = i,· gebruikt zal worden als beginwaarde voor 
de te benaderen oplossing in de volgende tijdsplak (ί,-,/,+ ι]. Deze methode leidt 
tot oplossingen die continu zijn in het hele tijds-ruimte domein, in tegenstelling 
tot de discontinue methode, waar de oplossing op t = tj slechts bij benadering als 
beginwaarde voor de oplossing in de volgende tijdsplak ((/.^чіі gebruikt wordt. 
Voor literatuur aangaande de discontinue methode kan verwezen worden naar 
Hulme [8] en Jamet [9]. Meer recentere publikaties kunnen gevonden worden 
in Johnson [10], Aziz en Monk [5] en Layton en Maubach [11]. Voor publikaties 
aangaande de continue methode wordt verwezen naar Axelsson en Maubach [3], 
[4] alsmede naar de eerste vier hoofdstukken van dit proefschrift. Een voorbeeld 
van een discontinue methode is in hoofdstuk 4 te vinden. 
Aangezien een oplossing van de te bestuderen differentiaalvergelijkingen zich 
in de tijd verplaatsende shocks kan bevatten, zal men een goed rekenrooster 
voor het benaderen van zo'n oplossing moeten gebruiken. Aanvankelijk moet 
meestal een grof beginrekenrooster gegeven worden, zodat verder met behulp 
van adaptieve lokale roosterverfijningen het rooster aan de oplossing aangepast 
kan worden. Voor de lokale verfijningen wordt in dit proefschrift in hoofdstuk 5 
de nieuwste punt bisectie verfijningsmethode van Sewell [14] en Mitchell [12], 
[13] toegepast, welke voor het tweedimensionale geval uitvoerig wordt geanaly­
seerd. Echter, ook in het driedimensionale geval, - twee ruimtedimensies en één 
tijdsdimensie - kunnen analoge verfijningstechnieken gebruikt worden, zoals bij-
voorbeeld aangetoond is in Bänsch [6]. 
De bisectie verfijningsmethodes zijn verwaarloosbaar goedkoop in ver-
houding tot het iteratief oplossen van de resulterende lineaire stelsels, alhoewel 
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de constructie van een goed grof beginrekenrooster nog steeds kostbaar kan zijn. 
Verder leiden deze methodes tot matrices met goed gestructureerde en eenvoudig 
te analyseren ijlheidspatronen. Gebruik makende van de gestruktureerdheid van 
dit ijlheidspatroon worden in dit proefschrift, voor alle numerieke testen, alle ma­
trices afwijkend van gebruikelijk in het computergeheugen opgeslagen, zie para­
graaf 6.6. 
De in dit proefschrift gepresenteerde globale tijds-ruimte eindige elementen me­
thode, is van het Petrov-Galerkin type. De met behulp van het onderliggende 
rekenrooster geconstrueerde eindige elementen testfuncties zijn in sommige ge­
vallen (zie bijvoorbeeld hoofdstuk 3) van het streamline-upwind type om zo betere 
eindige elementen discretisatiefoutschattingen te verkrijgen. Alhoewel de meeste 
foutschattingen geldig zijn voor eindige elementen basisfuncties van een wille­
keurige hoge orde, worden alleen stuksgewijs lineaire en kwadratische basisfunc­
ties in de numerieke testen gebruikt. 
De tijdsafhankelijke niet-lineaire partiele differentiaalvergelijkingen worden in 
dit proefschrift gelmeariseerd met behulp van de gedempte inexacte Newton me­
thode gepresenteerd in [7]. Voor de meeste te bestuderen problemen wordt deze 
methode gebruikt om een reeks lineaire partiele differentiaalvergelijkingen te 
construeren. Deze worden dan bij benadering opgelost met behulp van een con­
tinue globale tijds-ruimte eindige elementen methode (zie hoofdstuk 5, en het al­
goritme gepresenteerd in paragraaf 5.9). De gedempte inexacte Newton methode 
maakt het berekenen van de Jacobi matrix noodzakelijk. In hoofdstuk 7 wordt 
aangetoond dat het berekenen van de Jacobi matrix voor de in dit proefschrift 
bestudeerde vergelijkingen niet duur is in verhouding tot het assembleren van 
de onderliggende gradient operator. Dit is een gevolg van het feit dat het diffusie 
tensor afhankelijke gedeelte van de gradient een stijfheidsmatrix is. Er wordt be­
wezen dat stijfheidsmatrices gefactoriseerd kunnen worden op de vorm BMBT, 
zodanig dat de rechthoekige matrix В alleen van de geometrische vorm van het 
rekenrooster afhangt. De matrizelementen van M zijn de gewogen waardes van 
de diffusie tensor in de integratie punten van de gebruikte numerieke integratie 
formule. 
De iteratieve oplosmethodes gebruikt voor de numerieke testen zijn bekend uit 
de literatuur en komen uit [1], [2], [15] en [16]. Voor de volledigheid zijn enkele 
oplosmethodes in een pseudoprogrammeertaal gegeven in hoofdstuk 8. Het con­
strueren van optimale algebraïsche multilevel iteratieve methodes voor het geval 
van lokaal verfijnde roosters wordt voor enkele gevallen bestudeerd in hoofd-
stuk 6. De Cauchy-Buniakowskii-Schwarz constante, bepalend voor de conver-
gentiesnelheid van zulke iteratieve methodes, wordt, voor het geval van stuks-
gewijs lineaire en kwadratische eindige elementen basisfuncties in combinatie 
met newest vertex rooeterverfijning, berekend in paragraaf 5.8. 
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Alle hoofdstukken zijn gerelateerd aan reeds gepubliceerde, te verschijnen of in 
voorbereiding zijnde rapporten. Sommige paragrafen zyn echter toegevoegd om 
basisprindpes te introduceren, de paragrafen die de numerieke testen bevatten 
zijn daarintegen vervangen door kortere paragrafen met nieuwe numerieke voor­
beelden. Tenslotte zijn de notaties in de verschillende hoofdstukken waar mo­
gelijk uniform en zijn sommige gedeeltes van paragrafen verwijderd om herhaling 
te voorkomen. 
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Stellingen 
behorende bij het proefschrift 
'Iterative methods for 
non-linear partial 
differential equations' 
van Joseph Leonardus Maubach. 
1. Zij het domein Ω een open, begrensde en convexe verzameling in К* met een 
gladde rand, en laat <J = Ω χ (0, t] voor zekere t > 0. Indien men de gradient in 
de ruimterichtingen van het domein Ω noteert met V
x
, dan geldt dat 
( / ΙΥ,υ|2 dxdt)ì en ( f [υ2 + lV,ü|2] dxdt)i 
equivalente normen zijn op de deelruimte van stuksgewijs polynomiale fiinctiee o 
in de Sobolev ruimte H'iQ) waarvoor geldt dat υ = 0 op het oppervlak dil χ (0, t]. 
Deze stelling is een uitbreiding van een klassieke Friedrichs ongelijkheid tot het 
globale tijd ruimte eindige elementen geval. 
2. Voor alle positieve waarden van de scalairen λ en 6 en voor alle η + 1-dimen­
sionale vectoren 6 waarvan de laatste component positief is, geldt dat de η -f-1 bij 
η + 1 matrix A gedefinieerd door 
4'; + 6ЬЬТ 
positief definiet is. Hier is I„ de identiteitsmatrix van orde n. 
3. Zij Ω een open, begrensde en convexe verzameling in IR" en zij E een diagonaal-
matrix van orde η met diagonaalelementen еціж, |Y
x
u| ). Indien men de fiinctio-
naal F(u) op Η'(Ω) definieerd door 
(F(u),o)= 1ŒV,u)TVxl> dx, Jn 
dan volgt dat de richtings afgeleide F'(u) van F(u) in de richting van w ç ΐΙι(ΪΙ) 
gegeven wordt door de relatie 
(F'(u)w,v) = / [{E + 2Е
 х
и
 І
и
т}
 х
ш\Т V,o dx, 
Jn 
voor de diagonaalmatrix E' = Diag(c'l,(x, [V,«)2),..., ^ ( ' , |Vxu|2)). Hier staat 
de functie ('
и
(х, |V
x
u|2) voor de afgeleide van tu(x, |V
x
u|2) naar |Y
x
u|z. 
Indien verder alle diagonaalelementen van E gelijk zijn aan e = ((*, \¥.xu\2), dan 
geldt voor de matrix В := E + 2E'YuVuT dat zijn spectrum gegeven wordt door 
<r(B) = {t{x, ΐν,ΐίΙ2),^«, |V,u|2) + 2|V,u|V(*, |V,u|2)} , 
waarde eerste en laatste eigenwaarde multiplidteit n—1 reepectievelijk 1 hebben. 
In het geval dat η = 2 leidt de definitie van В tot 
Β =
Γ ί + 2 ί # ' Tujiyc1 1 
[ 2aIujrc/ f + 2u2f,J ' 
4. Zy een stijfheidsmatrix F van orde η met behulp van eindige elementen basis­
functies gedefinieerd als in stelling 3, waarbij de integraal vervangen wordt door 
een benaderende kwadratuurformule. Dan bestaat er een factorisatie 
F = BMBT> 
zodanig dat В een rechthoekige matrix is die alleen afhangt van de gebruikte 
eindige elementen basisfuncties υ, de geometrie van het rekenrooster en de ge­
bruikte kwadratuurformule. De matrix M is vierkant en hangt alleen af van de 
diagonaalelementen van E, geëvalueerd op de gekozen kwadratuurpunten. 
6. Het schrijven van een computerprogramma ter verificatie van de gevonden 
eindige elementen foutschattingen in dit proefschrift, is een complexe zaak. 
β. Vaak blijft slechts een geTnterpreteerde versie van het gesproken woord achter 
in het geheugen. 


