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Abstract
The non-equilibrium phenomena in highly excited covalent systems in-
duced by strong laser radiation fields have received much attention in re-
cent years. Despite of many theoretical and computational investigations
these ultrafast processes are still not well understood.
In this work the well-known continuum two-temperature model (TTM)
was extended from metals to semiconductors with highly excited electrons.
It is combined with classical molecular dynamics (MD) simulations to
study laser ablation in covalent materials where the charge carriers are
created by the absorption of the laser light.
This coupled continuum-atomistic model is further enhanced by extend-
ing the static bond-order type Tersoff potential to a dynamical interaction
which depends on the electron temperature of the material. Furthermore
in highly excited covalent systems a significant decrease of the absorp-
tion length and reflectivity can be observed, which will be handled by the
Drude-Lorentz model for optical response.
The influence of the laser fluence and pulse shape on the ablation will
be investigated by studying the thermomechanical responses of the silicon
film to single, double and triple laser pulse irradiations.
Results are compared with continuum-atomistic laser ablation studies
based on static interatomic potentials and pure continuum-based two-
temparature model calculations, demonstrating the important role of non-
thermal processes in covalent materials irradiated with intensive ultra-short
laser pulses.
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Deutsche Zusammenfassung
Einleitung
Die Bedeutung der laserinduzierten Materialabtragung, im Folgenden als
Laserablation bezeichnet, gewinnt in vielen Bereichen der Materialbear-
beitung immer mehr an Bedeutung. Besonders vorteilhaft stellt sich dabei
die Verwendung von ultrakurzen intensiven Laserpulsen. Die zugrunde
liegenden Mechanismen der Laserablation, insbesondere thermische Nicht-
Gleichgewichtsprozesse, sind weiterhin Gegenstand aktueller Forschung.
Die vorliegende Arbeit befasst sich mit Computersimulationen der Laser-
ablation in kovalenten Materialien. Ziel ist es, den komplexen Prozess der
Laser-Materie-Wechselwirkungen und thermische Reaktion des Materials
anhand eines kontinuum-atomistischen Modellsystems zu untersuchen.
Theoretische Grundlagen
Die numerische Modellierung der Laserablation kann in drei Bereiche
aufgeteilt werden: Die Wechselwirkung der elektromagnetischen Strahlung
mit Elektronen und Lo¨chern, zeitliche und ra¨umliche Dynamik der an-
geregten Ladungstra¨ger und thermomechanische Reaktion des Materials
infolge der Elektron-Phonon-Kopplung.
Angeregte Ladungstra¨ger in kovalenten Materialien
In kovalenten Materialien erfolgt die Energieaufnahme vom Laserstrahl
hauptsa¨chlich durch Ein- und Zwei-Photonen-Absorption. Im Gegensatz
zu Metallen spielt dabei die inverse Bremsstrahlung aufgrund der gerin-
gen Anzahl freier Ladungstra¨ger nur eine untergeordnete Rolle. Nach der
Anregung vom Valenzband in das Leitungsband befinden sich die gebilde-
ten Elektron-Loch-Paare in einem Ungleichgewicht und werden durch eine
Verteilungsfunktion beschrieben, die erst nach Thermalisierung der freien
Ladungstra¨ger in die Fermi-Dirac-Verteilung u¨bergeht. Die ra¨umlich und
19
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zeitlich variierende Ladungstra¨gerdichte wird somit neben der Temper-
atur als charakterisierende Gro¨ße zur Beschreibung des Elektronensystems
herangezogen.
Optische Eigenschaften von hoch angeregten Halbleitern
Die Zunahme der Ladungstra¨gerkonzentration an der Oberfla¨che eines mit
Laser bestrahlten Halbleiters fu¨hrt zu starken A¨nderungen dessen optis-
chen Eigenschaften. Bei ausreichend hoher Intensita¨t der Laserstrahlung
zeigt die Probe einen metallischen Charakter, der sich in stark ansteigen-
den Reflexions- und Absorptionskoeffizienten a¨ußert. Somit la¨sst sich die
Wechselwirkung zwischen elektromagnetischen Feldern der Laserstrahlung
und Materie analog zu Metallen modellieren. Ein solches Modell fu¨r freie
Elektronen wurde von Drude und Lorentz entwickelt und basiert auf der
klassischen Bewegungsgleichung einer Ladung im lokalen elektrischen Feld.
Die dielektrische Funktion im Drude-Lorentz-Modell ermo¨glicht eine ein-
fache dynamische Berechnung der resultierenden optischen Eigenschaften
des Halbleiters in Abha¨ngigkeit von der lokalen Ladungstra¨gerdichte.
Das erweiterte Zweitemperaturmodell
Die ersten numerischen Untersuchungen der Laserablation in Metallen
wurden von Anisimov [3] im Rahmen eines Zwei–Temperatur–Modells
vorgestellt. In diesem Modell besitzen die Elektronen und das Gitter bzw.
die Atome separate Temperaturen, deren zeitliche und ra¨umliche Entwick-
lung durch zwei gekoppelte partielle Differenzialgleichungen beschrieben
wird. Als Kopplungskonstante wird hierbei die inverse Elektron–Gitter Re-
laxationszeit verwendet. In einem spa¨teren Ansatz wurde die zeitliche En-
twicklung der Gittertemperatur durch molekular-dynamische Bewegungs-
gleichungen fu¨r die Gitterionen ersetzt. Damit konnten auch die atomistis-
chen Vorga¨nge wie Defektentstehung oder die Form von Kratern untersucht
werden.
Um die Abha¨ngigkeit der Materialparameter von der Temperatur und
Konzentration der freien Ladungstra¨ger zu beru¨cksichtigen und somit eine
realistische Beschreibung der ablaufenden Prozesse in kovalenten Materi-
alien zu liefern, muss man das Zwei–Temperatur–Modell modifizieren bzw.
erweitern. Die zeitliche A¨nderung der effektiven Ladungstra¨gerkonzen-
tration wird durch eine zusa¨tzliche Bilanzgleichung beschrieben. Dabei
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werden Ein- und Zwei-Photonen-Absorptionen, Auger-Rekombination
und Elektronenstoß-Ionisation bei Erzeugung bzw. Vernichtung freier
Ladungstra¨ger beru¨cksichtigt. Als Vereinfachung, die erst eine Definition
der Elektronentemperatur erlaubt, wird eine Gleichgewichtsverteilung im
Elektronengas angenommen. Diese Annahme gilt nur fu¨r bereits relaxierte
Ladungstra¨ger und ist dadurch gerechtfertigt, dass die Thermalisierung
der angeregten Elektronen und Lo¨cher bereits auf der Zeitskala von Fem-
tosekunden erfolgt.
Numerische Methoden
Mit der Entwicklung immer leistungsfa¨higer Computersysteme gewinnen
die Computersimulationen immer mehr an Bedeutung. Sie erga¨nzen exper-
imentelle Methoden und bieten die Mo¨glichkeit, komplizierte theoretische
Modellsysteme zu entwickeln, die relativ leicht analysiert und modifiziert
werden ko¨nnen. In dieser Arbeit werden zwei Klassen von atomistischen
Computersimulationen verwendet. Zum einen sind das die sogenannten ab
initio-Simulationen, die auf grundlegende quantenmechanische Postulate
beruhen und sind deswegen in sich konsistent, und zum anderen molekular-
dynamische Simulationen, die auf der numerischen Lo¨sung der klassischen
Newton’schen Bewegungsgleichungen basieren. Außerdem wird fu¨r die
Lo¨sung der Kontinuumsgleichungen die Methode der finiten Differenzen
verwendet.
Ab initio-Simulationen
Bei den ab initio-Simulationen versucht man die zeitabha¨ngige
Schro¨dinger-Gleichung fu¨r ein gegebenes System na¨herungsweise zu lo¨sen.
Eine weit verbreitete Methode stellt dabei die Dichtefunktionaltheorie
(DFT) dar. Hier werden im Gegensatz zur Schro¨dinger-Gleichung nicht
die Wellenfunktionen, sondern Elektronendichten als zentrale Variablen
verwendet. Diese Theorie basiert auf dem Theorem von Hohenberg und
Kohn, in dem die Mo¨glichkeit einer eindeutigen Darstellung der Grundzu-
standsenergie als ein Funktional der Elektronendichte bewiesen wird.
Die Lo¨sungen der entsprechenden Funktionalgleichungen werden in
einem iterativen Verfahren selbst-konsistent berechnet. Dabei werden die
Wechselwirkungen durch ein effektives Austausch-Korrelations-Potential
21
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approximiert. Insgesamt sind solche Simulationen mit einem großen nu-
merischen Aufwand verbunden, so dass auf diese Weise heutzutage nur
Systeme mit wenigen hundert Atomen berechnet werden ko¨nnen.
Molekulardynamische Simulationen
Die molekular-dynamischen Simulationen basieren auf der numerischen
Lo¨sung der Newton’schen Bewegungsgleichungen fu¨r ein Vielteilchensys-
tem. Das ist ein gekoppeltes System aus (Dimension des Raumes × An-
zahl der Teichen) gewo¨hnlichen Differentialgleichungen zweiter Ordnung,
die numerisch integriert werden. Es gibt mehrere Algorithmen zur nu-
merischen Lo¨sung dieser Differentialgleichungen, die speziell fu¨r molekular-
dynamische Simulationen entwickelt wurden. Die wichtigsten Kriterien in
diesem Zusammenhang sind neben der Effizienz die langzeitige Stabilita¨t
und Zeitumkehrinvarianz. Wir verwenden in dieser Arbeit den sogenannten
Velocity-Verlet-Algorithmus. Trotz ihrer Einfachheit zeigt diese Methode
ein sehr gutes Stabilita¨tsverhalten bei Langzeitsimulationen und erfu¨llt
somit die gestellten Anforderungen.
Den gro¨ßten numerischen Aufwand beansprucht aber nicht die Integra-
tion der Gleichungen selbst, sondern die Berechnung der Wechselwirkun-
gen zwischen den Teilchen. Meistens werden die grundlegenden inter-
atomaren Wechselwirkungen durch effektive Potentiale approximiert. In
dieser Arbeit wurde ein modifiziertes Tersoff-Potential fu¨r Silizium ver-
wendet, welches die statischen und dynamischen Eigenschaften von Siliz-
ium im elektronischen Grundzustand sehr gut wiedergeben kann. Um den
Rechenaufwand zu reduzieren wird die Reichweite der Wechselwirkung auf
den sogenannten cut-off-Radius begrenzt. Im Vergleich zu ab ab initio-
Methoden ko¨nnen in molekural-dynamischen Simulationen Systeme mit
viel gro¨ßeren Teilchenzahlen 109 − 1010 berechnet werden.
Potentialanpassung
Um die physikalischen Eigenschaften eines Systems, die mit der Dichte-
funktionaltheorie berechnet wurden, auch in molekular-dynamischen Sim-
ulationen zu reproduzieren, ko¨nnen die effektiven Potentiale mit Hilfe der
Force-Matching-Methode angepasst werden. Dabei werden die quanten-
mechanisch berechneten Kra¨fte, Bindungsenergien oder Komponenten des
Spannungstensors als Referenzdaten verwendet.
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Durch geeignete Optimisierungsverfahren und Auswahl der Referenzkon-
figurationen bzw. deren Gewichtung ko¨nnen somit sehr pra¨zise molekular-
dynamische Potentiale erzeugt werden.
Finite Differenzen
Die Berechnung der Kontinuumsgleichungen fu¨r das elektronische System
erfolgt in dieser Arbeit nach Methode der finiten Differenzen. Die hier zu-
grunde liegende Idee ist die Approximation der Ableitungen in einer Differ-
entialgleichung durch entsprechende Differenzenausdrucke, die auf einem
a¨quidistanten Gitter in Raum und Zeit definiert sind. Die angestrebte
Genauigkeit der Lo¨sungen la¨sst sich dabei durch Variation der Gitterkon-
stanten erreichen.
Simulationen und Ergebnisse
Elektronentemperatur-abha¨ngige Wechselwirkungen
Bei der elektronischen Anregung in kovalent gebundenen Materialien
werden antibindende Zusta¨nde besetzt. Dies hat zur Folge, dass sich
die Hyperfla¨che der potenziellen Energie und somit auch die Wechsel-
wirkung zwischen einzelnen Atomen instantan a¨ndert. Die dadurch ent-
standenen interatomaren Kra¨fte fu¨hren zu nicht-thermischen Prozessen
im Gittersystem wie Schmelzen oder Phasentransformation. Um diese
Effekte zu beru¨cksichtigen, wurde das molekular-dynamische Wechsel-
wirkungspotenzial fu¨r Silizium mit Hilfe von FTDFT (auf endliche Tem-
peraturen verallgemeinerte Dichtefunktionaltheorie) und unserem Poten-
zialanpassungsprogramm potfit in Abha¨ngigkeit von der Elektronentem-
peratur parametrisiert.
Dabei wurden zuna¨chst unterschiedliche Konfigurationen aus Silizium-
Atomen erzeugt: Kubische Diamantstruktur, SC-, BCC- und FCC-
Gitter mit unterschiedlichen Gitterkonstanten, sowie Konfigurationen
mit zufa¨lligen Auslenkungen aus den atomaren Grundzustandspositio-
nen. Im na¨chsten Schritt wurde fu¨r jede Konfiguration und vorgegebene
Elektronentemperatur eine statische Ab-initio-Rechnung mit dem DFT-
Programmpaket VASP durchgefu¨hrt. Anschließend benutzen wir die da-
raus resultierenden Bindungsenergien, interatomaren Kra¨fte und Kompo-
nenten des Spannungstensors fu¨r die Anpassung der Potenzialparameter
23
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mit potfit. Ausgehend von dem modifizierten Tersoffpotenzial (MOD),
welches die statischen und dynamischen Eigenschaften von Silizium im
elektronischen Grundzustand sehr gut wiedergeben kann, wurde fu¨r 24
unterschiedlichen Elektronentemperaturen im Bereich von 0 bis 25, 000K
jeweils ein Potenzialparametersatz mit potfit berechnet.
Simulationen der Laserablation in Silizium
Fu¨r die Simulation der Laserablation wurde eine Siliziumprobe mit ca.
einer Million Atomen verwendet. Dies entspricht einem 0.7µm dicken
Film, in dem nur die zentrale Zone des bestrahlten Materials mit einem
Querschnitt von 6nm × 6nm beobachtet wird. Somit kann die Laserin-
tensita¨t senkrecht zur Einstrahlungsrichtung in guter Na¨herung als ho-
mogen angenommen werden. Periodische Randbedingungen ermo¨glichen
dabei Simulationen mit kleinen Querschnittsgro¨ßen und somit auch rela-
tiv kleinen Teilchenzahlen durchzufu¨hren. An der Ru¨ckseite des Silizium-
Films wurden nicht-reflektierende Randbedingungen implementiert um
eine unphysikalische Druckwellenreflexion zu vermeiden. Aufgrund des
homogenen Laserprofils wurde die Probe nur entlang der Laser-Achse in
Finite-Differenzen-Zellen unterteilt.
In der ersten Simulationsreihe wurden die Proben mit einzelnen Laser-
pulsen von 100 fs Pulsdauer und 775nm Wellenla¨nge in einem Fluenzbere-
ich zwischen 0.1 und 0.3 J/cm2 bestrahlt. Bei der gewa¨hlten Wellenla¨nge
ist die Zwei-Photonen-Absorption vernachla¨ssigbar, weil die entsprechende
Photonenenergie gro¨ßer als die Energiebandlu¨cke in Silizium ist. Bere-
its bei 0.135 J/cm2 begann die Probe an der Oberfla¨che zu schmelzen.
Die Oberfla¨chentemperatur lag dabei knapp unter dem Schmelzpunkt
von Silizium unter Standardbedingungen. Dieses Verhalten ist als nicht-
thermisches Schmelzen bekannt und kann auf laserinduzierte Modifika-
tion der Energiebandlu¨cke und interatomaren Wechselwirkungen zuru¨ck-
gefu¨hrt werden. Die Abtragung des Materials wurde ab einer Laserfluenz
von 0.15 J/cm2 beobachtet, welche mit den experimentellen Werten fu¨r
die Ablationsschwelle bei ca. 0.17 J/cm2 gut u¨bereinstimmt. Sowohl fu¨r
die Schmelz- als auch fu¨r die Ablationstiefe wurde eine logarithmische
Steigerung mit der Laserfluenz ermittelt.
Aufgrund des unbesetzten Leitungsbandes sind Absorptionstiefen in ko-
valenten Materialien typischerweise viel gro¨ßer als in Metallen. Dies er-
schwert die Simulation der Laserablation, weil somit auch die erforderlichen
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Probengro¨ßen und Teilchenzahlen ansteigen. In diesem Zusammenhang
sind die Anregungen mit Laserpulssequenzen wesentlich gu¨nstiger, weil
der erste Teilpuls zu steigenden Konzentrationen der freien Ladungstra¨ger
und somit auch zu geringeren Absorptionstiefen fu¨hrt. Aus diesem Grund
wurde in weiteren Simulationsreihen die Laserablation in Silizium nach
einer Anregung mit zwei- und dreifachen Pulssequenzen untersucht.
Wie erwartet wurde eine deutlich angestiegene Energieaufnahme nach
dem ersten Laserpuls beobachtet. Das spiegelt sich vor allem in stark
zunehmenden Elektronentemperaturen an der Probenoberfla¨che wider.
Weiterhin wurde festgestellt, dass eine asymmetrische Pulsabfolge mit
steigenden Pulsfluenzen die Effektivita¨t der Materialabtragung im Vergle-
ich zu symmetrischen und absteigenden Pulssequenzen erho¨ht.
Zusammenfassung
Zielsetzung der vorliegenden Arbeit war die numerische Untersuchung
des Laserablation in kovalenten Materialien. Als Modellsystem wurde
ein erweitertes Zwei-Temperatur-Modell in Kombination mit molekular-
dynamischen Simulationen verwendet. Dazu wurde im Rahmen dieser
Arbeit ein auf IMD basiertes Programm lasimp entwickelt. Es beinhal-
tet unter anderem eine Erweiterung der klassischen Wechselwirkungen
durch zusa¨tzliche Kraftkomponenten, die infolge der Elektronentemperat-
urabha¨ngigkeit der effektiven Potentiale entstehen. Eine neue elektronen-
temperatur abha¨ngige Parametrisierung des modifizierten Tersoffpoten-
tials fu¨r Silizium wurde mit dem Programm potfit erzeugt.
Insgesamt wurde somit ein sehr dynamisches und vielfa¨ltiges kontinuum-
atomistisches Modellsystem aufgestellt, welches das Verhalten einer Siliz-
iumprobe nach Bestrahlung mit ultrakurzen Laserpulsen sowie quantitativ
als auch qualitativ gut wiedergeben konnte.
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Chapter 1.
Introduction
Over the last decades the laser ablation of solids has become one of the
most frequently used techniques for laser material processing [43, 59, 66].
The removal of material induced by intensive laser pulses offer many ad-
vantages over the classical methods for a variety of applications in industry,
materials science and medicine. Some of these applications are welding,
cutting, hole drilling, micro-machining and cellular microsurgery.
Numerous experimental and theoretical studies of the laser ablation pro-
cess demonstrate the complexity of the underlying physical phenomena.
Several phenomenological and theoretical models have been developed and
applied to study the effects of laser irradiation on computers. Many of
them are based on the well-known Two-Temperature Model (TTM) intro-
duced by Anisimov [3] and later combined with classical molecular dynam-
ics simulations [28, 60]. Another group of theoretical approaches are based
on the Boltzmann transport equation for modeling the non-equilibrium
carrier distribution in highly excited solids [6, 54].
Generally, the numerical modeling of laser ablation in solid materials
can be divided into three major fields: The interaction between laser light
and charge carriers, time- and spatially-dependent distribution of excited
carriers and thermomechanical response of the material. In this part we
provide fundamental insights into the physical properties of semiconduc-
tors and their interaction with strong electromagnetic fields. In Section
2.3, the Drude-Lorentz model for reflectivity and absorption of ultrashort
laser pulses, based on the classical oscillator model, will be applied for
semiconductors. The non-equilibrium distribution of electrons and holes,
created by the laser field, will be described in Section 2.2. And the mate-
rial response to the laser radiation, based on the two-temperature model,
will be introduced in Chapter 3.
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Chapter 2.
Physics of highly-excited semiconductors
This chapter is devoted to the fundamental physical properties of semicon-
ductors and their interaction with strong electromagnetic fields, which will
be used in the forthcoming studies. Starting with the crystal structures
and energy band structures in a non-excited state, the carrier excitation
mechanisms and optical properties of excited semiconductors will be de-
scribed.
2.1. Crystal and band structure of elemental
semiconductors
In three dimensions crystals are composed of groups of atoms repeated at
regular intervals along three linearly independent directions a1,a2 and a3.
These basis vectors define a parallelogram which is called the unit cell of
the crystal. If the unit cell consists of only one type of atom it is called
monoatomic, otherwise it is polyatomic. In the trivial case of a unit cell
containing just one atom it can be replaced by a representative point. The
infinite periodic array of these points build the ideal crystal lattice L - the
Bravais lattice. The choice of unit cells in a crystal structure is not unique.
An important unit cell is the Wigner-Seitz cell V, which exhibits the full
symmetry of the crystal lattice. It contains the region around a lattice
point p, whose points r are closer to p than to any other lattice points q:
V = {r | |r− p| < |r− q|; p,q ∈ L ∧ q 6= p} . (2.1)
In order to formulate the symmetry operations of a crystal we define the
subset SymK of all isometric transformations E that preserve the positions
of lattice points:
SymK = {g ∈ E | gρ(r) = ρ(r)}, (2.2)
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with atomic density function ρ(r).
Mathematically, these symmetry operations form a group - the space
group, that is closed under compositions and inverses. In three dimensions
there are 230 different space groups [24].
The most important elemental semiconductors Si and Ge crystallize in
the cubic diamond (cd) structure (227 (Fd3m) space group), with a face-
centered cubic (fcc) Bravais lattice and a two-atom basis, forming a tetra-
hedron as shown in Figure 2.1.
Figure 2.1.: The unit cell of diamond crystal structure. Red spheres represent the
positions of the atoms in the fcc lattice and blue spheres correspond
to additional basis atoms.
The chemical bond of elemental semiconductors is covalent - each atom
is bonded to four neighbours and its valence electrons occupy sp3 hybrid
orbitals. This electronic configuration distinguishes semiconductors from
other crystalline materials, in particular leading to the existence of gaps
in their band structure [77]. The band below the energy gap is called the
valence band and the band above is the conduction band. Si and Ge are
called indirect semiconductors, because the valence band maximum and
the conduction band minimum are at different points in the first Brillouin
zone (Wigner-Seitz cell of the dual lattice). In contrast, GaAs and InAs
are called direct semiconductors, because the valence band maximum and
the conduction band minimum are both at the same point in reciprocal
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space, namely the center Γ of the Brillouin zone.
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2.2. Carrier excitations in strong laser fields
In this section we will first derive the electron and hole number densi-
ties in thermodynamic equilibrium based on the Fermi–Dirac distribution
for degenerated and Boltzmann distribution for non-degenerated electrons.
Afterwards, the rate equation for carrier excitations will be provided.
Generally, the density of electrons in the conduction band and holes in
the valence band is defined by the following equations [23]
ne =
∫ ∞
EC
De(E)fe(E)dE, (2.3)
nh =
∫ EV
−∞
Dh(E)fh(E)dE. (2.4)
Here, the density of states (DOS) functions De/h, defined as the number
of states per unit energy, is
De/h(E) =
1
2pi2
(
2me/h
~2
)3/2√
E − EC/V , (2.5)
with the valence and conduction band energies EV and EC , respectively,
effective electron and hole masses me/h, and occupation functions fe/h(E).
For degenerated fermions at temperature T the occupation function
f(E) corresponds to the Fermi-Dirac distribution:
f(E) =
1
eE−EF /kBT + 1
(2.6)
with Fermi energy EF . Then, the carrier densities (2.3) can be described
by the following formula:
ne/h = 2
(
me/hkBT
2pi~2
)3/2
F1/2
(
±EF − EC/V
kBT
)
, (2.7)
with the Fermi integral
Fn(x) =
2√
pi
∫ ∞
0
yn
1 + exp(y − x)dy. (2.8)
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For the case of non-degenerated electrons and holes (E − EF  kBT )
the Boltzmann distribution
f(E) =
1
eE−EF /kBT
(2.9)
can be used and the concentration of carriers is given as
ne/h = 2
(
me/hkBT
2pi~2
)3/2
exp
(
±EF − EC/V
kBT
)
. (2.10)
The neutrality condition for the intrinsic semiconductor ne = nh = nc
leads us to a further simplification of the equilibrium carrier density
nc =
√
nenh = 2
(
m∗kBT
2pi~2
)3/2
exp
(
− Eg
kBT
)
, (2.11)
where m∗ =
√
memh is the effective mass of the carriers.
In the simplest case an external excitation generates carriers with a rate
G (carriers per unit volume and unit time). The reverse processes - carrier
recombinations - compensate these excitations with a rate U . In addition,
the temporal change of the charge densities is given by the divergence of
the current j, thus, that in the steady state a constant carrier density nc
is present. The resulting balance equation for the charge densities is called
the continuity equation:
∂ne/h
∂t
= Ge/h − Ue/h ± 1
e
∇je/h. (2.12)
By assuming that the total current density j = je + jh = 0 vanishes
and only one- and two-photon absorption processes contribute to the ex-
citations, the rate equation for carriers yields [12]
∂nc
∂t
=
αI
hν
+
βI2
2hν
+ θnc − γn3c . (2.13)
Here, the first two terms on the right-hand side correspond to one- and
two-photon absorption processes. The last two terms represent impact
ionization and Auger recombination processes, respectively.
For the steady state (∂nc/∂t = 0 and Gc = 0) the carrier density be-
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comes
neqc =
√
θ/γ. (2.14)
2.3. Optical properties of highly-excited semiconductors
2.3.1. Drude-Lorentz model for reflectivity and absorption
The Drude-Lorentz model [18] describes the motion of free carriers based on
the classical oscillator model. Firstly we introduce a plane monochromatic
wave with a frequency ω and propagation direction z. The electric and
magnetic fields become
E =
E00
0
 ei(kz−ωt) and H =
 0H0
0
 ei(kz−ωt) (2.15)
respectively. The oscillations of a free carrier with an effective mass m∗
and charge q in this field can be described by using the classical equations
of motion for harmonic oscillators:
m∗
d2r
dt2
+m∗γ
dr
dt
= qE (2.16)
or in terms of velocity
dv
dt
+
v
τ
=
q
m∗
E. (2.17)
Here, the second term on the left-hand side represents the frictional
damping force of the medium arising due to the scattering of the carrier
by impurities and phonons. The momentum of the particle is scattered
with a rate γ. Alternatively, the average scattering time τ = 1/γ can be
used.
The steady-state or drift velocity vd in a static electric field can be
obtained from (2.17) by setting dv/dt to zero:
vd =
qτ
m∗
E. (2.18)
Corresponding to the Ohm’s law for the isotropic Drude conductivity σ
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in the relaxation-time approximation [17]
j = ncqv = σE, (2.19)
the current density j is linear in the electric field E, where nc is the num-
ber of carriers per unit volume, the carrier density. Because of the cubic
symmetry of the considered semiconductors the tensor properties of σ are
unimportant. Using these relations we define the steady-state conductivity
σ0:
σ0 = σ(0) =
q2ncτ
m∗
(2.20)
and the mobility µ of free carriers:
µ =
vd
E
=
qτ
m∗
. (2.21)
In semiconductors, the free carrier density increases with increasing tem-
perature. Also, the scattering processes and thus the probability for a scat-
tering event depend strongly on the temperature. As a result the mobility
of free carriers falls rapidly as the temperature increases. For pure silicon
at room temperature σ0 = 4.5× 10−6Ω−1cm−1 and µ = 1440 cm2V −1.
With the general solution of the differential equation (2.17)
v(t) = − e
m∗
τ
1− iωτE(t) (2.22)
and Ohm’s law (2.19) we obtain a relation for complex carrier conductivity
σ:
σ(ω) =
σ0
1− iωτ =
σ0
1 + ω2τ2
+ i
ωτσ0
1 + ω2τ2
(2.23)
as a function of electric field frequency ω. On the other hand this electronic
conductivity and the complex-valued dielectric constant ε˜(ω) are related
to each other through:
ε˜(ω) = ε′(ω) + iε′′(ω) = εrε0 − iσ(ω)
ωε0
, (2.24)
where ε0 is the electric permittivity of vacuum and εr is the relative di-
electric constant of the medium.
By introducing the plasma frequency ω2p =
σ0
ε0εrτ
as a collective oscilla-
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tion frequency of the carrier gas in the material, we obtain for real and
imaginary part of the complex-valued dielectric function ε˜(ω)
ε′(ω) = ε0εr
(
1− ω
2
pτ
2
1 + ω2τ2
)
, ε′′(ω) =
ε0εr
2ωτ
ω2pτ
2
1 + ω2τ2
(2.25)
respectively.
Now we can apply this model to a general case where a part of the
light field is reflected at the interface between vacuum and material with
complex refractive index n˜ and the remaining part is transmitted into the
medium. The complex refraction index can be defined by
n˜(ω) =
√
ε′(ω) = n(ω)− iκ(ω) (2.26)
with the real refraction index n(ω)
n2 =
ε′ +
√
ε′2 + ε′′2
2
(2.27)
and the extinction coefficient κ(ω)
κ2 =
−ε′ +√ε′2 + ε′′2
2
. (2.28)
So, the plane wave solution (2.15) becomes
E(z, t) = E0e
i(ωc n˜z−ωt) = E0ei(
ω
c nz−ωt)e−
1
2αz (2.29)
with the free carrier absorption coefficient
α =
2ωκ
c
. (2.30)
The reflection and transmission coefficients of the incoming electric field
are defined as
R =
∣∣∣∣ErxEix
∣∣∣∣2 = ∣∣∣∣ n˜− 1n˜+ 1
∣∣∣∣2 = (n− 1)2 + κ2(n+ 1)2 + κ2 and T = 1−R (2.31)
respectively. Figure 2.2 shows the absorption coefficient α and reflectivity
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R for a wavelength of 775 nm as a function of carrier number density in
silicon.
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Figure 2.2.: Absorption coefficient α and reflectivity R for a wavelength of 775
nm.
2.3.2. Laser beam propagation
Generally, the absorption of the laser field by a medium is quantified by the
absorption coefficient α, which is a function of the carrier number density
nc for a given laser frequency ω, as derived in the previous section using
the Drude-Lorentz model. Now we consider a laser beam propagating in
the z direction with intensity
I(z, t) =
1
2
cε0ncE
2(z, t) = I0(t)e
−αz, (2.32)
where I0 is the laser beam intensity at z = 0. This is known as Lambert-
Beer’s law and arises as a solution of the differential equation:
dI(z, t)
dz
= −αI(z, t). (2.33)
It describes the absorption of light by materials with constant optical pa-
rameters, mostly by metals. In the case of semiconductors or dielectrics
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this has to be extended to a more general rate equation
dI(z, t)
dz
= −(α+ Θn)I(z, t)−
∑
i>=2
αiI
i(z, t). (2.34)
Here αi denote multi-photon absorption coefficients and Θ is the free car-
rier absorption cross section.
In numerical simulations, it is convenient to use a propagating laser pulse
with a Gaussian distribution in space and in time
I(z = 0, t) =
√
4 ln(2)
pi
(1−R)F
tp
exp
[
−4 ln(2)(t− t0)
2
t2p
]
(2.35)
as a boundary condition at the sample surface. F is the laser fluence, tp is
the laser pulse duration, defined as full-width-at-half-maximum (FWHM)
of a Gaussian function, and t0 is the time at the maximal laser intensity.
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Thermal response models of medium
In this chapter we describe the thermal response of media to high electric
fields after laser irradiation. The energy transport from laser beam to car-
riers causes rapidly increasing carrier temperature compared to the lattice
temperature. The modeling of this non-equilibrium system requires a sepa-
ration of electronic and lattice temperature evolution until the equilibrium
via carrier–phonon interactions is reached.
3.1. Two-temperature model
For metals, a well-known two-temperature model (TTM) [4, 5], which con-
sists of two coupled partial differential equations, has been established for
continuum modeling of electronic and lattice sub-systems after ultra-short
laser irradiations:
Cc
∂Tc
∂t
= ∇ · (Kc∇Tc)− κ(Tc − Tl) + S (3.1)
Cl
∂Tl
∂t
= ∇ · (Kl∇Tl) + κ(Tc − Tl). (3.2)
Cc,l and Kc,l are the heat capacity and thermal conductivity of carriers
and lattice, respectively. S is the external heat source containing the input
laser energy and κ is the electron-phonon coupling constant. These TTM
balance equations are based on the general form of the thermal continuity
equation for the heat energy Q:
∇q = −∂Q
∂t
= −C ∂T
∂t
+ S (3.3)
with the heat flux q using the linear Fourier approach [44]
q = −K∇T. (3.4)
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For constant material parameters it leads to the Fourier law of heat
conduction
∂T
∂t
= α∇2T + S (3.5)
with the thermal diffusivity α = K/nC and density n.
Generally, the TTM model gives a good approximation of real physics
in metals, where the free carrier density nc can be assumed as constant.
For semiconductors and insulators the TTM has to be extended with a
dynamic carrier number density.
3.2. Extended two-temperature model for semiconductors
The total energy density of the electron-hole pairs in a non-degenerate
semiconductor can be treated as a sum of potential and kinetic energy
densities:
Uc = neEg +
3
2
nekBTe +
3
2
nhkTh = nc (Eg + 3kBTc) (3.6)
with band-gap energy Eg. Its time derivative is given by
∂Uc
∂t
=
∂nc
∂t
(Eg + 3kBTc) + nc(
∂Eg
∂t
+ 3kB
∂Tc
∂t
). (3.7)
Based on these equations and the heat capacity of electron–hole pairs
Cc = ∂Uc/∂Tc the following nTTM model for the energy transport process
in semiconductors has been suggested [1, 12, 74]
3nckB
∂Tc
∂t
= ∇ · (Kc∇Tc)− 3nckB
τc
(Tc − Tl) + (α+ Θh)I + βI2
− ∂nc
∂t
(Eg + 3kBTc)− nc
(
∂Eg
∂nc
∂nc
∂t
+
∂Eg
∂Tl
∂Tl
∂t
)
. (3.8)
Here, τc is the electron-phonon relaxation time, α and β are one- and two-
photon absorption coefficients and Θ is the free-carrier absorption cross
section. This extended two-temperature model (nTTM) includes besides
carrier and lattice temperatures the dynamic free carrier number densities.
Usually, the material parameters in the nTTM model are functions of
carrier number density, carrier temperature and lattice temperature, which
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are fitted to experimental data and first principles calculations.
For a more realistic description of the non-equilibrium lattice dynamics
Equation 3.2 is replaced by molecular dynamics (MD) equation of motion
[21, 60]:
mi
d2ri
dt2
= Fi − ξmivTi , (3.9)
which will be explained in more details in the following chapters. The
TTM-MD coupling constant ξ is defined by
ξ =
1
NFD
V
∑NFD
m=1
3nkB
τc
(Tl − Tmc )∑Nv
k=1mk(v
T
k )
2
, (3.10)
where NFD is the number of finite-difference iterations within a single
molecular dynamics time step, V is the volume of the finite-difference cell
and Nv is the number of atoms in that cell.
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Chapter 4.
Introduction
Computer simulations are becoming more and more important with the
development of powerful computer systems. They can supplement exper-
imental methods and offer the possibility to develop complex theoretical
model systems, which can be analysed and modified relatively easily. There
are two general classes of computer simulations. On the one hand, these
are the so-called ab initio simulations, which are based on fundamental
quantum mechanical postulates and are therefore consistent in themselves.
Mostly, one tries to solve the (time-dependent) Schro¨dinger equation for
a given system. This requires a large numerical effort so that in this way
only systems with a few hundred atoms can be calculated.
The second class includes computer simulations based on the numeri-
cal solution of classical Newton’s equations of motion denoted molecular
dynamics. Here the atoms are usually considered as point-like particles,
which exert forces on each other. These force fields are often derived from
the ab initio simulations by approximating all fundamental interactions by
interatomic effective potentials.
A special model potential - the Tersoff potential - will be used in this
work for simulations of laser ablation in silicon. Compared to ab initio
methods, systems with much larger particle numbers 109 − 1010 can be
calculated in molecular dynamics simulations. Usually this is sufficient to
allow the system to be considered as macroscopic and to treat its properties
as they are defined within classical statistical mechanics.
If there is only interest in such properties and not in the particle tra-
jectories, the continuum simulation methods, based on numerical solutions
of macroscopically defined differential or integral equation systems, can be
used much more effectively.
In this work a parallelized and highly optimized program IMD [55, 56,
65], developed at our institute, and its extension lasimp, implemented for
this thesis, were applied for computer-intensive molecular dynamics sim-
ulations combined with continuum simulations. The ab initio simulations
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and calculation of temperature dependent material properties were per-
formed using the Vienna Ab initio Simulation Package (VASP) [33–35].
And for the parametrization of the Tersoff potential the force matching
program potfit [8–10], which was also originally developed at our institute,
was used.
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Ab-initio simulations of materials
In this chapter we provide a simple introduction to density functional the-
ory (DFT) for solids as an approximation of the non-relativistic many-body
Schro¨dinger equation in the ground state. Further, it will be extended to
finite-temperature density functional theory (FTDFT) to deal with the
excited electronic states.
5.1. The Hamiltonian of a solid
Our starting point is the non-relativistic Schro¨dinger equation for a quan-
tum system of nuclei and electrons at spatial coordinates RI and ri, re-
spectively:
HΨ({RI ; ri}) = EΨ({RI ; ri}), (5.1)
where the Hamiltonian H is given by
H = −
∑
I
~2
2MI
∇2RI +
1
4piε0
∑
I<J
ZIZJe
2
|RI −RJ | (5.2)
−
∑
i
~2
2mi
∇2ri +
1
4piε0
∑
i<j
e2
|ri − rj | (5.3)
− 1
4piε0
∑
I,i
ZIe
2
|RI − ri| . (5.4)
Here, the first line corresponds to kinetic and potential energy of nuclei
with masses MI and charges ZIe, the second line to electrons with masses
mi and charges e and the last term to the nuclei-electron Coulomb inter-
action.
Already for a system of two nuclei and two electrons this Schro¨dinger
equation can not be solved exactly and thus requires us to introduce ap-
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proximations and computational algorithms to treat it with sufficient ac-
curacy.
5.2. The adiabatic approximation
The first assumption concerns the dynamics separation of nuclei and elec-
trons due to their significant mass difference, known as the adiabatic or
Born-Oppenheimer approximation [39]. From the classical point of view
the electrons move much more faster and respond to the nuclei motion
very quickly. Thus, the wave function Ψ can be represented as a prod-
uct of the nuclei wave function χ({RI}) and the electronic wave function
ψ({RI ; {ri}), where {RI} are involved as parameters, corresponding to
the momentary nuclei configuration:
Ψ({RI ; {ri}) = χ({RI})ψ({RI ; {ri}). (5.5)
This separation allows us to reduce a quantum-mechanical nuclei-
electron system to a pure electron system in a external potential build
by the nuclei. The electronic ground states then follow the nuclei dynam-
ics quasi instantly and provide the ground state energy E0({RI}) as a
function of nuclei positions {RI}. The negative derivative of this energy
function with respect to the nuclei position RI then corresponds to the
force F I driving the atomic nuclei I to a minimum energy configuration:
F I = −∂E0({RI})
∂RI
. (5.6)
Analogously, the expression for the stress tensor σαβ per unit volume Ω
can be derived:
σαβ = − 1
Ω
∂E0({RI})
∂αβ
, (5.7)
where αβ is the symmetric strain tensor defined as
αβ =
1
2
(
∂uα
∂Rβ
+
∂uβ
∂Rα
)
(5.8)
with the infinitesimal atomic displacement u = R′ −R. Using this stress-
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strain relation the DFT calculations also provide the elastic constants
Cαβγδ = − 1
Ω
∂2E0({RI})
∂αβ∂γδ
= −∂σαβ
∂γδ
. (5.9)
For cubic crystals the number of independent components of Cαβγδ can be
reduced to only three by considering symmetry arguments.
5.3. Density Functional Theory
The main idea of DFT is to replace the N -electronic wave function ψ({ri}),
where the spins are assumed to be included in the coordinates ri, by the
electronic density n(r), defined as
n(r) =
∑
i,s
φ∗i,s(r)φi,s(r), (5.10)
with one-particle wave functions φi,s and spin s = ±1/2. As a result of the
normalization of the wave function also the electronic density is normalized:∫
n(r)dr = N, (5.11)
where N is the total number of electrons in the system.
The existence of the ground state energy E of the system as a unique
functional of the electron density n was proved by Hohenberg and Kohn
in 1964 [26]. With this, the many-body ground state energy corresponding
to the Hamiltonian (5.2) is expressed in terms of electron density n:
E[n] = T [n] + Eint[n] +
∫
Vext(r)n(r)dr + EII , (5.12)
with electronic kinetic energy T , Coulomb interaction between electrons
Eint[n] =
1
4piε0
∫ ∫ e2n(r)n(r′)
|r−r′| drdr
′, an external potential Vext and the in-
teraction between the nuclei EII . Consequently, also the forces (5.6) on
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the nuclei I and stresses (5.7) are functionals of the density function n:
F I = −∂E[n]
∂RI
= −
∫
∂Vext(r)
∂RI
n(r)dr − ∂EII
∂RI
, (5.13)
σαβ = − 1
Ω
∂E[n]
∂αβ
. (5.14)
This approach drastically reduces the number of variables from 3N in the
wave function ψ({ri}) to 3 in the electron density function n(r), but the
problem has not been simplified. The real complexity is now hidden in the
unknown functionals (5.12), which are in general non-local. Furthermore,
the form of these functionals is unknown for both interacting and non-
interacting electrons. This leads us to another approach, proposed by
Kohn and Sham in 1965 [32], to split the density functionals into known
functionals for non-interacting electrons like kinetic Ts [39] or Coulomb
energy Eint and group the unknown correlation parts into an additional
exchange-correlation energy functional Exc[n]:
EKS [n] = Ts[n] +
∫
Vext(r)n(r)dr + Eint[n] + EII + Exc[n]. (5.15)
Now, the corresponding Kohn-Sham Hamiltonian HKS :
HKS [n] = Ts[n]
δn(r)
+ Vext +
Eint[n]
δn(r)
+
Exc[n]
δn(r)
(5.16)
can be used to solve the many-body problem iteratively until the resulting
electron density converges, as illustrated in Fig 5.1.
The only unknown part in the Kohn-Sham Hamiltonian is the exchange-
correlation functional Vxc[n] = Exc[n]/δn(r) term. Thus, its approxima-
tion is the main difficulty of the DFT directly influencing the quality of
resulting material properties. In general, it can be written as an expansion
in the gradients of the electronic density:
Vxc[n] = Vxc[n(r),∇n(r),∇2n(r), ...]. (5.17)
The two most frequently used approximations of exchange-correlation
functional are the local density approximation (LDA) [32] and the gen-
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Select initial electron density
n(k)(r) =
∑N
i |φ(k)i (r)|2
Construct Kohn-Sham Hamiltonian
H(k)KS
Solve
H(k)KSφ(k+1)i (r) = ε(k+1)i φ(k+1)i (r)
n(k+1)(r) =
∑N
i |φ(k+1)i (r)|2
Density Converged?
|n(k+1) − n(k)| ≤ tol
Set
n(k) → n(k+1)
k → k + 1
Stop
calculation
yes
no
Figure 5.1.: Self-consistent solving of Kohn-Sham equations.
eralized gradient approximation (GGA) [25]. In the LDA, the exchange-
correlation potential depends only on the value of density and not at its
gradients assuming a homogeneous electronic gas density. The GGA also
includes the density gradients∇n(r) corrections and therefore leads to bet-
ter predictions in systems with high density fluctuations. The well-known
parametrization for the GGA, which will be used in this work, is PBE [46].
5.4. Finite temperature density functional theory
The DFT calculations for many-body systems discussed in the last section
are valid only at zero temperature. For understanding of finite tempera-
ture behavior of materials the ground state DFT of Hohenberg and Kohn
was extended by Mermin [42] to Finite-Temperature Density Functional
Theory (FTDFT). It has been proved, that also the grand canonical Hamil-
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tonian Ωˆ, defined as
Ωˆ = H− T Sˆ − µNˆ, (5.18)
with the entropy Sˆ = −kBT ln ρˆ and particle number Nˆ operators, is a
unique functional of the density matrix
ρˆ =
∑
N,i
wN,i|ΨN,i〉〈ΨN,i| (5.19)
at a certain temperature T and chemical potential µ. wN,i are the nor-
malized statistical weights
∑
N,i wN,i = 1 and |ΨN,i〉 are orthonormal N -
particle states.
Similar to the Kohn-Sham approach, an ensemble of non-interacting elec-
trons can be introduced in order to use the known one-particle functionals.
Then, the electronic density (5.10) becomes
n(r) =
∑
i,s
fi,s(T )φ
∗
i,s(r)φi,s(r). (5.20)
Here, in order to include electronic excitations occurring at higher temper-
atures the occupation function of the energy bands, which is simply a step
function for T = 0, is replaced by a smoothly varying Fermi-Dirac function
fi,s(T ) =
1
eEi,s−Ef/kBT + 1
, (5.21)
where Ei,s are the eigenvalues of one-particle eigenfunctions φi,s and Ef is
the Fermi energy. Finally, the grand-canonical potential Ωˆ[n], represented
as a functional of the density n, can be evaluated analogous to the Kohn-
Sham ground state Hamiltonian (5.16).
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Molecular Dynamics
This chapter will give a basic introduction to molecular dynamics simula-
tions. The Modified Tersoff Potential (MOD) and its numerical implemen-
tation, which is very important for this thesis, will be explained in greater
detail.
6.1. Newtons Equations of Motion
Molecular dynamics simulations are based on the numerical solutions of
Newton’s equation of motion for a many-particle system. We consider a
system of N point-like particles. The positions {ri} and momenta {pi}
of these particles are generated from the classical equations of motion in
the d-dimensional space under the influence of an interaction potential
V ({ri}):
p˙i = Fi = −∇iV ({rj}) (6.1)
r˙i =
pi
mi
, i = 1...N. (6.2)
Here we deal with a coupled system of d·N ordinary differential equations
of second order, which can be integrated numerically. Not the integration
itself requires the high amount of numerical operations, but the calcula-
tion of the interactions V and forces F between particles. In case of pair
potentials the interaction V depends on all interatomic distances |ri− rj |:
V ({rk}) =
N∑
i=1
N∑
j>i
Vij(|ri − rj |). (6.3)
The computing effort is of the O(N2) order of magnitude. We can
reduce it by limiting the range of the pair potential to the so-called cut-
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off radius rcut. In this case the atoms only interact with their nearest
neighbours inside of spherical shell of radius rcut. If the average number
of the nearest neighbours is n, the computing effort can be reduced from
O(N2) to O(N · n/2). However, all the neighbourhood lists need to be
updated after each iteration. Nevertheless, the calculation times can be
significantly reduced.
6.2. Integration of evolution equations
There are several algorithms for the numerical solution of ordinary differ-
ential equations, which were developed specifically for molecular dynamics
simulations. The main criteria in this context beside the efficiency are
long-term stability and time-reversal invariance. In this paper we use the
so called velocity-Verlet algorithm [19]. This algorithm is based on the
Taylor series of positions ri(t+ δt) and velocities vi(t+ δt) after the time
step δt:
ri(t+ δt) = ri(t) + vi(t) +
1
2mi
Fi(t)δt
2, (6.4)
vi(t+ δt) = vi(t) +
1
2mi
[Fi(t) + Fi(t+ δt)] δt. (6.5)
It has accuracy to the order of O(δt4) for positions and O(δt2) for ve-
locities or momenta. Despite its simplicity, this method shows a very good
stability behavior in long-term simulations and fulfils the defined require-
ments.
From the viewpoint of statistical mechanics the microstate of the system
should be calculated as a point in the phase space {q, p} after each time
step. The system moves there along a trajectory on the potential energy
surface in the phase space E = H({q, p}).
6.3. Non-reflecting boundary conditions
An alternative to free or periodic boundary conditions are non-reflecting
boundary conditions [61, 79]. Here, the computational domain is sur-
rounded by a finite width, absorbing layer. The goal of the boundary layer
is to prevent as much as possible incoming waves to be reflected.
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Figure 6.1.: Non-reflecting boundary conditions [61].
A typical setup for simulations of laser ablation is pictured in Figure
6.1. The simulation box is divided into two regions: a molecular-dynamics
zone in which the interatomic forces are calculated as usual according to
Equation 6.13 and the boundary zone in which the force Fi acting on atom
i consists two components [61]:
Fi = Ftop + Fbottom, (6.6)
where Ftop is the force from all atoms above i and Fbottom is the force
from all atoms below it. Ftop is calculated from the applied interatomic
potentials by excluding the interactions originated from the bottom atoms.
And Fbottom is defined as
Fbottom = F0 − αp, (6.7)
with a static force F0 and a friction coefficient α, leading to an additional
dynamic force component proportional to the atomic momentum p.
The material- and potential-dependent parameters F0 and α are fitted
from simulations and ideally, all pressure waves entering the boundary
layer, independent of frequency, should be absorbed to such extent that
reflections at the front surface are of no importance.
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6.4. Classical effective potentials
During the last decades a significant number of interatomic potentials for
silicon have been developed and widely used in molecular dynamics simu-
lations:
• Modified Embedding Atom Method (MEAM) [37],
• Stillinger-Weber Potential (SW) [67],
• Tersoff Potential (T3) [71],
• Modified Tersoff Potential (MOD) [36],
• Environment-Dependent Interatomic Potential (EDIP) [29].
In 6.1 a comparison of modeled physical properties with experimental
data is presented. Except for the melting temperature value, all of the
listed physical properties are in good agreement with experiment. Since
the melting temperature is a major thermodynamical material property
for modeling the laser ablation, the molecular dynamics simulations in
this work were performed using the MOD potential, which comes closest
to the experimental value.
Property Exp MEAM SW T3 MOD EDIP
C11, GPa 166 167 162 143 166 175
C12, GPa 64 65 82 75 65 62
C44 relaxed, GPa 80 80 60 69 77 71
B, GPa 99 99 108 98 99 100
Tm, K 1683 2990 1691 2547 1681 1520
Table 6.1.: Elastic constants, bulk modulus and melting temperatures of silicon
for different interatomic potentials compared with experimental data
[73].
6.5. Original Tersoff potential
One of the most commonly used empirical interatomic potentials in cova-
lent materials is that developed by Tersoff [70, 71]. In the original Tersoff
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interaction, the total potential energy V is modelled as a sum of pairlike re-
pulsive VR and attractive VA interactions with an environment-dependent
coefficient b:
V =
1
2
∑
i 6=j
φij =
1
2
∑
i 6=j
fc(rij) [VR(rij)− bijVA(rij)] , (6.8)
with
VR(rij) = Ae
−λ1rij and VA(rij) = Be−λ2rij . (6.9)
The cut-off function fc simplifies the interaction by considering only the
contributions of nearest neighbor atoms:
fc(rij) =

1, rij ≤ R1
1
2
[
1 + cos
(
pi
rij−R1
R2−R1
)]
, R1 < rij < R2
0, rij ≥ R2
The environment-dependent term is defined as
bij = (1 + (ζij)
η
)
−δ
(6.10)
and
ζij =
∑
k(6=i,j)
fc(rik) · g (cos(θ)) · ep(rij−rik)q . (6.11)
The summation over k involves all the neighbor atoms for each atom pair
i and j. Finally, the original angular depended term g was introduced as
g (cos(θ)) = a
(
1 +
c2
d2
− c
2
d2 + (h− cos(θ))2
)
. (6.12)
6.6. Modified Tersoff potential
The modified angular-dependent term
g (cos θ) = c1 +
c2(h− cos θ)2
c3 + (h− cos θ)2
[
1 + c4 exp
(−c5(h− cos θ)2)]
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Figure 6.2.: A comparison of original and modified angular dependent function
g.
and cut-off function
fc(rij) =

1, rij ≤ R1
1
2 +
9
16 cos(pi
rij−R1
R2−R1 )− 116 cos(3pi
rij−R1
R2−R1 ), R1 < rij < R2
0, rij ≥ R2
were introduced in the modified Tersoff (MOD) potential [36] to improve
the melting temperature value and elastic properties of the material.
6.7. Implementation of Tersoff Potential
After each time step in molecular dynamics simulations we need to evaluate
the forces acting on each particle. In general, a conservative force is the
negative gradient of the potential energy function V with respect to the
coordinates of particle i:
F i = −∇iV ({r}). (6.13)
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For pair potentials this can be evaluated very easily due to the spherical
symmetry:
F i = −
N∑
j>i
∇iVij(rij) = −
N∑
j>i
∂Vij(rij)
∂rij
rij
rij
. (6.14)
j k
i
r ij rik
θijk
Figure 6.3.: Tetrahedrally bonded atoms of silicon.
In the more general case of many-body potentials, the force acting on
the particle i will also depend on angles θ between the bonds as shown in
Fig. 6.3, which makes the force evaluation much more complicated. For
the MOD potential function the forces will be derived from equation (6.8)
through the appropriate choice of independent variables of φij
φij = φij (fc(rij), bij(ζij), rij) (6.15)
and ζij
ζij = ζij(fc(rik), g(cos θ), rik, rij). (6.16)
Note, that θ depends implicitly on rik and rij . Thus, the total differentials
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becomes
dφij =
∂φij
∂fc
∂fc
∂rij
drij +
∂φij
∂bij
∂bij
∂ζij
dζij +
∂φij
∂rij
drij (6.17)
and
dζij =
∑
k(6=i,j)
(
∂ζij
∂fc
∂fc
∂rik
drik +
∂ζij
∂g
∂g
∂ cos θ
d cos θ +
∂ζij
∂rik
drik
)
+
∂ζij
∂rij
drij .
(6.18)
The partial derivatives involved in these results will be given at the end of
the chapter (Appendix?).
By using the relations
∇jrij = −∇irij = eˆij and ∇krik = −∇irik = eˆik
we can now calculate the forces acting on atoms i, j and k:
fi = −∇iφij = −dφij
dri
=
(
∂φij
∂fc
∂fc
∂rij
+
∂φij
∂rij
)
eˆij − ∂φij
∂bij
∂bij
∂ζij
dζij
dri
,
fj = −∇jφij = −dφij
drj
= −
(
∂φij
∂fc
∂fc
∂rij
+
∂φij
∂rij
)
eˆij − ∂φij
∂bij
∂bij
∂ζij
dζij
drj
,
fk = −∇kφij = −dφij
drk
= −∂φij
∂bij
∂bij
∂ζij
dζij
drk
.
with total derivatives of the many-body function ζij
dζij
dri
= −∂ζij
∂rij
eˆij −
∑
k(6=i,j)
(
∂ζij
∂fc
∂fc
∂rik
+
∂ζij
∂rik
)
eˆik +
∑
k(6=i,j)
∂ζij
∂g
∂g
∂ cos θ
d cos θ
dri
,
dζij
drj
=
∂ζij
∂rij
eˆij +
∑
k(6=i,j)
∂ζij
∂g
∂g
∂ cos θ
d cos θ
drj
,
dζij
drk
=
(
∂ζij
∂fc
∂fc
∂rik
+
∂ζij
∂rik
)
eˆik +
∂ζij
∂g
∂g
∂ cos θ
d cos θ
drk
.
Despite the involved partial derivatives it remains to evaluate the total
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derivatives of the cos θ function, which can be expressed as a scalar product
of corresponding unit bonding vectors:
cos θ = cos(θijk) = eˆij · eˆik.
Thus, the derivatives of interest, ∇ cos θ, become
∇j cos θ = (eˆik − eˆij cos θ)/rij ,
∇k cos θ = (eˆij − eˆik cos θ)/rik,
∇i cos θ = −∇j cos θ −∇k cos θ.
For using these relations to calculate the boundary forces, we have to
separate them into pair forces. That means for example, that fj can act
only along eˆij or eˆjk directions. So we have to rewrite last relations ac-
cording to these conditions:
∇j cos θ = (eˆik − eˆij cos θ)/rij (6.19)
=
rjk + rij
rikrij
− eˆij
rij
cos θ (6.20)
=
(
1
rik
− cos θ
rij
)
eˆij +
rjk
rijrik
eˆjk, (6.21)
∇k cos θ = (eˆij − eˆik cos θ)/rik (6.22)
=
rik − rjk
rikrij
− eˆik
rik
cos θ (6.23)
=
(
1
rij
− cos θ
rik
)
eˆik − rjk
rijrik
eˆjk, (6.24)
∇i cos θ = −∇j cos θ −∇k cos θ (6.25)
=
(
cos θ
rij
− 1
rik
)
eˆij +
(
cos θ
rik
− 1
rij
)
eˆik. (6.26)
It is important to check, that the total force in a conservative system
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is zero. Here it can be confirmed by putting above results into the follow
summation:
ftotal =
∑
i6=j
fi + fj + ∑
k(6=i,j)
fk
 = 0. (6.27)
Hence, the total momentum is conserved.
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Force Matching
In this chapter we introduce a classical potential optimization technique,
the Force-Matching method [16]. It is based on fitting interaction models
for classical atomic simulations to first-principle data produced by ab-initio
calculations. The matching is performed by carrying out a minimization
of “distance” between ab-initio and classical forces and stresses in the
parameter space, which is defined as the set of all possible combinations
of potential parameters.
7.1. Minimization
In the first step the first-principle data S0i for a set of reference atomic
configurations {i} have to be generated. These data can consist of the
interatomic force components, energies or stresses for a given configuration.
In the next step a classical interaction model depending on a parameter
set {α} is defined. In our case, it includes 12 parameters of the modified
Tersoff potential, leading to a 12-dimensional parameter space. For each
point α in this space we can define an effective potential and thus, calculate
the corresponding forces, energies and stresses Si(α) for a chosen atomic
configuration i. Now we can define the target function ZD(α) as a weighted
sum of squares of the deviations between the resulting data Si(α) and the
first-principle data S0i :
ZD(α) =
m∑
i=0
ui(Si(α)− S0i )2. (7.1)
m is the number of reference configurations and ui the minimization
weighting factor. Additionally, a similar function ZC(α) can be introduced
to carry out the global constraints Ar such as gauge degrees of freedom for
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EAM or MEAM potentials [14, 37].
ZC(α) =
NC∑
r=0
wr(Ar(α)−A0r)2, (7.2)
whereNC is the number of constraints and wr are the optimization weights.
The resulting target function Z(α) becomes
Z(α) = ZD(α) + ZC(α). (7.3)
Finally, this target function has to be minimized in the parameter space
to reproduce the best possible potential parameters α. However, the min-
imization can be a very difficult task due to the complexity of the target
function, leading to a high number of local minima. But also the evalua-
tion of the target function at a certain point α can be computationally very
expensive, depending on the number of atoms in the reference configura-
tions and complexity of the interaction model. Thus, effective numerical
algorithms are required to determine the global minimum and to perform
the local minimization of the target function Z(α).
In potfit, an effective conjugate-gradient-like [48, 49] deterministic al-
gorithm for local minimization is implemented, taking into account the
square form of the target function. For global minima determination a
stochastic simulated annealing algorithm [31], based on the Monte Carlo
simulations, is used.
7.2. Modified Tersoff Potential optimization
Since the simulated annealing method is not deterministic, it can not be
ensured, that the resulting minimum is the global one. Thus, a careful
choice of the initial parameter set α0 has to be made. Also, some additional
restrictions of potential parameters can drastically reduce the evaluation
time and improve the quality of the effective potential.
The restrictions can be based on known (from experimental or ab-initio
data) material properties, such as binding energy, lattice constant or bulk
modulus. In the following, the bulk modulus B0 at zero temperature will
be derived for cubic crystal structures as a function of the lattice constant
a and the potential function curvature at equilibrium interatomic distance
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r0.
Generally, the isothermal bulk modulus of an isotropic material is defined
as
B0 = −V dp
dV
= V
∂2U
∂V 2
. (7.4)
Since both U and V are extensive thermodynamic values, this relation can
be rewritten in terms of atomic or unit cell energies and volumes:
B = Vc
∂2Uc
∂V 2c
= v
∂2Ua
∂v2
=
v
(∂v/∂r)
2
∂2Ua
∂r2
. (7.5)
For the cubic diamond crystal structure, for example, we get the atomic
volume
v =
a3
8
=
8
3
√
3
r3
with the minimal distance of two atoms r =
√
3a/4. Using this result we
can calculate the corresponding derivative
∂v
∂r
=
8√
3
r2
and relation between the bulk modulus
B =
v
(∂v/∂r)2
∂2U
∂r2
=
1
8
√
3
1
r
∂2U
∂r2
=
1
6a
∂2U
∂r2
and the potential function curvature. Table 7.1 gives the calculated results
for other cubic crystal structures.
Crystal structure Nc a v B
diamond 8 4r/
√
3 8
3
√
3
r3 16a
∂2U
∂r2
fcc 4
√
2r 1√
2
r3 29a
∂2U
∂r2
bcc 2 2r/
√
3 4
3
√
3
r3 16a
∂2U
∂r2
sc 1 r r3 19a
∂2U
∂r2
Table 7.1.: Number of atoms per unit cell Nc, lattice constant a , atomic volume
v and bulk modulus B for different cubic crystal structures.
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The curvature of an analytically defined effective potential can be ex-
tracted from the expansion of the potential energy Ui(r) of a single atom
i in a Taylor series at the equilibrium interatomic distance r0:
Ui(r) = Ui(r0) +
(
∂Ui(r)
∂r
)
r0
(r − r0) + 1
2
(
∂2Ui(r)
∂r2
)
r0
(r − r0)2,
where the first derivative ∂Ui(r)/∂r is certainly zero in r0 for equilibrium
configurations.
From the modified Tersoff potential we get for isotropic expansion (com-
pression) under assumption that only nearest neighbour atoms can con-
tribute to the binding energy:
Ui(r0) = 2
(
Ae−λr0 −Bbi0e−µr0
)
= E0 (7.6)(
∂Ui(r)
∂r
)
r0
= 2
(−Aλe−λr0 +Bbi0µe−µr0) = 0 (7.7)(
∂2Ui(r)
∂r2
)
r0
= 2
(
Aλ2e−λr0 −Bbi0µ2e−µr0
)
= 6a0B0. (7.8)
Here, the factor 2 arises from the definition of the total binding energy
Etot =
1
2
∑
i
Ui. (7.9)
From these equations we can derive the following conditions
λµ = −6a0B0
E0
(7.10)
A =
E0µ
2(µ− λ)e
λr0 (7.11)
Bb =
E0λ
2(µ− λ)e
µr0 , (7.12)
which can be used for the restriction of potential parameters λ, µ, A and
B. Note, that the angular dependent term b is a constant for isotropic
compression or extension and therefore can be treated as an additional
potential parameter.
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Having introduced the basics of molecular dynamics which have been used
for the lattice subsystem, we now take up the topic of computing derivatives
in continuum models used for the electronic subsystem.
The simplest method for computing derivatives uses an appropriate
finite-difference (FD) [49, 50] schema, such as a forward finite-difference,
where each current function value determines its next value. The deriva-
tive is then estimated by taking the difference between the next and the
current value and dividing by the step of the perturbation. Although finite
differences are usually not accurate or computationally efficient, they are
easy to implement and therefore widely used.
8.1. Finite Difference Schemes
Firstly we define a uniform computational grid Ω of four independent vari-
ables x1, x2, x3 and t:
Ω = ωx1 × ωx2 × ωx3 × ωt, (8.1)
with one-dimensional uniform grids
ωxα = {iα4xα; iα = 0, 1, · · · , Nα} , α = 1, 2, 3 (8.2)
ωt = {j4t; j = 0, 1, · · · , Nt} . (8.3)
The spatial computational domain ωx1 × ωx2 × ωx3 is divided into rectan-
gular cells of length 4x1,4x2 and 4x3, with the grid points located at the
geometric center of these cells. Nα is the number of cells along direction
xα. The time grid ωt consists of Nt points separated by a constant time
step 4t (see Fig. 8.1).
Now we can construct various finite-difference approximations of a scalar
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Figure 8.1.: FD-Grid.
function u(xα, t) by using its Taylor series:
u(xα ±4xα, t) = u(xα, t)± ∂u
∂xα
4xα + 1
2
∂2u
∂x2α
(4xα)2 ±O(4x3α),
u(xα, t±4t) = u(xα, t)± ∂u
∂t
4t+ 1
2
∂2u
∂t2
(4t)2 ±O(4t3). (8.4)
The simplest finite-difference schema is obtained by truncating the series
after the second term on the right hand side and simply represents the def-
inition of the derivative for infinitesimal differences. The resulting formula
in terms of grid points yields(
∂u
∂xα
)
iα4xα,j4t
=
uiα+1,j − uiα,j
4xα +O(4x
2
α) (8.5)
and (
∂u
∂t
)
iα4xα,j4t
=
uiα,j+1 − uiα,j
4t +O(4t
2) (8.6)
for Forward-Space and Forward-Time (FSFT) schema, respectively.
By building the difference between the positive and negative Taylor series
u(xα + 4xα, t) − u(xα − 4xα, t) we get a more precise Centred-Space
70
8.2. Numerical solution and stability of the heat equation
approximation:
4xαu ≡
(
∂u
∂xα
)
iα4xα,j4t
=
uiα+1,j − uiα−1,j
24xα +O(4x
3
α). (8.7)
Adding the positive and negative Taylor series u(xα +4xα, t) + u(xα −
4xα, t) leads to the second derivative approximation:(
∂2u
∂x2α
)
iα4xα,j4t
=
uiα+1,j − 2uiα,j + uiα−1,j
4x2α
+O(4x4α). (8.8)
8.2. Numerical solution and stability of the heat equation
The heat equation for electrons considered in this work is a parabolic par-
tial differential equation (PDE) in space and time and has the form
∂u
∂t
=
3∑
α=1
∂
∂xα
(
K
∂u
∂xα
)
. (8.9)
At a certain point (xα, t) we substitute the spatial derivative approxima-
tion (8.7) and the time derivative approximation (8.6) in the differential
equation and obtain
uiα,j+1 = uiα,j +4t
3∑
α=1
4xα
(
Kiα,j
uiα+1,j − uiα−1,j
24xα
)
. (8.10)
The stability limit for this solution can be derived by Fourier analysis [72]
and yields:
4t ≤ 4x
2
α
2 max K(xα, t)
. (8.11)
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Chapter 9.
Introduction
In the following chapters we perform ground state and finite-temperature
density functional theory calculations for bulk silicon, ordered in different
crystal structures, and analyze the carrier temperature dependence of in-
teratomic interactions in covalent materials, which is a direct consequence
of electronic excitations from valence to conduction bands. The Vienna
Ab initio Simulation Package (VASP) is used to perform our ab initio cal-
culations within the local density (LDA) and generalized gradient (GGA)
approximations.
Then, we use the results of finite-temperature density functional the-
ory calculations to parametrize an empirical bond-order type interatomic
potential, the modified Tersoff potential (MOD), in dependence of carrier
temperature with the force-matching program potfit. The resulting po-
tential MOD* implies a new force field term proportional to the negative
temperature field gradient, which takes into account the spatial depen-
dence of the carrier temperature. It was implemented into the program
lasimp created for this thesis on the basis of the IMD molecular dynamics
code.
To study the laser ablation process in highly excited covalent systems we
perform molecular dynamics simulations in a 0.7 µm thin silicon film with
consideration of electron-temperature dependent interactions. A combined
self-consistent continuum-atomistic model (nTTM) derived in Chapter 3 is
applied for carrier-lattice interaction and electron-hole recombination pro-
cesses. This extended two-temperature model includes, besides carrier and
lattice temperatures, dynamics of excited carriers generated after strong
laser irradiation (Chapter 2.2) and leads to a more metallic behaviour in
semiconductors. Furthermore in highly excited covalent systems a signif-
icant decrease of the absorption length and increase of reflectivity can be
observed, which will be handled by the Drude-Lorentz model for reflectivity
and absorption, introduced in Chapter 2.3.
The influence of the pulse shape on the ablation will be investigated by
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studying the thermomechanical responses of the silicon film to single, dou-
ble and triple laser pulse irradiations. The simulations results are compared
with continuum-atomistic laser ablation studies based on a static Tersoff
potential and pure continuum-based two-temparature model calculations,
demonstrating the importance of the combined MD-TTM approach and
electron-temperature adapted potentials.
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Ground state DFT simulations of Si
The cohesive energy Ecoh of a many-particle system is defined as the energy
necessary to separate it into isolated free particles. Thus, the calculation
of the cohesive energy requires the knowledge of the total energy Etot and
energy of the free particles Epart:
Ecoh = Etot −N · Epart, (10.1)
where N is the number of particles in the system. All the stable many-
particle structures have a negative cohesive energy, since they are energet-
ically favorable compared to isolated particles.
In the case of a crystalline material the calculation of the total energy can
be reduced to a single unit cell applying periodically boundary conditions.
Then, the the cohesive energy per atom is:
Ecoh = Ecell/Ncell − Eatom. (10.2)
In the following sections we will perform ab-initio simulations of a single
silicon atom and bulk silicon using VASP and compare results for LDA
and GGA functionals.
10.1. Single atom simulations
The starting point of our ab-initio calculations is the determination of a
single Si atom inner energy for the ground state. To perform the single
atom energy calculations we place a Si atom in a primitive orthorhombic
unit cell with lattice vectors
(ax,ay,az)
T
= a
1.0 0 00 1.1 0
0 0 1.2
 (10.3)
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and increase the cell size a until the atoms of the periodic boundary cells
don’t affect the energy of the system. The increasing of the distance be-
tween the Si atoms leads to unpaired valence electrons and, thus, the cal-
culations need to be performed with a spin-polarized Hamiltonian. The
k-point grid was reduced to one single Γ point, because for a single atom
no precise interactions have to be calculated. In the figure 10.1 the extrap-
olated results for LDA and GGA exchange-correlation functional approxi-
mations are compared for cell sizes from 4 to 12 A˚.
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Figure 10.1.: Convergence of energy for a single Si atom.
The converged energy values for LDA and GGA exchange functionals are
Eatom = −0.68 eV and Eatom = −0.87 eV , respectively. Since the number
of plane waves and thus the computational cost increases rapidly with the
cell size, accurate single Si atom energy calculations can be performed
already with a cell size of a = 11.5 A˚.
10.2. Bulk Si
In the next step the important ground state physical properties of bulk sil-
icon, namely the lattice constant and the bonding energy, were calculated
with LDA and GGA functionals affecting the physical accuracy of simula-
tions. The numerical accuracy of plane-wave DFT simulations is mainly
influenced by the number of k-points in the Brillion zone and the energy
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cutoff in the expansion of a plane wave basis set. Figure 10.2 shows the
convergence of the bulk silicon ground state energy using the Monkhorst-
Pack [45] k-point grid of size n× n× n and a plane wave energy cutoff of
450 eV.
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Figure 10.2.: Convergence of the bulk silicon ground state energy Ebulk using
the Monkhorst-Pack k-point grid of size n× n× n.
For a cubic diamond crystal structure the convergence of the k-grid is
already occurring at n = 6, but for other crystal structures more k-points
can be necessary. The total electronic energy convergence with respect to
the energy cutoff shown in figure 10.3 is rather slow, but also critically
depends on the crystal structure and pseudopotential.
All following calculations for bulk silicon will be performed with a Monk-
horst-Pack k-point grid of size 11× 11× 11 and a cutoff energy of 450 eV.
These values were also used by Kumagai [36] for fitting the zero tempera-
ture MOD parameters.
As shown in section 2.1, bulk silicon crystallizes in the diamond struc-
ture, with a face-centered cubic Bravais lattice
(ax,ay,az)
T
= a
 0 0.5 0.50.5 0 0.5
0.5 0.5 0
 (10.4)
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Figure 10.3.: Convergence of the bulk silicon ground state energy Ebulk with the
number of plane waves.
and a two-atom basis at (0, 0, 0) and (0.25, 0.25, 0.25). To obtain the equi-
librium lattice constant a from first-principle simulations, a sequence of
calculations for a range of lattice constants around the experimental value
of aexp = 5.43 A˚ were performed using LDA and GGA approximations.
The lattice constant a corresponding to the minimum energy identifies
the equilibrium unit cell size. The binding energy per atom versus lattice
constant calculated with GGA and LDA exchange functionals for bulk
silicon is shown in Figure 10.4. The energy minima of −5.96 eV and −5.43
eV are occurring at lattice constants of 5.40 A˚ and 5.47 A˚ for LDA and
GGA functionals, respectively. By using the previous results for single
atoms we get the cohesive energies for bulk silicon according to 10.2. The
comparison with experimental values is given in Table 10.1.
The elastic constants of bulk silicon can be obtained from DFT data by
using the following energy expansion
E() = E0 − P (V )4V + V
∑
i
∑
j
Cijij/2. (10.5)
E0 is the equilibrium binding energy, V is the volume of the sample, P is
the pressure, 4V is the volume change of the strained sample, Cij and i
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Figure 10.4.: The binding energy per atom versus lattice constant calculated
with GGA and LDA exchange functionals for bulk silicon.
are the elasticity and strain tensors in Voigt notation, respectively.
The cubic symmetry of bulk silicon reduces the elastic tensor to only
three independent constants C11, C12 and C44. The bulk modulus B is
related to these elastic constants Cij by
B =
C11 + 2C12
3
. (10.6)
The calculated elastic constants for bulk silicon using GGA and LDA
approximations in comparison with experimental data are listed in Ta-
ble 10.1.
E0 Eatom Ecoh a C11 C12 C44 B
[eV ] [eV ] [eV ] [A˚] [GPa] [GPa] [GPa] [GPa]
LDA -5.96 -0.68 -5.28 5.40 161.15 64.65 76.20 96.82
GGA -5.43 -0.87 -4.56 5.47 153.37 56.81 74.83 89.00
Exp. - - -4.63 5.43 167.72 64.98 80.36 99.22
Table 10.1.: Comparison of the physical properties of diamond silicon calculated
using LDA and GGA functionals with experimental data.
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Here we see a well-known discrepancy between the LDA and GGA re-
sults for the cohesive energy. It is overestimated by 14% in LDA and
underestimated by 1.5% in GGA simulations. The lattice constants are
much closer to the experimental results. Here, the LDA value is underesti-
mated by 0.55%, while the GGA value is overestimated by 0.74%. And all
the elastic constants in LDA are closer to experimental observations than
in GGA. In summary, based on the fact, that the absolute energy values
do not affect the interatomic forces, we can conclude, that the LDA results
lead to a more precise description of bulk silicon properties. Thus, they
will be used for the following potential parametrization in this work.
10.3. Scaling factors
In order to avoid a discrepancy between DFT and experimental data and to
use both results for potential fitting, scaling factors sa for lattice constants
(bond lengths), sB for stresses (bulk modulus) and sE for energies were
introduced according to dimensional analysis of these physical quantities:
sa · a = aexp = 5.43 A˚, (10.7)
sE · E + dE = Eexp = −4.63 eV, (10.8)
sB ·B = sE
s3a
·B = Bexp = 99.22GPa. (10.9)
Here, the cohesive energy is additionally shifted by dE to correct the cal-
culated DFT result.
By using the DFT data at zero temperature E = −5.96, a = 5.4026
and B = 96.82 we get the scaling factors sa = 1.005, sE = 1.04 and
sB = sE/s
3
a = 1.025 and the energy shift dE = 1.569. Using these results,
we can also calculate the scaling factor for forces sF = sE/sa = 1.035.
Since we do not have experimental data for finite carrier temperatures,
we assume the scaling factors to be temperature independent.
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Finite temperature DFT simulations of Si
In this chapter the first-principles calculations are extended to higher
carrier temperatures using finite-temperature density functional theory
(FTDFT) with the local-density approximation (LDA). The carrier excita-
tions are treated according to the Fermi-Dirac distribution (Equation 2.6)
at finite temperatures. Two types of FTDFT simulations were performed:
relaxation simulations for structural optimizations and static calculations
for the determination of forces and stresses in a given ionic configuration.
The carrier temperature range was limited by the stability of the cubic
diamond crystal structure from 0 to 25, 000K.
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Figure 11.1.: Carrier temperature dependence of equilibrium bonding length for
CD, SC, FCC and BCC silicon crystal structures calculated with
FTDFT using VASP.
In the first step a sequence of structural relaxation FTDFT simulations
for carrier temperatures from 0–25, 000K were performed to obtain the
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equilibrium lattice parameter and corresponding free-energy minima. Fig-
ure 11.1 shows the temperature dependence of bond lengths for different
silicon crystal structures. An increase in the bond lengths with increasing
carrier temperature can be clearly observed for each structural configu-
ration. As a consequence the interatomic forces become more repulsive
leading to a pressure rise.
To determine the thermodynamically most stable crystal structure at
certain electronic temperatures, the free energies per atom of CD, SC,
FCC and BCC crystal structures have been plotted in dependence of tem-
perature (Figure 11.2). These free energies are strongly influenced by the
entropic contribution of excited carriers −TcS leading to a more linear
dependence at high temperatures.
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Figure 11.2.: Carrier temperature dependence of free energy per atom for CD,
SC, FCC and BCC silicon crystal structures calculated with
FTDFT using VASP.
In the range between T = 12, 000K and T = 22, 500K the free energy
of the simple cubic structure becomes slightly lower than the free energy of
the cubic diamond crystal structure indicating a phase transition, though
a structural transformation can not be observed within a typical electronic
thermalization time of 10− 100 fs occurring after laser irradiation.
Generally, the free-energy surface shifts towards more negative values
with increasing carrier temperature (Figure 11.3). But the shapes of free
84
0 5 10 15 20
Carrier temperature [103 K]
5.2
5.4
5.6
5.8
6.0
6.2
L
a
tt
ic
e
co
n
st
a
n
t
[A˚
]
−6.8
−6.4
−6.0
−5.6
−5.2
−4.8
−4.4
−4.0
Figure 11.3.: Free energy [eV] in dependence of carrier temperature and lattice
constant for bulk Si. Dotted curve corresponds to the equilibrium
lattice constant.
energy curves at a constant temperature are flattening with increasing tem-
perature, leading to a softening of the interatomic forces we are interested
in. And starting from T = 25, 000K a minimum in the free energy curves
does not exist, thus, the interatomic forces become purely repulsive.
Alternatively, the stability of a structure can be assessed by its mechan-
ical properties using the well-known Born stability criteria for the elastic
constants Cij . In the particular case of a cubic crystal structure, the con-
vexity of the free energy leads to the relations
C11 + 2C12 > 0, C44 > 0, C11 − C12 > 0. (11.1)
Elastic constants C11, C12, C44 and bulk moduli B for diamond sili-
con obtained at different electronic temperatures using VASP are shown
in Figure 11.4. The elastic constants and consequently the bulk modulus
soften slowly initially and more rapidly with increasing carrier temper-
ature, eventually vanishing and leading to structural transformation at
electronic temperatures above 25, 000K.
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Figure 11.4.: Electronic temperature dependence of elastic constants C11, C12,
C44 and bulk modulus B for cubic diamond silicon calculated with
FTDFT using VASP.
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Electron-temperature-dependent MOD*
potential
This chapter is devoted to the development of a new electron-temperature
dependent parametrization of the modified Tersoff potential (MOD*) with
the potfit code by taking into account the softening of interatomic forces,
which is a direct consequence of electronic excitations to conduction bands,
which break covalent bonds and induce more metallic behaviour in semi-
conductors and insulators after strong laser irradiation.
12.1. Configurations
The simulation results from the previous chapters were used as reference
configurations for the force matching. For zero temperature potential
parametrization we prepared a set of silicon configurations: simple cubic,
body-centred cubic, face centred cubic and cubic diamond crystal struc-
tures containing 8 primitive unit cells at 20 different lattice constants.
Furthermore shear deformations applied to obtain the elastic constants
were also added to force matching input configurations.
The electron-temperature-dependent parametrization of the MOD po-
tential was chosen for a more precise reproduction of cubic diamond silicon
at the expanse of transferability to the other crystal structures. For the
application to laser ablation, where the high electronic temperatures occur
at the beginning of simulation and the initial atomic configurations build
a cubic diamond structure, the precision of the potential is much more
important, since it does not apply already after a few picoseconds. It was
done by choosing the ratio of the weighting factors 10:1 for cubic diamond
to other crystal structures.
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12.2. Force matching
A combination of simulated annealing [31] and Powell’s conjugate gradient
algorithm [48, 49] was used to optimize the potential parameter with potfit.
The initial point in the parameter space was set to the MOD parameters
listed in Table 12.1. Some of these initial parameters, namely η, β, c4, c5,
and h were set to be identical to those of the MOD potential and have been
kept fixed during the optimization. In the first run several parameter sets
were calculated by varying the starting temperature of simulated annealing
and the seed parameter for the random number generator. In the next step,
the melting temperatures of silicon under applying the resulting MOD*
potential parameters were calculated with the IMD code.
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Figure 12.1.: Melting point comparison of MOD and MOD* potentials. The
temperature at which the potential energy breaks down corre-
sponds to the melting point without consideration of the hysteresis
phenomenon.
Here, the direct method of melting point calculation was used. NPT
simulation was equilibrated at T = 1, 000K for 10,000 time steps and
continued over the following 200,000 steps by linear temperature variation
up to 3, 000K and then back to 1, 000K. The results were compared
with in the same way prepared MOD potential simulations as shown in
Figure 12.1. The temperature at which the potential energy breaks down
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corresponds to the melting point. The overestimation of the melting point
due to the existence of superheating can be taken into account by the
known melting temperature of the MOD potential.
Table 12.1.: Comparison of MOD and MOD* potential parameters at zero tem-
perature.
MOD MOD*
A[eV ] 3281.5905 3337.89405
B[eV ] 121.00047 117.25
λ1[1/A˚] 3.2300135 3.24
λ2[1/A˚] 1.3457970 1.344768
η 1.0 1.0
δ 0.53298909 0.54935
α 2.3890327 2.22
β 1 1
c1 0.20173476 0.1695
c2 730418.72 6798.709369
c3 1000000.0 10000.0
c4 1.0 1.0
c5 26.0 26.0
h -0.365 -0.365
R1[A˚] 2.7 2.8
R2[A˚] 3.3 3.2
As additional criteria for the best parameter set the relations 7.10 were
used. The resulting fitted MOD* potential parameters are listed in Table
12.1. Cohesive energies, lattice parameter, elastic constants and melting
temperatures of diamond silicon obtained using MOD and MOD* poten-
tial in comparison to experimental data are given in Table 12.2. The
elastic constants and bulk modulus calculated using MOD* potential show
a better agreement with the experimental data, while the other calculated
properties are nearly identical to those of MOD potential.
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Ecoh a C11 C12 C44 B Tm
[eV ] [A˚] [GPa] [GPa] [GPa] [GPa] [K]
MOD -4.63 5.43 166.40 65.40 77.10 99.00 1681
MOD* -4.63 5.43 167.81 64.92 77.41 99.22 1685
Exp. -4.63 5.43 167.72 64.98 80.36 99.22 1687
Table 12.2.: Comparison of the physical properties of diamond silicon calculated
using MOD and MOD* potentials with experimental data.
12.3. Temperature dependence of potential parameters
Similar to the zero temperature force matching, the evaluation of the
MOD* potential parameters was done at 21 further electronic temper-
atures in range of 0 and 2.1 eV/kB . The initial points in the parameter
space at certain electronic temperature was set recursively to the optimized
parameters at previous electronic temperature. In addition, a temperature
dependent energy shift ∆E(Tc) was applied in order to avoid the potential
offset due to the entropic energy contribution at finite temperatures as
shown in Chapter 10. Otherwise it would result in high attractive forces
nearly the cutoff radius rc due to the assumption V (rc) = 0. The energy
shift was calculated for cubic diamond silicon at the cutoff radius of 3.5 A˚.
Table 12.3.: Temperature dependent MOD* parameters.
A B λ2 c4
a0 3337.89405000 117.250000000 1.34476800000 6798.70936900
a1 0.0 -6.65214929108 0.0 715.813196244
a2 749.863150134 177.790826853 0.44218573472 -41431.4242603
a3 1184.11723007 38.8260040579 1.30989132386 101066.854640
a4 -7259.53969859 -504.819627033 -4.75752823279 -125153.263538
a5 9649.37058037 534.548703937 5.83464563341 90001.6404949
a6 -6277.88799086 -287.557398779 -3.64746609272 -37529.9450761
a7 2056.02229389 88.1093410410 1.15313191898 8363.22100809
a8 -269.314663457 -11.8047128296 -0.14728130679 -764.392155048
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A 8th degree polynomial fit was used to achieve a smooth dependence
on the carrier temperature Tc for potential parameters A (Figure 12.3), B
(Figure 12.4), λ2 (Figure 12.5) and c2 (Figure 12.6):
A(Tc) =
8∑
n=0
an(kBTc)
n. (12.1)
Here the a0 coefficients correspond to the zero temperature MOD* poten-
tial parameters. For a better precision of the polynomial fit four series
of parameter optimization runs were carried out by recursively fixing the
fitted parameters according to the equation 12.1.
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Figure 12.2.: Energy shapes of bulk silicon at different carrier temperatures cal-
culated with MOD* potential (lines) in comparison with FTDFT
data (dots).
The potential energy V per atom of cubic diamond silicon calculated
with the resulting electron-temperature-dependent MOD* potential in de-
pendence of the lattice constant a is shown in Figure 12.2 at five different
electron temperatures in comparison with FTDFT data. The results are in
good agreement around the equilibrium lattice parameter, while at short
interatomic distances the discrepancy to reference data at high tempera-
tures is very high. This has to be taken into account for high laser pulse
fluences interacting with non-equilibrium bulk silicon configurations. Be-
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ginning at T = 2.15 eV/kB the MOD* potential becomes purely repulsive
according to the FTDFT results presented in the previous chapter.
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Figure 12.3.: Electronic temperature dependence of MOD* parameter A.
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Figure 12.4.: Electronic temperature dependence of MOD* parameter B.
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Figure 12.5.: Electronic temperature dependence of MOD* parameter λ2.
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Figure 12.6.: Electronic temperature dependence of MOD* parameter c2.
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Simulations of laser ablation in Si
In this chapter the results of continuum-atomistic simulations of laser ab-
lation in bulk silicon based on the nTTM and molecular dynamics with
electron temperature dependent force fields, which were developed in the
previous chapter, are presented. Single, double and triple pulse laser irra-
diations are investigated.
13.1. Molecular dynamics simulations
The molecular dynamics simulations of laser ablation were performed for a
box of the constant size 687.74× 5.977× 5.977 nm3 with 1, 064, 800 silicon
atoms. This represents a 0.7-µm thick silicon film. The simulation domain
was divided into 1,376 finite-difference (FD) cells along the x axis, which
corresponds to the [1 0 0] crystallographic direction. This FD cell size was
chosen to ensure a proper average over the particle-based quantities. In this
case each of these FD cells contains nearly 900 atoms and 324 molecular
dynamics cells defined for finding all atom pairs within the cutoff radius
of the potential. For later material expansion an additional 85 nm offset
on the front was created. Periodic boundary conditions were applied in y
and z directions whereas open boundaries on the laser irradiation surface
and non-reflecting boundaries (NRBC) on the opposite side along the x-
direction were used. The static force F0 component along the laser pulse
propagation and the friction coefficient α (Equation 6.7) were estimated
for the silicon film and MOD* potential at 0.874 eV/A˚ and 0.0442 fs−1,
respectively. The perpendicular force components were set to zero.
The interatomic force calculations based on the electronic-temperature
dependent MOD* potential were extended according to the total differen-
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Figure 13.1.: Initial configuration of atomistic bulk silicon model combined with
finite-difference cell grid.
tial of the potential function V (Tc({ri}), {ri}):
Fi = −
(∑
k
∂V
∂Pk
∂Pk
∂Tc
)
dTc
dri
− dV
dri
, (13.1)
where Pk are the temperature dependent potential parameters. The carrier
temperatures Tc and gradients dTc/dri were calculated at each atomic
position ri by using linear interpolation between neighboring FD cells. A
direct numerical approach instead of explicit partial derivative evaluations
turned out to be more stable and sufficiently precise:∑
k
∂V
∂Pk
∂Pk
∂Tc
≈ V (Tc + ∆Tc)− V (Tc)
∆Tc
. (13.2)
The temperature-dependent potential parameters Pk were evaluated up
to a maximum carrier temperature of Tc = 2.15 eV/kB and kept fixed at
higher temperatures. Beginning from that carrier temperature the inter-
action becomes purely repulsive.
13.2. Finite difference simulations
The extended two-temperature-model 3.8 for the electronic system was
solved on a regular finite difference grid with a dynamic time step between
300 and 1,000 electronic iterations within a single MD time step of 1.018 fs:
(i) 1000 electronic iterations for 0 < t ≤ 0.6 ps during the direct laser
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pulse energy absorption,
(ii) 500 electronic iterations for 0.6 < t ≤ 6 ps during the electron-
phonon relaxation processes,
(iii) 300 electronic iterations for t > 6 ps until the end of the simulation.
For double and triple laser pulse simulations the first phase was extended
until 2 ps and 3 ps, respectively.
The laser pulses were modeled with a Gaussian temporal profile with the
full width at half-maximum of 100 fs and a wavelength of 775 nm. This
wavelength corresponds to a photon energy of 1.6 eV which is higher than
the band gap of silicon, thus the two-photon absorption can be neglected.
For the laser field absorption mechanism and reflectivity the Drude-Lorentz
model (Section 2.3.1) was applied. The absorption coefficient α and reflec-
tivity R are shown in Figure 13.2.
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Figure 13.2.: Absorption coefficient α and reflectivity R for a wavelength of 775
nm.
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13.3. nTTM parameters for Si
Generally, the material parameters in the nTTM model occurring in the
equations 2.13 and 3.8 are functions of carrier number density, carrier
temperature and lattice temperature. In the current section the model
parameters for silicon based on experimental data and approximations from
previous studies are specified.
• The impact ionization coefficient for semiconductors can be expressed
by Chynoweth’s law [13]:
θ = a · exp(− b
E
), (13.3)
where E is the electric field component in the direction of current
flow, a and b are fitting parameters. For silicon, the parametrization
was chosen according to van Driel [69, 74] by
θ = 3.6× 1010 · exp(−3
2
Eg
kBTc
) s−1.
• The recombination rates of electrons and holes with energy transfer
to another carrier is proportional to the free carrier density, therefore
the Auger recombination coefficient is treated as a constant γ =
3.8 × 10−31 cm6s−1 [15, 74] and proved to be consistent for a wide
range of carrier densities.
• The thermal conductivity of carriers as a linear function of carrier
temperature was applied [1, 12]
kc = (−3.47× 108 + 4.45× 106Tc) eV · s−1A˚−1K−1.
• At room temperature free carrier concentration, the carrier-phonon
energy relaxation time in silicon is nearly constant [63] and drastically
increases at high carrier densities. Yoffa [76] proposed the following
free carrier dependence for silicon:
τc = τ0
[
1 +
(
nc
ncrit
)2]
,
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where τ0 = 240 fs is the constant energy relaxation time and ncrit =
6×1020 cm−3 is the critical carrier density for screening in the carrier-
phonon interaction.
• The one-photon absorption coefficient and free-carrier absorption
cross section were chosen according to Gan [21] as
α = 648.585 · exp(Tl/430) cm−1
and
Θ = 5.1× 10−18 · Tl
Troom
cm2,
respectively.
• The temperature dependence of the energy band gap usually arises
from the change in atomic bond lengths and the electron-phonon
interaction. The most popular experimentally determined analytical
fit equation for semiconductors has the form [75]
Eg(T ) = Eg(0) +
αT 2
T + β
(13.4)
with fitting parameters α and β. Additionally, the free carrier density
dependent band gap narrowing in silicon [64] was taken into account.
The resulting band gap energy parametrization yields [12, 74]
Eg = (1.16− 7.02× 10−4 T
2
l
Tl + 1080
− 1.5× 10−8n1/3) eV.
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13.4. Single pulses
Firstly, we performed molecular dynamics simulations at constant room
temperature (300 K) and zero pressure for a few thousand steps in order
to reach an equilibrium atomic configuration, while the electronic temper-
ature was also kept constant. This equilibrated silicon sample has been
used as initial configuration for the following laser ablation studies.
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Figure 13.3.: Carrier number density at the front film surface for single pulse
laser irradiation at several laser fluences.
Figure 13.3 shows the carrier number density at the front film surface for
single pulses with laser fluences between 0.08 and 0.18 J/cm2. A rapidly
increase and drop of the excited electron-hole pairs density at the laser peak
intensity time (t0 = 300 fs) can be seen. As expected, we observe a nearly
linear dependence of the maxima on laser fluences due to linear absorption
processes according to the carrier number rate equation 2.13. The Auger
recombination, on the other hand, decreases the carriers number density.
The excited carriers after very fast energy absorption from the laser beam
are not in thermal equilbrium among themselves and, thus, their distribu-
tion can not be described by a Fermi–Dirac distribution. Consequently,
the carrier temperature is not well-defined until these nonequilibrium car-
riers are thermalized into an equilibrium distribution. The thermalization,
characterized by the lifetime of hot carriers, is driven by carrier–carrier
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and carrier–phonon interactions and usually takes some 100 fs [22]. The
assumption of thermalized carriers at the beginning of simulation is an ap-
proximation of the nTTM. A more precise free carrier dynamics requires
e.g. considering of Boltzmann kinetic equation [53, 54].
The equilibrium condition for electron-hole pairs for times t > 600 fs,
when photon absorption can be neglected,
∂nc
∂t
= θnc − γn3c = 0 (13.5)
leads to the temperature dependent steady state carrier density
neqc =
√
θ/γ = 3.078× 1020 exp(−3
4
Eg
kBTc
) cm−3. (13.6)
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Figure 13.4.: Carrier number density profiles for single pulse laser irradiation
with F = 0.15 J/cm2 at several simulation phases.
In Figure 13.4, the carrier number density profiles along the x-direction
after single pulse irradiation with a laser fluence of 0.15 J/cm2 are shown.
At 300 fs an exponential decay, according to Lambert-Beer’s law aris-
ing as a solution of the differential equation 2.33 for constant absorption
coefficients, can be observed. Then, the curvature of the spatial carrier
distribution at the film surface changes from positive to negative after the
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maximum carrier density was reached. Here, the impact ionization, which
is proportional to the carrier density, becomes the dominant absorption
process.
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Figure 13.5.: Carrier temperature at the front film surface for single pulse laser
irradiation at several laser fluences.
The temporal evolution of the carrier temperatures after laser irradiation
with single pulses for the same fluence range is plotted in Figure 13.5.
Also here a nearly linear dependence of the maxima can be observed. A
temperature increase at the beginning of the photon absorption arises due
to direct laser heating of the carriers with very low heat capacity 3nckB .
Here, a small finite-difference time step is very important for the numerical
stability of the simulation. The carrier temperatures maxima are shifted
with respect to the maximum laser intensity, because the rapidly increase
of carriers temperature occurs during decreasing of the carrier number
density, known as Auger heating [74]. This is a consequence of the fifth
term on the RHS of energy balance equation 3.8, which is proportional
to the negative time derivative of density nc. Here the potential energy
of carriers is converted to the kinetic energy of carriers, characterized by
their temperature.
On a timescale of about a picosecond after excitation the carriers are
not at thermal equilibrium with the lattice and have significantly higher
temperatures than the phonons. For comparison, the evolution of lattice
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Figure 13.6.: Lattice temperature at the front film surface for single pulse laser
irradiation at several laser fluences.
Figure 13.7.: Direct visualization of silicon sample cut with a depth (x) of
about 30 nm 500 fs after single pulse laser irradiation with
F = 0.14 J/cm2. Blue particles are ordered in the cubic diamond
crystal structure and gray particles correspond to the melting ma-
terial front. The picture was created using Ovito [68].
temperature at the front film surface for single pulses is shown in Figure
13.6. The energy exchange of carriers and lattice typically occurs on a
time scale of 1 to 10 ps. After equilibration the plotted temperatures at
the front of the sample correspond to the average temperatures of the
whole simulation domain. Increasing fluctuations at higher laser fluences
indicate a phase transition on the material surface. Figure 13.7 shows the
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silicon atoms on the sample front irradiated with a single laser pulse at
fluence F = 0.14 J/cm2 after 0.5 ps simulation time. The front lattice
temperature after 1 ps simulation time approximately corresponds to the
melting temperature of silicon. Consequently, the surface melting of the
silicon film involves a non-thermal melting process arising from 500 fs to
1 ps due to the softening of interatomic interactions. The atomic density
plot for the first 10 ps simulation time is shown in Figure 13.9.
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Figure 13.8.: Melting and ablation depth for single pulse laser irradiation marked
with dots and their logarithmic fit curves. Determination errors are
set to ±10 nm.
Next, we determined the melting depth from the surface of the silicon
film in dependence of the laser fluence. The results are plotted in Figure
13.8. The melting process starts at the laser fluence of 0.135±0.005 J/cm2
and then increases logarithmically with the fluence. The corresponding fit
function is given by
d(F ) = (185.218 · ln(13.636 · F )− 86.325) [nm]. (13.7)
The ablation threshold was observed at F = 0.15 ± 0.005 J/cm2 and
t = 1.1 ps for single pulses. These can be clearly seen in Figures 13.10
and 13.11, where spatial and temporal evolution of atomic densities after
single pulse laser irradiations is plotted. The calculated results for single
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pulses are comparable to experimental values for the ablation threshold in
silicon as reported by Pronko et al. [51] F = 0.17 J/cm2 (λ = 800 nm,
tp = 100 fs). In comparison, the ablation threshold in the same silicon
film by applying a fixed modified Tersoff potential can be observed at laser
fluences above 0.5 J/cm2.
The ablation depths in dependence of the laser fluence are plotted in
Figure 13.8. Similar to the melting depths, they scale logarithmically with
the laser fluence and follow the function
d(F ) = (94.715 · ln(10.594 · F )− 30.894) [nm]. (13.8)
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Figure 13.9.: Contour plot of the atomic number density for single pulse laser
irradiation with F = 0.14 cm/J2 under the ablation threshold.
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Figure 13.10.: Contour plot of the atomic number density for single pulse laser
irradiation with F = 0.16 cm/J2 above the ablation threshold.
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Figure 13.11.: Contour plot of the atomic number density for single pulse laser
irradiation with F = 0.26 cm/J2 considerably above the ablation
threshold.
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13.5. Double pulses
The simulation sample for double pulse laser irradiations was prepared
in the same way as for the single pulses, described in the last sections.
Also the time for the maximum intensity of the first laser pulse was set to
300 fs, so that previous simulations until 600 fs can be used as starting
configurations for double pulse simulations.
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Figure 13.12.: Carrier number density at the front film surface for double pulse
laser irradiation with the same laser fluence of F1,2 = 0.09 J/cm
2
and different peak distances ∆t between 0.6 and 2.0 ps.
Firstly, we investigate the dependence of the free carrier number density
on the front silicon film surface on the separation time ∆t between the
first and the second laser pulses with the same fluence of 0.09 J/cm2. The
separation times were varied between 0.6 and 2.0 ps. As we can see in
Figure 13.12, the first pulse responses are identically up to the time, where
the second pulse induced free carriers arise. The number of hot carriers at
this moment directly influences the maximum of the second peak, which
converges to a constant value with increasing peak distance following the
equilibration process of excited carries after the first pulse irradiation. For
the following simulations a short peak distance of ∆t = 1 ps was chosen
in order to avoid the absorption of the second pulse energy through the
modified front surface due to the first pulse irradiation.
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Figure 13.13.: Carrier temperature at the front film surface for symmetrical and
asymmetrical double pulse laser irradiation at several laser flu-
ences.
The next step was to consider double pulse sequences with a constant
peak distance at different laser fluences between 0.08 and 0.12 J/cm2. Fig-
ure 13.13 shows the temporal evolution of carrier temperatures at the front
film surface after symmetrical and asymmetrical double pulse irradiation.
We can clearly see increasing of maxima at the second laser pulse for all
fluences. The higher peak positions of the second pulse maxima indicate
an increasing role of impact ionization, which is proportional to the num-
ber of free carriers. But also the increasing absorption coefficient due to
the rise of carrier number densities after the first peaks leads to a higher
energy absorbing capacity.
The ablation threshold with a symmetrical double pulse irradiation was
observed at the laser fluence of 0.09 ± 0.005 J/cm2 after approximately
2.3 ps simulation time. The non-thermal surface melting begins at laser
fluences of 0.08± 0.005 J/cm2 and 1.2 ps simulation time. In Figure 13.14
ablation and melting depths are plotted in dependence on laser fluences.
The corresponding logarithmic fits are given by
d(F ) = (110.124 · ln(13.107 · F )− 0.177) [nm]. (13.9)
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Figure 13.14.: Melting and ablation depth for symmetrical double pulse laser ir-
radiation marked with dots and their logarithmic fit curves. De-
termination errors are set to ±10 nm.
for ablation depth and
d(F ) = (222.250 · ln(18.430 · F )− 41.566) [nm]. (13.10)
for melting depth.
The results for asymmetric double pulses are listed in Table 13.1. As
expected, the pulse sequences with increasing laser fluences are more effec-
tive and lead to approximately 50% higher material ablating rates. Spatial
and temporal evolution of atomic densities after decreasing and increasing
double pulse laser fluences are plotted in Figures 13.15 and 13.16, respec-
tively.
F1 [J/cm
2] F2 [J/cm
2] Tmaxc [K] Melting depth [nm] Ablation depth [nm]
0.08 0.12 80295 99.5 33.0
0.10 0.10 75300 96.5 29.0
0.12 0.08 68785 92.0 21.0
Table 13.1.: Comparison of the maximal carrier temperatures, melting and ab-
lation depths for symmetrically and asymmetrically shaped double
pulses.
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Figure 13.15.: Contour plot of the atomic number density for double pulse laser
irradiation with F1 = 0.12 cm/J
2 and F2 = 0.08 cm/J
2.
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Figure 13.16.: Contour plot of the atomic number density for double pulse laser
irradiation with F1 = 0.08 cm/J
2 and F2 = 0.12 cm/J
2.
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13.6. Triple pulses
0 2000 4000 6000 8000 10000
Molecular dynamics time steps [fs]
0
20
40
60
80
100
C
a
rr
ie
r
te
m
p
er
a
tu
re
[1
0
3
K
]
F1,2,3 = 0.06, 0.08, 0.10 J/cm
2
F1,2,3 = 0.08, 0.08, 0.08 J/cm
2
F1,2,3 = 0.10, 0.08, 0.06 J/cm
2
Figure 13.17.: Carrier temperature at the front film surface for triple pulse laser
irradiation at several laser fluences.
Finally, the simulations of laser ablation after symmetrically and asym-
metrically shaped triple pulse laser irradiation sequences were performed.
For symmetric pulse sequence the ablation threshold is obtained at F1,2,3 =
0.07±0.005 J/cm2. A very similar behavior to double pulse simulations is
observed (Figure 13.17): a sequence of pulses requires in total more fluence
than a single pulse to achieve material ablation and the increasing pulse
shape is more effective than the decreasing one (Table 13.2) due to the
generation of free carriers by the first pulse and consequently much more
effective energy absorption from the further laser pulses.
F1 [J/cm
2] F2 [J/cm
2] F3 [J/cm
2] Melting depth [nm] Ablation depth [nm]
0.06 0.08 0.10 143.5 46.5
0.08 0.08 0.08 134.0 38.0
0.10 0.08 0.06 130.0 26.5
Table 13.2.: Comparison of melting and ablation depths for symmetrically and
asymmetrically shaped triple pulse laser irradiations.
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Figure 13.18.: Contour plot of the atomic number density for triple pulse laser
irradiation with F1 = 0.10 cm/J
2, F2 = 0.08 cm/J
2 and F3 =
0.06 cm/J2.
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Figure 13.19.: Contour plot of the atomic number density for triple pulse laser
irradiation with F1 = 0.06 cm/J
2, F2 = 0.08 cm/J
2 and F3 =
0.10 cm/J2.
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Conclusion and Outlook
In the present work the process of laser ablation in covalent materials has
been studied with continuum-atomistic simulations. An extended contin-
uum two-temperature-model for semiconductors was used to describe the
electronic part and classical molecular dynamics simulations to treat the
atomistic part. The optical response to electronic excitations after ultra-
short laser pulse irradiations was modeled by the Drude-Lorentz model.
Based on the finite-temperature density functional theory a new
electron-temperature dependent parametrization of the modified Tersoff
potential for silicon was generated using the force-matching method. An
additional force component, which is proportional to the carrier temper-
ature gradient, was introduced to take into account the local variation
of the temperature field of non-thermalized electrones and holes. The
electron-temperature dependence of the potential parameters turned out
to be essential to reproduce the laser ablation process in semiconductors.
For the carrier subsystem we applied the same approach as in the
work of Gan and Chen [21]. The combination with generated electronic-
temperature dependent potentials demonstrate the important role of non-
thermal processes in covalent materials irradiated with intensive ultra-short
laser pulses. In a previous work, based on the tight-binding hybrid calcula-
tions in solid diamond, Medvedev et al. determined the non-thermal phase
transitions in semiconductors as a general mechanism of material response
to ultrafast electronic excitations.
The simulations of laser ablation in a thin silicon film were performed for
single, double and triple laser pulse sequences. The results were analyzed
for different laser fluences and pulse shapes in order to determine the dam-
age thresholds and efficiency of the material removal. A comparison with
experimental data obtained by [51] for single pulse irradiations of silicon
shows a good agreement of the calculated ablation threshold. For double
and triple pulse sequences an increasing fluence shape turned out to be
more effective than a decreasing one confirming the previous experimental
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observations by Zhao an Shin [78].
The extension of the combined MD-TTM model with electron-
temperature dependent interactions to other covalent bonded materials
can be complicated due to the lack of proper nTTM parameters. First
simulations for germanium based on the same approach were performed
within the bachelor’s thesis of Andre˙ Link [38].
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Appendix A.
Partial derivatives for MOD potential
• Potential function:
∂φij
∂fc
= Ae−λrij − bijBe−µrij ,
∂φij
∂bij
= −fc(rij)Be−µrij ,
∂φij
∂rij
= fc(rij)
(−λAe−λrij + µbijBe−µrij) .
• Cut-off function:
∂fc
∂r
=

0, r ≤ R1
− piR2−R1
(
9
16 sin(pi
r−R1
R2−R1 )− 316 sin(3pi r−R1R2−R1 )
)
, R1 < r < R2
0, r ≥ R2.
• Many-body term bij :
∂bij
∂ζij
= −δ (1 + ζηij)−δ−1 ηζη−1ij = −δηζη−1ij1 + ζηij bij .
• Many-body term ζij :
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∂ζij
∂fc
= g exp
(
α(rij − rik)β) ,
∂ζij
∂g
= fc(r
ik) exp
(
α(rij − rik)β) ,
∂ζij
∂rik
=
(
∂fc(r
ik)
∂rik
− fc(rik) · αβ
(
α(rij − rik)β−1)) g · exp (α(rij − rik)β) ,
∂ζij
∂rij
=
∑
k(6=i,j)
fc(r
ik) · g · exp (α(rij − rik)β) · αβ (α(rij − rik)β−1) .
• Angle function g:
∂g
∂ cos θ
=
2c2χ
c3 + χ2
[
c5χ
2c4e
−c5χ2 − c3
c3 + x2
(
1 + c4e
−c5χ2
)]
,
with χ := h− cos θ.
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Finite-difference equations for nTTM
B.1. Spatial derivatives in the nTTM
• Forward-difference formula for the laser intensity:
I(x+4x, y, z, t) = I(x, y, z, t) + ∂I
∂x
4x+O(4x2) (B.1)
• Central-difference approximation for the first and second partial
derivative of the temperature:
∂T
∂x
=
T (x+4x, y, z)− T (x−4x, y, z)
24x +O(4x
3), (B.2)
∂2T
∂x2
=
T (x+4x, y, z)− 2T (x, y, z) + T (x−4x, y, z)
(4x)2 +O(4x
4).
(B.3)
• Gradient term approximation for the heat equation:
∇ [Kc(Tc)∇Tc] = ∂Kc
∂Tc
(∇Tc)2 +Kc∇2Tc
=
∂Kc
∂Tc
((
∂Tc
∂x
)2
+
(
∂Tc
∂y
)2
+
(
∂Tc
∂z
)2)
+Kc
(
∂2Tc
∂x2
+
∂2Tc
∂y2
+
∂2Tc
∂z2
)
(B.4)
In the case of a linear K function K(T ) = aT + b it simplifies to
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∇ [Kc(Tc)∇Tc] = a (∇Tc)2 +Kc∇2Tc. (B.5)
B.2. Time derivatives in the nTTM
T (x, y, z, t+4t) = T (x, y, z, t) + ∂T
∂t
4t+O(4t2) (B.6)
n(x, y, z, t+4t) = n(x, y, z, t) + ∂n
∂t
4t+O(4t2) (B.7)
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