Introduction
In 1930 Titchmarsh [8] in connection with a divisor problem used Brun's method to prove that, if k < x* where α < l, then 30 n(x\ a, k) < A(oc) · φ (k) log χ ' where π(χ\ α, k) denotes s is customary the number of primes not exceeding χ that are eongruent to a, modulo k. This theorem, which is now commonly known s the BrunTitchmarsh theorem, has subsequently had many other applications in the theory of numbers mainly because, s Titchmarsh himself remarked in his paper, the r nge of validity of the result in terms of k is much wider than that of the corresponding asymptotic formulae that can be obtained by analytic methods. Indeed, despite recent advances in the theory of prime numbers associated with Bombieri's theorem [1] , no other known that was shewn by Titchmarsh in the same paper to be implied by the extended Riemann hypothesis. On the other band improvements in Brun's method and then the introduction of Selberg's upper bound sieve method [7] have led to successive reductions in the value of the constant A (<x) so that the inequality can now be written 1 ) for k <Ξ χ and χ > χ 0 (η). This, however, appears to be about the theoretically best possible result attainable by these methods if one be restricted, s is usually assumed to be the case with a sieve, by the necessity of considering error terms in the estimations by means of summations over absolute values. Consequently any significant improvement in the upper bound for i k > x* remains a desideratum.
The priinary object of this paper is to shew that for a given bounded non-zero number a the inequality can be considerably sharpened for almost all numbers k relatively *) Supported in part by Air Force Office of Scientific Research grant AF-AFOSR-69-1712. 1 ) The same result can now alternatively be inferred from an inequality of the large-sieve type. Also the constant can in fact be reduced from 2(1 -f η) to 2 by using either the Seiberg sieve or the large sieve. i prime to a in the rδnge x 2 < k <£ o:
1 '* δs #-> oo, the improvement over (1) tending to become more striking δs -=-^-becomes larger. The estimates are obtained through the use of a sieving function with the same general characteristics δs that used by Seiberg, the principal novelty of the method lying in the fact that the sieving limit can be chosen to be larger than in the usual method beeause the error terms when expressed in terms of exponential sums can be estimated in mean-square over k non-trivially. This estimate in mean-square, which enables the bound to be established for all but a small exceptional set of /c, is effected by using a reciprocity relation in a certain type of congruence in order to express the second moment of the exponential sums in terms of c incomplete' Ramanujan (or Kloosterman) sums. Estimates for the Kloosterman sum then give rise to the result, which is stated formally in Theorem 1.
Although the method of exponential sums δs used in the proof of Theorem l is no l longer applicable when k < *, there is an alternative transformation of these sums which is appropriate for smaller values of k. Since results relating to this case are only of interest if they pertain to sequences to which Bombieri's theorem and its natural extensions are inapplicable, we sketch the method here in the context of general sequences generated by a sieving process. The resulting Theorem 2 then shews that in the appropriate mean 2 sense we obtain better bounds for k rgj # 5 than can be obtained by Selberg's method for each individual k.
As explained more fully in Section 10 further improvements in the results could be derived if better estimates for incomplete Ramanujan sums over shorb ranges of summation were available. In view of the importance of the problem we state formally δs Hypothesis R the natural conjecture concerning the order of magnitude of these sums, and then indicate how the truth of this conjecture would imply the truth of Theorem 3, which while proved conditionally by the method used for Theorem l gives an improvement not only on Theorem l but also on Theorem 2.
There are several applications of these theorems to the theory of numbers. As an example, we single out the connection with the problem of the greatest prime factor of p -\-a, which has recently been considered by Goldfeld [3] and Motohashi [6] by a method similar to that used previously by the author in connection with the analogous (classical) problem for the polynomial n 2 -D [5] . We prove that a modest improvement in Motohashi's result can be made through the use of Theorem l, a better improvement being possible if the conditional Theorem 3 be used instead.
Lastly we discuss briefly how our methods are related to the dual problem in which the modulus k is fixed and a runs through a complete set of residues, mod k. We obtain Theorem 5, which states roughly that for given k an improved bound can be obtained for ( ; , k) for almost all residues a, mod k. This theorem it should be noted is not comprehended in either the Bombieri theorem or the Davenport-Halberstam theorem [2] , beeause the latter, although of much more interest for most k, nevertheless do not yield Information for all k.
Notation
The letters d, o, A, /c, /, m, n, are positive integere; p, q are positive relatively prime integers, except in Section 9 where p 1 , p 2 ,.. ., p n ... is a sequence of prime numbers and except in Section 11 where p, q are both primes; a, b, c are non-zero integers;
x, y are real variables that are not less than 1; r 17 v 2 are real numbers; σ = s + i t is a complex variable.
The letters ε, ??, η 1ί η%, . . . indicate positive constants normally to be regarded s being small and not necessarily the same at each occurrence; Δ is a positive constant normally to be regarded s being large; A±, A^ . . . are positive absolute constants, while Α(η^ η 2 ) indicates a constant depending at most on η^ ι? 2 ; the constants implied by the 0-notation depend at most on ε.
The positive highest common factor and lowest common multiple of Z, m are denoted by (Z, m) and [Z, m], respectively; d(h) is the number of positive divisors of Λ; σ Λ (h) is the sum of the a th powers of the divisors of h.
Initial application of the sieve method
The estimations concerning primes in the arithmetic progressions are effected, s is customary in Selberg's upper bound sieve method, through the introduction of functions of the form where ξ = Υ 2 > i and
real number, if h be square-free and l < h ^ £, 0, otherwise.
These functions, which are always non-negative and are equal to l when n is a prime exceeding f, cannot, however, be chosen in quite the manner that is usual in Selberg's method, since each function is to be applied not merely to one arithmetic progression but to many. Instead for each appropriate value of Υ the function f (n) is determined by choosing A so that the quadratic form is a minimum subject to the conditions (2) ; that is to say that f(n) is the function that arises when the usual form of Selberg's method is used to derive an upper estimate for the number of all integers up to some given limit that are not divisible by primes not exceeding f. It is then convenient to write for this choice of λ Η h\n where and where in virtue of 2 ) A = 0(1) we have
and (4) Q h aas 0 unless h be square-free and h <Ξ Υ.
a ) The commonly stated bound log log 10 Λ for A^ is eas y improved to this.
Applying this function to arithmetical progressions we introduce for relatively prime numbers a, k the sums
Since both the analytical method and the method of exponential sums are much simplified if applied to τ χ (α;; α, k) instead of to the more immediately relevant m(x', a, /c), estimates for the former sum are obtained first, those for the latter sum being then deduced through partial summation and an easy Tauberian argument. In the main investigation, that is until the beginning of the final section, it will be assumed that α is a fixed absolutely bounded number and that Χ <Ξ k < 2X, where Χ Ξ> 1.
Now, since (a, k) -l, the simultaneous congruences in the conditions of summation in the inner sum are soluble if and only if (A, k) = i in whieh event the solution is given by
where h is defined, modulo &, by hh =Ξ l, mod k. We therefore conclude that
The inner sum in (5) is next transformed through the use of the generating function given for σ > l by
where f (s, a) denotes the Hurwitz zeta function
y-»oo
Hooley.Onihe Brun-Titchmarsh theorem
Therefore, since ζ (s, ah/k) has a simple pole with residue l at s = l, it follows that is an absolutely convergent integral. We deduce from this and (5) that
where
This completes the initial transformation of τ^χ; α, A) and we pass on to the next sections in which we consider P (A, 7) and sums involving E(x, A, 7).
Estimationof P(£, Y)
The calculation of P (A, 7) presents no difficulty in principle, although naturally its value does not represent the conditional minimum of a quadratic form. We have firstly that 3 )
where Next, writing κ ρ = » ρ>1 , we observe that according to Selberg's method the definition of A implies that for ρ ^ ξ Therefore, if (ρ, k) = l and ρ ^ ξ ,
since in the penultimate sum (ό, ρ) = l and also ιι, ρ = 0 if δρ > ξ . Then, sincê
we deduce from (11) and (12) that
which is the required estimate.
Estimation of F(x, X, Y); first stage
The estimates for E(x, A, 7) in the appropriate average sense are derived by considering the sum
Firstly it is necessary to prepare the sum E (χ, Α, Γ) for its incorporation into the dexter side of (14). We have, by the functional equation for the Hurwitz zeta function, that for σ < 0~ (2 s, a) ), say. l Therefore by (7) it follows that for --^ < γ < 0 
on moving the line of Integration to σ -0, where for any integer b and any complex number s. Therefore, by symmetry and then by Stirling's theorem,
F(it)
< l + l) The final estimate for F(x, X, 7) will flow from this and from the estimates that will be obtained for T (b, X, 7) in the next section.
The exponential sum
The treatment of T(b, X, Y) will depend in part on the following lemmata. Lemma 1. For (p, q) = i let p be defined, modulo q, by the congruence pp ΞΞ l, mod q. Then we have:
Since in the summand of the expression defining c q (b) the variable p may be replaced by p, we see that c q (b) is just the Ramanujan sum, for which, s is famili r, there is the alternative formula Part (i) of the lemma then follows immediately by considering the case in which q is a prime power.
The sum appearing in part (ii) being of the same form s that in part (i) except that the r nge of summation is no longer over a complete residue System, mod g, we are 9* now presented with an example of an 'incomplete' Ramanujan (or Kloosterman) sum. 
We have
Σ---= Σ δ Σ -j-^Σ Σ-γ = (c,lji
which is the first result required. The other results are proved similarly. Defining k so that kk == l, mod A^, and using the above reciprocity relation, we trans- 
Returning now to T(6, X, Y) we assume throughout that b = 0(X). We have firstly
\s(b,k, y,ii)i f = Σ ( (M)=i
Estimation of F(x 9 X, Y) ; final stage
The investigation of F(x, X, Y) can now be completed at once. We have from (21) and (27) that
and then from Lemma 2 that
We conclude from this, (17), and (19) that
where χ has been replaced by v in order to avoid confusion when this result is applied to another sum in which χ is the limit of summation.
It may be remarked that a variety of approaches are available for the deduction of this estimate from (24), that adopted towards the end of Section 8, for example, being applicable but not being so suitable here.
The theorem on π(χ·, a, k) for the case k large
The estimates appertaining to the sum τ^(χ\ a, k) having been completed, it is necessary to effect the transition to tzr(#; a, k) and thence t ο π(χ; α, k).
We now interpret χ s a variable that is tending to infinity, we define x ± to be χ --g -» an d subject Ji, 7to the additional conditions Χ, Υ <Ξ χ so that ξ ^ χ λ . Then, log χ since τ(ΐ/; α, k) is a non-decreasing function of y, we have, for any u > 0, Hence we deduce from (8) and then (13) that, for Next we obtain an inequality for π(#; α, k) by expressing m (2/5 a, ) in terms of tr(y; a, ). We have, by partial summation and then by (30), Now (14), (29), and (31) imply that for x^
Therefore, by this and (34), we have the first part of
Ξ /2( *'*' 7) the second part following from the first (with an initially different ε) in view of (33).
We are now ready to deduce the first theorem. Let μ χ = μ χ (χ, F, η) be the number of integers k in the r nge X ^ k < 2 X with the property that 
+4-17
we deduce the following theorem from (32) and from the above discussion concerning (36). 
The problem for smaller values of k
As stated in the introduetion the previous method does not furnish any improvement in Seiberg's method for the case k ^ #2, although so far s primes in arithmetic progression are concerned this is a matter of little consequence in view of Bombieri's theorem. There is, however, for the case k <Ξ χ* an alternative method which, being applicable to all sequences generated by a sieving process, yields results that are not comprehended by those obtainable by Bombieri's method. Since in contrast to hitherto the main interest now subsists in the case where the sequence is no longer that of the prirnes, we state the method in the general sieving context; on the other band it is only in the treatment of the exponential sums that we supply any details, the general procedure being otherwise unaltered.
The subject of study is the set of all numbers $ 1? s 3 ,. . ., s r , . . . that are not divisible by any of a set of primes p l7 p 2 ,. .., p r , .. ., the sum a(x\ a, k) being the number of $ r not exceeding χ for which s r == a, mod , where (a, k) is not divisible by any of the above primes. To estimate <;(#; a, k) from above, we define a function f y (n) exactly s before except λ Η is subject to the additional condition that it vanish unless h be a number A* composed entirely of prime factors from p±, p 2J .. .,/? r ,.. ., the sums m(x', a, A), τ (z; a, A), τ^χ-, a, &), P (A:, 7), E(x, k, 7), and F^x, A, Y) being formed mutatis mutandis. To consider Σ% we take first the contribution corresponding to A a = A 2 in the outer summation, this being
The remaining contribution is 
Consequences of Hypothesis R
A careful examination of the previous treatments of the sum T (6, X, 7) reveals that the power of the methods is circumscribed by the estimate given in Lemma 2 for the incomplete Ramanujan sum. There is, however, some evidence to Support the natural hypothesis that, for any η > 0 and for q 91 < v 2 -v l < g, the estimate holds, there being, for example, some confirmation from the upper bounds that can be derived for sums of the form Σ q by following the methods of this paper. Since the truth of this hypothesis would imply ± 4 improvements in our results only for x* 1 < X < #% we adopt formally a weakened form of the hypothesis that is sufficient to yield these improvements in the above r nge of X.
On this hypothesis the function in the middle 0-term of (29) can be replaced by Χ* Υ 2+ε provided Υ < X 2 , and it is then easy to adapt the methods leading to Theo-± 1 rem l in order to prove the following theorem for the case χ 11 <Ξ Χ <ί χ*, the remaining cases being deduced from Theorem 2 and the analogue of Theorem l for the sequence 
The greatest prime faetor of p + a
In this section we apply the preceding results to the determination of an improved lower bound for the greatest prime faetor of p + a, the following theorem being obtained. The values of θ given above should be compared with the value of . 611059 . . . that was obtained by Motohashi [6] , Since both parts are proved in a similar manner, we are content to outline the method in the context of part (i). It is easily seen from Motohashi's paper that, if P x be the greatest prime faetor of 
Primes in diiferent residue classes for a given modulus
We conclude with a brief discussion concerning the application of our method to the estimation of π(χ\ α, k) for different residue classes a, mod , where k is given and α is no longer bounded s previously.
The sieving function appropriate to this subject is of the form
