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SELF-CONSISTENT MULTISCALE MODELING IN THE PRESENCE
OF INHOMOGENEOUS FIELDS∗
RUICHANG XIONG† , REBECCA L. EMPTING† , IAN C. MORRIS† , AND
DAVID J. KEFFER†
Abstract. Molecular dynamics (MD) simulations of a Lennard–Jones fluid in an inhomogeneous
external field generate steady-state profiles of density and pressure with nanoscopic heterogeneities.
The continuum level of mass, momentum, and energy transport balances is capable of reproducing
the MD profiles only when the equation of state for pressure as a function of density is extracted
directly from the molecular level of description. We show that the density profile resulting from
simulation is consistent with both a molecular-level theoretical prediction from statistical mechanics
as well as the solution of the continuum-level set of differential equations describing the conservation
of mass and momentum.
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1. Introduction. The principles of conservation of mass, momentum, and en-
ergy in classical systems are equally valid at both the continuum and the molecular
levels. At the continuum level, the density and velocity distributions are given by
solutions of partial differential equations (PDEs) describing the mass and momentum
balances. It is sufficient for the purposes of this work to limit the investigation to
single-component fluids in an isothermal system. Therefore, the relevant continuum
equations are a mass balance [1],
∂ρ
∂t
= −∇ · (ρv),(1a)
where ρ is the mass density, v is the center-of-mass velocity, and t is time, and a
momentum balance,
ρ
∂v
∂t
= −ρv · ∇(v) −∇p−∇ · τ − ρ∇Φˆ,(1b)
where p is the hydrostatic pressure, τ is the extra stress tensor, and Φˆ is an exter-
nal field. These PDEs require a constitutive equation providing the functional form
of the extra stress tensor, τ , e.g., Newton’s law of viscosity, as well as a thermody-
namic constitutive equation providing the functional form of the pressure, p, e.g., a
mechanical equation of state such as the van der Waals equation of state (EOS) or
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the Lennard–Jones EOS [2]. With a set of boundary conditions, this set of PDEs and
constitutive equations can readily be solved.
At the molecular level, these same principles apply. In a traditional equilibrium
molecular dynamics (EMD) simulation, there are no gradients in the system and prin-
ciples of mass and momentum conservation reduce to the number of particles and total
system momentum being invariant in time. In a nonequilibrium molecular dynamics
(NEMD) simulation in the presence of an inhomogeneous, external field, it is possible
to generate gradients in the density and velocity profiles. Because of the resolution
of molecular dynamics (MD) simulations, these gradients can easily be on the order
of nanometers. In this case, the mass and momentum balances of (1) are completely
valid and should be observed in the simulation. The only issue is that the consti-
tutive equations for both τ and p must now be valid in the presence of nanoscale
inhomogeneities.
In general, constitutive equations developed for bulk fluids (both for transport
and thermodynamic properties) are not valid in the presence of nanoscale inhomo-
geneities. Therefore, it is necessary to extract these constitutive equations from the
molecular-level models in order to show consistency between the density and veloc-
ity profiles obtained through the solution of the continuum-level equations and the
profiles directly observed in the simulation.
Molecular-level information in the presence of inhomogeneous fields can be gen-
erated in a variety of ways, including molecular density functional theory (DFT),
integral equation theory (IET), and molecular simulation (both Monte Carlo meth-
ods and molecular dynamics) [3]. In previous multiscale modeling work we have used
the Ornstein–Zernike IET to provide molecular information used in continuum-level
models [4]. In this work, we choose to generate the molecular-level information from
MD simulations.
We perform MD simulations in the presence of an inhomogeneous field to generate
time-invariant density profiles with variation on the nanoscale. We directly evaluate
the pressure profile in the MD simulations and use it to create a mechanical EOS that
relates pressure to density for this particular inhomogeneous fluid. When this EOS is
substituted into the continuum-level equations, we find that the macroscopic model
reproduces the density profiles from the molecular-level simulation. We also show
that neither a bulk mechanical EOS nor local averaging of the bulk EOS reproduces
the MD results.
The systems of study include both the ideal gas, for illustrative purposes, and
the Lennard–Jones fluid. For the ideal gas, it became necessary to develop a new
thermostat for the MD systems with inhomogeneous fields. To this end, we developed,
applied, and validated this thermostat through comparison with statistical mechanical
and continuum-level theory.
This work demonstrates several important issues associated with multiscale mod-
eling. First, concepts such as the conservation of mass, momentum, and energy should
be equally applicable at all scales. The failure of (1) to describe observed density,
momentum, or temperature profiles at the molecular level is due to the use of con-
stitutive equations that are not valid at the nanoscale. Finally, when comparing
the continuum-level and molecular-level systems, all profiles—mass, momentum, and
temperature—must simultaneously agree between the scales. This may require the
development of new simulation nuances, such as a novel thermostat, as was the case
in this work.
The remainder of this work is organized as follows. In section 2, we provide the
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necessary background to explain and justify the new thermostat. In section 3, we
present results of the MD simulations. In section 4, we provide our conclusions.
2. System formulation. The study of temperature control in MD simulation
has received an extensive amount of interest since the early work of Nose´ [5] and
Hoover [6] through more recent analyses and descriptions of families of thermostat
formalisms [7, 8, 9, 10, 11, 12]. One of the salient features of these thermostats is
their application to selective degrees of freedom, allowing, for example, a distinct
thermostat of light and heavy particles [8] or an exclusive thermostat of the peculiar
momentum [11].
In this work, we are interested in thermostatting MD simulations in the presence
of an arbitrary and potentially anisotropic and spatially inhomogeneous field. The
field will generally give rise to inhomogeneous distributions in the density, center-
of-mass velocity, and temperature. We are interested in performing simulations in
an isothermal limit, in which the temperature is constant throughout the simulation
volume. For a Lennard–Jones fluid in which there is exchange of kinetic energy be-
tween particles through collisions, a single Nose´–Hoover thermostat will suffice. For
an ideal gas, we demonstrate the implementation of a set of Nose´–Hoover thermostats
that will provide a spatially uniform temperature distribution. Furthermore, we jus-
tify the implementation of the thermostat not only through direct examination of the
temperature distribution but also through comparison of the resulting inhomogeneous
density distributions with profiles predicted from both statistical mechanics as well
as continuum mass and momentum balances evaluated in the isothermal limit.
In order to validate our thermostat, we require standards for comparison. There
are various levels of validation that can be checked. First and most obviously, the
average temperature of the simulation must be correctly maintained. Second, the
spatial temperature distribution must correspond to the set temperature distribution.
These criteria for a successful thermostat are, however, insufficient to prove the rigor
of the procedure.
We require an additional criterion in order to provide evidence that the means by
which the uniform profile was obtained did not disturb other results of the simulation.
In the absence of any inhomogeneous fields, this additional proof is given by the
Hamiltonian-based criterion used by Nose´ [13] or the non-Hamiltonian criterion of
Tuckerman et al. [14, 15]. However, the inhomogeneous field will give rise to a density
distribution. In this work, we use the density distribution as a criterion for the success
of the thermostat by comparing the density distribution from the MD simulations
with two standards. For the simulations of the ideal gas, we can compare the density
distribution with that predicted by statistical mechanics. The density distribution,
ρ(z), of the ideal gas in the presence of an external field is given by the statistical
mechanical result
ρ(z) = ρo exp
(
Φˆ(z)
kBT
)
,(2)
where ρo is a constant, kB is Boltzmann’s constant, T is temperature, Φˆ is the external
potential, and z is the spatial dimension.
For both the ideal gas and the Lennard–Jones fluid, we can validate density distri-
butions from the MD simulations through a multiscale modeling algorithm. Namely,
the density distribution that is the solution to the continuum level mass and momen-
tum balances in (1) should directly match the profiles from the MD simulations. It
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is important to understand that, without coupling to an energy balance, (1) assumes
that the system is isothermal. Therefore, if the continuum-level system is isothermal,
then so too must be the molecular-level system.
It is completely sufficient for our purposes to focus on steady-state solutions in
which the time derivatives in (1) are zero. Furthermore, we will examine an anisotropic
external field with variation in the z-direction only. We choose the boundary condition
for the velocity to be zero, thus essentially setting the velocity profile to zero and
eliminating the convection and dissipation term from (1). Consequently, our system
of equations becomes
dp
dz
= −ρdΦˆ
dz
.(3)
We are free to choose any arbitrary form of the external potential. In our exam-
ples, we choose the external field to be a time-invariant cosine function with a spatial
period equal to the system size in the z-dimension, L, specifically Φˆ = A cos(2π z/L).
This choice is motivated by the fact that we would greatly prefer that the density pro-
file satisfying the continuum equations be periodic. This will allow the corresponding
MD simulations to achieve steady state using traditional periodic boundary condi-
tions. (There are no simple boundary conditions that would allow MD simulations to
be performed if, for example, the density at one boundary of the box were different
from the density at the opposite boundary. In such a case, a technique such as dual-
control-volume grand canonical MD would be required [16].) In the case of negligible
velocity profile, the choice of a periodic external potential is sufficient to generate a
periodic density profile.
At the molecular level, we perform an MD simulation, which is an equilibrium
simulation in every respect except that the external field, Φˆ, is present in the z-
dimension. We therefore expect that an MD simulation with a correct thermostat will
generate the same density profile as that obtained from the continuum description,
given that we have a reasonable EOS for the pressure in the continuum model.
It is worth noting that, in general, the presence of the inhomogeneous field will
give rise to variations in density, velocity, and temperature. If there is variation in the
velocity, then one would call these simulations “nonequilibrium molecular dynamics”
(NEMD) simulations. Based on our specific choice of boundary conditions in the
continuum model for this example, we have negligible variation in the velocity, and
thus our MD simulations are “equilibrium molecular dynamics with an inhomogeneous
potential.”
The MD simulations used 10,000 molecules at temperature of 300 K and 150 K,
respectively, and a molecular volume of 100 A˚3/molecule. We used the Lennard–Jones
potential [17], truncated at a cut-off of 15 A˚, with ε/kB = 93.10 K, σ = 3.446 A˚, and
molecular weight 39.948 g/mole. For the ideal gas simulations, we set ε to zero.
The time step was 10 fs. Equilibration and data collection were performed for 7.5
and 10.0 ns, respectively. We used the fifth-order gear predictor-corrector method to
integrate the equations of motion [18, 19], which has been shown to provide excellent
conservation of the Hamiltonian in MD simulations [17].
We present results comparing the molecular and continuum models for two sys-
tems: An ideal gas and a Lennard–Jones fluid. The essential difference between the
ideal gas and a Lennard–Jones fluid is that the ideal gas lacks any intermolecular
interaction. We will see the consequence of intermolecular interactions below.
We examined three sets of thermostats. All of them have the traditional Nose´–
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SELF-CONSISTENT MULTISCALE MODELING 197
Hoover form, with equations of motion given by
dri,α
dt
=
pi,α
mi
,(4a)
dpi,α
dt
= Fi,α − ζTαpi,α,(4b)
dζTα
dt
=
ν2T
f kBTset
⎛
⎝ N∑
j=1
p2j,α
mj
− f kBTset
⎞
⎠ = ν2T
(
Tα(t)
Tset
− 1
)
,(4c)
where ri,α, pi,α, and Fi,α are, respectively, the position, momentum, and force of
particle i in dimension α; mi is the mass of particle i; ζTα is the scaled thermostat
“momentum”; f is the number of degrees of freedom in the system; νT is the frequency
controlling the rate of thermostat response; and Tset is the set temperature. The force
contains both the intermolecular component and the contribution from the external
field.
The three thermostats are defined as follows. The first thermostat (TS1) has
a single thermostat, based on the total kinetic energy of the system; this is the
Nose´–Hoover thermostat. In the second thermostat (TS2), we implement spatially
localized thermostats by dividing the simulation volume into Nbin spatial bins in the
z-dimension. The bins are slabs in shape. In this work, Nbin = 50. A distinct ther-
mostat is assigned to each spatial bin. Equation (4c) is written for each bin, where
the relevant kinetic energy and degrees of freedom are those belonging to particles
located at that instant within the bin. The thermostat still alters momenta through
(4b), with the only extension being that thermostat variable on the left-hand side is
from the same bin in which the particle is currently located. In TS2, therefore, as
particles move from bin to bin, they move from one thermostat to the next. In the
third themostatting scheme (TS3), we implement spatially and dimensionally selec-
tive thermostats by providing each of the bins used in TS2 with three thermostats,
one for each dimension, resulting in a total of 3Nbin thermostats. Again, (4b) and
(4c) are valid, with the only extension being that the kinetic energy and degrees of
freedom used in (4c) correspond to a single dimension.
3. Results and discussion.
3.1. Ideal gas simulations. The purpose of performing ideal gas simulations
is strictly to use a simple system where unambiguous analytical results are avail-
able. From our simulations we find that all three thermostats satisfy the most basic
criterion, namely, that they provide the correct average temperature for the total
simulation volume. In Figure 1, we present the temperature profiles for the three
thermostats of the ideal gas simulations. In Figure 1, we see that TS1 does not gen-
erate the set temperature profile. The failure of TS1 can be explained as follows. The
generation of heat due to the inhomogeneous field is spatially nonuniform. In the
absence of any temperature control, this will give rise to hot and cold regions in the
simulation volume. The single thermostat in TS1 responds only to the average tem-
perature. Therefore, TS1 stops acting when the average temperature reaches the set
point temperature. The average set point temperature can be achieved by adjusting
the hot and cold regions so that they average to the set temperature, rather than by
eliminating the hot and cold regions altogether.
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Fig. 1. Spatial temperature profiles of the ideal gas from MD simulations using three ther-
mostats at 300 K: A single thermostat (TS1), spatially localized thermostats (TS2), and spatially
and dimensionally localized thermostats (TS3). Both TS2 and TS3 yield the desired temperature
profile.
z-axis position (A)
0 20 40 60 80 100
de
ns
ity
 (n
m
u/
A
3 )
5
6
7
8
TS1
TS2 
TS3
continuum modeling
(Equ. 3)
statistical mechanics
(Equ. 2)
ο
ο
1nmu = 1e-28 kg
de
ns
ity
 (n
m
u/
A
3 )
Fig. 2. Spatial density profiles of the ideal gas from MD simulations using three thermostats at
300 K. Also shown are the profiles from statistical mechanics (equation (2)) and from the continuum
description (equation (3)). Only TS3 generates the correct profile.
In both TS2 and TS3, we have spatially selective thermostats. These temperature
schemes provide a uniform temperature because the thermostat is based on the local
temperature and will act until the local temperature reaches the set point. Based on
this evidence alone, one may be inclined to choose TS2 as the optimal thermostat
algorithm since it has fewer thermostats. However, validation of the thermostats will
provide additional information.
In Figure 2, we present the density profiles from the simulations using TS1, TS2,
and TS3. We also plot the statistical mechanical solution in (2) and the continuum
solution in (3), where in the latter we used the ideal gas law as the EOS to provide
the pressure as a function of density. We see first that, for the case of the ideal gas,
the statistical mechanical and continuum solutions are identical. We also observe that
only TS3 provides the correct density distribution, despite the fact that both TS2 and
TS3 generate correct temperature profiles. TS2 generates the correct temperature
profile but the incorrect density distribution because TS2 reacts to a temperature
based on the sum of the x-, y-, and z-components of the momentum. The x- and
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Fig. 3. Spatial temperature profiles and density profiles of the Lennard–Jones fluid from MD
simulations using three thermostats at 300K and 150K: (a) T = 150K; (b) T = 300K; (c) T =
150K; (d) T = 300K.
y-components are unaffected by the external potential. However, if the kinetic energy
in the z-direction is too high (or too low), the thermostat can reach the set point by
lowering (raising) the kinetic energy in all three dimensions. Thus, the z-component
of the temperature is still too high (low). Because TS3 has a uniform distribution
not only of the sum of the x-, y-, and z-components of the temperature but of each
component individually as well, it is capable of generating the correct density profile.
At this point, we have established and validated a spatially and dimensionally selective
thermostat that correctly generates temperature and density distributions for the ideal
gas.
It is worth noting that when an ideal gas is thermostatted with a Nose´–Hoover-
type thermostat, the velocities cannot change sign since the thermostat scales the
velocities by a positive number [20]. Although the use of multiple thermostats does
not solve this pathology, the results of these simulations are not likely affected by it.
3.2. Lennard–Jones fluid simulations. We now perform MD simulations of
a fluid with a nonzero intermolecular interaction potential, such as the Lennard–Jones
fluid. We performed this MD simulation using TS1, TS2, and TS3, as was the case
for the ideal gas. From ideal gas simulations, we know TS3 absolutely can generate
a correct temperature and a correct density profile. As we can see from Figure 3,
TS1 and TS2 for the Lennard–Jones fluid can also generate a correct density profile
compared to TS3, but the temperature profile from TS1 and TS2 is not quite as good
as that from TS3. At this point, we can see that the single thermostat is working
relatively well for the Lennard–Jones fluid, in which the kinetic energy and poten-
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Fig. 4. Spatial density profiles of the Lennard–Jones fluid from MD simulations using TS3 at
300K and 150K, respectively. Also shown are the profiles from the continuum description with a
pressure given by the LJEOS and by (3), compared with the profile from the continuum description
with MDEOS and (3).
tial energy are spatially and dimensionally convertible because of the intermolecular
interaction. Then we can use any of the thermostats to generate the density profile
for the Lennard–Jones fluid; we used TS3. In Figure 4, we plot the density profile
from the MD simulation of the Lennard–Jones fluid. We compare this result with the
continuum solution, equation (3), only, since the statistical mechanical result of (2)
applies only to the ideal gas. In order to numerically solve (3), we require an accurate
EOS for the pressure. We chose two EOSs. The first choice is the Lennard–Jones EOS
(LJEOS) [2], which is very accurate in describing the pVT behavior of Lennard–Jones
fluids far from the critical point. The LJEOS, when inserted into (3), does a good
job of predicting the density distribution at high temperatures but has a systematic
error at low temperatures.
The reason for this discrepancy is straightforward. Intermolecular interactions of
the type described by the Lennard–Jones potential are nonnegligible on a length scale
of 1 nm; in our MD simulations, the potential is truncated at rcut = 15 A˚. The LJEOS
is a bulk EOS because it is based on simulation data of spatially homogeneous fluids.
The use of a bulk EOS in the continuum description is justified only when the length
scale associated with the variation of density is much larger than the length scale
associated with intermolecular interactions. In other words, when the approximation
of evaluating the pressure based on the local density is valid, or p(z) = pbulk(ρ(z)), a
bulk EOS is sufficient. However, in the MD simulations the variation in the density is
on the order of nanometers, the same scale as the intermolecular interaction potential.
Therefore, a bulk EOS is inadequate, and therein lies the source of the discrepancy
between the MD and continuum results. We did not encounter this problem for the
ideal gas or the Lennard–Jones fluid at high temperatures because the ideal gas has no
intermolecular interactions, and intermolecular interactions have a tiny contribution
to the pressure of the Lennard–Jones fluid at high temperatures.
Also shown in Figure 4 is excellent agreement between (3) when the EOS extracted
directly from the MD simulation (MDEOS) is inserted. The MDEOS was generated
as follows. For each bin, the local pressure of the bin was calculated via published
procedures [21]. We calculated the normal pressure (the zz element of the pressure
tensor), the tangential pressure (the average of the xx and yy elements), and the
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Fig. 5. Spatial pressure profiles from MD simulation (normal, tangential, and total pressure)
and LJEOS at 150K.
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Fig. 6. Four different equations of state profiles at 150K: LJEOS, locally averaged LJEOS with
(5a), locally averaged LJEOS with (5b), and normal pressure calculated from MDEOS.
average pressure (averaged over all three elements). These pressure profiles are plotted
in Figure 5. The LJEOS evaluated at the local density as obtained from the MD
simulation is also plotted for reference. There is a significant difference between
the MD pressures and the LJEOS pressure. There are small differences (at least in
this system) between the normal and tangential components of the pressure tensor.
Figure 4 uses the normal component of the pressure tensor. The hydrostatic pressure
in (1b) assumed that the diagonal components of the pressure are the same, which
is generally not true where there is density variation. (For example, at an interface
the surface tension is defined by the difference between the normal and tangential
components.)
In Figure 6, we parametrically plot the pressure from Figure 5 versus the density
from Figure 4. This is a graphical representation of the mechanical EOS relating
pressure to density for this inhomogeneous system. Also on the plot is the LJEOS
and what we call a locally averaged LJEOS. We pursued this locally averaged LJEOS
to determine if a simple weighting of the bulk LJEOS could approximate the explicit
evaluation of the pressure in the MD simulation.
In the locally averaged LJEOS, one can approximate the local pressure in the
MD simulation with an average of a bulk EOS evaluated at the local density over the
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cut-off volume,
p(z) ≈
∫ z+rcut
z−rcut pbulk(ρ(ξ))dξ
2rcut
.(5a)
Alternatively, rather than averaging both the ideal and the nonideal contributions
to the pressure, one might argue that a better local average is one in which the
ideal contribution is truly local and the nonideal contribution is due to interactions
throughout the cut-off volume, in which case only the nonideal contributions are
spatially averaged over the cut-off volume,
p(z) ≈ pid(z) +
∫ z+rcut
z−rcut (pbulk(ρ(ξ)) − pid(ρ(ξ)))dξ
2rcut
.(5b)
In Figure 6, we show that the two locally averaged LJEOSs do not provide a good
approximation of the MDEOS and are in fact worse than the bulk LJEOS. At this
point, we advocate extracting the mechanical EOS directly from the MD simulation
as was done here.
4. Conclusions. In this work, we have performed a set of MD simulations in
the presence of an anisotropic, inhomogeneous field. We performed simulations of an
ideal gas in order to develop and validate a thermostat for MD simulations in the
presence of an anisotropic, inhomogeneous field. For the ideal gas, a single Nose´–
Hoover thermostat is sufficient to generate the correct average temperature, but the
spatial temperature distribution is wrong. Through the use of spatially localized
thermostats we were able to generate a desired uniform temperature profile. However,
the temperature profile is not sufficient to show that one obtains the correct density
distribution. Separate spatially localized thermostats must be used to control the
kinetic energy in each dimension in order to account for anisotropy in the external
field. For the ideal gas, the use of spatially localized Nose´–Hoover thermostats in
each dimension yielded a density distribution that was consistent with both statistical
mechanics and a continuum description.
Using this thermostat, we performed MD simulations of a Lennard–Jones fluid
in the anisotropic, inhomogeneous field. We generated density and pressure profiles
directly from the MD simulation. From this simulation we extracted a mechanical
EOS relating pressure to density for this specific system with inhomogeneities in the
density on the nanoscale. If we insert this EOS into the continuum-level balances, we
find that the solution of these macroscopic equations provides a density distribution
that is in complete agreement with that obtained directly from the MD simulations.
The use of a bulk EOS in the continuum-level equations does not in general agree
with the MD simulations.
In the development of multiscale modeling techniques, one must insist on cap-
turing the important physics at all scales of description. In this work, we show how
the conservation of mass and momentum can be consistently described at both the
continuum and molecular levels when certain precautions are taken. First, the as-
sumptions must be the same at both levels. If the continuum-level system is assumed
to be isothermal, then the molecular-level system must also be isothermal. In this
case, we developed a set of thermostats to generate the isothermal condition in the
MD simulation. Second, one must use valid constitutive equations. In this case, we
extracted an EOS applicable to inhomogeneous fluids directly from the MD simula-
tion. These multiscale modeling techniques will lead to transport properties generated
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by MD simulations in a manner that is completely consistent with continuum-level
descriptions of mass transport [22].
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