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Abstract 
Transport in Fuel Cell Ion Exchange Membranes: Molecular Mechanisms and 
Mathematical Modeling 
Erich J. Mace 
Yossef A. Elabd, Ph.D. 
 
 
 
 
Proton-exchange membrane fuel cells (PEMFCs) are promising as high-efficiency energy 
conversion devices, but the need for expensive noble metal catalysts such as Pt has 
hindered commercialization. An alternative is the alkaline membrane fuel cell (AMFC), 
which intrinsically possesses faster kinetics at the cathode, enabling noble metals to be 
replaced by Co, Ag, Fe, or Ni.  
 
In order to compete with PEMFCs (i.e. achieve 1.0 W/cm2 power density), AMFCs 
require improved membranes. In particular, membranes must achieve conductivities of 
~0.1 S/cm and be thermally, chemically, and mechanically stable. The membrane mass 
transport phenomena governing conduction should be clearly understood in order to 
efficiently develop new materials. In particular, there is need for an improved, molecular-
level understanding of the relationship between membrane water content and membrane 
conductivity, as well as an elucidation of the kinetic mechanism causing membrane 
carbonation. 
 
The dependency of conductivity on membrane water content is explored using Fourier 
Transform Infrared Attenuated Total Reflectance (FTIR-ATR) spectroscopy with two-
dimensional correlation techniques, and Electrochemical Impedance Spectroscopy (EIS). 
 xiv 
The particular role that specific water cluster states play during transport is elucidated, 
and the transient behavior associated with membrane carbonation is explored. 
 
  
 
1 
Chapter 1: Introduction 
 
1.1 Alkaline Membrane Fuel Cells 
 
Fuel cells are promising as high-efficiency energy conversion devices.1 A particular type, 
the alkaline fuel cell (AFC), has been a viable technology since the early 1900s2, and has 
been successfully used by NASA for mission-critical electric power3, starting with the 
Apollo program and continuing through the Space Shuttle program.4 AFCs have several 
intrinsic advantages over their more-prolific, acidic counterparts: proton exchange 
membrane fuel cells (PEMFCs). They possess faster kinetics at the cathode compared to 
PEMFCs, reducing cell overpotentials* due to chemical kinetic limitations.5 For the same 
performance as a PEMFC, lower costs can be achieved by avoiding expensive noble 
metal catalysts such as Pt6, instead employing non-noble metals such as Co, Ag, Fe, or 
Ni.7 Furthermore, a greater variety of electrode materials are able to withstand alkaline 
environments compared to acidic environments, offering flexibility in electrode design.8 
Unlike PEMFCs, which conduct protons, AFCs conduct hydroxide anions, which move 
from cathode to anode. The migration of anions from cathode to anode aids in reducing 
fuel crossover to the cathode.9  
 
Unfortunately, AFC systems have been plagued by the presence of CO2 when air is used 
as the oxidant. The gas dissolves in the liquid electrolyte, most commonly a KOH or 
NaOH solution, and converts OH- ions to CO32-and then HCO3-. The aqueous carbon 
                                                
 
* Overpotential,η, is defined as the difference between the actual cell potential, E, and the reversible cell 
potential, Er, (maximum thermodynamic potential for an irreversible process defined by the Nernst 
equation):η = Er – E. The loss of cell potential, i.e. overpotential, is called polarization. 
  
 
2 
dioxide also increases solution viscosity, thereby lowering species diffusion coefficients.5 
Even more detrimentally, the CO2 reaction produces carbonate salts, which precipitate in 
the electrode pores, blocking reactants from accessing catalytic sites, and destroying the 
water-proof character of the gas diffusion layer.10 The precipitation occurs via the 
following overall aqueous reaction:6 
 
    (1.1) 
 
Alkaline membrane fuel cells (AMFCs) overcome the issues intrinsic to AFCs by 
replacing the liquid electrolyte with a solid-state, ion-conducting polymer membrane. The 
membrane possesses covalently-attached cationic pendant groups, and anionic 
counterions. The cationic groups aid in the transport of OH- anions from cathode to 
anode. Unlike the mobile K+ or Na+ cations found in liquid electrolytes, the fixed pendant 
groups do not precipitate into carbonate salts. Electrolyte weeping, the flooding of 
electrodes caused by a decrease in gas diffusion layer hydrophobicity over time, is also a 
non-issue in solid-state systems.11 The use of membranes allows hydrocarbon fuels such 
as methanol to be used in AMFCs. This is in strong contrast to liquid electrolyte systems, 
where the CO2 produced from such fuels contributes to the destructive carbonation 
reaction.  
! 
CO2 + 2KOH"K2CO3(s) + H2O
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Figure 1.1: An alkaline membrane fuel cell (AMFC) 
 
 
 
The schematic of an AMFC is essentially that of a PEMFC with the acidic, proton-
conducting polymer membrane replaced with a basic, anion-conducting membrane. 
Figure 1.1 shows an AMFC system and the associated half-cell reactions at the anode and 
cathode. At the anode, fuel, most commonly hydrogen or methanol, is fed into 
distribution channels where it diffuses through the permeable gas diffusion layer (GDL). 
Besides allowing fuel gas to diffuse evenly into the catalyst layer, the GDL provides 
mechanical support. GDLs are commonly carbon-based, felt-like materials mixed with a 
hydrophobic component such as poly(tetrafluoroethylene) (PTFE) to prevent pore 
blockage caused by excess water.12 The fuel gas then reaches the catalyst layer. In this 
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4 
layer, a triple-phase boundary exists (Figure 1.2) where reactant gases are in contact with 
catalytic/electron conducting material, and the OH--conducting anion exchange 
membrane (AEM).13 Ideally, this region creates opportunity for OH- and fuel to react on 
catalytic sites, while simultaneously removing the resulting electrons into the external 
circuit. Improvements in the triple-phase boundary can reduce cell polarization. The 
catalyst is composed of carbon-supported catalyst particles interspersed in a binder, 
where the binder is often membrane material.14 At the cathode side, oxidant and water, 
which for practical implementation is almost always humidified air, diffuses in a similar 
manner to the triple-phase boundary where reduction by electrons from the external 
circuit occurs to form OH-. The hydroxide anions are then transported across the AEM to 
the anode to complete the electrical circuit.  
 
 
 
 
Figure 1.2: The triple-phase boundary region 
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5 
Although AMFCs intrinsically reduce chemical kinetic potential losses (called activation 
polarization), work is still needed to reduce ohmic polarization, which is caused by AEM 
resistance to anion conduction. That is, membranes must be designed to improve anion 
conductivity and maintain mechanical, chemical, and thermal stability under changing 
environmental conditions, most importantly relative humidity and temperature. Higher 
temperatures can be beneficial in AMFCs because voltage losses due to pH differences 
between electrodes are reduced and chemical kinetics improve.15 From the standpoint of 
the entire fuel cell, higher operating temperatures are also desirable due to smaller 
required cooling units,16 avoidance of low-quality waste heat generation5, and less CO 
catalyst poisoning.12 Unfortunately, higher temperatures can also dry the membrane, 
which reduces conductivity and increases risk of chemical degradation.17 
 
As with membranes for PEMFCs, the conductivity, κ, of an AEM is related to the water 
content, λ, which is the ratio of moles of water in the membrane to the moles of cationic 
pendant group as shown in equations (1.2) and (1.3). In turn, λ is related to the water 
activity (aw) of the gas environment contacting the membrane, shown in equations (1.4) 
and (1.5). Possible functions to relate λ to aw included a fitted low-order polynomial, or 
isotherms, of which the BET form has been reported as useful.18 It is essential in fuel 
cells employing polymer electrolytes to control the water content (water management) in 
order to maintain conductive membranes. Of research interest are membranes which are 
less dependent on environmental water activity to maintain their conductivity. 
 
      (1.2) 
! 
" = f (#)
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         (1.3) 
      (1.4) 
      (1.5) 
 
Membranes should inhibit fuel from crossing over to the cathode side. If fuel reaches the 
cathode side, the driving electrochemical reactions occur without forcing electrons 
through the external circuit. Thus, cell potential is lost due to this so-called “mixed-
potential.”19  
 
Therefore, it is desirable to produce AEMs that are conductive over a wide range of 
environmental temperatures and water activity; chemically, thermally, and mechanically 
stable; and impermeable to fuel (preventing fuel crossover). Secondarily, it is desirable to 
have a simple membrane synthesis for ease of manufacturing, inexpensive starting 
materials, and membranes which are as thin as possible to reduce ohmic resistance. If 
these characteristics are achieved, AMFCs could be more advantageous than PEMFCs for 
commercial implementation. Table 1.1 summarizes the desirable properties of AEMs for 
AMFCs.  
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Table 1.1: Desirable properties of AEMs for AMFCs 
High ionic conductivity (≥ 0.1 S/cm) 
Robust to changes in temperature and water activity 
Mechanical, thermal, and chemical stability 
Impermeable to fuel 
Easily synthesized from inexpensive materials 
Thin 
 
 
 
For comparison, the benchmark PEMFC membrane is Nafion, a perfluorosulfonated, 
permselective cation-exchange membrane (CEM) developed by DuPont in the late 1960s 
for the production of NaOH, KOH, and Cl2 in chlor-alkali cells.20 Nafion employs a 
sulfonic acid group (-SO3H) at the end of its side chains to enable proton conduction 
when the membrane is hydrated. This end group is particularly advantageous because of 
its high acid dissociation constant in aqueous environments. In the fully hydrated state, 
the membrane exhibits conductivities approaching 0.1 S/cm21 at temperatures of 30-90 
°C, which encompasses the predominant operating window for PEMFCs.12 Nafion is 
thermally, chemically, and mechanically stable under fuel cell operating conditions.22 In a 
2010 report from the National Renewable Energy Laboratory, PEMFC performance has 
reached a peak power density of 833 mW/cm2 using a Pt loading of 0.15 mg/cm2 for an 
H2/air system. The same report states the US Department of Energy’s performance target 
for 2015 as 1.0 W/cm2 for a Pt loading of 0.15 mg/cm2 using an H2/air system.23 Thus, 
AMFCs will need to achieve similar performances to become viable commercial options. 
  
 
8 
1.2 Status of Current Membrane Technology 
 
Initially, membranes such as Poly[2,2’-(m-phenylene)-5,5’-bibenzimidazole] (PBI), 
already used for high temperature proton-exchange fuel cells, were doped with basic 
solutions and tested in fuel cells. That approach essentially used the membrane as a 
matrix for the liquid electrolyte.15b By the early 2000s, AEMs containing chemically 
attached cationic groups to the polymer chain were being tested for fuel cell applications. 
These membranes typically contain a quaternary ammonium cationic pendant group 
(Figure 1.3).  
 
 
 
 
Figure 1.3: A simple AEM containing a quaternary ammonium pendant group 
 
 
 
Compared to proton-exchange membranes, intrinsic conductivities are generally lower, 
which is chiefly attributed to the lower diffusivity of OH-.24 Here, intrinsic conductivity 
refers to the conductivity of the membrane without any additional conductive species. 
Some publications omit the intrinsic conductivity of the membranes and report only the 
conductivity while immersed in an alkaline solution.25 Because OH- is not transported as 
  
 
9 
readily as H+, it is thought that AEMs should have higher ion-exchange capacities (IECs) 
compared to proton-exchange membranes to achieve similar conductivities. IEC is 
defined as the number of milliequivalents of the ionic pendant group per gram of dry 
membrane. 
 
      (1.6) 
 
 
Nafion of 1100 equivalent weight (EW), commonly used in fuel cells, possesses an IEC 
of 0.91 meq/g. This suggests that successful AEMs should exhibit IECs of 1 meq/g or 
more to achieve good conductivities. Mechanically, it is desirable to have a Young’s 
modulus of >1 GPa.10 However, a tradeoff exists between good mechanical stability and 
high IEC, because high IECs increase the fraction of water-soluble ionic domain in the 
membrane. Table 1.2 lists a selection of recent AEMs for which intrinsic conductivities 
have been reported. The conductivities are the highest reported, regardless of 
temperature. However, the temperatures are always 30-90°C and the relative humidity is 
100% (aw=1.00). 
 
 
 
 
! 
IEC = meqionic groupgdry membrane
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Table 1.2: Anion exchange membranes and their intrinsic ionic conductivities 
AEM Conductivity, S/cm IEC, meq/g 
Copolymerization of cyclooctene and tetraalkylammonium 
crosslinkers26 
 
0.111 NA 
Cardo polyethersulfone (PES) quaternized with 
trimethylamine27 
 
0.92 1.25 
Poly(phthalazinon ether sulfone ketone) quaternized with 
trimethylamine28 
 
0.14 1.69 
Cross linked poly(vinyl alcohol) (PVA) quaternized with   
(2,3-epoxypropyl) trimethylammonium chloride (EPTMAC)29 
 
0.0073 NA 
Polysulfone quaternized with trimethylamine30 
 
0.073 NA 
Poly(arylene ether sulfone) quaternized with trimethylamine31 
 
0.063 NA 
Polysulfone quaternized with trimethylamine32 
 
0.06 1.9 
Tetramethylpolyphenylene homo- and co-polymers 
quaternized with trimethylamine33 
 
0.05 1.55 
Polyphenylene  brominated and quaternized with 
trimethylamine33 
 
0.05 1.6 
VBC radiation grafted onto poly(ethylene-co-
tetrafluoroethylene) (ETFE) quaternized with 
trimethylamine34 
 
0.034 1.04 
Polysulfone quaternized with trimethylamine15a 
 
0.022 1.18 
Vinyl benzylchloride (VBC) radiation grafted onto 
polytetrafluoroethene-co-hexafluoropropylene (FEP) 
quaternized with trimethylamine35  
 
0.01-0.02 1.1-1.3 
Neosepta AHA (Tokuyama)33 
 
0.015 NA 
Poly(vinyl alcohol) quaternized with EPTMAC and containing 
5 wt% SiO236 
 
0.014 0.46 
40wt% PVA, 10wt% 2 hydroxy- propyltrimethyl ammonium 
chloride chitosan (HACC) both quaternized with EPTMAC37 
 
0.012 0.24 
Polystyrene-block-poly(ethylene-ran-butylene)-polystyrene 
quaternized with trimethylamine38 
 
0.0097 NA 
Poly(phthalazinon ether sulfone ketone)28 
 
0.008 NA 
Cardo polyetherketone quaternized with trimethylamine39 
 
0.0051 0.11 
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Table 1.2 (continued) 
N-[(2-Hydroxy-3-trimethylammonium)propyl] chitosan 
chloride 
(HTCC) cross linked with ethylene glycol diglycidyl ether 40 
 
0.005 NA 
Brominated tetramethyl bisphenol-A-based polysulfone 
quaternized with trimethylamine41 
 
0.005-0.046 1.5-2.4 
Epichlorhydrine membrane quaternized with  
1,4-diazabicyclo[2,2,2]octane (DABCO) and triethylamine24 
5x10-5 - 1x10-4 NA 
 
 
 
Most AEMs are synthesized by taking an existing polymer and grafting a halogen-
containing functional group onto it in a catalyzed liquid-phase reaction, followed by 
reaction with a tertiary amine, which subsequently forms a quaternary ammonium group 
and a halogen counterion. The amine is typically trimethylamine. The halogen form is 
then solution casted on a glass slide. After removing the solvent, the membrane is peeled 
from the glass slide and halide counterion is then exchanged with OH- by soaking in 
KOH.28 Many methods graft a chloride group onto the polymer by what is called 
chloromethylation. Another technique creates a bromide site for grafting.33 Using an 
alternative approach, Coates and co-workers have copolymerized a monomer containing 
tetraalkylammonium crosslinkers with cyclooctene. This method, which employs an air-
stable Grubbs second-generation catalyst, simplifies preparation and has produced 
excellent conductivities and mechanical stabilities (see Table 1).26  
 
Some commercial AEMs have also been studied for use in fuel cells. Although no longer 
offered, Solvay’s Morgan-ADP membranes have been tested, but these required 1M 
NaOH mixed with the fuel during fuel cell testing.42 Astom’s Neosepta AHA has been 
used as a reference membrane, achieving a conductivity of approximately 0.015 S/cm.33 
Tokuyama, the majority shareholder in Astom is working on several membranes for 
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AMFCs, some of which have been reported in the literature with conductivities as high as 
0.07 S/cm. 43  
 
AEMs developed for electrodialysis are also reported in the literature. In commercial 
versions, these membranes often stem from choloromethylated polystyrene or 
polyvinylbenzyl chloride crosslinked with divinylbenzene. They may also contain other 
polymers or fibrous materials to increase mechanical stability. Polysulfone-based AEMs 
have also been used for electrodialysis applications, being quaternized with 
trimethylamine and 4,4’-diazabicyclo[2.2.2]-octane (DABCO).32 Electrodialysis 
membranes are not useful for AMFCs because their conductivities are generally too low, 
at best 0.01 S/cm, 41 and they are usually unstable in alkaline environments.33 
 
In fuel cell testing of new membranes, it is advantageous to probe performance in the 
absence of noble-metal catalysts, as this is thought to be a chief advantage of the alkaline 
environment. To date however, much testing has employed Pt, especially at the anode. 
One exception is the work of Lu et al. which utilized a polysulfone-type quaternary 
ammonium membrane prepared by chloromethylation and soaking in trimethylamine.15a 
The membrane conductivity was shown to be > 0.02 S/cm. Using Cr-decorated Ni as 
anode catalyst and Ag at the cathode, the group reported a maximum power density of 
about 50 mW/cm2 at 60°C.10 
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1.3 Anion Exchange Membrane Stability  
A major hurdle to practical AMFC implementation is the stability of AEMs due to their 
intrinsically basic environment. Many AEMs incorporating quaternary ammonium 
groups degrade at high pH and temperatures above 80°C.15a The quaternary ammonium 
groups employed in most AEMs can be removed or neutralized via SN2 mechanisms or 
an E2 pathway, both of which feature OH- as the nucleophile. Figure 1.4 shows the 
common degradation mechanisms for a quaternized membrane.  
 
 
 
Figure 1.4: Degradation mechanisms in quaternized anion exchange 
membranes (adapted from Varcoe et al.15b) 
 
 
The first and second type of SN2 mechanisms replace the cationic group by an amine or 
an alcohol respectively, leading to a loss of conductive functionality. Density Functional 
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Theory transition state calculations using Gaussian 03 suggest that the methanol-forming 
SN2 mechanism includes a ylide (zwitterionic) intermediate.44 The E2 pathway, also 
referred to as the Hofmann elimination, expels trimethylamine in the process of creating a 
vinyl end group, destroying the conductive quality of the material. This pathway requires 
aliphatic β-hydrogens15a and is one reason why many membranes incorporate 
benzyltrimethylammonium groups for protection.33,45 However, such polymers still suffer 
from SN2 mechanisms.  
 
The degradation mechanisms explain why hydration level is an essential component of 
membrane stability. Although a high-enough temperature will always cause degradation, 
at temperatures less than 60°C, the hydration level of the hydroxide anion determines the 
stability. Well-solvated OH- anions show low reactivity towards quaternary ammonium 
groups.7 As the number of water molecules coordinated with OH- decreases, reactivity 
increases. 
 
If AEM water contents can be controlled, there is evidence that long-term stability is 
achievable in membranes containing quaternary ammonium groups.7 An AEM containing 
benzyltrimethylammonium groups was operated for 233 h in a fuel cell, after which the 
IEC decreased by only 5%.46 AEMs chemically designed to avoid degradation at high pH 
have been reported. For example, alkene spacer groups placed between the aromatic 
carbon and the nitrogen have been shown to improve stability.47 Quaternizing 
polystyrene, polyethersulfone, and polysulfone with DABCO has also had a stabilizing 
effect, which is thought to be due to the delocalization of the electron pair on the non-
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quaternized nitrogen.45 Other alternative chemistries, such as the copolymerized 
tetralkylammonium/cyclooctene membranes26 and polymerized ionic liquids,48 or 
poly(IL)s as they are called, may also avoid degradation.  
 
1.4 Carbonation Phenomena in AEMs and AMFCs 
The conductive anion of interest in alkaline fuel cells is OH-, which in the simplest view 
is available as the counterion in the membrane, and is further produced at the cathode and 
transported across the AEM to the anode during fuel cell operation. However, membranes 
exposed to air may also contain HCO3- and CO32- as a result of the following linearly 
independent aqueous reactions:43 
 
   (1.7) 
   (1.8) 
 
This phenomenon has been confirmed by experimental observations of freshly-
exchanged AEMs in the OH- form equilibrated in liquid water, which upon exposure to 
air, suffered a loss in conductivity, equilibrating to a new conductivity value after ~60h. 
The new anion was proposed to be predominantly HCO3-.41 This AEM conversion 
process is thought to occur in two steps: first proceeding from the OH- to the CO32- form, 
and then further from the CO32- to the HCO3- form. This hypothesis can be conceptually 
aided by examining the carbonation process in an aqueous environment. For such a 
system, the linearly independent reactions are given below, where the equilibrium 
constants are taken at 25°C: 
! 
2R+OH" + CO2# R+(CO32")R+ + H2O
! 
R+(CO32")R+ + CO2 + H2O# 2R+(HCO3")
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           (1.9) 
     (1.10) 
 , Ka1=4.3x10-7  (1.11) 
 , Ka2=5.6x10-11  (1.12) 
 ,  Ka3=3.24x10-18  (1.13) 
 
The value of Ka3 in (1.13) is calculated using pKw=14 and [H2O]=55.6 mol/L. Defining 
the equilibrium constants: 
      (1.14) 
       (1.15) 
 
Taking the ratio of the two equilibrium constants in equation (1.16), then multiplying by 
the concentration of water in (1.17): 
 
   
€ 
Ka ≡
Ka3
Ka2
=
[OH−][HCO3−]
[H2O][CO32−]
=
3.24x10−18
5.6x10−11 = 5.77x10
−8  (1.16) 
 
     (1.17) 
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Equation (1.17) demands that the ratio of the three relevant anions remain very small, on 
the order of 10-6. Thus, for a significant amount of OH- ions, there must be a large 
concentration of CO32- ions and HCO3- concentration must be negligible. This situation 
corresponds to equation (1.7), the first step in the conversion process. When the OH- ions 
are completely consumed (or they exist only in very small concentration), the HCO3- 
concentration will begin to increase to maintain equilibrium, leading to a membrane that 
is predominantly composed of HCO3- counterions. This situation corresponds to equation 
(1.8), the second step in the conversion process. 
 
Furthermore, it is proposed that membranes, regardless of their ionic form, undergo a 
self-purging mechanism in AMFCs.49 Post-mortem Raman IR analysis indicates that fuel 
cell operation using a pre-exchanged CO32- membrane actually reduces the CO32- content 
of the membrane and increases the OH- content.50  
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Figure 1.5: (a) Transient self-purging process; (b) steady-state operation; HOR-
Hydrogen Oxidation Reaction; ORR-Oxygen Reduction Reaction (adapted from 
Watanabe et. al.43) 
 
 
 
This self-purging process has been modeled by Watanabe and co-workers43 and is shown 
in Figure 1.5 for an H2/air AMFC. As predicted from the equilibrium relation in (1.17), if 
any significant amount of OH- exists in the membrane, then the anions will be a mixture 
of OH- and CO32-. During the transient purge stage (a), OH- is electrochemically 
produced at the cathode, while the anode half-cell reaction consumes CO32- to produce 
CO2 gas. During this transient, both OH- and CO32- contribute to the current through the 
membrane. Eventually, the OH- anions reach the cathode, where they are instantaneously 
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consumed in the anode half-cell reaction as shown in part (b). At this point, steady-state 
is reached, where only OH- anions contribute to the current, although the membrane still 
contains CO32- as well.  
 
Further work on actually feeding CO2 in as an oxidant (with H2 fuel) has shown that it 
partakes electrochemically at the cathode, and actually improves power density over an 
oxygen oxidant.51 Feeding CO2 as an oxidant changes the electrochemistry to the so-
called carbonate cycle, which is promising as an electrochemical method to separate CO2 
from industrial gas streams, either by applying a potential (an electrochemical cell) 52, or 
by feeding fuel such as hydrogen (a fuel cell).51 Interestingly, imidazolium-containing 
poly(IL)s may be very useful for electrochemical cells operating on the carbonate cycle, 
as they show exceptional selectivity for CO2.53 The carbonate cycle half-cell reactions are 
shown in equations (1.18) and (1.19). 
 
Anode:       (1.18) 
Cathode:       (1.19) 
 
1.5 Motivation for This Work 
The purpose of this work is to gain a clearer understanding of the mass transport 
phenomena that take place in membranes for use in AMFCs. In particular, the poly(IL) 
membrane poly(1-[(2-methacryloyloxy)ethyl]-3-butylimidazolium-X), or poly(MEBIm-
X), will be studied, as will random methyl methacrylate (MMA) copolymers of the form 
poly(MMA-r-MEBIm-Br). Here, X represents a general counterion such as Br-, OH-, 
! 
H
2
+ CO
3
2"
# H
2
O+ CO
2
+ 2e
"
! 
2CO
2
+O
2
+ 4e
"
# 2CO
3
2"
  
 
20 
CO32-, or HCO3-. This membrane is chosen because it is chemically stable, and exhibits 
promising conductivity (~0.01 S/cm).48 In particular, the dependency of the conductivity 
on membrane water content will be explored using Fourier Transform Infrared 
Attenuated Total Reflectance (FTIR-ATR) spectroscopy with two-dimensional 
correlation techniques, and Electrochemical Impedance Spectroscopy (EIS). The transient 
and equilibrium relationships between specific clustered states of water and the 
membrane conductivity will be explored.54 Secondly, the carbonation process occurring 
in the OH- form of the membrane upon exposure to air will be investigated using EIS. 
The desired outcome is (1) an improved, molecular-level understanding of the 
relationship between membrane water content and membrane conductivity; (2) a 
mathematical model relating membrane conductivity to water content as a function of 
time; and (3) elucidation of the kinetic mechanism which causes membrane carbonation. 
Through these outcomes, improved AMFC modeling and AEM synthesis will be 
achieved, ultimately leading toward affordable AMFCs achieving 1.00 W/cm2 power 
density. 
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Chapter 2: Supporting Theory for Experimental Techniques 
 
2.1 Fourier Transform Infrared Attenuated Total Reflectance Spectroscopy 
Fourier Transform Infrared Attenuated Total Reflectance (FTIR-ATR) Spectroscopy has 
been used extensively to study transport processes in polymeric membranes.55 In an 
FTIR-ATR system configured for a gas or liquid diffusion experiment, a lower refractive 
index membrane (called the rare medium) is placed on a higher refractive index ATR 
crystal (e.g. a ZnSe, Ge, or Si crystal). A laser beam of infrared light enters the ATR 
crystal above the critical angle and undergoes total internal reflection at the interface 
between the crystal and the membrane sample. The boundary conditions for the electric 
and magnetic fields require the tangential components to be continuous.56 This 
requirement leads to an exponentially decaying solution known as an evanescent wave. 
Such a wave propagates light along the interface and decays exponentially into the 
membrane. It is the evanescent wave which interacts with the membrane to produce a 
characteristic IR spectrum.   
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Figure 2.1: The ATR-membrane system (adapted from Hallinan21) 
 
 
 
The magnitude of the evanescent wave electric field is given by:  
 
      (2.1) 
where 
     (2.2) 
 
In these equations, E0 is the electric field at z=0, θ1 is the incident angle of the IR laser 
beam with the crystal-membrane interface, and n1 and n2 are the refractive indices of the 
crystal and the membrane sample respectively.  
 
Diffusant 
species 
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IR light in IR light out 
Membrane 
z=0 
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For weak to moderate IR absorbances, Beer’s law in the differential form relates the 
concentration of diffusant species in the membrane to the intensity of IR light via: 
 
      (2.3) 
where, 
,     (2.4) 
 
and c and µ0 are the speed of light in a vacuum and the magnetic permeability 
respectively.57 The IR absorbance can be related to intensity by equation (2.5), where for 
calculation purposes, A is the area underneath a particular IR band: 
 
      (2.5) 
 
After combining equations (2.1)-(2.5), lumping all constants into the constant ε’ and 
integrating, the result is: 
      (2.6) 
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Equation (2.6) provides a relationship between the transient behavior of an absorbance 
band in the IR spectrum and the transient concentration profile of the diffusant in the 
membrane. For a simple example, assume the diffusion in the membrane obeys Fick’s 
second law. Then the following one-dimensional, transient model describes the mass 
transport in the membrane placed on the ATR crystal:55 
       (2.7) 
 
with initial  and boundary conditions of: 
 
      (2.8)  
 
This diffusion problem can be solved via the separation of variables method while 
invoking the orthogonality condition on the series basis functions to yield the solution:58 
 
  (2.9) 
 
Solving for C(t,z) in equation (2.9), substituting into (2.6), and carrying out the 
integration, the result is:  
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 (2.10) 
 
where, 
      (2.11) 
     (2.12) 
 
Equation (2.10) contains one adjustable parameter, D, and can be regressed to dynamic 
IR absorbance data to obtain the diffusion coefficient for the species corresponding to the 
IR band. 
 
2.2 Two-dimensional Correlation Infrared Spectroscopy 
The two-dimensional (2D) correlation technique was first applied to NMR spectra in the 
mid-1970s.59 By the mid-1980s, Noda had pioneered an analogous technique for IR 
spectra.60 In 2D Correlation Infrared Spectroscopy, an IR sample (in our case an AEM) 
undergoes some perturbation and experiences a transient response that is recorded in the 
IR spectrum. A correlation function can be defined that measures the degree of 
correlation between different wavenumbers (chemical functional groups) as they change 
during the response. This correlation function is a function of two independent wave 
number axes, and creates a correlation surface, or 2D spectrum. The technique can be 
used to confirm transient chemical structure relationships, elucidate the relative response 
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rates of different chemical moieties to the perturbation, and can extract the IR peak 
locations of individual molecular species in the event that several species form one large, 
overlapped band. In addition to NMR and IR, 2D correlation has since expanded to 
Raman and x-ray scattering.61 The technique has been used several times to study the 
transport of a diffusant species in a polymer membrane using FTIR-ATR spectroscopy.62 
 
To apply the 2D correlation method, a dynamic IR absorbance is defined as: 
 
     (2.13) 
 
where 
 
     (2.14) 
 
 
In  equations (2.13) and (2.14), t is time, νm is a particular wavenumber m, and            is 
the time-averaged absorbance evaluated at νm. Next, the generalized 2D correlation 
function can be formally defined by: 
 
  (2.15) 
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where          and         are the Fourier transform and conjugate Fourier transform of                                               
€ 
˜ A (t,νm )  and             respectively, and ω is frequency. 
 
    (2.16) 
 
     (2.17) 
 
€ 
Φ(νm,ν n ) in equation (2.15) is called the synchronous 2D correlation spectrum and 
provides information on the extent of synchronization of the transient responses 
€ 
˜ A (t,νm )  
and 
€ 
˜ A (t,ν n ) in the event that the membrane is perturbed from equilibrium.  The actual 
synchronous spectrum is the surface generated by
€ 
Φ(νm,ν n ) . Peaks located at the 
coordinate (νm,νn) indicate that the two different molecular species, absorbing at νm and 
νn, are responding to the perturbation at similar rates. If both species IR absorbances 
increase or decrease together, then the peak is positive. If one absorbance increases while 
the other decreases, or vice versa, then the synchronous peak will be negative. The peak 
height is related to the change in IR absorbance due to the perturbation: the higher the 
peak, the greater the change in absorbance. The synchronous spectrum is always 
symmetric about the diagonal line and so only half of the spectrum provides independent 
information.63 Peaks that occur on the diagonal are called “autopeaks”, as they are 
autocorrelated, and peaks at off-diagonal positions are called “cross peaks”, owing to 
their cross-correlation. A programmable form of equation (2.15) is derived in Appendix 
A. 
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Noda’s seminal example system is an atactic polystyrene which is perturbed by an 
oscillatory 23 Hz tensile strain.64 The transient IR spectrum is analyzed using 2D 
correlation and the synchronous spectrum is shown Figure 2.2. The borders of the 
spectrum are lined with a time-averaged 1D spectrum time to provide a visual reference 
to important bands. The synchronous spectrum shows significant autopeaks at (1491 cm-
1, 1491 cm-1) and (1450 cm-1, 1450 cm-1). They confirm that bands respond at the same 
rate as themselves, and are always positive. The negative crosspeak at (1491 cm-1, 1450 
cm-1) shows that the chemical moieties corresponding to 1491 cm-1 and 1450 cm-1 in the 
spectrum are related and respond at similar rates to the perturbation. Because the peak is 
negative (shaded), it implies that the two peaks respond in different directions (i.e. one 
increases in intensity while the other decreases). The squares in the spectrum are called 
correlation squares and are used to aid the eye. 
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Figure 2.2 Synchronous spectrum of atactic polystyrene responding to 23 Hz tensile 
strain (adapted from Noda64); negative regions are shaded 
 
 
 
€ 
Ψ(νm,ν n ) in equation (2.15) is called the asynchronous 2D correlation spectrum and it 
reveals the extent of asynchronicity between the transient absorbances 
€ 
˜ A (t,νm )  and 
€ 
˜ A (t,ν n )as they respond to a perturbation. That is, the greater the difference in the 
response rate of two different absorbances, the higher the peak in the asynchronous 
spectrum. A positive peak means that the molecular species associated with the abscissa 
wavenumber responds faster than the species associated with the ordinate wavenumber.  
A negative peak means the opposite.64 Thus, information on the relative rates of species 
transport in an AEM can be obtained through the asynchronous 2D spectrum. A further 
benefit of the asynchronous spectrum lies in its ability to identify specific peaks that 
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would otherwise be lost in heavily-overlapped IR bands. As long as the individual species 
comprising an IR band respond at different rates to the perturbation, their associated 
peaks will appear individually in the 2D asynchronous spectrum. The asynchronous 
spectrum is antisymmetric about the diagonal line, again yielding useful information from 
only half of the spectrum. 
 
The asynchronous spectrum from Noda’s atactic polystyrene example is shown in Figure 
2.3 for the region 1460-1440 cm-1. By its very nature, the asynchronous spectrum 
contains no autopeaks. The peaks at (1456 cm-1, 1450 cm-1), (1450 cm-1, 1443 cm-1) are 
noteworthy, as they reveal three peaks (1456 cm-1, 1450 cm-1, and 1443 cm-1) which are 
indiscernible in the 1D spectrum, but are easily seen in the asynchronous spectrum. The 
relative response rates of these peaks to the applied strain are 1443 cm-1 > 1450 cm-1 > 
1456 cm-1. The relative rates are obtained using Noda’s rules, as described next. 
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Figure 2.3: Asynchronous spectrum of atactic polystyrene responding to 23 Hz 
tensile strain (adapted from Noda64); negative regions are shaded 
 
 
 
Noda proposed four simple rules for interpreting 2D correlation spectra. The so-called 
“Noda’s rules” are given below.65 
 
Rule 1: If 
€ 
Φ(νm,ν n )  > 0, the chemical functional groups corresponding to νm and 
νn respond at similar rates to the perturbation and in the same direction 
(i.e. both increase or both decrease in intensity) 
 
Rule 2: If 
€ 
Φ(νm,ν n )  < 0, the chemical function groups corresponding to νm and νn 
respond at similar rates and in different directions (i.e. one increases and 
the other decreases in intensity 
 
Rule 3: If a peak exists at 
€ 
Ψ(νm,ν n ) , the chemical functional groups 
corresponding to νm and νn respond at dissimilar rates; if the signs of both 
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€ 
Φ(νm,ν n )and 
€ 
Ψ(νm,ν n )  are alike, the peak at νm responds faster than the 
peak at νn 
 
Rule 4: If a peak exists at 
€ 
Ψ(νm,ν n ) , the chemical functional groups 
corresponding to νm and νn respond at dissimilar rates; if the signs of 
€ 
Φ(νm,ν n )and 
€ 
Ψ(νm,ν n )  differ, the peak at νn responds faster than the 
peak at νm 
 
 
These rules have held true except for rare cases, in which Rules 3 and 4 lead to 
contradictory ordering of the response rates of molecular species. The breakdown of 
Rules 3 and 4 has been attributed to the occurrence of a cyclical order of events.65 
 
2.3 Infrared Band Fitting 
In condensed phases, infrared bands often overlap to the point that the individual bands 
are indistinguishable. In order to probe the underlying bands, several techniques have 
been used, including spectral subtraction,66 band-fitting,67 second derivative 
calculations,68 and Fourier self deconvolution.69 This work employs the band-fitting 
method. 
 
In the band-fitting method, individual bands are generally modeled by Lorenztian or 
Gaussian functions, or combinations thereof, and the overall spectrum is comprised of the 
sum of these individual band-fitting functions. Equations (2.18) and (2.19) show the 
Lorenztian and Gaussian functions for band i. In (2.18),  Ai0 is the maximum absorbance, 
νi is the wavenumber corresponding to the maximum absorbance of the band, and γi is the 
half width at half maximum; νi retains the same meaning and σ2 is the variance in (2.19). 
The most common combinations used are the Voigt function (2.20), which is the 
convolution of F(ν) and G(ν), and the G-L function, which is a weighted sum of F(ν) and 
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G(ν).70  During fitting, the adjustable parameters are νi, and γi for F(ν), andνi, and σ for 
G(ν). 
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2.4 Electrochemical Impedance Spectroscopy 
Electrochemical Impedance Spectroscopy (EIS), also called Alternating Current (AC) 
Impedance Spectroscopy, applies a varying voltage or current (potentiostatic or 
galvanostatic mode) to a membrane sample and measures the frequency response of the 
resulting current. The ratio of the applied voltage to the current defines the impedance.71 
Current is measured over a range of voltage frequencies, which produces a frequency-
dependant impedance. Membrane samples are measured in either a two-electrode or four-
electrode configuration. The two-electrode technique measures conductivity through the 
plane of the membrane (same direction as conduction in a fuel cell), while the four-
electrode measures conduction in the plane. In the four-electrode technique, an oscillating 
voltage or current is applied using the working and counter electrodes, and the resulting 
current or voltage is measured by reference electrodes 1 and 2. In the two-electrode 
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technique both the applied voltage/current and the measured current/voltage take place 
through the same electrodes. The two-electrode technique suffers from additional non-
membrane ohmic resistances (i.e. due to the electrode/membrane interface) that must be 
accounted for to achieve identical impedance values from both techniques.72 Figure 2.4 
shows the configurations. 
 
 
  
Figure 2.4: Comparison of four-electrode and two-electrode EIS techniques 
 
 
 
The membrane sample and experimental cell are modeled using an equivalent circuit 
made up of capacitors, resistors, and inductors, as well as impedance elements derived 
from reaction kinetics, mass transport, and fluid mechanics first-principles. As an 
example of a physically-derived impedance, the Warburg impedance element results 
from the diffusion into a semi-infinite slab model.73 The resulting analytical expression 
for the impedance is used to extract the impedance contribution of various elements in the 
sample via complex impedance (Nyquist) plots and Bode plots.74 For complicated 
!"#"$"%&"'
"("&)$*+"','
!"#"$"%&"'
"("&)$*+"'-'
.*$/0%1'
"("&)$*+"'
2*3%)"$'
"("&)$*+"'
!"#$%&"'(
)*"+,)-*"(
4"56$7%"'
4"56$7%"'
.*,/#'%')0/*+'(0')1"23,'( 45*#'%')0/*+'(0')1"23,'(
41/*,61#$%&"'(
)*"+,)-*"(
.*$/0%18
$"#"$"%&"'
"("&)$*+"','
2*3%)"$8
$"#"$"%&"'
"("&)$*+"'-'
  
 
35 
samples such as fuel cell membrane electrode assemblies and their associated circuit 
models, the impedance contributions of the catalyst layer, gas diffusion layer, membrane 
layers, as well as electrochemical kinetic rate constants and mechanisms can be 
discerned.75 For single membrane samples, effects from the membrane, diffusional 
boundary layer, and electrical double layer are common, especially when immersed in 
liquid.76 EIS is used rather than a DC method to avoid any currents that would be induced 
by ionic species concentration gradients (diffusion potentials).74,77 
 
As a simple example, suppose the transient electrical behavior of a membrane can be 
modeled as a resistor and a capacitor in parallel as shown in Figure 2.5. 
 
 
 
Figure 2.5: Example model circuit for an AEM 
 
 
 
Deriving the mathematical model of the circuit, the capacitance is defined as:  
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€ 
C = ∂q
∂V
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      (2.21) 
 
At constant T, and electrochemical potential, 
€ 
˜ µ, separating and differentiating with time 
yields the capacitive current, iC: 
 
     (2.22) 
 
From Ohm’s law, the Ohmic current, iR, is: 
 
       (2.23) 
 
Using Kirchhoff’s current law, a first-order, linear, ordinary differential equation with 
constant coefficients is created: 
 
    (2.24) 
 
Assuming the variables are in deviation form from the steady state, the Laplace transform 
of (2.24) yields: 
 
     
€ 
i(s) = CV (s)s+ V (s)R     (2.25)  
 
Factoring out V(s), and using the definition of the impedance, Z: 
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     (2.26) 
 
If the voltage varies sinusoidally with time, such that 
€ 
V (t) =V0 sin(ωt) , then frequency 
response analysis can be applied by replacing s in the Laplace domain with jω,78 yielding 
the frequency-dependent impedance: 
 
     (2.27) 
 
Multiplying to remove the imaginary denominator, the final result is obtained, where the 
impedance has real and complex components Z′(jω) and Z″(jω): 
 
  (2.28) 
 
Alternatively, the result in equation (2.28) could have been obtained directly by applying 
the Fourier transform to equation (2.24). Figure 2.6 shows the complex plane (Nyquist) 
plot for equation (2.28). As is seen in the plot, the model collapses to yield the resistance 
R as the frequency approaches zero.  In the limit of infinite frequency, the impedance 
tends toward zero.  
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Figure 2.6: Complex plane plot for the capacitor and resistor in series model 
(adapted from Lasia74) 
 
 
 
2.5 Custom Environmental Chamber 
In order to study the transient changes in membrane conductivity due to step changes in 
water activity, a custom environmental chamber was built. Figure 2.7 shows a diagram of 
the essential elements of the chamber system. The system is designed as a modification to 
the Scribner 850C Fuel Cell Test System. Gas (e.g. air, N2, or CO2) flows into the system 
via the dry and saturated lines. These lines are the respective cathode and anode gas 
supply lines for the fuel cell system. Normally, both of these lines pass through bubbler 
vessels, which are filled with liquid water to create a saturated vapor stream exiting the 
bubbler. In order to control water activity in the environmental chamber, the cathode line 
bubbler is bypassed with a three-way valve. Thus, a dry line and a saturated vapor line 
are created, and can be mixed in various proportions by using the mass flow controllers 
installed on each line. Check valves (1 psig) are also installed on both the saturated vapor 
and dry lines to prevent backflow issues. The anode mass flow controller has a maximum 
flow rate of 0.5 L/min while the cathode side has a maximum flow rate of 1.0 L/min. It is 
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essential that the temperature remain constant at all points in the system. Water activity is 
very sensitive to temperature due to the sensitivity of the saturation pressure of water. If 
the temperature is too cool in a particular location, condensation can occur, creating 
vapor-liquid equilibrium in places where it is undesired. To maintain the temperature, the 
fuel cell system PID temperature controllers and software (Fuel Cell software, Scribner) 
are used to control the temperature of the gas flowing through the bubblers via electrical 
heating jackets around the bubbler vessels and the bubbler exit lines. From the check 
valves to the environmental chamber, electrical heating tape (Omega SST051 Heating 
Tape) is used in conjunction with an external PID control system (Omega CN77332 
Temperature Controller) to heat the lines. Since the dry cathode line bypasses the heated 
bubblers, it is only heated from the check valve forward. In the environmental chamber, 
electrical heating plates on the top and bottom of the chamber provide heat. The plates 
are controlled by the fuel cell system PID cell temperature controller.  
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Figure 2.7: Custom environmental chamber system using a modified Scribner 850C 
Fuel Cell Test System 
 
 
 
Figure 2.8 shows a photograph of the modified Scribner 850C Fuel Cell Test System. The 
actual chamber is designed to fit between the heating plates that would normally 
sandwich the fuel cell membrane electrode assembly and graphite distribution plates.  
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Figure 2.8: Photograph of the modified Scribner 850C Fuel Cell Test System 
 
 
 
The necessity of the chamber system to deliver step changes in water activity must be 
defined more clearly. No natural process is truly a step change, so it is important to 
quantify how fast of a change is satisfactory to be called a step change. 
 
To begin this quantification, an environmental chamber model is developed as shown 
Figure 2.9. Here, species (2) is water; the volumetric flowrates of the dry line, saturated 
line, and chamber exit lines are Qd, Qs, and Q respectively; the concentrations of water in 
the dry line, saturated line, and chamber exit are C2d, C2s, and C2 respectively; and the 
chamber volume is V. The chamber volume also includes the volume of the tubing 
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downstream from the mixing point for completeness sake, although this volume is only ~ 
4% of the total mixing volume. 
 
 
 
Figure 2.9: Environmental chamber model 
 
 
 
Developing the mathematical model, a mole balance on the water is performed: 
 
    (2.29) 
 
Assuming the vapor to be an ideal gas and using the definition of water activity, equation 
(2.29) can be converted to the form of (2.32), which describes the chamber water activity 
as a function of time. 
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      (2.31) 
 
     (2.32) 
 
 
Equation (2.33) defines the forcing function Qs to account for step changes in water 
activity, where H is the Heaviside function. That is, the model predicts that the chamber 
water activity is controlled by the fraction of total volumetric flow contributed by Qs. 
This function is a general forcing function for the case where the water activity in the 
chamber is increased over ½ N steps by an amount of Qs1 for each step, and then further 
decreases over ½ N-1 steps back to a value of Qs=0. The time delays τi represent the time 
delay before the ith step change occurs, where for a step change at t=0, τ1=0. 
 
    (2.33) 
 
 
This non-homogeneous, first-order ODE with constant coefficients can be solved by 
several methods, including the integrating factor and Laplace transform techniques.79 The 
solution, which describes the transient chamber water activity, is given in equation (2.34), 
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where 
 
      (2.35) 
 
When extended to the steady state (i.e. when t→∞) the model for a single step, given in 
equation (2.38), predicts the water activity in the chamber to be given by a simple ratio of 
the saturated line volumetric flowrate to the exit flowrate as seen in equation (2.36). 
 
     (2.36) 
 
The time required by the chamber for a change in activity should be much shorter than 
the time for molecular transport. To quantify this concept, assume that a molecular 
species diffuses quite quickly through the AEM, with a mutual diffusion coefficient of 
D=1x10-6 cm2/s or 1x10-10 m2/s and a membrane thickness of 200 µm or 2x10-3 m. For 
Fickian diffusion, the characteristic time is then given by: 
 
    (2.37) 
 
Assume that the characteristic time for the chamber to reach its new steady state must be 
two orders of magnitude lower than the characteristic diffusion time. Then, it is required 
that τ be ~ 4 s. Figure 2.10 shows the equation (2.34) plotted for different values of τ 
(obtained by changing Q) and N=10 steps. For Figure 2.10 (a), τ=39.3 s and the step 
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change is too slow. For Figure 2.10 (b), τ=3.93 s and the step change is fast enough 
compared to the characteristic diffusion time.  
 
 
 
Figure 2.10: Environmental chamber water activity model for (a) τ=39.3 s and (b) 
τ=3.93 s 
 
 
 
Figure 2.10 also shows values for τ99, which is the time needed for the chamber to reach 
99% of its steady state water activity value at each step change. For example, given a 
single step change at t=0, equation (2.34) becomes, 
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from which τ99 is obtained by setting 
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Solving for τ99, the expression becomes: 
 
      (2.40) 
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Chapter 3: Experimental Procedures 
 
3.1 Polymerized Ionic Liquid Membrane Synthesis  
3.1.1 Materials 
Methyl methacrylate (MMA, A.C.S. reagent, 99%), azobisisobutyronitrile (AIBN, 97%), 
N,N-dimethylformamide (DMF, A.C.S. reagent, 99.8%), diethyl ether (anhydrous, 
99.7%, contains 1 ppm BHT as an inhibitor), acetone (HPLC grade, ≥ 99.9%), methanol 
(HPLC grade, ≥ 99.9%), and methyl sulfoxide-d6  (DMSO-d6, 99.9 %, contains          
0.03 v/v % TMS) were used as received from Sigma Aldrich. Nafion® 117 (1100 
equivalent weight, 7 mil thickness) was obtained from Ion Power, Inc; NeoseptaAHA® 
was obtained from Ameridia, Inc. in the chloride form; PMMA was purchased from 
Polyscience, Inc. as atatic beads (MW 100,000 g/mol, specific gravity 1.15). 
 
3.1.2 Membrane Preparation 
Nafion® 117, from here on referred to as simply Nafion, was cut into 3.5 x 0.5 cm 
pieces. The cut membranes were then pretreated by the following procedure: reflux as-
received Nafion 117 in 3 wt% hydrogen peroxide for 1 h, rinse three times with excessive 
reverse-osmosis (RO) water, reflux in 0.5 M sulfuric acid for 1 h, rinse three times with 
excessive RO water, store in RO water.  
 
NeoseptaAHA membranes were removed from the shipping package, cut into               
3.5 x 0.5 cm pieces, and stored in 3 wt% NaCl solution. The hydroxide form 
(NeoseptaAHA-OH) was obtained by soaking the membrane in three fresh 1M KOH 
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solutions, where each soaking lasted 1 h. The membranes were then stored in 0.5 M KOH 
solution to prevent the consumption of the hydroxide anions via carbonation. 
 
Ionic liquids are low-temperature (< 100 °C) molten salts that typically pair an organic 
cation with an organic or inorganic anion. They possess novel properties such as high 
ionic conductivity, chemical stability, and negligible vapor pressure. Polymerized ionic 
liquids, or poly(IL)s, are the polymer analogues of ionic liquids. Poly(IL)s provide the 
novel properties of ionic liquids, while offering mechanical strength and tunability. They 
offer potential advantages over existing AEMs for AMFCs as they are more chemically 
and thermally robust.80  
 
During synthesis, an acryloyl/methacryloyl or vinyl group is generally attached to the 
cation precursor. For the acryloyl/methacryloyl case, the functional group is treated with 
an alcohol together with an acid chloride to form an ester, followed by reaction with an 
alkyl imidazole to produce a dialkyl imidazolium acryloyl ionic liquid monomer. For the 
case of the vinyl group, 1-vinylimidazole is usually chosen and quaternized with an alkyl 
halide. The monomers can then be polymerized by thermally-initiated free-radical 
techniques.80  
 
Studies to date on the electrochemical applications of poly(IL)s have focused on anions 
such as tetrafluoroborate and bis(trifluoromethanesulfonyl) imide. The type of anion has 
been shown to have a strong effect on ionic conductivity; most strongly influencing the 
glass transition temperature, Tg, of the polymer.81 The conductivity also depends heavily 
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on the environmental temperature and water activity, as well as the length of the polymer 
side chain.82 Random copolymers of poly(IL)s with a non-ionic polymer such as 
poly(methyl methacrylate) or poly(hexyl methacrylate) may yield a more mechanically-
stable membrane for fuel cell testing. Membrane conductivity in such random 
copolymers has been shown to be function of anion type, as well as copolymer 
composition. Conductivities for copolymers as high as 0.03 S/cm have been reported.83 
 
All synthesis work was performed by Dr. Yuesheng Ye, Drexel University Department of 
Chemical & Biological Engineering. 1-[(2-methacryloyloxy)ethyl]-3-butylimidazolium 
bromide (MEBIm-Br) ionic liquid (IL) monomer and poly(MEBIm-Br) were synthesized, 
purified, and characterized according to a previously reported scheme.81 The random 
copolymers poly(MMA-r-MEBIm-Br) of differing compositions were synthesized by a 
conventional free radical polymerization as shown in Figure 3.1.48 
 
 
 
Figure 3.1: Synthesis of poly(MMA-r-MEBIm-Br) (courtesy of Dr. Yuesheng Ye, 
Drexel University Department of Chemical & Biological Engineering) 
 
 
!
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3.2 Film Preparation 
PMMA was first dissolved in 5 w/w % chloroform. After a background FTIR-ATR 
spectrum of the ZnSe crystal was taken, a polymer film was solution cast onto the surface 
of the crystal and covered with a petri dish, allowing the film to dry slowly at room 
temperature for ~12 h. The film was further dried and annealed in a vacuum oven at    
120 ° C for 3 h, followed by cooling under vacuum for 8 h.  
 
Poly(MMA-r-MEBIm-Br) was dissolved in 50/50 v/v % acetone/methanol where the 
polymer concentration was ~ 10 wt%. The polymer film was solution cast onto the 
surface of the crystal and covered with a petri dish, allowing the film to dry slowly at 
room temperature for ~12 h. The film was further dried and annealed in a vacuum oven at 
130 °C for 12 h, followed by cooling to room temperature under vacuum for 8 h. 
 
Poly(MEBIm-Br) was dissolved in RO water at a concentration of ~10 wt%. The drying 
and annealing procedure were identical to poly(MMA-r-MEBIm-Br) except the 
annealing temperature was 120 °C. Film preparation for EIS was identical, except the 
ZnSe crystal was replaced by a 3.5cm x 0.5 cm x 0.1 cm glass slide.  
 
3.3 Time-resolved FTIR-ATR Spectroscopy of Water Sorption 
All time-resolved FTIR-ATR data were collected by Eric Davis, Drexel University 
Department of Chemical & Biological Engineering. Time-resolved infrared spectra were 
collected using a Nicolet 6700 Series FTIR spectrometer (Thermo Scientific). The 
annealed membrane sample and ZnSe crystal (index of refraction 2.4) were placed in a 
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temperature-controlled ATR cell (Specac, Inc.), where the angle of the IR beam with the 
crystal-membrane interface was 45°. A HgCdTe detector collected infrared spectra at a 
resolution of 1.982 cm-1, corresponding to 32 scans per spectrum at a resolution setting of 
4 in the Omnic software (Thermo Scientific) environment. 
 
Water activity in the ATR cell was controlled by a vacuum vapor system, shown in 
Figure 3.2. The system can measure water vapor uptake in the polymer membrane using 
either FTIR-ATR spectroscopy or a quartz spring microbalance. Liquid water was 
charged to the reservoir flask and allowed to reach vapor-liquid equilibrium in the closed 
flask. The system lines were then brought to vacuum conditions, after which the water 
vapor was allowed to enter the line connecting the reservoir to the ATR cell (a pressure 
transducer is in this line). The partial pressure of water in the line, and hence the water 
vapor activity contacting the membrane, can be controlled by the valve on the reservoir. 
The system exposes the membrane to pure water vapor, not an air/water mixture, which 
eliminates any boundary layer effects. 
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Figure 3.2: Vapor sorption system to control water vapor activity (adapted from 
Elabd84)  
 
 
 
Each sorption experiment began by loading the casted membrane and ZnSe crystal into 
the ATR cell, and selecting the background spectrum of the bare ZnSe crystal to be 
subtracted out of subsequent spectra of the membrane sample. The membrane was then 
exposed to different water activities at 35 °C according to the so-called differential 
method.85 In this method, vacuum was achieved in the ATR cell, after which, at time t=0, 
the membrane was exposed to an initial step change in water activity (typically reaching 
0.15 - 0.18 for the first step). The diffusion (sorption) process of the water into the 
membrane was recorded until a steady state was reached. The steady state was 
determined by monitoring the integrated areas of water stretching (~ 3800 - 2800 cm-1) 
and bending (1750 - 1600 cm-1) regions of the spectrum until no change was observed.  
Subsequent water activity steps were made until an activity of ~ 0.90 was reached (four 
to five total steps).  
  
 
53 
 
3.4 Two-dimensional Correlation Analysis 
The analysis of infrared spectra using 2D correlation followed the step-wise procedure 
below. 
 
Step 1:  In the Omnic software environment, the .srs file for the complete 
differential experiment was split into individual .srs files corresponding to 
each step in water activity  
 
Step 2: For each individual .srs file corresponding to a single step in water 
activity, the program DynamicSampling_NonzeroTime_Erich.mac was 
run, which is a macro executable in the Omnic Macros Basic program 
 
Step 3: The .csv files generated from the Omnic macro were combined into a 
single Excel 2007.xlsx file using the VBA macro twodcor_ExcelVBA.txt 
 
Step 4: The .xlsx file was formatted and saved as a .csv file 
 
Step 5: The newly created .csv file was inputted as the argument of the Matlab 
function twodcor.m, which creates Asynchronous and Synchronous 
spectra for the chosen differential step 
 
 
 
In Step 1, given a particular differential experiment saved as an .srs file in Omnic, the 
complete differential experiment was partitioned into individual steps by choosing 
Series→Split Series File in Omnic. This option extracted the individual spectra (.spa 
files) that comprised the time-resolved .srs file. Next, Series→Create Series File was 
chosen, and the appropriate region in time was chosen to create a .srs file for a single 
activity step.  
 
In Step 2, the Omnic macro DynamicSampling_NonzeroTime_Erich.mac was run to 
create individual transient profiles corresponding to the peak height of each wave number 
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in a chosen region of the spectrum. Two regions were studied: the ~ 3800 - 2600 cm-1 
region and the ~ 1800 - 1300 cm-1 region, requiring two separate macro runs. The 
algorithm of the macro is a follows: 
 
(1)  Create a second window (called Window 2) in Omnic 
 
(2) Under Series→Profile, measure the Peak Height of One Peak for the 
lowest wavenumber in the region of interest to create a transient profile 
 
(3) Copy and paste the newly-created profile into Window 2 
 
(4) Find the minimum and maximum times in the series and constrain the x-
axis in Window 2 to this time interval 
 
(5)  Save the profile as a .csv file in the form ####.000.csv 
 
(6) Repeat (2) through (5), looping from the lowest wave number to the 
highest wavenumber in the region of interest 
 
Step 2 creates an enormous amount of data; e.g. for the region 3800 - 2600 cm-1, 1201 
.csv files are created, each containing two columns of ~ 500 - 1000 rows. In Step 3, these 
files were consolidated into one large .xlsx file using the VBA macro 
twodcor_ExcelVBA.txt. Excel 2007 on a Windows XP operating system was used 
(earlier versions of Excel cannot provide enough columns). A new Book1.xlsx was 
opened in Excel, and column A was filled with integer wavenumber values of the form 
#### (no decimals) from lowest to highest for the region of interest.  Next, an Excel 
macro was recorded by copying the wavenumber in column A, row 1, and opening the 
file ####.000.csv by pasting the copied wavenumber #### into the open file entry box. 
Columns A and B of the open file ####.000.csv were copied to columns B and C of 
Book1.xlsx. File ####.000.csv was then closed. The next .csv file was then opened in the 
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same fashion, and column B only was copied and pasted into column D of Book1.xlsx. 
This second .csv file was closed and the macro recording was stopped. This procedure 
prevents the runtime error 1004. Columns B through D in Book1.xlsx were then cleared. 
The recorded macro was opened by pressing the Step Into button under 
View→Macros→View Macros, and was deleted and replaced by the VBA macro 
twodcor_ExcelVBA.txt. With the cell B1 highlighted in Book1.xlsx, the macro was run. 
When the macro finished, the file was saved in the .xlsx format. 
 
In Step 4, the newly created .xlsx file was formatted to be compatible with the Matlab 
program twodcor.m. Column A in the .xlsx file was checked to make sure that the length 
was no longer than the other columns in the file. If it was longer, rows in the column 
were deleted so that all columns had an equal number of rows. All cells in the file were 
converted to the general cell format, after which the file was saved as a .csv file.  
 
Step 5 was completed by importing the .csv file created in Step 4 into Matlab. The .csv 
file was fed as an argument into the Matlab function twodcor.m, which produces the 
synchronous and asynchronous spectra for a given step in water activity. To locate peak 
positions in the 2D spectra, the data cursor tool was used in the resulting Matlab figures. 
Both mesh plots and contour figures were produced. The data cursor was used on the 
mesh plots only, as the cursor did not function well for high-density matrices plotted as 
contour figures. The function reduceA.m is called by twodcor.m to increase the 
wavenumber spacing, which reduces computation time and improves the use of the data 
cursor tool in Matlab. It is set to perform the 2D correlation analysis for a spacing of       
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2 cm-1 in accordance with the resolution of the FTIR-ATR spectrometer (1.982 cm-1). 
Appendix A contains twodcor.m as well as the call function reduceA.m. 
 
3.5 Infrared Band Fitting 
The water stretching and water bending bands of the FTIR-ATR spectra were fitted using 
peak locations obtained from 2D asynchronous spectra; i.e. νi in equations (2.18) and 
(2.19). The desired band was first baseline corrected, after which it was passed into the 
fitting program Peak Resolve, found in the Omnic software environment (Thermo 
Scientific). In Peak Resolve, the Voigt function was chosen for fitting, along with the 
following settings: sensitivity-high, noise target-10, baseline-none, FWHH-3.857. The 
peak locations were set based on locations obtained from the 2D asynchronous spectra 
and were not allowed to be adjusted during optimization. For simplicity, the time-
resolved water absorption spectra for PMMA, poly(MMA-r-MEBIm-Br)-25mol%, 
poly(MMA-r-MEBIm-Br)-50mol%, and poly(MEBIM-Br) were only fitted at the initial 
and final times of the highest activity step. Peak Resolve employs the Fletcher-Powell-
McCormick optimization algorithm. Similar fits were obtained using the Levenberg-
Marquardt method in the freeware fitting program fityk (http://fityk.nieto.pl). 
 
3.6 EIS Utilizing Large Environmental Chamber 
EIS was performed using the Solartron SI 1287 Electrochemical Interface and SI 1260 
Impedance/Gain-phase Analyzer with the four-electrode technique. Table 3.1 summarizes 
the settings used for each membrane tested.  Temperature and water activity were 
controlled with a Tenney BTRS Environmental Test Chamber, with temperature and 
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water activity verified and recorded with the Sensirion SHT75 sensor and Evaluation Kit. 
In making step changes in water activity with the environmental chamber, the change was 
programmed as a linear ramp lasting either 5 or 10 s, depending on the experiment.  
 
 
Table 3.1: Experimental EIS settings 
 Nafion NeoseptaAHA Poly(MEBIm-Br) 
Voltage, mV 10 100 100 
High frequency, Hz 1 x 106 1 x 106 1 x 105 
Low frequency, Hz 1 10 1 
 
 
 
The membrane resistance (R) was set equal to the low-frequency x-intercept of the 
semicircle in the complex-plane (Nyquist) plot in agreement with the following 
ubiquitous and accurate model: electrode-membrane contact resistance in series with 
membrane resistance and capacitance in parallel. This model generally describes fuel cell 
membrane behavior well.86 For Nafion, the impedance has been shown to be independent 
of frequency below 1x105 Hz, and the x-intercept in this region of the complex plane is 
taken as the “low frequency” intercept equivalent to the membrane resistance.87 
Membrane width (w), thickness (t), and the length (l) between electrodes were measured 
after the experiment and used to calculate the membrane conductivity (κ) via the 
following formula: 
 
€ 
κ =
l
Rtw      (3.1) 
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3.7 EIS Utilizing Custom-built Environmental Chamber 
The custom-built environmental chamber controlled temperature and water activity using 
the 850C Compact Fuel Cell Test System (Scribner Associates, Inc.). After the EIS 
sample was loaded into the chamber, a test EIS sweep was performed to verify that all 
cable connections were intact. The external gas lines connecting the fuel cell anode and 
cathode lines to the chamber were set to their desired temperature (Tline) using the 
external PID control system, while the internal bubbler temperature (Tanode) and chamber 
temperature (Tcell) were set using Scribner’s Fuel Cell software program. The cathode 
bubbler temperature (Tcathode) was not specified because the cathode gas line bypasses the 
bubbler. The base case set all temperatures to 35 °C. The flow rates of the cathode (dry) 
and anode (saturated) lines were specified in the Fuel Cell program to achieve a desired 
water activity according to equation (2.36). The total flow rate, Q, was maintained at 0.5 
L/min. Temperature and water activity in the chamber were monitored by the Sensirion 
SHT75 sensor and Evaluation Kit. An N2 purge (Airgas, Inc. UN1066) was fed through 
both cathode and anode lines prior to the experiment start, after which both cathode and 
anode lines were supplied with air (Airgas, Inc. UN1002), creating a humidified N2 or air 
atmosphere in the chamber. The EIS experimental procedure and data analysis are 
identical to the methods Section 3.6. 
 
In studying the carbonation kinetics of AEMs, the Fuel Cell Test System purge gas was 
supplied with high-purity N2 (Airgas, Inc. CN1066 ultra-high purity). In order to avoid 
uncontrollable water activity as detailed in Section 6.2, the temperature settings were as 
follows: Tanode=25 °C, Tline=35 °C, Tcell=35 °C. The anode gas was fed with pure CO2 
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(Airgas UN1013 bone dry grade). A NeoseptaAHA-OH membrane was taken from a 0.5 
M KOH storage solution and immediately placed into the custom-built chamber. After 
closing the chamber, a water-saturated N2 purge gas was starting at 0.5 L/min.The 
chamber was supplied with the saturated N2 gas until time t=0, after which humidified 
CO2 was delivered at 0.5 L/min. Membrane resistance data were recorded during the N2 
and CO2 phases, which follows the EIS procedure given in Section 3.6. 
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Chapter 4: Two-dimensional Correlation FTIR-ATR  Spectroscopy 
 
4.1 Infrared Band Assignments 
Table 4.1 shows the infrared band assignments for PMMA, poly(MEBIm-Br), and their 
copolymers. Ranges are given to account for band shifting caused by membrane water 
uptake. The band assignment is left blank if no values have been found in the literature. 
 
 
Table 4.1: Characteristic infrared bands for PMMA and poly(MEBIm-Br) 
 
 
 
Band location, cm-1 Polymer Chemical bond assignment 
3410 Poly(MEBIm-Br) Water OH stretch81 
3141-3132 Poly(MEBIm-Br) Imidazolium ring CH2 stretch88 
3088-3052 Poly(MEBIm-Br) Imidazolium ring CH stretch88 
2993-2991 PMMA α-CH3 sym. stretch, OCH3 sym. stretch89 
2962-2956 Poly(MEBIm-Br) Butyl CH3 stretch90 
2950 PMMA α-CH3 sym. stretch, OCH3 sym. stretch89 
2937-2935 Poly(MEBIm-Br) Backbone CH2 asym. stretch88 
2875-2871 Poly(MEBIm-Br) α-CH3 sym. stretch.88 
2846 PMMA CH2 sym. stretch88 
2054 Poly(MEBIm-Br) H2O librations54 
1727-1726 Poly(MEBIm-Br) C=O sym. stretch89 
1718 PMMA C=O sym. stretch89 
1668 Poly(MEBIm-Br) -- 
1637 Poly(MEBIm-Br) -- 
1633 Poly(MEBIm-Br) Water HOH bend54 
1564-1562 Poly(MEBIm-Br) Imidazolium C=C stretch90 
1479-1477 PMMA α-CH3 asym. bend89 
1460 Poly(MEBIm-Br) CH3 deformation89 
1450-1448 Poly(MEBIm-Br) Backbone CH2 scissor bend89 
1446 PMMA CH2 scissor bend89 
1435 PMMA OCH3 sym. stretch89 
1403-1400 Poly(MEBIm-Br) -- 
1387 PMMA α-CH3 sym. bend89 
1385-1383 Poly(MEBIm-Br) CH3 sym. deformation89 
1360-1358 Poly(MEBIm-Br) -- 
1336 Poly(MEBIm-Br) -- 
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4.2 PMMA 
The full, time-resolved FTIR-ATR spectrum for water vapor sorption in PMMA is shown 
in Figure 4.1. All time-resolved FTIR-ATR experiments were performed by Eric Davis, 
Drexel University Department of Chemical & Biological Engineering. The experiment 
water activity steps were 0.00 → 0.16 → 0.38 → 0.58 → 0.83 → 0.93. Each spectrum 
represents the steady-state spectrum at that particular water activity. As time evolves and 
the water activity increases, the water stretching (~3600-3100 cm-1) and water bending 
(1633 cm-1) bands increase in intensity. 
 
 
 
Figure 4.1: Time-resolved FTIR-ATR spectrum of water vapor sorption in PMMA 
at 35 °C 
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The water-stretching region is magnified in Figure 4.2. In the stretching region, distinct 
peaks appear at 3604 cm-1, 3550 cm-1, and 3439 cm-1. For subsequent data, only the 
stretching and bending regions will be examined as they contain the relevant bands 
associated with water and the AEM.  
 
 
 
 
Figure 4.2: Time-resolved FTIR-ATR spectrum of water-stretching band (3800 – 
2600 cm-1) in PMMA at 35 °C 
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function of time. The individual spectra in Figure 4.2 correspond to the last data point in 
Figure 4.3 just before each step change occurs. In terms of 2D correlation, the changes in 
water activity are the perturbation, while the peak height is the transient response. The 2D 
correlation technique takes these transient peak response profiles at every other 
wavenumber in the region of interest (2 cm-1 spacing), and compares them with each 
other via the correlation function given by equation (2.14). 
 
 
 
Figure 4.3: Height of 3557 cm-1 peak in PMMA as a function of time under water 
activity step changes 0.00 →  0.16 →  0.38 →  0.58 →  0.83 →  0.93 at 35 °C 
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occur at (3628 cm-1, 2958 cm-1) and (3550 cm-1, 2958 cm-1). Although the peak at 3550 
cm-1 was previously identified in the original FTIR-ATR spectrum, the peaks at          
2958 cm-1 and 3628 cm-1 were identified only as a result of the 2D correlation analysis. 
Applying Noda’s rules, the response rates of the peaks are: 3628 cm-1 > 2958 cm-1 and 
3550 cm-1 > 2958 cm-1, while nothing can be said about the relationship between 3628 
cm-1 and 3550 cm-1 due to the absence of a peak at (3628 cm-1, 3550 cm-1) in the 
asynchronous spectrum. Although not presented here, the synchronous spectrum was 
required in addition to the asynchronous spectrum to determine the relative rates 
according to Noda’s rules. Assuming that the peak at 2958 cm-1 is related to the polymer, 
it can be concluded that the water responds faster than the polymer itself at low activities. 
Moreover, the water is more weakly hydrogen-bonded, as indicated by the wavenumbers 
above 3500 cm-1.91  
 
Some relevant peaks in spectrum (b) are located at (3714 cm-1, 3414 cm-1), (3600 cm-1, 
3376 cm-1), (3414 cm-1, 2994 cm-1), and (3408 cm-1, 2956 cm-1). Averaging the peaks at 
3414 cm-1 and 3408 cm-1, the relevant vibrations become 3714 cm-1, 3600 cm-1, 3412 cm-
1, 3376 cm-1, 2994 cm-1, and 2956 cm-1.  These vibrations are assigned to very-weakly-
hydrogen-bonded water (i.e. single or “monomeric” water molecules), weakly-hydrogen-
bonded water, hydrogen-bonded water, and strongly-hydrogen-bonded water; while the 
last two are associated with CH3 symmetric stretches. Noda’s rules suggest the following 
relative response rates: 3714 cm-1 > 3414 cm-1, 3600 cm-1 > 3376 cm-1,                       
2994 cm-1  > 3414 cm-1, and 2956 cm-1 > 3408 cm-1. The results suggest that monomeric 
water responds faster than more-strongly associated water at high activities, while more 
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strongly hydrogen-bonded water responds slower than the polymer. Again, the ease of 
transport of small water clusters or monomeric water is to be expected, as the 
hydrophobic nature of the polymer prevents large water cluster formation. 
 
 
 
 
Figure 4.4: Asynchronous spectra of PMMA water stretching region for water 
activity steps of (a) 0.00 →  0.16 and (b) 0.83 →  0.93 at 35 °C 
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In the bending region, a single band at 1632 cm-1 emerges as shown in Figure 4.5. 
 
 
 
 
Figure 4.5: Time-resolved FTIR-ATR spectrum of water bending band (1700-1300 
cm-1) in PMMA at 35 °C 
 
 
 
 
The asynchronous 2D spectra for the water-bending region are shown in Figure 4.6 for 
activity steps (a) 0.00 → 0.16 and (b) 0.83 → 0.93. For the spectrum in (a), two 
significant peaks appear at (1448 cm-1, 1432 cm-1) and (1632 cm-1, 1428 cm-1).  Noda’s 
rules predict that the relative response rates are 1632 cm-1 > 1432 cm-1 > 1448 cm-1. It is 
assumed that the peaks at 1432 cm-1 and 1428 cm-1 are the same within the precision of 
the experiment, and their average is taken. From Table 4.1, these peaks are identified as 
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water bending (1632 cm-1), CH2 scissor bending (1448 cm-1), and OCH3 symmetric 
stretching (1431 cm-1). Thus, the predicted relative rates portray water responding fastest, 
followed by the side chain, followed by the backbone. This also provides support for 
water associating more strongly with the polymer side chain compared to the backbone.  
 
At the highest activities as shown in Figure 4.6 (b), the response of the membrane to 
additional water is highly uncorrelated, supported by several strong peaks around 1632 
cm-1 on the abscissa, including (1636 cm-1, 1574 cm-1), (1632 cm-1, 1470 cm-1), and 
(1650 cm-1, 1536 cm-1). Water bending is assigned to 1634 cm-1, the average of the 1636 
cm-1 and 1632 cm-1. The remaining peaks are unassigned, but being in the characteristic 
region of the spectrum, are likely associated with the polymer. Also, at the highest value 
(1700 cm-1) on the abscissa, a strong peak intensity at multiple locations suggests the 
carbonyl group (1718 cm-1) becomes more uncorrelated to other parts of the polymer 
membrane. Lastly, the strong peak at (1448 cm-1, 1432 cm-1) found in (a) is insignificant 
at high activities, suggesting a stronger correlation between the side-chain methyl group 
and the backbone as water content increases. This may be caused by morphological 
rearrangements that bring the hydrophobic moieties in closer proximity as water pervades 
the system. Applying Noda’s rules, the relative response rates are 1574 cm-1 > 1636 cm-1, 
1470 cm-1 > 1632 cm-1, and 1536 cm-1 > 1650 cm-1. The rules suggest that the polymer 
responds faster than the penetrant water. The water stretching results agree with a faster 
polymer response for strongly-hydrogen-bonded water. 
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Figure 4.6: Asynchronous spectra of PMMA water bending region for water activity 
steps of (a) 0.00 →  0.16 and (b) 0.83 →  0.93 at 35 °C 
 
 
 
A summary of discernable peaks for the complete differential water vapor experiment is 
shown in Table 4.2. In the table, the sign of the asynchronous peak is given after its 
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location. In general, more peaks appear as the water levels in the membrane increase, 
suggesting less band correlation as a result of swelling. 
 
 
Table 4.2: Summary of asynchronous peaks for PMMA water sorption* 
 
 
 
 
 
4.3 Poly(MMA-r-MEBIm-Br)-25 mol%  
The differential water activity steps for poly(MMA-r-MEBIm-Br) containing 25 mol% 
MEBIm-Br were 0.00 → 0.15 → 0.31 → 0.49 → 0.66 → 0.81. Figure 4.7 shows the 
time-resolved, water-stretching region of the spectrum. By the final activity step, three 
underlying bands are noticeable at 3570 cm-1, 3413 cm-1, and 3252 cm-1. In the water-
stretching region, larger wavenumbers correspond to decreased hydrogen bonding, to the 
point that non-hydrogen-bonded water “monomers” absorb above 3700 cm-1, while larger 
water clusters absorb from 3500-3000 cm-1. Water “dimer” stretching modes have been 
reported in the 3700-3500 cm-1 range, while “trimer” modes exist in the 3350-3450 cm-1 
                                                
 
* The + or – sign after the asynchronous peak location denotes the sign of the peak 
 Differential activity step 
IR region, cm-1 0.00 →  0.16 0.16 →  0.38 0.38→  0.58 0.58 →  0.83 0.83→  0.93 
3800-2600 cm-1 (3628, 2958)- (3622, 2992)- (3628, 3390)- (3628, 3452)- (3714, 3414)+ 
 (3550, 2958)- (3548, 2996)-  (3618, 2944)+ (3540, 2914)- (3600, 3376)+ 
   (3550, 3364)-  (3540, 2846)- (3416, 2872)+ 
    (3546, 2942)+  (3478, 2930)+    (3414, 2994)- 
        (3408, 2956)- 
     (3394, 2944)+ 
      
1700-1300 cm-1 (1632, 1448)- (1628, 1480)- (1630, 1472)+ (1632, 1536)-    (1650, 1536)- 
 (1632, 1428)+ (1628, 1432)+ (1628, 1536)- (1632, 1432)+ (1636, 1574)+ 
    (1448, 1432)+  (1628, 1428)+ (1536, 1434)+    (1636, 1434)- 
     (1632, 1470)+ 
     (1632, 1422)+ 
     (1632, 1380)+ 
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range. With the intention of elucidating the observed stretching bands in Figure 4.7, a 
dimer hydrogen-donor stretch has been postulated at 3574 cm-1,92 ordered, hydrogen-
bonded clusters at ~3400 cm-1,93 and [H2O]2•Br- or strongly-hydrogen-bonded water at 
3267 cm-1.94 
 
 
 
 
Figure 4.7: Time-resolved FTIR-ATR spectrum of water stretching band (3800 – 
2600cm-1) in poly(MMA-r-MEBIm-Br)-25 mol% at 35 °C 
 
 
 
The asynchronous spectrum is shown in Figure 4.8. For spectrum (a), taken over the first 
activity step change, the strongest peaks occur at (3612 cm-1, 3422 cm-1) and (3400 cm-1, 
2960 cm-1). Taking the signs of the peak locations in the asynchronous and synchronous 
spectra into account, Noda’s rules predict that the response rates are ordered as                       
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3612 cm-1 > 3422 cm-1 and 2960 cm-1 > 3400 cm-1. The peak at 2960 cm-1 corresponds to 
the butyl CH3 stretch in MEBIm-Br, while it is assumed that 3612 cm-1 is associated with 
weakly hydrogen-bonded water and 3422 cm-1 and 3400 cm-1 are bands associated with 
more-strongly hydrogen-bonded water. Therefore, at lower water activities, water with 
weak hydrogen bonds responds faster than water with stronger hydrogen bonds, and the 
butyl group responds faster than the strongly hydrogen-bonded water. This physical 
picture suggests that the weakly hydrogen-bonded water may associate with the 
imidazolium ring and its butyl tail, while the stronger hydrogen-bonded water resides 
farther from the polymer side chain in a configuration more akin to bulk-like water. 
 
At higher activity, as seen in Figure 4.8 (b), the asynchronous spectrum has changed 
significantly, showing major peaks at (3564 cm-1, 3432 cm-1), (3412 cm-1, 2998 cm-1), 
and (3412 cm-1, 2928 cm-1). Applying Noda’s rules again, the relative rates are          
3432 cm-1 > 3564 cm-1, 3412 cm-1 > 2998 cm-1, 3412 cm-1 > 2928 cm-1. These results 
suggest that the more bulk-like, stronger hydrogen-bonded water is responding faster that 
both the weaker hydrogen-bonded water and the polymer moieties themselves (Here it is 
assumed that 2998 cm-1 and 2928 cm-1 are associated with CH3 symmetric stretching and 
CH2 backbone asymmetric stretching respectively). Thus at lower water activities, water 
transports fastest via weakly-hydrogen-bonded water, whereas high activities shows 
faster transport via the strongly-hydrogen-bonded, bulk-like water. This agrees with 
percolation theories, in which higher water content swells the AEM to create a 
contiguous, water-filled network for transport.95  
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Figure 4.8: Asynchronous spectra of poly(MMA-r-MEBIm-Br)-25 mol% water 
stretching region for water activity steps of (a) 0.00 →  0.15 and (b) 0.66 →  0.81 at 
35 °C 
 
 
 
Figure 4.9 shows the time-resolved, water-bending region of the spectrum. As the water 
bending band at 1631 cm-1 increases, the carbonyl stretching band at 1722-1715 cm-1 (a 
range is given because the band red shifts over time) decreases. 
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Figure 4.9: Time-resolved FTIR-ATR spectrum of water bending band (1800 – 1300 
cm-1) in poly(MMA-r-MEBIm-Br)-25 mol% at 35 °C 
 
 
 
The asynchronous water-bending spectrum is shown in Figure 4.10. The low-activity 
spectrum (a) shows peaks at (1724 cm-1, 1718 cm-1), (1718 cm-1, 1704 cm-1), (1718 cm-1, 
1628 cm-1), and (1726 cm-1, 1632 cm-1). Averaging close peaks, the peaks are reduced to 
1725 cm-1, 1718 cm-1, 1704 cm-1, and 1630 cm-1. Two peaks are assigned to water 
bending. The bulk-water-bending peak at 1630 cm-1 is the first, while the second peak, at 
1704 cm-1, could be water bending in the form [H2O]n•Br-. Infrared spectroscopy studies 
assign the 1660-1740 cm-1 range to water bending in anion-water clusters of the form 
[H2O]n•X- where X- is a general anion.91 The 1718 cm-1 peak is the carbonyl C=O 
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symmetric stretch in the MMA polymer, while the 1725 cm-1 is the C=O symmetric 
stretch in the MEBIm-Br polymer. Thus, the asynchronous spectrum effectively separates 
bulk and anion-clustered water, as well as carbonyl groups from each of the copolymer 
constituents. Invoking Noda’s rules, the relative response rates are 1725 cm-1 > 1718 cm-1 
> 1630 cm-1 and 1718 cm-1 > 1704 cm-1. In general then, at low water content, the 
carbonyl groups respond faster than the actual water penetrating the polymer, whether in 
bulk-form or as anion-clusters. The carbonyl group on the MEBIm-Br side chain 
responds faster than the carbonyl group on the MMA side chain.  
 
Moving to the asynchronous spectrum for the final activity step as shown in 4.10 (b), the 
outstanding peaks are (1732 cm-1, 1718 cm-1), (1720 cm-1, 1710 cm-1), and (1720 cm-1, 
1654 cm-1). Averaging the 1720 cm-1 and 1718 cm-1 peaks, the four molecular vibrations 
become 1732 cm-1, 1719 cm-1, 1710 cm-1, and 1654 cm-1. Applying the same rationale as 
the low-activity case, these peaks are assigned as MEBIm-Br C=O symmetric stretch, 
MMA C=O symmetric stretch, bromide-water cluster OH bending, and bulk OH bending 
respectively. Noda’s rules yield the following: 1732 cm-1 > 1719 cm-1, 1710 cm-1 > 1719 
cm-1, and 1654 cm-1 > 1719 cm-1. Thus, both types of water respond faster than the 
carbonyl moieties on MMA and MEBIm-Br. The MEBIm-Br carbonyl group responds 
faster than the MMA carbonyl group, which may be due to a closer association with 
water due to the imidazolium group’s hydrophilic nature. 
 
In separating the two C=O stretches, a possible explanation for the red shifting of the 
C=O band from 1722 cm-1 at low water activities to 1715 cm-1 at high water activities in 
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the time-resolved spectrum is the following: water more strongly associates with the 
MEBIm-Br carbonyl group, which causes a decrease in its intensity, allowing the MMA 
carbonyl group to be more influential in the location of the single C=O symmetric 
stretching peak found in the time-resolved spectrum. This hypothesis is supported by 
band fitting using the peaks elucidated in the 2D correlation technique and is further 
discussed in Section 5.2. 
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Figure 4.10: Asynchronous spectra of poly(MMA-r-MEBIm-Br)-25 mol% water 
bending region for water activity steps of (a) 0.00 →  0.15 and (b) 0.66 →  0.81 
at 35 °C 
 
 
 
A summary of discernable peaks and their signs for poly(MMA-r-MEBIm-Br)-25 mol% 
over the complete differential water vapor experiment is shown in Table 4.3.  
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Table 4.3: Summary of asynchronous peaks for poly(MMA-r-MEBIm-Br)-25 mol% 
water sorption* 
 
 
 
4.4 Poly(MMA-r-MEBIm-Br)-50 mol%  
The differential water activity steps for poly(MMA-r-MEBIm-Br) containing 50 mol% 
MEBIm-Br were 0.00 → 0.15 → 0.32 → 0.58 → 0.72 → 0.92. Figure 4.11 shows the 
time-resolved, water-stretching region of the spectrum. Growth of the water band is 
larger compared to the 25 mol% copolymer. Also unlike the 25 mol% copolymer, three 
distinct peaks are not discernable by the time the membrane is equilibrated at 0.92 
activity. However, in addition to the main peak at 3404 cm-1, shoulders exist on both 
sides at 3564 cm-1 and 3249 cm-1. Following the analysis in Section 4.4, the water-
                                                
 
* The + or – sign after the asynchronous peak location denotes the sign of the peak 
 Differential activity step 
IR region, cm-1 0.00 →  0.15 0.15 →  0.31 0.31→  0.49 0.49 →  0.66 0.66→  0.81 
3800-2600 cm-1 (3612, 3422)- (3602, 3430)- (3408, 3598)+ (3576, 3434)- (3564, 3432)- 
 (3592, 2958)+ (3486, 3398)+ (3076, 3446)+ (3564, 2962)+ (3432, 3252)+ 
 (3484, 3376)+ (3410, 3074)+ (2986, 3456)- (3440, 3298)+ (3412, 2998)- 
 (3412, 3066)+ (3404, 2996)+ (2926, 2946)- (3434, 2928)- (3412, 2928)- 
 (3400, 2960)+ (3404, 2964)+ (2926, 3434)+ (3434, 2928)-  
 (3084, 2956)+ (3400, 3272)- (2924, 2984)- (3424, 3124)-  
 (2958, 2926)+ (2964, 2942)+  (3414, 3062)-  
    (3382, 2964)+  
    (2996, 2960)-  
      
1800-1300 cm-1 (1726, 1632)- (1724, 1718)+ (1724, 1710)+ (1724, 1718)+ (1732, 1718)+ 
 (1724, 1718)-  (1732, 1724)+  (1720, 1710)- 
 (1718, 1704)+    (1720, 1654)+ 
 (1718, 1628)+     
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stretching band is composed of at least three peaks, where the higher-wavenumber peaks 
correspond to weaker hydrogen-bonded water.  
 
 
 
Figure 4.11: Time-resolved FTIR-ATR spectrum of water stretching band (3800 – 
2600 cm-1) in poly(MMA-r-MEBIm-Br)-50 mol% at 35 °C 
 
 
 
The asynchronous spectrum for the water-stretching region is shown in Figure 4.12. For 
the low-activity spectrum (a), the largest magnitude peaks are located at (3602 cm-1, 3420 
cm-1), (3412 cm-1, 3064 cm-1), and (3406 cm-1, 2968 cm-1). For ease of analysis, it is 
assumed that the 3420 cm-1, 3412 cm-1 and 3406 cm-1 peaks are the same molecular 
vibration, averaged to 3413 cm-1. This proposition is reasonable, since the dry membrane 
exhibits a band at 3431 cm-1, which red shifts to 3404 cm-1 by the time the membrane is 
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equilibrated at 0.92 activity. Thus, 2D correlation suggests independent vibrations at 
3602 cm-1, 3413 cm-1, 3064 cm-1, and 2968 cm-1. The peaks at 3602 cm-1 and 3413 cm-1 
are assigned to weak and strong hydrogen-bonded water respectively, while 3064 cm-1 
and 2968 cm-1 are assigned to the imidazolium ring CH stretching and the butyl tail CH3 
stretching modes, respectively. Noda’s rules predict the relative rates to be 2968 cm-1 > 
3413 cm-1 > 3602 cm-1 and 3413 cm-1 > 3064 cm-1. The pendant group responds fastest at 
lower activities, followed by hydrogen-bonded water. Unlike the 25 mol% copolymer, 
bulk-like water seems to transport faster than weakly-hydrogen-bonded water. This could 
be due to the greater hydrophilicity of the 50 mol% copolymer, which absorbs more 
water that the 25 mol% copolymer. By the last activity step in the 25 mol% copolymer, 
bulk-like water responded faster than weakly-hydrogen-bonded water. Therefore, at low 
activities, the water transport in the 50 mol% copolymer resembles transport at high 
activities in the 25 mol% copolymer.  
 
For the high-activity spectrum (b), the significant peaks are (3446 cm-1, 3332 cm-1), 
(3594 cm-1, 3346 cm-1), and (3412 cm-1, 2966 cm-1). The 2966 cm-1 peak is assigned as 
the butyl CH3 stretching, while the others correspond to varying degrees of hydrogen-
bonded water.  Noda’s rules predict the relative response rates as 3446 cm-1 > 3332 cm-1, 
3594 cm-1 > 3346 cm-1, and 3412 cm-1 > 2966 cm-1. The collective physical picture is that 
water responds faster than the polymer, and weaker hydrogen-bonded water responds 
faster than stronger hydrogen-bonded water. This conclusion is in contrast to high-
activity transport in the 25 mol% copolymer, where stronger hydrogen-bonded water 
responds faster than weaker hydrogen-bonded water. 
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Figure 4.12: Asynchronous spectra of poly(MMA-r-MEBIm-Br)-50 mol% water 
stretching region for water activity steps of (a) 0.00 →  0.15 and (b) 0.72 →  
0.92 at 35 °C 
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Figure 4.13 shows the time-resolved, water-bending region of the spectrum. As with the 
25 mol% copolymer, the carbonyl band decreases as the water-bending band increases in 
absorbance.  
 
 
 
Figure 4.13: Time-resolved FTIR-ATR spectrum of water bending band  (1800 – 
1300 cm-1) in poly(MMA-r-MEBIm-Br)-50 mol% at 35 °C 
 
 
 
The asynchronous water-bending spectrum is shown in Figure 4.14. Peaks with 
significant magnitudes in spectrum (a) include (1724 cm-1, 1714 cm-1), (1720 cm-1, 1704 
cm-1), (1720 cm-1, 1628 cm-1), (1720 cm-1, 1566 cm-1), (1720 cm-1, 1552 cm-1). The 
MEBIm-Br carbonyl C=O stretch is assigned to 1724 cm-1, the MMA carbonyl C=O 
stretch to 1720 cm-1, [H2O]n•Br- OH bending to 1704 cm-1, bulk water OH bending to 
0
0.5
1
1.5
2
2.5
130014001500160017001800
Water activity=0.00
Water activity=0.15
Water activity=0.32
Water activity=0.58
Water activity=0.72
Water activity=0.92
A
b
s
o
rb
a
n
c
e
Wavenumber, cm
-1
  
 
82 
1628 cm-1, and imidazolium ring C=C stretching to 1566 cm-1, while 1714 cm-1 and 1552 
cm-1 are left unassigned. Noda’s rules suggest the following relative response rates:    
1714 cm-1 > 1724 cm-1, 1720 cm-1 > 1704 cm-1, 1720 cm-1 > 1628 cm-1, 1720 cm-1 > 1566 
cm-1, 1552cm-1 > 1720 cm-1. Although specific conclusions are difficult to draw from this 
spectrum, the analysis broadly suggests that the carbonyl groups respond faster than the 
water, which agrees with the low-activity spectrum of the 25 mol% copolymer. 
 
For spectrum (b), the significant peaks are located at (1728 cm-1, 1712 cm-1) and (1728 
cm-1, 1650 cm-1). The 1728 cm-1 peak is assigned to the C=O stretch of MEBIm-Br. The 
peaks at 1712 cm-1 and 1650 cm-1 do not match clearly with literature values, but the 
assumption is made that water bending has been blue shifted. Therefore, [H2O]n•Br- and 
bulk-water bending are assigned to 1712 cm-1 and 1650 cm-1 respectively (see Table 4.4, 
which shows the shift in the water bending peaks). The application of Noda’s rules shows 
that the relative response rates are 1712 cm-1 > 1728 cm-1 and 1650 cm-1 > 1728 cm-1. 
This ordering of rates is in agreement with the 25 mol% copolymer at high water activity, 
and suggests that the water response is faster than the response of the carbonyl groups. 
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Figure 4.14: Asynchronous spectra of poly(MMA-r-MEBIm-Br)-50 mol% water 
bending region for water activity steps of (a) 0.00 →  0.15 and (b) 0.72 →  0.92 
at 35 °C 
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A summary of all discernable asynchronous peaks and their signs for poly(MMA-
MEBIm-Br)-50 mol% over the complete differential water vapor experiment is shown in 
Table 4.4.  
 
 
Table 4.4: Summary of asynchronous peaks for poly(MMA-r-MEBIm-Br)-50 mol% 
water sorption* 
 
 
 
 
4.5 Poly(MEBIm-Br)  
The poly(MEBIm-Br) membrane was subjected to activity steps of  0.00 → 0.16 → 0.31 
→ 0.52 → 0.76. Higher activities were not possible due to dissolution of the polymer on 
the ZnSe crystal (i.e., poly(MEBIm-Br) is soluble in water). Figure 4.15 shows the time-
resolved, water-stretching region of the spectrum. At an activity of 0.76, the main peak in 
the water-stretching band occurs at 3410 cm-1, while shoulders exist at approximately 
3562 cm-1 and 3266 cm-1. These three water peaks are assigned to water species 
                                                
 
* The + or – sign after the asynchronous peak location denotes the sign of the peak 
 Differential activity step 
IR region, cm-1 0.00 →  0.15 0.15 →  0.32 0.32→  0.58 0.58→  0.72 0.72→  0.92 
3800-2600 cm-1 (3602, 3420)- (3582, 2980)+ (3556, 3390)- (3540, 3356)- (3594, 3346)+ 
 (3460, 3372)+ (3582, 2946)+ (3400, 2862)- (3520, 2986)+ (3446, 3332)+ 
 (3444, 2922)- (3580, 2440)- (3398, 3110)+ (3364, 3072)+ (3446, 3246)+  
 (3412, 3064)+ (3460, 3354)+ (3398, 2994)- (3364, 2930)- (3412, 2966)- 
 (3406, 2968)+ (3446, 2962)- (3398, 2924)-  (3352, 2920)+ 
 (2966, 2924)+ (3440, 3002)- (3390, 3266)+  (3352, 2826)+ 
   (3390, 3158)+   
      
1800-1300 cm-1 (1724, 1714)+ (1738, 1726)+ (1728, 1716)+ (1726, 1716)+ (1728, 1712)- 
 (1720, 1704)- (1732, 1712)- (1728, 1660)- (1734, 1726)- (1728, 1650)+ 
 (1720, 1628)- (1730, 1628)+  (1724, 1656)-  
 (1720, 1566)- (1730, 1486)+    
 (1420, 1552)+ (1726, 1466)-    
  (1708, 1628)-    
  
 
85 
experiencing different degrees of hydrogen bonding as discussed in Sections 4.2-4.4, 
where weaker hydrogen bonding occurs at higher wavenumbers. 
 
 
 
Figure 4.15: Time-resolved FTIR-ATR spectrum of water stretching band (3800 – 
2600 cm-1) in poly(MEBIm-Br) at 35 °C 
 
 
 
The asynchronous spectrum for the water-stretching region is shown in Figure 4.16. 
Significant peaks in spectrum (a) include (3522 cm-1, 3442 cm-1), (3432 cm-1, 3282 cm-1), 
(3426 cm-1, 2982 cm-1), (3414 cm-1, 3062 cm-1). To simplify the analysis, it is assumed 
that 3442 cm-1, 3432 cm-1, 3426 cm-1, and 3414 cm-1 are the same peak. This assumption 
is validated by the fact that at 0.00 water activity, a small peak exists at 3431 cm-1, while 
at 0.76 activity, the peaks appears to red shift to 3410 cm-1. Therefore, the 
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aforementioned peaks are averaged to obtain the following five independent peaks: 3522 
cm-1, 3429 cm-1, 3282 cm-1, 3062 cm-1, and 2982 cm-1. The first three peaks are assigned 
to varying degrees of hydrogen-bonded water, 3062 cm-1 is the imidazolium CH stretch, 
and the last peak is assigned to CH3 stretching, where it is uncertain whether the stretch is 
associated with the imidazolium methyl group at the end of the butyl chain, the backbone 
methyl group, or the ester methyl group. Applying Noda’s rules, the relative response 
rates are: 3522 cm-1 > 3429 cm-1, 3282 cm-1 > 3429 cm-1, 3062 cm-1 > 3429 cm-1, 2982 
cm-1 > 3429 cm-1. The physical conclusion is that both weakly-hydrogen-bonded water, 
and the polymer respond faster than the more strongly-hydrogen-bonded water. However, 
it also appears that very strongly-hydrogen-bonded water responds faster than strongly-
hydrogen-bonded water (i.e. 3282 cm-1 > 3429 cm-1). 
 
Looking to spectrum (b) for high activity phenomena, the most intense peaks occur at 
(3436 cm-1, 3292 cm-1),  (3426 cm-1, 2956 cm-1), (3394 cm-1, 3070 cm-1), (3358 cm-1, 
2924 cm-1). Once again averaging 3436 cm-1 and 3426 cm-1, the independent peaks 
become: 3431 cm-1, 3394 cm-1, 3358 cm-1, 3292 cm-1, 3070 cm-1, 2956 cm-1, and 2924 
cm-1. The first four peaks are assigned to water stretching in various hydrogen-bonded 
states, while 3070 cm-1, 2956 cm-1, and 2924 cm-1 correspond to imidazolium CH 
stretching, butyl CH3 stretching, and backbone CH2 asymmetric stretching respectively. 
Noda’s rules predict the relative response rates to be 3431 cm-1 > 3292 cm-1,  3431 cm-1 > 
2956 cm-1, 3394 cm-1 > 3070 cm-1, 2924 cm-1 > 3358 cm-1. Overall then, bulk-like, 
strongly-hydrogen-bound water responds faster than the polymer. This case is reversed 
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for very strongly-hydrogen-bonded water and the polymer backbone (2924 cm-1 > 3358 
cm-1). 
 
 
 
Figure 4.16: Asynchronous spectra of poly(MEBIm-Br) water stretching region for 
water activity steps of (a) 0.00 →  0.16 and (b) 0.52 →  0.76 at 35 °C 
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Figure 4.17 shows the time-resolved, water-bending region of the poly(MEBIm-Br) 
spectrum. As with the previous copolymers, the polymer bands decrease as the water-
bending band increases in absorbance.  
 
 
 
Figure 4.17: Time-resolved FTIR-ATR spectrum of water bending band (1800 – 
1350 cm-1) in poly(MEBIm-Br) at 35 °C 
 
 
 
 
The asynchronous water-bending spectrum for low-activities is shown in Figure 4.18 (a). 
The most significant peaks are found at (1732 cm-1, 1714 cm-1), (1712 cm-1, 1626 cm-1), 
(1670 cm-1, 1626 cm-1), and (1626 cm-1, 1568 cm-1). The peaks at 1714 cm-1 and 1712 
cm-1 are averaged together, yielding the following peaks: 1732 cm-1, 1713 cm-1, 1670 cm-
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1, 1626 cm-1, and 1568 cm-1. These peaks are assigned as C=O stretching, [H2O]n•Br- 
HOH bending, unknown, bulk water bending, and imidazolium C=C stretching 
respectively. Applying Noda’s rules, the relative response rates are 1732 cm-1 > 1713  
cm-1, 1626 cm-1 > 1713 cm-1, 1713 cm-1 > 1670 cm-1, and 1626 cm-1 > 1568 cm-1. These 
results imply that bulk water responds faster than [H2O]n•Br- as well as the imidazolium 
group. Also, the carbonyl group responds faster than  [H2O]n•Br-. The faster response of 
bulk water over the bromide-water cluster makes sense based on size arguments. 
  
Figure 4.18 (b) shows the water-bending asynchronous spectrum for the activity step 0.52 
→ 0.76. The peaks with the largest magnitudes occur at (1724 cm-1, 1634 cm-1), (1722 
cm-1, 1556 cm-1), and (1634 cm-1, 1582 cm-1). Averaging 1724 cm-1 and 1722 cm-1, the 
resulting 1723 cm-1 peak is assigned to the C=O stretch; 1634 cm-1 is water bending, 
1582 cm-1 is unassigned, and 1556 cm-1 is the imidazolium C=C stretch. Applying 
Noda’s rules, the relative response rates are: 1634 cm-1 > 1723 cm-1, 1556 cm-1 > 1723 
cm-1, and 1634 cm-1 > 1582 cm-1. This ordering suggests that water responds faster than 
the carbonyl peak, as does the imidazolium ring. The faster response of the imidazolium 
ring over the carbonyl group makes sense, as this region of the polymer is hydrophilic 
and should interact more strongly with the penetrant water molecules. The result of water 
and the imidazolium group responding faster than the carbonyl group is in agreement 
with the copolymer results. Interestingly, no peak associated with the [H2O]n•Br- 
complex is found, which suggests that at higher activities, the amount of bulk water 
greatly exceeds the bromide water clusters. Therefore, water transport at high activities in 
poly(MEBIm-Br) seems to be driven by bulk water. 
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Figure 4.18: Asynchronous spectra of poly(MEBIm-Br) water bending region for 
water activity steps of (a) 0.00 →  0.16 and (b) 0.52 →  0.76 at 35 °C 
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A summary of all discernable asynchronous peaks and their signs for poly(MEBIm-Br) 
over the complete differential water vapor experiment is shown in Table 4.5.  
 
 
Table 4.5: Summary of asynchronous peaks for poly(MEBIm-Br) water sorption* 
 Differential activity step 
IR region, cm-1 0.00 →  0.16 0.16 →  0.31 0.31→  0.52 0.52→  0.76 
3800-2600 cm-1 (3522, 3442)+  (3574, 3410)- (3558, 3374)- (3548, 3452)- 
 (3432, 3282)- (3410, 3136)+ (3384, 3104)+ (3436, 3292)+ 
 (3426, 2982)+ (3410, 3102)+ (3384, 2952)- (3426, 2956)- 
 (3414, 2062)+ (3410, 3038)- (3384, 2914)- (3394, 3070)- 
 (3078, 3050)+ (3410, 2962)- (3382, 3050)- (3358, 2924)+ 
 (3062, 2950)+ (3410, 2622)+ (3374, 3148)+ (3352, 2852)+ 
     
1800-1350 cm-1 (1732, 1714)- (1756, 1728)+ (1732, 1718)+ (1724, 1634)+ 
 (1712, 1626)- (1728, 1718)+ (1732, 1622)- (1724, 1456)+ 
 (1670, 1626)- (1728, 1622)- (1732, 1556)+ (1724, 1434)- 
 (1626, 1568)+ (1624, 1556)+ (1718, 1656)+ (1722, 1686)+ 
 (1626, 1466)+ (1624, 1456)+ (1658, 1616)+ (1722, 1556)- 
 (1626, 1432)+ (1624, 1434)+  (1668, 1634)- 
 (1626, 1384)+ (1624, 1402)+  (1634, 1582)+ 
  (1624, 1382)+   
 
 
 
Table 4.6 presents a summary of the response rates of various species for copolymers of 
PMMA and poly(MEBIm-Br). The > sign is used to describe the relative response rates 
of different molecular species. At low activities, the water-stretching region generally 
suggests that weakly-hydrogen-bonded water responds faster than more strongly-
hydrogen-bonded water. At higher activities, the hypothesis that strongly-hydrogen-
bonded water responds faster than weakly-hydrogen-bonded water cannot be confirmed. 
With reservation, it can be concluded that increasing the fraction of MEBIm-Br in the 
copolymer increases the rate at which hydrogen-bonded, bulk-like water transports. In the 
water-bending region, low-activity environments produce a faster polymer response 
                                                
 
* The + or – sign after the asynchronous peak location denotes the sign of the peak 
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compared to water. At high activities, the opposite trend is observed. Also, increasing the 
fraction of MEBIm-Br increases the appearance of the [H2O]n•Br- species, except for 
pure poly(MEBIm-Br), in which case the [H2O]n•Br- signal is overwhelmed by the 
presence of bulk water. 
 
 
Table 4.5: Water transport conclusions from 2D correlation analysis 
 Stretching region Bending region 
PMMA 
 
 
 
 
Low activity • Weakly H-bonded water >   
polymer 
 
• Water > polymer side 
chain 
 
 
High activity • Monomeric water > H-
bonded water clusters 
• Polymer > water 
Poly(MMA-n-MEBIm-Br)-25 mol% 
Low activity • Weakly H-bonded water > 
strongly H-bonded water 
• Carbonyl groups > water 
High activity • Strongly H-bonded water > 
polymer/weakly H-bonded 
water 
• Water > carbonyl groups 
• C=O red-shifting caused 
by stronger water 
association with MEBIm-
Br C=O over MMA C=O 
Poly(MMA-r-MEBIm-Br)-50 mol% 
Low activity • Strongly H-bonded water > 
weakly H-bonded water/ 
polymer 
 
• Carbonyl > water 
High activity • Weakly H-bonded water > 
strongly H-bonded water 
• Water > polymer 
• Water > carbonyl 
Poly(MEBIm-Br) 
Low activity • Polymer > weakly H-
bonded water > strongly H-
bonded water 
 
• Bulk water > [H2O]n•Br- 
• Carbonyl > [H2O]n•Br- 
High activity • Strongly H-bonded water > 
polymer 
• Water > carbonyl 
• Imidazolium > carbonyl 
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Chapter 5: Infrared Band Fitting Utilizing 2D Correlation Analysis 
5.1 PMMA 
Figure 5.1 shows the water-stretching region for the activity step 0.83-0.93. The peaks 
obtained from 2D correlation asynchronous spectra and used for fitting are 3714 cm-1, 
3600 cm-1, 3412 cm-1, and 3376 cm-1 and are indicated in the figure as bands 1-4.  Figure 
5.1(a) shows that the fit does not agree well with the measured spectrum, most notably 
failing to account for the three distinct bands at 3604 cm-1, 3550 cm-1, and 3439 cm-1. The 
fit in figure (b) is no better. Notice also that the optimization routine forces the 3714 cm-1 
band (Band 1) to zero to attain the best fit. 
 
 
 
Figure 5.1: Band-fitted water-stretching spectrum of PMMA for activity step 0.83-
0.93 at time 0 (a) and at steady state (b) 
 
 
 
Figure 5.2 shows the water-bending region for the activity step 0.83-0.93. The peaks 
obtained from 2D correlation asynchronous spectra and used for fitting are 1650 cm-1, 
1634 cm-1, 1574 cm-1, and 1536 cm-1. Compared to the stretching region, the bending 
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region shows good fit to the experimental spectrum. It is possible that the 1650 cm-1 and 
1634 cm-1 bands represent two types of water, although further support of this hypothesis 
is currently unavailable. 
 
 
 
Figure 5.2: Band-fitted water-bending spectrum of PMMA for activity step 0.83-
0.93 at time 0 (a) and at steady state (b) 
 
 
 
5.2 Poly(MMA-r-MEBIm-Br)-25 mol% 
Figure 5.3 shows the water-stretching region for the activity step 0.66-0.81. The four 
bands used for fitting were 3564 cm-1, 3432 cm-1, 3412 cm-1, 3252 cm-1. At both t=0 and 
steady state the fitted curves approximate the actual spectrum well. Therefore, assuming 
equal optical extinction coefficients for all water stretching modes, the individual band 
areas may be used to quantify the relative amounts of water species in the membrane. The 
largest fraction of water occurs in the 3412 cm-1 band (Band 3), and water shifts to lower 
wavenumbers over the activity step. 
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Figure 5.3: Band-fitted water-stretching spectrum of poly(MMA-r-MEBIm-Br)-25 
mol% for activity step 0.66-0.81 at time 0 (a) and at steady state (b) 
 
 
 
Figure 5.4 shows the fitted water-bending region for poly(MMA-r-MEBIm-Br)-25 
mol%. Both spectrum (a) and (b) show excellent fits for the C=O stretching peak and 
good fits for water bending. From the 2D correlation analysis, the three bands were fixed 
at 1732 cm-1, 1719 cm-1, and 1654 cm-1. A band at 1710 cm-1 was also included, but 
fitting forced this band to zero, suggesting that the [H2O]n•Br- complex is negligible. 
Also, the band fitting suggests that the concentration of MMA carbonyl groups is larger 
than the concentration of MEBIm-Br carbonyl groups, assuming equal optical extinction 
coefficients for both C=O stretching modes.  
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Figure 5.4: Band-fitted water-bending spectrum of poly(MMA-r-MEBIm-Br)-25 
mol% for activity step 0.66-0.81 at time 0 (a) and at steady state (b) 
 
 
 
It was proposed in Chapter 4 that the red-shifting of the C=O symmetric stretch is due to 
varying intensities of the MEBIm-Br C=O and MMA C=O vibrations. Figure 5.5 shows 
the low-activity behavior for the water-bending region a t=0 and at steady state using the 
following peaks for fitting: 1725 cm-1, 1718 cm-1, 1704 cm-1, 1630 cm-1. At t=0, only the 
first two peaks are used for fitting since no water is in the system. Comparing with Figure 
5.4, it is clear that that MEBIm-Br carbonyl group is much more intense at lower water 
activities. As water begins to associate more strongly with the MEBIm-Br portion of the 
copolymer, the C=O intensity decreases due to a decrease in concentration of the 
MEBIm-Br portion of the copolymer. In contrast, the C=O group in the MMA portion of 
the copolymer increases in intensity, thus causing the observed red-shift during 
hydration, owing to the MMA C=O symmetric stretch occuring at lower wavenumbers 
than the MEBIm-Br symmetric stretch.  
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Figure 5.5: Band-fitted water-bending spectrum of poly(MMA-r-MEBIm-Br)-25 
mol% for activity step 0.00-0.15 at time 0 (a) and at steady state (b) 
 
 
 
5.3 Poly(MMA-r-MEBIm-Br)-50 mol% 
Figure 5.6 shows the water-stretching region for the 50 mol% copolymer undergoing an 
activity step of 0.72-0.92. Fitting bands were fixed at 3594 cm-1, 3446 cm-1, 3412 cm-1, 
3346 cm-1, 3332 cm-1, and 3246 cm-1. Both spectra (a) and (b) are approximated well by 
the band assignments obtained from 2D correlation. 
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Figure 5.6: Band-fitted water-stretching spectrum of poly(MMA-r-MEBIm-Br)-50 
mol% for activity step 0.72-0.92 at time 0 (a) and at steady state (b) 
 
 
 
Figure 5.7 shows the fitted water-bending region for poly(MMA-r-MEBIm-Br)-50 
mol%. Bands were fixed at 1728 cm-1, 1712 cm-1, and 1650 cm-1. The larger absorbance 
of the 1728 cm-1 band compared to the 50 mol% case (Figure 5.4) suggests a larger 
concentration of MEBIm-Br carbonyl groups, which is to be expected. The fit is excellent 
for the carbonyl region and good for the water-bending region. Setting the water bending 
band to 1650 cm-1 instead of ~1633 cm-1 obviously produces a poorer fit. It is 
unexplained why the 2D correlation analysis predicts a species around 1650 cm-1 when 
the original spectrum clearly shows the water bending band at ~1633 cm-1. 
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Figure 5.7: Band-fitted water-bending spectrum of poly(MMA-r-MEBIm-Br)-50 
mol% for activity step 0.72-0.92 at time 0 (a) and at steady state (b) 
 
 
 
5.4 Poly(MEBIm-Br) 
Figure 5.8 shows the water-stretching region for an activity step of 0.52-0.76 at (a) t=0 
and (b) steady steady state. Fitting bands were fixed at 3548 cm-1, 3431 cm-1, 3394 cm-1, 
3358 cm-1, and 3292 cm-1. The fits are excellent for both spectra. 
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Figure 5.8 Band-fitted water-stretching spectrum of poly(MEBIm-Br) for activity 
step 0.52-0.76 at time 0 (a) and at steady state (b) 
 
 
 
Figure 5.9 shows the fitted water-bending region for poly(MEBIm-Br). Bands were fixed 
at 1723 cm-1, 1634 cm-1. The fits for both t=0 and steady state are excellent, with the 
carbonyl band being fitted slightly lower in wavenumber than the recorded spectrum.  
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Figure 5.9: Band-fitted water-bending spectrum of poly(MEBIm-Br) for activity 
step 0.52-0.76 at time 0 (a) and at steady state (b) 
 
 
 
5.5 Verification of Relative Rates Obtained by 2D Asynchronous Spectra 
The molecular transport mechanisms suggested thus far are based solely on the results 
obtained by the application of Noda’s rules. To verify some of the results obtained in 
Chapter 4, a second method of quantifying relative rates is presented. Let Ab(t0) be the 
area under the curve for a particular fitted peak at the beginning of the final water activity 
step, occurring at t0. Likewise, let Ab(tf) be the absorbance of a particular fitted peak at 
the final time tf when the steady state has been reached. The peak areas are obtained by 
numerically integrating using Simpson’s rule. Now take a peak that has been assigned as 
a result of the 2D asynchronous spectrum and used in band fitting and measure its 
relative change in area over the time interval [t0, tf ] as shown in equation 5.1. 
 
€ 
Δ =
Ab (t f ) − Ab (t0)
Ab (t0)
      (5.1) 
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The relative growth over the time interval [t0, tf ]  of two different peaks, (labeled peak 1 
and peak 2) can then be compared by the ratio: 
 
€ 
R = Δ1
Δ 2
      (5.2) 
 
If R > 1, then peak 1 has grown more over the time interval (responds faster) than peak 2. 
If R < 1, then peak 2 responds faster. Table 5.1 summarizes several conclusions about 
relative rates based on Noda’s rules as well as the ratio R. One advantage of using the 
ratio R is that the relative rates are quantifiable. For example, looking at row 1 in Table 
5.1, R suggests that the response of the 1574 cm-1 peak, which corresponds to the 
polymer, is 31.1 times faster than the response of the water-bending peak at 1636 cm-1. 
There are discrepancies between Noda’s rules and the R-method (cases where R < 1), 
however these cases all correspond to R values of 0.279 or higher. This means that the 
discrepancies occur for relative rates that are within a factor of ~4 or less of each other. 
The error of the band fitting procedure may be greater than this factor.  
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Table 5.1: Comparison of relative response rates obtained by Noda’s rules and peak 
area ratios for high water activity steps 
Polymer Noda’s rules relative rates R R-based relative rates  
PMMA 1574 cm-1 > 1636 cm-1 31.1 1574 cm-1 > 1636 cm-1 
 1536 cm-1 > 1650 cm-1 0.692 1536 cm-1 < 1650 cm-1 
Poly(MMA-r-MEBIm-Br)-25 mol% 3432 cm-1 > 3564 cm-1 3.41 3432 cm-1 > 3564 cm-1 
 1732 cm-1 > 1719 cm-1 3.37 1732 cm-1 > 1719 cm-1 
 1654 cm-1 > 1719 cm-1 6.25 1654 cm-1 > 1719 cm-1 
Poly(MMA-r-MEBIm-Br)-50 mol% 3446 cm-1 > 3332 cm-1 0.393 3446 cm-1 < 3332 cm-1 
 3594 cm-1 > 3346 cm-1 0.862 3594 cm-1 < 3346 cm-1 
 1712 cm-1 > 1728 cm-1 0.279 1712 cm-1 < 1728 cm-1 
 1650 cm-1 > 1728 cm-1 0.947 1650 cm-1 < 1728 cm-1 
Poly(MEBIm-Br) 3431 cm-1 > 3292 cm-1 0.310 3431 cm-1 < 3292 cm-1 
 1634 cm-1 > 1723 cm-1 2.11 1634 cm-1 > 1723 cm-1 
 
 
 
The peak locations provided by 2D correlation generally provide good fits to the spectra, 
with the exception of the pure PMMA water-stretching region. However, the 
asynchronous 2D spectra generally suggest a band at 1650 cm-1 instead of 1633 cm-1 for 
water bending, which causes a poorer fit than if the water bending was fixed at           
1633 cm-1. The relative contributions of the MEBIm-Br C=O symmetric stretch and the 
MMA C=O symmetric stretch changes as the copolymer is hydrated. At lower water 
activities, the MEBIm-Br carbonyl group is more intense, while at high water activities, 
the MMA carbonyl group is more intense. This provides an explanation for the red-
shifting of the C=O symmetric stretch seen in the time-resolved spectrum.  
 
The relative rates obtained by Noda’s rules were compared with those obtained from a 
ratio method, where the peak areas used were obtained from the band-fitting procedure. 
The methods are in good agreement, especially considering that the discrepancies all 
occur for R values close to 1. These differences correspond to relative rates which are 
within a factor of 4 or less of each other. 
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Assuming that the optical extinction coefficients are equal for equal types of infrared 
vibrations, it is possible to quantify the relative amounts of water in the stretching and 
bending regions, as well as the amounts of MMA and MEBIm-Br in the copolymer based 
on the carbonyl C=O stretch. The verification of this hypothesis is left for future work. 
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Chapter 6: Environmental Chamber Dynamics and Transient Conductivity 
 
6.1 Large Environmental Chamber  
As mentioned in Chapter 2, in order to impose a true step change in water activity on the 
membrane and measure the resulting molecular transport, the characteristic time of the 
step change should be several orders of magnitude smaller than the characteristic 
transport time. The large, Tenney environmental chamber described in Section 3.6 was 
examined first to see if useful transport experiments could be obtained. 
 
Figure 6.1 shows the response of Nafion to changes in water activity in the Tenney 
environmental chamber at 35 °C. The chamber was programmed to make water activity 
steps of 0.10 → 0.20 → 0.40 → 0.60 → 0.80 → 0.90 with a step time of 2 h and a ramp 
time of 10 s. The system hits its setpoint for the first three steps, while the system has 
difficulty maintaining the last two, higher-activity conditions. The 0.9 activity step 
actually causes a temperature runaway (see inset) as the system tries to increase the 
temperature of the internal liquid water reservoir to increase the vapor pressure in the 
vapor generator. The second and third steps are clearly the cleanest. Qualitatively, the 
conductivity response mimics the shape of FTIR-ATR water diffusion curves.96 
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Figure 6.1: Nafion conductivity response to water activity changes in Tenney 
environmental chamber at 35 °C 
 
 
 
Additional experiments with the Tenney environmental chamber are shown in Figures 6.2 
and 6.3. In Figure 6.2, Nafion is again shown, but with larger step changes to probe the 
effect of the chamber control system response to larger steps in activity. For water 
activity setpoint changes of 0.20 → 0.50 → 0.80, with 2 h steps and a 5 s ramp time, the 
system is able to achieve the setpoint of 0.50 water activity. In trying to reach the 0.80 
setpoint, the system again is forced to increase the temperature.  Again, the transient 
conductivity curves are similar to water-uptake curves in shape. 
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Figure 6.2: Nafion conductivity response to water activity changes in Tenney 
environmental chamber at 35 °C; larger change in setpoint 
 
 
 
Figure 6.3 shows the response of poly(MEBIm-Br) to water activity changes of 0.31 → 
0.52 → 0.76. Steps were 3 h in length with a ramp between steps of 5 s. Even for mid-
range activities, the chamber can deviate grossly from its setpoint as seen around 300 
min. 
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Figure 6.3: Poly(MEBIm-Br) conductivity response to water activity changes in 
Tenney environmental chamber at 35 °C 
 
 
 
Quantification of the chamber response time comes in the form of a model regression, 
where the characteristic time, τ, is the only adjustable parameter. Each individual activity 
step is normalized and regressed to the model given in equation (2.38), which for a 
normalized water activity change of 0.00 to 1.00 (i.e. Qs1=Q) becomes: 
 
     (6.1) 
 
The large Tenney chamber does not rely on mixing dry and saturated streams to control 
water activity. Although equation (2.38) originates from a physical model based on the 
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a2( t) = 1− exp(− t /τ )
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mixing of streams, its extension to equation (6.1) produces a general model that 
conveniently provides quantification of the characteristic times of both the large chamber, 
and the small, custom-built chamber. 
 
Figure 6.4 shows a sample regression for the 0.20 → 0.40 activity step taken from Figure 
6.1. The technique used for regression and the associated Matlab program 
ECRegressOneStep.m are given in Appendix B. With the result that τ = 199 s (~3 min), 
the characteristic time is found to be on the same order of magnitude as the characteristic 
diffusion time for water. For the particular membrane studied, with l=203/2 µm and 
D=9.75x10-7 cm2/s,5,96 the characteristic diffusion time was 423 s (7.04 min).* For 
clarification on the source of D, an initial value of D=8.57x10-7 cm2/s was obtained from 
Hallinan’s time-resolved FTIR-ATR experiments at 30 °C for a differential water activity 
step of 0.22-0.43.54 This value was then corrected 9.75x10-7 cm2/s at 35 °C using an 
Arrhenius relation found in Li’s textbook5 for the diffusion coefficient of water in Nafion.  
 
 
                                                
 
* The membrane thickness is divided by two because of the no-flux symmetry condition halfway through   
the membrane. 
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Figure 6.4: Regression to obtain characteristic time required to reach new water 
activity for normalized 0.20 →  0.40 step in Tenney chamber at 35 °C 
 
 
 
In order to further understand the effect of a non-step change in water activity on water 
transport and ultimately transient conductivity, a water transport model is derived. 
Assume the one-dimensional Fickian model for water transport in the membrane, where 
both sides are exposed to the environment. As already mentioned in the previous 
footnote, this problem is symmetric about the center (z=0) and can be solved for only half 
of the membrane thickness (Figure 6.5). The location z=l corresponds to the exposed 
edge of the membrane, and C1(t) is the concentration of water in the environmental 
chamber. 
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Figure 6.5: Physical model of membrane exposed to transient environmental 
conditions during EIS experiment 
 
 
 
The concentration of water in the membrane is governed by, 
 
€ 
∂C
∂t = D
∂ 2C
∂z2
       (6.2) 
 
with initial and boundary conditions of: 
 
€ 
Initial condition :           C(z,0) = C0
Boundary condition 1:  C(l,t) = KC1(t)
Boundary condition 2 :  ∂C(0,t)
∂z = 0
€ 
 (6.3) 
 
Using the ideal gas law and the definition of water activity, the first boundary condition is 
related to the water activity a1(t) by: 
 
€ 
C(l,t) = KC1(t) =
KP1sat
RT
 
 
 
 
 
 a1(t)      (6.4) 
!!"#
!!"#
$$!%&%#
$'$&%#
$'$&%#
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Invoking the transient water activity model from equation (2.38), the boundary condition 
becomes, 
 
€ 
C(l,t) = Ceq, f 1− exp(−t /τ )[ ]     (6.5) 
 
where  
     (6.6) 
  
Non-dimensionalizing the model by defining, 
 
€ 
θ =
C(z,t) −C0
Ceq, f −C0
,           η = zl ,           τ =
tD
l2     (6.7) 
 
the dimensionless form becomes, 
 
€ 
∂θ
∂τ
=
∂ 2θ
∂η2
     (6.8) 
 
with initial and boundary conditions of, 
 
€ 
Ceq, f =
QsKP1sat
QRT
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€ 
Initial condition :           θ(η,0) = 0
Boundary condition 1:  θ(1,τ ) =α 1− exp −l
2τ
Dτ a
 
 
 
 
 
 
 
 
 
 
 
 −β
Boundary condition 2 :  ∂θ(0,τ)
∂η
= 0
   (6.9) 
 
where 
 
€ 
α =
Ceq, f
Ceq, f −C0
β =
C0
Ceq, f −C0
     (6.10) 
 
and τa is the characteristic time of the activity change, previously referred to as just τ. 
 
Because of the time-dependent boundary conditions, traditional separation-of-variables 
techniques do not yield a solution. The equation is ultimately separable, but must be 
obtained by either implementing Duhamel’s superposition integral, or the Finite Fourier 
Transform (FFT) technique.97 Employing the FFT technique, the solution becomes: 
 
€ 
θ(η,τ ) = 2 cos n + 12
 
 
 
 
 
 πη
 
 
 
 
 
 
n= 0
∞
∑ ϑ (τ )    (6.11) 
 
where,  
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€ 
ϑ (τ) = δn
ψ
n
−
γ
n
ψ
n
−µ
 
 
 
 
 
 exp −µτ( ) − δn
ψ
n
−
γ
n
ψ
n
−µ
 
 
 
 
 
 exp −ψnτ( )
 
 
 
 
 
   (6.12) 
 
with, 
 
€ 
µ =
l2D
τ a
      (6.13) 
 
€ 
δn = 2(α −β) n +
1
2
 
 
 
 
 
 π (−1)n      (6.14) 
 
€ 
γ
n
= 2α n +
1
2
 
 
 
 
 
 π (−1)n      (6.15) 
 
€ 
ψ
n
= n +
1
2
 
 
 
 
 
 π
 
 
 
 
 
 
2
      (6.16) 
 
Figure 6.6 shows the model solution at η=0 (center of the membrane) for τa=3, 300, and 
600 s. For τa=3, the solution is indistinguishable from the step change boundary 
condition. Larger values of τa show significant deviation from the step-change solution. 
Therefore, care must be taken in ensuring the assumed boundary conditions are 
accurately achieved in the chamber. If the boundary condition is not a step change in 
water activity, the resulting water diffusion still appears as though the boundary condition 
is a step change, but corresponding to a smaller diffusion coefficient. The danger is that 
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this diffusion coefficient would be taken as the actual diffusion coefficient, when in fact 
this smaller apparent diffusion coefficient is the result of the slow water activity 
dynamics in the chamber. 
 
 
 
Figure 6.6: Dimensionless water concentration at η=0 for τa=3, 300, and 600s; 
l=101.5 µm, D=9.75x10-7 cm2/s, and T=35 °C 
 
 
 
Table 6.1 summarizes the characteristic times for various water activity changes in the 
Tenney large environmental chamber based on the regression of equation (6.1) to the data 
in Figures 6.1-6.3. The average characteristic time is 340 ± 149 s.  
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Table 6.1: Characteristic times (τa) of large chamber to achieve water activity 
setpoints at 35 °C 
 
Water activity 
step τa, s 
0.10→ 0.20 319 
0.20→ 0.40 199 
0.20→ 0.50 286 
0.31→ 0.52 158 
0.40→ 0.60 175 
0.50→ 0.80 664 
0.52→ 0.76 400 
0.60→ 0.80 516 
  
Average 340 
Std. dev. 179 
Error* 149 
 
 
 
Having collected the characteristic times for water activity changes in the larger chamber, 
it is useful to employ them in a predictive model for the membrane conductivity as a 
function of time. The simplest approach to relating membrane conductivity to water 
content is through a Bruggeman-type relationship, which is derived from percolation 
theory.95b As shown in equation (6.17), the membrane conductivity (κ) is dependent on 
the volume fraction of aqueous phase (φ) in the membrane raised to a power n, as well as 
κ0 and φ0, which are the conductivity and volume fraction at the percolation threshold.98  
Above this threshold, the conductive, aqueous domain of the membrane is a contiguous 
network.20 The exponent n is often taken to be 1.5 and is typically found to be between 
1.3 and 1.7 based on regression to experimental data.98  
 
 
                                                
 
* 95% confidence interval 
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€ 
κ =κ
0
φ − φ
0( )
n      (6.17) 
 
In the spirit of the percolation model, it is proposed that the conductivity be proportional 
to the fraction of water in membrane as measured by the fractional approach to 
equilibrium, 
 
€ 
κ = Aθ n        (6.18) 
 
where A is a constant of proportionality, and 
€ 
θ  is the space-averaged concentration 
profile defined by: 
 
€ 
θ (τ) ≡
θ(η,τ)dη
0
1
∫
dη
0
1
∫
      (6.19) 
 
Substituting equation (6.11) into equation (6.19) and performing the integration, the 
space-averaged dimensionless concentration of water in the membrane becomes: 
 
€ 
θ (τ) = 2 (−1)
n
n +1/2( )πn= 0
∞
∑ ϑ (τ )     (6.20) 
 
In order to obtain a value for A, membrane equilibrium is defined as the membrane water 
content at very large times. By definition, the dimensionless concentration of water at 
equilibrium is therefore unity, which produces: 
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€ 
limτ→∞θ = limt→∞θ = θ eq =1     (6.21)  
€ 
limτ→∞κ = limt→∞κ =κeq = A       (6.22) 
 
Thus, the equation for time-dependent conductivity takes the final form of: 
 
€ 
κ(t) =κeqθ 1.5 =κeq
C (t) −C0
Ceq, f −C0
 
 
  
 
 
  
1.5
     (6.23)  
 
The predictive model requires the following information: the desired water activity set 
point in the chamber a1, the water diffusion coefficient D, the membrane thickness l, the 
steady-state membrane conductivity κeq, and the characteristic time to reach the desired 
water activity τa. Figure 6.7 shows the 0.20 → 0.50 water activity step for Nafion taken 
from Figure 6.2. The following parameters were obtained experimentally: l=101.5 µm, 
κeq=4.90x10-3 S/cm, τa=286 s. The water diffusion coefficient was taken as 6.44 x 10-7 
cm2/s.96 The model is able to predict the conductivity dynamics well. An improved fit is 
possible by increasing the value of n form 1.5 to 2.0 in the model, or it can be left as an 
adjustable parameter if desired. 
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Figure 6.7: Predictive model for Nafion conductivity as a function of time for water 
activity step 0.20 →  0.50 at 35 °C; model parameters include l=101.5 µm,                 
κeq=4.90x10-3 S/cm, τa=286 s, and D=6.44 x 10-7 cm2/s 
 
 
 
The conductivity model performance is shown in Figure 6.8 for the 0.31 → 0.52 activity 
step of poly(MEBIm-Br) taken from Figure 6.3. Parameters used in the model were the 
following: l=88 µm, κeq=1.02 x 10-4 S/cm, τa=158 s, and D=9.50 x 10-8 cm2/s.99 In this 
case, the model does a poorer job of describing the data, but there are not enough data to 
verify if this phenomena occurs consistently in the poly(MEBIm-Br) membrane. If lack 
of fit is further verified, one possible explanation is the absence of phase segregation in 
the poly(MEBIm-Br) membrane. This is in contrast to Nafion, with has ionic and 
hydrophobic domains. Percolation channels are created in the ionic domain during 
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hydration.20 Another explanation is that the model used to fit for τa behaves smoothly 
with a slope ≥ 0, therefore not being able to account for the overshoot observed in the 
actual water activity data. Looking at the figure, a regression yielding a smaller τa would 
indeed increase the model’s accuracy. 
 
 
 
Figure 6.8: Predictive model for poly(MEBIm-Br) conductivity as a function of time 
for water activity step 0.20 →  0.50 at 35 °C; model parameters include l=88 µm,                 
κeq=1.02x10-4 S/cm, τa=158 s, and D=9.50 x 10-8 cm2/s 
 
 
 
6.2 Custom-built Environmental Chamber 
Figure 6.9 shows the custom-built chamber conditions for calculated activity changes of 
0.00 → 0.20 → 0.40  → 0.60  → 0.80  → 1.00 and a step duration of 5 min. The activity 
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is calculated based on the mass flow rates of the dry and saturated lines as detailed in 
equation (2.36). Relevant system parameters include: Q=0.5 L/min,    
Tcell=Tline=Tanode=35 °C , and V=98.2 mL. The cell and anode temperatures are set with 
the Fuel Cell program, while the line temperature is set using the PID controller. Also 
included in Figure 6.9 is the model predicted water activity based on equation (2.34). 
Given the chamber volume and the total volumetric flowrate, the calculated τa used for 
the model is 11.8 s. For the given volumetric flowrate, the observed chamber 
characteristic response time is longer than predicted by the model.  Furthermore, the 
chamber is not able to reach the highest activity setpoint of 1.0, while it overshoots the 
setpoints for lower water activities. Also, steady state is not truly reached at any step, as 
seen by the activity constantly rising over the duration of the step. 
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Figure 6.9: Custom-built environmental chamber performance and comparison to  
model; τa=11.8 s 
 
 
 
In order to further explore the true characteristic response time of the chamber, each step 
was taken individually, normalized, and regressed to equation (6.1) as described in 
Section 6.1. Figure 6.10 shows the regression for the final activity step of 0.8→ 1.00. 
Note that the model exhibits some lack of fit even when it is regressed to the 
experimental data, suggesting a small amount of intrinsic error in the underlying physical 
model. 
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Figure 6.10: Regression of final activity step (0.8 →  1.00) in custom-built chamber 
to yield τa=46.3 s 
 
 
 
The characteristic times for each step and the overall average are given in Table 6.2. The 
average characteristic response time is 47.7 ± 11.9 s.  
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Table 6.2: Characteristic times (τa) of custom-built chamber at 35 °C 
 
Water activity 
step τa, s 
0.00→ 0.20 64.0 
0.20→ 0.40 38.9 
0.40→ 0.60 43.2 
0.60→ 0.80 46.1 
0.80→ 1.00 46.3 
  
Average 47.7 
Std. dev. 9.6 
Error* 11.9 
 
 
 
Using the average value of τa=47.7 s instead of the predicted value of 11.8s, the model 
shows a better prediction of the actual experimental data as seen in Figure 6.11. 
However, for each step, the chamber still fails to reach a steady state water activity. If the 
experimental data would level off more quickly, the discrepancy between the data and the 
model would be much smaller.   
 
 
                                                
 
* 95% confidence interval 
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Figure 6.11: Custom-built environmental chamber performance and comparison to  
model; τa=47.7 s found by regression to data 
 
 
 
The time for each activity step in Figures 6.9 to 6.11 is 5 min, which is not enough time 
for ion-exchange membranes to equilibrate. For example, Nafion has a characteristic 
water diffusion time of τD=3.33 min at 35 °C assuming l=200 µm, D=5x10-7 cm2/s, and 
both sides of the film are exposed to the environment. This number demands that the 
membrane be exposed for ~5τD in order to reach ~99% of its steady-state concentration 
profile, resulting in a minimum activity step time of 16.7 min. For membranes with 
slower water transport, this time is longer. Therefore, it is desirable to make activity steps 
and hold at constant conditions for at least 30 min. 
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The chamber performance differs greatly at longer water activity steps. As seen in Figure 
6.12, the observed water activity deviates significantly from the behavior predicted by the 
process model given in equation (2.34) with τa = 47.7 s obtained from regression of the 5 
min activity steps. 
 
 
 
Figure 6.12: Custom-built environmental chamber performance and comparison to  
model; τa=47.7 s; 30 min steps 
 
 
 
Figure 6.12 suggests that the saturation pressure has changed from the time the saturated 
gas leaves the anode bubbler (see Figure 2.7) until it mixes with the dry cathode gas. 
Because saturation pressure is a strong function of temperature, the system temperature is 
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an important variable to investigate when troubleshooting. The chamber temperature for 
the same run is shown in Figure 6.13. The oscillation of the temperature about the 
setpoint of 35 °C is typical of chamber operation, and is a signature of the integral action 
of the single-loop PID control approach used to regulate chamber temperature.100 The 
amplitude of this oscillation is small enough to avoid any noticeable oscillation in the 
chamber water activity. Because the chamber temperature is relatively constant, and no 
condensation is observed in the chamber immediately following a run, the erratic 
behavior of the chamber water activity is thought to be caused by the formation of liquid 
water in the connection line between the anode bubbler and the actual chamber. 
 
 
 
Figure 6.13: Custom-built environmental chamber temperature control 
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To further probe the hypothesis of liquid water in the connection line, the line was 
operated at high temperature. If water condenses in the connection line at 35 °C, the 
logical action would be to increase the connection line temperature to prevent 
condensation. Figure 6.14 shows the performance of the system operated at Tline=55 °C 
and Tanode=Tcell=35 °C. The recorded water activities are much higher than predicted, 
which is unexpected. This occurrence can again be explained by the presence of liquid 
water in the connection line. If saturated gas at 35 °C from the anode bubbler enters the 
connection line, which is held at 55 °C, the water activity should decrease as the 
saturation pressure increases. What may be occurring however, is that the gas re-
equilibrates with liquid water present in the line at 55 °C, after which it mixes with dry 
gas in some proportion, and then cools as the mixture enters the chamber at 35 °C, 
creating a chamber water activity which is much higher than what calculations predict. 
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Figure 6.14: Custom-built environmental chamber operated at Tline=55 °C,     
Tanode=Tcell=35 °C 
 
 
 
Further investigation of liquid water residing in the connection line has yielded baffling 
results: even if Tline=105 °C, above the boiling temperature of water at 1 atm, water 
activities in the chamber are much higher than predicted. To further understand this 
phenomenon, it is proposed that at a higher Tline, the dry cathode gas and the saturated gas 
do not have enough time to equilibrate to Tline. The dry cathode gas enters the connection 
line at ambient temperature (e.g. 25 °C) while the anode gas enters the connection line 
saturated and at 35 °C. Therefore, if, for example, Tline =55 °C, then the anode gas 
flowing in the connection line will contain superheated water vapor. This gas, having 
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entered 10°C hotter than the dry cathode gas (35 °C compared to 25 °C), should remain 
warmer than the cathode gas by the time the two meet at the mixing point. Thus, as the 
two streams meet to mix, and cathode gas cools the anode gas down past its dew point 
temperature, creating condensation and setting up an undesired vapor-liquid-equilibrium 
at the mixing point of the connection line. Therefore, further studies which heat the 
cathode line well above the anode line are needed to improve environmental control. 
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Chapter 7: Carbonation Phenomena  
7.1 NeoseptaAHA 
In addition to achieving fast changes in water activity to probe membrane conductivity as 
a function of time, the custom-built environmental chamber was also intended to produce 
step changes in the type of gas flowing through the chamber. For example, in studying 
the carbonation kinetics of an AEM exchanged to the hydroxide from, one desires to 
switch at time t=0 from an inert gaseous environment such as N2 to pure CO2, while 
maintaing a constant water activity and temperature in the chamber.  
 
Figure 7.1 shows the time-dependent conductivity of the membrane following a change 
from an N2 gaseous environment to CO2. Initially no change in conductivity is seen, 
followed by three distinct peaks starting ~40 min after the changeover to CO2. This 
behavior occurred for multiple runs, although the number and location of the peaks 
varied. The relative heights of the peaks in Figure 7.1 are also well above the precision of 
the EIS system, which can measure resistances several orders of magnitude smaller than 
those collected in the current data set. Thus, the peaks should represent a physical 
occurrence and not system noise. For other runs, some peaks in the ion conductivity were 
observed before the gas was changed over to CO2. 
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Figure 7.1: NeoseptaAHA-OH conductivity as a function of time under N2/CO2 
switching; line included as a visual aid 
 
 
 
The temperature and water activity profiles for the experiment shown in Figure 7.1 are 
presented in Figure 7.2. The water activity a(T2) hovers around 0.55, which is in excellent 
agreement with the predicted value of 0.56 based on saturated conditions at 25 °C and 
then warming to 35 °C (see Section 3.7).  As shown in equations (7.1) and (7.2), the 
predicted activity is a ratio of the water saturation pressures at two given temperatures. 
Setting T1=25 °C and T2=35 °C, a(T2) is predicted to be 0.56.  The measured activity 
changes in a sawtooth-like, periodic fashion, which is unexplained. However, these 
oscillations are small, as is the variation in chamber temperature over time. Furthermore, 
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no visible correlation exists between the slight changes in chamber conditions and the 
peaks observed in Figure 7.1.  
 
    
€ 
a(T1) =
ywP
Pwsat (T1)
=1     ⇒     Pwsat (T1) = ywP    (7.1) 
€ 
a(T2) =
ywP
Pwsat (T2)
=
Pwsat (T1)
Pwsat (T2)
    (7.2) 
 
 
 
Figure 7.2: Temperature and water activity in custom-built chamber for Neosepta-
OH carbonation experiment 
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If the carbonation model presented in Chapter 1 is correct, then the anion conversion 
process should occur as OH- → CO32- → HCO3-. With this in mind, after ~100 min, the 
membrane conductivity decreases back towards its original value. If the membrane was 
converted to the HCO3- form, one would expect a noticeable permanent change in 
conductivity, as has been reported elsewhere.41 The rate of conversion may be drastically 
different in different membranes, spanning several time scales. Therefore, the kinetics 
may be too slow or too fast so that they are not captured on the time scale of the 
discussed EIS experiment. 
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Chapter 8: Conclusions and Future Work 
 
8.1 Two-dimensional Correlation FTIR-ATR Spectroscopy 
Two-dimensional infrared correlation spectroscopy was performed on time-resolved 
FTIR-ATR spectra recording the diffusion of water into the random copolymer 
poly(MMA-r-MEBIm-Br). Different copolymer compositions, as well as the individual 
homopolymers were analyzed. This work identified various individual bands in the water 
stretching (3800-2600 cm-1) and water bending/characteristic (1800-1300 cm-1) regions 
of the spectrum. The large water-stretching band was decomposed into individual water 
species ranging from very-weakly-hydrogen-bonded water to strongly-hydrogen-bonded, 
bulk-like water. Water bending associated with ionic water ([H2O]n•Br-) was assigned to 
peaks occurring in the 1712-1704 cm-1 range, and was differentiated from bulk water 
bending, which occurred in the 1631-1634 cm-1 range. The C=O carbonyl stretching of 
each individual homopolymer was identified in the copolymer 2D spectrum, despite only 
a single peak occurring in the original FTIR-ATR spectrum.  
 
At low activities, the water-stretching region suggests that weakly-hydrogen-bonded 
water responds faster than more strongly-hydrogen-bonded water. At higher activities, 
the hypothesis that strongly-hydrogen-bonded water responds faster than weakly-
hydrogen-bonded water could not be confirmed. With reservation, it is concluded that 
increasing the fraction of MEBIm-Br in the copolymer increases the rate at which 
hydrogen-bonded, bulk-like water transports. In the water-bending region, low activity 
environments produce a faster polymer response compared to water. At high activities, 
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the opposite trend is observed. Also, increasing the fraction of MEBIm-Br increases the 
appearance of the [H2O]n•Br- species, except for pure poly(MEBIm-Br), in which case 
the [H2O]n•Br- signal is overwhelmed by the presence of bulk water. Red-shifting of the 
C=O symmetric stretching band during hydration of the copolymer is attributed to the 
preferred interaction of water with the MEBIm-Br carbonyl group over the MMA 
carbonyl group. Because the MEBIm-Br carbonyl group absorbs at higher wavenumbers, 
increasing water content decreases the intensity of this peak and shifts the observed  
carbonyl peak toward lower wavenumbers (the MMA carbonyl peak is at lower 
wavenumbers). 
 
The choice of peaks in the asynchronous 2D spectrum is somewhat arbitrary, as only the 
peaks with the largest magnitude were studied. Better criteria for deciding which peaks 
are relevant are needed, as peak magnitudes are not only influenced by the degree of 
asynchronicity, but also by the strength of absorbance in the infrared spectrum. 
Therefore, it is possible that peaks with relatively large magnitudes may be unjustly 
studied because of the strong IR absorbance of one of the species, e.g. peaks associated 
the carbonyl C=O stretch.   Other subtleties that have been overlooked may exist in each 
2D spectrum, and it is left to future work to probe these characteristics. 
 
8.2 Infrared Band Fitting Utilizing 2D Correlation Analysis 
Utilizing fixed peak locations from asynchronous 2D spectra, time-resolved FTIR-ATR 
spectra of the water-stretching and water-bending regions were regressed to a Voigt-type 
band model. This technique provides molecular foundations for peak locations in infrared 
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band-fitting procedures, and avoids leaving peak locations as additional adjustable 
parameters during the regression. The peak locations provided by 2D correlation 
generally achieved good fits to the spectra, with the exception of the pure PMMA water-
stretching region. In addition, the asynchronous 2D spectra generally suggest a band at 
1650 cm-1 instead of 1633 cm-1 for water bending, which causes a poorer fit than if the 
water bending was fixed at 1633 cm-1. The relative rates obtained by Noda’s rules were 
compared with those obtained by a ratio method. The methods are good agreement and 
the ratio method provides quantification of the relative rates. 
 
Assuming that the optical extinction coefficients are equal for equal types of infrared 
vibrations, it is possible to quantify the relative amounts of water in the stretching and 
bending regions, as well as the amounts of MMA and MEBIm-Br in the copolymer based 
on the carbonyl C=O stretch. The verification of this hypothesis is left for future work. 
 
8.3 Environmental Chamber Dynamics and Transient Conductivity 
The large Tenney environmental chamber had an average characteristic time to reach 
water activity setpoints of 340 ± 149 s. This time is on the same order of magnitude as 
the characteristic diffusional time of a typical Nafion 117 membrane at 35 °C (~200 s). 
Therefore the assumption of a step-change boundary condition is invalid in modeling 
water transport in the membrane. A new water transport model which includes a non-step 
change boundary condition in water-activity was introduced. This condition is based on 
an exponential-decay model with a characteristic time of τa, which is obtained from 
regression of the time-dependent chamber water activity. A second, predictive model was 
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then developed based on the water transport model and percolation theory, which relates 
the transient water distribution in the membrane to the transient conductivity. The 
predictive model described transient conductivity data for Nafion and poly(MEBIm-Br) 
well, and requires the following information: the desired water activity set point in the 
chamber a1, the water diffusion coefficient D, the membrane thickness l, the steady-state 
membrane conductivity κeq, and the characteristic time to reach the desired water activity 
τa. All of these parameters are obtainable from independent experimental data. Further 
improvements are possible by improving the method of obtaining τa (the current method 
does not account for overshoot of the water activity setpoint) or by adjusting the value of 
the percolation exponent (n=1.5 was used in this study).  
 
The average characteristic time to reach water activity setpoints in the custom-built 
environmental chamber based on a modified Scribner Fuel Cell Test System 850C was 
47.7 ± 11.9 s, an order of magnitude smaller than the Tenney chamber. This time differs 
from the predictive mixed-tank model for the chamber, which is calculated to be 11.8 s. 
The chamber does a satisfactory job of attaining set points for time-steps < 5 min, but 
gradually increasing water activity proves that the true steady state is unreached. For 
longer water activity steps, the chamber is unable to maintain constant-activity 
conditions. This is thought to be due to a condensation issue at the mixing point of the 
dry and saturated streams. Further troubleshooting is required to achieve long-time, 
consistent environmental conditions. 
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8.4 Carbonation Phenomena 
The commercial AEM NeoseptaAHA was exchanged to the hydroxide form and exposed 
to a pure CO2 environment at time t=0 in the custom-built environmental chamber. Three 
peaks in conductivity as a function of time occur, which may be related to the AEM 
carbonation process. However, this preliminary data is lacking in additional experiments 
and further conclusions will be the subject of later work.  
 
8.5 Recommendations for Future Work 
The 2D correlation technique applied to FTIR-ATR is a powerful supplement to time-
resolved IR data. It is recommended that this technique be applied to future time-resolved 
studies on AEMs involving diffusants other than water. For example, 2D correlation may 
provide valuable insights into the membrane carbonation mechanisms upon exposure to 
CO2. It may also be possible to discern the water-anion species for other anions besides 
Br-, such as OH-, CO32-, and HCO3-, and to study their transport as the membrane is 
exchanged in situ to different anion forms. Also, ion-exchange membranes imbibed with 
ion liquids are commonly studied for use in batteries, fuel cells, and actuators.101 The 
nature of the various ion-clusters, their interaction with the polymer, and their relative 
transport rates could be discerned via 2D correlation. 
  
It was shown that heavily-overlapped bands can be successfully decomposed into 
individual bands by using peak locations obtained from the 2D correlation asynchronous 
spectrum. In particular, the highly-overlapped water stretching region is an important 
area of study, not just in AEMs, but in other polymeric films as well.102 It is suggested 
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that the relative peak areas comprising the overall band be tracked over time to elucidate: 
(1) quantitative relative rates of different water species, and (2) quantitative fraction of 
individual water species. This quantification is possible by normalizing the area of an 
individual peak by the area of the total band that the peak belongs to, assuming that the 
extinction coefficients for all peaks comprising the same band are approximately equal. 
 
The prediction of time-dependent conductivity in ion-exchange membranes as a function 
of water activity using Fickian water transport and percolation theory has yielded 
satisfactory results. The model would be particularly useful in fuel cell system control 
applications. It is desirable to have a method of relating conductivity to membrane water 
content that extends beyond percolation theory. From first principles, some of this work 
has been started,18 but a tractable and fully predictive approach is still unavailable. 
Further modeling work is desired, in conjunction with time-resolved x-ray scattering to 
probe morphological changes as well as FTIR-ATR and EIS to probe water and 
conductivity transients. In addition, a fully physically-based model to fit EIS data 
(instead of passive circuit elements such as resistors, capacitors, and inductors) would 
provide physical insight into the parameters used to regress the EIS data to the model. 
EIS is rich in information, and the parameters can provide values for diffusion 
coefficients, rate constants, and other important transient information.73 
 
The construction of the custom-built environmental chamber has yielded performance 
that is moderately useful. To improve the chamber’s utility, better control of chamber 
water activity is desirable. Ideally, the water activity itself would be a control variable, 
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with the manipulated variable being the flowrate of saturated gas entering the chamber.  
This is currently not the case. The suggested control scheme requires a completely new 
system, as the mass flow controllers used currently are intrinsic to the Scribner 850C Fuel 
Cell Test System and cannot be modified. However, the simplest solution to the 
saturated-dry gas mixing issue is to modify the heating and tubing in the line connecting 
the anode bubbler to the chamber. If successful, continued experiments with AEM 
carbonation are in high-demand in the AMFC community and should be pursued. Lastly, 
the custom-built chamber shows promise in providing relatively fast and smooth changes 
in water-activity. Therefore, it is recommended that time-dependent membrane 
conductivity experiments and modeling be pursued in the custom-built chamber instead 
of the large Tenney chamber.  
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Appendix A: Supplemental 2D Correlation Information 
 
 
 
 
A.1 Derivation of Computational Form of Synchronous and Asynchronous Spectra 
The synchronous and asynchronous 2D correlation spectra were defined in equations 
(2.15)-(2.17), and are repeated as (A.1)-(A.3) for convenience. 
€ 
Φ(νm,ν n ) + jΨ(νm ,ν n ) =
1
π (t f − t0)
˜ am (ω)
0
∞
∫ ˜ an* (ω)dω    (A.1) 
  
€ 
˜ am (ω) = ˜ A (t,νm )e− jωtdt
−∞
∞
∫     (A.2) 
     
€ 
˜ an* (ω) = ˜ A (t,ν n )e jωtdt
−∞
∞
∫     (A.3) 
 
In order to produce the 2D correlation spectra numerically, some modifications to the 
above continuum-based equations need to be made. If possible, the avoidance of the 
Fourier transform is also desired for ease of computation. The first tool in arriving at a 
tractable method to compute 2D correlation spectra is the Wiener-Khinchin theorem. 
Consider the cross-correlation function as defined by equation (A.4): 
 
€ 
C(τ) = 1t f − t0
˜ A (νm,t) ˜ A (ν n ,t + τ)
t0
t f
∫ dt   (A.4) 
 
Inserting the definition of 
€ 
˜ A (ν n,t + τ )  via the inverse Fourier transform, the function 
becomes: 
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€ 
C(τ) = 1t f − t0
˜ A (νm,t)
1
2π ˜ an (ω)e
jω( t +τ )dω
−∞
∞
∫
 
 
 
 
 
 
t0
t f
∫ dt     (A.5) 
 
By separating the exponential term and rearranging the order of integration, the cross-
correlation function becomes: 
 
€ 
C(τ) = 12π (t f − t0)
˜ A (νm ,t)e jωtdt
t0
t f
∫
 
 
 
 
 
 
 
 −∞
∞
∫ ˜ an (ω)e jωτdω    (A.6) 
 
Recognizing the bracketed term as the finite Fourier transform of 
€ 
˜ A m (νm,t) , and 
assuming that the bounds of the time integral may be replaced with -∞ and ∞ (i.e. the 
absorbances are zero outside of [t0, tf]), we arrive at the Wiener-Khinchin theorem, which 
relates the original definition of the absorbance cross-correlation function to the integral 
over all frequencies of the product of the Fourier transforms of the original absorbances: 
 
€ 
C(τ) = 1t f − t0
˜ A (νm,t) ˜ A (ν n ,t + τ)
t0
t f
∫ dt = 12π (t f − t0)
˜ am* (ω)
−∞
∞
∫ ˜ an (ω)e jωτdω   (A.7) 
 
Now invoking the frequency-domain definition of the cross-correlation function and 
setting τ=0, the cross-correlation function becomes: 
 
€ 
C(0) = 12π (t f − t0)
˜ am* (ω)
−∞
∞
∫ ˜ an (ω)dω      (A.8) 
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Because the imaginary component of (A.8) is an odd function, integration over a 
symmetric interval such as [-∞,∞] leaves only the real part of the cross correlation 
function. Recognizing that doubling the integral over [0,∞] is the same as the integral 
over [-∞,∞] for a symmetric function, the correlation function at τ=0 becomes: 
 
€ 
C(0) = 1
π (t f − t0)
Re ˜ am* (ω)
0
∞
∫ ˜ an (ω)dω
 
 
 
 
 
 
    (A.9) 
 
Equation (A.9) is the definition of the synchronous 2D correlation spectrum. Therefore, 
the synchronous spectrum can be calculated using the time-domain definition of the cross 
correlation function (A.7) with τ=0, avoiding the use of Fourier transforms: 
 (A.10) 
€ 
Φ(νm,ν n ) = Re
1
π (t f − t0)
˜ am (ω)
0
∞
∫ ˜ an* (ω)dω
 
 
 
 
 
 
= C(0) = 1t f − t0
˜ A (νm,t) ˜ A (ν n ,t)
t0
t f
∫ dt   
 
For numerical computation, the important result from equation (A.10) is that the 
discretized synchronous spectrum can be calculated as the inner product of the time-
dependent absorbances. The discretized time-absorbance over N time points is defined as, 
 
€ 
˜ A i(νm ) = ˜ A (νm ,ti),       i =1,2,...N     (A.11) 
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while the discretized inner product corresponding to the synchronous spectrum is: 
 
€ 
Φ(νm,ν n ) =
1
N −1
˜ A i(
i=1
N
∑ νm ) ˜ A i(ν n )    (A.12) 
 
In order to arrive at a tractable numerical method for calculating the asynchronous 
spectrum, the Hilbert transform must be introduced, which is nothing more than the 
convolution of G(t) with F(t)=1/t. The pv symbol denotes the Cauchy principle value, and 
corresponds to integrating over the whole domain [-∞,∞] excluding the singularity t=t′. 
 
 
€ 
H(t) = 1
π
pv G(t')t − t ' dt '−∞
∞
∫     (A.13) 
 
It will be important to know the Fourier transform of the Hilbert transform, which, using 
the convolution theorem, becomes 
 
 
€ 
h(ω) = H(t)e− jωtdt = 1
π
1
t e
− jωtdt
−∞
∞
∫
 
 
 
 
 
 
−∞
∞
∫ G(t)e− jωtdt
−∞
∞
∫
 
 
 
 
 
 =
1
π
j sgn(ω)g(ω)  (A.14) 
 
where sgn(ω) is the signum function. Furthermore, it can be shown that the Hilbert 
transform H(t) and the original function G(t) are orthogonal, such that : 
 
 
€ 
G(t)H(t)dt = 0
−∞
∞
∫      (A.14) 
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Therefore, an orthogonal spectrum to 
€ 
˜ A (ν n,t) can be defined as: 
 
 
€ 
˜ Z (ν n,t) =
1
π
pv
˜ A (ν n ,t')
t − t ' dt '−∞
∞
∫      (A.15) 
 
Now defining the cross-correlation function of the absorbance, 
€ 
˜ A (νm,t) , and the Hilbert 
transform of another absorbance, 
€ 
˜ Z (ν n,t) , the result is: 
 
€ 
C(τ) = 1t f − t0
˜ A (νm,t) ˜ Z (ν n ,t + τ)dt
t0
t f
∫    (A.16) 
 
Invoking the Wiener-Khinchin theorem, the cross-correlation is also defined as: 
 
€ 
C(τ) = 12π (t f − t0)
˜ am* (ω)
−∞
∞
∫ ˜ zn (ω)e jωτdω    (A.17) 
 
Now, recognizing that  
 
€ 
˜ zn (ω) = j sgn(ω) ˜ an (ω)     (A.18) 
 
and setting τ=0, equation (A.17) becomes 
 
€ 
C(0) = j2π (t f − t0)
sgn(ω) ˜ am* (ω)
−∞
∞
∫ ˜ an (ω)dω     (A.19) 
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Invoking the definition of the signum function, which is 
 
€ 
sgn(ω) =
  1,          ω > 0
  0,         ω = 0 
−1,          ω < 0 
 

 
 
 
    (A.20) 
equation (A.19) becomes 
 
€ 
C(0) = j
π (t f − t0)
˜ am* (ω)
0
∞
∫ ˜ an (ω)dω = Im
1
π (t f − t0)
˜ am* (ω)
0
∞
∫ ˜ an (ω)dω
 
 
 
 
 
 
= Ψ(νm ,ν n )  (A.21) 
 
Therefore, the cross-correlation function of an absorbance and its Hilbert transform at 
τ=0 is equivalent to the asynchronous spectrum: 
 
€ 
C(0) = Ψ(νm ,ν n ) =
1
t f − t0
˜ A (νm,t) ˜ Z (ν n ,t)dt
t0
t f
∫    (A.22) 
 
When the transient absorbance is discretized into N time points, as is the case with 
experimental spectra, (A.22) can be computed as  
 
€ 
Ψ(νm,ν n ) =
1
N −1
˜ A i(νm ) ˜ Z i(ν n )
i=1
N
∑     (A.23) 
where 
  
€ 
˜ Z i(ν n ) = ξ ik
k=1
N
∑ ˜ A i(ν n )      (A.24) 
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and 
 
€ 
ξ ik =
        0,            i = k
  1
π (k − i) ,       otherwise 

 
 
  
    (A.25) 
 
A.2 Matlab 2D Correlation Codes 
The Matlab functions twocor.m and reduceA.m used in 2D correlation analysis are given 
below. Column 1 in the array A cannot be longer than the other columns. If it is longer, 
the extra rows must be deleted to match the length of the other columns. If column 1 is 
not adjusted, the correlation function will incorporate a large number of zeros into the 
analysis, rendering the results useless and often leading to numerical instabilities. 
 
twodcor.m 
function twodcor(A) 
%********************************************************************** 
%Performs 2D correlation analysis on IR data from Omnic 
%Input: A, the array of peak height profiles; A(:,1) is wavenumbers, A(:,2) is time, and  
%A(:,3-end) are peak height profiles 
%********************************************************************** 
tic; 
num=2;% sets spectrum resolution to ~2cm-1 (note IR default resolution is 1.928 cm-1) 
Ared=reduceA(A,num);%reduces resolution by a given num 
s=size(Ared); 
n=s(2); 
nu0=Ared(1,1); 
t=Ared(:,2); 
Anew=Ared(:,(3:n)); 
s=size(Anew); 
m=s(1); 
n=s(2); 
  
%subtract the mean from each dynamic spectrum 
Ashift=zeros(m,n); 
nu=zeros(1,n); 
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for i=1:n 
    Ashift(:,i)=(Anew(:,i)-mean(Anew(:,i))); 
    nu(i)=nu0+num*(i-1); 
end 
  
%generate the synchronous spectrum 
phi=zeros(n,n); 
for j=1:n 
    for k=1:n 
        phi(j,k)=(1/(m-1))*Ashift(:,j)'*Ashift(:,k); 
    end 
end 
  
%define the Hilbert-Noda transformation matrix 
N=zeros(m,m); 
for j=1:m 
    for k=1:m 
        if j==k 
            N(j,k)=0; 
        else 
            N(j,k)=(1/(pi*(k-j))); 
        end 
    end 
end 
  
%generate the asynchronous spectrum 
psi=zeros(n,n); 
for j=1:n 
    for k=1:n 
        psi(j,k)=(1/(m-1))*Ashift(:,j)'*N*Ashift(:,k); 
    end 
end 
  
%find maximum in synchronous and asynchronous spectrum 
format('long') 
[Maxsynch,Isynch]=max(phi); 
format('long') 
[Maxasynch,Iasynch]=max(psi); 
format('long') 
[Minasynch,Iminasynch]=min(psi); 
  
  
%Uncomment this section to plot spectra as meshes, sometimes helps with 
%data cursor failure issues 
%Note: data are multiplied by 1000 to aid mesh function with larger 
%absolute values 
%---------------------------------------------------------------- 
figure 
mesh(nu,nu,1000*phi) 
title('Synchronous spectrum', 'Fontsize',18,'Fontname','Arial') 
xlabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
ylabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
set(gca,'XDir','reverse') 
set(gca,'YDir','reverse') 
  
figure 
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mesh(nu,nu,1000*psi) 
title('Asynchronous spectrum', 'Fontsize',18,'Fontname','Arial') 
xlabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
ylabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
set(gca,'XDir','reverse') 
set(gca,'YDir','reverse') 
%---------------------------------------------------------------- 
  
figure 
contour(nu,nu,phi,150) 
title('Synchronous spectrum', 'Fontsize',18,'Fontname','Arial') 
xlabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
ylabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
set(gca,'XDir','reverse') 
set(gca,'YDir','reverse') 
  
figure 
contour(nu,nu,psi,150) 
title('Asynchronous spectrum', 'Fontsize',18,'Fontname','Arial') 
xlabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
ylabel('wavenumber, cm^-^1', 'Fontsize',18,'Fontname','Arial') 
format('short') 
set(gca,'XDir','reverse') 
set(gca,'YDir','reverse') 
time=toc %s 
end 
 
reduceA.m function Ared=reduceA(A,num) %********************************************************************** %Reduces number of columns in A by a factor of num %Input: A, the matrix %       num, the reduction factor %Output: Ared, the reduced absorbance matrix %********************************************************************** s=size(A); n=s(2);%number of columns in A Ared(:,1)=A(:,1);%the first column must be kept (contains the wavenumbers)  for i=2:((n‐2)/num+1)     Ared(:,i)=A(:,num*i‐num+1); end 
 
A.3 VBA Code to Combine .csv Files 
The VBA code below can be pasted in the VBA editor in the Excel macros environment 
following the directions given in Chapter 3 to combine N two-column .csv files into an 
Excel File containing N+2 columns. The filename in the VBA code must be changed to 
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the directory where the .csv files are located. In the code below for example, the files are 
located at F:\PMMA_35C_02152011\0to16\3800to2600\. Furthermore, the first .csv file 
is 2600.000.csv, after which the program loops 1199 additional times until 3799.000.csv 
is opened and incorporated into the large Excel file. The loop iterations and the starting 
wavenumbers will change based on the region of study in the IR spectrum, and must be 
stipulated by the user. In the code below, the region of study is 3799-2600 cm-1. 
Sub twodcor() ' combines all csv files into one giant file ' fill first column in Book1 with file names in wavenumbers i.e. #### ' twodcor Macro       Cells(1, 1).Select     Selection.Copy     Workbooks.Open Filename:="F:\PMMA_35C_02152011\0to16\3800to2600\" & Selection & ".000.csv"     Columns("A:B").Select     Application.CutCopyMode = False     Selection.Copy     Windows("Book1").Activate     Cells(1, 2).Select     ActiveSheet.Paste     Windows("2600.000.csv").Activate     Application.CutCopyMode = False     ActiveWindow.Close        For n = 2 To 1200     Cells(n, 1).Select     Selection.Copy     Workbooks.Open Filename:="F:\PMMA_35C_02152011\0to16\3800to2600\" & Selection & ".000.csv"     Columns("B").Select     Application.CutCopyMode = False     Selection.Copy     Windows("Book1").Activate     Cells(1, (n + 2)).Select     ActiveSheet.Paste     Windows((2600 + n ‐ 1) & ".000").Activate     Application.CutCopyMode = False     ActiveWindow.Close     Next    End Sub 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Appendix B: Regression Method for Environmental Chamber Characteristic Time 
 
 
 
 
B.1 Least-squares Regression Approach 
The Matlab function ECRegressOneStep.m regresses the chamber activity model to 
experimental data by changing the characteristic time τ. The regression is a least-squares 
technique that uses the Newton-Raphson method to force the objective function to 0 
within a given tolerance. Starting from equation (2.38) sum of squares is defined as, 
           
 (B.1) 
 
where a2(ti) is the experimental water activity and the hatted a2(ti) is the model given by 
equation (2.38), both evaluated at data point i out of n data points. The derivative of S 
with respect to τ is the objective function, given by F, which is desired to be zero in order 
to minimize S. 
 
(B.2) 
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The Newton-Raphson iteration then proceeds according to, 
 
€ 
τ ( j+1) = τ ( j ) −
F(τ ( j ))
∂F(τ ( j ))
∂τ
       (B.3) 
 
 
where j is the jth iteration in the root-finding procedure. The derivative of F with respect 
to τ is given by, 
 
 
(B.4) 
 
where 
 
(B.5) 
 
and 
 
(B.6) 
 
The Matlab function ECRegressOneStep.m takes as an argument the two-dimensional 
array aw, which contains the time and water activity in the first and second columns 
respectively. The time must be configured to start at zero, even if the activity step is not 
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the first step in the data series, and the water activity must be normalized for the 
particular step before being inputted into the function. 
 
B.2 Matlab Regression Code 
ECRegressOneStep.m function ECRegressOneStep(aw) %********************************************************************** %Regresses the transient activity model for the fuel cell environmental %chamber to experimental water actvity data for one activity step %Input: aw‐the two‐column array of measured time and normalized water %activity in the chamber %********************************************************************** global Output N=length(aw); t=aw(:,1); %s, must start at t=0 a=aw(:,2);%normalized water activity ahplot=zeros(N,1); Q=0.5/60; %L/s Qa=Q;  %L/s (activity step to 1.0) eps=1e‐5; %the regression tolerance F=10; tau=400; %s, initial guess for tau while abs(F)>eps %while loop for Newton Raphson root finding     sum1=0;     sum2=0;     for j=1:N %loops through each data point in time         ah=(Qa/Q)*(1‐exp(‐t(j)/tau));         ahplot(j)=ah;         dahdtau=‐(Qa/Q)*(exp(‐t(j)/tau)*t(j)/tau^2); %s‐1         d2ahdtau2=‐(Qa/Q)*(exp(‐t(j)/tau)*(t(j)/tau^2)^2‐...             2*exp(‐t(j)/tau)*(t(j)/tau)^3); %s‐2         sum1=sum1+(a(j)‐ah)*dahdtau;         sum2=sum2+(a(j)‐ah)*d2ahdtau2‐dahdtau^2;     end     F=‐2*sum1;%defines the Newton‐Raphson optimization function     dFdtau=‐2*sum2;     abs(F) %outputs abs(F) to command window to monitor regression     tau %outputs tau to command window to monitor regression     tau=tau‐F/dFdtau; %Newton‐Raphson step end format long Output=[t/60 ahplot a]; %outputs fit data to workspace   figure plot(t/60,a,'o',t/60,ahplot,'k') xlabel('Time, min','FontSize',18,'FontName','Arial') ylabel('Water activity, min','FontSize',18,'FontName','Arial') 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text(3,0.3,['\tau = ',num2str(tau),' s'],'FontSize',18,'FontName','Arial') end 
