Abstract. We extend a previously reported technique for Magnetic Resonance Image (MRI) restoration, using a physical model (spin equation) and corresponding basis images. We determine the basis images (proton density and nuclear relaxation times) from the MRI data and use them to obtain excellent restorations.
Introduction
This work is an extension of our previously presented work [7] [6] wherein we discussed our approach to the maximum a posteriori (MAP) restoration of MR images by operating on the calculated proton density, T1 and Tz images.
Within this work we will compare four MAP restorations which use nonlinear priors that are biased towards piecewise-smooth basis images and which reduce the correlated noise in the basis images. The "product" (AND) and "sum" (OR) forms [3] for basis (signal) and spatial correlations are discussed. Our motivation for developing these nonlinear prior terms is based on improving restoration quality while presenting a systematic treatment of spatial-AND, spatial-OR, signal-AND and signal-OR combinations in the prior term. Here we present results of the nonlinear prior work, along with error landscapes generated during restorations of synthetic data. Our choice of nonlinear prior is based on our previous experience [2] with several approaches towards the nonlinear restoration of images. MR images synthesized by using the restored basis images are compared to the original MR data. The quality of the proposed MAP restorations is addressed and found to be superior to conventional techniques for experiments on synthetic, phantom and clinical data. The RMS error of synthetic data MAP restorations is reduced by more than one-half the amount found in the synthetic data without blurring sharp edges.
In Section 2, the new contributions of signal and spatial 'TkND" and "OR" prior terms are discussed, and Section 3 reports experimental results.
Image Restoration
This section delineates the different approaches we have taken towards restoration of the basis images through deterministic minimization of a cost function. We previously described [7] [6] the Bayesian model from which the cost function is derived. In all cases, a maximum likelihood (ML) term, also known as a "noise" term, is necessary to ensure fidelity to the data. A "prior" term is introduced into the minimization scheme only when neighborhood interactions are necessary to correct the effects of noise-corrupted data. This noise propagates in a nonlinear and signal-dependent manner [12] [1] into the basis images described within the physical model. The "prior" term addresses this effect by operating on the basis images within a local neighborhood. We will use the same notation and techniques as before [7] in developing the definitions and mathematical basis for further discussion of our approach.
Physical Model
The physical model is the same as previously reported [7] [11]:
s~,i = piexp(-TEc/T21){1 -exp(-TRc/Tli) } (1) where p, T2 and T1 are basis images of f¢ where ~b = 1,2, 3, respectively. TE~ and TR~ represent the echo time and relaxation time used during acquisition of the c-th data image, and i denotes the pixel of interest. T1 and T2 are nuclear relaxation times, and p represents proton density, contributions due to proton flow, and MRI system gain. Most brain tissue is perfuse with slowly moving fluids, including blood, hence the data should not be subject to large variations in proton flow. This work does not address the effect of flow. Our data was acquired with MRI system gain held constant for all scans.
Smoothing in Basis and Image Space
In Bayesian restoration, the most acceptable result is the result with the highest probability of occurrence. In order to find the most probable restoration of F given G, we need to maximize P(G I F)P(F). P(G IF) and P(F) are used to derive the noise and prior terms of the cost function.
The previously derived [7] [6] noise term is
for isotropic uncorrelated noise. By reducing the noise in the basis images, the noise in the restored data is also reduced. If the basis covariance matrix is used in the noise reduction process, one can be assured that the correlation matrices of both the restored data and restored basis image are changed only a small amount from the ML case. This can be seen by assuming a piecewise constant region over F and therefore S(F), and recalling Equation 2. Given that the data covariance matrix is defined by the relation
where F~ = Fi is the ML solution which minimizes Equation 2 for the i-th pixel-vector. Substituting this relation into Equation 3 , it is seen that 
The Prior Term
Smoothing requires the use of apriori knowledge and an additional term in the cost function, the prior term. This prior knowledge is represented by P(F), which is dependent only on F and should reflect the nature of F. For the case of MR images, the basis images should appear to be locally homogeneous in some important way.
Since it is frequently used in similar restoration problems [8] , an exponential form is chosen for
Zp where Z v normalizes P(F). Hv(F ) in this instance is used to measure and regulate the local homogeneity of some characteristic of the basis images. P(F) can take on many different forms. Approaches include the "product" (AND) and "sum" (OR) forms [3] , since the probability may be expressed as a product or sum of exponentials, respectively. These forms shall hereinafter be referred to as AND and OR forms, since the neighborhood interactions of Hv(Fi ) behave in the logical AND and OR manner. That is, in using the AND form for nonlinear spatial priors, all neighbors must interact with the pixel of interest in the linear region of the prior functional form, otherwise the prior energy saturates, the prior gradient vanishes, and the pixel of interest reverts to the maximum likelihood solution. In other words, if a single neighbor is significantly different than the pixel of interest, then the AND form for nonlinear spatial priors does not smooth the pixel of interest with any of its neighbors. In using the OR form for nonlinear spatial priors, only one neighbor must interact with the pixel of interest in the linear region of the prior functional form; a region surrounding an outlier or bordered by an edge can be smoothed while leaving the outlier or edge intact.
The use of this terminology is extended from the spatial correlation case to the basis (signal) correlation case, since this approach will be used to deal with multiple signals correlated through a physical model. In using the AND form for nonlinear signal priors, all basis signals determined using the nonlinear spatial prior form must interact with all basis signals of the pixel of interest in the linear region of the prior functional form, otherwise the basis signals of the pixel of interest revert to the maximum likelihood solution. In using the OR form for nonlinear signal priors, only one basis signal must interact with the corresponding basis signal of the pixel of interest in the linear region of the prior functional form.
In this work, four nonlinear forms of P(F) are investigated. These four nonlinear forms have two corresponding linear forms which are presented in Section 2.3.1. The four nonlinear forms are presented in Sections 2.3.2 through 2.3.5. where CF is the estimated covariance of the basis images. Note that for the case of signal-AND nonlinear smoothing, an edge in one basis image will tend to support an edge in other basis images.
The Quadratic Prior
When neighborhood interactions are used, the cost function is written as H = HN + HR.
Quadratic smoothing performs well in regions where the basis images do not exhibit large excursions or contain step edges. In areas where the ML solution yields such large excursions, quadratic smoothing unacceptably blurs these features. The advantage of nonlinear smoothing is that it can preserve these features while maintaining the same level of smoothing performance on those regions where large excursions do not exist.
The Nonlinear Signal-OR, Spatial-AND Prior Term.
For the case where nonlinear piecewise smoothing is desirable, a previously reported [7] prior with known advantages is EE
(~2 where A is a constant and re is a smoothlychanging annealing parameter on the ¢-th basis image. At infinite ~-¢ for all ~b, the prior term is equivalent to the previously discussed quadratic prior term put forth in Equation 5 . As -re is decreased, the influence of the prior term gives way to the noise term, and the restoration takes on the appearance of the ML solution as -re ~ 0. For the ML case, the solution for reasonable SNR is obtained within a system with a single local minimum. For the quadratic smoothing case, the prior term is convex. For the case of nonlinear restoration, we initialize the basis images with the output from the quadratic smoothing case. We require the annealing schedule have an initial ~-¢ large enough that the prior energy cost function is convex for the entire ¢-th basis image. The interim restoration for the initial ~-¢ should appear to approximate the final restoration for quadratic smoothing. We arbitrarily set the initial -re = 10V~b. Once the minimum has been obtained for that initial temperature, "re is reduced by a constant multiplier, k --0.9, and a minimum is again sought.
This continues until an acceptable restoration is obtained. For the nonlinear prior of Equation 7 the final -re has been empirically determined to be approximately 1 for all ¢ when applied to clinical data. In general, the number of minimizations, N, is determined by N = log m¢,S~,,,~l -log ~-¢,in~ (8) log k By choosing a reasonable annealing schedule, these final r values produce a piecewise smooth restoration between the quadratically smoothed and ML solutions; that is, a restoration that is both locally smooth and yet retains fidelity to the data by preserving step edges. In this way, we start from an overly smoothed restoration, and anneal to a final restoration which does not overly suppress single-pixel disturbances which a radiologist might find important.
The Nonlinear Signal-OR, Spatial-OR Prior Term.
In the spatial-AND approach in nonlinear restoration, any single contributing clique-member interacting with a pixel of interest can saturate the prior for all other cliquemembers; the prior gradient effectively vanishes, and the pixel of interest reverts to the ML solution. This is often the case at step edges. By modifying the prior to take a spatial-OR approach, a clique member can only saturate its own contribution, and so other clique members are free to contribute to the local estimate of the pixel of interest. Another nonlinear piecewise smooth prior we use is EEE w 2. (9) At infinite -re for all 4, the prior term is equivalent to the previously discussed quadratic prior term put forth in Equation 5. For the nonlinear prior of Equation 9 the final re has been empirically determined to be approximately 0.25 for all ¢ when applied to clinical data.
The Nonlinear Signal-AND, Spatial-AND Prior Term.
Due to the nonlinear physical model, the independent noise in the data images has propagated as highly correlated noise into the basis images. We use a covariance matrix to incorporate some measure of the correlated noise distribution within the basis images. 
The prior term is equivalent to the previously discussed quadratic prior term put forth in Equation 6 at infinite -r. The final r has been empirically determined to be approximately 0.25 for the nonlinear prior of Equation 11 when applied to clinical data.
Experimental Results
This section is divided into three major subsections which separately discuss restoration results on synthetic, phantom and clinical data. The synthetic data was used to test restoration quality with the application of an objective measurement of error. The phantom data was used to test restoration quality against simple-averaged multiply-acquired data sets. The real MRI data was used to study the clinical usefulness of the four nonlinear priors applied into our restoration algorithm.
Synthetic Data
Synthetic basis images were designed using the mean values of tissues (white matter, gray matter, the partial volume effects of CSF and grey ror for the data restorations using the nonlinear priors presented in Section 2.4, utilizing only the diagonal elements of the white matter covariance. It is unnecessary and perhaps too restrictive to implement the full covariance matrix, since the interaction of the noise term through the physical model ensures reasonable fidelity to the full covariance, and because the off-diagonal elements can change dramatically between piecewise smooth regions of differing tissues. These error surfaces are parameterized by ~, the smoothing factor, and -r, the annealing temperature. Note that the constant error plateau at low temperature is due to the restoration reverting to the ML solution. Also note that the error surfaces for the spatial-AND priors have a rougher terrain than those of the spatial-OR priors due to the saturation effect of a single-neighbor interaction; the rough terrain on the low-temperature side of the minimum error trough is caused by single pixels at a step edge reverting to the ML solution at slightly different ~-and A.
The synthetic data and best restorations using ,k = I are presented in Figures 6 through 8 which represent data and restorations with (TE, TR) = (32, 3000), (90, 3000), and (17, 417), respectively. The images in the top row are, left-toright, the signal-OR, spatial-AND restoration, and the signal-OR, spatial-OR restoration. The middle row is composed of the signal-AND, spatial-AND restoration on the left, and the signal-AND, spatial-OR restoration. Left-toright, the bottom row images are the noise-flee data and the data with noise. All images within each figure are videoscaled to a common scale. nonlinear priors are presented in Table 1 , where it is seen that spatial-OR priors can obtain lower RMS error by using greater smoothing factors than the spatial-AND priors. From Table 1 it can also be ascertained that this algorithm has reduced RMS error by a factor of 2.5 with respect to the original data. As noted before, the spatial-OR priors preserve step edges better than the spatial-AND priors, as evidenced by observing the step edges of the ring, table and dog-leg in in the upper and center rows of Figures 6 through 11 shows that given noisy data with a piecewise constant underlying structure, and while using a first derivative as a measure of suitability within a neighborhood, best restoration performance is obtained using spatial-OR nonlinear priors. In this context, spatial-OR nonlinear priors allow for much greater smoothing and improved edge restoration compared to the spatial-AND nonlinear priors. The signal-AND prior is slightly superior to the signal-OR prior, since it more accurately models the vector interaction of correlated signals within the basis images. The signal-AND prior is particularly well suited to applications where all the basis signals contain features which change simultaneously. The signal-OR prior may be more suitable if one or more basis signals remain unchanged while traversing an image feature. Figure 12 shows three acquired images of a plastic bottle containing corn oil acquired by a GE Signa 5.2 scanner with a 1.5 Tesla magnet using spin-echo mode. Observe that these images should be homogeneous except for boundaries; substantial noise has been generated during data acquisition by the scanner. These images were obtained using three single-echo, singleslice (3 millimeter thick) acquisitions using (TE, TR) = (30, 900), (90, 900) and (90, 1800), and they are individually videoscaled to maximize contrast. We acquired two additional (TE, TR) Figure 12 , with three averaged data images acquired at (TE, TR) = (90, 900). We also obtained three (TE, TR) = (30, 1800)
Phantom Data
images to compare extrapolations of the ML and MAP restorations with their averaged images. From the ML restoration, the covariance matrix diagonal elements were determined and used in the MAP algorithm. Figure 13 presents leftto-right the data input into the restoration algorithm, the averaged data and the signal-OR, spatial-OR MAP restoration for (TE, TR) = (90, 900). It is clearly evident that the interpolated MAP restoration is superior to the averaged data. Figure 14 shows the data input into the MAP algorithm (upper-left), the averaged data (upper-right) and the ML (lower-left) and signal-OR, spatial-OR MAP (lower-right) extrapolations for (TE, TR) = (30, 1800). The extrapolated MAP restoration is clearly superior to the extrapolated ML restoration, and is reasonably close to the appearance of both the input data and the averaged data. 
Clinical Data
All clinical data was acquired by a GE Signa 5.2 scanner with a 1.5 Tesla magnet using spin-echo mode. Note that thicker slices appear to have less noise and lower resolution (partial volume effects) since there is more signal averaging inherent in the acquisition process. Closely spaced slices may exhibit interslice interference since the excitation profile of a narrow slice is usually not rectangular; there may be overlap between adjacent excitation profiles. This overlap could effect the quality of the acquired data and the accuracy of the extracted basis images. PD/Tzweighted multi-echo studies were performed to acquire two of the three data images used in each of the following restorations. Only one data image from each three-image set is illustrated here for comparison with the restorations. The quality of the illustrated and non-illustrated data is consistent. Figure 15 and other acquired data are of a human brain exhibiting some pathological disturbances, and were obtained by two scanning sequences after administration of Gadolinium. The control parameters for these data images were set at (TE, TR) = (32, 3000), (90, 3000) and (17, 417). The data are from one 5 millimeter slice in a multiple slice acquisition using 1 millimeter separation between adjacent slices.
The ML restoration was found for these three data images. Nonlinear restorations were subsequently obtained using the white matter covariance matrix diagonal elements acquired from the ML restoration. Figures 16 and 17 illustrate the (TE, TR)--(90, 3000) restoration results using the prior terms described by Equations 10 and 11, respectively. No ML restorations are shown, since the pixels of three basis images extracted from three valid data points coincide exactly with the data (three equations and three unknowns). While the MAP restorations show a reduction in noise, there is a considerable artifact in the areas of the CSF-filled ventricles for restorations using spatial-OR priors. Within the CSF-filled ventricles, the ML restoration exhibits a large number of nonphysical values for T1 and T2. Due to the nonlinearity of the physical model, a relatively large change in these nonphysical T1 and T2 values results in a relatively small increase in the noise term energy when compared to the larger reduction in the prior term energy. The artifact occurs when the stronger interaction of the spatial-OR prior is imposed upon these nonphysical values when they appear within a neighborhood containing realistic physical values. The artifact does not occur with the weaker interaction of the spatial-AND prior, since one single large neighborhood difference allows the restoration to approach the ML case. We suspect these nonphysical values are due to either "interslice interference" [10] [9] [13] , fluid flow within the ventricles, or the possibility that our physical model is too simplistic for multiple-echo acquisitions. If the latter is the case, modification of the physical model would improve both the ML and MAP restored basis images by reducing the quantity of nonphysical observations, particularly within the CSF-filled ventricles. Figure 18 and additional acquired data were obtained by two scanning sequences of a presumably healthy subject. The control parameters for these three data images were set at (TE, TR) = (32, 3000), (90, 3000) and (17, 500). These data are from one 3 millimeter slice in a multiple slice acquisition using 3 millimeter separation between adjacent slices.
The covariance matrix diagonal elements were determined as before from the white matter tissue in the ML restoration. Figures 19 and 20 show the different MAP restoration results of the (TE, TR) = (32, 3000) data presented in Figure 18 , and are the result of the application of Equations 7 and 9 to our algorithm. Again, there is evidence of algorithm-induced artifact in the CSF-filled ventricles where the spatial-OR priors have been used. All MAP restorations show reduced noise levels when compared to the data and ML restorations. Figure 21 and additional data was acquired using two multi-echo scanning Sequences of a presumably healthy subject. The echo and relaxation times were set at (TE, TR) = (30, 900), (90, 900) and (90, 1800). These images are one 3 millimeter slice from a multiple slice study using no separation between adjacent slices.
The covariance matrix diagonal elements were determined from the white matter tissue in the ML restoration. Figures 22 and 23 illustrate the restoration outputs due to the application of Equations 9 and 10, respectively, for the (TE, TR) = (90, 900) setting. While there may be slight evidence of artifact, the spatial-OR restorations are clearly superior with regard to soft tissue differentiation. Figures 24, 25 and 26 illustrate the absolute difference between the data and the lowpass, signal-OR, spatial-OR, and signal-AND, spatial-AND restorations, respectively, and are used to show the difference in the quality of our restorations. Note how the lowpass restoration shows relatively large differences at large step edges due to the blurring of features. Note how the signal-AND, spatial-AND restoration shows little difference at large step edges since the restoration has reverted to the ML solution, which is equivalent to the data in this case. Also note how the signal-OR, spatial-OR restoration has produced a difference image indicative of consistent noise reduction throughout the scene while preserving features.
Conclusion
Using acquired data, we have calculated maximum likelihood (ML) and four nonlinearlysmoothed p, T2 and T1 MRI basis image sets, from which we have generated synthetic data restorations. The ML basis images for clinical data show nonphysical values in the CSF-filled ventricles. We suspect these nonphysical values are due to either "interslice interference," fluid flow within the ventricle, or the simplicity of our physical model. If the latter is the case, modification of the physical model would improve both the ML and MAP restored basis images by reducing the quantity of nonphysical observations. The presence of nonphysical values increases the likelihood of the formation of artifacts when spatial-OR priors are used, yet the spatial-OR restorations are clearly superior with regard to soft tissue differentiation. The signal-AND restorations are marginally superior to the signal-OR restorations in the work that we have done since the signal-AND prior more accurately models the interaction of correlated signals.
While additional acquired data might be used to improve the precision of the calculated ML basis images [1] , acquiring the additional data with different TR values places a greater time burden on the MR system. When using three data images as input to our algorithm, we have shown that interpolated MAP restorations are superior to the average of three data images at that interpolated (TE, TR) setting. We have also shown that extrapolated MAP restorations, obtained using three relatively Iow-SNR images as input data, are good approximations to the average of three relatively high-SNR data images at an extrapolated (TE, TR) setting. The quality of these MAP restorations has been found tobe superior to conventional techniques for experiments on synthetic, phantom and clinical data. The RMS error of synthetic data MAP restorations is reduced by more than one-half the amount found in the synthetic data without blurring of sharp edges. The standard deviation of the phantom data MAP interpolated restoration is reduced by more than one-half the amount found in the phantom data, and is three-fourths that of the standard deviation of the averaged phantom data. The standard deviation of the phantom data MAP extrapolated restoration is equivalent to the amount found in the phantom data (which is not input into this algorithm), and is one-fifth that of the standard deviation of the conventional ML extrapolated restoration. The criteria for improvement of clinical images is somewhat subjective, since MAP restorations are compared with clinical data, and little loss of resolution, preservation of fine and sharp features and suppression of noise are observed. For the interpolated case, the standard deviation of noise on the white matter regions is reduced by more than onehalf that of the data.
In a previous work [7] [6] we discussed how our MAP restoration algorithm is superior to other methods [5] We have presented a nonlinear-smoothing method, based on a priori knowledge of the local characteristics of the tissues of interest, which allows us to reduce noise in the basis images while preserving step edges and other single pixel excursions which a radiologist might find important. Furthermore, we have shown that the restorations generated from these nonHnearlysmoothed basis images are visually superior in noise reductionand edge preservation to those provided by the maximum likelihood basis images. It is in this manner that we have developed a method which obtains images which most clearly differentiate soft tissue types in MRI data.
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