In the context of general Banach spaces, characterizations for the maximal monotonicity of operators with non-empty domain interior as well as stronger continuity properties of such operators are provided.
Introduction
In the context of locally convex or Banach spaces there are few characterizations for the maximal monotonicity of an operator (see e.g. [11, Theorem 3.8] , [26, Theorem 2.3] , and [30, Theorem 6] ). All these characterizations are based on special convex representations associated to the operator.
In a finite-dimensional space, a complete characterization for the maximality of a monotone operator is given in [16, Theorem 3.4] in terms of direct operator notions: the near convexity of its domain, the convexity of its values, graph closedness, and behavior at the boundary of its domain.
In a Banach space, characterizations of maximality similar to those found in the finite-dimensional case are available for full-space or open convex domain monotone multi-functions (see [5, Every maximal monotone operator in a finite-dimensional space has a convex domain closure and a non-empty convex relative domain interior that is dense in the domain (see e.g. [19] , [22, Theorems 6.2, 6.3] , [23, Theorem 12.41, p. 554 
]).
That is why, in a general Banach space, characterizations of the maximality of a monotone operator with non-empty relative (algebraic) domain interior given in terms of direct operator notions similar to those present in the finite-dimensional case constitute generalizations of all aforementioned results and that is our primary goal.
Our secondary goal is to reveal several continuity properties with respect to the strong × weak-star topology such as: the closedness of the graph, the upper semicontinuity, and the Cesari property; for any maximal monotone operator that has a non-empty domain interior and is defined in a barreled normed space.
The plan of the paper is as follows. The next section introduces the reader to the main notions and notations used in this article. Section 3 studies the restrictions of a monotone operator to affine sets. Section 4 analyzes the finite-dimensional case and provides a new proof of [16, Theorem 3.4] . In Section 5, the previously identified finite-dimensional context characterizations are extended to arbitrary Banach spaces via a hemicontinuity condition, demiclosedness, or representability. Section 6 deals with the continuity properties of monotone demiclosed operators that have a non-empty domain interior. 
Preliminaries
Let (E, μ) be a locally convex space and A ⊂ E. We denote by "conv A" the convex hull of A, "aff A" the affine hull of A, "lin A" the linear hull of A; "cl μ (A) = A μ " the μ-closure of A, "int μ A" the μ-topological interior of A, "rint μ A" the relative μ-topological interior of A, "ri μ A" the topological interior of A with respect to cl μ (aff A), "core A" the algebraic interior of A, Whenever the topology μ is implicitly understood, for example when we deal with the strong topology of a normed space, the use of the μ-notation is avoided. Throughout this paper, if not otherwise explicitly mentioned, (X, · ) is a non-trivial (that is, X = {0}) normed space, X * is its topological dual endowed with the weak-star topology w * , the topological dual of (X * , w * ) is identified with X , the weak topology on X is denoted by w, and the strong topology on X is denoted by s. The closed unit ball of X is denoted by B X := {x ∈ X | x 1}. The duality product of X × X * is denoted by x, x * := x * (x) =: c(x, x * ), for x ∈ X , x * ∈ X * .
As usual, for S ⊂ X , S ⊥ := {x * ∈ X * | x, x * = 0, for every x ∈ S}, σ S (x * ) := sup x∈S x, x * , x * ∈ X * and for A ⊂ X * , A ⊥ := {x ∈ X | x, x * = 0, for every x ∈ A}, σ A (x) = sup x * ∈A x, x * , x ∈ X .
To a multifunction T : X ⇒ X * we associate its graph: Graph T = {(x, x * ) ∈ X × X * | x * ∈ T x}, inverse: T −1 : X * ⇒ X , Graph T −1 = {(x * , x) | (x, x * ) ∈ Graph T }, domain: D(T ) := {x ∈ X | T x = ∅} = Pr X (Graph T ), and range: R(T ) := {x * ∈ X * | x * ∈ T (x), for some x ∈ X} = Pr X * (Graph T ). Here Pr X and Pr X * are the projections of X × X * onto X and X * , respectively.
When no confusion can occur, T will be identified with Graph T . On X , we consider the following classes of functions and operators:
Λ(X) the class formed by proper convex functions f : X → R. Recall that f is proper if dom f := {x ∈ X | f (x) < ∞} is non-empty and f does not take the value −∞, Γ τ (X) the class of functions f ∈ Λ(X) that are τ -lower semicontinuous (τ -lsc for short); when the topology τ on X is implicitly understood we use the notation Γ (X), M(X) the class of non-empty monotone operators T : X ⇒ X * . Recall that T : X ⇒ X * is monotone if
for all (x 1 , x * 1 ), (x 2 , x * 2 ) ∈ T , M(X) the class of maximal monotone operators T : X ⇒ X * . The maximality is understood in the sense of graph inclusion as subsets of X × X * .
To a proper function f : X → R and a topology τ on X we associate:
• the epigraph of f : epi f := {(x, t) ∈ X × R | f (x) t},
• the convex hull of f : conv f : X → R, is the greatest convex function majorized by f , (conv f )(x) := inf{t ∈ R | (x, t) ∈ conv(epi f )}, x ∈ X ,
• the τ -lsc convex hull of f : cl τ conv f : X → R, is the greatest τ -lsc convex function majorized by f , (cl τ conv f )(x) := inf{t ∈ R | (x, t) ∈ cl τ conv epi f }, x ∈ X , • the convex conjugate of f : X → R with respect to the dual system (X, X * ): f * : X * → R, f * (x * ) := sup{ x, x * − f (x) | x ∈ X}, x * ∈ X * , • the subdifferential of f at x ∈ X : ∂ f (x) := {x * ∈ X * | x − x, x * + f (x) f (x ), ∀x ∈ X} for x ∈ dom f ; ∂ f (x) := ∅ for x / ∈ dom f . Recall that N C = ∂ I C is the normal cone of C ⊂ X , where I C is the indicator function of C ⊂ X defined by
For a proper function f : Z → R all the above notions are defined similarly. The conjugate of f with respect to the natural dual system (Z , Z ), induced by the previous coupling, is given by
and by the biconjugate formula, f = cl s×w * conv f whenever f or cl s×w * conv f is proper.
We consider the following classes of functions on Z :
To a multi-valued operator T : X ⇒ X * we associate the following functions:
• [12] ) since recently it has been proved that these two classes coincide (see [18] ) and the dense-type property is stronger and has been introduced prior to the NI class in the sense of Simons. Another fundamental difference between these two notions is that every maximal monotone operator is NI in the current sense (see characterization below) while not every maximal monotone operator is NI in the sense of Simons or of D-type (see e.g. [13, p. 89] demiclosed if Graph T is closed with respect to the strong × weak-star convergence of bounded nets in Z , that is, if
It is easily checked that every representable operator is monotone demiclosed and has w * -closed convex values.
Recall that, for X a locally convex space, T ∈ M(X) iff T is NI and representable (see [26] or [28] ). If T ∈ M(X) then [20, Lemma 7.7, p . 104] and they will often be recalled in the sequel. For other properties of the notions discussed in this section we suggest [26] [27] [28] [29] [30] [31] . Since the characterization of maximality for a monotone operator with a singleton domain is trivial, in this paper we do not consider singleton-domain operators.
Throughout this article the conventions sup ∅ = −∞ and inf ∅ = ∞ are enforced.
Restrictions to affine sets
For X a (Hausdorff) separated locally convex space, T : X ⇒ X * , and F ⊂ X a linear subspace with D(T ) ∩ F = ∅, let
Lemma 1. Let X be a normed space, let T : X ⇒ X * , and let F ⊂ X be a linear subspace. Consider the conditions:
Proof. It is easily checked that
Take y * ∈ X * with y
Since F ⊥ is a linear subspace,
None of the two conditions in Lemma 1 are equivalent to
, the converse does not hold; as seen for T = X × {0} and F proper closed. However, if M :
Lemma 2. Let X be a normed space, let T : X ⇒ X * , and let F be a linear subspace. Consider the conditions:
Therefore, in the previous lemma, the implication (ii) ⇒ (i) requires F to be closed.
Similarly, for an affine subset A ⊂ X and z ∈ A let F := A − z be the linear subspace parallel to A.
Proof. (⇒) Let F be the linear subspace parallel to A, 0 λ 1, and 
Since F is closed in X the locally convex spaces (X * , 
Proof. We may assume without loss of generality that
Proposition 8. Let (X, · ) be a normed space, let T : X ⇒ X * , let A ⊂ X be affine, and let F be the linear subspace parallel to A.
Proof. Up to a translation we may assume without loss of generality that
) i is bounded in X * and, eventually on a subnet, denoted by the same index for simplicity, ( 
Remark 4. Under all the assumptions of Proposition 8, T F is demiclosed in
In the case of a finite-dimensional affine set passing through z and being spanned by the linearly independent set of
we associate to T , A, and z ∈ A, the finite
Note that T A,z = I * T A,z I , where I :
where s * ∈ F * is uniquely determined by
Lemma 10. Let X be a normed space, T :
In the sequel, for
Similarly, the plane passing through z with linearly independent set of directions {v 1 , v 2 } is given by P : Proof. We may assume without loss of generality that aff D(T ) = X , otherwise we replace T by T aff D(T ),z and acknowledge
The monotonicity of T provides
bounded. On a subnet denoted for simplicity by the same index,
Every convex set in a finite-dimensional space has a non-empty convex relative (algebraic) interior which is dense in the set. The following definition is a natural extension to a general topological vector space for the previously noted set properties. Let X be a topological vector space. A set S ⊂ X is called nearly-convex in X if there is a convex set C ⊂ X such that ri C = ∅ and C ⊂ S ⊂ C . Equivalently, S is nearly-convex iff ri S is non-empty convex and S ⊂ cl(ri S). Indeed, directly, we know that aff C = aff C is closed, ri C = ri C , and cl(ri C ) = C (see [14, Lemma 11A b), p. 59]) from which ri S = ri C is non-empty convex and S ⊂ C = cl(ri S). Conversely, C = ri S fulfills all the required conditions. 
Remark 5. If X is a Banach space and T
In particular, if X is a separated locally convex space, T :
where
Proof. We may apply the previous theorem since 
This paper is mainly concerned with the following converse of Proposition 15.
Given T ∈ M(X) with the property that T + N A ∈ M(X) for every finite-dimensional affine 
are convex sets (see [31, Corollary 3] or [21, Theorem 1]).
In the general case we may assume without loss of generality that 0 ∈ aff D(T ) =: F otherwise we change T with T z where z ∈ aff D(T ). We use the first part of our proof for T F ∈ M(F ). To this end note first that
Proof. The direct implication is clear since (i) follows from Proposition 15 and (ii), (iii) are usual properties of maximal monotone operators.
For the converse suppose that (i), (ii), (iii) hold. As seen in the proof of Proposition 17,
and core
that is, [σ C < 0] is non-empty, where C : 
Assume that for some u * 
Condition (iii) in the previous theorem is equivalent to
(ii) T has closed convex values,
Proof. The direct implication is trivial while for the converse assume, without loss of generality, that 0 ∈ F := aff D(T ). Again (iii) and
Theorem 18 allows us to re-demonstrate Löhne's characterization of maximal monotonicity for finite-dimensional operators (see [16, Theorem 3.4] ). Theorem 20 is trivial for a singleton-domain operator. The following characterization of maximal monotonicity for 1-dimensional operators is a simplified version and is used in the proof of Theorem 20.
The following are equivalent: 
. Therefore in (ii) (respectively (iii)) it suffices for U to have (closed) convex values only on int D(U ).
For U ∈ M(R) relations (11), (12) represent a simplification of the closedness condition for U and can be equivalently restated as equalities, namely
More interestingly, (11) is equivalent to
is an equivalent reformulation of (12).
Also, notice that (11) for t = α spells inf R(
are finite) provide (F). The other properties in (ii) are usual for U ∈ M(R).
(ii) ⇒ (iii) It suffices to verify (11), (12) . Note that U x is bounded, for every x ∈ int D(U ), whenever U ∈ M(R). Clearly,
Since U is closed, s ∈ U (t) and so s sup U (t), that is, (11) holds. Note parenthetically that (11) holds for t = ω ∈ D(U ) since (12) is verified similarly.
then ω is finite, and by the previous argument we find the contradiction
If t ∈ (α, ω) then, due to (11), (12), we get inf 
To this end we prove that U := T L,z verifies the conditions of Theorem 21 (ii).
Recall
. Therefore U has convex values since so does T . Because z ∈ int C we know that (C − z) ∩ Rv = (C − z) ∩ Rv. This yields that (D(T ) − z) ∩ Rv is nearly-convex and connected. Since J : R → Rv is an isomorphism, D(U ) is a non-degenerate interval (and it is not a singleton because it contains the non-empty open set J −1 (int C − z)).
The second part of (F) is proved similarly.
Consider s n ∈ Ut n , i.e., s n = v, x * n for some x * n ∈ T (z + t n v), n 1, with lim n→∞ (s n , t n ) = (s, t). From the local boundedness of T at z (see e.g. [ 
(T ). Then T F fulfills trivially (i), (ii), (iii), (iv) is due to (N D(T ) ) F being the normal cone to D(T ) ⊂ F , and (v) follows from Corollary 9 (iii). Thus
T F ∈ M(F ) followed by T ∈ M(R d ) (recall that (iv) yields T = T + N F ). 2
Line-plane characterizations
Since the previous section provided several characterizations for the maximal monotonicity of operators defined in R, the Banach spaces considered in this section are assumed to have dimension greater than one.
Proposition 22. Let X be a Banach space and let T ∈ M(X) be such that ic D(T ) = ∅. If T + N P ∈ M(X) for every plane P with
P ∩ ic D(T ) = ∅ then T + N L ∈ M(X) for every line L with L ∩ ic D(T ) = ∅. Proof. Let L be a line with L ∩ ic D(T ) = ∅ and P be a plane with L ⊂ P . Since L ∩ ic (D(T ) ∩ P ) = ∅, by Proposition 15, we find that T + N L = (T + N P ) + N L ∈ M(X). 2
Theorem 23. Let X be a Banach space and let T ∈ M(X) be such that
(ii) T has w * -closed convex values.
Due to Proposition 22 condition (i) in the previous theorem can be restated as T + N A is maximal monotone, for every affine set A generated by at most two linearly independent vectors and such that A ∩ ic D(T ) = ∅. Note that this latter condition does not require a dimensional restriction on X .
Proof of Theorem 23. For the direct implication (i) follows from Proposition 15 and (ii) is usual for T ∈ M(X).
For the converse let (x 0 , x * 0 ) be m.r. to T and let A = A(x 0 ; v 1 , v 2 ) be any affine set through x 0 generated by v 1 , v 2 that
Assume that x * 0 / ∈ T x 0 . Since T x 0 is w * -closed convex, by a separation argument there is v 1 ∈ X such that
Let v 2 be such that (14) . This contradiction comes from the assumption that x * 0 / ∈ T x 0 . Hence x * 0 ∈ T x 0 and T ∈ M(X). 2 
)), T has closed convex values, and int D(T
This example shows that condition (iii) in Theorem 19 is essential and, moreover, it cannot be relaxed to T = T + N aff D(T ) . However, if the lines in Theorem 19 (i) are upgraded to planes then (iii) can be relaxed to T = T + N aff D(T ) .
Theorem 24. Let X be a Banach space and let T ∈ M(X) be such that
(ii) T has w * -closed convex values,
Proof. The direct implication is straightforward. For the converse assume without loss of generality that 0 ∈ aff D(T ) =: F . Apply the converse of Theorem 23 for
is the normal cone to P ⊂ F . Hence T F ∈ M(F ) since, by Proposition 6, T F has w * -closed values in F * . Together with (iii) this yields T ∈ M(X) (see Lemma 2) . 2
The natural question whether the planes in condition (i) of Theorems 23, 24 can be replaced by lines is answered in the next result which provides an extension of Theorem 19 to the infinite-dimensional context.
Theorem 25. Let X be a Banach space and let T
Proof. The direct implication is clear. For the converse note that from (iii), Lemma 2, and Proposition 6 we may assume without loss of generality that aff D(T ) = X (otherwise we replace T by T F where 0
According to Theorem 23, it is enough to prove that T + N P ∈ M(X) for every plane P with
. For this choice of P and z we plan to use Theorem 18 for T P ,z . According to (ii) and Proposition 11 (i), T P ,z has closed convex values.
In this case recall (8)
where The advantage of a condition of type Theorem 25 (i) over the (demi)closedness of the graph of an operator is that this condition involving lines can be replaced by the hemiclosedness or the so-called "closedness on line" condition, as seen in Theorem 21.
and D(T P ,z ) = J −1 (D(T ) − z). We know from (iii) and Lemma 13 that T
Let C ⊂ X be a convex set with ri C = ∅. Denote by T C (x) the tangent cone to C at x ∈ X and by S C (x) := h>0 h(C − x) the cone spanned by C − x. Then ri T C (x) = S ri C (x), for very x ∈ C (see [1, Proposition 7, p. 169] 
Theorem 26. Let X be a Banach space and let T ∈ M(X) be such that D(T ) is nearly-convex. Then T ∈ M(X) iff T = T + N D(T ) and (one of ) the following assumptions hold(s): (H) T has w * -closed convex values and for every x
v, x * .
(16) (D) T has convex values and is demiclosed. (R) T is representable.
Remark 8. Whenever T ∈ M(X), the second part of condition (H) in the previous theorem is equivalent to the stronger forms: 
Proof of Theorem 26. Let T ∈ M(X) be such that D(T ) is nearly-convex. For every
is a non-degenerate interval with 0 inside its interior when x ∈ ri D(T ) and with 0 as its left end-point when 
with z ∈ ri D(T ). According to Lemma 10 (ii), we need to show that U := T L,z ∈ M(R). To this end we use Theorem 21.
Both (H), (D) imply via Proposition 11 (i) that
If (D) is true then, according to Proposition 11 (ii), U is closed. In this case the conditions in Theorem 21 (ii) are met so U ∈ M(R) and we are done.
If (H) holds, we conclude by using Theorem 21 (iii). It remains to prove that (11), (12) hold.
and for every α < t ω 
Theorem 27. Let X be a Banach space and let T ∈ M(X) be such that D(T ) is nearly-convex. Then T ∈ M(X) iff
Proof. Assume first that aff D(T ) = X . We plan to use Theorem 26, therefore it suffices to show that (16) holds for x ∈ int D(T ) and for every v ∈ S int D(T ) (x) = X . Assume by contradiction that for a fixed x ∈ int D(T ) there is v ∈ X such that (16) does not hold. This entails the existence of 0 > 0 such that
Take h i ↓ 0 such that for every i, x + h i v belongs to the neighborhood of x on which T is bounded. Hence any net (
Eventually on a subnet, denoted by the same index for simplicity, x * i → z * ∈ T x weakly-star in X * , by the demiclosedness of T . We obtain a contradiction if we use (18) 
, and y * = z * and pass to limit.
In general we may assume that 0 ∈ aff D(T ) =: F . The above argument applies to T F via Propositions 6, 8, because (C) provides T = T + N F . Therefore T F ∈ M(F ) and T ∈ M(X) via Lemma 2. 2
Proposition 28. Let X be a Banach space and let T ∈ M(X) be such that core D(T ) = ∅. If T is demiclosed and T x is unbounded for every x
Proof. Fix y ∈ core D(T ) and y * ∈ T y. For every x ∈ X , set S x := {s ∈ [0
x and so sup{ x − y, x * | x * ∈ T x} = +∞, for every y ∈ ic D(T ). For the converse implications assume without loss of generality that 0 ∈ F := aff D(T ). Since T is representable, T is monotone demiclosed. We use Proposition 30 to find that T F is NI and D(T ) is nearly-convex.
To conclude it suffices to show that T F is representable. Indeed, if T F is representable then, according to [26, Theorem 2.3], T F ∈ M(F ) and so, according to Lemma 2, T ∈ M(X).
To prove that T F is representable first we note that Pr
In particular, the previous result can be used to reprove Theorem 26 under the (R) assumption.
Corollary 32. Let X be a Banach space and T
: X ⇒ X * be such that D(T ) is algebraically open (that is, D(T ) = ic D(T )). Then T ∈ M(X) iff T = T + N aff D
(T ) and T is representable. In this case ic D(T ) = ri D(T ) and D(T ) is nearly-convex.
Remark 10. One wonders whether, in the previous results, the contribution of
In general, would the NI type and representability transmit from
The answer is negative.
For example, take C X closed convex with int C = ∅. Then N C ∈ M(X) (so it is NI and representable) while N C | int C = int C × {0} is neither NI (because it is not unique; X × {0} and N C being two different strict maximal monotone extensions of N C | int C ) nor representable (since otherwise, according to Corollary 32, N C | int C ∈ M(X)).
In the next result we avoid condition (C) completely.
Theorem 33. Let X be a Banach space and let T
Proof. It suffices to prove that T is NI. To this end we show that x ∈ D(T ) whenever z = (x, x * ) is m.r. to T (see [29, (1) 
]).
Eventually by making a translation we may assume without loss of generality that 0
Note that C is linear and
According to [32, Theorem 2.8.6 (v) 
. Hence there is y * ∈ T x such that x, y * = x, x * ; in particular x ∈ D(T ). 
This implies y, x * x * + β, for every x * ∈ A, where y = −(1/r)x 0 , β = −γ /r.
Conversely, assume that, for some y ∈ X , β ∈ R, y, x * x * + β, for every 
Proposition 36. Let (X, · ) be a barreled normed space, let T ∈ M(X) be such that int D(T ) = ∅, and let x ∈ X, x * ∈ X * be such that T x is w * -closed convex and
According to Lemma 35 and Proposition 34, it suffices to show that for some y ∈ X , β ∈ R one has y, y * − x * y * − x * + β, for every y * ∈ T x. Equivalently, we need to show that there exist y ∈ X , β ∈ R such that y, y * y * + β, ∀y * ∈ T x.
This yields Proof. Up to a translation we may assume without loss of generality that 0 ∈ int D(T ) and 0 ∈ T 0. Let r, M > 0 be such that r B X ⊂ D(T ) and a * M < ∞, for every u ∈ B X , a * ∈ T (ru).
First we prove that lim inf
Assume, by contradiction, that lim inf i∈I 2x 0
Since x i n → x 0 , strongly in X , as n → ∞ this implies lim n→∞ x * i n = +∞.
On a subnet, denoted by the same index for simplicity, From the monotonicity of T we have
After we divide by x * i n and let n → ∞ one finds, taking into consideration that {x i n } n 1 is bounded, the contradiction x 0 , u * r > 0. This proves that (21) holds.
According to (21) , there is i } i∈I , we know that
Divide by x * i and pass to limit with i ∈ I in the previous inequality and in (20) 
Proof. Again we may assume that 0 ∈ F := aff D(T ). Since T ∈ M(X) we know that T is demiclosed, ri D(T ) = ic D(T ) = ∅, and T = T + N F . The conclusion follows from the previous theorem. 2 Remark 13. In general, a maximal monotone operator T : X ⇒ X * defined in a Banach space X is not necessarily τ -closed in X × X * , for a topology τ on X × X * compatible with the natural duality (X × X * , X * × X). Such a result is stated in [3, Theorem 3, p. 542], namely, that the Banach space X is finite-dimensional iff ∂ f is strongly × bounded weakly-star closed in X × X * , for every f ∈ Γ (X) iff every T ∈ M(X) is strongly × bounded weakly-star closed in X × X * . Consequently, Theorem 39 shows that if X is a Banach space and ∂ f is not strongly × bounded weakly-star closed in X × X * , for some f ∈ Γ (X) then f cannot have a point of continuity.
It is common knowledge that a maximal monotone operator with a non-empty domain interior and defined in a Banach space is strongly × weakly-star upper semicontinuous on the interior of its domain (see e.g. [ 
Theorem 40. Let X be a barreled normed space and let T ∈ M(X). If T is demiclosed then T is s × w * -upper semicontinuous at every x ∈ core D(T ).
Proof. Assume that T is not s × w * -upper semicontinuous at some x ∈ core D(T ), that is, there is a w * -open set V ⊃ T x, x n → x, strongly in X , and x * n ∈ T x n such that x * n / ∈ V , for every n 1. For n large enough, x n ∈ U , where U is the neighborhood of x on which T (U ) is bounded. Therefore (x * n ) n is bounded and eventually on a subnet, denoted by the same index for simplicity, x * n → x * weakly-star in X * . Then x * ∈ T x since T is demiclosed and
It is easily verifiable that the s × w * -upper semicontinuity of a maximal monotone operator T does not necessarily hold on the boundary of D(T ) even though the context is finite-dimensional. For example take B the closed unit ball in R 2 endowed with the usual Euclidean inner product " ·,· " and norm " · ". Then N B is not upper semicontinuous at any x ∈ R 2 with x = 1. Indeed, N B x = R + x, for every x = 1 and for every t 0, y = 1, d := dist(t y, R + x) = t 1 − x, y 2 . Hence for V := N B x + 1 2 B (a neighborhood of N B x) , and every U a neighborhood of x we pick y ∈ U with y = 1, y = x (so x, y = 1), and t = (1 − x, y 2 ) −1/2 . Then t y ∈ N B (U ) and t y / ∈ V due to dist(t y, R + x) = 1, proving that N B (U ) ⊂ V .
However, in a finite-dimensional settings a different form of the s × w * -upper semicontinuity, namely, the (Q) (or Cesari)
property holds for maximal monotone operators (see e.g. [16, Lemma 3.2] , [15] ). Our final aim is to extend the (Q) property to an infinite-dimensional context.
Recall that T : X ⇒ X * has property (Q) (or is upper C -semicontinuous) at x ∈ X (with respect to the s × w * -topology on X × X * ) if for every net {x i } i∈I ⊂ X such that x i → x, strongly in X we have Proof. From Lemma 41 we know that int D(T ) = ∅ and D(T ) is nearly-convex. Let x ∈ X , let {x i } i∈I be such that x i → x, strongly in X , and let x * ∈ i∈I cl w * (conv j i T x j ). ) and denote j p by ϕ(i). In this way we generate a map ϕ : I → I such that ϕ(i) i, for every i ∈ I and a net {(x ϕ(i) , x * ϕ(i) )} i∈I ⊂ T such that {x ϕ(i) } i∈I is a subnet of {x i } i∈I and sup i∈I x, x * ϕ(i)
x, x * + 1 < ∞. v, x * − 0 . Let x ∈ D(T ), let {x i } i∈I ⊂ D(T ) be such that x i → x, strongly in X , and let x * ∈ i∈I cl w * (conv j i T x j ). 
