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Abstract
We study the Lp-solutions for the semilinear heat equation with
unbounded coefficients and driven by a infinite dimensional fractional
Brownian motion with self-similarity parameter H > 1/2. Existence
and uniqueness of local mild solutions are showed.
1 Introduction
The fractional Brownian motion, referred to as fBm in the sequel, due to
its desirable properties of self-similarity and long-range dependence (among
other features), has become quite a relevant stochastic process for mathemat-
ical modeling in engineering, mathematical finances, and natural sciences, to
mention just a few. It was first introduced by Kolmogorov in [10], and later,
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the work of Mandelbrot and Van-Ness [11] became a corner-stone that at-
tracted the attention of researchers in the probabilistic community to this
challenging object.
Nowadays, the study of ordinary and partial stochastic differential equa-
tions driven by a fractional noise is a very dynamic research topic, motivated
by purely theoretical reasons and also by its variety of applications in the
mathematical modeling of phenomena in physics, biology, hydrology, and
other sciences. Besides, a special interest in the study of the existence and
uniqueness of solutions to semilinear parabolic stochastic differential equa-
tions driven by an infinite-dimensional fractional noise has been recently de-
veloped (see for instance, T. E. Duncan, B. Pasik-Duncan and B. Maslowski
[7]; D. Nualart and P. A. Vuillermot [15]; B. Maslowski and B.Schmalfuss
[12], and M. Sanz-Sole and P. A. Vuillermot [18], and the references therein).
Other kind of driving noises have been also considered. In [3], Z. Brzezniak,
J. Neerven, D. Salopek, studied evolution equations with Liouville fractional
Brownian motion; equations driven by Hermite or Rosenblatt process were
adressed by S. Bonaccorsi and C. Tudor in [2], and C. Tudor in [20]. More
recently, equations driven by Volterra noises were analysed by P. Coupek, B.
Maslowski in [4] and by P. Coupek, B. Maslowski, and M. Ondrejat in [5].
In difference with the present manuscript, all the mentioned works consider
a non-linearity F that is bounded or with linear growth.
Analogously to deterministic partial differential equations, the first ob-
stacle is the requirement of deciding which kind of solution concept will be
considered, due to the variety of alternatives to choose. We address the study
of existence and uniqueness of mild-solution to the initial value problem for
the semilinear heat equation over a smoothly bounded open domain U ⊂ Rd,
{
∂tu(t) = ∆u(t) + F (u(t)) + ∂tB
H(t), t ∈ [0, T ]
u|t=0 = u0,
(1)
In (1), F represents the nonlinear part of the equation, u0 ∈ L
p(U), and
the random forcing field BH is a Hilbert space-valued fractional Brownian
motion defined on some complete probability space (Ω,F,P).
In this manuscript, the existence and uniqueness of local Lp-solutions for
the stochastic parabolic equation (1) with unbounded parameter F and BH
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a cylindrical fractional Brownian motion with selfsimilarity parameter H >
1/2, is proved. The approach to study Lp-solutions is based in the concept of
mild solution, which can be obtained by rewriting (1) as an integral equation,
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds+
∫ t
0
S(t− s)dBH(s),
and then proving that, in a suitable function space, the right-hand side defines
a contraction.
Results on the existence of mild solutions with values in Lp were established
by T. Giga in [8], A. Mazzucato in [13], and F.B. Weissler in [23] and [22]
for the deterministic setting.
The rest of the manuscript is fashioned as follows. In Section 2 the basic
concepts, hypothesis and tools are introduced. The results are presented in
Section 3. The Appendix, Section 4, contains the basic elements on how to
extend the results to a more general setting.
2 Preliminaries
Hypothesis, background and some useful notation are introduced in what
follows. Let (Ω,F,P) be a complete probability space.
2.1 Fractional Brownian motion
Let T > 0 be a fixed time horizon. Recall that a one-dimensional fractional
Brownian motion (bH(t))t∈[0,T ] with Hurst parameter H ∈ (0, 1), is a centred
Gaussian process with covariance function
E
[
bH(t)bH(s)
]
= RH(t, s) :=
1
2
(t2H + s2H − |t− s|)2H , s, t ∈ [0, T ]. (2)
The fractional Brownian motion (fBm) can also be defined as the only
self-similar Gaussian process with stationary increments.
Denote by H its associated canonical Hilbert space (reproducing kernel
Hilbert space). If H = 1
2
then b
1
2 = b is the standard Brownian motion
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(Wiener process) and in this case H = L2([0, T ]). Otherwise H is the Hilbert
space on [0, T ] extending the set of indicator function 1[0,T ], t ∈ [0, T ] by
linearity and closure under the inner product〈
1[0,t]; 1[0,s]
〉
H
= RH (t, s)
As the fBm is a Volterra process only for H > 1/2, we will focus our
analysis exclusively in this case. In order to define the concept of mild-
solution through convolution integrals, we need to recall the definition of
integrals with respect to the fBm. The followings facts will be needed in the
sequel (we refer to [14] or [17] for their proofs):
• The fBm admits a representation as Wiener integral of the form
bH(t) =
∫ t
0
KH(t, s)db(s), (3)
where b = {b(t), t ∈ [0, T ]} is a Wiener process, and KH(t, s) is the kernel
KH(t, s) = cHs
1
2
−H
∫ t
s
(u− s)H−
3
2uH−
1
2du (4)
where t > s and cH =
(
H(2H−1)
β(2−2H,H− 1
2
)
) 1
2
.
• For every s < T , consider the operator K∗H : H 7→ L
2([0, T ]), defined by
(K∗H φ)(s) =
∫ T
s
φ(t)(s)
∂KH
∂t
(t, s) dt. (5)
Notice that,
(
K∗Hφ1[0,t]
)
(s) = KH(t, s)φ(s)1[0,t](s), and the operator K
∗
H
is an isometry between H and L2([0, T ]) (see [1] or [14]). Hence, for every
φ ∈ H it is possible to establish the following relationship between a Wiener
integral with respect to the fBm and a Wiener integral with respect to the
standard Brownian motion b∫ t
0
φ(s)dbH(s) =
∫ t
0
(K∗Hφ) (s)db(s), (6)
for every t ∈ [0, T ] and φ1[0,t] ∈ H if and only if K
∗
Hφ ∈ L
2([0, T ]).
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In general, the existence of the right-hand side of (6) requires careful justifi-
cation (see [14], Section 5.1). As we will work only with Wiener integrals over
Hilbert spaces, we point out that if X is a Hilbert space and f ∈ L2([0, T ];X)
is a deterministic function, then relation (6) holds, and the right hand-side
is well defined in L2(Ω;X) if K∗Hf is in L
2([0, T ]×X).
2.2 Cylindrical Fractional Brownian motion
As in [7] or [19], we define the standard cylindrical fractional Brownian
motion in X as the formal series
BH(t) =
∞∑
n=0
enb
H
n (t), (7)
where {en, n ∈ N} is a complete orthonormal basis in X . It is well known
that the infinite series (7) does not converge in L2(P), hence BH(t) is not
a well-defined X-valued random variable. Nevertheless, for every Hilbert
space X1 such that X →֒ X1, the linear embedding is a Hilbert-Schmidt
operator, therefore, the series (7) defines a X1-valued random variable and
{BH(t), t ≥ 0} is a X1-valued Id-fBm.
Following the approach for a cylindrical Brownian motion introduced in
[6], it is possible to define a stochastic integral of the form
∫ T
0
f(t)dBH(t), (8)
where f : [0, T ] 7→ L(X, Y ) and Y is another real and separable Hilbert space,
and the integral (8) is a Y -valued random variable that is independent of the
choice of X1.
Let f be a deterministic function with values in L2(X, Y ), the space of
Hilbert-Schmidt operators from X to Y . We consider the following assump-
tions on f .
i.- For each x ∈ X , f(·)x ∈ Lp([0, T ]; Y ), for p > 1/H .
ii.- αH
∫ T
0
∫ T
0
|f(s)|L2(X,Y ) |f(t)|L2(X,Y )|s− t|
2H−2ds dt <∞.
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The stochastic integral (8) is defined as
∫ t
0
f(s)dBH(s) :=
∞∑
n=1
∫ t
0
f(s)endb
H
n (s) =
∞∑
n=1
∫ t
0
(K∗Hfen)(s)dbn(s), (9)
where bn is the standard Brownian motion linked to the fBm b
H
n via the
representation formula (3). Since fen ∈ L
2([0, T ]; Y ) for each n ∈ N, the
terms in the series (9) are well defined. Besides, the sequence of random
variables
{∫ t
0
fendb
H
n
}
are mutually independent (see [7]).
The series (9) is finite if∑
n
‖K∗H(fen)‖
2
L2([0,T ];V ) =
∑
n
‖ ‖fen‖H ‖
2
V < ∞. (10)
If we consider X = Y = H, we have
∞∑
n=1
∫ t
0
f(s)endb
H
n (s) =
∞∑
n=1
∞∑
m=1
em
∫ t
0
〈f(s)en, em〉H db
H
n (s)
=
∞∑
n=1
∞∑
m=1
em
∫ t
0
〈K∗H(f(s)en), em〉H dbn(s)
=
∞∑
n=1
∫ t
0
K∗H(f(s)en)dbn(s).
(11)
2.3 Semigroup
It is well known that the Laplacian ∆ is the infinitesimal generator of
an analytic, strongly continuous semi-group of linear operators (S(t), t ≥ 0)
acting on Lp(U) and given by S(t) = e−t∆. Besides, for bounded domains
the following estimate holds (see [21])
‖S(t)u‖p ≤
1
t
d
2
(1/r−1/p)
‖u‖r, for 1 < r ≤ p <∞. (12)
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3 Results
In this section we study the parabolic problem (1) in the space Lp(U). The
required hypothesis are introduced as well as the notion of mild-solution.
3.1 Hypothesis
We assume that F is a nonlinear mapping from Lp(U) onto Lm(U) such
that F (0) = 0, and for some α > 0 and m = p
1+α
, it holds the estimate
‖F (u)− F (v)‖m ≤ C‖u− v‖p(‖u‖
α
p + ‖v‖
α
p ), (13)
with C a positive constant.
In addition, the initial condition satisfies
u0 ∈ L
p(U). (14)
Besides, the cylindrical fBm BH has selfsimilarity parameter H > 1/2 and
H > d/4, p ·H ≥ 1, and 2p > αd. (15)
3.2 Mild-solution
Within the framework of paragraph 2.2 we consider X = L2(U), f =
S(t−·) and the complete orthonormal basis {en}n∈N of eigenfunctions of the
Laplacian operator, the stochastic convolution is given by
∫ t
0
S(t− s)dBH(s) =
∞∑
j=1
∫ t
0
S(t− s)ejdβ
H
j (s).
Consider the mild formulation of equation (1) (see [7])
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds+
∫ t
0
S(t− s)dBH(s). (16)
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Definition 3.1. A measurable function u : Ω × [0, T ] 7→ Lp(U) is a mild
solution of the equation (1) if
1. u satisfies the mild formulation (16) with probability one.
2. u ∈ C([0, T ], Lp(U)).
Definition 3.2. Let T0 be a stopping time. A measurable function u :
Ω × [0, T ] → Lp(U) is a local mild solution of (1) in C([0, T0], L
p(U)) with
stopping time T0 > 0, if it satisfies Definition 3.1 on [0, T0]. It is the unique
local mild solution with stopping time T0, if two solutions are modifications
of each other on [0, T0].
3.3 Existence
Consider the linear problem{
∂tz(t) = ∆z(t) + ∂tB
H
t , t ∈ [0, T ]
z|t=0 = 0,
(17)
whose mild solution is given by
z(t) =
∫ t
0
S(t− s)dBH(s).
Denote
K0 := max
{
‖u0‖p , sup
t∈[0,T ]
‖
∫ t
0
S(t− s)dBH(s)‖p
}
= max
{
‖u0‖p , sup
t∈[0,T ]
‖z(t)‖p
}
,
C˜(t) =


C
t1−
dα
2p
1− dα
2p
(6K0)
α, if α ≥
ln(3)
ln(2)
,
C
t1−
dα
2p
1− dα
2p
(3K0)
α+1, if α <
ln(3)
ln(2)
,
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and define
T0 =


T, if C˜(T ) < 1,
inf
{
0 ≤ t ≤ T : C˜(t) ≥ 1
}
, if C˜(T ) ≥ 1.
(18)
Theorem 3.3. Assume hypothesis (13), (14), (15). Then there exists a local
mild solution u ∈ C([0, T0], L
p(U)).
Proof. Since H > d
4
and pH ≥ 1 , the results in [5] allow us to conclude
that the mild solution z to the linear problem (17) is in C([0, T ], Lp(U)).
Therefore,
sup
t∈[0,T ]
‖
∫ t
0
S(t− s)dBH(s)‖p <∞.
Now, in order to construct a contraction that will allow us to use a fix point
argument, let’s assume that ‖u‖C([0,T0],Lp(U)) := supt∈[0,T0] ‖u(t)‖p ≤ 3K0. Set
G[u](t) := S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds+ z(t).
We shall show that supt∈[0,T0] ‖G[u](t)‖p ≤ 3K0. We have
‖G[u](t)‖p ≤ ‖S(t)u0‖p +
∫ t
0
‖S(t− s)F (u(s))‖p ds+ ‖z(t)‖p.
As (S(t))t≥0 is a semigroup of contractions, for every t ≥ 0
‖S(t)u0‖p ≤ ‖u0‖p, (19)
and
∫ t
0
‖S(t− s)F (u(s))‖p ds ≤
∫ t
0
(t− s)−
dα
2p ‖F (u(s))‖ p
α+1
ds
≤ C
∫ t
0
(t− s)−
dα
2p ‖u(s)‖α+1p ds,
(20)
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where we used (12) and hypothesis (13).
From (19) and (20) we deduce that
‖G[u](t)‖p ≤ 2K0 + C
∫ t
0
(t− s)−
dα
2p ‖u(s)‖α+1p ds
≤ 2K0 + C
∫ t
0
(t− s)−
dα
2p
(
sup
s∈[0,T0]
‖u(s)‖p
)α+1
ds
≤ 2K0 + C(3K0)
α+1 t
1− dα
2p
1− dα
2p
.
Hence,
sup
[0,T0]
‖G[u](t)‖p ≤ 2K0 + C(3K0)
α+1 T
1− dα
2p
0
1− dα
2p
= 3K0

2
3
+ C
T
1− dα
2p
0
1− dα
2p
(3K0)
α

 ≤ 3K0,
whenever
C
T
1− dα
2p
0
1− dα
2p
(3K0)
α+1 < 1. (21)
We shall show now that G : X 7→ X is a contraction, where X := {u ∈
C([0, T0], L
p(U)) : ‖u‖C([0,T0],Lp(U)) ≤ 3K0}. Let Fix u, v ∈ X then t ∈ [0, T0],
we have
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‖G[u](t)−G[v](t)‖p ≤
∫ t
0
‖S(t− s) (F (u(t))− F (v(t))) ‖p ds
≤
∫ t
0
(t− s)−
dα
2p ‖F (u(t))− F (v(t))‖ p
α+1
ds
≤ C
∫ t
0
(t− s)−
dα
2p ‖u(t)− v(t)‖p
(
‖u(t)‖αp + ‖v(t)‖
α
p
)
ds
≤ C(6K0)
α T
1− dα
2p
0
1− dα
2p
sup
t∈[0,T0]
‖u(t)− v(t)‖p ds,
(22)
where we used (12) and hypothesis (13). Hence, if
C
T
1− dα
2p
0
1− dα
2p
(6K0)
α < 1, (23)
then
sup
t∈[0,T0]
‖G[u](t)−G[v](t)‖p < sup
t∈[0,T0]
‖u(t)− v(t)‖p.
Therefore, G is a contraction. Hence, there exist a unique fixed point.
3.4 Example of a non-linearity F
An example of a non-linearity F satisfying condition (13) is as follows. Let
f be a mapping from Rd to Rd verifying f(0) = 0 and
|f(y)− f(x)| ≤ C|x− y|(|x|α + |y|α),
for α > 0.
Set F (u)(x) = f(u(x)), hence, by Ho¨lder’s inequality F satisfies (13). As
an especific example to construct the non-linearity F , we may consider the
function f(x) = x|x|α.
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4 Appendix
4.1 Preliminary
We follow the presentation in [5]. Let X be a real separable Hilbert space
and E be a Banach space. A bounded operator R ∈ L(X,E) is γ-radonifying
provided that there exists a centered Gaussian probability ν on E such that∫
E
ϕ(x) dν(x) = ‖R∗ϕ‖X , ϕ ∈ E
∗.
Such a measure is at most one; therefore we set
‖R‖2γ(X,E) :=
∫
E
‖x‖2E dν(x)
and denote by γ(X,E) the space of the γ-radonifying operator. It is well-
know that γ(X,E) equipped with ‖.‖2γ(X,E) is a separable Banach space (see
[16]).
Let (D, µ) be a measure space. Lp = Lp(D, µ) is a separable Banach space
for 1 ≤ p < ∞. Denote BH a X-cylindrical fractional Brownian motion. If
we consider an operator G ∈ γ(X,Lp(D;H)), the stochastic integral can be
defined as
∫ T
0
G(r)dBH(r) =
∑
n
∫ T
0
Gendb
H
n (r),
for more details see [5].
4.2 Semi-linear Equation
We consider the following stochastic differential equation
{
∂tu(t) = Au(t) + F (u(t)) + Φ∂tB
H
t , t ∈ [0, T ]
u|t=0 = u0,
(24)
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where u0 ∈ L
p, A : Dom(A) ⊂ Lp 7→ Lp, is the infinitesimal generetor of
an analytic strongly continuous semigroup of linear operators (S(t), t ≥ 0)
acting on Lp, and Φ ∈ γ(X,Lp) .
Consider the mild formulation of equation (24)
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds+
∫ t
0
S(t− s)ΦdBH(s). (25)
Definition 4.1. A measurable function u : Ω× [0, T ] 7→ Lp is a mild solution
of the equation (24) if
1. u satisfies the mild formulation (25) with probability one.
2. u ∈ C([0, T ], Lp).
4.3 Hypothesis
We assume that F is a nonlinear mapping from Lp onto Lm such that
F (0) = 0, and for some α > 0 and m = p
1+α
, it holds the estimate
‖F (u)− F (v)‖m ≤ C‖u− v‖p(‖u‖
α
p + ‖v‖
α
p ), (26)
with C a positive constant.
Besides, we assume that 2p > αd,
u0 ∈ L
p, (27)
and the Hurst parameter H is bigger than 1/2 and satisfies
H > d/4, p ·H ≥ 1. (28)
In addition, we assume that for 1 < r ≤ p < ∞, λ ∈ [0, H), for all u ∈ Lp
and S(t)Φ ∈ γ(X,Lp),
‖S(t)u‖p ≤ t
− d
2
(1/r−1/p)‖u‖r, (29)
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and
‖S(t)Φ‖γ(X,Lp) ≤ t
−λ, (30)
Remark 4.2. According to Corollary 4.3 in [5] we deduce that
sup
t∈[0,T ]
‖
∫ T
0
S(t− s)ΦdBH‖p <∞.
4.4 Result
Theorem 4.3. Assume hypothesis (26), (27), (28), (29), (30). Then there
exists a unique local mild solution u ∈ C([0, T0], L
p).
Proof. The proof follow the same steps that the proof of theorem 3.3.
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