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Ra´d bych na tomtomı´steˇ podeˇkoval vedoucı´mume´ diplomove´ pra´ce, panu Ing. Nikolovi
Ciprichovi, za odborne´ rady a veˇcne´ prˇipomı´nky. Da´le bych ra´d podeˇkoval sveˇ prˇı´telkyni
Vendule Beza´kove´ za velkou podporu prˇi tvorbeˇ pra´ce a take´ za pomoc s jazykovou
korekturou. Podeˇkova´nı´ patrˇı´ i technicke´mu rˇediteli firmy Linuxbox.cz Petru Kopecke´mu
za poskytnutı´ testovacı´ch serveru˚.
Abstrakt
Tato diplomova´ pra´ce se zaobı´ra´ popisy syste´mu˚ pro zpracova´va´nı´ asynchronnı´ch uda´-
lostı´. Jednotlive´ zpu˚soby jsou zde podrobneˇ popsa´ny a je provedeno porovna´nı´ jejich
vlastnostı´. V ra´mci pra´ce byla provedena implementace neˇktery´ch notifikacˇnı´ch zpu˚sobu˚
a pomocı´ genera´toru za´teˇzˇe byly provedeny vy´konnostnı´ testy.
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Abstract
This dissertation deals with describing of systems needed for processing of asynchronous
events. The individual methods are thoroughly described and a comparison of their
properties is carried out. In the framework of the dissertation an implementation of some
notifications modes was conducted and the performance tests were performed using the
load generator.
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71 U´vod
Prˇi vy´voji modernı´ch a vy´konny´ch aplikacı´, ktere´ jsou urcˇeny pro pra´ci s velky´m mnozˇ-
stvı´m ru˚znorody´ch pozˇadavku˚ v rea´lne´m cˇase, je cˇasto nara´zˇeno na proble´m ty´kajı´cı´ se
zpu˚sobu jak nastale´ pozˇadavky zpracova´vat. Zda pouzˇı´t tradicˇnı´ prˇı´stup, prˇi ktere´m je
zpracova´va´n aplikacı´ v jedne´ chvı´li pouze jeden konkre´tnı´ pozˇadavek, cˇi jich ve stejne´m
cˇase obsluhovat vı´ce za´rovenˇ.
Oba tyto zpu˚soby majı´ sve´ vlastnı´ vy´hody a nevy´hody a softwarovı´ na´vrha´rˇi jsou tak
postaveni prˇed obtı´zˇne´ rozhodnutı´, ktery´ z teˇchto zpu˚sobu˚ zvolit. Toto rozhodnutı´ mu˚zˇe
by´t pro dany´ projekt velmi kriticke´, jelikozˇ sˇpatny´ pocˇa´tecˇnı´ na´vrh cˇinnosti obsluzˇny´ch
metodmu˚zˇe zpu˚sobit v pozdeˇjsˇı´ch fa´zı´ch vy´voje velke´ proble´my. V horsˇı´m prˇı´padeˇ mu˚zˇe
by´t dı´ky tomuto sˇpatne´mu pocˇa´tecˇnı´mu rozhodnutı´ rapidneˇ ovlivneˇn vy´kon pozˇadovane´
aplikace. Proto lze tedy tuto volbu oznacˇit za velmi du˚lezˇitou a meˇl by na ni by´t bra´n
velky´ zrˇetel.
Druhu˚ aplikacı´, jenzˇ se zaby´vajı´ tı´mto proble´mem cˇi pouzˇı´vajı´ jedno z mozˇny´ch rˇesˇenı´,
existuje velke´ mnozˇstvı´. Mu˚zˇe se jednat naprˇı´klad o graficke´ rozhranı´ programu, ktere´
cˇeka´ na uda´lost, jenzˇ je vytvorˇena interakcı´ uzˇivatele cˇi trˇeba o vı´ceprocesovou komu-
nikaci uvnitrˇ operacˇnı´ho syste´mu. Cı´lem te´to pra´ce je popsat mozˇne´ metody pouzˇitelne´
pro zpracova´va´nı´ takovy´ch pozˇadavku˚. Popisy jednotlivy´ch na´vrhu˚ a technik budou do
jiste´ mı´ry obecne´, ale nejveˇtsˇı´ du˚raz bude kladen na jejich vyuzˇitı´ v prˇı´padeˇ serverovy´ch
aplikacı´, jezˇ jsou cˇasto uzpu˚sobeny k obsluze velke´ho mnozˇstvı´ soubeˇzˇneˇ prˇipojeny´ch
klientu˚. Dı´ky tomuto popisovane´mu typu aplikace budou v neˇktery´ch cˇa´stech popsa´ny i
dalsˇı´ mozˇne´ zpu˚soby, jak dosa´hnout lepsˇı´ch vy´konu˚ nejen dı´ky vhodneˇ zvolene´mu typu
obsluhy, ale i za pouzˇitı´ dalsˇı´ch funkcı´ a voleb.
82 Metody pro obsluhu vı´cena´sobny´ch spojenı´
Prˇi vytva´rˇenı´ na´vrhu serverove´ aplikace pro zpracova´nı´ vı´cena´sobny´ch soubeˇzˇny´ch spo-
jenı´ lze vycha´zet ze trˇı´ za´kladnı´ch architektur – multiprocesove´, uda´lostmi rˇı´zene´ a kom-
binace obou. Jak lze videˇt na na´sledujı´cı´ch popisech, prvnı´ dveˇ z teˇchto kategoriı´ poskytujı´
odlisˇny´ prˇı´stup. Ve trˇetı´m, kombinovane´m zpu˚sobu, jsou spojeny za´kladnı´ principy obou
z nich. Pro jednotlive´ typy budouuvedeny take´ jejich ru˚zne´ variace uzˇitı´ a neˇktere´ servery,
jezˇ dany´ typ pouzˇı´vajı´.
Vy´beˇr typu architektury mu˚zˇe hodneˇ ovlivnit funkcˇnost cˇi nefunkcˇnost dane´ aplikace. V
prˇı´padeˇ sˇpatneˇ zvolene´ho na´vrhu nebo jejı´ sˇpatne´ implementace mu˚zˇe cˇasto docha´zet k
prˇetı´zˇenı´ serveru, nemozˇnosti prˇijı´mat nova´ spojenı´ nebo naprˇı´klad velmi velke´ latenci
odpoveˇdı´. Proto by meˇl by´t kladen velky´ du˚raz na prvotnı´ analy´zu aplikace a na jejı´m
za´kladeˇ by meˇl by´t zvolen odpovı´dajı´cı´ model.
2.1 Multiprocesova´ architektura
Princip tohoto zpu˚sobu vycha´zı´ z pouzˇitı´ jednoho hlavnı´ho procesu prˇijı´majı´cı´ho nova´
spojenı´ a z procesu˚ podrˇı´zeny´ch, ktere´ tato spojenı´ pote´ zpracova´vajı´ a obsluhujı´. Dı´ky
veˇtsˇı´mu mnozˇstvı´ procesu˚ jsou obvykle operace I/O blokujı´cı´.
Mı´sto procesu˚ mu˚zˇou by´t pouzˇı´va´na i vla´kna ve stejne´m vztahu jako zmı´neˇne´ procesy,
ale z du˚vodu˚ veˇtsˇı´ obecnosti zde bude pouzˇı´va´no termı´nu˚ proces a podproces. Vytva´rˇenı´
obsluzˇny´ch podprocesu˚ lze rozdeˇlit na dveˇ kategorie:
• Proces na pozˇa´da´nı´ - on-demand: novy´ podproces je vytvorˇen pokazˇde´, kdyzˇ je
prˇijato nove´ spojenı´, ktere´ je tı´mto procesem pote´ obsluhova´no. Prˇi velke´m pocˇtu
soubeˇzˇny´ch spojenı´ mu˚zˇe zpu˚sobit proble´my popisovane´ v jiny´ch kapitola´ch.
• Kolekce vytvorˇeny´ch procesu˚ - pre-forked: aplikace vytvorˇı´ neˇkolik procesu˚ (sys-
te´m je obecneˇ nazy´va´n pooling) a v prˇı´padeˇ prˇijetı´ nove´ho spojenı´ je toto obslouzˇeno
neˇktery´m z vytvorˇeny´ch procesu˚. Takovy´ syste´m sice eliminuje nevy´hody prˇedcho-
zı´ho zpu˚sobu v podobeˇ velke´ho mnozˇstvı´ procesu˚, ale sa´m obsahuje nedostatky, z
nichzˇ lze zde uve´st naprˇı´klad velke´ vyuzˇitı´ pameˇti v prˇı´padeˇ male´ za´teˇzˇe. S tı´mto
zpu˚sobem se lze setkat trˇeba u FTPD1 nebo u modifikace phttpd2.
2.2 Uda´lostmi rˇı´zena´ architektura
Oproti prˇechozı´mu zpu˚sobu zde figuruje jen jeden proces, ktery´ prˇijı´ma´ a obsluhuje
vesˇkera´ prˇipojenı´. I/O operace jsou v te´to architekturˇe neblokujı´cı´. Pro sledova´nı´ uda´lostı´
nastaly´ch na prˇijaty´ch spojenı´ch je pouzˇit jeden z neˇkolika syste´mu˚ za´visly´ch na pouzˇite´
platformeˇ. Popisem teˇchto syste´mu˚ se zaby´va´ neˇkolik kapitol te´to pra´ce.
Tato architektura vyuzˇı´va´ hlavneˇ trˇı´ typu˚, jejichzˇ podrobneˇjsˇı´m vysveˇtlenı´m se zaby´va´
jedna z na´sledujı´cı´ch kapitol. Jedna´ se o:
1http://www.pureftpd.org/project/pure-ftpd
2http://freecode.com/projects/phttpd
9• uda´lost na spojenı´ je hla´sˇena pokazˇde´, kdyzˇ jsou dostupna´ data – u´rovnˇove´ hla´sˇenı´,
• uda´lost na spojenı´ je hla´sˇena jen jednou a pote´ azˇ po zmeˇneˇ stavu – hranove´ hla´sˇenı´,
• pouzˇı´va´nı´ asynchronnı´ho I/O.
Vyuzˇitı´ nacha´zı´ u thttpd3, userver4 nebo ribs25.
2.3 Kombinace obou prˇedchozı´ch architektur
Poslednı´ architektura kombinuje prvkyobouzmı´neˇny´ch ve vı´cemozˇny´ch variacı´ch. Tento
zpu˚sob je nejvy´hodneˇjsˇı´ a nejpouzˇı´vaneˇjsˇı´ pro servery s velky´m pocˇtem spojenı´. S tı´mto
pouzˇitı´m se lze naprˇı´klad setkat v modulech http serveru˚ Apache[34] cˇi Nginx6.
2.4 Server v ja´drˇe syste´mu
Dalsˇı´m mozˇny´m typem architektury je ne moc rozsˇı´rˇeny´ zpu˚sob implementace serveru
prˇı´mo v ja´dru operacˇnı´ho syste´mu. Takovy´ zpu˚sob mu˚zˇe poskytovat urcˇite´ vy´hody, co se
ty´cˇe naprˇı´klad rychlosti prˇenosu dat z disku prˇı´mo do sı´teˇ cˇi zpracova´nı´ pozˇadavku˚ od
prˇijaty´ch spojenı´. Existujı´ zde ale neopomenutelne´ nevy´hody:
• proble´my s prˇenositelnostı´ mezi ru˚zny´mi typy a verzemi jader,
• v prˇı´padeˇ proble´mu a pa´du takove´ho serveru mu˚zˇe by´t ohrozˇen cely´ operacˇnı´
syste´m,
• bezpecˇnostnı´ politika – kazˇdy´ proces ja´dra nema´ omezena´ privilegia[23]
Mezi nejzna´meˇjsˇı´ patrˇı´ pod platformou Linux servery khttpd7 a TUX8.
3http://www.acme.com/software/thttpd/
4http://userver.uwaterloo.ca/
5https://github.com/Adaptv/ribs2
6http://nginx.org/
7http://www.fenrus.demon.nl
8http://www.stllinux.org/meeting notes/2001/0719/tux/index.html1
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3 Notifikacˇnı´ syste´my
V prˇedchozı´ kapitole byly zmı´neˇny syste´my pro sledova´nı´ asynchronnı´ch uda´lostı´. Jeli-
kozˇ jich existuje veˇtsˇı´ mnozˇstvı´, je v te´to pra´ci pro ty nejdu˚lezˇiteˇjsˇı´ z nich vlastnı´ kapitola
zaby´vajı´cı´ se principem, pouzˇitelnostı´, implementacˇnı´mi detaily a i celkovy´m zhodnoce-
nı´m a porovna´nı´m s ostatnı´mi notifikacˇnı´mi zpu˚soby. Vzhledem k tomu, zˇe veˇtsˇı´ cˇa´st z
nich je vyuzˇitelna´ pod platformou Linux, tak pokud nebude rˇecˇeno jinak, popis a pouzˇitı´
se bude ty´kat te´to platformy. Take´ pouzˇite´ funkce budou popsa´ny pro jazyk C. V textu
je da´le zmı´neˇno veˇtsˇı´ mnozˇstvı´ syste´movy´ch vola´nı´ a funkcı´. V neˇktery´ch prˇı´padech je
k dane´ funkci i podrobneˇjsˇı´ popis a o ostatnı´ch lze zı´skat dalsˇı´ informace v prˇı´slusˇne´
dokumentaci [24] [25].
Vy´cˇet vsˇech popsany´ch syste´mu˚ jisteˇ nebude zcela kompletnı´ a existujı´ dalsˇı´ mozˇnosti,
ktere´ jsou veˇtsˇinou uzpu˚sobeny jen pro konkre´tnı´ platformu. Na Solaris/HPUX lze trˇeba
pouzˇı´t syste´m /dev/poll a pro AIX se nabı´zı´ Event completion nebo pollset.
V jednotlivy´ch kapitola´ch jsou popsa´ny tyto syste´my:
• select()
• poll()
• epoll()
• kqueue()
• vla´kna
• fork()
• RT signa´ly
• IOCP
3.1 Frameworky
Aby byl usnadneˇn vy´voj serverovy´ch aplikacı´ a prˇedesˇlo se redundantnı´mu rˇesˇenı´ zna´-
my´ch proble´mu˚, je mozˇno pouzˇı´t neˇktere´ z dostupny´ch frameworku˚. V jejich implemen-
tacı´ch lze nale´zt jizˇ vyrˇesˇene´ a ihned pouzˇitelne´ neˇktere´ z typu˚ architektur cˇi strategiı´
popsany´ch v te´to pra´ci. Jedna´ se naprˇı´klad o:
• ACE: obsahuje objektoveˇ orientovanou implementaci neˇktery´ch strategiı´, nabı´zı´
velke´ mnozˇstvı´ voleb pro neblokujı´cı´ I/O9;
• ASIO: oproti prˇedchozı´mu obsahuje neˇkolik dalsˇı´ch voleb a je soucˇa´stı´ knihovny
Boost10;
9http://www.cs.wustl.edu/ schmidt/ACE.html
10https://www.asio.gov.au/Publications/ASIO-People-Capability-Framework.html
11
• libevent: multiplatformnı´, podpora vsˇech peˇti zde popsany´ch notifikacˇnı´ch sys-
te´mu˚, podpora vla´ken. Vyuzˇı´va´n naprˇı´klad v aplikacı´ch Chromium, Tor cˇi ntpd11;
• libev – vylepsˇenı´ libevent12.
11http://libevent.org
12http://software.schmorp.de/pkg/libev.html
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4 Select
Nejstarsˇı´m notifikacˇnı´m syste´m popisovany´m v te´to pra´ci je mechanismus select(), ktery´
je jako jediny´ prˇenositelny´ mezi platformami UNIX, Linux a Windows. Ze za´kladnı´ho
principu funkcˇnosti syste´mu select() byly pozdeˇji odvozeny dalsˇı´ notifikacˇnı´ syste´my
zminˇovane´ v te´to pra´ci. Prvnı´ implementace se objevila v srpnu 1983 na platformeˇ 4.2BSD
Unix.
4.1 Princip
Za´kladnı´m prˇedpokladem pro pouzˇı´va´nı´ select() v uzˇivatelske´m procesu je mı´t jeden cˇi
vı´ce deskriptoru˚ pro sledova´nı´. Cˇı´sla teˇchto deskriptoru˚ je pote´ potrˇeba pomocı´ makra
FD SET prˇidat do specia´lnı´ho vektoru, ktery´ je zastupova´n strukturou fd set. Struktura
samotna´ma´ podobu bitove´masky, kde jsou prˇi prˇida´va´nı´ deskriptoru˚ pomocı´ zmı´neˇne´ho
makra nastaveny bity pro jednotlive´ deskriptory.
Funkci select()mu˚zˇou by´t prˇeda´ny celkem trˇi tyto vektory:
• vektor pro cˇtenı´: nastavuje se pro deskriptory, na ktery´ch ma´ by´t prova´deˇno sledo-
va´nı´, zda jsou data dostupna´ ke cˇtenı´;
• vektor pro za´pis: prova´dı´ se sledova´nı´, zda je mozˇno do deskriptoru˚ zapisovat;
• vektor pro vy´jimky: prova´dı´ se sledova´nı´, zda na deskriptorech nenastaly specia´lnı´
vy´jimky nebo chybove´ stavy.
Po prˇeda´nı´ vektoru˚ funkci select() je prova´deˇno sledova´nı´, zda na neˇktere´m ze sledova-
ny´ch deskriptoru˚ nenastala uda´lost. V prˇı´padeˇ zˇe ano, je vola´nı´ funkce ukoncˇeno a jejı´
na´vratovou hodnotou je celkovy´ pocˇet nastaly´ch uda´lostı´.
Vola´nı´ funkce mu˚zˇe by´t ukoncˇeno dveˇma zpu˚soby:
• ukoncˇenı´ po vyvola´nı´ jedne´ cˇi vı´ce sledovany´ch uda´lostı´,
• ukoncˇenı´ po specifikovane´m cˇasove´m limitu.
Po na´vratu z funkce uzˇivatelsky´ proces projde vsˇechny sledovane´ deskriptory a pomocı´
makra FD ISSET, kde parametry jsou deskriptor a prˇı´slusˇny´ vektor, zjisˇt’uje, zda na tomto
deskriptoru nenastala sledovana´ uda´lost. Pokud ano, je uzˇivatelsky´ proces zodpoveˇdny´
za zpracova´nı´ a obsluhu te´to uda´losti.
int select( int n, fd set ∗readfds, fd set ∗writefds , fd set ∗exceptfds, struct timeval ∗timeout);
Vy´pis 1: Funkce select()
Kromeˇ jizˇ zmı´neˇny´ch parametru˚ musı´ by´t funkci select() prˇeda´no jesˇteˇ nejvysˇsˇı´ cˇı´slo
sledovane´ho deskriptoru + 1, jenzˇ znacˇı´ velikost prˇeda´vane´ho bitove´ho vektoru. Cˇasovy´
limit je prˇeda´va´m pomocı´ struktury timeval, ktera´ obsahuje dveˇ hodnoty, jezˇ majı´ datovy´
typ long – prvnı´ z nich jsou sekundy a druhe´ mikrosekundy. Dı´ky te´to strukturˇe je tedy
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mozˇne´ velmi prˇesneˇ specifikovat cˇas, po jaky´ ma´ funkce select() cˇekat na nastale´ uda´losti.
Pokud je cˇasovy´ limit vyuzˇit, funkce prˇedanou cˇasovou hodnotu aktualizuje, a tı´m odecˇte
cˇas, ktery´ ubeˇhl od nastale´ uda´losti. Lze toho vyuzˇı´t naprˇı´klad k postupne´mu cˇeka´nı´, ale
tato vlastnost je dostupna´ jen pro platformu Linux.
Lze se setkat i s takovy´m zpu˚sobem uzˇitı´ cˇasove´ho parametru, kde funkci jsou prˇeda´ny
nulove´ parametry a je nastavena jen cˇasova´ hodnotapro cˇeka´nı´ – jedna´ se tedy jednoduchy´
zpu˚sob na uspa´nı´ programu po potrˇebnou dobu. Toto sice umozˇnˇuje standardnı´ funkce
sleep(), ale v nı´ nenı´ mozˇno pouzˇı´t azˇ tak jemne´ho cˇasove´ho rozlisˇenı´ jako v prˇı´padeˇ
struktury timeval. Lze ale pouzˇı´t funkce usleep(), ktera´ jako svu˚j parametr ma´ hodnotu v
mikrosekunda´ch – nenı´ vsˇak dostupna´ pro vsˇechny platformy[26].
struct fd set {
u int fd count;
SOCKET fd array[FD SETSIZE];
} fd set ;
Vy´pis 2: Struktura fd set
Pro vola´nı´ funkce select()mu˚zˇou by´t pouzˇity i nulove´ parametry vektoru˚ v prˇı´padeˇ, zˇe
uzˇivatelsky´ proces potrˇebuje sledovat jen neˇktere´ z mozˇny´ch nastaly´ch uda´lostı´. Pokud
je cˇasovy´ parametr nulovy´, funkce skoncˇı´ sve´ vola´nı´ azˇ po obdrzˇenı´ neˇjake´ uda´losti. Lze
vyuzˇı´t nastavenı´ obou timeval() prvku˚ na 0, cozˇ zaprˇı´cˇinı´ okamzˇity´ na´vrat z funkce po
prvnı´m zjisˇteˇnı´ uda´lostı´.
4.2 Na´vratove´ hodnoty select( )
Na´vratova´ hodnota u select() tvorˇı´ pocˇet nastaly´ch uda´lostı´ – toto cˇı´slo je kladne´. Na-
vra´cena mu˚zˇe by´t i 0 v prˇı´padeˇ, zˇe vyprsˇela zvolena´ doba sledova´nı´ a nenastala zˇa´dna´
uda´lost. V prˇı´padeˇ chyby je na´vratovou hodnotou -1 a je nastavena prˇı´slusˇna´ hodnota do
errno, ktera´ odpovı´da´ vyvolane´ chybeˇ. Mu˚zˇe se jednat o:
• EBADF: pouzˇitı´ neplatne´ho deskriptoru v jednom z vektoru˚,
• EINTR: funkce byla prˇerusˇena signa´lem,
• ENOMEM: nelze akolovat pameˇt’pro vnitrˇnı´ struktury.
4.3 U´rovnˇove´ hla´sˇenı´
Funkce select() hla´sı´ nastale´ uda´losti u´rovnˇoveˇ. Tento zpu˚sob znamena´, zˇe uda´lost bude
hla´sˇena do te´ doby, dokud na ni nebude patrˇicˇneˇ reagova´no (typicky nebudou prˇecˇtena
vsˇechna data ze socketu). V jiny´ch notifikacˇnı´ch syste´mech je mozˇno uda´losti hla´sit i
hranoveˇ viz kapitola o syste´mu epoll().
4.4 Prˇida´nı´ a odstraneˇnı´ sledovany´ch uda´lostı´
Vytvorˇenı´ sledova´nı´ probı´ha´ na´sledovneˇ:
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• je vytvorˇen jeden cˇi vı´ce vektoru˚ pro sledova´nı´ uda´lostı´ zastupovany´ strukturou
fd set (da´le fds),
• fds je vynulova´n pomocı´ makra FD ZERO,
• sledovany´ deskriptor (fd) je prˇida´n do fds pomocı´ makra FD SET,
• je vola´na funkce select(),
• po ukoncˇenı´ funkce je zkontrolova´no, zda na sledovane´m deskriptoru byla uda´lost
vyvola´na pomocı´ makra FD ISSET a pokud ano, je na ni reagova´no,
• pokud je po tomto kroku opeˇt vola´na funkce select(), postup je identicky´.
Vsˇe lze demonstrovat na jednoduche´m prˇı´kladu, jenzˇ se nacha´zı´ v za´veˇrecˇne´ prˇı´loze te´to
pra´ce. Jak lze z neˇj videˇt videˇt, musı´ by´t prˇi kazˇde´m vola´nı´ select() vynulova´n vektor
fds a znovu nastaveny potrˇebne´ deskriptory pro sledova´nı´. Du˚vodem je zde totizˇ zmeˇna
pu˚vodnı´ho vektoru prˇi vyvolane´ uda´losti. Tento zpu˚sob tedy zaprˇı´cˇinˇuje neusta´le´ ko-
pı´rova´nı´ dat mezi uzˇivatelsky´m a ja´drovy´m prostorem, cozˇ snizˇuje efektivitu a vy´kon
aplikace.
Mozˇny´m zpu˚sobem urychlenı´ je mı´t vytvorˇeny´ hlavnı´ nemeˇnny´ vektor sledovany´ch
deskriptoru˚ a prˇi kazˇde´m dalsˇı´m vola´nı´ select() prˇeda´vat pouze jeho kopii. Je tı´m reduko-
va´no neusta´le vola´nı´ makra FD SET pro registraci deskriptoru˚. Pro odstraneˇnı´ deskrip-
toru z vektoru slouzˇı´ makro FD CLR a pro kopı´rova´nı´ deskriptoru˚ mezi jednotlivy´mi
vektory lze vyuzˇı´t FD COPY. Toto makro je mozˇno vyuzˇı´t jen na platformeˇ BSD.[2]
4.5 Vyuzˇitı´ signa´lu˚
V ra´mci tohoto rozhranı´ je poskytova´na i funkce pselect(), ktera´ funguje stejneˇ jako select(),
ale lisˇı´ se v neˇkolika vlastnostech:
• lze dı´ky nı´ nastavit blokova´nı´ signa´lu˚ pro dobu jejı´ho vola´nı´,
• pouzˇı´va´ jako cˇasovou hodnotu strukturu timespec,
• neaktualizuje prˇedanou cˇasovou hodnotu.
Funkce select() v prˇı´padeˇ, zˇe je uzˇivatelsky´m procesem zachycen signa´l, prˇerusˇı´ sve´
vykona´va´nı´, jejı´ na´vratovou hodnotou je 1 a errno je nastaveno na EINTR, ktera´ znacˇı´
prˇerusˇene´ syste´move´ vola´nı´. Toto chova´nı´ nenı´ moc zvla´sˇtnı´ a je pouzˇı´va´no ve vı´ce syste´-
movy´ch funkcı´ch.Vprˇı´padeˇ aplikacepouzˇı´vajı´cı´ odchyta´va´nı´ signa´lu˚ a za´rovenˇ sledova´nı´
uda´lostı´ pomocı´ select() mu˚zˇe nastat proble´m soubeˇhu, ktere´mu ale lze prˇedejı´t pomoci
vlastnostı´ funkce pselect().
Jako modelovou situaci lze uve´st prˇı´klad, kdy je pouzˇı´va´n deskriptor pro komunikaci s
podrˇı´zeny´m procesem a je pouzˇito jen sledova´nı´ pro data ke cˇtenı´. V prˇı´padeˇ ukoncˇenı´
podrˇı´zene´ procesu by byl vyvola´n signa´l SIGCHLD a probeˇhlo by jeho odchycenı´ rodicˇov-
sky´m procesem pomocı´ obsluzˇne´ funkce. Funkce by nastavila promeˇnnou znacˇı´cı´, zˇe byl
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• ? ? ? ? ? .. ?
vektor fd set fds
• 0 0 0 0 0 .. 0
vynulova´nı´ fds pomocı´ makra FD ZERO(&fds)
• 0 1 0 0 0 .. 0
nastavenı´ sledova´nı´ deskriptoru 1 pomocı´ makra FD SET(1, &fds)
• 0 1 0 1 0 .. 0
nastavenı´ sledova´nı´ deskriptoru 3 pomocı´ makra FD SET(3, &fds)
• 0 0 0 1 0 .. 0
stav vektoru prˇi na´vratu z funkce select(4, &fds, NULL, NULL, NULL) prˇi
nastale´ uda´losti na deskriptoru 3
Tabulka 1: Nastavenı´ bitu˚ ve vektoru pro funkci select()[14]
podrˇı´zeny´ proces ukoncˇen a ma´ by´t ukoncˇen i proces rodicˇovsky´. Kontrola parametru
by se provedla prˇed provedenı´m funkce select(). Tato cˇa´st by se mohlo sta´t kritickou v
prˇı´padeˇ, zˇe by byl signa´l dorucˇen v mı´steˇ, kde byla provedena kontrola parametru, ale
jesˇteˇ nebyla vola´na funkce select() s nenastavenou maxima´lnı´ dobou cˇeka´nı´ na uda´losti.
V tomto prˇı´padeˇ by tedy funkce cˇekala nekonecˇneˇ dlouho, cˇı´mzˇ by byl chod programu
nena´vratneˇ zablokova´n[27].
Rˇesˇenı´m je pouzˇitı´ blokova´nı´ signa´lu˚ v hlavnı´ smycˇce, ve ktere´ je cˇeka´no na uda´losti a
take´ pouzˇitı´ pselect() spolecˇneˇ s dodatecˇny´m parametrem znacˇı´cı´ masku signa´lu˚ bloko-
vany´ch po dobu vykona´va´nı´ te´to funkce. Po dokoncˇenı´ funkce pselect() prˇestanou by´t
signa´ly blokova´ny a dojde k jejich okamzˇite´mu obslouzˇenı´ a mu˚zˇe by´t tedy po tomto
na´vratu hned provedena kontrola na parametr znacˇı´cı´ ukoncˇenı´. Blokova´nı´ signa´lu˚ mu˚zˇe
by´t vyuzˇito i v jiny´ch prˇı´padech 13 – toto za´visı´ na konkre´tnı´ implementaci uzˇivatelske´ho
procesu.
4.6 Limit pro pocˇet deskriptoru˚
Funkce select() je limitova´na pocˇtem mozˇny´ch sledovany´ch deskriptoru˚ v ra´mci struk-
tury fd set. Hornı´ hranicı´ je v tomto prˇı´padeˇ hodnota konstanty FD SETSIZE, jenzˇ ma´
hodnotu 1024. Tudı´zˇ nemu˚zˇe by´t do te´to struktury prˇida´n deskriptor s cˇı´slem veˇtsˇı´m, nezˇ
13Diskuze prˇi zavedenı´ pselect() - https://lwn.net/Articles/176911/
16
je uvedena´ hodnota. Na ru˚zny´ch platforma´ch nenı´ po urcˇite´m nastavenı´ nijak omezen
pocˇet a maxima´lnı´ hodnota pouzˇı´vany´ch deskriptoru˚, ale uzˇitı´ select() je vzˇdy limitova´no
hodnotou FD SETSIZE.
4.7 Sledovane´ deskriptory
Funkce select() byla prˇi sve´ implementaci urcˇena prima´rneˇ pro sledova´nı´ deskriptoru˚
socketu˚ nebo rour, ale v pru˚beˇhu let vznikly nejenom na linuxove´ platformeˇ dalsˇı´ funkce,
pomocı´ ktery´ch lze sledovat i dalsˇı´ typy deskriptoru˚. Teˇmto funkcı´m je veˇnova´na cˇa´st v
kapitole pojedna´vajı´cı´ o epoll().
4.8 Implementace
V te´to cˇa´sti, zaby´vajı´cı´ se vnitrˇnı´ implementacı´ select(), bude popsa´n zpu˚sob, ktery´ je
pouzˇı´va´n na platformeˇ Linux. Pro ostatnı´ platformy se ale tento syste´m moc nelisˇı´ a
za´kladnı´ mysˇlenka zu˚sta´va´ stejna´.
Kazˇdy´ socket nebo obecneˇ kazˇdy´ file deskriptor, ktery´ mu˚zˇe by´t pouzˇit pro sledova´nı´
uda´lostı´ pomocı´ select(), obsahuje strukturuwait queue head t (da´lewqh), ve ktere´ je ulozˇen
seznam vsˇech cˇekatelu˚ na neˇjakou uda´lost na tomto deskriptoru. V prˇı´padeˇ vyvola´nı´
uda´losti deskriptor procha´zı´ cely´ prˇipojeny´ seznam a upozornˇuje na uda´lost definovanou
funkcı´.
Funkce select() prˇi sve´m spusˇteˇnı´ nejprve zkopı´ruje do prostoru ja´dra vsˇechny vektory
deskriptoru˚ prˇedany´ch jako parametr, ve funkci max select fd zjistı´ nejvysˇsˇı´ sledovany´
deskriptor a pote´ pomocı´ do select() je postupneˇ procha´zı´ a pro kazˇdy´ z nich vykona´va´
tyto dveˇ akce:
• prˇida´ za´znam do wqh seznamu pro dany´ deskriptor,
• vra´tı´ seznam uda´lostı´, ktere´ jsou vyvola´ny pro tento deskriptor (zjisˇteˇnı´ uda´lostı´ je
veˇnova´n popis nı´zˇe).
Jestlizˇe byla na jednom cˇi vı´ce deskriptorech nalezena uda´lost odpovı´dajı´cı´ te´, ktere´ je
nastavena v jednom z vektoru˚ pro sledova´nı´, je pote´ v tomto vektoru nastaven odpovı´da-
jı´cı´ bit pro deskriptor. Po projetı´ cele´ho seznamu je v prˇı´padeˇ neˇjaky´ch nastaly´ch uda´lostı´
funkce okamzˇiteˇ ukoncˇena. Pokud tomu tak nenı´, je zkontrolova´no, zda nebylo dosa-
zˇeno cˇasove´ho limitu specifikovane´ho parametrem timeout. V prˇı´padeˇ zˇe ano, je funkce
ukoncˇena. Jinak je uspa´n azˇ do dosazˇenı´ tohoto limitu. V prˇı´padeˇ, zˇe prˇed vyprsˇenı´m
te´to lhu˚ty nastane neˇjaka´ uda´lost na jednom z deskriptoru˚, je probuzeno uvnitrˇ select(), je
znovu projet cely´ seznam sledovany´ch deskriptoru˚, nastaveny bity a funkce koncˇı´.
Z du˚vodu˚ korektnosti je v pru˚beˇhu cele´ho vykona´va´nı´ udrzˇova´n seznam vsˇech prˇida-
ny´ch za´znamu˚ do seznamu wqh pro vsˇechny deskriptory, jelikozˇ prˇed svy´m ukoncˇenı´m
musı´ funkce select() vsˇechny tyto za´znamy postupneˇ odstranit. Samotne´ za´znamy jsou
ukla´da´ny do struktury poll table[31].
Jak je videˇt, nejvı´ce cˇasu funkci zabere procha´zenı´ vsˇech deskriptoru˚. Proto byly pro-
vedeny pokusy o redukci a zrychlenı´ procha´zenı´ jednotlivy´ch deskriptoru˚[7] [9], ktere´
dosa´hly lepsˇı´ch vy´sledku˚ nezˇ pu˚vodnı´ implementace.
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4.8.1 Zjisˇteˇnı´ sledovany´ch uda´lostı´ na deskriptorech
V te´to cˇa´sti je popsa´n vnitrˇnı´ zpu˚sob sledova´nı´ uda´lostı´, ktery´ je spolecˇny´ pro zde zminˇo-
vane´ notifikacˇnı´ syste´my. Je zde tedy popsa´n jen jednou a v na´sledujı´cı´ch kapitola´ch
zaby´vajı´cı´ch se funkcemi poll() a epoll() na neˇj bude v prˇı´slusˇny´ch sekcı´ch odkazova´no.
Aby mohly by´t deskriptory cˇi obecneˇ zarˇı´zenı´ sledova´ny pomocı´ notifikacˇnı´ch syste´mu˚,
musı´ mı´t naimplementova´nu funkci, jejı´zˇ prototyp vypada´ na´sledovneˇ:
unsigned int (*poll) (struct file *filp, poll table *wait);
Tato metoda je pote´ vola´na pokazˇde´, kdy uzˇivatelsky´ proces spustı´ zjisˇt’ova´nı´ uda´lostı´
pomocı´ neˇjake´ho z nabı´zeny´ch notifikacˇnı´ch syste´mu˚.
Metoda se skla´da´ ze dvou cˇa´stı´:
• vola´nı´m funkce poll wait je zjisˇt’ova´n aktua´lnı´ status zarˇı´zenı´,
• je vra´cena bitova´ maska popisujı´cı´ mozˇne´ operace proveditelne´ okamzˇiteˇ na dane´m
zarˇı´zenı´.
Obeˇ dveˇ tyto operace jsou obvykle velmi jednoduche´ a vypadajı´ velmi podobneˇ na
vı´ce zarˇı´zenı´ch. Vycha´zı´ se ale z prˇedpokladu, zˇe pouze dane´ zarˇı´zenı´ mu˚zˇe poskytnout
informace o sve´m stavu, a proto musı´ by´t provedena specia´lnı´ implementace te´to funkce
na kazˇde´m z nich. Bitova´ maska se mu˚zˇe skla´dat z vı´ce typu˚ uda´lostı´ a jejich kompletnı´
popis bude na´sledovat v kapitole popisujı´cı´ syste´my poll() a epoll(), jelikozˇ ty je oproti
select()mohou vsˇechny (v prˇı´padeˇ poll() jen neˇktere´) zpracova´vat.
Druhy´ parametr funkce poll, struktura poll table, je pouzˇı´va´na v ra´mci ja´dra pro vola´nı´
funkcı´ select(), poll() a epoll() - jsou do nı´ ukla´da´ny za´znamy o tom, na jaky´ch zarˇı´zenı´
je sledova´na aktivita. Jejı´ deklarace je v hlavicˇkove´m souboru linux/poll.h a musı´ by´t
vlozˇena do zdrojove´ho ko´du kazˇde´ho zarˇı´zenı´. Struktura obsahuje seznam za´znamu˚
reprezentovany´ strukturami poll table entry, ktere´ se navı´c skla´dajı´ ze struktury file –
oznacˇenı´ pro konkre´tnı´ sledovane´ zarˇı´zenı´, a z ukazatele na wait queue head t. Samotne´
zarˇı´zenı´ s touto strukturou manipuluje jedineˇ pomocı´ vola´nı´ funkce
void poll wait (struct file *, wait queue head t *, poll table *),
ktera´ do poll table prˇida´ za´znam wait queue head t ze zarˇı´zenı´, ktere´ ji volalo. Zajı´mavou
vlastnostı´ implementace poll je i situace, kdy byly hodnoty pro timeval() strukturu nasta-
veny na 0. V tomto prˇı´padeˇ je poll table nastavena na NULL a nejsou vytva´rˇeny jednotlive´
za´znamywait queue head t u zarˇı´zenı´. A to jednodusˇe z du˚vodu, zˇe funkce zjisˇt’uje nastale´
uda´losti jednora´zoveˇ a po tomto prvnı´m zjisˇteˇnı´ bude ukoncˇena a nebude tedy mozˇne´
cˇekat na neˇjakou nastalou uda´lost pro sledovane´ zarˇı´zenı´.[31]. Vazby mezi jednotlivy´mi
strukturami jsou le´pe viditelne´ na na´sledujı´cı´m obra´zku zachycujı´cı´m proces s jednı´m a
dveˇma sledovany´mi zarˇı´zenı´mi.
4.9 Zhodnocenı´
Hlavnı´ vy´hodou te´to funkce je jejı´ prˇenositelnost mezi vı´ce platformami bez pouzˇitı´
rozsa´hly´ch u´prav, cozˇ mu˚zˇe by´t v ru˚zny´ch typech aplikacı´ velmi vy´hodne´. Dalsˇı´m zajı´-
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Obra´zek 1: Struktury pro sledova´nı´ uda´lostı´
mavy´m bodem je jednoduche´ API. Nevy´hod je ale veˇtsˇı´ pocˇet a veˇtsˇina z nich zde byla
zmı´neˇna – kopı´rova´nı´ dat mezi uzˇivatelsky´m a kernelovy´m prostorem a omezenı´ co se
ty´cˇe maxima´lnı´ho pocˇtu deskriptoru˚. Take´ je velmi nevy´hodny´m faktem nutnost prˇi kazˇ-
de´m vola´nı´ select() procha´zet vsˇechny sledovane´ deskriptory a zjisˇt’ovat, zda na neˇktere´m
nenastala uda´lost. Cozˇ v prˇı´padeˇ, zˇe jsou pouzˇity vsˇechny trˇi vektory, mu˚zˇe by´t na´rocˇne´
na vy´kon – slozˇitost takove´ho postupu je O(N*3). Lze to ale eliminovat pomocı´ porovna´-
va´nı´ na´vratove´ hodnoty funkce select(), ktera´ uda´va´ pocˇet nastaly´ch uda´lostı´, s pocˇtem
jizˇ nalezeny´ch a obslouzˇeny´ch operacı´. Vzhledem k tomu, zˇe je zde ale maxima´lnı´ pocˇet
deskriptoru˚ striktneˇ limitova´n, nenı´ tedy tato vlastnost tou nejhorsˇı´.
Omezujı´cı´ mu˚zˇe by´t i mala´ sˇka´lovatelnost nastaly´ch uda´lostı´, jelikozˇ jde vyuzˇı´vat jen trˇı´
vektoru˚ pro cˇtenı´, za´pis a vy´jimky. Poslednı´ nevy´hodou vyply´vajı´cı´ ze samotne´ imple-
mentace je slozˇitost O(N) kdy N je pocˇet sledovany´ch deskriptoru˚ ve vektoru.
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5 Poll
Kvu˚li nedostatku˚m funkce select() byl navrzˇen a naimplementova´n novy´ syste´m poll(),
ktery´ tyto slabe´ stra´nky do urcˇite´ mı´ry eliminuje. Syste´m byl nasazen poprve´ v syste´mu
SRV3 Unix vydane´ v roce 1986 a na platformeˇ Linux se objevil ve verzi 2.1.23 v roce
1997. Oproti funkci select() ale nenı´ tento syste´m prˇenositelny´ mezi tolika platformami.
Na´sledujı´cı´ popis bude opeˇt veˇnova´n hlavneˇ pouzˇitı´ a implementacı´m v Linuxu.
5.1 Princip
Za´kladnı´ princip se oproti funkci select() v mnohe´m nelisˇı´. Dı´ky eliminaci zmı´neˇny´ch ne-
vy´hod jsou zmeˇneˇny struktury pro nastavova´nı´ sledovany´ch uda´lostı´, a tı´m je tedy nutno
prˇi pouzˇı´va´nı´ poll() vytva´rˇet specia´lnı´ datove´ struktury pro kazˇdy´ sledovany´ deskriptor
a jinak s nimi manipulovat.
Za´kladem je zde struktura pollfd, ktera´ obsahuje tyto atributy:
• fd – file deskriptor sledovane´ uda´losti,
• events – maska uda´lostı´ jenzˇ majı´ by´t pro dany´ deskriptor sledova´ny,
• erevents – maska jizˇ vyvolany´ch uda´lostı´.
struct pollfd {
int fd ;
short events;
short revents;
};
Vy´pis 3: Struktura pollfd
Pro kazˇdy´ deskriptor musı´ by´t vytvorˇena tato struktura a nastaveny sledovane´ uda´-
losti. Pote´ je vola´na funkce poll() (nejedna´ se ale o funkci se stejny´m na´zvem, kterou
pouzˇı´va´ kazˇde´ zarˇı´zenı´ podporujı´cı´ notifikacˇnı´ syste´my, viz kapitola o Zjisˇteˇnı´ sledova-
ny´ch uda´lostı´), jejı´mzˇ prvnı´m parametrem je celkovy´ pocˇet uda´lostı´, ukazatel na pole
struktur pollfd() a jako trˇetı´ je nastavena maxima´lnı´ cˇasova´ hodnota, po jakou se ma´ pro-
va´deˇt sledova´nı´. Dı´ky tomu, zˇe je parametrem pole sledovany´ch uda´lostı´ a ne velikostneˇ
omezeny´ vektor jako u select(), nenı´ tedy nijak limitova´n maxima´lnı´ pocˇet sledovatelny´ch
aplikacı´ prˇi pouzˇı´va´nı´ poll()[28].
int poll ( struct pollfd ∗fds, nfds t nfds, int timeout);
Vy´pis 4: Funkce poll()
Limity mu˚zˇou by´t jedineˇ syste´move´ho typu jako trˇeba nastaveny´ maxima´lnı´ pocˇet
pouzˇı´vany´ch file deskriptoru˚ v ra´mci jednoho uzˇivatelske´ho procesu nebo limit celko-
ve´ho mozˇne´ho pouzˇitı´ pameˇti. Jak si lze vsˇimnout, datovy´m typem parametru po maxi-
ma´lnı´ cˇasovou hodnotu cˇeka´nı´ na uda´lost zde jizˇ nenı´ struktura timeval, ale int nastavujı´cı´
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dobu cˇeka´nı´ v milisekunda´ch.
Po sve´m spusˇteˇnı´ funkce kontroluje sledovane´ deskriptory, a jestlizˇe zjistı´ nastalou uda´-
lost, v patrˇicˇne´ pollfd strukturˇe nastavı´ parametr revents na bitovou hodnotu te´to uda´losti.
V prˇı´padeˇ, zˇe je na jednom deskriptoru vı´ce uda´lostı´, jsou jejich hodnoty sloucˇeny do
jedne´. Na´vratovou hodnotou funkce je celkovy´ pocˇet deskriptoru˚, na ktery´ch nastala
jedna cˇi vı´ce sledovany´ch uda´lostı´ a v prˇı´padeˇ chyby je nastavena za´porna´ hodnota.
Jakmile je funkce ukoncˇena, uzˇivatelsky´ proces cyklicky projde vsˇechny struktury pollfd
a pomocı´ masky nastaly´ch je kontrolova´no, o jakou uda´lost se jedna´ a podle toho je na ni
patrˇicˇneˇ reagova´no.
5.2 Na´vratove´ hodnoty poll()
Opeˇt jako u select() znacˇı´ kladna´ na´vratova´ hodnota pocˇet deskriptoru˚ s nastalou uda´lostı´,
0 zˇa´dnou uda´lost a -1 chybu. Typy errno jsou zde:
• EFAULT: neplatny´ parametr fds,
• EINTR: vykona´va´nı´ bylo prˇerusˇeno signa´lem,
• EINVAL: parametr nfds prˇekrocˇil limit RLIMIT NOFILE znacˇı´cı´ maxima´lnı´ mozˇny´
otevrˇeny´ pocˇet deskriptoru˚ pro proces,
• ENOMEN: nelze alokovat pameˇt’pro vnitrˇnı´ struktury[28].
5.3 Masky uda´lostı´
Nedostatek funkce select(), dı´ky ktere´mu bylo trˇeba prˇi kazˇde´m dalsˇı´m vola´nı´ nutne´ ma-
zat vektor sledovany´ch deskriptoru˚, je zde eliminova´n pra´veˇ pouzˇitı´m struktury pollfd,
jelikozˇ stacˇı´ v dane´ strukturˇe masku nastavit jednou a ta pote´ nenı´ prˇi vola´nı´ poll() jizˇ ni-
jak modifikova´na. Modifikace mu˚zˇe by´t ale provedena kdykoliv v uzˇivatelske´m procesu
podle aktua´lnı´ potrˇeby pro sledova´nı´ konkre´tnı´ch typu˚ uda´lostı´. V prˇı´padeˇ, zˇe neˇktere´
z teˇchto uda´lostı´ nastanou, je jejich bitova´ reprezentace dostupna´ v masce revents. V prˇı´-
padeˇ vı´ce nastaly´ch uda´lostı´ jsou vsˇechny tyto sloucˇeny do jedne´, cozˇ pozitivneˇ ovlivnˇuje
vy´kon.
Jako sledovane´ uda´losti mu˚zˇou by´t do masky events ve strukturˇe polld nastaveny tyto
(za na´zvem uda´losti je uvedena jejı´ bitova´ hodnota):
• POLLIN 0x001 – na deskriptoru jsou dostupna´ data pro cˇtenı´,
• POLLPRI 0x002 – na deskriptoru jsou out-of-band data [32] ke cˇtenı´,
• POLLOUT 0x004 – do deskriptoru lze zapisovat,
• POLLRDHUP 0x2000 – socket byl uzavrˇen nebo bylo uzavrˇeno spojenı´ prˇed jeho
u´speˇsˇny´m dokoncˇenı´m (dostupne´ od verze ja´dra 2.6.17).
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Da´le jsou implicitneˇ pro kazˇdou strukturu nastaveny trˇi dalsˇı´:
• POLLHUP 0x010 – deskriptor byl uzavrˇen,
• POLLERR 0x008 – chyba na deskriptoru,
• POLLNVAL 0x020 – neplatny´ deskriptor.
Prˇi kompilaci programu spolecˇneˇ s XOPEN SOURCE14 mu˚zˇe by´t vyuzˇito i dalsˇı´ch:
• POLLRDNORM 0x040: ekvivalentnı´ s POLLIN,
• POLLRDBAND 0x080: prioritnı´ data mu˚zˇou by´t zapsa´na (obvykle se na Linuxu
nepouzˇı´va´),
• POLLWRNORM 0x100: ekvivalentnı´ s POLLOUT,
• POLLWRBAND 0x2000: jsou dostupna´ prioritnı´ data[28].
Jako dalsˇı´ mu˚zˇe by´t na neˇktery´ch platforma´ch pouzˇita POLLMSG a POLLREMOVE.
Lze tedy zpozorovat, zˇe mnozˇstvı´ sledovatelny´ch uda´lostı´ je dvojna´sobne´ oproti se-
lect(), cozˇ mu˚zˇe by´t velmi vy´hodneˇ prˇi potrˇebeˇ detailneˇjsˇı´ reakce uzˇivatelske´ho procesu
na nastalou uda´lost. V prˇı´kladu, jenzˇ je uveden v prˇı´loze te´to pra´ce, je videˇt za´kladnı´
pouzˇitı´ a nastavenı´ uda´lostı´ a jejich na´sledne´ zpracova´nı´.
5.4 Hla´sˇenı´ uda´lostı´
Stejneˇ jak v prˇı´padeˇ select(), je mozˇno uda´losti hla´sit pouze u´rovnˇoveˇ.
5.5 Vyuzˇitı´ signa´lu˚
Vyuzˇitı´ blokova´nı´ signa´lu˚ popsane´ v prˇedchozı´ kapitole lze zde pouzˇı´t u´plneˇ jako u
pouzˇitı´ funkce ppoll(). Je zde ale jeden rozdı´l v pouzˇitı´ te´to funkce oproti poll() - maxima´lnı´
cˇasova´ hodnota je tu zada´va´na jako struktura timespec (jako v pselect()) a ne int pouzˇı´vany´
pro poll().
5.6 Implementace
Celkovy´ princip a zpu˚sob implementace poll() se moc neodlisˇuje od zpu˚sobu, jaky´m
funguje implementace pro funkci select(), a proto zde budou popsa´ny jen neˇktere´ cˇa´sti, ve
ktery´ch se tyto zpu˚soby odlisˇujı´:
• do prostoru ja´dra jsou zkopı´rova´ny vsˇechny struktury pollfd prˇedane´ funkci poll()
jako parametr,
• nenı´ zjisˇt’ova´n nejvysˇsˇı´ sledovany´ deskriptor,
14http://man7.org/linux/man-pages/man7/feature test macros.7.html
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• procha´zenı´ jednotlivy´ch struktur je prova´deˇno ve funkci do poll(),
• pro kazˇdy´ sledovany´ deskriptor je pote´ vola´na funkce do pollfd(), ve ktere´ je na za-
cˇa´tku inicializova´napromeˇnna´mask s hodnotouPOLLNVAL (oznacˇenı´ proneplatny´
deskriptor). Pote´ je provedena kontrola, zda je mozˇne´ na dane´m deskriptoru pro-
ve´st kontrolu uda´lostı´. Pokud ano, je hodnota zmeˇneˇna na DEFAULT POLLMASK.
Po provedene´ kontrole jsou v te´to promeˇnne´ bity pro nastale´ uda´losti a hodnota
promeˇnne´ je prˇirˇazena do parametru revents ve strukturˇe pollfd,
• prˇi nastaly´ch uda´lostech jsou jim prˇı´slusˇne´ bity nastaveny v parametru revents ve
strukturˇe pollfd prˇı´slusˇı´cı´ ke konkre´tnı´mu deskriptoru s vyvolanou uda´lostı´.
Kontrola cˇasu pro maxima´lnı´ dobu trva´nı´ funkce probı´ha´ stejny´m zpu˚sobem jako u
select(). Po ukoncˇenı´ funkce jsou nastale´ uda´losti ulozˇeny ve vy´sˇe zmı´neˇne´m parame-
tru. Podobneˇ jako u select() byly v minulosti i zde provedeny pokusy o redukci horsˇı´ch
vlastnostı´ u kopı´rova´nı´ sledovany´ch struktur [9].
5.7 Pouzˇitı´ ve Windows
Pouzˇitı´ poll() na platformeˇWindows bylo umozˇneˇno od verze Vista. Vyuzˇı´va´ se zde struk-
turyWSAPollFD pro sledovane´ deskriptory a jejich masky uda´lostı´ a funkceWSAPoll()15
pro sledova´nı´. Vyuzˇitı´ sledovatelny´ch uda´lostı´ je zde podobne´ jako u poll() v Linuxu:
• POLLPRI: prioritnı´ data pro cˇtenı´ (nenı´ podporova´nu u Microsoft Winsock provi-
der),
• POLLRDBAND: out-of-band data pro cˇtenı´,
• POLLRDNORM: norma´lnı´ data pro cˇtenı´,
• POLLWRNORM: norma´lnı´ data mohou by´t zapsa´na.
Prˇi porovna´nı´ s nastavitelny´mi uda´lostmi u Linuxu lze videˇt, zˇe neˇktere´ z nich chybı´,
ale dveˇ z nich lze vyuzˇı´t na´sledovneˇ:
• POLLIN: kombinace POLLRDNORM POLLRDBAND,
• POLLOUT: identicke´ jako POLLWRNORM.
typedef struct pollfd {
SOCKET fd;
short events;
short revents;
} WSAPOLLFD, ∗PWSAPOLLFD, ∗LPWSAPOLLFD
Vy´pis 5: Struktura pollfd ve Windows
15http://msdn.microsoft.com/en-us/library/windows/desktop/ms741669(v=vs.85).aspx
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5.8 Zhodnocenı´
V u´vodu bylo rˇecˇeno, zˇe poll() odstranˇuje neˇktere´ nedostatky popsane´ u funkce select(),
cozˇ bylo v prˇı´slusˇny´ch cˇa´stech te´to kapitoly popsa´no a doplneˇno o dalsˇı´ vy´hody. Je trˇeba
ale zmı´nit ty nedostatky, ktere´ se objevujı´ v obou implementacı´ch, a take´ ty, jenzˇ jsou jen
u epoll().
Vyskytuje se naprˇı´klad stejna´ cˇasova´ slozˇitostO(N) prˇi procha´zenı´ struktur s jednotlivy´mi
sledovany´mi deskriptory, cozˇ mu˚zˇe by´t v kombinaci jizˇ drˇı´ve popsane´ho neomezene´ho
pouzˇitı´ pocˇtu deskriptoru˚ docela za´vazˇny´m vy´konnostnı´m proble´mem. Dalsˇı´m proble´-
mem je fakt, zˇe jemezi uzˇivatelsky´ma syste´movy´ prostoremkopı´rova´no neˇkolikana´sobneˇ
veˇtsˇı´ mnozˇstvı´ dat prˇi stejne´m pocˇtu sledovany´ch deskriptoru˚ oproti funkci select() - v
prˇı´padeˇ select() to jsou trˇi bity pro jeden deskriptor a u poll() je to 64 bitu˚.
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6 Epoll
Poslednı´m zminˇovany´mnotifikacˇnı´m zpu˚sobemvyuzˇitelny´mplatformouLinux je epoll().
Cı´lem jeho vytvorˇenı´ byla eliminace vsˇech nedostatku˚ dvou prˇedchozı´ch syste´mu˚ a take´
co nejveˇtsˇı´ mozˇna´ sˇka´lovatelnost zarucˇujı´cı´ pouzˇitı´ v co nejvı´ce prˇı´kladech.
Tento syste´m je implementova´n jen pro platformu Linux a nenı´ tedy prˇenositelny´ mezi
jiny´mi syste´my. Jeho zarˇazenı´ do zdrojovy´ch ko´du˚ ja´dra probeˇhlo v roce 2002.
6.1 Prˇedchozı´ pra´ce
Hlavnı´ nevy´hodou prˇedcha´zejı´cı´ch funkcı´ je jizˇ neˇkolikra´t probı´rana´ nutnost prˇi kazˇde´m
vola´nı´ syste´move´ funkce pro zjisˇteˇnı´ nastaly´ch uda´lostı´ kopı´rovat struktury do pameˇt’o-
ve´ho prostoru ja´dra. O tomto proble´mu se zminˇuje ve sve´ pra´ci Gaurav Banga et al [9]. V
ra´mci tohoto dokumentu byl navrzˇen novy´ syste´m zalozˇeny´ na dvou hlavnı´ch metoda´ch
declare interest() a get next event(). Pomocı´ prvnı´ metody by byly do prostoru ja´dra prˇe-
da´va´ny vsˇechny potrˇebne´ struktury s informacemi o sledovany´ch uda´lostech a to pouze
jednou (nebo prˇı´padneˇ vı´cekra´t prˇi zmeˇneˇ naprˇı´klad typu˚ sledovany´ch uda´lostı´ pro dany´
deskriptor) a pomocı´ druhe´ z nich, get next event(), by byly vra´ceny zpeˇt do uzˇivatelske´ho
prostoru jen ty struktury, na ktery´ch byla vyvola´na uda´lost.
Dı´ky tomuto navrhovane´mu syste´mu by bylo eliminova´no neusta´le´ kopı´rova´nı´ dat, je-
likozˇ vsˇechny sledovane´ struktury by byly ulozˇeny v prostoru ja´dra, cozˇ by mimo jine´
urychlilo jejich zpracova´nı´ v uzˇivatelske´m procesu protozˇe by nebylo potrˇeba procha´zet
u´plneˇ vsˇechny sledovane´ struktury, ale jen ty, na ktery´ch byla uda´lost vra´cena.
6.2 Princip
Zpu˚sob pra´ce s nastaly´mi uda´lostmi je postaven na principu uvedene´m v prˇedcha´zejı´cı´m
odstavci, ktery´ je doplneˇn o dalsˇı´ specificke´ vlastnosti. Pro pouzˇitı´ je trˇeba na zacˇa´tku
vytvorˇit specia´lnı´ strukturu pomocı´ syste´move´ funkce epoll create(), ktera´ vra´tı´ deskriptor
pro novou strukturu epoll.
Pro jakoukoliv uda´lost, ktera´ ma´ by´t prˇida´na ke sledova´nı´, je trˇeba vytvorˇit strukturu
epoll event a v nı´ prˇirˇadit do events bitovou masku uda´lostı´, jenzˇ majı´ by´t sledova´ny.
Po tomto prˇirˇazenı´ je nutno strukturu pomocı´ funkce epoll ctl() prˇidat ke sledova´nı´ jizˇ
vytvorˇenou strukturou epoll, zde zastupovanou deskriptorem. V dalsˇı´ cˇa´stı´ je jizˇ mozˇno
cˇekat na nastale´ uda´losti pomocı´ funkce epoll wait() a po jejich vyvola´nı´ s nimi pracovat a
obsluhovat je.
6.3 Vytvorˇenı´ deskriptoru pro epoll()
Funkce epoll create() po sve´m korektnı´m vykona´nı´ vra´tı´ deskriptor oznacˇujı´cı´ noveˇ vy-
tvorˇenou strukturu eventpoll (ktera´ bude vı´ce popsa´na v cˇa´sti zaby´vajı´cı´ se implementacı´
uvnitrˇ ja´dra) a tento deskriptor je da´le pouzˇı´va´n pro jednotlive´ metody. V prˇı´padeˇ, zˇe jizˇ
nebude potrˇeba pouzˇı´vat deskriptor, stacˇı´ jej uzavrˇı´t pomocı´ funkce close(). Toto je prove-
deno v ja´drˇe automaticky v prˇı´padeˇ, zˇe vsˇechny deskriptory sledovane´ a registrovane´ v
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epoll() pro sledova´nı´ jsou jizˇ uzavrˇeny.
Funkcema´ jako vstupnı´ parametr hodnotu oznacˇujı´cı´ maxima´lnı´ pocˇet deskriptoru˚, ktere´
budou pomocı´ te´ instance sledova´ny – dı´ky tomu si ja´dro naalokuje potrˇebny´ pocˇet pou-
zˇı´vany´ch vnitrˇnı´ch struktur. Tento zpu˚sob byl ale od verze ja´dra 2.6.8 zrusˇen a alokace
probı´ha´ dynamicky podle pru˚beˇzˇne´ho pocˇtu prˇida´vany´ch uda´lostı´. Vstupnı´ parametr ale
nada´le zu˚stal (i kdyzˇ nenı´ vyuzˇı´va´n) a jeho hodnota musı´ by´t veˇtsˇı´ nezˇ 0. Funkce lze volat
i v jejı´ modifikaci epoll create1() s jednı´m vstupnı´m parametrem. Pokud je tento parametr
0, funkce se chova´ stejneˇ jako epoll create(). V jine´m prˇı´padeˇ mu˚zˇe by´t pouzˇit parametr
EPOLL CLOEXEC, ktery´ slouzˇı´ k nastavenı´ podobne´ho chova´nı´ jako O CLOEXEC pro
funkci open().
Vy´hodou je, zˇe deskriptor navra´ceny´ touto funkcı´ mu˚zˇe by´t pouzˇit ke sledova´nı´ v jiny´ch
notifikacˇnı´ch syste´mech nebo dokonce i ke generova´nı´ signa´lu. Toto pouzˇitı´ mu˚zˇe by´t
vy´hodne´ naprˇı´klad v prˇı´padeˇ, zˇe je potrˇeba do jizˇ existujı´cı´ho programu, ktery´ sa´m pou-
zˇı´va´ neˇkterou z prˇedchozı´ch notifikacˇnı´ch funkcı´, prˇidat novy´ modul vyuzˇı´vajı´cı´ pra´veˇ
epoll(). V takove´m prˇı´padeˇ je tedy do hlavnı´ho procesu prˇeda´n deskriptor a jakmile je na
neˇm vyvola´na uda´lost, je zavola´n modul s epoll(), ktery´ dane´ uda´losti zjistı´ a prˇı´padneˇ
obslouzˇı´ nebo prˇeda´ do procesu hlavnı´ho.
6.4 Na´vratove´ hodnoty epoll create()
Prˇi u´speˇsˇne´m vola´nı´ je navra´ceno kladne´ cˇı´slo pro deskriptor. V prˇı´padeˇ chyby je vra´cena
-1 a hodnota errnomu˚zˇe by´t na´sledujı´cı´:
• EINVAL:
– epoll create(): parametr size nenı´ kladne´ cˇı´slo,
– epoll create1(): neplatny´ parametr funkce,
• EMFILE: prˇekrocˇen maxima´lnı´ limit sledovatelny´ch uda´lostı´ pomocı´ epoll() , viz
Limit,
• ENFILE: prˇekrocˇen limit pro pocˇet otevrˇeny´ch deskriptoru˚,
• ENOMEN: proble´m s pameˇtı´ prˇi vytva´rˇenı´ struktury epoll() v ja´drˇe[29].
6.5 Struktura a nastavova´nı´ sledovany´ch uda´lostı´
Jizˇ byla zmı´neˇna struktura epoll event, pomocı´ ktere´ jsou prˇeda´va´ny uda´losti ke sledova´nı´
do epoll(). Obsah struktury se skla´da´ z parametru events, ktery´ zastupuje masku uda´lostı´
pro sledova´nı´, a z parametru data – jedna´ se o union a lze do neˇj prˇirˇadit jeden z celkem
cˇtyrˇ ru˚zny´ch datovy´ch typu˚. Tento parametr slouzˇı´ cˇisteˇ jen pro uzˇivatelska´ data a ja´dro
s nı´m nijak nemanipuluje. Nejcˇasteˇji je zde ukla´da´n file deskriptor odpovı´dajı´cı´ uda´losti,
ale nenı´ to samozrˇejmeˇ podmı´nkou.
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typedef union epoll data
{
void ∗ptr ;
int fd ;
uint32 t u32;
uint64 t u64;
} epoll data t ;
struct epoll event
{
uint32 t events;
epoll data t data;
}
Vy´pis 6: Struktura epoll event a union epoll data
6.6 Nastavitelne´ uda´losti
Mozˇne´ vyuzˇitelne´ hodnoty pro events se prˇı´lisˇ nelisˇı´ od teˇch popsany´ch u funkce poll(),
a proto je zde uveden pouze jejich seznam:
• EPOLLIN
• EPOLLPRI
• EPOLLOUT
• EPOLLRDHUP
• EPOLLHUP
• EPOLLERR
Nevyskytuje se zde uda´lost podobna´ POLLNVAL, ktera´ by znacˇila pouzˇitı´ neplatne´ho
deskriptoru. Toto je v ra´mci epoll() rˇesˇeno jiny´m zpu˚sobem, viz popis funkce epoll ctl().
Oproti poll() jemozˇnonastavit jesˇteˇ dveˇ hodnoty, ktere´ neznamenajı´ konkre´tnı´ uda´lost,
ale slouzˇı´ k uprˇesneˇnı´ zpu˚sobu, jaky´m bude hla´sˇenı´ pro dany´ deskriptor prova´deˇno:
• EPOLLET: nastavı´ hla´sˇenı´ uda´lostı´ hranoveˇ, v dalsˇı´ cˇa´sti te´to kapitoly bude uprˇes-
neˇno
• EPOLLONESHOT: prˇi nastale´ uda´losti bude provedeno jen jedno hla´sˇenı´ a pote´
bude deskriptor interneˇ deaktivova´n bud’ trvale nebo do zmeˇny pomocı´ epoll ctl().
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6.7 Nastavenı´ a modifikace
Po prˇirˇazenı´ hodnot do events je nutne´ strukturu epoll event zaregistrovat pro sledova´nı´,
cozˇ se prova´dı´ pomocı´ funkce epoll ctl(). Parametry jsou:
• epfd: deskriptor pro eventpoll strukturu,
• op: typ uda´losti, jenzˇ se ma´ prove´st s parametrem event v ra´mci epoll syste´mu
reprezentovane´ho parametrem epfd:
– EPOLL CTL ADD: registrova´nı´ uda´lostı´ pro deskriptor,
– EPOLL CTL MOD: zmeˇna uda´lostı´ pro deskriptor,
– EPOLL CTL DEL: odstraneˇnı´ deskriptoru ze sledova´nı´. Odstraneˇnı´ probı´ha´
automaticky v prˇı´padeˇ, zˇe je deskriptor uzavrˇen. V prˇı´padeˇ, zˇe byl deskriptor
duplikova´n (viz nı´zˇe) a sta´le v procesu existuje alesponˇ jeden jeho neuzavrˇena´
instance, nejsou automaticky odstraneˇny vsˇechny s nı´m spojene´ struktury a
sledova´nı´ uda´lostı´.
• fd: deskriptor sledovane´ uda´losti,
• event: struktura epoll event pro sledovanou uda´lost.
int epoll ctl ( int epfd, int op, int fd , struct epoll event ∗event);
Vy´pis 7: Funkce epoll ctl()
6.7.1 Na´vratove´ hodnoty epoll ctl()
Vprˇı´padeˇ u´speˇsˇne´honastavenı´ je vra´cena 0, v opacˇne´mprˇı´padeˇ -1 a je nastavenaprˇı´slusˇna´
errno:
• EBADF: parametr epfd nebo fd nenı´ validnı´ file deskriptor,
• EEXIST: tato chyba nastane v prˇı´padeˇ, zˇe bylo jako op pouzˇito EPOLL CTL ADD
a fd je jizˇ registrova´n v ra´mci te´to instance. Vy´jimkou je zde prˇı´pad, zˇe deskriptor
byl duplikova´n pomocı´ syste´movy´ch funkcı´ dup(), dup1() nebo fnctl(), cozˇ muzˇe by´t
vy´hodne´, a to v prˇı´padeˇ, zˇe pro kazˇdy´ duplika´t je nastavena odlisˇna´ hodnota events.
• EINVAL:
– epfd nenı´ deskriptor pro epoll instanci
– fd je stejne´ jako epfd
– zvoleny´ op nenı´ podporova´n
• ENOENT: jako op bylo pouzˇito EPOLL CTL MOD nebo EPOLL CTL DEL a zvoleny´
fd nenı´ registrova´n v dane´ epoll instanci
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• ENOMEM: proble´m s nedostatkem pameˇti pro provedenı´ operace specifikovane´ v
op
• ENOSPC: dosazˇen maxima´lnı´ pocˇet sledovany´ch deskriptoru˚, viz Limit
• EPERM: file deskriptor nepodporuje epoll()[29]
6.8 Sledova´nı´ uda´lostı´
Sledova´nı´ uda´lostı´ je vyvola´no pouzˇitı´m funkce epoll wait(). V tomto mı´steˇ je nejzrˇetelneˇji
videˇt rozdı´lnost epoll() oproti select() a poll(). Jako parametr zde nejsou totizˇ prˇeda´va´ny
drˇı´ve vytvorˇene´ struktury epoll events (ktere´ jizˇ bylydoprostoru ja´dra zkopı´rova´ny jednot-
livy´mi vola´nı´mi epoll ctl(), a dı´ky tomuto kroku byly prˇida´ny ke sledova´nı´), ale pameˇt’ovy´
buffer, ktery´ se skla´da´ z jedne´ cˇi vı´ce teˇchto struktur. Do tohoto bufferu bude epoll wait()
ukla´dat nastale´ uda´losti. Po na´vratu z funkce budou v bufferu ulozˇeny jen struktury,
na ktery´ch byla vyvola´na uda´lost a zˇa´dne´ jine´, cozˇ eliminuje zbytecˇne´ procha´zenı´ vsˇech
sledovany´ch deskriptoru˚ zna´my´ch ze select() cˇi poll(). Obslouzˇenı´ jednotlivy´ch uda´lostı´
jizˇ probı´ha´ obdobneˇ v ra´mci implementace uzˇivatelske´ho procesu. Dalsˇı´mi parametry
epoll wait() je vytvorˇeny´ deskriptor pro epoll, maxima´lnı´ pocˇet uda´lostı´ vra´ceny´ch v pa-
meˇt’ove´m bufferu a take´ cˇasova´ hodnota pro maxima´lnı´ dobu cˇeka´nı´ (v milisekunda´ch
jako u poll()).
int epoll wait ( int epfd, struct epoll event ∗events, int maxevents, int timeout);
Vy´pis 8: Funkce epoll wait()
6.8.1 Na´vratove´ hodnoty epoll wait()
Na´vratove´ hodnoty jsou identicke´ s jizˇ popsany´mi u select() cˇi poll(). Rozdı´lne´ jsou ale
hodnoty ulozˇene´ v errno prˇi nastale´ chybeˇ:
• EBADF: epfd nenı´ platny´ file deskriptor,
• EFAULT: oblast pameˇti urcˇena´ pro events nenı´ prˇı´stupna´ pro za´pis,
• EINTR: vola´nı´ epoll wait() bylo prˇerusˇeno signa´lem,
• EINVAL: epfd nenı´ platny´m deskriptorem pro epoll() strukturu nebo parametr maxe-
vents je mensˇı´ nebo roven nule[29].
6.9 Vyuzˇitı´ signa´lu˚
I v tomtoprˇı´padeˇ jemozˇne´ pouzˇı´tmodifikovanou funkci problokova´nı´ signa´lu˚ - epoll pwait().
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6.10 Hranove´ hla´sˇenı´ uda´lostı´
V prˇı´padeˇ select() a poll() bylo zmı´neˇno, zˇe hla´sˇenı´ uda´lostı´ probı´ha´ u´rovnˇoveˇ. V prˇı´padeˇ
epoll() existuje i dalsˇı´ mozˇnost stylu hla´sˇenı´ – hranove´. Toto oznacˇenı´, v origina´le edge-
triggered, poprve´ pouzˇil a specifikoval Jonathon Lemon prˇi popisu notifikacˇnı´ho syste´mu
kqueue [15].
Rozdı´l v teˇchto hla´sˇenı´ch tkvı´ v tom, zˇe v prˇı´padeˇ hranove´ho hla´sˇenı´ je nastala´ uda´lost
ohla´sˇena prˇi kontrole jen jednou a prˇi dalsˇı´ch kontrola´ch jizˇ ne, a to do te´ doby, dokud
nenı´ zmeˇneˇn stav sledovane´ uda´losti. Toto lze demonstrovat na jednoduche´m prˇı´kladu:
1. Server – file deskriptor socketu je zaregistrova´n do epoll pro cˇtenı´.
2. Klient – do socketu jsou zapsa´ny 2 kB dat.
3. Server – je vola´na funkce epoll wait() ktera´ vra´tı´ file deskriptor socketu s nastalou
uda´lostı´ pro cˇtenı´
4. Server – ze socketu je prˇecˇten 1 kB dat.
5. Server – je opeˇt vola´na funkce epoll wait().
V tomto mı´steˇ nastane rozdı´lne´ chova´nı´ prˇi pouzˇitı´ hranove´ho hla´sˇenı´. V prˇı´padeˇ
u´rovnˇove´ho by funkce epoll wait() opeˇt vra´tila file deskriptor s uda´lostı´ pro cˇtenı´ ale
v prˇı´padeˇ hranove´ho hla´sˇenı´ tomu jizˇ tak nenı´. Proces pouzˇı´vajı´cı´ hranove´ho hla´sˇenı´
tedy musı´ prˇecˇı´st/zapsat vsˇechny data jinak nebude zmeˇneˇna uda´lost na deskriptoru a
tedy prˇi dalsˇı´ kontrole nebude deskriptor vra´cen. Nespra´vne´ pouzˇitı´ hranove´ho zpu˚sobu
hla´sˇenı´ tedy mu˚zˇe zpu˚sobit nekonecˇne´ cˇeka´nı´ ve funkci epoll wait. Doporucˇeny´ zpu˚sob
uzˇitı´ je tedy prˇi pouzˇı´va´nı´ neblokujı´cı´ch socketu˚ a prˇi cˇtenı´ nebo za´pisu do te´ doby, nezˇ
tyto funkce vra´tı´ konstantu EAGAIN znacˇı´cı´, zˇe nejsou dostupne´ jizˇ zˇa´dne´ dalsˇı´ data.
Nastavenı´ epoll na hranove´ hla´sˇenı´ se prova´dı´ pomocı´ funkce epoll ctl() s nastaveny´m
parametrem EPOLLET. V za´kladnı´m nastavenı´ epoll pouzˇı´va´ hla´sˇenı´ u´rovnˇove´[29].
6.11 Limit
Tento notifikacˇnı´ syste´m je limitova´n maxima´lnı´m pocˇtem zaregistrovany´ch deskriptoru˚
ve vsˇech vytvorˇeny´ch instancı´ch epoll(). Tato limitnı´ hodnota je ulozˇena v /proc/sys/fs/e-
poll/max user watches a jejı´ zavedenı´ se poprve´ objevilo ve verzi ja´dra 2.6.28
6.12 Implementace
Za´kladnı´ princip a vnitrˇnı´ struktury pro zjisˇt’ova´nı´ uda´lostı´ prˇı´mo na deskriptorech po-
psany´ch v kapitole o select() je vyuzˇı´va´n i pro epoll(), a proto bude popis jeho implementace
hodneˇ vycha´zet z prˇedchozı´ho textu a nebudou zde jizˇ opeˇtovneˇ vysveˇtlova´ny principy
a vy´znamy jednotlivy´ch struktur.
Vzhledem k tomu, zˇe prˇi pouzˇı´va´nı´ epoll() nejsou prˇi kazˇde´m zjisˇt’ova´nı´ prˇena´sˇena data
do ja´dra, ale jsou v neˇm jizˇ ulozˇena prˇedtı´m, jsou vytvorˇeny pro syste´m epoll() vlastnı´
struktury a funkce pro sledova´nı´ uda´lostı´.
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6.12.1 Inicializace
Prˇi vytva´rˇenı´ instance epoll() je inicializova´na hlavnı´ struktura eventpoll. Mezi jejı´ hlavnı´
ukla´dane´ parametry patrˇı´:
• seznam vsˇech deskriptoru˚ urcˇeny´ch pro sledova´nı´ a jejich odpovı´dajı´cı´ za´znamy.
Jednotlive´ za´znamy jsou reprezentova´ny strukturami epitem a zpu˚sob jejich ukla´-
da´nı´ je zalozˇen na principu red black tree,
• seznamvsˇechwait queue head t, ktere´ jsou identicke´ s teˇmi, ktere´ jsou ulozˇeny prˇı´mo
ve struktura´ch sledovany´ch deskriptoru˚,
• seznam vsˇech deskriptoru˚, na ktery´ch byla vyvola´na uda´lost, ktera´ jesˇteˇ nebyla
obslouzˇena – rdlist,
• seznam vsˇech procesu˚, ktere´ v dane´m okamzˇiku sledujı´ uda´losti nastale´ v te´to
strukturˇe. Tady je vyuzˇito zpu˚sobu, zˇe prˇi vytva´rˇenı´ instance epoll, cozˇ je hlavnı´
struktura eventpoll, je navra´cen deskriptor. Tento, jak jizˇ bylo rˇecˇeno, mu˚zˇe by´t
pouzˇit pro sledova´nı´ dalsˇı´mi notifikacˇnı´mi syste´my,
• epitem struktury obsahujı´cı´ informace o deskriptoru
• informace o uzˇivateli a uzˇivatelske´m procesu – struktura user struct,
• globa´lnı´ za´mky pro pra´ci se strukturou.
6.12.2 Prˇida´nı´ a modifikace
Prˇi vola´nı´ epoll ctl() pro prˇida´va´nı´ cˇi modifikaci uda´lostı´ pro deskriptor jsou provedeny
kontroly na spra´vnost a platnost deskriptoru. Pokud ano, jsou aktivova´ny za´mky, je
provedeno hleda´nı´, zda jizˇ neexistuje v seznamu struktura epitem (da´le ep), jejı´zˇ parametry
by odpovı´daly dane´mu deskriptoru a jeho dalsˇı´m u´daju˚m.
V na´sledujı´cı´m kroku jsou podle parametru op provedeny prˇidruzˇene´ akce odvı´jejı´cı´ se
od toho, zda byla v prˇedchozı´ cˇa´sti nalezena odpovı´dajı´cı´ struktura epitem – ano/ne:
• EPOLL CTL ADD
– ano: chybova´ hodnota nastavena na EEXIST,
– ne: do sledovany´ch uda´lostı´ jsou prˇida´ny implicitneˇ EPOLLERR a EPOLLIN a
ep je prˇida´nado seznamuapro tuto strukturu je nastaven callbackpronotifikaci
prˇi uda´losti.
• EPOLL CTL DEL
– ano: ep je vyjmuta ze seznamu,
– ne: chybova´ hodnota nastavena na ENOENT.
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• EPOLL CTL MOD
– ano: do sledovany´ch uda´lostı´ jsou prˇida´ny implicitneˇ EPOLLERR a EPOLLIN
a je provedena modifikace sledovany´ch uda´lostı´ podle parametru˚,
– ne: chybova´ hodnota nastavena na ENOENT.
V prˇı´padeˇ nastale´ho proble´mu a na´sledne´ho nastavenı´ chybove´ hodnoty jsou zrusˇeny
za´mky a funkce je ukoncˇena.
6.12.3 Zjisˇt’ova´nı´ nastaly´ch uda´lostı´
Prˇi zjisˇt’ova´nı´ vyvolany´ch uda´lostı´ na deskriptorech si lze vsˇimnout vı´ce podobny´ch zpu˚-
sobu˚, jenzˇ jsou pozdeˇji zminˇova´ny i u popisu kqueue(). Vzhledemk rozdı´lny´mplatforma´m
a jejich notifikacˇnı´ch syste´mu˚ prodeskriptory budepopis chova´nı´ proveden jak pro epoll(),
tak pro kqueue() neza´visle na sobeˇ. Je proto mozˇne´, zˇe neˇktere´ cˇa´sti budou podobne´.
Pro potrˇebne´ zjisˇteˇnı´ uda´lostı´ je pouzˇita uzˇ zmı´neˇna´ funkce epoll wait(). Po jejı´m zavola´nı´
jsou nejprve provedeny kontroly na validitu prˇeda´vany´ch parametru˚ a pote´ je prˇeda´no
rˇı´zenı´ funkci ep epoll().
Zde jsou v prvnı´ fa´zi zjisˇt’ova´ny uda´losti pro deskriptory. Jestlizˇe jsou neˇjake´ nalezeny, do
prˇedane´ho bufferu jsou nakopı´rova´ny jednotlive´ struktury a funkce je ukoncˇena. V opa-
cˇne´m prˇı´padeˇ je funkce uspa´na azˇ do doby, kdy bude vyvola´na neˇjaka´ uda´lost a funkce
bude probuzena, nebo do vyprsˇenı´ cˇasove´ho limitu. V prˇı´padeˇ uda´lostı´ je provedeno
kopı´rova´nı´ jako v prˇedchozı´m prˇı´padeˇ.
6.12.4 Notifikace z deskriptoru
Jakmile je na deskriptoru vyvola´na uda´lost, je aktivova´na notifikacˇnı´ funkce pro vsˇechny
za´znamy ve wait queue head t, ktere´ jsou prˇidruzˇeny k tomuto deskriptoru. U epoll() se
jedna´ o funkci ep poll callback, jenzˇ prˇida´ vsˇechny nastale´ uda´losti do hlavnı´ struktury
eventpoll. Uda´losti jsou zaznamena´va´ny opeˇt jako jizˇ vı´cekra´t zminˇovane´ bitove´ masky. V
ra´mci funkce je i provedeno rusˇenı´ sledova´nı´ v prˇı´padeˇ nastavene´ho parametru EPOLLO-
NESHOT.
6.13 Vyuzˇitelne´ deskriptory
Pro dosud zmı´neˇne´ notifikacˇnı´ syste´my lze obecneˇ pouzˇı´t deskriptory, jezˇ majı´ naim-
plementova´ny funkce pro upozorneˇnı´ uda´lostı´. Jedna´ se o sockety, roury cˇi FIFO. Ne-
vy´hodou je tedy nemozˇnost vyuzˇitı´ sledova´nı´ naprˇı´klad na norma´lnı´ch souborech. Tyto
nedostatky byly v ra´mci implementace dalsˇı´ch funkcı´ do jiste´ mı´ry odstranˇova´ny, a tı´m
byla i rozsˇı´rˇena mozˇnost sledova´nı´ vı´ce typu˚ objektu˚ obecneˇ. Da´le zmı´neˇne´ funkce jsou
dostupne´ pro vsˇechny trˇi notifikacˇnı´ syste´my platformy Linux.
Pro vsˇechny z teˇchto funkcı´ platı´, zˇe po zavola´nı´ potrˇebne´ funkce je vytvorˇen deskrip-
tor, jenzˇ je uzˇ mozˇno pouzˇı´t pro sledova´nı´ v neˇktere´m z notifikacˇnı´ch syste´mu. Jelikozˇ
jizˇ byly jednotlive´ syste´my popsa´ny, bude popis prˇida´nı´ a vyvola´nı´ uda´lostı´ jen obecny´.
Podrobneˇjsˇı´ popis funkcı´ je dostupny´ v dokumentaci[24].
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6.13.1 signalfd()
Vytva´rˇı´ alternativupro sledova´nı´ signa´lu. Prˇi nadefinova´nı´ sledovany´ch signa´lu˚ je pomocı´
funkce signalfd() vytvorˇen deskriptor pro sledova´nı´. V prˇı´padeˇ, zˇe je zachycen jeden cˇi
vı´ce signa´lu˚, je na deskriptoru vyvola´na uda´lost pro cˇtenı´.
6.13.2 timerfd()
Vytvorˇenı´ deskriptoru pro cˇasovacˇ. Mu˚zˇe se jednat o cˇasovacˇ jednora´zovy´ cˇi opakovany´
– specifikuje se podle pouzˇite´ struktury prˇi inicializaci. Po vyprsˇenı´ cˇasove´ho limitu je
vyvola´na uda´lost pro cˇtenı´.
6.13.3 eventfd()
Slouzˇı´ pro vytva´rˇenı´ vlastnı´ho typu uda´lostı´ v uzˇivatelske´m prostoru. Podle vlastnı´ spe-
cifikace mu˚zˇou by´t pote´ na deskriptoru vyvola´ny uda´losti pro cˇtenı´, za´pis nebo chybu.
6.13.4 inotify
Tuto funkci lze vyuzˇı´t prˇi monitorova´nı´ uda´lostı´ ve filesystemu. Podporuje veˇtsˇı´ pocˇet
nastavitelny´ch uda´lostı´ jako naprˇı´klad modifikace souboru, smaza´nı´ souboru cˇi otevrˇe-
nı´/zavrˇenı´ souboru. Pro inicializaci je pouzˇito neˇkolika funkcı´, v nichzˇ jsou nastaveny
potrˇebne´ hodnoty. Jakmile neˇktera´ z nich nastane, je na deskriptoru vyvola´na uda´lost pro
cˇtenı´.
6.13.5 aio
Syste´m aio umozˇnˇuje asynchronnı´ za´pis cˇi cˇtenı´ pro souborove´ operace. V prˇı´padeˇ do-
koncˇenı´ jedne´ z mozˇny´ch operacı´ je na deskriptoru opeˇt vyvola´na uda´lost ke cˇtenı´.
6.14 Zhodnocenı´
Z popisu mozˇny´ch funkcı´ a nastavenı´ nad syste´mem epoll() lze jasneˇ videˇt, zˇe prˇedcˇı´
v teˇchto ohledech select() cˇi poll(). Take´ jsou eliminova´ny jejich sˇpatne´ vlastnosti pro
neusta´le´ kopı´rova´nı´ mezi uzˇivatelsky´m a syste´movy´m prostorem. Je zde sice kopı´rova´na
veˇtsˇı´ struktura nezˇ v prˇı´padeˇ vektoru u select(), ale toto kopı´rova´nı´ je provedeno jen
jednora´zoveˇ. Take´ zde nenı´ tak striktnı´ limit, co se ty´cˇe pocˇtu sledovatelny´ch deskriptoru˚.
Prˇi vyuzˇı´va´nı´ i jiny´ch deskriptoru˚, nezˇ jsou naprˇı´klad sockety, se tedy jedna´ o velice
komplexnı´ syste´m, jenzˇ lze uzpu˚sobit pro velke´ mnozˇstvı´ prˇı´padu˚ prˇi potrˇebeˇ sledova´nı´
uda´lostı´. Nejveˇtsˇı´ nevy´hodu lze ale v tomto pouzˇı´va´nı´ jiny´ch deskriptoru˚ spatrˇovat ve
faktu, zˇe tyto funkce nejsou soucˇa´stı´ samotne´ho notifikacˇnı´ho syste´mu, jako je tomu u
da´le popisovane´ kqueue(), je ale trˇeba pouzˇı´vat funkcı´ jiny´ch, a tı´m tedymusı´ by´t zdrojovy´
ko´d aplikace o dost komplexneˇjsˇı´.
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7 Kqueue
Jizˇ bylo zmı´neˇno, zˇe implementace kevent byla inspirova´na u notifikacˇnı´ch implementacı´
pro jinounezˇ linuxovouplatformu. Jejı´ hlavnı´ inspiracı´ byl syste´m kqueue, jenzˇ je dostupny´
pro FreeBSD.
Tato platforma mu˚zˇe take´ jako Linux vyuzˇı´vat funkcı´, jako jsou select() a poll(), ale z
du˚vodu˚ jejich nevy´hod a ru˚zny´ch omezenı´, bylo cı´lem vytvorˇit syste´m, ktery´ by:
• nebyl limitova´n pocˇtem deskriptoru˚ a mohl s nimi ve velke´m pocˇtu efektivneˇ pra-
covat;
• redukce pocˇtu vola´nı´ syste´movy´ch funkcı´;
• redukce kopı´rova´nı´ dat mezi uzˇivatelsky´m prostorem a ja´drem;
• nabı´zel veˇtsˇı´ flexibilitu co se ty´cˇe pocˇtu sledovatelny´ch uda´lostı´ a jejich typu˚;
• meˇl jednoduche´ API a bylo by mozˇno sta´vajı´cı´ aplikace pouzˇı´vajı´cı´ select() nebo
poll() prˇedeˇlat na novy´ zpu˚sob co nejjednodusˇeji;
• meˇl by´t schopen nastale´ uda´losti hla´sit u´rovnˇoveˇ i hranoveˇ (pouzˇitı´ teˇchto typu˚
hla´sˇenı´ jsou soucˇa´stı´ popisu funkce epoll())[15].
Tyto a dalsˇı´ vlastnosti a cı´le byly za´kladem pro vytvorˇenı´ notifikacˇnı´ho zpu˚sobu kqueue().
7.1 Princip
Prˇi prozkouma´nı´ zpu˚sobu˚, jaky´mi kqueue pracuje s uda´lostmi, si nelze nevsˇimnout faktu,
zˇe tyto zpu˚soby jsou hodneˇ podobne´ principu˚m epoll(). Vzhledem k tomu, zˇe implemen-
tace kqueue() byla provedena o neˇkolik let drˇı´ve nezˇ epoll(), lze usoudit, zˇe kqueue pro ni
byla v mnohe´m vzorem.
Kqueue pro svoji cˇinnost musı´ mı´t vytvorˇenou frontu, prˇes kterou mu˚zˇou by´t da´le regis-
trova´ny uda´losti ke sledova´nı´ a prˇes kterou jsou nastale´ uda´losti vraceny z prostoru ja´dra.
Pro vytvorˇenı´ te´to fronty je pouzˇito nove´ho syste´move´ho vola´nı´ kqueue(), ktere´ v prˇı´padeˇ
u´speˇsˇne´ho vytvorˇenı´ vra´tı´ deskriptor. Ten mu˚zˇe by´t zase pouzˇit pro sledova´nı´ do funkcı´
select() a poll() - zde jde opeˇt videˇt podobnost s epoll() a jeho funkce epoll create(). Zajı´-
mavou vlastnostı´ je fakt, zˇe pokud proces vytvorˇı´ svu˚j podproces pomocı´ funkce fork(),
tak fronta vytvorˇena´ vola´nı´m kqueue() nenı´ novy´m podprocesem zdeˇdeˇna – lze ale vyu-
zˇı´t funkce rfork(), ktera´ deˇdicˇnost v prˇı´padeˇ nenastavenı´ parametruRFFDGumozˇnˇuje [16].
V dalsˇı´m pouzˇı´va´nı´ se ale kqueue jizˇ vı´ce lisˇı´ od jiny´ch zpu˚sobu˚ notifikace. Aby mohl
by´t deskriptor cˇi jiny´ identifika´tor zaregistrova´n ke sledova´nı´ potrˇebny´ch uda´lostı´, musı´
by´t prˇida´n do struktury kevent. Prˇirˇazenı´ identifika´toru a ostatnı´ch voleb se prova´dı´ po-
mocı´ makra EV SET – jako i v jiny´ch syste´mech je mozˇno uda´losti a volby kombinovat
a nastavovat v jednom vola´nı´. Lze tı´m tedy redukovat pocˇet syste´movy´ch vola´nı´ na nej-
nutneˇjsˇı´ minimum.
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Po vytvorˇenı´ potrˇebne´ho pocˇtu teˇchto struktur jsou prˇeda´ny jako seznam funkci kevent().
Zde se vyskytuje jeden podstatny´ rozdı´l oproti ostatnı´m notifikacˇnı´m zpu˚sobu˚m. Funkce
totizˇ jako sve´ parametry obsahuje jednak zmı´neˇny´ seznam struktur pro sledova´nı´, jednak
ukazatel na seznam kevent struktur, do ktere´ho budou ulozˇeny nastale´ uda´losti v dane´m
okamzˇiku vola´nı´ funkce. Tı´mto zpu˚sobem je take´ velmi redukova´n pocˇet syste´movy´ch
vola´nı´, jelikozˇ v tomto jednom kroku lze prˇida´vat cˇi modifikovat sledovane´ uda´losti a
za´rovenˇ zı´skat jizˇ nastale´ uda´losti na jiny´ch identifika´torech.
Funkcema´ da´le jako parametry pocˇet prˇida´vany´ch/modifikovany´ch uda´lostı´, maxima´lnı´
pocˇet na´vratovy´ch struktur s nastaly´mi uda´lostmi a nastavenı´ timeoutu, po jakou dobu
ma´ funkce kevent cˇekat na nastale´ uda´losti. Na´vratovou hodnotou funkce je pocˇet na-
staly´ch a vra´ceny´ch uda´lostı´, ktery´ ovsˇem nemu˚zˇe by´t vysˇsˇı´ nezˇ definovany´ maxima´lnı´
pocˇet. V dalsˇı´m kroku jsou uda´losti obslouzˇeny jizˇ zpu˚sobem definovany´m konkre´tnı´m
uzˇivatelsky´m procesem jako u jiny´ch notifikacˇnı´ch funkcı´.
7.2 Funkce kevent()
int kevent(kq, changelist, nchanges, eventlist, nevents, &timeout)
Vy´pis 9: Funkce kevent()
• kq – deskriptor kqueue
• changelist – uda´losti pro sledova´nı´ (nove´ cˇi modifikovane´)
• nchangelist – pocˇet uda´lostı´ v changelist
• eventlist – na´vratova´ struktura pro nastale´ uda´losti
• nevents – maxima´lnı´ pocˇet uda´lostı´ nastaly´ch uda´lostı´
• timeout – maxima´lnı´ cˇasova´ hodnota pro cˇeka´nı´
7.2.1 Struktura kevent
struct kevent {
uintptr t ident ;
short filter ;
u short flags ;
u int fflags ;
intptr t data;
void ∗udata;
};
Vy´pis 10: Struktura kevent
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7.2.2 Identifika´tor - ident
Hodnota slouzˇı´cı´ pro oznacˇenı´ dane´ uda´losti. Interpretace te´to hodnoty za´visı´ na pouzˇi-
te´m filtru, ale veˇtsˇinou se jedna´ o file deskriptor.
7.2.3 Uzˇivatelska´ data - udata
Jedna´ se o vlastnı´ data, ktera´ nemajı´ vliv na zˇa´dnou cˇa´st kqueue a ja´dro do nich take´
nijak nezasahuje, stejneˇ jako u dat v prˇı´padeˇ epoll(). Mu˚zˇe se jednat naprˇı´klad o internı´
identifika´tory aplikace pro konkre´tnı´ uda´lost nebo o ukazatele na obsluzˇnou rutinu pro
danou akci.
7.2.4 Akce - flags
Oznacˇenı´ operace, ktera´ se ma´ prove´st se strukturou v ra´mci kqueue. Vstupnı´ nastavenı´:
• EV ADD: prˇida´nı´ uda´losti do kqueue.
• EV ENABLE: povolenı´, aby kevent() vra´tila uda´lost, pokud je tato vyvola´na.
• EV DISABLE: zaka´za´nı´ uda´losti tak, aby nebyla pomocı´ kevent() vra´cena. Filtr sa-
motny´ zrusˇen nenı´.
• EV DISPATCH: zaka´za´nı´ uda´losti okamzˇiteˇ po jejı´m obdrzˇenı´.
• EV DELETE: odebra´nı´ uda´losti z kqueue. Implicitnı´ chova´nı´ v prˇı´padeˇ, zˇe identifi-
ka´torem uda´losti je file deskriptor, je takove´, zˇe je uda´lost smaza´na automaticky po
zavrˇenı´ deskriptoru.
• EV RECEIPT: vyuzˇitelne´ prˇi prova´deˇnı´ hromadny´ch zmeˇn ve strukturˇe kqueue, anizˇ
by byly zrusˇeny cˇekajı´cı´ uda´losti.
• EV CLEAR: po nastale´ uda´losti je status resetova´n, cozˇ neˇktere´ filtry prova´deˇjı´
automaticky. Te´to volby lze ale vyuzˇı´t u teˇch filtru˚, jezˇ reportujı´ prˇechodne´ stavy
mı´sto stavu sta´vajı´cı´ho.
• EV ONESHOT: nastavı´, zˇe po prvnı´ vyvolane´ uda´losti pro zvoleny´ filtr je uda´lost
vra´cena procesu a pote´ je automaticky smaza´na z kqueue.
Vy´stupnı´ nastavenı´:
• EV EOF – End of file16 hodnota, jenzˇ je specificka´ pro pouzˇity´ filtr.
• EV ERROR – hodnota chyby znacˇı´cı´ nastaly´ proble´m v kqueue[16].
16http://www.gnu.org/software/libc/manual/html node/EOF-and-Errors.html
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7.2.5 Filtry - filter
Nejdu˚lezˇiteˇjsˇı´ cˇa´stı´, na ktere´ je celkovy´ design kqueue postaven, jsou filtry. Pomocı´ filtru˚
je urcˇova´no, jaka´ uda´lost nastala cˇi nenastala a take´ lze pomocı´ jejich nastavenı´ efektivneˇ
vracet informace zpeˇt do uzˇivatelske´ho procesu. Zpu˚sob pouzˇı´va´nı´ neˇktery´ch parame-
tru˚ struktury kevent za´visı´ na zvolene´m filtru. Potrˇebne´ parametry pro tyto filtry jsou
prˇeda´va´ny pomocı´ hodnot v parametru fflags a data ve strukturˇe kevent.
7.2.5.1 EVFILT READ Tento filtr vycha´zı´ z pouzˇitı´ cˇtenı´ z deskriptoru zna´me´ho z
funkcı´ select() a poll(). Identifika´torem ve strukturˇe je zde tedy file deskriptor a uda´lost
je vyvola´na tehdy, kdy je mozˇno z tohoto deskriptoru cˇı´st data. Oproti prˇedcha´zejı´cı´m
funkcı´m ale poskytuje dveˇ rozsˇı´rˇenı´:
• v parametru data je prˇi vyvola´nı´ uda´lostı´ vra´cena velikost dat, jezˇ jsou prˇipravena
ke cˇtenı´;
• v prˇı´padeˇ, zˇe typ deskriptoruma´ podporu principu End of file a tato uda´lost nastane,
je nastavena EV EOF hodnota ve filtru a v prˇı´padeˇ vyskytnuvsˇı´ se chyby je tato
ulozˇena do parametru fflags. Je mozˇne´, zˇe EV EOF hodnota bude nastavena i v
prˇı´padeˇ, zˇe na deskriptoru jsou data ke cˇtenı´ – typicky v prˇı´padeˇ pouzˇitı´ socketu˚.
7.2.5.2 EVFILT WRITE Jako v prˇedchozı´m prˇı´padeˇ je pouzˇitı´ tohoto filtru podobne´
jako v jiny´ch notifikacˇnı´ch syste´mech – uda´lost je vyvola´na v prˇı´padeˇ, zˇe je mozˇne´ do
dane´ho deskriptoru zapisovat. V parametru data je ulozˇena velikostmnozˇstvı´ zby´vajı´cı´ho
mı´sta v bufferu pro za´pis. EV EOF hodnota je nastavena v prˇı´padeˇ, zˇe se deskriptor
odpojil. Tento filtr nenı´ podporova´n pro vnodes a BPF.
Podporovane´ deskriptory pro filtry EVFILT READ a take´ pro EVFILT WRITE:
• Sockety – sockety pro sı´t’ovou komunikaci. V prˇı´padeˇ, zˇe se jedna´ o socket, ktery´
byl pouzˇit pro listen(), je v parametru data vra´cena velikost backlog.
• Vnodes: struktura pro monitorova´nı´ aktivity nad soubory.
• Fifo, pipes: kana´ly pro meziprocesovou komunikaci.
• BPF: rozhranı´ pro plny´ prˇı´stup do linkove´ vrstvy.
7.2.5.3 EVFILT AIO Filtr pro pouzˇı´va´nı´ aio – rˇesˇenı´ operacı´ souvisejı´cı´ch s asynchron-
nı´m cˇtenı´m a za´pisem dat. Jako identifika´tor je prˇeda´na struktura aiocb.
7.2.5.4 EVFILT VNODE Jako identifika´tor je prˇeda´n deskriptor souboru nebo slozˇky
na disku a sledovane´ uda´losti jsou prˇeda´ny pomocı´ parametru fflags. Prˇi vyvola´nı´ uda´losti
je tato vra´cena opeˇt pomocı´ tohoto parametru. Sledovatelne´ uda´losti pro tento filtr jsou
(pro veˇtsˇı´ prˇehlednost bude v te´to cˇa´sti prˇi demonstraci mozˇny´ch uda´lostı´ pouzˇı´va´n
prˇı´klad uzˇitı´ na konkre´tnı´m souboru, i kdyzˇ se dle prˇedchozı´ho popisu mu˚zˇe jednat i o
slozˇku):
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• NOTE DELETE: bylo pouzˇito syste´move´ vola´nı´ unlink() (funkce pro maza´nı´ sou-
boru˚) na soubor.
• NOTE WRITE: do souboru bylo zapisova´no.
• NOTE EXTEND: soubor byl rozsˇı´rˇen.
• NOTE ATTRIB: atributy souboru byly zmeˇneˇny.
• NOTE LINK: byl zmeˇneˇn pocˇet odkazu˚ na soubor.
• NOTE RENAME: soubor byl prˇejmenova´n.
• NOTE REVOKE: byl zrusˇen prˇı´stup k souboru pomocı´ funkce revoke() nebo byl
odpojen cely´ souborovy´ syste´m.
7.2.5.5 EVFILT PROC Vyuzˇitı´ filtru je pro sledova´nı´ uda´lostı´ procesu. Jako identifika´-
tor je do struktury prˇeda´no PID procesu. Sledovane´ uda´losti jsou opeˇt nastaveny pomocı´
fflags a prˇes tento parametr jsou v prˇı´padeˇ vyvolane´ uda´losti i vra´ceny. Lze sledovat tyto
uda´losti:
• NOTE EXIT: proces byl ukoncˇen. Na´vratova´ hodnota je ulozˇena do parametru data.
• NOTE FORK: byl vytvorˇen podproces pomocı´ funkce fork().
• NOTE EXECV: byl spusˇteˇn novy´ proces pomocı´ funkce execve() nebo jı´ podobne´.
• NOTE TRACK: v prˇı´padeˇ, zˇe byl vytvorˇen podproces, je pro neˇj vytvorˇena nova´
struktura kevent s nastavenı´m sledovany´ch uda´lostı´ kopı´rujı´cı´ch rodicˇovsky´ proces.
Podproces pote´ hla´sı´ uda´lost NOTE CHILD v parametru fflags a PID rodicˇovske´ho
procesu je ulozˇeno vparametru data. V prˇı´padeˇ, zˇe se nepodarˇı´ vytvorˇit novou struk-
turu pro noveˇ spusˇteˇny´ proces, je vyvola´na a do parametru fflag ulozˇena uda´lost
NOTE TRACKKER.
7.2.5.6 EVFILF SIGNAL Pouzˇı´va´ se pro monitorova´nı´ signa´lu˚, ktere´ byly posla´ny do
procesu. V prˇı´padeˇ, zˇe samotny´ proces jizˇ vyuzˇı´va´ reagova´nı´ na signa´ly pomocı´ funkcı´
signal() nebo sigaction(), ma´ keventmensˇı´ prioritu a uda´lost je vyvola´na azˇ po prˇedchozı´ch
akcı´ch definovany´ch v teˇchto funkcı´ch pro pra´ci se signa´ly.
Filtr da´le monitoruje vsˇechny pokusy o prˇı´stup signa´lu do procesu, a to i v prˇı´padeˇ, zˇe
signa´l je procesem samotny´m blokova´n (je oznacˇen jako SIG IGN). Vy´jimku zde tvorˇı´
SIGCHLD, ktery´ je vyvola´n v prˇı´padeˇ zmeˇny stavu podprocesu[16].
Jakmile je tedy signa´l zpracova´n, je vyvola´na uda´lost a v parametru data je vra´cen pocˇet,
kolikra´t byl signa´l vyvola´n od poslednı´ho vola´nı´ kevent().
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7.2.5.7 EVFILT TIMER Nastavı´ libovolny´ cˇasovacˇ, ktery´ je identifikova´n pomocı´ para-
metru ident. Cˇasova´ perioda je specifikova´na hodnotou vparametru datavmilisekunda´ch.
Uda´lost bude periodicky sta´le vyvola´va´na, dokud nebude struktura odstraneˇna nebo ne-
bude nastaveno EV ONESHOT. Prˇi vyvola´nı´ uda´losti je v parametru data vra´cen pocˇet,
kolikra´t cˇasovacˇ vyprsˇel od poslednı´ho vola´nı´ funkce kevent()[16].
7.2.5.8 EVFILT USER Vytvorˇı´ uzˇivatelsky specifikovanou uda´lost, ktera´ nenı´ spojena
s zˇa´dnou funkcı´ ja´dra, ale je vyvola´na v uzˇivatelske´m ko´du. Parametry jsou zde v bitech
nastaveny do fflags[16].
7.3 Implementace
7.3.1 Struktury
Za´kladnı´ cˇa´stı´ vnitrˇnı´ implementace kqueue je datova´ struktura knote, ktera´ korespon-
duje se strukturou kevent jenzˇ je pouzˇı´va´na v uzˇivatelske´m procesu. Druhou du˚lezˇitou
strukturou je samotna´ kqueue slouzˇı´cı´ ke dveˇma u´cˇelu˚m:
• zajisˇt’uje seznam obsahujı´cı´ jednotlive´ knotes s nastaly´mi uda´lostmi, ktere´ budou
prˇeda´ny do uzˇivatelske´ho procesu;
• sleduje knotes odpovı´dajı´cı´ zaregistrovany´m kevents pro sledova´nı´.
Tyto cı´le jsou prova´deˇny pomocı´ trˇı´ dalsˇı´ch podstruktur prˇipojeny´ch k hlavnı´ kqueue:
• seznam: obsahujı´cı´ knotes ktere´ byly jizˇ drˇı´ve oznacˇeny jako aktivnı´ (da´le jen kactive),
• hashovacı´ tabulku slouzˇı´cı´ k vyhleda´nı´ jednotlivy´ch knotes, jejichzˇ identifika´tor ne-
odpovı´da´ zvolene´mu deskriptoru,
• linea´rnı´ pole zrˇeteˇzeny´ch seznamu˚ indexovany´ch deskriptoru˚, ktere´ jsou prˇirˇazo-
va´ny stejny´m zpu˚sobem, jako je tomu u procesove´ open file table17. Toto pole je
dynamicky rozsˇirˇova´no podle momenta´lneˇ nejvysˇsˇı´ho pouzˇı´vane´ho file deskrip-
toru.
Kqueuemusı´ udrzˇovat seznam vsˇech sledovany´ch knotes z du˚vodu˚ spra´vne´ho odstraneˇnı´
z pameˇti v prˇı´padeˇ, zˇe uzˇivatelsky´ proces uzavrˇe a zrusˇı´ celou kqueue. Dalsˇı´m du˚vodem
je stav, kdy uzˇivatelsky´ proces uzavrˇe dany´ file deskriptor a kqueue pote´ odstranı´ vsˇechny
knotes prˇidruzˇene´ k tomuto deskriptoru[15].
7.3.2 Prˇida´va´nı´ sledova´nı´ uda´lostı´
Po zavola´nı´ funkce kqueue() je v pameˇti alokova´na nova´ struktura kqueue (da´le oznacˇena
jak kq), je pro ni vytvorˇen deskriptor a za´znam v open file table. Prvnı´ dveˇ vy´sˇe popsane´
podstruktury nejsou v tomto kroku jesˇteˇ vytvorˇeny. Jakmile uzˇivatelsky´ proces zavola´
17http://www.cs.kent.edu/ walker/classes/os.f07/lectures/Walker-11.pdf
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funkci kevent(), seznam zmeˇn ulozˇeny´ ve strukturˇe changelist, ktery´ je touto funkcı´ prˇeda´n
jako parametr, je po cˇa´stech nakopı´rova´n do prostoru ja´dra a na´sledneˇ je kazˇda´ jednotliva´
uda´lost pomocı´ funkce kqueue register() vlozˇena do kq. Tato funkce uzˇı´va´ jako internı´
identifika´tor dvojici parametru˚ ident a filter pro prohleda´nı´ kq, zda se jizˇ takova´ uda´lost
zde nenacha´zı´. Pokudne (a je-li nastaven parametrEV ADD), je vytvorˇena nova´ struktura
knote (da´le jen kn). Prˇi te´to inicializaci je vola´na rutina pro prˇirˇazenı´ zdroje uda´lostı´ k te´to
kq na za´kladeˇ jejı´ho typu. Da´le je provedeno spojenı´ s polem deskriptoru˚ nebo hashovacı´
tabulkou patrˇı´cı´ ke kq. V prˇı´padeˇ, zˇe v pru˚beˇhu neˇjake´ho z teˇchto kroku˚ dojde k chybeˇ,
je ko´d chyby zkopı´rova´n do struktury eventlist. Teprve jakmile jsou zpracova´ny vsˇechny
za´znamy z changelist(), je vola´na funkce kqueue scan() pro vra´cenı´ noveˇ nastaly´ch uda´lostı´
uzˇivatelske´mu procesu[15].
7.3.3 Rutiny pro filtry
Kazˇdy´ z pouzˇı´vany´ch filtru˚ nabı´zı´ vektor skla´dajı´cı´ se ze trˇı´ obsluzˇny´ch rutin: attach
(prˇipojenı´), detach (odpojenı´), filter(filtrova´nı´).
• rutina pro prˇipojenı´ - attach: zajisˇt’uje prˇipojenı´ knote struktury k seznamu monito-
rovany´ch uda´lostı´ v nadrˇazene´ strukturˇe kq;
• rutina pro odpojenı´ – detach: je inverznı´ k prˇipojovacı´ rutineˇ – v prˇı´padeˇ zrusˇenı´
sledova´nı´ dane´ uda´losti vyjme knote ze seznamu sledovany´ch;
• rutina pro filtrova´nı´ – filter: tato rutina je vola´na v prˇı´padeˇ, zˇe byla vyvola´na aktivita
na prˇidruzˇene´m zdroji uda´lostı´. Pomocı´ rutiny je pote´ rozhodnuto, zda cˇinnost,
ktera´ byla vyvola´na na zdroji, splnˇuje podmı´nku pro hla´sˇenı´ filtrovane´ uda´losti, a
tudı´zˇ vra´cenı´ te´to uda´losti do aplikace. Druhy podmı´nek a jejich vyhodnocova´nı´
je za´visle´ na pouzˇite´m filtru pro uda´lost. Samotna´ funkce musı´ vra´tit booleovskou
hodnotu znacˇı´cı´, zda sledova´na uda´lost nastala cˇi nikoliv.
Kazˇda´ z teˇchto funkcı´ kompletneˇ zapouzdrˇuje informace potrˇebne´ k manipulaci se
zdrojem uda´lostı´, odkud aktivita pocha´zı´ nebo co reprezentuje. Jedinou informacı´, kterou
nabı´zı´ jiny´m cˇa´stem implementace kqueue, je pouze ta, zda nastala cˇi nenastala sledovana´
uda´lost. Dı´ky tomuto jednoduche´mu zaobalenı´ je umozˇneˇno, aby mohly by´t prˇipojeny
dalsˇı´ zdroje uda´lostı´ pouhy´m prˇida´nı´m nove´ho filtru.
7.3.4 Aktivita na zdroji uda´lostı´
Jakmile je vyvola´na uda´lost na sledovane´m zdroji, je typicky zmeˇneˇna jeho datova´ struk-
tura. Ve zdrojovy´ch ko´dech ja´dra, ktere´ tyto mozˇne´ zmeˇny prova´dı´, jsou prˇida´ny funkce
pro notifikaci existujı´cı´ch kq. Pomocı´ tohoto syste´mu je vola´na funkce knot(). Funkce ma´
jako argument seznam knotes pro tento zdroj (ve sche´matu oznacˇeny´ jako klist) a jako
volitelny´ parametr jsou zde specificka´ data pro konkre´tnı´ filtr. Da´le je funkcı´ procha´zen
cely´ seznam a jsou na jeho jednotlive´ cˇa´sti vola´ny rutiny o rozhodova´nı´, zda nastala
sledovana´ uda´lost a zda ma´ by´t provedeno hla´sˇenı´. Jestlizˇe potrˇebna´ uda´lost opravdu
nastala, je struktura knote prˇida´na na konec seznamu kactive v konkre´tnı´ kq, ke ktere´ je
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Obra´zek 2: Struktury kqueue[15]
tato knote prˇidruzˇena. Prˇida´nı´ je ale provedeno pouze v prˇı´padeˇ, zˇe se v tomto seznamu
jesˇteˇ nenacha´zı´.
7.3.5 Dorucˇenı´ nastaly´ch uda´lostı´
Provra´cenı´ nastaly´chuda´lostı´ zpeˇt douzˇivatelske´hoprocesu jepouzˇito funkce kqueue scan().
Prˇi jejı´m vola´nı´ je na konec seznamu kactive prˇida´na specia´lnı´ knote struktura jako ozna-
cˇenı´ konce tohoto seznamu pro ohranicˇenı´ mnozˇstvı´ struktur, ktere´ je trˇeba zpracovat.
Jakmile je znacˇka vyjmuta z kactive, je ukoncˇena cela´ funkce.
Prˇi procha´zenı´ seznamu je kazˇda´ knote vyjmuta a probeˇhne kontrola, zda nenı´ nastaven
parametr EV ONESHOT. Pokud nenı´, je znovu vola´na funkce pro filtrova´nı´, aby bylo po-
tvrzeno, zda je stav uda´lostı´ sta´le validnı´. Opeˇtovnı´ vola´nı´ je prova´deˇno pro maxima´lnı´
mozˇne´ dosazˇenı´ spra´vnosti a aktua´lnosti – mu˚zˇe totizˇ naprˇı´klad nastat situace, kdy je jizˇ
uda´lost v kactive listu, ale nebyla prozatı´m ozna´mena do uzˇivatelske´ho procesu pomocı´
kevent(). V tomtomı´steˇ mu˚zˇe totizˇ proces naprˇı´klad na socket zavolat funkci read(), prˇecˇı´st
vsˇechna data ze socketu, a tı´m by ulozˇena´ uda´lost pozbyla platnosti.
Po kontrole a vyjmutı´ ze seznamu jsou informace z knotenakopı´rova´nydo kevent struktury
urcˇene´ pro na´vrat do uzˇivatelske´ho procesu. Jestlizˇe je nastaven parametr EV ONESHOT,
knote je odstraneˇna z kq. V opacˇne´m prˇı´padeˇ, pokud filtrovacı´ rutina signalizuje, zˇe je
uda´lost sta´le validnı´, je zarˇazena na konec seznamu kactive – to ovsˇem za prˇedpokladu,
zˇe nema´ nastaven parametr EV CLEAR. Tato cˇa´st probı´ha´ azˇ do nalezenı´ knote znacˇky
pro konec seznamu, ktera´ je pak vyjmuta a do uzˇivatelske´ho procesu je vra´cena kevent
struktura s uda´lostmi[15].
Na sche´matu je zobrazena kqueue A a B spolecˇneˇ s jejich seznamy deskriptoru˚ a
aktivnı´mi knotes. Socket ma´ klist pro kazˇdy´ ze svy´ch bufferu˚ a jak je videˇt, kazˇdy´ z teˇchto
klistsmu˚zˇe patrˇit jine´ kqueue.
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7.4 Porovna´nı´ s jiny´mi asynchronnı´mi zpu˚soby
Z uvedene´ho popisu mozˇnostı´ jasneˇ vyply´va´, zˇe v porovna´nı´ s ostatnı´mi syste´my pro
zpracova´nı´ asynchronnı´ch uda´lostı´ je pra´veˇ kqueue nejkomplexneˇjsˇı´ a mozˇnosti jejı´ho vy-
uzˇitı´ jsou daleko sˇirsˇı´, nezˇ je tomu u ostatnı´ch. Tato komplexnost pokrytı´ velke´ho pocˇtu
typu˚ sledovatelny´ch uda´lostı´ je sice mozˇna´ i u jiny´ch syste´mu˚ pouzˇı´vany´ch v UNIX/Li-
nuxu, ale je k tomu zapotrˇebı´ pouzˇitı´ dalsˇı´ch dodatecˇny´ch funkcı´. Obrovskou vy´hodou
u kqueue je mozˇnost si nadefinovat vlastnı´ uda´lost, cozˇ u ostatnı´ch implementacı´ nenı´
implicitneˇ mozˇne´ – tato mozˇnost by zaprˇı´cˇinila zmeˇnu obrovske´ho mnozˇstvı´ zdrojove´ho
ko´du ja´dra.
Jedinou nevy´hodu lze spatrˇovat u faktu, zˇe kqueue() je dostupna´ pouze pro neˇktere´ UNI-
Xove´ platformy. Byl sice proveden prototyp implementace pro Linux[18] cˇi pokus o za-
vedenı´ nove´ho notifikacˇnı´ho zpu˚sobu kevent(), ale v soucˇasne´ dobeˇ nejsou tyto projekty
da´le rozvı´jeny.
Jelikozˇ v ra´mci te´to pra´ce byla provedena vy´konnostnı´ srovna´nı´ jen zpu˚sobu˚ pouzˇitelny´ch
na platformeˇ Linux, pro ilustraci srovna´nı´ vy´konu byl vyuzˇit vy´sledek testu˚ provedeny´
pomocı´ knihovny libevent. Tento test18 porovna´val pouzˇitı´ select(), poll(), epoll() a kqueue
prˇi stu aktivnı´ch spojenı´ch. V tomto testu lze jasneˇ videˇt, zˇe select() a poll() dosahoval
nesrovnatelneˇ horsˇı´ch vy´konu˚ nezˇ dalsˇı´ dveˇ metody. Prˇi porovna´nı´ vy´sledku˚ epoll() a
kqueue() jsou jizˇ rozdı´ly daleko mensˇı´.
18http://alacner.com/book/libevent/libevent-benchmark2.jpg
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8 I/O Completion Ports
Oproti jizˇ zmı´neˇny´m spolecˇny´m funkcı´m jako select() a poll() nabı´zı´ platforma spolecˇnosti
Microsoft Windows specia´lnı´ rozhranı´ pro asynchronı´ operace ktera´ se nazy´va´ I/O Com-
pletion Ports (da´le jen IOCP. Toto rozhranı´, vyskytujı´cı´ se jizˇ od verze Windows NT 3.5,
nabı´zı´ efektivnı´ vla´knovy´ syste´m pro zpracova´nı´ cˇetny´ch asynchronnı´ch pozˇadavku˚ na
multiprocesorovy´ch syste´mech.
8.1 Princip
Aplikace pouzˇı´vajı´cı´ IOCP vytvorˇı´ objekt nazy´vany´ completion port (da´le jen CP), ke
ktere´mu je syste´mem vytvorˇena fronta, jejı´zˇ u´cˇelem je obsluhovat pozˇadavky a vracet
informace o dokoncˇene´m zpracova´nı´. K tomuto vytvorˇene´mu CP se pote´ prˇipojı´ pozˇado-
vane´ file handlery ktere´ vyuzˇı´vajı´ asynchronı´ I/O operace. File handler je spojen s CP azˇ
do doby, dokud nenı´ odebra´n.
V prˇı´padeˇ, zˇe byla neˇjaka´ I/O operace dokoncˇena, je zpra´va o dokoncˇenı´ (nazy´vana´ te´zˇ
completion packet) ulozˇena do fronty principem First In, First Out - FIFO. Operace vyzve-
da´nı´ zpra´v o dokoncˇenı´ (v pu˚vodnı´ implementaci bylo mozˇno vybı´rat zpra´vy z fronty
pouze po jedne´, viz Sekce s popisemAPI) je prova´deˇna neˇkolika vla´kny, jejichzˇmaxima´lnı´
pocˇet je specifikova´n prˇi vytva´rˇenı´ CP. Vla´kno pote´ vykona´ rutinu podle typu zpra´vy,
ktery´ znacˇı´ dokoncˇenou uda´lost. Vla´kno tedy prˇecˇte/zapı´sˇe data, obslouzˇı´ cˇi prˇijme nove´
spojenı´ apod.
Zpu˚sob pra´ce vla´ken je jednou z nejdu˚lezˇitejsˇı´ch vlastnostı´ cele´ho IOCP. Aby bylo zame-
zeno naprˇı´klad cˇaste´mu prˇepı´na´nı´ kontextu (jak je tomu naprˇı´klad prˇi pouzˇitı´ velky´ch
thread poolu˚) a jiny´m na´rocˇny´m cˇinnostem spojeny´m s vla´knovy´m zpracova´va´nı´m I/O
pozˇadavku˚, ktere´ pro svou cˇinnost vyteˇzˇujı´ CPU, ma´ IOCP naimplementova´no neˇkolik
vlastnostı´ slouzˇı´cı´ch k co mozˇna´ nejlepsˇı´mu vyuzˇitı´ syste´movy´ch prostrˇedku˚.
Prvnı´ du˚lezˇitou vlastnostı´ je ta, ktera´ automaticky po dokoncˇenı´ obsluzˇne´ rutiny vla´kna
kontroluje, zda nenı´ ve fronteˇ dalsˇı´ zpra´va pro zpracova´nı´. Dı´ky tomuto syste´mu je za-
mezeno tomu, aby bylo vla´kno po dokoncˇenı´ rutiny uspa´no, i kdyzˇ jsou dalsˇı´ zpra´vy ve
fronteˇ, a pro zpracova´nı´ pozˇadavku by bylo pouzˇito dalsˇı´ vla´kno, ktere´ by muselo by´t
eventuelneˇ probuzeno (jakmile nejsou ve fronteˇ zˇa´dne´ zpra´vy, tak jsou vla´kna uspa´na).
Vla´kna jsou tedy poskytova´na pomocı´ Last In, First Out - LIFO.
Dalsˇı´ a nejdu˚lezˇiteˇjsˇı´ vlastnostı´ je zpu˚sob rˇesˇenı´ konkurencevla´ken. Idea´lnı´mobecny´m
zpu˚sobem prˇi pra´ci s vla´kny je mı´t v dane´m okamzˇiku jedno vla´kno pro kazˇdy´ procesor
v syste´mu. Jak bude da´le podrobneˇji rozebra´no, prˇi vytva´rˇenı´ CP je zvolena hodnota
maxima´lnı´ho pocˇtu konkurencˇnı´ch vla´ken – tato hodnota tedy omezuje pocˇet za´rovenˇ
spusˇteˇny´ch vla´ken spojeny´ch s konkre´tnı´m CP.
V prˇı´padeˇ, zˇe celkovy´ pocˇet spusˇteˇny´ch vla´ken pro konkre´tnı´ CP dosa´hne te´to zvolene´
hodnoty, syste´m zablokuje spusˇteˇnı´ jaky´chkoliv dalsˇı´ch vla´ken spojeny´ch s tı´mto portem,
a to azˇ do te´ doby, dokud pocˇet vla´ken neklesne pod zvolenou limitnı´ hodnotu. V ra´mci
IOCP je toto rˇesˇeno pomocı´ kontroly hodnoty soubeˇhu – v prˇı´padeˇ, zˇe hodnota soubeˇhu
spojena´ s konkre´tnı´m IOCP je rovna pocˇtu aktua´lneˇ aktivnı´ch vla´ken, tak dalsˇı´ vla´kno,
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Obra´zek 3: I/O completion port operace
ktere´ cˇeka´ v CP, nebude spusˇteˇno.
Vy´hody tohoto omezenı´ lze nejle´pe videˇt prˇi nejidea´lneˇjsˇı´m a nejefektivneˇjsˇı´m prˇı´padu
prˇi vyuzˇı´va´nı´ IOCP:
• ve fronteˇ jsou zpra´vy
• je dosazˇena maxima´lnı´ hodnota pouzˇı´va´ny´ch vla´ken
V tomto prˇı´padeˇ vla´kno, ktere´ obslouzˇı´ jeden pozˇadavek, zacˇne okamzˇiteˇ obsluhovat
dalsˇı´ a nedojde tak k zˇa´dne´mu prˇepı´na´nı´ kontextu, protozˇe beˇzˇı´cı´ vla´kno kontinua´lneˇ
vyzveda´va´ zpra´vy z fronty a zˇa´dna´ dalsˇı´ vla´kna nejsou spusˇteˇna – z du˚vodu, zˇe vla´kna
jsou distribuova´na pomocı´ jizˇ zmı´neˇne´ho principu LIFO. Na tomto prˇı´kladu je videˇt, zˇe
dalsˇı´ vla´kna by byla zbytecˇna´ a nikdy by nebyla spusˇteˇna.
8.2 Vyuzˇitelne´ file handlery
V ra´mci IOCP lze pro prˇirˇazenı´ k CP pouzˇı´t vsˇechny objekty, ktere´ vyuzˇı´vajı´ I/O metody.
Patrˇı´ sem naprˇı´klad soubory na disku, TCP sockety, pojmenovane´ roury nebo trˇeba i mail
sloty. Obecneˇ se jedna´ o objekty, ktere´ mohou vyuzˇı´t na´sledujı´cı´ funkce:
• ConnectNamedPipe - umozˇnˇuje serverove´ pojmenovane´ rourˇe cˇekat na klientsky´
proces prˇipojenı´m nove´ instance pojmenovane´ roury
• DeviceIoControl - posla´nı´ kontrolnı´ho ko´du ovladacˇi zarˇı´zˇenı´, ktere´ pote´ provede
odpovı´dajı´cı´ operaci prˇidruzˇenou k dane´mu ko´du
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Obra´zek 4: I/O completion port operace s jednı´m povoleny´m vla´knem
• LockFileEx - vytvorˇenı´ za´mku na dany´ soubor pro konkre´tnı´ proces. Za´mek mu˚zˇe
by´t i sdı´leny´
• ReadDirectoryChangesW - cˇtenı´ informacı´ o zmeˇna´ch v zadane´m adresa´rˇi
• ReadFile - cˇtenı´ dat ze specifikovane´ho souboru a nebo I/O zarˇı´zenı´
• TransactNamedPipe - kombinace cˇtenı´ a za´pisu z pojmenovane´ roury do jedne´
sı´t’ove´ operace
• WaitCommEvent - cˇeka´nı´ na uda´lost na specifikovane´m zarˇı´zenı´
• WriteFile - za´pis dat do specifikovane´ho souboru a nebo I/O zarˇı´zenı´
• WSASendMsg - za´pis dat a volitelny´ch kontrolnı´ch informacı´ z prˇipojene´ho nebo
odpojene´ho socketu
• WSASendTo - za´pis dat do specifikovane´ho socketu
• WSASend - za´pis dat do prˇipojene´ho socketu
• WSARecvFrom - prˇı´jem datagramu˚ a ulozˇenı´ zdrojove´ adresy
• WSARecvMsg - prˇı´jem dat a volitelny´ch kontrolnı´ch informacı´ z prˇipojene´ho nebo
odpojene´ho socketu
• WSARecv - prˇı´jem dat z prˇipojene´ho socketu[1]
8.3 Hlavnı´ funkce
IOCP nabı´zı´ veˇtsˇı´ mnozˇstvı´ funkcı´ z nichzˇ nejdu˚lezˇiteˇjsˇı´ jsou dveˇ nı´zˇe uvedene´.
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8.3.1 CreateIoCompletionPort
Funkce slouzˇı´cı´ k vytvorˇenı´ nove´ho CP s mozˇnostı´ prˇipojenı´ file handleru a nebo pro
prˇipojenı´ file handleru k jizˇ existujı´cı´mu CP.
HANDLE WINAPI CreateIoCompletionPort(
In HANDLE FileHandle,
In opt HANDLE ExistingCompletionPort,
In ULONG PTR CompletionKey,
In DWORD NumberOfConcurrentThreads
) ;
Vy´pis 11: funkce CreateIoCompletionPort
8.3.1.1 Parametry
• FileHandle
File handler nebo lze pouzˇı´t konstantu INVALID HANDLE VALUE. V prˇı´padeˇ pou-
zˇitı´ konstanty nenı´ k IOCP prˇipojen zˇa´dny´ file handler, parametr ExistingCompleti-
onPortmusı´ mı´t hodnotu NULL a CompletionKey hodnota je ignorova´na.
• ExistingCompletionPort
Lze pouzˇı´t dveˇma zpu˚soby:
– parametr je drˇı´ve vytvorˇeny´ CP – zadany´ file handler je spojen s tı´mto CP
– parametr je NULL – je vytvorˇen novy´ CP.
• CompletionKey
Uzˇivatelsky definovany´ klı´cˇ pro file handler, ktery´ je pote´ obsazˇen ve vsˇech CP
packetech.
• NumberOfConcurrentThreads
Specifikuje pocˇet vla´ken proCP. Nejlepsˇı´ maxima´lnı´ hodnotou promaxima´lnı´ pocˇet
vla´ken prˇidruzˇeny´ch k CP je pocˇet procesoru˚ pocˇı´tacˇe (toto je nastaveno v prˇı´padeˇ
zvolene´ hodnoty 0). V prˇı´padeˇ pouzˇitı´ vı´ce vla´ken bude obslouzˇeno vı´ce pozˇadavku˚
ve stejne´ dobeˇ, ale jejich zpracova´nı´ potrva´ delsˇı´ dobu, a proto je trˇeba uva´zˇit prˇı´pad,
kdy je takove´ pouzˇitı´ vhodne´.
• Na´vratova´ hodnota
– V prˇı´padeˇ, zˇe ExistingCompletionPort parametr bylNULL - je vra´cen novy´ Exis-
tingCompletionPort.
– Vprˇı´padneˇ, zˇe ExistingCompletionPort parametr byl validnı´CP – je vra´cen tento
samy´.
– V prˇı´padeˇ chyby je vra´ceno NULL.[1]
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8.3.2 GetQueuedCompletionStatus
Funkce vyjı´ma´ jednotlive´ zpra´vy z CP fronty. V prˇı´padeˇ, zˇe zde nenı´ dalsˇı´ zpra´va, funkce
cˇeka´. Promozˇnost vyjmout vı´ce zpra´v najednou lze pouzˇı´tGetQueuedCompletionStatusEx.
BOOL WINAPI GetQueuedCompletionStatus(
In HANDLE CompletionPort,
Out LPDWORD lpNumberOfBytes,
Out PULONG PTR lpCompletionKey,
Out LPOVERLAPPED ∗lpOverlapped,
In DWORD dwMilliseconds
) ;
Vy´pis 12: funkce GetQueuedCompletionStatus
8.3.2.1 Parametry
• CompletionPort
Konkre´tnı´ CP.
• lpNumberOfBytes
Pocˇet bytu˚ prˇeneseny´ch za dobu vykona´va´nı´ I/O operace.
• LpCompletionKey
Uzˇivatelsky definovany´ klı´cˇ.
• lpOverlapped
OVERLLAPED struktura ktera´ byla zada´na´, kdyzˇ zacˇala I/Ooperace. Tato struktura
obsahuje informace pouzˇite´ v asynchronnı´m nebo prˇekry´vane´m I/O.
• dwMilliseconds
Maxima´lnı´ doba v milisekunda´ch, po kterou se ma´ cˇekat na novou zpra´vu.
• Na´vratova´ hodnota
V prˇı´padeˇ u´speˇsˇne´ho vyjmutı´ zpra´vy True, v prˇı´padeˇ chyby (naprˇ. prˇi vyprsˇenı´
cˇasove´ho limutu zvolene´ho v parametru dwMilliseconds) False. [1]
8.4 Porovna´nı´ s epoll()
Prˇi porovna´nı´ s vlastnostmi funkce epoll() je videˇt jeden za´sadnı´ rozdı´l, ktery´ se ty´ka´
zpu˚sobu, jaky´m jsou dorucˇova´ny notifikace nastaly´ch uda´lostı´:
• V prˇı´padeˇ epoll() je uda´lost vyvola´na tehdy, kdyzˇ je file handler prˇipraven vykonat
pozˇadovanou operaci.
• V prˇı´padeˇ IOCP je notifikace vyvola´na tehdy, kdyzˇ je pozˇadovana´ operace do-
koncˇena. Dı´ky tomuto zpu˚sobu je tedy mozˇne´ IOCP emulovat pomocı´ separova-
ne´ho thread poolu. Tohoto vyuzˇı´va´ naprˇı´klad aplikace Wine.19.
19Rozhranı´ umozˇnˇujı´cı´ chod aplikacı´ pro Microsoft Windows pod jiny´mi operacˇnı´mi syste´my -
http://www.winehq.org
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8.4.1 Buffery
Dalsˇı´ rozdı´lnou vlastnostı´ je to, IOCP operace pro cˇtenı´ a za´pis nemusı´ dokoncˇit sve´ vy-
kona´va´nı´ hned, a vzhledem k tomu, zˇe tyto operace vyuzˇı´vajı´ buffery, tak je nutne´, aby azˇ
do kompletnı´ho vykona´nı´ cˇtenı´/za´pisu zu˚staly tyto buffery nezmeˇneˇny. Z toho vyply´va´
neˇkolik omezenı´, jako naprˇı´klad nemozˇnost pouzˇı´t loka´lnı´ (za´sobnı´kove´) buffery, jelikozˇ
tyto prˇestanou by´t validnı´ po ukoncˇenı´ funkce. Take´ trˇeba nelze dynamicky realokovat
vy´stupnı´ buffer v prˇı´padeˇ, zˇe je potrˇeba odeslat vı´ce dat. Rˇesˇenı´m je vytvorˇit novy´ buffer.
Z te´to vlastnosti vyply´va´ i fakt, zˇe nenı´ mozˇne´ meˇnit jake´koliv parametry pro uda´lost.
Pokud tedy naprˇı´klad je potrˇeba zveˇtsˇit buffer pro cˇtenı´, je nutne´ sledova´nı´ operace zrusˇit
a vytvorˇit novou, ale to sky´ta´ dalsˇı´ omezenı´ – viz Zmeˇna sledovany´ch operacı´.
8.4.2 Vı´ce typu˚ operacı´ za´rovenˇ
Jednotlive´ operace vyzˇadujı´ take´ OVERLLAPED strukturu, ktera´ je nemeˇnitelna´ azˇ do
dokoncˇenı´ vykona´va´nı´. V prˇı´padeˇ, zˇe je tedy nutne´ za´rovenˇ cˇı´st a zapisovat, je nutne´
vytvorˇit pro kazˇdou cˇinnost novou strukturu.
8.4.3 Zmeˇna sledovany´ch operacı´
U epoll() je mozˇne´ meˇnit potrˇebne´ sledovane´ uda´losti jednodusˇe pomocı´ funkce epoll ctl(),
a to v jake´mkoliv vla´kneˇ aplikace, anizˇ by to zpu˚sobilo proble´m pro dalsˇı´ vla´kna, ktera´
cˇekajı´ na tuto meˇneˇnou uda´lost. U IOCP je to ale o dost slozˇiteˇjsˇı´. Na zmeˇnu sledovany´ch
uda´lostı´ lze pouzˇı´t funkci CancelIo(), ale mu˚zˇe to prove´st jedineˇ to vla´kno, ktere´ pu˚vodneˇ
vytvorˇilo sledova´nı´ dane´ uda´losti. Status te´to uda´losti je pote´ nezna´my´ azˇ do doby, dokud
nenı´ pomocı´ GetOverlappedResult() vra´cen status o ukoncˇenı´.
8.4.4 Veˇtsˇı´ mnozˇstvı´ dat
Rozdı´lne´ zpracova´nı´ uda´lostı´ lze videˇt i na situaci, kdy se na socketu vyskytuje veˇtsˇı´
mnozˇstvı´ dat a obeˇ funkce vyvolajı´ uda´lost. Jako prˇı´klad lze uve´st stav, kdy jsou na
socketu data ke cˇtenı´:
• epoll() vyvola´ uda´lost EPOLLIN, na tu je zareagova´no a ve smycˇce je mozˇne´ cˇı´st
vsˇechna prˇı´chozı´ data azˇ do doby, dokud neˇjaka´ na socketu jsou – typicky dokud
prˇi cˇtenı´ nenı´ vra´cena EAGAIN.
• U IOCP je ale situace slozˇiteˇjsˇı´ (z jizˇ drˇı´ve specifikovane´ho omezenı´ prˇi pouzˇı´va´nı´
bufferu˚) a pro prˇı´jem dalsˇı´ch dat musı´ by´t provedena znovu operace pro cˇtenı´, a
to do doby, dokud nejsou vsˇechna data prˇecˇtena. Cozˇ v prˇı´padeˇ, zˇe pro IOCP je
pouzˇı´va´no vı´ce vla´ken, mu˚zˇe vyvolat situaci, kdy vı´ce vla´ken cˇte za´rovenˇ z jednoho
socketu a je proto tedy potrˇeba du˚kladneˇjsˇı´ a propracovaneˇjsˇı´ implementace.
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Obra´zek 5: Porova´nı´ vyuzˇitı´ CPU prˇi pouzˇitı´ epoll() a IOCP [3]
8.4.5 Neblokujı´cı´ sockety
Prˇi pouzˇitı´ neblokujı´cı´ch socketu˚ v IOCP je pro prˇipojenı´ socketu nutno pouzˇı´t specia´lnı´
funkci ConnectEx() mı´sto standardnı´ connect(), a to z du˚vodu, zˇe druha´ zmı´neˇna´ nepod-
poruje OVERLLAPED strukturu, a nenı´ tedy mozˇne´ tento socket prˇidat do IOCP. Funkce
accept() ale jizˇ toto omezenı´ nema´.[2]
8.5 Vy´konnostnı´ rozdı´ly
V ra´mci te´to pra´ce nebyla vy´konnostneˇ testova´na implementace IOCP, ale z jizˇ prove-
deny´ch testu˚ vy´konu procesoru lze videˇt, zˇe prˇi za´kladnı´ implementaci lze dosa´hnout
relativneˇ stejne´ho vy´konu prˇi stejneˇ u´speˇsˇne´m pocˇtu obslouzˇeny´ch spojenı´. Test byl pro-
veden na serveru s osmi ja´dry a jako klient byl pouzˇit program generujı´cı´ 10000 spojenı´,
z nich kazˇde´ prˇijı´malo a posı´lalo na server data po dobu 600 sekund. [3]
8.6 Rozsˇı´rˇenı´ ve Windows
Ve verzi MicrosoftWindows 8 andWindows Server 2012 bylo prˇedstaveno nove´ rozsˇı´rˇenı´
pro WinSockets – Registered I/O (RIO), ktere´ je prima´rneˇ zameˇrˇeno pro serverove´ apli-
kace a pouzˇı´va´ prˇedvytvorˇene´ datove´ buffery a fronty pro zvy´sˇenı´ vy´konu. Podle testu˚
porovna´vajı´cı´ implentaci UDP serveru s a bez RIO podpory se jevı´ vyuzˇitı´ te´to nove´
funkcionality jako vı´ce nezˇ vhodne´. [4]
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9 Vla´kna
Srovna´va´nı´ vy´hod a prˇednostı´ pouzˇitı´ cˇisteˇ jen vla´ken cˇi uda´lostı´ je dlouhodobeˇ dis-
kutovany´m proble´mem. Na toto te´ma bylo v minulosti napsa´no velke´ mnozˇstvı´ pracı´
prˇikla´neˇjı´cı´ch se k jednomu cˇi druhe´mu zpu˚sobu a vzna´sˇejı´cı´ podpu˚rne´ argumenty o vy´-
hodnosti cˇi Dualita obou syste´mu je zde jesˇteˇ popsa´na na grafu popisujı´cı´ho tok ovla´da´nı´
programu s ohledem na blokova´nı´ cˇi dosahova´nı´ kontrolnı´ch bodu˚. V grafu je kazˇdy´ uzel
reprezentova´n jako kontrolnı´ cˇi blokujı´cı´ bod a kazˇda´ hrana znamena´ vykonany´ ko´dmezi
teˇmito dveˇma body. Prˇi porovna´nı´ grafu kazˇde´ho z teˇchto dvou syste´mu˚ je rˇecˇeno, zˇe jsou
identicke´ a tı´m je take´ podporˇeno tvrzenı´ o dualiteˇ obou syste´mu˚.nevy´hodnosti obou zpu˚-
sobu˚. Neˇkolik takovy´ch tezı´ bude popsa´no i v te´to kapitole. Take´ je trˇeba zmı´nit, zˇe popisy
se ty´kajı´ zpu˚sobu˚ pouzˇı´vajı´cı´ch jen vla´kna nebo uda´losti. Nejsou tedy porovna´va´ny jejich
mozˇne´ kombinace - toto je provedeno v jine´ cˇa´stı´ pra´ce.
9.1 Dualita
H. C. Lauer a R. M. Needham se ve sve´ pra´ci[35], ktera´ vznikla jizˇ v roce 1978, zaby´vali
touto problematikou a vy´sledkem jejich vy´zkumu je tvrzenı´, zˇe oba dva zmı´neˇne´ zpu˚soby
nemajı´ vu˚cˇi sobeˇ vy´hody cˇi nevy´hody a tedy zˇe dosahujı´ stejny´ch vy´konu˚. Tato dualita
vycha´zela z porovna´nı´, jak jednotlive´ syste´my fungujı´, cozˇ se da´ shrnout v na´sledujı´cı´
tabulce. Je trˇeba zmı´nit, zˇe v jimipouzˇı´vany´chvy´razechbyl syste´mzalozˇeny´ nauda´lostech
nazva´n jako message-oriented system a vyuzˇı´va´nı´ vla´ken jako procedure-oriented system. V
tabulce jsou tato porovna´nı´ uzpu˚sobena na aktua´lneˇ pouzˇı´vanou terminologii.
Dualita obou syste´mu je zde jesˇteˇ popsa´na na grafu popisujı´cı´ho tok ovla´da´nı´ pro-
gramu s ohledem na blokova´nı´ cˇi dosahova´nı´ kontrolnı´ch bodu˚. V grafu je kazˇdy´ uzel
reprezentova´n jako kontrolnı´ cˇi blokujı´cı´ bod a kazˇda´ hrana znamena´ vykonany´ ko´dmezi
teˇmito dveˇma body. Prˇi porovna´nı´ grafu kazˇde´ho z teˇchto dvou syste´mu˚ je rˇecˇeno, zˇe jsou
identicke´ a tı´m je take´ podporˇeno tvrzenı´ o dualiteˇ obou syste´mu˚.
Z dnesˇnı´ho pohledu je toto porovna´nı´ ne u´plneˇ prˇesne´, a to hlavneˇ ze dvou du˚vodu˚:
• ignorova´nı´ faktu, zˇe uda´lostmi rˇı´zene´ syste´my pouzˇı´vajı´ pro svou synchronizaci
vı´ce pokrocˇily´ syste´m pla´nova´nı´;
• pouzˇı´va´nı´ globa´lnı´ch datovy´ch struktur a sdı´lene´ pameˇti bylo popsa´no jako velmi
netypicke´ pro uda´lostmi rˇı´zeny´ syste´m.
Celkoveˇ lze tedy tvrdit, zˇe uda´losti rˇı´zene´ programy nebyly posuzova´ny v jejich
obecnosti a nebyly bra´ny v potaz vsˇechny jejich mozˇnosti a vyuzˇitı´.
V za´veˇru jejich pra´ce bylo rˇecˇeno, zˇe u´speˇsˇne´ nasazenı´ jednoho z teˇchto syste´mu˚ je
za´visle´ na tom, nakolik je tento zpu˚sob vı´ce prˇirozeny´ pro cı´lovou aplikaci. Tento obecneˇ
prˇijı´many´ fakt nenı´ vyvra´cen ani v jedne´ z na´sledneˇ popsany´ch pracı´ch.
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Uda´losti Vla´kna
Kana´ly pro zpra´vy Na´zvy procedur
Odesla´nı´ zpra´vy Vola´nı´ procedury
Zpozˇdeˇne´ odesla´nı´, cˇeka´nı´ Vytva´rˇenı´ vla´ken
Cˇeka´nı´ v hlavnı´ smycˇce Cˇeka´nı´ na uvolneˇnı´ za´mku
Obsluzˇne´ funkce pro zpra´vy Postup procedury
Cˇeka´nı´ na zpra´vy Stavove´ promeˇnne´ a signa´ly
Tabulka 2: Uda´losti vs. Vla´kna podle[35]
9.2 Procˇ jsou vla´kna nebo uda´losti sˇpatna´ idea
Zajı´mavy´ pohled na problematiku pouzˇitı´ syste´mu uda´lostı´ nebo vla´ken prˇina´sˇı´ dveˇ
pra´ce, z nichzˇ ta pozdeˇjsˇı´[37] se snazˇı´ do jiste´ mı´ry vyvra´tit prˇedpoklady, procˇ je syste´m
zalozˇeny´ na uda´lostech lepsˇı´ a pouzˇitelneˇjsˇı´ ve veˇtsˇineˇ prˇı´padech[36]. Prvnı´ pra´ce, prˇı´-
znacˇneˇ nazvana´ ”Why thread are bad idea (for most purposes)“[36], popisuje du˚vody,
procˇ je pouzˇı´va´nı´ vla´ken teˇzˇsˇı´ a me´neˇ vy´konneˇjsˇı´ a jako alternativu doporucˇuje pouzˇı´va´nı´
uda´lostı´. Nenı´ zde ale zamlcˇen fakt, zˇe i pouzˇitı´ vla´ken ma´ sve´ vy´hody ve specia´lnı´ch
prˇı´padech a take´ zˇe je jejich pouzˇitı´ v teˇchto prˇı´padech nezbytne´. Jedna´ se o:
• operacˇnı´ syste´m - jedno syste´move´ vla´kno pro jeden uzˇivatelsky´ proces,
• veˇdecke´ aplikace - jedno vla´kno pro kazˇde´ CPU,
• distribuovane´ syste´my,
• uzˇivatelske´ rozhranı´,
• databa´zove´ syste´my.
Nevy´hod a sˇpatny´ch vlastnostı´ je ale uvedeno daleko veˇtsˇı´ mnozˇstvı´. Lze zmı´nit naprˇı´-
klad:
• slozˇity´ vy´voj aplikacı´ pouzˇı´vajı´cı´ch vla´kna,
• dosazˇenı´ dobre´ho vy´konu aplikace je obtı´zˇne´,
• proble´my se synchronizacı´,
• deadlock,
• obtı´zˇne´ debugova´nı´,
• porusˇenı´ abstrakce - moduly programu nelze navrhovat neza´visle na sobeˇ,
• callbackove´ funkce nemu˚zˇou pracovat se za´mky vla´ken,
• mala´ podpora vla´ken jak u standardnı´ch knihoven (typicky thread-safe proble´m)
tak i u funkcı´ operacˇnı´ch syste´mu,
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• ne vzˇdy je potrˇeba, aby ru˚zne´ cˇa´sti aplikace beˇzˇely soubeˇzˇneˇ.
Nejsou zde ale zamlcˇeny obecne´ proble´myprˇi pouzˇı´va´nı´ uda´lostı´, jako nemozˇnost pouzˇitı´
vı´ce CPU cˇi proble´my prˇi delsˇı´ dobeˇ vykona´va´nı´ obsluzˇny´ch rutin, dı´ky cˇemuzˇ aplikace
prˇi zpracova´va´nı´ jednoho pozˇadavku nemu˚zˇe obsluhovat dalsˇı´ apod.
V druhe´ pra´ci, tentokra´t nazvane´ ”Why events are a bad idea (for high-concurrency
servers)“[37], byly neˇktere´ z vlastnostı´ vla´ken, ktere´ byly prvnı´ pracı´ oznacˇeny za sˇpatne´
cˇi nedostacˇujı´cı´, popsa´ny z jine´ho u´hlu pohledu. Dı´ky tomuto jine´mu zpu˚sobu uvazˇova´nı´
nad zpu˚sobem pouzˇı´va´nı´ vla´ken, a take´ dı´ky vlastnı´ implementaci podpu˚rne´ knihovny,
bylo na neˇkolika testech uka´za´no, zˇe oba zpu˚soby si mu˚zˇou co do vy´konu konkurovat.
Zmı´neˇne´ vlastnosti se dajı´ rozdeˇlit do peˇti kategoriı´:
• vy´kon,
• rˇı´zenı´ beˇhu programu,
• synchronizace,
• spra´va stavu˚,
• pla´nova´nı´.
9.2.1 Vy´kon
Kritika: Velka´ spousta pokusu˚ pro pouzˇitı´ vla´ken pro velkou soubeˇzˇnost nebyla provedena dobrˇe.
Tato vlastnost nenı´ v druhe´ pra´ci vyvra´cena, ale je zmı´neˇno, zˇe dosavadnı´ sˇpatne´ vy´-
sledky jsou zaprˇı´cˇineˇny nedostatecˇnou implementacı´ samotny´ch vla´ken a jejich knihoven,
a to zejme´na v pouzˇitı´ pro velkou soubeˇzˇnost. Jako hlavnı´ du˚vod velke´ rezˇie a na´sledne´ho
slabsˇı´ho vy´konu je uva´deˇn pocˇet operacı´, ktere´ majı´ slozˇitostO(N), kdyN je pocˇet pouzˇı´-
vany´ch vla´ken. Druhy´m du˚vodem je velke´ mnozˇstvı´ prˇepı´na´nı´ kontextu v porovna´nı´ prˇi
pouzˇı´va´nı´ uda´lostı´.
9.2.2 Rˇı´zenı´ beˇhu programu
Kritika: Vla´kna majı´ omezene´ rˇı´zenı´ beˇhu programu.
Tento proble´m podle autoru˚ druhe´ pra´ce vycha´zı´ z prˇedpokladu, zˇe programa´torˇi prˇi
na´vrhu aplikacı´ prˇemy´sˇlı´ velmi linea´rneˇ o rˇı´zenı´ beˇhu programu a snazˇı´ se pouzˇı´vat vı´ce
komplexneˇjsˇı´ch na´vrhovy´ch vzoru˚.
Podle autoru˚ je ale tento prˇı´stup sˇpatny´ z neˇkolika du˚vodu˚. Hlavnı´ z nich je tvrzenı´, zˇe
komplikovane´ na´vrhove´ vzory se vpraxi velmima´lo vyuzˇı´vajı´. Sami prozkoumali neˇkolik
typu˚ serverovy´ch aplikacı´ a dosˇli k za´veˇru, zˇe jejich na´vrhove´ vzory se dajı´ rozdeˇlit do trˇı´
jednoduchy´ch cˇa´stı´: vola´nı´/na´vrat, paralelnı´ vola´nı´ a pouzˇı´va´nı´ pipe. Vsˇechny tyto cˇa´stı´
mu˚zˇou ale by´t pomocı´ vla´ken prova´deˇny daleko prˇirozeneˇji. Je zde vyslovena imysˇlenka,
zˇe vı´ce komplikovane´ na´vrhove´ vzory nejsou pouzˇı´va´ny proto, zˇe je obtı´zˇne´ je pouzˇı´vat
spra´vneˇ.
52
9.2.3 Synchronizace
Kritika: Synchronizace vla´ken je prˇı´lisˇ obtı´zˇna´ a na´rocˇna´.
Zmı´neˇna je cˇasto uva´deˇna´ vy´hoda uda´lostmi rˇı´zeny´ch syste´mu˚ - dı´ky kooperativnı´mu
multitaskingu 20 je poskytova´na synchronizace bez toho, anizˇ by se runtime syste´mmusel
starat o vla´knove´mutexy cˇi obsluhovat fronty pro cˇeka´nı´ atd.Dı´ky dalsˇı´ pra´ci 21, na kterou
je zde odkazova´no, jsou tyto vlastnosti vy´hodami cˇisteˇ jen kooperativnı´ho multitaskingu
a ne uda´lostmi rˇı´zeny´ch syste´mu˚, a proto je mozˇno jejich kladny´ch vlastnostı´ vyuzˇı´t se
stejny´m vy´sledkem i prˇi pouzˇitı´ vla´ken.
9.2.4 Spra´va stavu˚
Kritika: Stacky vla´ken jsou neefektivnı´ zpu˚sob jak udrzˇovat aktivnı´ stavy.
Velke´ syste´myzalozˇene´ napouzˇı´va´nı´ vla´ken cˇasto riskujı´mezi prˇetecˇenı´mza´sobnı´ku a
ply´tva´nı´m virtua´lnı´ho adresnı´ho prostoru pro velke´ za´sobnı´ky, zatı´mco uda´lostmi rˇı´zene´
syste´my tyto proble´my rˇesˇı´ obvykle pouzˇitı´m male´ho mnozˇstvı´ vla´ken a uvolnˇova´nı´m
stacku po kazˇde´m vola´nı´ obsluzˇne´ rutiny. Pro rˇesˇenı´ tohoto proble´mu u vla´ken autorˇi
vytvorˇili vlastnı´ mechanismus, jenzˇ umozˇnˇuje dynamicke´ zveˇtsˇova´nı´ stacku˚.
9.2.5 Pla´nova´nı´
Kritika:Model virtua´lnı´ho procesoru zajisˇt’ovany´ vla´kny nutı´ runtime syste´m by´t prˇı´lisˇ obecny´ a
neumozˇnˇuje manua´lnı´ pla´nova´nı´.
Uda´lostmi rˇı´zene´ syste´my jsou samy schopny pla´nova´nı´ akcı´ prˇı´mo na u´rovni apli-
kace. Dı´ky tomu mu˚zˇou by´t v aplikaci prova´deˇny ru˚zne´ optimalizace chova´nı´ cˇi uprˇed-
nostnˇova´nı´ obslouzˇenı´ neˇktery´ch uda´lostı´ prˇed ostatnı´mi na za´kladeˇ aktua´lnı´ho stavu.
Zde se autorˇi odkazujı´ na drˇı´ve zmı´neˇnou Lauer-Needhamdualitu s tı´m, zˇe stejny´ zpu˚sob
pla´nova´nı´ mu˚zˇe by´t dı´ky nı´ aplikova´n i u vla´ken.
9.2.6 Porovna´nı´
Dı´ky teˇmto argumentu˚m na cˇasto zminˇovana´ nevy´hodna´ mı´sta prˇi pouzˇı´va´nı´ vla´ken
bylo dosazˇeno konstatova´nı´, zˇe vla´knove´ aplikace mu˚zˇou dosahovat minima´lneˇ stejne´ho
vy´konu jako aplikace s uda´lostmi a zˇe tyto nemajı´ zˇa´dne´ velke´ vy´hody.
Dı´ky nemozˇnosti veˇtsˇı´ sˇka´lovatelnosti vla´ken na uzˇivatelske´ u´rovni jsou ale vı´ce
pouzˇı´va´ny syste´my rˇı´zene´ uda´lostmi. Autorˇi zminˇujı´, zˇe tato nevy´hoda nevycha´zı´ z
vlastnostı´ abstrakce vla´ken, ale z pozu˚statku˚ jejich sˇpatne´ implementace, cozˇ dokla´dajı´
na´vrhem a vlastnı´ implementacı´ nove´ho syste´mu.
Na za´kladeˇ tohoto nedostatku byl implementova´n vlastnı´ syste´m postaveny´ na kni-
hovneˇ coro. Samotny´ syste´m zahrnuje dynamicke´ navysˇova´nı´ velikosti stacku cˇi vnitrˇneˇ
prˇekla´da´ blokujı´cı´ I/O pozˇadavky na asynchronnı´. Tato knihovna byla otestova´na pro
20http://wiki.osdev.org/Multitasking Systems
21A. Adya, J. Howell, M. Theimer, W. J. Bolosky, J. R. Douceur. Cooperative task management without
manual stack management. InProceedings of the 2002 Usenix ATC, June 2002.
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vlastnı´ server Knot a bylo provedeno porovna´nı´ s jizˇ existujı´cı´m serverem Haboob, jenzˇ
je postaven na uda´lostmi rˇı´zene´m frameworku SEDA. Provedene´ testy potvrdily tezi,
zˇe prˇi lepsˇı´m pouzˇı´va´nı´ a u´praveˇ dosavadnı´ho syste´mu vla´ken lze dosa´hnout lepsˇı´ch
vy´konnostnı´ch vy´sledku˚.
9.2.7 Zhodnocenı´
Na za´kladeˇ teˇchto pracı´ lze zjistit du˚lezˇity´ fakt, a to zˇe u´speˇsˇny´ a efektivnı´ server cˇi
syste´m obecneˇ nenı´ ani tak za´visly´ na zvolenı´ jen uda´lostı´ nebo vla´ken, ale na jejich
korektnı´m pouzˇitı´ a vyuzˇitı´ vsˇech jejich vy´hod pro konkre´tnı´ aplikaci. Nicme´neˇ, jak lze
videˇt v soucˇasnosti, lepsˇı´ch vy´konu˚ a sˇka´lovatelnosti lze dosa´hnout v prˇı´padeˇ kombinacı´
vla´knove´ho a uda´lostmi rˇı´zene´ho syste´mu dohromady. Jako prˇı´klad lze trˇeba uve´st nej-
rozsˇı´rˇeneˇjsˇı´ open-source HTTP server Apache[34]. Tuto skutecˇnost lze vypozorovat i ve
vy´sledcı´ch testu˚ popsany´ch v dalsˇı´ch cˇa´stech te´to pra´ce.
9.3 Threadpool
Syste´mem, jenzˇ byl jizˇ neˇkolikra´t zmı´neˇn, je syste´m oznacˇovany´ jako threadpool. Jelikozˇ
jeho vlastnosti zde byly jizˇ vı´cekra´t popsa´ny, v te´to cˇa´sti budou zmı´neˇny jen ty, ktere´
se jinde nevyskytujı´. Jeho hlavnı´ nevy´hoda nasta´va´ prˇi vytvorˇenı´ neˇkolika set soubeˇzˇ-
ny´ch spojenı´ch a korespondujı´cı´m pocˇtu vla´ken. To vycha´zı´ z faktu, zˇe je kazˇde´mu noveˇ
vytvorˇene´mu vla´knu prˇi jeho spusˇteˇnı´ prˇideˇlen vlastnı´ stack, ktery´ ma´ naprˇ. u syste´mu
Linux[30] velikost 2 MB, cozˇ v prˇı´padeˇ 500 spojenı´ se rovna´ 1 GB zabrane´ v RAM. To sice
nemusı´ by´t na modernı´ch serverech nijak velke´ cˇı´slo, ale musı´ by´t bra´ny v potaz dveˇ veˇci:
• na platformeˇ Linux je maxima´lnı´ pocˇet beˇzˇı´cı´ch procesu˚ (vla´kno je take´ bra´no
jako proces se sdı´leny´m adresnı´m prostorem) limitova´n hodnotou zjistitelnou z
/proc/sys/kernel/threads-max, ktera´ je vypocˇı´tatelna´ z vzorce mempages / (8 * thread
stack size / page size) kde:
– mempages – celkovy´ pocˇet stra´nek pameˇti,
– thread stack size – velikost stacku vla´kna/procesu,
– page size – velikost jedne´ stra´nky pameˇti.
• Pocˇet pouzˇı´vany´ch vla´ken pro jeden proces je limitova´n hodnotou, kterou lze zjistit
z rovnice total virtual memory/ (thread stack size*1024*1024) kde:
– total virtual memory – celkova´ virtua´lnı´ pameˇt’,
– thread stack size – velikost stacku vla´kna[38].
Tento pocˇet lze ale pro proces navy´sˇit a mu˚zˇe nastat situace, kdy serverova´ aplikace
vytvorˇı´ obrovske´ mnozˇstvı´ vla´ken a postupneˇ mu˚zˇe zabrat vesˇkerou dostupnou
pameˇt’22.
22Out Of Memory proble´m
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Zmı´neˇne´ proble´my jsou jesˇteˇ vy´razneˇjsˇı´ v prˇı´padeˇ, kdy operacˇnı´ syste´m nepodporuje
pouzˇitı´ vla´ken na u´rovni kernelu a aplikace tedy musı´ pouzˇı´vat vla´kna na u´rovni uzˇiva-
telske´ho procesu.
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10 Fork
Dalsˇı´ mozˇnostı´ pro obsluhu uda´lostı´ jak u serverove´ aplikace, tak i u procesu obecneˇ, je
mozˇnost vyuzˇı´t syste´move´ho vola´nı´ fork(). Tı´mto vola´nı´m je vytvorˇen k hlavnı´muprocesu
(da´le rodicˇ) jeho podproces (da´le potomek), a tı´m vznika´ hierarchie procesu˚.
Potomek obdrzˇı´ sve´ vlastnı´ PID a za´rovenˇ sdı´lı´ pameˇt’naalokovanou rodicˇovsky´m pro-
cesem prˇed vola´nı´m fork(). Zde je vyuzˇito principu copy-on-write – pameˇt’je sdı´lena´ do te´
doby, dokud jeden z procesu˚ nemodifikuje data. V tom okamzˇiku je pro proces vytvorˇena
kopie teˇchto sdı´leny´ch stra´nek dat. Dı´ky tomuto syste´mu je znacˇneˇ urychlen proces vy-
tva´rˇenı´ nove´ho procesu a za´rovenˇ je zabra´neˇno nekonzistenci dat v obou procesech.
10.1 Vyuzˇitı´
Dı´ky tomu, zˇe vola´nı´ a vytva´rˇenı´ potomka nenı´ vUnixovy´ch syste´mech na´rocˇnou operacı´,
lze jej vyuzˇı´t ve velke´mı´rˇe, a to i pro serverove´ aplikace naprˇı´kladna´sledujı´cı´m zpu˚sobem:
• v rodicˇovske´m procesu je prˇijato nove´ spojenı´,
• je vytvorˇen potomek pomocı´ fork(),
• potomek obslouzˇı´ dane´ spojenı´ a skoncˇı´.
Tento postup mu˚zˇe by´t v mnoha ohledech dostacˇujı´cı´ a to hlavneˇ pro jednoduche´
pozˇadavky. Pouze v prˇı´padeˇ aplikace, prˇijı´majı´cı´ velke´ mnozˇstvı´ novy´ch spojenı´, nenı´
jeho pouzˇitı´ moc vhodne´ a to hlavneˇ proto, zˇe prˇi tisı´ci novy´ch spojenı´ je vytvorˇeno
korespondujı´cı´ mnozˇstvı´ potomku˚ a je tı´m velmi zatı´zˇen syste´m. Toto nenı´ takovy´m pro-
ble´memvprˇı´padeˇ, zˇe spojenı´ nejsou perzistentnı´ a jejich obsluha je kra´tka´. Ale v typicke´m
stavu serveru, kdy je pomeˇr neaktivnı´ch spojenı´ vu˚cˇi aktivnı´m znacˇneˇ nerovnomeˇrny´, je
pouzˇitı´ podprocesu˚ neefektivnı´. Vy´hodou je ale fakt, zˇe v prˇı´padeˇ, zˇe jeden z podprocesu˚
selzˇe a ukoncˇı´ se, nenı´ tı´m ovlivneˇn proces hlavnı´.
Pouzˇitelneˇjsˇı´m a daleko efektivneˇjsˇı´m zpu˚sobem v prˇı´padeˇ velky´ch serveru˚ s mnoha spo-
jenı´mi je model zalozˇeny´ na podobne´ ba´zi jako drˇı´ve popisovane´ syste´my – vytvorˇenı´
urcˇite´ho mnozˇstvı´ podprocesu˚, mezi neˇzˇ budou prˇı´chozı´ spojenı´ prˇeda´va´na. Na tomto
syste´mu je postaven i jeden z modulu˚ webove´ho serveru Apache[34]. Dalsˇı´ mozˇnostı´ je
zapojenı´ uda´lostmi rˇı´zeny´ch syste´mu˚ select() apod. takovy´m zpu˚sobem, jako tomu bylo
naprˇ. prˇi jejich vyuzˇı´va´nı´ s vla´kny.
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11 RT signa´ly
Dalsˇı´ mozˇnostı´ pro zpracova´va´nı´ IO pozˇadavku˚ je pouzˇitı´ real time signa´lu˚ (da´le RT
signa´ly). Tyto signa´ly jsou podporova´ny linuxovy´m ja´drem, ale na rozdı´l od tradicˇnı´ch
pouzˇı´vany´ch signa´lu˚ prˇekona´vajı´ neˇktere´ jejich omezenı´.
Jednı´m z teˇchto omezenı´ je nemozˇnost ukla´dat a registrovat vı´cena´sobne´ obdrzˇenı´ stej-
ne´ho signa´lu. Jako prˇı´klad lze uve´st situaci, kdy proces nastavı´ blokova´nı´ urcˇite´ho signa´lu
a pote´ mu neˇkolikra´t stejne´ cˇi jine´ procesy tento stejny´ signa´l opeˇt posˇlou. Kdyzˇ po neˇjake´
dobeˇ proces blokova´nı´ zrusˇı´, obdrzˇı´ tento signa´l jen jednou, cozˇ sice mu˚zˇe by´t v mnoha
ohledech uzˇitecˇne´, ale existujı´ i opacˇne´ aplikace, kdy je toto omezenı´ limitujı´cı´ a pra´veˇ
tuto vlastnost rˇesˇı´ RT signa´ly. Umozˇnˇujı´ zarˇazovat obdrzˇene´ signa´ly do fronty a take´ k
nim ukla´dajı´ informace v podobeˇ struktury siginfo, v nı´zˇ je ulozˇen kontext, v jake´m byl
signa´l obdrzˇen.
Dı´ky te´to mozˇnosti lze RT signa´ly vyuzˇı´t i pro sı´t’ovou socketovou aplikaci. K socketu˚m
mu˚zˇou by´t pomocı´ neˇkolika vola´nı´ fnctl() prˇipojeny jednotlive´ signa´ly. Dı´ky tomutomu˚zˇe
ja´dro ukla´dat do fronty signa´ly, ktere´ byly vyvola´ny uda´lostmi - naprˇı´klad zˇe je mozˇno
do socketu zapisovat nebo z neˇj cˇı´st cˇi bylo uzavrˇeno spojenı´.
V na´sledujı´cı´m prˇı´kladu je zna´zorneˇn zpu˚sob, jaky´m mu˚zˇe aplikace s teˇmito signa´ly
pracovat. Aplikace zde blokuje RT signa´ly a pomocı´ syste´move´ho vola´nı´ sigwaitinfo()
synchronneˇ vyjı´ma´ RT signa´ly z fronty ja´dra. Pouzˇitı´ te´to funkce odstranˇuje potrˇebu
asynchronnı´ho zpracova´nı´ signa´lu pomocı´ dalsˇı´ prˇidruzˇenı´ funkce.
int sd = accept (...) ;
fcntl (sd, F SETOWN, getpid());
fcntl (sd, F SETSIG, SIGRTMIN);
fcntl (sd, F SETFL, O NONBLOCK|O ASYNC);
Vy´pis 13: Prˇipojenı´ signa´lu
Jakmile je tedy z fronty nacˇten signa´l a je zjisˇteˇno, zˇe se jedna´ o RT signa´l, je mozˇno
pomocı´ zmı´neˇne´ siginfo struktury zjistit deskriptor spojeny´ s tı´mto signa´lem. Obsluha
uda´losti je jizˇ pak za´visla´ na uzˇivatelske´m procesu.
sigset t signals;
siginfo t siginfo ;
int signum, sd;
sigemptyset(&signals);
sigaddset(&signals, SIGRTMIN);
sigprocmask(SIG BLOCK, &signals, 0);
while (1) {
Dequeue a signal from the signal queue
signum = sigwaitinfo(&signals, &siginfo) ;
if (signum == SIGRTMIN) {
sd = siginfo . si fd ;
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handle(sd);
}
Vy´pis 14: Zpracova´nı´ signa´lu˚
11.1 Omezenı´
Fronta pro obdrzˇene´ signa´ly je velikostneˇ limitova´na, a proto v prˇı´padeˇ, zˇe je jizˇ zaplneˇna,
zasˇle ja´dro uzˇivatelske´mu procesu signa´l SIGIO znacˇı´cı´ prˇetecˇenı´ te´to fronty. Tato situace
mu˚zˇe nastat hlavneˇ v prˇı´padeˇ serveru s velky´m pocˇtem prˇipojeny´ch socketu˚ generujı´cı´ch
ru˚zne´ pozˇadavky.
Uzˇivatelsky´ proces by na toto meˇl reagovat nejle´pe prˇepnutı´m do neˇktere´ho jine´ho notifi-
kacˇnı´ho syste´mu, cozˇ musı´ by´t provedeno co nejle´pe, jelikozˇ prˇi chybne´ implementaci by
mohlo dojı´t k odmı´tnutı´ prˇı´chozı´ch spojenı´ cˇi ztra´teˇ dat apod. Druhy´m limitem, ktery´ do
jiste´ mı´ry hodneˇ ovlivnˇuje zaplneˇnı´ a prˇetecˇenı´ fronty, je nemozˇnost vybı´rat z fronty na-
jednou vı´ce signa´lu˚. Toto chova´nı´ je tedy rozdı´lne´ oproti ostatnı´m notifikacˇnı´m syste´mu˚m
umozˇnˇujı´cı´m jednı´m vola´nı´m funkce zjistit vı´ce uda´lostı´ na vı´ce deskriptorech.
11.2 Mozˇne´ vylepsˇenı´
Popsany´mi limity se zaobı´ra´ pra´ce ty´kajı´cı´ se sˇka´lovatelnostı´ linuxovy´ch mechanismu˚
[8]. Zmı´neˇn je zde fakt, zˇe zpu˚sob zası´la´nı´ signa´lu pro kazˇdou uda´lost v ra´mci jednoho
deskriptoru mu˚zˇe by´t prˇi velke´ za´teˇzˇi znacˇneˇ neefektivnı´, a proto tedy mimo jine´ mu˚zˇe
docha´zet k prˇeplneˇnı´ fronty pro signa´ly. Jako zpu˚sob rˇesˇenı´ byl navrzˇen syste´m nazvany´
signal-per-fd. Tento syste´m je postaven na spojenı´ vyvolany´ch signa´lu˚ pro jeden deskriptor
– na podobne´m principu funguje naprˇı´klad X Windows system pouzˇı´vany´ pro graficke´
uzˇivatelske´ rozhranı´.
V prˇı´padeˇ, zˇe je pro deskriptor vyvola´n signa´l, je zkontrolova´no, zda je jizˇ pro deskriptor
za´znamve fronteˇ. Pokudne, je zde prˇida´n novy´. Pokud ano, je do tohoto za´znamuprˇida´na
informace o dalsˇı´m signa´lu, cozˇ znacˇneˇ urychluje dalsˇı´ zpracova´nı´ po vyjmutı´ signa´lu
uzˇivatelsky´m procesem.
11.3 Vy´konnostnı´ testy
V ra´mci zmı´neˇne´ pra´ce o vylepsˇenı´ RT signa´lu˚[8] bylo provedeno neˇkolik testu˚ porovna´-
vajı´cı´ch vy´kon RT signa´lu˚, jejich upravene´ verze signal-per-fd se syste´my select() a poll(). V
konecˇny´ch vy´sledcı´ch dosahovaly RT signa´ly lepsˇı´ latence nezˇ tradicˇnı´ notifikacˇnı´ zpu˚-
soby. Testy byly provedeny i v pra´ci ty´kajı´cı´ se implementace phhtpd serveru, ktery´ sa´m
o sobeˇ je postaven pra´veˇ na teˇchto signa´lech.
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12 Dalsˇı´ alternativy pro Linux
12.1 Kevent
Neˇktere´ z popsany´ch notifikacˇnı´ch metod pro platformu Linux obsahujı´ pa´r jizˇ zmı´neˇ-
ny´ch negativnı´ch vlastnostı´ ty´kajı´cı´ch se naprˇı´klad omezenı´ v typech sledovany´ch uda´-
lostı´, nadbytecˇne´ vola´nı´ ja´dra cˇi mensˇı´ pocˇet informacı´ o nastaly´ch uda´lostech.
Pro rˇesˇenı´ teˇchto proble´mu byla navrzˇena technologie kevent, jejı´zˇ princip je inspirova´n
jiny´mi notifikacˇnı´mi zpu˚soby, ktere´ ale nejsou dostupne´ pro platformu Linux. Vy´voj ke-
vent byl ale zastaven a nebyla ani zacˇleneˇna do hlavnı´ veˇtve linuxove´ho ja´dra. Proto zde
budou popsa´ny jen jejı´ hlavnı´ vlastnosti a za´kladnı´ princip. Jsou dveˇ mozˇnosti pro zı´ska´nı´
uda´lostı´ v uzˇivatelske´m prostoru. Bud’ si lze vyzˇa´dat konkre´tnı´ pocˇet uda´lostı´ z bufferu
anebo do bufferu prˇistupovat prˇı´mo a pak cˇekat na novou uda´lost. Ja´dro je v tomto prˇı´-
padeˇ obcˇas informova´no o zpracova´nı´ urcˇite´ho pocˇtu uda´lostı´.
12.1.1 Princip
Cele´ rozhranı´ je zalozˇeno na principu ring bufferu, jenzˇ je alokova´n v uzˇivatelske´m pro-
storu. Do tohoto bufferu ja´dro vkla´da´ uda´losti a samotny´ uzˇivatelsky´ proces je pote´
spotrˇebova´va´. Ma´-li buffer dostatecˇneˇ velkou kapacitu a jsou-li k dispozici nastale´ uda´-
losti, tak se lze po delsˇı´ dobu obejı´t bez vstupu do prostoru ja´dra.
Jsou dveˇ mozˇnosti pro zı´ska´nı´ uda´lostı´ v uzˇivatelske´m prostoru. Bud’si lze vyzˇa´dat kon-
kre´tnı´ pocˇet uda´lostı´ z bufferu anebo do bufferu prˇistupovat prˇı´mo a pak cˇekat na novou
uda´lost. Ja´dro je v tomto prˇı´padeˇ obcˇas informova´no o zpracova´nı´ urcˇite´ho pocˇtu uda´-
lostı´.
Prˇida´va´nı´,maza´nı´ cˇimodifikace uda´lostı´ vypada´ podobneˇ jako vprˇı´padeˇ epoll ctl – funkce
se zde jmenujeKEVENT CTL ADD, ale rozsahmozˇnostı´ a prˇena´sˇeny´ch informacı´ je veˇtsˇı´,
nezˇ jak je tomuvprˇı´padeˇ epoll(). Take´ jemozˇnost prˇida´vat ke sledova´nı´mimo souborovy´ch
operacı´ naprˇı´klad cˇasovacˇe, signa´ly, uda´losti pro AIO nebo prˇı´mo uzˇivatelske´ uda´losti,
jezˇ jsou generova´ny ve spusˇteˇne´m procesu.
12.1.2 Zhodnocenı´
Toto API bylo komunitou dlouze diskutova´no23. Vzniklo na´sledneˇ neˇkolik patchu˚, ktere´
do ja´dra implementovaly mozˇnosti sledova´nı´ signa´lu˚ nebo trˇeba i timeru˚ pomocı´ file
deskriptoru˚, a tı´m tedy rozsˇı´rˇily sta´vajı´cı´ mozˇnosti sledova´nı´ uda´lostı´ v jizˇ dostupny´ch
syste´mech. Takzˇe take´ dı´ky teˇmto novy´m funkcı´m technologie kevent tedy nakonec nebyla
zacˇleneˇna do ja´dra.
23Diskuze u http://lwn.net/Articles/233462/ a http://lwn.net/Articles/225714/
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12.2 SEND
Dalsˇı´ alternativou pro linuxovou platformu je syste´m SEND, ktery´ byl implementova´n
MichaelemOstrowskimv ra´mci jeho diplomove´ pra´ce[39] v roce 2000 – tedy jesˇteˇ prˇed vy-
tvorˇenı´m syste´mu epoll(). Jı´m implementovany´ syste´m vycha´zı´ z teze, zˇe uda´lostmi rˇı´zene´
aplikace nejsou skutecˇneˇ ovla´dane´ teˇmito uda´lostmi a to z du˚vodu, zˇe operacˇnı´ syste´m
nebo hardware nema´ mechanismus pro propagova´nı´ uda´lostı´ do aplikace okamzˇiteˇ prˇi
jejı´m vyvola´nı´.
12.2.1 Princip
SEND syste´mvyuzˇı´va´POSIX signa´lu˚ pronotifikaci o nastaly´chuda´lostech a take´ sdı´lenou
pameˇt’mezi ja´drem a uzˇivatelsky´m procesem, ktera´ je postavena na konceptu kruhove´ho
bufferu. Prˇi nastale´ uda´losti mu˚zˇe by´t uzˇivatelsky´ proces informova´n o te´to uda´lost
pomocı´ jedine´ syste´move´ funkce, jenzˇ je spolecˇna´ pro vsˇechny typy uda´lostı´. Proces pote´
na toto mu˚zˇe reagovat a nastalou uda´lost obslouzˇit nebo cˇekat na dalsˇı´ uda´losti a na ty
reagovat hromadneˇ.
Uda´losti jsouukla´da´nydozmı´neˇne´hokruhove´hobufferuve strukturˇe event, ktera´ vycha´zı´
z jizˇ drˇı´ve pouzˇı´vane´ siginfo. Dı´ky pouzˇı´va´nı´ tohoto sdı´lene´ho bufferu je eliminova´no
neusta´le´ kopı´rova´nı´ datmezi uzˇivatelsky´m a jaderny´m prostorem, jako je tomu naprˇı´klad
u funkce select().
Take´ je mozˇne´ uda´losti sdruzˇovat do skupin a pomocı´ nove´ funkce evtctl() nastavovat,
zda ma´ by´t v prˇı´padeˇ jejich vyvola´nı´ na neˇ reagova´no a pokud ano, tak jaky´m zpu˚sobem.
Syste´m da´le nabı´zı´ veˇtsˇı´ mnozˇstvı´ sˇka´lovatelny´ch funkcı´ pro ru˚zne´ typy uda´lostı´.
12.2.2 Zhodnocenı´
Prˇi testech v ra´mci porovna´nı´ vy´konu se syste´mem poll() bylo v neˇktery´ch cˇa´stech dosa-
zˇeno lepsˇı´ch vy´sledku˚, a to hlavneˇ v oblasti latence a vyuzˇitı´ CPU. I prˇes tyto vy´sledky
nebylSENDvı´ce rozsˇı´rˇen a nasazendo rea´lne´ho vyuzˇitı´. Rozhodneˇ se ale jedna´ o zajı´mavy´
koncept pouzˇı´va´nı´ notifikacˇnı´ho zpu˚sobu zalozˇene´ho na vyuzˇı´va´nı´ POSIX signa´lu˚.
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13 Mozˇnosti zveˇtsˇenı´ vy´konu serverove´ aplikace
Bylo jizˇ rˇecˇeno, zˇe za´kladem vy´konne´ aplikace je spra´vny´ vy´beˇr architektury zpraco-
va´vajı´cı´ pozˇadavky. Vlastnost je to sice klı´cˇova´, ale existuje dalsˇı´ mnozˇstvı´ zpu˚sobu˚ a
metod, jezˇ mu˚zˇou rapidneˇ zvy´sˇit vy´konnost serveru. Tyto vlastnosti se mu˚zˇou ty´kat jak
rˇesˇenı´ hardwarove´ho, tak softwarove´ho. Prvnı´ zpu˚sob zacˇı´na´ od pouzˇitı´ vy´konneˇjsˇı´ho
fyzicke´ho stroje, azˇ trˇeba k vyuzˇitı´ lepsˇı´ch sı´t’ovy´ch prvku˚. V na´sledujı´cı´ kapitole bude rˇecˇ
o mozˇnosti vylepsˇenı´ softwarove´ho typu. Teˇchto je sice take´ velke´ mnozˇstvı´, jako naprˇı´-
klad mozˇne´ zpu˚soby pouzˇı´va´nı´ cache, ale veˇtsˇina teˇchto vlastnostı´ neodpovı´da´ povaze a
zameˇrˇenı´ te´to pra´ce. Zaobı´ra´no se bude jednou velmi du˚lezˇitou cˇa´stı´, jenzˇ je podle mno-
hy´ch tzv. ”u´zky´m hrdlem obsluhy klientsky´ch pozˇadavku˚“. Jedna´ se o mozˇne´ zpu˚soby
a strategie, jaky´mi lze prˇijı´mat nove´ spojenı´ a take´ nastavenı´ ru˚zny´ch voleb prˇı´mo na
socketu.
13.1 Princip prˇijetı´ spojenı´
Prˇijetı´ nove´ho spojenı´ se obecneˇ skla´da´ z na´sledujı´cı´ch kroku˚:
• vytvorˇenı´ serverove´ho socketu a nastavenı´ prˇı´slusˇny´ch parametru˚,
• prˇipojenı´ socketu ke konkre´tnı´ adrese funkcı´ bind(),
• nastavenı´ socketu na prˇijı´ma´nı´ spojenı´ pomocı´ listen(),
• prˇijetı´ nove´ho spojenı´ pomocı´ accept().
Pro jednotlive´ kroky je trˇeba vybrat a nastavit vı´cero dostupny´ch parametru˚, ale
zmı´neˇny zde budou dva pro tuto pra´ci nejzajı´maveˇjsˇı´:
• prˇi nastavova´nı´ parametru˚ socketu lze nastavit prˇı´znak SOCK NONBLOCK, dı´ky
neˇmuzˇ je socket prˇeveden do neblokujı´cı´ho rezˇimu, cozˇ je pro asynchronnı´ komu-
nikaci nezbytny´m prvkem. Nastavenı´ lze prove´st i pozdeˇji pomocı´ fnctl();
• funkce listen() ma´ jako svu˚j parametr int backlog, jenzˇ uda´va´ maxima´lnı´ velikost
fronty cˇekajı´cı´ch spojenı´ – viz nı´zˇe.
13.2 Fronta spojenı´
Aby mohlo by´t umozˇneˇno klientovi komunikovat prˇı´mo se serverem, musı´ by´t nejprve
provedeno nava´zanı´ TCP spojenı´. Tuto cˇinnost zajisˇt’uje mechanismus s na´zvem TCP
three-way handshake. Azˇ po jeho u´speˇsˇne´m provedenı´ ja´dro prˇida´ socket do fronty
spojenı´ cˇekajı´cı´ch na prˇijmutı´ serverem. V prˇı´padeˇ, zˇe je tato fronta jizˇ plna´, je spojenı´
zahozeno a komunikace ukoncˇena. Zaplneˇnı´ mu˚zˇe nastat naprˇı´klad ze dvou du˚vodu˚:
• server nenı´ schopen prˇijı´mat pozˇadavky tak rychle, jako prˇicha´zejı´,
• na server je veden u´tok zvany´ SYN-flood, pomocı´ neˇhozˇ je zaplnˇova´na fronta pozˇa-
davku˚.
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Druhe´muprˇı´padu jemozˇno se bra´nit neˇkolika zpu˚soby a jeho veˇtsˇı´ popis a rˇesˇenı´ ochrany
je nad ra´mec te´to pra´ce, a proto zde bude rˇesˇen a popsa´n proble´m prvnı´. Ten je rˇesˇitelny´
u´pravami strategie, jak by meˇl server spojenı´ prˇijı´mat tak, aby vy´sˇe popsany´ proble´m
nenastal. Vhodna´ strategie je du˚lezˇita´ take´ z proste´ho faktu, zˇe jakmile budou prˇı´chozı´
spojenı´ co nejdrˇı´ve prˇijata, tak mu˚zˇou by´t co nejrychleji obslouzˇena, a tı´m bude dosazˇeno
lepsˇı´ celkove´ latence serveru.
13.3 Strategie prˇijı´ma´nı´ spojenı´
V drˇı´veˇjsˇı´ch implementacı´ch serverovy´ch aplikacı´ byl syste´m prˇijı´ma´nı´ spojenı´ takovy´,
zˇe po vyvola´nı´ uda´losti server prˇijal jedno nove´ spojenı´, a bud’ obslouzˇil uda´losti na
jizˇ drˇı´ve prˇipojeny´ch socketech, nebo opeˇt volal neˇkterou funkci notifikacˇnı´ho syste´mu
pro sledova´nı´ uda´lostı´. V prˇı´padeˇ, zˇe ve fronteˇ cˇekajı´cı´ch spojenı´ byl vı´ce nezˇ tento
jeden prˇijaty´ socket, byla opeˇt vyvola´na uda´lost na serverove´m socketu a cely´ cyklus se
opakoval, cozˇ je velmi nevy´hodne´ mimo jine´ z du˚vodu veˇtsˇı´ho pocˇtu vola´nı´ notifikacˇnı´ch
funkcı´.
V pra´ci, ktera´ se zaby´vala sˇka´lovatelnostı´ serveru˚[8], byl popsa´n a naimplementova´n
syste´m s na´zvem multi-accept, jenzˇ v prˇı´padeˇ uda´losti na serverove´m socketu prˇijı´mal
nova´ spojenı´ v cyklu do te´ doby, dokud se zde neˇjaka´ vyskytovala (typicky dokud nebylo
vola´nı´ accept()ukoncˇeno se za´pornou hodnotou a nastavena prˇı´slusˇna´ errno). Dı´ky tomuto
zpu˚sobu bylo dosazˇeno v ra´mci experimentu˚ lepsˇı´ch vy´sledku˚ nezˇ v jiny´ch testovacı´ch
prˇı´padech, ale za cenu veˇtsˇı´ho vytı´zˇenı´ CPU. Na za´kladeˇ tohoto na´ru˚stu vy´konu byla
vznesena mysˇlenka, zˇe vy´konnostnı´ mozˇnosti serveru jde zvy´sˇit pra´veˇ tı´mto zpu˚sobem.
V na´sledujı´cı´ pra´ci[13] zaobı´rajı´cı´ se tı´mto proble´mem bylo zjisˇteˇno, zˇe vy´sˇe popsany´
zpu˚sob prˇijı´ma´nı´ spojenı´ sice snı´zˇı´ latenci serveru, ale i prˇesto nenı´ tento zpu˚sob nejlepsˇı´.
Po ru˚zny´ch experimentech bylo dosazˇeno poznatku, zˇe daleko lepsˇı´ch vy´sledku˚ jemozˇno
dosa´hnout prˇi vyva´zˇenı´ balancemezi cˇasem, v neˇmzˇ server prˇijı´ma´ nova´ spojenı´ a dobou,
kdyobsluhuje jizˇ sta´vajı´cı´. Testy bylyprova´deˇnynastavenı´mmaxima´lnı´hopocˇtuprˇijaty´ch
spojenı´ v jednom cyklu. Vy´sledky byly porovna´ny se zpu˚sobem prˇijı´ma´nı´ vsˇech spojenı´
a ve veˇtsˇineˇ prˇı´padu˚ bylo dosazˇeno prˇi zvolene´m limitu lepsˇı´ho vy´konu. Je trˇeba ale
poznamenat, zˇe tento limit je pro kazˇdou architekturu (viz popis architektur) serveru jiny´
a je trˇeba najı´t idea´lnı´ rozlozˇenı´ a maxima´lnı´ hodnoty po kazˇdy´ typ zvla´sˇt’.
13.4 Vyuzˇitı´ SO REUSEADDR a SO REUSEPORT
V testovacı´ch prˇı´padech te´to pra´ce bylo pouzˇito dvou nastavenı´, ktera´ mu˚zˇou prˇi spra´v-
ne´m pouzˇitı´ ve velke´ mı´rˇe ovlivnit mozˇnosti a vy´kon serveru zpracova´vajı´cı´ho prˇı´chozı´
pozˇadavky. Jedna´ se o SO REUSEADDR a SO REUSEPORT, ktere´ se zde nastavujı´ prˇı´mo
na socketu serveru.
13.4.1 Sockety
Implementace socketu˚ na jednotlivy´ch operacˇnı´ch syste´mech vycha´zı´ z principu˚ imple-
mentace urcˇeny´ch pro platformu BSD. V pru˚beˇhu vy´voje platforem byly rozsˇı´rˇeny o
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ru˚zne´ dalsˇı´ funkce, ale princip je na vsˇech stejny´. Pro porozumeˇnı´ za´kladu˚m vytva´rˇenı´ a
pouzˇı´va´nı´ socketu˚ slouzˇı´ na´sledujı´cı´ u´vod.
13.4.2 Princip a za´kladnı´ pouzˇitı´
TCP/UDP spojenı´ je identifikova´no podle peˇtice hodnot - [protokol, zdrojova´ adresa, loka´lnı´
zdrojovy´ port, cı´lova´ adresa, cı´lovy´ port]. Abymohl operacˇnı´ syste´m rozlisˇit jednotlive´ spojenı´
mezi sebou, musı´ by´t tato peˇtice jedinecˇna´ pro kazˇde´ spojenı´.
Samotne´ vytvorˇenı´ socketu a vy´beˇr protokolu se prova´dı´ vola´nı´m funkce socket(),
vy´beˇr zdrojove´ adresy a portu pomocı´ funkce bind(). Nastavenı´ cı´love´ adresy a portu
pomocı´ connect() v prˇı´padeˇ pouzˇitı´ jako klientske´ho socketu a nebo listen() pro pouzˇitı´
jako serverove´ho socketi. Z principu te´to pra´ce bude dalsˇı´ popis zameˇrˇen na serverovy´
socket.
V prˇı´padeˇ vy´beˇru portu lze pouzˇı´t hodnotu 0. Vy´beˇr portu je pak za´visly´ na syste´mu a
jeho pouzˇı´vane´m rozsahu. Pro vy´beˇr zdrojove´ adresy lze zvolit konstantu INADDR ANY.
V tomto prˇı´padeˇ je socket prˇipojen na vsˇechny adresy na vsˇech loka´lnı´ch rozhranı´ch po
celou dobu existence tohoto socketu, cozˇ znamena´, zˇe pokud jsou vytvorˇeny dalsˇı´ loka´lnı´
interface, je socket prˇipojen i na tyto nove´. Lze zmı´nit i to, zˇe u IPv4 ma´ tato konstanta
hodnotu 0:0:0:0, a v prˇı´padeˇ IPv6 ::. V prˇı´padeˇ, zˇe by bylo vytvorˇeno vı´ce socketu˚ se
stejnou zdrojovou adresou a portem, cˇı´mzˇ je porusˇena jedinecˇnost identifika´toru socketu,
vytva´rˇenı´ skoncˇı´ s errorovou hodnotou EADDRINUSE. Tomuto lze ale prˇedejı´t pomocı´
nastavenı´ vlastnostı´ socketu, ktery´mi se zaby´va´ dalsˇı´ cˇa´st te´to kapitoly.
Mimo socketu˚ pro internetovou dome´nu existujı´ v linuxovy´ch syste´mech i sockety
pro loka´lnı´ dome´nu, kdy se socket vytva´rˇı´ jako specia´lnı´ soubor na disku, ale pracuje se s
nı´m jako se socketem. Vy´hodou je zde mimojine´ to, zˇe lze tomuto socketu nastavit prˇı´stu-
pova´ pra´va jako norma´lnı´mu souboru v syste´mu cˇi veˇtsˇı´ rychlost oproti internetove´mu
socketu[14].
13.4.3 SO REUSEADDR
Proble´my, ktere´ mohou nastat prˇi porusˇenı´ jedinecˇnosti identifika´toru socketu, lze vy-
rˇesˇit pomocı´ uzˇitı´ parametru SO REUSEADDR. Stejneˇ jako v prˇı´padeˇ INADDR ANY se
jedna´ o konstantu. Nastavova´na je na socket pomocı´ standardnı´ funkce setsockopt(), kte-
rou lze vyuzˇı´t pro nastavova´nı´ jednotlivy´ch vlastnostı´ socketu. Pro zjisˇteˇnı´ nastaveny´ch
parametru˚ lze vyuzˇı´t jejı´ reverznı´ funkce getsockopt(). Jak bylo rˇecˇeno, socketova´ imple-
mentace vycha´zı´ z pu˚vodnı´ho na´vrhu pro BSD a v na´sledujı´cı´ cˇa´sti jsou zmı´neˇny rozdı´ly
SO REUSEADDRmezi jednotlivy´mi platformami.
Jednazvlastnostı´SO REUSEADDR lzevyuzˇı´t prˇi kombinaci spouzˇitı´m INADDR ANY
pro zdrojovou adresu socketu. Prˇi teˇchto volba´ch je zmeˇneˇn zpu˚sob, jaky´m jsou vy-
hodnocova´ny konflikty prˇi pouzˇitı´ stejny´ch adres. Vsˇe lze jednodusˇe pochopit pomocı´
na´sledujı´cı´ch prˇı´kladu˚ vsˇech mozˇny´ch kombinacı´:
V prvnı´m sloupci je uvedeno, zda bylo nastaveno SO REUSEADDR cˇi ne. Mozˇnost
ON/OFF znacˇı´, zˇe jejı´ vyuzˇitı´ nema´ na vy´sledek zˇa´dny´ efekt. Nejvy´razneˇji lze videˇt u´cˇinek
prˇi porovna´nı´ cˇtvrte´ho a sˇeste´ho rˇa´dku. Bez nastavenı´ ON/OFF nenı´ socketB vytvorˇen a s
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SO REUSEADDR socketA socketB Vy´sledek
ON/OFF 192.168.0.1:21 192.168.0.1:21 Error (EADDRINUSE)
ON/OFF 192.168.0.1:21 10.0.0.1:21 OK
ON/OFF 10.0.0.1:21 192.168.0.1:21 OK
OFF 0.0.0.0:21 192.168.1.0:21 Error (EADDRINUSE)
OFF 192.168.1.0:21 0.0.0.0:21 Error (EADDRINUSE)
ON 0.0.0.0:21 192.168.1.0:21 OK
ON 192.168.1.0:21 0.0.0.0:21 OK
ON/OFF 0.0.0.0:21 0.0.0.0:21 Error (EADDRINUSE)
Tabulka 3: Kombinace prˇi pouzˇitı´ SO REUSEADDR
nastavenı´m ano. Je to zpu˚sobeno tı´m, zˇe prˇi nastavenı´ je hodnota v INADDR ANY, ktera´
je pouzˇita pro socketA, bra´na jako wildcard pro vsˇechny loka´lnı´ adresy, a adresa socketB je
bra´na jako konkre´tnı´ specifikovana´ adresa.
Dalsˇı´ vlastnostı´ SO REUSEADDR je mozˇnost vytvorˇit novy´ socket na adrese a portu,
kde se jizˇ nacha´zı´ jiny´ socket, ktery´ je ve stavu TIME WAIT.
13.4.4 SO REUSEPORT
Rozdı´ly mezi touto a prˇedchozı´ volbou nejsou cˇasto jasne´, a to hlavneˇ dı´ky ne prˇesneˇ
odpovı´dajı´cı´m na´zvu˚m. Za´kladnı´ mysˇlenka pro vyuzˇitı´ SO REUSEPORT spocˇı´va´ v tom,
zˇe lze prˇipojit vı´ce serverovy´ch socketu˚ na stejnou adresu a port. Podmı´nkou, ktera´
zabranˇuje, aby jina´ aplikace nemohla eventuelneˇ zachycovat (omylem cˇi cı´leneˇ) neˇktere´
z prˇı´chozı´ch spojenı´ pro jinou aplikaci, je to, zˇe musı´ by´t opeˇt pouzˇita funkce setsockopt()
a jako parametr je jı´ prˇeda´na konstanta SO REUSEPORT. Dalsˇı´ serverove´ sockety, ktere´
chteˇjı´ pouzˇı´vat stejnou adresu a port, musı´ pote´ tento parametr take´ pouzˇı´t.
Pouzˇitı´ te´to volby ale neznamena´, zˇe budou pouzˇı´va´ny i vlastnosti SO REUSEADDR
– typicky´m prˇı´padem je pouzˇitı´ SO REUSEADDR na prvnı´ socket, ktery´ je v TIME WAIT
stavu a na druhy´ socket je pouzˇit SO REUSEPORT (adresa i port stejna´ u obou socketu˚).
Prˇipojenı´ druhe´ho socketu selzˇe, cozˇ lze vyrˇesˇit dveˇma zpu˚soby:
• na prvnı´m socketu nastavit SO REUSEPORT
• vyuzˇı´t mozˇnost kombinace obou voleb a na druhe´m socketu pouzˇı´t obeˇ
Jako dalsˇı´ zabezpecˇenı´ pro zachycenı´ jinou aplikacı´ musı´ mı´t vsˇechny dalsˇı´ servery
vyuzˇı´vajı´cı´ tuto adresu a port stejne´ UID jako prvnı´ server.
Tato volba byla prˇida´na do BSD implementace bud’ pozdeˇji nezˇ SO REUSEADDR, a
proto nenı´ dosud pouzˇı´va´na v ostatnı´ch implementacı´ch, a nebo byla prˇida´na azˇ soucˇasne´
dobeˇ, viz poslednı´ cˇa´st te´to kapitoly.
13.4.5 Rozdı´ly mezi platformami
• Linux
64
Podpora SO REUSEPORT se v Linuxu objevila azˇ ve verzi 3.9 (datum vyda´nı´: 28. 4.
2013). Samotna´ implementace byla provedena pomocı´ se´rie patchu˚ od Toma Her-
berta, ktery´ v prvnı´ch debata´ch zmı´nil, zˇe pracuje s aplikacemi, ktere´ prˇijı´majı´ 40000
spojenı´ za sekundu a nenı´ tedy prˇekvapenı´m, zˇe autor pracuje u firmy Google.[21]
Jako dva hlavnı´ sta´vajı´cı´ proble´my uvedl:
– vprˇı´padeˇ pouzˇitı´ jedine´ho vla´kna se socketemprˇijı´majı´cı´ vsˇechnaprˇı´chozı´ spo-
jenı´, se tato cˇa´st mu˚zˇe sta´t v extre´mnı´ch prˇı´padech kriticky´m mı´stem aplikace,
kdy rychlost vyrˇı´zenı´ pozˇadavku˚ je limitova´na tı´m, zˇe server nenı´ schopen
prˇijı´mat nova´ spojenı´ rychleji.
– druhy´m proble´mem byl fakt, zˇe v prˇı´padeˇ pouzˇitı´ vı´ce vla´ken prˇijı´majı´cı´ch
pozˇadavky o spojenı´ nejsou prˇi velke´ za´teˇzˇi tyto pozˇadavky rovnomeˇrneˇ roz-
deˇlova´ny mezi jednotliva´ vla´kna. Ve spolecˇnosti Google prˇi testova´nı´ dosˇli k
vy´sledku, zˇe rozdı´ly mezi nejme´neˇ a nejvı´ce vytı´zˇeny´m prˇijı´macı´m vla´knem je
azˇ trojna´sobny´, cozˇ zpu˚sobuje nedostatecˇne´ vytı´zˇenı´ jader procesoru.
Samotna´ implementace dosud obsahuje jeden nedostatek – v prˇı´padeˇ zmeˇny pocˇtu
naslouchacı´ch socketu˚ mu˚zˇe nastat situace, zˇe prˇı´chozı´ spojenı´ se beˇhem pru˚beˇhu
3-way handshake prˇerusˇı´, a to z toho du˚vodu, zˇe prˇi prˇijetı´ prvnı´ho packetu jsou
pozˇadavky automaticky spojeny s prˇijı´macı´m socketem. Na rˇesˇenı´ tohoto proble´mu
se ale pracuje.[22]
• FreeBSD/OpenBSD/NetBSD
Tyto platformy jsou forky pu˚vodnı´ho BSD, a proto vsˇechny pouzˇı´vajı´ stejny´ zpu˚sob
jako BSD.
• MacOS X
Zalozˇen na forku pozdeˇjsˇı´ho BSD, a proto take´ vyuzˇı´vajı´ stejny´ zpu˚sob.
• iOS
Jedna´ se o modifikovane´ ja´dro MacOS X a pouzˇitı´ je tedy stejne´ jako v prˇedchozı´m
prˇı´padeˇ.
• Android
I kdyzˇ ja´dro tohoto syste´mu je odlisˇne´ od veˇtsˇiny Linuxovy´ch distribucı´, platı´ pro
neˇj to same´, co ve vztahu iOs –MacOS.
• Windows
Pouzˇı´va´ pouze volbu SO REUSEADDR, ktera´ ale pouzˇı´va´ nastavenı´ stejne´ jako prˇi
pouzˇitı´SO REUSEADDR aSO REUSEPORT, ovsˇem s tı´m rozdı´lem, zˇemu˚zˇe by´t vy-
tvorˇen socket na stejnou adresu a port i v prˇı´padeˇ, zˇe tento nema´ nastavenu hodnotu
SO REUSEADDR. Tato mozˇnost se jevı´ jako velice nezˇa´doucı´ naprˇı´klad z du˚vodu,
zˇe jedna aplikace mu˚zˇe pouzˇı´vat port aplikace jine´, a take´ se vlastneˇ jedna´ o bez-
pecˇnostnı´ dı´ru. Proto byla na te´to platformeˇ prˇida´na mozˇnost zarucˇujı´cı´ vy´hradnı´
vlastnictvı´ pro socket na konkre´tnı´ adrese a portu SO EXCLUSIVEADDRUSE.
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• Solaris
Umozˇnˇuje pouzˇı´t pouze volbu SO REUSEADDR.
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14 Testy
14.1 Testovacı´ server
Aby bylo mozˇne´ otestovat neˇktere´ strategie a mozˇnosti pro zpracova´va´nı´ uda´lostı´, byl v
ra´mci te´to pra´ce naimplementova´n server asynCServer. Server poskytuje neˇkolik volitel-
ny´ch parametru˚, pomocı´ ktery´ch je nastavena potrˇebna´ metoda pro obsluhu spojenı´.
14.1.1 Volitelne´ parametry
• h: nastavı´ prˇı´slusˇnou metodu obsluhy deˇlı´cı´ se do 4 kategoriı´:
– s: select(),
– p: poll(),
– e: epoll(),
– t: thread().
• t: vy´beˇr konkre´tnı´ho typu pro zvolenou metodu viz Testovacı´ metody
• f : vy´beˇr testovacı´ho souboru:
– 1: 1B soubor,
– 10: 10kB soubor.
Dalsˇı´ nastavenı´ jsou ulozˇena v souboru config, ktery´ je prˇilozˇen ke zdrojovy´m souboru˚m.
Jedna´ se o:
• server address: adresa serveru,
• server port: port serveru,
• backlog: velikost fronty spojenı´,
• sz size: velikost hlavicˇky,
• read buff : velikost bufferu pro cˇtenı´ dat,
• max clients: maxima´lnı´ pocˇet prˇijaty´ch spojenı´,
• accept limit: maxima´lnı´ pocˇet prˇijaty´ch spojenı´ v jednom cyklu, viz Strategie prˇijı´-
ma´nı´ spojenı´,
• logpath: cesta k logovacı´mu souboru,
• filePath: cesta k testovacı´m souboru˚m,
• thread count: pocˇet pouzˇity´ch vla´ken.
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14.1.2 Vlastnosti
• lze zvolit logova´nı´ do konzole nebo logova´nı´ do souboru,
• http odpoveˇd’, ktera´ je posı´la´na jednotlivy´m spojenı´m, je vytvorˇena a namapova´na
do pameˇti ihned po spusˇteˇnı´ serveru a je po celou dobu cˇinnosti nemeˇnna´ a staticka´,
• server po obdrzˇenı´ signa´lu SIGUSR1 zaloguje info o ukoncˇova´nı´ a je pote´ ukoncˇen,
• v prˇı´padeˇ nastaly´ch chyb je server automaticky ukoncˇen – naprˇı´klad nemozˇnost vy-
tvorˇit a nabindovat serverovy´ socket, nemozˇnost namapovat odpoveˇd’pro prˇipojenı´
cˇi nacˇtenı´ nevalidnı´ch hodnot z config souboru,
• je prˇilozˇenMakefilepro zkompilova´nı´. Z du˚vodu˚ pouzˇitı´ SO REUSEPORT lze zkom-
pilovat jen od verze linuxove´ho ja´dra 3.9 a vy´sˇ.
14.2 Testovacı´ skripty
Pro porovna´nı´ jednotlivy´ch notifikacˇnı´chmozˇnostı´ a jejich kombinacı´ bylo provedeno cel-
kem 1364 jednotlivy´ch testovacı´ch prˇı´padu˚, z nichzˇ byl kazˇdy´ celkem trˇikra´t opakova´n.
Dı´ky tomuto velke´mu pocˇtu by bylo silneˇ neprakticke´ spousˇteˇt klientskou a serverovou
stranu samostatneˇ a po kazˇde´m spusˇteˇnı´ ukla´dat vy´sledky, a proto byly pro spolehli-
vou automatizaci a ulozˇenı´ vy´sledku˚ pouzˇity skripty napsane´ v programovacı´m jazyce
Python. Dı´ky teˇmto skriptu˚m bylo tedy mozˇno jednotlive´ testovacı´ prˇı´pady spustit po-
stupneˇ za sebou pomocı´ napsane´ konfigurace a po dokoncˇenı´ testu˚ bylo mozˇno dosazˇene´
a zaznamenane´ vy´sledky jednodusˇe zpracovat do porovna´vacı´ch grafu˚ a tabulek. Skripty
byly rozdeˇleny na dveˇ cˇa´sti – klientskou cˇa´st generujı´cı´ za´teˇzˇ a serverovou cˇa´st spousˇteˇjı´cı´
server a zaznamena´vajı´cı´ za´teˇzˇ.
14.2.1 Klientska´ cˇa´st
14.2.1.1 Konfigurace Vzhledem k odlisˇny´m parametru˚m jednak pro server a jednak
pro genera´tory za´teˇzˇe u jednotlivy´ch testovacı´ch prˇı´padu˚ popsany´ch v prˇedchozı´ cˇa´sti
byl pro kazˇdy´ test vytvorˇen konfiguracˇnı´ soubor obsahujı´cı´ potrˇebne´ nastavenı´. Konfigu-
racˇnı´ soubor obsahuje i mozˇnost nastavit parametry pro testovacı´ na´stroj httperf, ale jak jizˇ
bylo zmı´neˇno, nebylo ho pro tuto pra´ci vyuzˇito. Pro jednoduche´ pouzˇitı´ byla konfigurace
ulozˇena jako forma´t JSON a ma´ nı´zˇe popsanou strukturu. Vesˇkere´ konfiguracˇnı´ soubory
jsou take´ obsazˇeny v datove´ prˇı´loze pra´ce.
{ ”TestSet”: ”S1”,
” tests ” :
[
{
”name” : ”wn”,
”server” : ”−hs −t1” ,
”params” :
[
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{ ”name”: ”01”, ” idle ” : null , ”wrk” : ”−c 100 −t 2 −d 20s −−timeout 10s”, ”
httperf” : null },
{ ”name”: ”02”, ” idle ” : null , ”wrk” : ”−c 200 −t 2 −d 20s −−timeout 10s”, ”
httperf” : null },
]
}
]
}
Vy´pis 15: JSON konfigurace testu
Konfigurace byla pote´ reprezentova´na ve skriptu pomocı´ objektu, ktery´ obsahuje
na´zev hlavnı´ testovacı´ sady, na´zev konkre´tnı´ho testu, parametry serveru, parametry idle
con genera´toru a parametry za´teˇzˇovy´ch na´stroju˚.
14.2.1.2 Spousˇteˇnı´ testu˚ Pro spusˇteˇnı´ vsˇech testu˚ byla nacˇtena potrˇebna´ konfigurace
pro jednotlive´ testy a pote´ probı´hala iterace tı´mto seznamem. Pro kazˇdou jednotlivou
konfiguraci byly vykona´ny na´sledujı´cı´ch kroky za podmı´nky, zˇe pokud se jaky´koliv z
testu˚ neprovedl spra´vneˇ, tak byl cely´ test oznacˇen jako neu´speˇsˇny´ a pokracˇovalo se dalsˇı´
konfiguracı´. Jednotlive´ kroky tedy byly:
• spusˇteˇnı´ genera´toru con gen na jine´m stroji, nezˇ na ktere´m probı´hal tento klient-
sky´ skript. Prˇipojenı´ bylo realizova´no pomocı´ ssh protokolu. Samotny´ genera´tor je
jednoduchy´ program pro vytvorˇenı´ zadane´ho pocˇtu spojenı´ na konkre´tnı´ adresu a
port. Pu˚vodnı´m za´meˇrem bylo pouzˇı´t na´stroj idleconn, ktery´ je soucˇa´stı´ httperf, ale
tento na´stroj je zalozˇen na funkci select() (pomocı´ ktere´ jsou spojenı´ monitorova´ny
a v prˇı´padeˇ odpojenı´ je vytvorˇeno nove´ spojenı´), ktera´, jak jizˇ bylo drˇı´ve zmı´neˇno,
mu˚zˇe by´t bez rozsa´hlejsˇı´ch u´prav pouzˇita jen pro maxima´lnı´ pocˇet 1024 spojenı´.
Tento pocˇet je ale pro neˇktere´ testovacı´ prˇı´pady nedostatecˇny´, a proto nebylo tedy
tohoto na´stroje vyuzˇito a byl v jazyce C napsa´n vlastnı´ s na´zvem con gen.c, ktery´
vyuzˇı´va´ funkce epoll()
• vytvorˇenı´ objektu zastupujı´ho bud’ wrk a nebo pu˚vodneˇ zamy´sˇleny´ httperf. Pro
inicializaci objektu byly pouzˇity parametry pro konkre´tnı´ na´stroj, cˇı´slo testu a jeho
na´zvy
• spusˇteˇnı´ serverove´ho skriptu na vzda´lene´ straneˇ s parametry pro dany´ test. Spojenı´
bylo realizovano stejneˇ jako v prˇedchozı´m prˇı´padeˇ pomocı´ ssh
• spusˇteˇnı´ testovacı´ho na´stroje a ulozˇenı´ jeho vy´stupu
• zastavenı´ serverove´ho skriptu
• rozparsova´nı´ vy´stupu genera´toru a ulozˇenı´ vy´sledku˚ do souboru s na´zvem
{testovacı´ sada} client.log
• spusˇteˇnı´ dalsˇı´ho testu
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−−−−−−−−− Result for test E1 wn f1 r1 01 −−−−−−−−−
/ root / jse /wrk−3.1.0/./wrk −c 100 −t 2 −d 60s −−timeout 10s htttp://10.76.6.59:8000
Latency: 585.61us
Reqs: 8224884
Running 1m test @ htttp://10.76.6.59:8000
2 threads and 100 connections
Thread Stats Avg Stdev Max +/− Stdev
Latency 585.61us 476.99us 85.21ms 91.08%
Req/Sec 72.60k 15.88k 138.00k 69.64%
8224884 requests in 1.00m, 651.04MB read
Requests/sec: 137081.87
Transfer/sec: 10.85MB
Vy´pis 16: Vy´stup z klientske´ cˇa´sti testu
Po dokoncˇenı´ vsˇech testovacı´ch prˇı´padu˚ byl zalogova´n celkovy´ pocˇet u´speˇsˇny´ch cˇi
neu´speˇsˇny´ch testu˚.Vprˇı´padeˇ neu´speˇsˇny´ch testu˚ bylyulozˇeny i jejichparametry.Vy´sledky
byly zaznamena´ny do souboru starter.log.
14.2.2 Serverova´ cˇa´st
Pro pouzˇitı´ serverove´ cˇa´sti skriptu je nutne´ zna´t u´plnou cestu ke spusˇteˇnı´ serveru. Po
spusˇteˇnı´ skriptu jsou zjisˇteˇny vstupnı´ parametry, ktere´ se skla´dajı´ ze dvou hlavnı´ch cˇa´stı´:
• cˇı´slo testu a parametry pro spusˇteˇnı´ serveru, ktere´ obsahujı´ jesˇteˇ neˇkolik dalsˇı´ch
cˇa´stı´. V dalsˇı´m kroku na´sleduje spusˇteˇnı´ serveru. V prˇı´padeˇ u´speˇchu je vytvorˇeno
sledova´nı´ tohoto procesu pomocı´ knihovny psutils a na vy´stupu je zapsa´no PID
spusˇteˇne´ho serveru
• da´le na´sleduje vytvorˇenı´ instance trˇı´dy ProcCpu, ktera´ dı´ky metodeˇ watch() zazna-
mena´va´ po celou dobu existence serveru zatı´zˇenı´ CPU a cˇas, ve ktere´m CPU bylo v
user nebo system modu. Po ukoncˇenı´ serveru jsou celkove´ vy´sledky zaznamena´ny
do souboru ve forma´tu test (kompletnı´ na´zev testu) server.log.
Test P3 wi100 f10 r1 01
PID 12807: avg 53.9213114754, max 59.5, min 11.2 − cycles 61
CPU time: user: 0.59, system: 30.49
11.2
56.0
54.7
Vy´pis 17: Vy´stup ze serverove´ cˇa´sti testu
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Tato uka´zka nenı´ ovsˇem u´plna´ – ve vy´stupnı´m souboru jsou zaznamena´ny vsˇechny
nameˇrˇene´ hodnoty po dobu spusˇteˇnı´ serveru. Kompletnı´ za´znamy jsou ulozˇeny v datove´
prˇı´loze pra´ce. V ra´mci testu˚ bylo jesˇteˇ mozˇno sledovat dalsˇı´ vlastnosti samotne´ho serveru
jako trˇeba pocˇet vola´nı´ jednotlivy´ch syste´movy´ch funkcı´ [12], ale pro te´ma te´to pra´ce byl
rozsah sledovany´ch vlastnostı´ dostacˇujı´cı´.
14.2.2.1 Vyhodnocenı´ testu˚ Dı´ky te´to strukturˇe spousˇteˇnı´ a vypı´nanı´ klientske´ho
genera´toru/serveru nebylo potrˇeba nijak zasahovat do pru˚beˇhu˚ testu˚, a take´ dı´ky jed-
notne´mu forma´tu ulozˇenı´ dosazˇeny´ch vy´sledku˚ bylo vyhodnocenı´ jizˇ snadne´. Dosazˇene´
vy´sledky byly ulozˇeny do prˇehledne´ adresa´rˇove´ struktury, ktera´ se nacha´zı´ v datove´
prˇı´loze te´to pra´ce.
Aby bylo mozˇno dosazˇene´ vy´sledky porovnat, byly tyto zaznamena´ny do souhrny´ch
tabulek a pro kazˇdou testovacı´ sadu a jejı´ vy´stup (celkova´ latence a take´ vytı´zˇenı´ CPU)
byl vygenerova´n samostatny´ graf. Pro usnadneˇnı´ generova´nı´ grafu˚ byl napsa´n vlastnı´
skript opeˇt v jazyce Python, ktery´ sestavil jednotlive´ testovacı´ sady dohromady a pomocı´
knihovny matplotlib vygeneroval potrˇebne´ vy´stupnı´ grafy.
14.3 Testovacı´ skupiny
Pro porovna´nı´ vy´hod a nevy´hod jednotlivy´ch zpu˚sobu˚ notifikace a jejich kombinacı´ s
vla´knovy´m zpracova´nı´m bylo naimplementova´no a na´sledneˇ otestova´no neˇkolik jejich
variacı´. Tato cˇa´st se bude zaby´vat jejich popisem.
Jednotlive´ implementovane´ variace byly rozdeˇleny do sedmi hlavnı´ch skupin. Vzhledem
ke stejne´mu obecne´mu principu funkcı´ select(), poll() a epoll() byl pro kazˇdou z teˇchto sku-
pin naimplentova´n zpu˚sob pouzˇı´vajı´cı´ jednu z teˇchto trˇı´ funkcı´. Poslednı´, osmou skupinu
zastupuje vyuzˇitı´ cˇisteˇ jen vla´knove´ho zpracova´nı´. Pocˇet naiplementovany´ch skupin jisteˇ
nenı´ uplneˇ vycˇerpa´vajı´cı´ vzhledem ke vsˇem ru˚zny´m mozˇnostem a zpu˚sobu˚m obsluhy
pozˇadavku˚. Jako hlavnı´ prˇı´klad lze trˇeba zmı´nit zpu˚sob obsluhy fork per request nebo
pouzˇı´va´nı´ forku hlavnı´ho procesu mı´sto vyuzˇitı´ vla´ken – o teˇchto zpu˚sobech pojedna´va´
jina´ cˇa´st pra´ce.
Na´sledujı´cı´ popis zahrnuje vsˇechny implementovane´ a otestovane´ zpu˚soby. U kazˇde´
podskupiny je uvedeno i cˇı´selne´ oznacˇenı´ ktere´ bude nada´le pouzˇı´va´no v dalsˇı´ch cˇa´s-
tech zabyvajı´cı´ch se testy. Pro veˇtsˇı´ na´zornost jsou u kazˇde´ skupiny diagramy popisujı´cı´
za´kladnı´ zpu˚sob zpracova´vanı´ pozˇadavku˚.
14.3.1 Standardnı´ zpu˚sob - 1
Za´kladnı´ pouzˇitı´ postavene´ na modelu prˇijetı´ spojenı´ – prˇida´nı´ nove´ho spojenı´ do sledo-
vany´ch deskriptoru˚ – obsluha pozˇadavku˚ ktere´ probı´ha´ cyklicky ve smycˇce.
• S1 pouzˇitı´ select()
• P1 pouzˇitı´ poll()
• E1 pouzˇitı´ epoll()
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14.3.2 Standardnı´ zpu˚sob ve vla´knech - 2 a 3
Tento zpu˚sob vyuzˇı´va´ prˇedchozı´cho zpu˚sobu avsˇak s dveˇmi rozdı´ly. Prvnı´m zpu˚sob se
ty´ka´ spusˇteˇnı´ zpu˚sobu paralelneˇ v neˇkolika vla´knech a druhy´ se ty´ka´ nastavenı´ volby jizˇ
popsane´ volby SO REUSEPORT.
• S2 pouzˇitı´ select() bez SO REUSEPORT
• P2 pouzˇitı´ poll() bez SO REUSEPORT
• E2 pouzˇitı´ epoll() bez SO REUSEPORT
• S3 pouzˇitı´ select() s SO REUSEPORT
• P3 pouzˇitı´ poll() s SO REUSEPORT
• E3 pouzˇitı´ epoll() s SO REUSEPORT
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Obra´zek 6: Princip zpu˚sobu 1 Obra´zek 7: Princip zpu˚sobu 2 a 3
14.3.3 Hlavnı´ vla´kno pro prˇı´jem spojenı´ a notifikaci, obsluha pomocı´ threadpoolu
- 4
V tomto prˇı´padeˇ jsou spojenı´ prˇijata a da´na ke sledova´nı´ stejny´m zpu˚sobem jako v prˇed-
chozı´m zpu˚sobech, avsˇak s rozdı´lny´m zpu˚sobem obsluhy pozˇadavku˚. Rozdı´l tkvı´ v tom,
zˇe prˇi spusˇteˇnı´ je vytvorˇeno neˇkolik vla´ken a take´ fronta pro pozˇadavky. Jakmile je na
sledovane´m deskriptoru vyvola´na uda´lost pro obslouzˇenı´, je tento deskriptor vyjmut ze
sledova´nı´ a je prˇeda´n do fronty. Odtud si ho neˇktere´ z vla´ken vyjme, obslouzˇı´ pozˇa-
davek a bud’ spojenı´ ukoncˇı´ a nebo jej vra´tı´ zpeˇt do seznamu deskriptoru˚ sledovany´ch
hlavnı´m vla´knem. Vracenı´ zpeˇt do seznamu je realizova´no pomocı´ za´pisu informacˇnı´ho
socketpairu ktery´ je take´ sledova´m v hlavnı´m vla´kneˇ.
• S4 pouzˇitı´ select()
• P4 pouzˇitı´ poll()
• E4 pouzˇitı´ epoll()
14.3.4 Hlavnı´ vla´kno pro prˇı´jem spojenı´, obsluha a notifikace pomocı´ threapoolu
- 5
Je zde opeˇt vyuzˇito threadpoolu s vı´ce vla´kny ale jejich vyuzˇitı´ se lisˇı´. Hlavnı´ vla´kno zde
slouzˇı´ cˇisteˇ jen na prˇı´jem spojenı´, ktere´ pote´ prˇeda´va´ mezi jednotlive´ vla´kna v theadpoolu
pomocı´ informacˇnı´ho socketpairu. V teˇchto jednotlivy´ch vla´knech je spojenı´ prˇida´no do
sledovany´ch deskriptoru˚ a v prˇı´padeˇ uda´losti je pozˇadavek obslouzˇen a nebo spojenı´
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ukoncˇeno. Spojenı´ jsou do vla´ken prˇeda´va´na rovnomeˇrneˇ tzn. zˇe prˇi prˇijetı´ spojenı´ hlav-
nı´m vla´knem je nejprve zjisˇteˇno, ktere´ vla´kno z threadpoolu sleduje nejmı´neˇ deskriptoru˚
a tomuto je tedy spojenı´ prˇeda´no k obsluze.
• S5 pouzˇitı´ select()
• P5 pouzˇitı´ poll()
• E5 pouzˇitı´ epoll()
Obra´zek 8: Princip zpu˚sobu 4 Obra´zek 9: Princip zpu˚sobu 5
14.3.5 Hlavnı´ vla´kno pro prˇı´jem spojenı´, obsluha a notifikace v druhe´m vla´kneˇ - 6
Od prˇedchozı´ zpu˚sobu se tento odlisˇuje pouzˇitı´m pouze jednoho vla´kna pro sledova´nı´ a
obsluhu spojenı´.
• S6 pouzˇitı´ select()
• P6 pouzˇitı´ poll()
• E6 pouzˇitı´ epoll()
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14.3.6 Hlavnı´ vla´kno pro prˇı´jem spojenı´, polling v druhe´m vla´kneˇ a se zapojenı´m
threapoolu - 7
Tato skupina kombinuje neˇktere´ vlastnosti skupin prˇedcha´zejı´cı´ch. Prˇı´jem spojenı´ je v
jednom vla´kneˇ, sledova´nı´ desktriptoru˚ probı´ha´ v dalsˇı´m a pozˇadavky jsou zpracova´va´ny
pomocı´ fronty a threadpoolu.
• S7 pouzˇitı´ select()
• P7 pouzˇitı´ poll()
• E7 pouzˇitı´ epoll()
Obra´zek 10: Princip zpu˚sobu 6 Obra´zek 11: Princip zpu˚sobu 7
14.3.7 Vla´kno pro kazˇde´ spojenı´
V poslednı´m implentovane´ skupineˇ se jizˇ nepouzˇı´vajı´ funkce pro sledova´nı´ jednotlivy´ch
deskriptoru˚ ale zpu˚sob nazy´vany´ take´ fork per request – hlavnı´ vla´kno prˇijı´ma´ spojenı´ a
pro kazˇde´ z nich vytvorˇı´ dalsˇı´ vla´kno ktere´ pozˇadavky obsluhuje azˇ do uzavrˇenı´ spojenı´.
Jak bude da´le vı´ce popsa´no, tento zpu˚sob nenı´ vhodny´ pro vsˇechny prova´deˇne´ testy.
• T1 pouzˇitı´ vla´ken
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Obra´zek 12: Princip zpu˚sobu 8
14.4 Sady testu˚
Pro otestova´nı´ vy´konu a zatı´zˇenı´ serveru prˇi nastavenı´ vsˇech implementovany´ch testova-
cı´ch prˇı´padu˚ byly pouzˇity celkem trˇi sady testu˚. Vy´sledkem teˇchto meˇrˇenı´ byla pru˚meˇrna´
latence, za kterou byl server v danne´m nastavenı´ schopny´ zpracovat pozˇadavek. Da´le
byla zjisˇtova´na za´teˇzˇ, kterou tento server beˇhem doby zpracova´va´nı´ vytva´rˇel.
Aby bylo mozˇno sledovat chova´nı´ serveru prˇi naru˚stajı´cı´m pocˇtu spojenı´, byl po kazˇ-
de´m dokoncˇene´m testu zvy´sˇen pocˇet spojenı´ o konkre´tnı´, ve veˇtsˇineˇ prˇı´padu˚ konstantnı´,
pocˇet. Zvysˇova´nı´ se ty´kalo jak aktivnı´ch, tak necˇinny´ch spojenı´. Kazˇdy´ jednotlivy´ test byl
celkem trˇikra´t zopakova´n.
14.4.1 Testovacı´ sada 01
Sada se skla´da´ z celkem trˇı´ podskupin:
• 100 azˇ 1000 aktivnı´ch spojenı´, bez necˇinny´ch spojenı´
– frekvence na´rustu aktivnı´ch spojenı´: 100
– 10 testu˚
– velikost prˇena´sˇene´ho souboru: 1 B a 10 kB
• 100 azˇ 900 aktivnı´ch spojenı´, 100 necˇinny´ch spojenı´
– frekvence na´rustu aktivnı´ch spojenı´: 100
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– 9 testu˚
– velikost prˇena´sˇene´ho souboru: 1 B a 10 kB
• 100 azˇ 500 aktivnı´ch spojenı´, 500 necˇinny´ch spojenı´
– frekvence na´rustu aktivnı´ch spojenı´: 100
– 5 testu˚
– velikost prˇena´sˇene´ho souboru: 1 B a 10 kB
14.4.2 Testovacı´ sada 02
• 1000 aktivnı´ch spojenı´, 0 – 50000 necˇinny´ch spojenı´
– frekvence na´ru˚stu necˇinny´ch spojenı´: po trˇetı´m testu 5000 (prvnı´ dva testy byly
s 0 a 1000 necˇinny´mi spojenı´mi)
– 12 testu˚
– velikost prˇena´sˇene´ho souboru: 1 B
14.4.3 Testovacı´ sada 03
• 1000 azˇ 10000 aktivnı´ch spojenı´, bez necˇinny´ch spojenı´
– frekvence na´ru˚stu aktivnı´ch spojenı´: 1000
– 10 testu˚
– velikost prˇena´sˇene´ho souboru: 1 B
14.4.4 Netestovane´ vlastnosti
Podobneˇ jako v prˇı´padeˇ testovany´ch prˇı´padu˚, tak i zde nebyly vyzkousˇeny vsˇechny
mozˇne´ variace testu˚. Mezi takove´ naprˇı´klad patrˇı´ naprˇı´klad soubeˇzˇne´ prˇijı´manı´ novy´ch
spojenı´ a za´rovenˇ obsluha jizˇ sta´vajı´cı´ch spojenı´ [10][12][13] pokrocˇilejsˇı´ simulace chova´nı´
serveru prˇi beˇzˇne´m nasazenı´ v rea´lne´m sveˇteˇ pomocı´ zveˇtsˇenı´ doby odpoveˇdı´ klienta
[11] nebo take´ experimenty s veˇtsˇı´mi prˇena´sˇeny´mi soubory[6][8]. Take´ nebyly provedeny
testy na meˇrˇenı´ latence prˇi zadane´ frekvenci pozˇadavku˚ za sekundu [7][8][10][11] cozˇ
ovsˇem bylo da´no zvoleny´m testovacı´m na´strojem – tyto testy by bylo mozˇno prova´deˇt
pra´veˇ pomocı´ pu˚vodneˇ zamy´sˇlene´ho programu httperf.
14.5 Testovacı´ stroje
Pro u´cˇely testu˚ byly pouzˇity celkem cˇtyrˇi stroje z nich ve dvou prˇı´padech (server a klient)
se jednalo o fyzicke´ stroje a ve zby´vajı´cı´ch dvou (genera´tory necˇinny´ch spojenı´) sˇlo o
stroje virtua´lnı´.
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14.5.1 U´pravy konfigurace
V za´kladnı´ konfiguraci vsˇechny tyto stroje povolujı´ mı´t u spusˇteˇne´ho procesu otevrˇeno
maxima´lneˇ 1024 file deskriptoru˚, cozˇ vzhledem k vytva´rˇenı´ cˇi prˇijı´ma´nı´ tisı´cu˚ spojenı´
v ra´mci testu˚ bylo nedostacˇujı´cı´ a bylo nutno toto nastavenı´ zmeˇnit. Zmeˇna probı´hala
pomocı´ editace souboru /etc/security/limits.conf, do ktere´ho byly prˇida´ny dva rˇa´dky
root soft nofile [max. hodnota]
root hard nofile [max. hodnota]
kdy maxima´lnı´ hodnota byla v prˇı´padeˇ serverove´ stroje zvolena na 65536 a u zby´vajı´cı´ch
stroju˚ 32768.
14.5.2 Architektura
• Server - vbox4
Linux vbox4 3.10.25lb6.01 #1 SMP PREEMPT Wed Jan 1 10:43:05 CET 2014 x86 64
x86 64 x86 64 GNU/Linux
– architektura: x86 64
– pocˇet CPU: 4
• Klient - vbox3
Linux vbox3 3.10.22lb6.01 #1 SMP PREEMPT Tue Dec 3 08:28:23 CET 2013 x86 64
x86 64 x86 64 GNU/Linux
– architektura: x86 64
– pocˇet CPU: 2
• Genera´tory necˇinny´ch spojenı´ - vmjse01, vmjse02
3.0.60lb6.01 #1 SMP PREEMPT Tue Jan 22 12:28:23 CET 2013 x86 64 x86 64 x86 64
GNU/Linux
– architektura: x86 64
– pocˇet CPU: 1
14.6 Testovacı´ na´stroje
Prˇi hleda´nı´ vhodne´ho na´stroje, ktery´ by byl vhodny´ pro testova´nı´ za´teˇzˇe serveru, byl
jako prvnı´ vybra´n konzolovy´ na´stroj httperf, ktery´ je vyvı´jen od roku 2000 v HP labs, a je
nabı´zen jako open source software pod licencı´ GNU GPL. Bylo ho vyuzˇito pro pocˇa´tecˇnı´
testy prˇi vy´voji jednotlivy´ch testovacı´ch prˇı´padu˚. Na´stroj nabı´zı´ velkou sˇka´lovatelnost
pro pokrocˇilejsˇı´ testova´nı´ a take´ jeho vy´stup je velice robustnı´, ale v pokrocˇilejsˇı´ch fa´zı´ch
byly nalezeny nedostatky. Jako nejvy´razneˇjsˇı´ by se dala uve´st nemozˇnost pouzˇı´t vı´ce
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vla´ken pro vytva´rˇenı´ pozˇadavku˚. Dalsˇı´m podstatny´m proble´mem byla nemozˇnost speci-
fikovat maxima´lnı´ testovacı´ dobu. Proto byly vyzkousˇeny dalsˇı´ na´stroje a vy´sˇe zmı´neˇne´
nedostatky vyrˇesˇil na´stroj wrk.
14.7 wrk
Na´stroj wrk se v neˇkolika ohledech lisˇı´ od drˇı´ve pouzˇı´vane´ho httperf. Nejpodstatneˇjsˇı´
rozdı´l spocˇı´va´ v samotne´ implementaci wrk, ktera´ umozˇnˇuje pouzˇitı´ vı´ce vla´ken, a tı´m
tedy veˇtsˇı´ mnozˇstvı´ generovane´ za´teˇzˇe oproti httperf. Dalsˇı´ vy´hodou je kombinace vla´ken
spolecˇneˇ s vyuzˇitı´m notifikacı´ pomocı´ epoll()/kqueue() – httperf vyuzˇı´va´ select(). Rozdı´l je
i v de´lce testova´nı´, jelikozˇ wrk nenı´ fixova´n na konkre´tnı´ pocˇet pozˇadavku˚, ale generuje
pozˇadavky do dosazˇenı´ zvolene´ cˇasove´ hodnoty.
Dalsˇı´ vy´hodou jemozˇnost pouzˇitı´ vlastnı´ch skriptu˚ v jazyceLua, cozˇ je vy´hodne´ prˇi po-
krocˇilejsˇı´m testova´nı´ http serveru, ale v ra´mci te´to pra´ce nebylo trˇeba toto vyuzˇı´t. Soucˇasna´
(20. 3. 2014) verze je 3.1.0 a na´stroj je dostupny´ na Githubu https://github.com/wg/wrk.
Autorem tohoto projektu je Will Glozer.
14.7.1 Mozˇnosti nastavenı´
Oproti httperf se zde vyskytuje o dost mensˇı´ sˇka´lovatelnost za´kladnı´ho nastavenı´ pro
prova´deˇnı´ testu˚, ale pro pozˇadovane´ potrˇeby asynCServeru byly tyto sta´vajı´cı´ volby do-
stacˇujı´cı´.
• -c, –connections: pocˇet vygenerovany´ch spojenı´
• -d, –duration: doba trva´nı´ testu
• -t, –threads: pocˇet vla´ken
• –timeout: timeout pro socket nebo pozˇadavek
• -s, –script: skript v jazyce Lua
• -H, –header: prˇida´nı´ hlavicˇky do pozˇadavku
• –latency: vy´pis latence
• -v, –version: vy´pis verze
14.7.2 Vy´stup
Vy´stupnı´ text je rozdeˇlen do neˇkolika kategoriı´:
• Running 3s test @ http://127.0.0.1:8000
De´lka testu a adresa testovane´ho serveru
• 2 threads and 1000 connections
Pouzˇity´ pocˇet vla´ken a celkovy´ pocˇet vytvorˇeny´ch spojenı´
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• Thread Stats Avg Stdev Max +/- Stdev
Latency 3.22ms 3.52ms 215.31ms 91.85%
Pru˚merny´ pocˇet vygenerovany´ch pozˇadavku˚ za sekundu a jejich smeˇrodatna´ od-
chylka
• 550563 requests in 3.00s, 51.46MB read
Celkovy´ pocˇet vygenerovany´ch pozˇadavku˚ a celkova´ velikost prˇecˇteny´ch dat
• Requests/sec: 183822.28
Pru˚meˇrny´ pocˇet vygenerovany´ch pozˇadavku˚ za sekundu
• Transfer/sec: 17.18MB
Pru˚meˇrna´ velikost prˇecˇteny´ch dat za sekundu
V prˇı´padeˇ chyb prˇi vytva´rˇenı´ spojenı´ cˇi zpracova´vanı´ pozˇadavku˚ je ve vy´pisu i cˇa´st s
celkovy´mi pocˇty teˇchto chyb jenzˇ jsou rozdeˇleny do na´sledujı´cı´ch cˇa´stı´:
• connect
pocˇet chyb prˇi prˇipojenı´
• read
pocˇet chyb prˇi cˇtenı´
• write = N, – total socket write errors
pocˇet chyb prˇi za´pisu
• status = N, – total HTTP status codes ¿ 399
pocˇet chybovy´ch HTTP statusu˚
• timeout = N – total request timeouts
pocˇet timeoutu˚ pro prˇipojenı´ nebo pozˇadavek
Pro vy´sledne´ grafy byla vyuzˇita pru˚meˇrna´ latence a celkovy´ pocˇet prˇipojenı´. Doba trva´nı´
testu byla ve vsˇech prˇı´padech jednu minutu. Doba trva´nı´ testu byla ve vsˇech prˇı´pa-
dech konstantneˇ zvolena na jednu minutu a dalsˇı´ potrˇebne´ parametry byly nastavova´ny
pru˚beˇzˇne´ podle konfiguracˇnı´ch souboru˚, cˇı´mzˇ se zaby´va´ dalsˇı´ cˇa´st popisu testova´nı´.
14.8 Vyhodnocenı´ testu˚
Dı´ky velke´mu pocˇtu testu˚ bylo vytvorˇeno mnozˇstvı´ grafu˚, ale v na´sledujı´cı´ch cˇa´stech
budou zverˇejneˇny jen ty nejdu˚lezˇiteˇjsˇı´ pro jednotlive´ testovacı´ sady a bude na nich de-
monstrova´novy´sledne´ porovna´nı´. Kompletnı´ vy´sledkyvpodobeˇ vsˇech grafu˚ a globa´lnı´ch
tabulek jsou soucˇa´stı´ datove´ prˇı´lohy te´to pra´ce.
Jednotlive´ sady a jejich modifikace budou pro zkra´cenı´ popisova´ny podle pouzˇite´ho no-
tifikacˇnı´ho zpu˚sobu jako S – select(), P – poll(), E – epoll() a T – vla´kna. Kompletnı´ popis
se nacha´zı´ v prˇedchozı´ kapitole. Jednotlive´ dı´lcˇı´ vy´sledky byly zaokrouhleny na dveˇ
desetinna´ mı´sta.
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14.8.1 Vyhodnocenı´ sady 01
Pro tuto sadu je trˇeba zmı´nit, zˇe testova´nı´ bylo prova´deˇno pro vsˇechny testovacı´ skupiny,
cozˇ u ostatnı´ch sad nebylo. Take´ zde byla provedena testova´nı´ na ru˚zne´ velikosti prˇe-
na´sˇene´ho souboru. Dalsˇı´ zvla´sˇtnostı´ te´to sady je, zˇe ke kazˇde´mu vy´sledku pro testovacı´
skupinu s oznacˇenı´m S, P a E s cˇı´sly od 1 do 7 byl prˇida´n nameˇrˇeny´ vy´sledek pro T1,
aby bylo mozˇno porovnat vy´sledky jednotlivy´ch S/P/Emodifikacı´ s vy´sledky obsluhy prˇi
pouzˇı´va´nı´ vla´ken.
Prˇi porovna´nı´ vy´sledku˚ pro jednotlive´ testovacı´ skupiny a sady lze videˇt, zˇe ve veˇtsˇineˇ
bylo dosazˇeno s minima´lnı´ odchylkou stejny´ch vy´sledku˚ pro skupiny S, E a P a jejich
ru˚zne´ modifikace. Jinak tomu ale je u vy´sledku˚ T1, u teˇch byla nameˇrˇena daleko mensˇı´
doba latence odpoveˇdı´ serveru.
Obra´zek 13: Set 01-01-01 - 1B Obra´zek 14: Set 01-01-01 - vytı´zˇenı´ CPU
Obra´zek 15: Set 01-01-02 - 10 kB Obra´zek 16: Set 01-01-02 - vytı´zˇenı´ CPU
V tomto grafu je jasneˇ videˇt, zˇe vla´knove´ zpracova´nı´ dosahuje lepsˇı´ch vy´sledku˚. Prˇi
pohledu na grafy vytı´zˇenı´ CPU pro tyto dva testy ale lze zpozorovat, zˇe v prˇı´padeˇ 1 B
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souboru je vytı´zˇenı´ prˇi pouzˇitı´ vla´ken daleko veˇtsˇı´ nezˇ u ostatnı´ch typu˚. Ve druhe´m grafu
pro 10 kB je toto vytı´zˇenı´ mensˇı´ nezˇ v prvnı´m prˇı´padeˇ. Tento vy´sledek lze odu˚vodnit jizˇ
zmı´neˇnou vlastnostı´ vla´knove´ho pouzˇitı´, kdy prˇi male´ za´teˇzˇi docha´zı´ k velke´mu vytı´zˇenı´,
cozˇ lze podporˇit dalsˇı´m grafem zobrazujı´cı´ procesorovy´ cˇas.
Lze zde take´ zpozorovat znacˇny´ pokles vytı´zˇenı´ prˇi pouzˇitı´E, cozˇ opeˇt vycha´zı´ z vlastnostı´
tohoto notifikacˇnı´ho syste´mu.
Obra´zek 17: Set 01-01-01 - cˇas procesoru
Uzˇivatel Syste´m
S1 3.01 59.91
P1 1.73 55.86
E1 1.62 51.1
T1 4.84 139.54
Obra´zek 18: Set 01-01-01 - cˇas procesoru
Obra´zek 19: Set 01-01-02 - cˇas procesoru
Uzˇivatel Syste´m
S1 5.71 54.24
P1 0.84 58.68
E1 0.20 7.92
T1 0.44 0.44
Obra´zek 20: Set 01-01-02 - cˇas procesoru
Celkoveˇ lze tedy rˇı´ct, zˇe v prˇı´padeˇ pocˇtu spojenı´ do tisı´ce dosahujı´ implementovane´
sady S, E, P, a E podobny´ch vy´sledku˚. Pro tento pocˇet tedy nenı´ pouzˇitı´ jake´koliv z jejich
modifikacı´ o moc vy´hodneˇjsˇı´ cˇi nevy´hodneˇjsˇı´ oproti ostatnı´m. Z prˇilozˇene´ tabulky lze
sice vypozorovat, zˇe nejlepsˇı´ch vy´sledku˚ dosahujı´ metody E2 a E3, ale rozdı´ly jsou oproti
jiny´m zpu˚sobu˚m (a hlavneˇ oproti vy´sledku˚m v dalsˇı´ch sada´ch) velmi male´. Rozdı´lne´
je vytı´zˇenı´ CPU prˇi prˇena´sˇenı´ 10 kB souboru – zde sady S a P dosahujı´ azˇ trojna´sobneˇ
horsˇı´ch vy´sledku˚.
82
Prˇi pouzˇitı´ v rea´lne´ aplikaci proto nelze jaky´koli ze zpu˚sobu˚ S, P a E vylozˇeneˇ zavrhnout.
Opeˇt je du˚lezˇite´ bra´t v potaz, o jakou aplikaci a jake´ pouzˇitı´ se jedna´. Limitem je zde ale
maxima´lnı´ pocˇet soubeˇzˇny´ch spojenı´. Lze doporucˇit zva´zˇenı´ pouzˇitı´ metody T1, ktera´
sice ma´ i sve´ jizˇ zmı´neˇne´ nevy´hody, ale lze pomocı´ nı´ dosa´hnout lepsˇı´ch vy´sledku˚ nezˇ u
ostatnı´ch zpu˚sobu˚.
14.8.2 Vyhodnocenı´ sady 02
Jelikozˇ druha´ sada testu˚ obna´sˇela vytvorˇenı´ neˇkolik desı´tek tisı´c spojenı´, bylo prova´deˇno
jizˇ testova´nı´ pouze pro sady P a E. Zby´vajı´cı´ sady nebyly testova´ny jednak z du˚vodu li-
mitu pocˇtu sledovany´ch deskriptoru˚ pro S, jednak pro velke´ vytı´zˇenı´ a zabra´nı´ kriticke´ho
mnozˇstvı´ pameˇti v prˇı´padeˇ T. Pro P a E takovy´ limit nenı´.
Pokudvprˇedchozı´mprˇı´padeˇ byly nameˇrˇene´ vy´sledky stejne´ cˇi podobne´, tak zde tomu
jizˇ tak nenı´. V kazˇde´m testovacı´m zpu˚sobu lze pro zpu˚sob P videˇt znacˇny´ na´ru˚st latence
prˇi zvysˇova´nı´ pocˇtu necˇinny´ch prˇipojenı´, kdezˇto v prˇı´padeˇ E jsou vy´sledky vı´ceme´neˇ
konstantnı´. Tato zvysˇujı´cı´ se tendence je take´ videˇt u na´ru˚stu vytı´zˇenı´ CPU. Vy´sledky u
E byly tedy velmi podobne´, ale jako nejvy´konneˇjsˇı´ se uka´zaly zpu˚soby E2 a E5.
Obra´zek 21: Set 02-02-01 Obra´zek 22: Set 02-02-01 - vytı´zˇenı´ CPU
Na dosazˇeny´ch vy´sledcı´ch je jasneˇ videˇt zpu˚sob, jaky´m v prˇı´padeˇ nastaly´ch uda´lostı´
pracujı´ jednotlive´ zpu˚soby. U Pmusı´ by´t otestova´ny vesˇkera´ sledovana´ prˇipojenı´, kdezˇto
u E je rovnou pracova´no s deskriptory spojenı´, na ktery´ch byla zjisˇteˇna uda´lost, cozˇ
lze videˇt i na pomeˇru procesorove´ho cˇasu stra´vene´ho mezi jednotlivy´mi prostory, a to
je v prˇı´padeˇ velke´ho pocˇtu necˇinny´ch spojenı´ rozhodujı´cı´m faktorem pro vy´kon, proto
zjisˇteˇne´ vy´sledky dosahujı´ tak rozdı´lny´ch hodnot. Lze tedy jednoznacˇneˇ doporucˇit E pro
takovy´ syste´m, jenzˇ pracuje s velky´m pocˇtem necˇinny´ch spojenı´.
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Obra´zek 23: Set 02-05-01 Obra´zek 24: Set 02-05-01 - vytı´zˇenı´ CPU
Obra´zek 25: Set 02-02-01 - cˇas procesoru
Uzˇivatel Syste´m
P1 4.76 180.63
E1 4.12 62.54
Obra´zek 26: Set 02-02-01 - cˇas procesoru
14.8.3 Vyhodnocenı´ sady 03
Podobneˇ jako v druhe´ sadeˇ i zde byly testova´ny jen zpu˚soby P a E, a to ze stejny´ch du˚-
vodu˚ jako u druhe´ testovacı´ sady. Vy´sledne´ hodnoty jizˇ v te´to sadeˇ nejsou tak rozdı´lne´ ve
veˇtsˇineˇ prˇı´padu˚ ale lze videˇt, zˇe syste´m E dosahuje u neˇktery´ch metod lepsˇı´ch vy´sledku˚
prˇi vı´ce nezˇ polovicˇnı´m vytı´zˇenı´ CPU. V jiny´ch prˇı´padech tento rozdı´l vytı´zˇenı´ nenı´ azˇ
tak markantnı´..
Vy´razny´ rozdı´l je videˇt i v cˇasech procesoru v jednom ze dvou prostoru˚, ktery´ lze
vysveˇtlit naprˇı´klad i nutnostı´ neusta´le´ho kopı´rova´nı´ struktur sledovany´ch uda´lostı´ v prˇı´-
padeˇ syste´mu P.
I v tomto prˇı´padeˇ lze doporucˇit E a jehomodifikace jako vy´konneˇjsˇı´ v prˇı´padeˇ velke´ho
pocˇtu aktivnı´ch spojenı´. Jeho dı´lcˇı´ vy´sledky se opeˇt rapidneˇ nelisˇily, ale jako nejlepsˇı´ lze
oznacˇit E2.
84
Obra´zek 27: Set 03-02-01 Obra´zek 28: Set 03-02-01 - vytı´zˇenı´ CPU
Obra´zek 29: Set 03-02-01 - cˇas procesoru
Uzˇivatel Syste´m
P1 2.45 168.63
E1 3.14 49.23
Obra´zek 30: Set 03-02-01 - cˇas procesoru
14.8.4 Celkove´ zhodnocenı´ testu˚
Podle vy´sledku˚ jednotlivy´ch testovacı´ch sad je mozˇno oznacˇit testovane´ syste´my E jako
nejvy´konneˇjsˇı´ v prˇı´padeˇ velke´ho pocˇtu aktivnı´ch cˇi neaktivnı´ch spojenı´. V ra´mci porov-
na´nı´ jednotlivy´ch metod lze jako nejlepsˇı´ urcˇit metodu E2 – pouzˇitı´ epoll() v kombinaci s
vla´kny. Ostatnı´ modifikace E dosa´hly podobny´ch vy´sledku˚ a jejich pouzˇitı´ je take´ vhodne´,
ale v ra´mci provedeny´ch trˇı´ testovacı´ch sad nebyly nasimulovane´ dalsˇı´ mozˇne´ testovacı´
sce´na´rˇe odpovı´dajı´cı´ ru˚zny´m typu˚m chova´nı´ v praxi, jezˇ by uka´zaly veˇtsˇı´ cˇi mensˇı´ vhod-
nost metod v konkre´tnı´m prˇı´padeˇ. Jako prˇı´klad lze trˇeba uve´st testova´nı´ prˇi soubeˇzˇne´m
prˇijı´ma´nı´ novy´ch spojenı´ a obsluze jizˇ prˇijaty´ch. Toho by sˇlo docı´lit naprˇı´klad po u´praveˇ
testovacı´ch na´stroju˚ nebo nasazenı´ v rea´lne´m provozu.
Pomocı´ testu˚ byl take´ potvrzen fakt, zˇe implementace epoll() oproti select() a poll() zna-
cˇneˇ zrychluje obsluhu spojenı´. Take´ je mozˇne´ rˇı´ct, zˇe kombinace notifikacˇnı´ch syste´mu˚
a vla´ken se jevı´ jako idea´lnı´ pro aplikace zpracova´vajı´cı´ velke´ mnozˇstvı´ asynchronnı´ch
pozˇadavku˚.
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15 Za´veˇr
Tato pra´ce si kladla za cı´l zhodnotit mozˇnosti jednotlivy´ch notifikacˇnı´ch syste´mu˚ pro
asynchronnı´ uda´losti, porovnat jejich vy´hody cˇi nevy´hody vu˚cˇi ostatnı´m a na za´kladeˇ
teˇchto srovna´nı´ a vyhodnocenı´ testu˚ urcˇit, jaky´ typ je dobre´ pouzˇı´t pro jednotlive´ prˇı´pady
obsluh spojenı´. Toto bylo provedeno a na za´kladeˇ vy´stupnı´ch dat z velke´homnozˇstvı´ testu˚
byly vyvozeny patrˇicˇne´ za´veˇry, jenzˇ korespondovaly s poznatky probı´rany´mi v ra´mci
teoreticke´ cˇa´sti pra´ce. Pra´ce tedy splnila svu˚j cı´l a rozsah, ale za´rovenˇ poskytuje prostor
pro budoucı´ pokracˇovanı´ a to naprˇı´klad v implementaci dalsˇı´ch testovacı´ch skupin cˇi
vytva´rˇenı´ jiny´ch testovacı´ch sce´na´rˇu˚.
Bc. Jirˇı´ Sˇevcˇı´k
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A Struktura CD s prˇı´lohou
• asynCServer - zdrojove´ ko´dy testovacı´ho serveru
• AsynchronniUdalosti.pdf - text pra´ce
• Testy
– Grafy - vy´sledne´ grafy pro jednotlive´ testy
– Logy - logy serveru a klienta pro vsˇechny testy
– Sady - konfiguracˇnı´ soubory pro testovacı´ sady
– Skripty - skripty pro spousˇteˇnı´ a vyhodnocova´nı´ testu˚
– Tabulky - sumarizacˇnı´ tabulky
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B Prˇı´klady pouzˇitı´ notifikacˇnı´ch syste´mu˚
#include ”sys/select .h”
void main(){
fd set rds;
int server fd , ret , max;
server fd = create server socket (...)
FD ZERO(&fds);
FD SET(server fd, &fds);
max = server fd + 1;
while(1){
ret = select(max, fds, NULL, NULL, NULL);
if rev <= 0{
handle select error (...)
}
if (FD ISSET(server fd, &fds)){
handle read event (...)
}
handle connected sockets(...)
}
}
Vy´pis 18: Prˇı´klad pouzˇitı´ select()
#include ”sys/poll .h”
void main(){
struct pollfd fds;
int server fd , ret , max;
server fd = create server socket (...)
fds. fd = server fd ;
fds.events = POLLIN | POLLOUT
while(1){
ret = poll (fds, 2, NULL);
if ( ret <= 0){
handle poll error (...)
}
if (fds.revent & POLLIN){
handle read event (...)
}
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if (fds.revent & POLLOUT){
handle write event (...)
}
if (fds.revent & POLLHUP || ufds.revent & POLLERR){
handle error event (...)
}
handle connected sockets(...)
}
}
Vy´pis 19: Prˇı´klad pouzˇitı´ poll()
#include ”sys/epoll .h”
void main(){
int efd;
struct epoll event event;
struct epoll event ∗events;
efd = epoll create (1) ;
event.data.fd = fd ;
event.events = EPOLLIN;
s = epoll ctl (efd, EPOLL CTL ADD, fd, &event);
events = calloc (128, sizeof event);
while (1){
int n;
n = epoll wait (efd, events, MAXEVENTS, −1);
if (n == −1){
handle epoll error (...)
}
for ( int i = 0; i < n; i++){
if ((events[i ]. events & EPOLLERR) || (events[i].events & EPOLLHUP))
handle error event (...)
else
handle read event (...)
}
}
}
Vy´pis 20: Prˇı´klad pouzˇitı´ epoll()
#include <sys/event.h>
#include <sys/time.h>
#include <fcntl .h>
#include <stdio.h>
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#include <stdlib.h>
int main(void){
int f , kq, nev;
struct kevent change;
struct kevent event;
kq = kqueue();
if (kq == −1)
perror( ”kqueue”);
f = open(”/tmp/foo”, O RDONLY);
if ( f == −1)
perror( ”open”);
EV SET(&change, f, EVFILT VNODE, EV ADD | EV ENABLE | EV ONESHOT,
NOTE DELETE | NOTE EXTEND | NOTE WRITE | NOTE ATTRIB, 0, 0);
for (;;) {
nev = kevent(kq, &change, 1, &amp;event, 1, NULL);
if (nev == −1)
perror( ”kevent”);
else if (nev > 0) {
if (event. fflags & NOTE DELETE) {
printf ( ”Deleted\n”);
break;
}
if (event. fflags & NOTE EXTEND ||
event. fflags & NOTE WRITE)
printf ( ” File modified\n”);
if (event. fflags & NOTE ATTRIB)
printf ( ”Modified\n”);
}
}
close(kq);
close(f ) ;
return EXIT SUCCESS;
}
Vy´pis 21: Prˇı´klad pouzˇitı´ kqueue()
char∗ buffer[200];
WSABUF b = { buffer, 200 };
size t bytes recvd;
int r , total events ;
OVERLAPPED overlapped;
HANDLE port;
port = CreateIoCompletionPort(INVALID HANDLE VALUE, NULL, NULL, 0);
if (! port) {
goto error;
}
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r = WSARecv(socket, &b, 1, &bytes recvd, NULL, &overlapped, NULL);
CreateIoCompletionPort(port, &overlapped.hEvent,
if ( r == 0) {
if (WSAGetLastError() == WSA IO PENDING) {
/∗ Asynchronous ∗/
GetQueuedCompletionStatus()
if ( r == WAIT TIMEOUT) {
printf ( ”Timeout\n”);
} else {
}
} else {
/∗ Error ∗/
printf ( ”Error %d\n”, WSAGetLastError());
}
} else {
/∗ Synchronous ∗/
printf ( ”read %ld bytes from socket\n”, bytes recvd);
}
Vy´pis 22: Prˇı´klad pouzˇitı´ GetQueuedCompletionStatus()
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