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Abstract
We consider the problem of approximating the partition function of a classical Hamiltonian
using simulated annealing. This requires the computation of a cooling schedule, and the ability
to estimate the mean of the Gibbs distributions at the corresponding inverse temperatures.
We propose classical and quantum algorithms for these two tasks, achieving two goals: (i)
we simplify the seminal work of Sˇtefankovicˇ, Vempala and Vigoda (J. ACM, 56(3), 2009),
improving their running time and almost matching that of the current classical state of the
art; (ii) we quantize our new simple algorithm, improving upon the best known algorithm for
computing partition functions of many problems, due to Harrow and Wei (SODA 2020). A
key ingredient of our method is the paired-product estimator of Huber (Ann. Appl. Probab.,
25(2), 2015). The proposed quantum algorithm has two advantages over the classical algorithm:
it has quadratically faster dependence on the spectral gap of the Markov chains as well as the
precision, and it computes a shorter cooling schedule, which matches the length conjectured to
be optimal by Sˇtefankovicˇ, Vempala and Vigoda.
1 Introduction
Markov Chain Monte Carlo (MCMC) methods provide a general approach to sampling from high-
dimensional probability distributions. They have found applications in machine learning and statis-
tics for Bayesian inference [GBC16], in theoretical computer science for counting problems [SˇVV09],
volume estimation of convex bodies [DFK91], approximation of the permanent [JS89], in statistical
physics for estimating thermodynamic properties of systems [BH19], and in finance for simulating
the performance and volatility of portfolios [Gla13]. One of the major algorithmic tasks in the area
of MCMC methods is the approximation of partition functions. Originally, the partition function
was defined in physics to describe the statistical properties of a physical system at a fixed inverse
temperature, but a wide range of problems can be naturally cast as questions about partition
functions. Thus, there has been great interest in finding quantum algorithms to estimate partition
functions that are more efficient than classical algorithms.
It is known that quantum algorithms provide a quadratic speedup over classical algorithms for a
variety of tasks related to MCMC, such as amplitude amplification and estimation [BHMT02], and
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spectral gap amplification of Markov Chains [Sze04]. Even though a general quantum speedup for
MCMC methods is not known, fast quantum algorithms for the computation of partition functions
using simulated annealing have been proposed [WA08, Mon15, HW20]. In this work we study
classical and quantum algorithms for the task of estimating partition functions; our most notable
contribution is a new quantum algorithm that improves upon the best known approach, due to
Harrow and Wei [HW20]. We summarize our contributions in Section 1.2, after introducing several
concepts to set the context.
1.1 Estimating partition functions
We now formally define the problem of estimating partition functions. Let Ω be a finite set and
H : Ω → R be a real-valued function called the Hamiltonian. We assume that H takes value in
{0, . . . , n}, as is customary in the literature in the context of simulated annealing for partition
functions; this is a natural assumption for counting problems, and we will later see that it can be
relaxed in some cases.1 For a Hamiltonian H, the Gibbs distribution is defined by the following
probability distribution over the sample space Ω
µβ(x) =
1
Z(β)
exp(−βH(x)) for every x ∈ Ω.
The normalization factor
Z(β) :=
∑
x∈Ω
e−βH(x)
is called the partition function, and β is the inverse temperature.
Our main focus is the problem of computing a multiplicative approximation of the partition
function: given an inverse temperature βmax and a precision ε, the goal is to produce Zˆ such that
(1− ε) · Z(βmax) ≤ Zˆ ≤ (1 + ε) · Z(βmax),
using as few samples from the Gibbs distributions as possible. Note that in the applications
discussed in this paper we have βmax =∞, therefore we assume so in the rest of this introduction;
this allows for an easier comparison of running times with existing algorithms.
Approximating partition functions for general Hamiltonians is a #P-hard problem [LS10, GJ08]
and existence of efficient algorithms, quantum or classical, is thus not expected. There are however
polynomial time algorithms for more specific problems, such as approximating partition functions of
Hamiltonians on bounded degree graphs or lattices. Furthermore, as exemplified in [Mon15, HW20],
quantum algorithms may provide a polynomial speedup compared to the best classical algorithms
for the approximation task.
An approach to approximate Z(∞) is based on the following telescoping product
Z(∞) = Z(0) · Z(β1)
Z(0)
· Z(β2)
Z(β1)
· · · Z(∞)
Z(βℓ)
= Z(0) ·
ℓ−1∏
i=0
Z(βi+1)
Z(βi)
, (1)
where 0 = β0 < β1 < · · · < βℓ ≤ ∞ is a sequence of inverse temperatures called a cooling schedule,
a term derived from simulated annealing algorithms. If each term in the telescoping product can
be estimated with sufficient precision, we have a way of producing an approximation of Z(∞)/Z(0).
Since computing Z(0) is typically trivial (in fact, Z(0) = |Ω|), we obtain an approximation of Z(∞).
1See also Kolmogorov [Kol18] for a discussion on shifting the range of the Hamiltonian.
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The well-known algorithm of Sˇtefankovicˇ et al. [SˇVV09] computes Z(∞) in two steps: first,
it produces a cooling schedule consisting of O(
√
ln |Ω| lnn ln ln |Ω|) inverse temperatures. Then,
defining Xi = e
(βi−βi+1)H(x), Sˇtefankovicˇ et al. observe that
E
x∼µβi
[Xi] =
Z(βi+1)
Z(βi)
,
so one can estimate the ratio of the partition functions by sampling many x ∼ µβi and empirically
estimating the mean. Invoking a result by Dyer and Frieze [DF91], Sˇtefankovicˇ et al. estimate each
of the ratios in Eq. (1) up to error O(1/ℓ), where ℓ is the length of the cooling schedule; this is
called the product estimator. The overall complexity of this algorithm, which we abbreviate as SVV
(for Sˇtefankovicˇ, Vempala and Vigoda), scales as
1010 · ln |Ω| · ε−2 · ( lnn+ ln ln |Ω|)5.
The SVV algorithm contains many subtle technical points, and the resulting complications
lead to some of the polylogarithmic factors and to the large constant in the expression for the
running time. Huber [Hub15] (subsequently improved by Kolmogorov [Kol18]) eliminates these
hurdles using the so-called Tootsie Pop Algorithm (TPA) of Schott and Huber [HS10]. In the first
stage, their algorithm produces a quadratically-longer (compared to SVV) cooling scheme with
ln |Ω| temperatures for computing Z(∞). The Dyer and Frieze estimator would be inefficient in
the context of TPA, since the overall complexity of the estimator generally involves a quadratic
overhead in the schedule length. Instead, Huber introduces the paired-product estimator : given a
cooling schedule, define di,i+1 = (βi+1 − βi)/2, and consider the random variables Vi,Wi defined as
Vi = exp (−di,i+1H(xi)) , Wi = exp (di,i+1H(xi+1)) .
Huber observed that the telescoping product in Eq. (1) can be rewritten as
Z(∞) = Z(0) ·
ℓ−1∏
i=0
E[Wi]
E[Vi]
= Z(0) ·
∏
i E[Wi]∏
i E[Vi]
. (2)
While in SVV each ratio E[Wi]/E[Vi] is estimated separately, Huber estimates the entire numerator∏
i E[Wi] and denominator
∏
i E[Vi], then takes their ratio. The overall complexity of TPA, using
the improved analysis given by Kolmogorov [Kol18], is
O(ln |Ω| · ε−2 · lnn).
Normally, classical procedures to compute the partition function, such as SVV or TPA, assume
the ability to draw samples from the Gibbs distribution at arbitrary inverse temperatures. The
complexity of SVV and TPA indicated above refers to the total number of samples that have to
be drawn from the Gibbs distributions corresponding to the inverse temperatures in the cooling
schedule; this is the sample complexity. It is also important to discuss the mixing time of the
methodology that accounts for the time taken to generate such samples. In fact, the quantum
algorithm that we propose achieves an advantage in both sample complexity and mixing time,
when compared to classical algorithms. For a full implementation of the algorithm, these sam-
ples, for a given inverse temperature, can be generated from a classical MCMC algorithm that has
the corresponding Gibbs distribution as its limit distribution. This procedure has a cost on top
of the sample complexity of the algorithm. The number of steps of the Markov chain that have
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to be taken before it converges is called the mixing time of the chain. Quantum algorithms to
approximate partition functions [WA08, Mon15, HW20] do not perform the classical steps of the
MCMC algorithm. Instead, such quantum algorithms utilize unitary quantum walks [Sze04] that
are related to the classical Markov chain by a suitable embedding as the product of two reflection
operators. Such quantum walks are constructed so that a natural quantum encoding of the Gibbs
distribution is an eigenvector with eigenvalue one of the quantum walk unitary. Efficiently prepar-
ing the coherent encoding of the steady state of a general unitary quantum walk, even when the
classical Markov chain is rapidly mixing, is believed to be hard — see [HW20] for a more detailed
discussion. When estimating the partition functions, however, we can exploit the fact that the
quantum encoding of two Gibbs distributions at nearby inverse temperatures has constant over-
lap [WA08, Mon15, HW20]. With appropriate cooling schedules, this fact can be used to prepare
quantum samples at different inverse temperatures of the schedule using the quantum walk unitary.
Thus, in the quantum setting, the overhead to prepare a quantum sample, measured in the number
of applications of the quantum walk unitary, assumes the role of the mixing time when compared
to the classical algorithm.
1.2 Our results
In this paper we propose a new simulated annealing algorithm to estimate partition functions,
by combining elements from SVV and TPA. While TPA seems difficult to quantize for reasons
discussed below, the scheme that we propose naturally leads to a quantum algorithm with two
speedups: we gain a quadratic speedup in the spectral gap of the Markov chain and the error
estimation parameter, and a shorter annealing schedule. Our classical algorithm is simpler and
faster than the one in [SˇVV09], although it is still slower than the TPA algorithm analyzed by
Kolmogorov [Kol18]; our quantum algorithm is however faster than the best known algorithm due
to Harrow and Wei [HW20]. These improvements are in terms of the sample complexity; regarding
the mixing times, the proposed algorithms match the current state of the art [SˇVV09, Kol18, HW20].
We now provide details of our contributions.
1.2.1 Classical contributions
Our first main contribution is a classical algorithm to approximate the partition function that
is simpler than [SˇVV09], while almost matching the running time of the fastest classical algo-
rithm (i.e., the improved analysis of [Hub15] given in [Kol18]). We simplify the cooling schedule
generation algorithm of SVV by using the paired-product estimator of [Hub15]. Thanks to the
paired-product estimator we do not need to enforce a certain condition (called B-Chebyshev prop-
erty in [SˇVV09, HW20]): this allows us to produce a shorter schedule. Specifically, the schedule
that we generate does not contain the intermediate inverse temperatures introduced by SVV with
geometric progression (i.e., halving the interval each time).
Sˇtefankovicˇ et al. [SˇVV09] conjectured that an optimal adaptive cooling schedule has length
Θ(
√
ln |Ω| lnn) and they show a lower bound of Ω(√ln |Ω|).2 They also give an algorithm to
produce a schedule of length O(
√
ln |Ω| lnn ln ln |Ω|). Our algorithm produces a schedule of length
O(
√
ln |Ω| lnn), eliminating the O(ln ln |Ω|)-factors due to the inverse temperatures with geometric
progression mentioned above. We do not match the conjectured length Θ(
√
ln |Ω| lnn) because,
even if we simplify the algorithm of [SˇVV09], classically we do not overcome one of the obstacles that
2The lower bound of [SˇVV09] is for B-Chebyshev schedules, however their proof also applies to the slowly-varying
schedules proposed in this paper, with straightforward modifications leading to a constant-factor difference.
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SVV face, i.e., the fact that a classical estimator for the ratio of the partition function Z(βi)/Z(βi+1)
at nearby inverse temperatures βi, βi+1 is difficult to obtain. This estimator is necessary for SVV
to determine if the “jump” between consecutive inverse temperatures in the cooling schedule is
acceptable. Note that our quantum algorithm circumvents this issue, and we obtain a schedule of
length Θ(
√
ln |Ω| lnn); this will be discussed in the next section.
Our analysis decouples the cooling schedule generation from the final estimation of the partition
function. In SVV, the expression for the final algorithm complexity is the product of two main
terms: the complexity of the schedule generation algorithm, and the complexity of estimating the
ratios in the telescopic product in Eq. (1). In the analysis of our algorithms, these two terms are
added, rather than multiplied, together. Thus, in our analysis — both classical and quantum —
the running time (expressed in terms of the number of samples from the Gibbs distributions) is
the sum of two terms: the time to compute the cooling schedule, which does not depend on ε (the
approximation factor in the estimation of Z(∞)), and the time to estimate the partition function
at the desired inverse temperature following a given schedule, which depends on ε. It is reasonable
to assume that ε is “reasonably small” in practice, therefore the leading term in our running time
is the second term, which depends only on the length of the cooling schedule and ε: the time to
generate the schedule is asymptotically negligible. This decoupling technique has also been used by
[Hub15, Kol18, Mon15, HW20] among others, thus our comparison with existing methods is fair.
With this assumption, our classical algorithm further improves over [SˇVV09] by several lower-order
terms, and it almost matches the algorithm of [Kol18]: our algorithm is slower than [Kol18] by a
factor O(lnn).3 The sample complexity of our algorithm is stated in Theorem 2.13, and we bound
the number of steps of the Markov chains used by our algorithm in Corollary 2.14.
1.2.2 Quantum contributions
The second main contribution of this paper is a quantum algorithm — following the same scheme as
the classical algorithm discussed above — that is faster than the best known algorithm by Harrow
and Wei [HW20] (which in turn improved upon the quantum algorithm of Montanaro [Mon15]).4
In the quantum setting we assume to have access to qsamples, i.e., coherent encodings of the
Gibbs distribution
|µβ〉 =
∑
x
√
µβ(x)|x〉.
Qsamples are the quantum analogue of the classical Gibbs sampling mechanism, because measure-
ments of qsamples yield samples distributed according to µβ. Although the complexity of preparing
qsamples is unclear in general, their power has been well-studied in the quantum complexity the-
ory [AT03]. We remark that in the classical setting it is generally assumed that we can sample
from µβ at arbitrary inverse temperature β at unit cost, whereas in the quantum setting the cost
of preparing the states |µβ〉 is larger for higher inverse temperatures.
Our quantum algorithm is similar to the one of [HW20] in that both are based on SVV, but
we use the paired-product estimator of [Hub15] to allow for a shorter cooling schedule. The TPA
algorithm of [Hub15] is difficult to quantize directly, because it requires estimation of product expec-
tations in Eq. (2) that seems possible only if the coherent encoding |µβi〉 of the Gibbs distribution
3Our classical algorithm has a “large” constant inherited from the framework of [SˇVV09]; in contrast the algorithms
of [Hub15, Kol18] do not have this constant.
4Montanaro [Mon15] quantizes the product estimation part of the SVV algorithm using quantum mean estimation
(while still using the classical algorithm of SVV for cooling schedule generation), whereas Harrow and Wei [HW20]
additionally quantize the schedule generation algorithm of SVV.
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at all inverse temperatures in the schedule is available. Unfortunately this is impractical because
the TPA cooling sequence has length O(ln |Ω|); simply constructing all the corresponding |µβi〉
would require O(ln2 |Ω|) steps, resulting in a worse overall complexity than existing algorithms.
Instead, the approach that we advocate (based on SVV) estimates ratios in the telescopic product
of Eq. (1), requiring only a constant number of Gibbs distributions to be coherently available.5
To achieve this goal, we show that there is a simple procedure, based on binary search, to obtain
a cooling sequence of length O(
√
ln |Ω| ln n): this procedure crucially uses an advantage of having
qsamples, namely, the fact that we can easily compute inner products of the form |〈µβi |µβi+1〉|. This
cooling sequence is shorter than our classical cooling schedule by a factor
√
lnn, and it matches the
Θ(
√
ln |Ω| lnn) conjecture of [SˇVV09]; as a consequence, we improve over the work of Harrow and
Wei [HW20], which obtains a cooling schedule of the same length as SVV (although more efficiently).
We state our main theorem in Theorem 3.6 in terms of the number of qsamples that have to be
obtained. This sampling complexity does not account for the cost of applying the walk unitary to
construct the coherent encoding of the Gibbs states. The total complexity, also accounting for this
cost, is given in Corollary 3.7.
Furthermore, in order to estimate ratios in the telescopic product (2), we give a simple quantum
algorithms for the estimation of the expected value of random variables with bounded relative
variance. In particular, for a distribution D, and given a random variable V ∼ D satisfying
E[V 2]/E[V ]2 ≤ B, we describe a quantum algorithm that usesO(B) copies of |ψD〉 =
∑
x
√
D(x)|x〉,
and O˜
(√
B/ε) reflections about |ψD〉, to obtain with high probability an ε-relative approximation
of E[V ]; additionally, the algorithm restores one copy of |ψ〉. Our algorithm is based on the work of
Montanaro [Mon15] and improves upon its scaling from O(B/ε) to O(
√
B/ε). Our algorithm has
essentially the same scaling as the algorithm of Hamoudi and Magniez [HM19], but the analysis of
our algorithm is simpler. This is formally stated in Theorem 3.5.
Table 1 summarizes the sample complexity of the algorithms presented in this paper, comparing
them to the existing results in literature.
1.3 Applications
Many computational problems can be encoded into evaluations of the partition function and we
briefly sketch out two applications of our algorithm. Our work also applies to other problems, such
as counting independent sets, matchings and Bayesian inference as discussed in [HW20, Mon15,
SˇVV09]; we refer the interested reader to these works. As discussed earlier, our classical and quan-
tum improvements over [HW20, SˇVV09] directly imply better algorithms for estimating partition
functions of these Hamiltonians.
Ferromagnetic Ising Model The ferromagnetic Ising model on a graph G = (V,E) can be
defined as7
H(x) :=
∑
(i,j)∈E
1[xi 6=xj ], x ∈ {0, 1}|V |.
5We leave it as an open question if one can fully quantize the classical algorithms of Huber [Hub15] and Kol-
mogorov [Kol18].
7The usual convention is to define the model as H(x) = −
∑
(i,j)∈E xixj for x ∈ {±1}
|V |. Here we use a different
convention to ensure that the Hamiltonian is nonnegative, which is an assumption of our classical algorithm and other
similar algorithms in the literature (e.g., [SˇVV09, Lemma 4.2] does not hold for Hamiltonians that change sign).
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Algorithm Sample Complexity
Bezkov et al. [BSˇVV08] Classical O(ln2 |Ω| · (lnn)2) 6
SVV [SˇVV09] Classical O(ln |Ω|(ln ln |Ω|+ lnn)5ε−2)
Huber [Hub15] Classical O(ln |Ω| lnn · ( ln ln |Ω|+ ln lnn+ ε−2))
Kolmogorov [Kol18] Classical O(ln |Ω| lnn · ε−2)
Montanaro [Mon15] Hybrid O(ln |Ω| · (ln ln |Ω|+ lnn)5/2 · ε−1)
Harrow and Wei [HW20] Quantum O(ln |Ω| · (ln ln |Ω|+ lnn)5/2 · ε−1)
This work Classical O(ln |Ω| ln2 n · ε−2)
This work Quantum O(ln |Ω| lnn · ε−1)
Table 1: Comparison of the sample complexity of several algorithms to estimate the partition
function. Montanaro’s algorithm [Mon15] uses classical SVV to generate a cooling schedule, and
a quantum routine to estimate the ratio given a cooling schedule; here we report only the sample
complexity of the quantum routine, for the total complexity one should add the complexity of
classical SVV schedule generation The stated complexity of our classical algorithm holds for ε <
(ln |Ω|+lnn)−1; the stated complexity of our quantum algorithm holds for ε <
(
ln |Ω|+ln lnn
ln |Ω|+lnn
)2
. For
a more precise statement of the complexities we refer the reader to Theorems 2.13 and 3.6.
The associated Gibbs distribution can be sampled using a Markov Chain called Glauber dy-
namics. Convergence of Glauber dynamics is well studied and several criteria for rapid mixing have
been found. Montanaro [Mon15] quotes a result of Mossel and Sly [MS13] that proves that the
chain mixes in time O(|V | ln |V |) on general graphs with finite degree for a sufficiently low value of
β. As the mixing time upper-bounds the inverse spectral gap (see [MS13, Eq. 6]), it follows that for
|V | = n, our classical algorithm achieves complexity O˜(n2 · ε−2). While there may exist algorithms
that perform significantly better, the complexity matches (up to polylogarithmic factors) the best
classical upper bound that we are aware of [Kol18]. The quantum algorithm in comparison achieves
complexity of O˜(n3/2 · ε−1). Apart from being simpler than the algorithm derived in [HW20], our
approach improves the complexity by polylogarithmic factors.
k-Colorings The k-state Potts model on a graph G = (V,E) has the Hamiltonian
H(x) =
∑
(i,j)∈E
1[xi=xj ], x ∈ Ω := {1, . . . , k}|V |,
with the corresponding partition function
Z(β) =
∑
x∈Ω
exp(−βH(x)) =
∑
x∈Ω
∏
(i,j)∈E
exp
(
−β1[xi=xj ]
)
.
Observe that limβ→∞ Z(β) := Z(∞) = |{x : xi 6= xj, ∀(i, j) ∈ E}|. A k-coloring of a graph is
a map φ : V → {1, 2, . . . k}, such that φ(i) 6= φ(j) for all (i, j) ∈ E. The partition function at
β =∞ therefore gives the number of proper k-colorings of G. Vigoda [Vig00] gave a Markov chain
with mixinng time O(nk log n) whenever k > 11/6 · d, where d is the maximum degree of G. Our
quantum algorithm has O˜(n3/2 · ε−1) complexity for this problem.
7We remark that complexity of [BSˇVV08] holds for constant ε.
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2 Classical algorithm
Notations Throughout the paper we adopt the following notation. Let H : Ω → {0, . . . , n}
be a classical Hamiltonian. For a fixed βmin, βmax, we let Q = Z(βmax)/Z(βmin); in the theorems
detailing the overall complexity of our classical and quantum algorithms we assume βmin = 0
and βmax = ∞. For brevity, we often use the shorthand q = ln |Ω|. We further assume that
lnn ≥ 1, ln q ≥ 1, |Ω| ≥ lnn and Z(βmax) ≥ 1, as in [SˇVV09] (the third assumption is natural
because if |Ω| is small, Q could be estimated directly with a Monte Carlo method). Often in this
paper we assume that βmax ≤ q; we remark that this is not restrictive because after a cooling
schedule reaches the inverse temperature q = ln |Ω|, then any larger inverse temperature can be
reached with a single step. Indeed, we have
Z(ln |Ω|) =
∑
x∈Ω:
H(x)=0
e0 +
∑
x∈Ω:
H(x)>0
e−H(x)·ln |Ω| ≤ Z(∞) + 1|Ω|
n∑
i=1
|{x ∈ Ω : H(x) = i}| ≤ Z(∞) + 1.
We use this observation throughout the remainder of this paper. The assumption that H takes
value in {0, . . . , n} is used in the classical algorithm, and is standard in the literature since it is
satisfied in the relevant applications of the framework, e.g., counting problems; for the quantum
algorithm this can be relaxed to H taking values in [0, n].
2.1 Estimators
The goal in this section is to compute Q = Z(βmax)/Z(βmin) given access to samples from the Gibbs
distribution (at arbitrary inverse temperatures). We first remark that a naive estimator of Q can
be constructed as follows:
• sample x from the Gibbs distribution at βmin, i.e., x ∼ µβmin.
• compute X = exp[(βmin − βmax)H(x)].
• the expectation of X is E[X] = Z(βmax)
Z(βmin)
.
The relative variance of X is defined as S[X] = E[X2]/E[X]2. It is equal to
S[X] =
Z(2βmax − βmin)Z(βmin)
Z(βmax)2
. (3)
Typically, the relative variance S[X] is prohibitively large; Chebyshev’s bound then implies that a
large number of samples is required to estimate E[X]. Thus, the naive estimator is not efficient. In
this paper we estimate Q using one of the telescopic products which we discuss next.
2.1.1 Product estimator
This issue of large relative variance has been addressed by Valleau and Card [VC72] by introducing
the product estimator. The product estimator approach is to use a sequence of increasing inverse
temperatures βmin = β0 < β1 < · · · < βℓ = βmax called the cooling schedule. For every step
0 ≤ i < ℓ:
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• sample x ∼ µβi .
• compute Xi = exp[(βi − βi+1)H(x)].
• the expectation of X is E[Xi] = Z(βi+1)Z(βi) .
Let X be the product random variable defined as X =
∏ℓ−1
i=1 Xi. The random variables Xi,Xj are
independent for i 6= j and it follows that
E[X] =
ℓ−1∏
i=0
E[Xi] =
ℓ−1∏
i=0
Z(βi+1)
Z(βi)
=
Z(β1)
Z(β0)
Z(β2)
Z(β1)
· · · Z(βℓ)
Z(βℓ−1)
=
Z(βmax)
Z(βmin)
.
The relative variance of Xi for each i ∈ {0, . . . , ℓ− 1} is
S[Xi] =
E[X2i ]
E[Xi]2
=
Z(2βi+1 − βi)Z(βi)
Z(βi+1)2
, (4)
which is less than the relative variance of the naive estimator in (3) when there is at least one
intermediate inverse temperature. The relative variances S[Xi] decrease as the length ℓ of the
cooling schedule increases. It is possible to approximate E[X] to relative error as long as the
relative variances S[Xi] are sufficiently small.
2.1.2 Paired-product estimator
While the product estimator substantially reduces the number of required samples, the relative
variances S[Xi] in (4) can be still large. The dependence of S[Xi] on the temperature 2βi+1 − βi,
which is outside the interval [βi, βi+1], leads to significant complications in some approximation
algorithms in [SˇVV09].
To address this issue, Huber introduced another estimator [Hub15], the paired product estimator
(our exposition follows Kolmogorov [Kol18]). For i ∈ {0, . . . , ℓ−1}, define the midpoint temperature
β¯i,i+1 =
βi+βi+1
2 and the distance di,i+1 =
βi+1−βi
2 . The paired product estimator is computed as
follows.
• for i ∈ {0, . . . , ℓ}, sample xi ∼ µβi.
• for i ∈ {0, . . . , ℓ− 1}, compute
Vi = exp
(− di,i+1H(xi)), Wi = exp (di,i+1H(xi+1)). (5)
observe that xi is used for Vi and xi+1 for Wi.
• the expectations of Vi and Wi are:
E[Vi] =
Z(β¯i,i+1)
Z(βi)
, E[Wi] =
Z(β¯i,i+1)
Z(βi+1)
; (6)
observe that E[Vi]
E[Wi]
= Z(βi+1)
Z(βi)
, i.e., the pair Vi and Wi replaces Xi.
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Define the product random variables Vi =
∏ℓ−1
i=0 Vi andW =
∏ℓ−1
i=0 Wi. Since the Vi are independent
and so are the Wi, the ratio of E[V ] and E[W ] can be expressed as
E[V ]
E[W ]
=
∏
i E[Vi]∏
i E[Wi]
=
ℓ−1∏
i=0
E[Vi]
E[Wi]
=
ℓ−1∏
i=0
Z(βi+1)
Z(βi)
=
Z(βmax)
Z(βmin)
. (7)
The advantage of using the pairs Vi and Wi becomes evident when the relevant relative variances
are compared. The relative variances of Vi and Wi are equal to
S[Vi] =
E[V 2i ]
E[Vi]2
=
Z(βi)Z(βi+1)
Z(β¯i,i+1)2
=
E[W 2i ]
E[Wi]2
= S[Wi], (8)
Observe that S[Vi] and S[Wi] depend on the midpoint β¯i,i+1 ∈ [βi, βi+1], whereas S[Xi] depends on
the temperature γi,i+1 = 2βi+1−βi that is outside that interval as γi,i+1 > βi+1. Most importantly,
it holds that S[Wi] = S[Vi] < S[Xi].
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The Dyer and Frieze result can be used to approximate the expectations E[V ] and E[W ] to
relative error. The number of samples required to estimate these expectations is smaller than the
number of samples required to estimate E[X]. The estimates of E[V ] and E[W ] can be used to
estimate the desired ratio Z(βmax)/Z(βmin) according to Eq. (7). Not only does this approach
reduce the relative variances and, thus, the number of samples, but it also greatly simplifies the
computation of the cooling schedule. Roughly speaking, it is much easier to find a short cooling
schedule so that the relative variances S[Wi] = S[Vi] are sufficiently small.
2.2 Dyer and Frieze’s result on product estimation
The first key technical ingredient in our algorithm is the result due Dyer and Frieze [DF91] stating
how many samples are sufficient to estimate the expectation of a product random variable with
relative error. For completeness, we provide a proof of their result. We will apply this theorem
to estimate the expectation of the product of the random variables Vi and Wi. For a random
variable X, we use
S[X] =
Var[X]
(E[X])2
+ 1 =
E[X2]
(E[X])2
.
Theorem 2.1 ([DF91]). Let B > 0, η ∈ (0, 1). Assume that the independent random variables
X1, . . . ,Xℓ satisfy S[Xi] ≤ B for all i ∈ [ℓ]. By taking m = 2Bℓ/(ηε2) samples from Xi for every
i ∈ [ℓ], we can obtain X̂ that satisfies
Pr
[
(1− ε) ·
∏
i
E[Xi] ≤ X̂ ≤ (1 + ε) ·
∏
i
E[Xi]
]
≥ 1− η.
Proof. For each stage i ∈ [ℓ], take m samples X(1)i , . . . ,X(m)i and compute the empirical mean
X̂i =
1
m
m∑
j=1
X
(j)
i .
8This follows from the fact that the relative variance is a monotone increasing function in β. A “quantum” proof
of this fact is given in Fact 3.1.
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Finally, we set X̂ =
∏
i∈[ℓ] X̂i. Observe that to use Chebyshev’s inequality:
Pr
[
(1− ε) ·
∏
i
E[Xi] ≤ X̂ ≤ (1 + ε) ·
∏
i
E[Xi]
]
≥ 1− Var[X̂ ]
(E[X̂])2
· 1
ε2
,
we need to bound the relative variance of Xˆ. Using that the random variables are all independent,
the variance is reduced by m when taking m samples and considering their mean, and elementary
inequalities for the exponential function, we obtain the following upper bound:
Var[X̂ ]
(E[X̂])2
=
E[X̂2]
(E[X̂])2
− 1
=
∏
i∈[ℓ]
E[X̂2i ]
(E[X̂i])2
− 1
=
∏
i∈[ℓ]
(
Var[X̂i]
(E[X̂i])2
+ 1
)
− 1
=
∏
i∈[ℓ]
(
1
m
Var[Xi]
(E[Xi])2
+ 1
)
− 1 ≤
(
B
m
+ 1
)ℓ
− 1 ≤ exp
(
Bℓ
m
)
− 1 ≤ 2Bℓ
m
Letting m = 2Bℓ/(ηε2) ensures that the success probability in Chebyshev’s bound is greater or
equal to 1− η.
2.3 Computing cooling schedule
To be able to apply the Dyer and Frieze result, we have to find a short cooling schedule such that
the resulting relative variances of the random variables Vi and Wi are bounded from above by a
suitable constant. The second key technical ingredient is a result due to Sˇtefankovicˇ et al. [SˇVV09,
Lemma 4.3], establishing the existence of a short cooling schedule satisfying
Z(βi)Z(βi+1)
Z(β¯i,i+1)2
≤ e2 (9)
for all i ∈ {0, . . . , ℓ − 1}. The above condition, together with Eq. (8), implies that the resulting
relative variances S[Vi] and S[Wi] of all paired-product estimators Vi and Wi are at most e
2. It will
be convenient to reformulate condition in Eq. (9) as
f
(
βi + βi+1
2
)
≥ f(βi) + f(βi+1)
2
− 1, (10)
where f(β) = ln
(
Z(β)
)
. It is important that f(β) is a strictly decreasing convex function, which
is the case if the Hamiltonian is non-negative. We call a cooling schedule perfectly-balanced if all
pairs of consecutive temperatures satisfy the above conditions with equality.
Theorem 2.2 (Perfectly-balanced schedule length [SˇVV09]). There exists a sequence β0 < · · · < βℓ
with β0 = βmin and βℓ = βmax satisfying the condition in (10) with equality and having length ℓ
bounded from above by
ℓ ≤
√(
f(βmin)− f(βmax)
) · 1
2
ln
(
f ′(βmin)
f ′(βmax)
)
. (11)
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For completeness we provide a proof of this theorem in Appendix A. We also give an upper
bound for the above quantity in terms of the input parameters of the problem.
Corollary 2.3 (Upper bound on perfectly-balanced schedule length). The length ℓ of a perfectly-
balanced schedule, as in Theorem 2.2, satisfies
ℓ ≤
√
q · lnn.
Proof. By Theorem 2.2, the length of the schedule satisfies Eq. (11). We can further upper bound ℓ
in Eq. (11) as follows: observe that f(·) = ln(Z(·)), so we have
f(βmin)− f(βmax) = ln(Z(βmin)/Z(βmax)) ≤ q.
Moreover,
f ′(β) =
(
ln
(
Z(β)
))′
=
Z
′(β)
Z(β)
=
1
Z(β)
∑
x∈Ω
−H(x) exp(−βH(x)) = −
∑
x∈Ω
µβ(x)H(x). (12)
Hence we have that
f ′(βmin)
f ′(βmax)
=
−f ′(βmin)
−f ′(βmax) ≤
e− 1
e
· n,
where the inequality used the fact that −f ′(βmin) ≤ n (which follows from Eq. (12) and the
assumption that H(x) ≤ n) and −f ′(βmax) ≥ −f ′(ln |Ω|) ≥ ee−1 (a simple proof of this is given
in [SˇVV09, Equation 35]). This proves the corollary statement.
Theorem 2.2 establishes the existence of a perfectly-balanced cooling schedule. However, deter-
mining such a schedule can be difficult, as it requires temperatures that satisfy Eq. (10) at equality.
We will therefore work with well-balanced cooling schedules, i.e., those temperatures that satisfy
c1 ≤ Z(βi)Z(βi+1)
Z(β¯i,i+1)2
≤ c2 (13)
for all i ∈ {0, . . . , ℓ− 1} and two suitably chosen constants c1, c2. In the above equation, the upper
bound c2 ensures that the relative variances S[Vi] and S[Wi] are not too large (which is useful for the
final estimator), while the lower bound c1 ensures that the temperatures increase rapidly enough,
so that the schedule is short. A sequence of temperatures β1, . . . , βℓ that satisfy S[Vi],S[Wi] ≤ B is
called B-slowly varying.
We now describe the classical algorithm to find a schedule that is sufficiently well-balanced. Our
algorithm is much simpler than the one of Sˇtefankovicˇ et al. [SˇVV09] for the following reason: one
of the main technical challenges in [SˇVV09] is that they require the cooling schedule to have small
relative variances S[Xi], defined as in Eq. (4), but the short sequence of inverse temperatures whose
existence is proven by Theorem 2.2 does not satisfy this condition for the estimator Xi. For this
reason, [SˇVV09] (as well as subsequent work based on it, such as [Mon15, HW20]) introduce inverse
temperatures located between the sequence of Theorem 2.2. In the algorithm that we propose,
thanks to the different estimators Vi,Wi, the condition that S[Vi],S[Wi] be small is naturally satisfied
using the unmodified schedule promised by Theorem 2.2.
The algorithm to determine a well-balanced schedule uses binary search to identify subsequent
temperatures in the schedule. Given a partial cooling schedule ending at βi, we want to extend it
by finding the next βi+1, so that the condition in Eq. (13) is satisfied. To check this, we estimate
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the ratios Z(βi)
Z(β¯i,i+1)
and Z(βi+1)
Z(β¯i,i+1)
and use their product as the estimate for the relative variances S[Vi]
and S[Wi]. Observe that obtaining highly accurate estimates of these ratios is difficult: indeed, if
one could compute Z(βi)
Z(βi+1)
with high accuracy, then one could follow a cooling schedule, estimate
the products Z(βi)
Z(βi+1)
for all i ∈ {0, . . . , ℓ}, multiply them together and solve the original problem
of estimating Z(βℓ). Fortunately, to decide if the well-balanced condition is satisfied, it suffices to
have “rough” estimates that can be obtained by taking a “reduced number of samples”. To make
this rigorous, we need adapt several results from [SˇVV09].
We know there exists a short perfectly-balanced cooling schedule as established in Theorem 2.2.
The following lemma bounds the number of large temperature increases in any cooling schedule by
comparing it to a perfectly-balanced cooling schedule.
Corollary 2.4 ([SˇVV09, Corollary 4.4]). Let βmin = γ0 < · · · < γm = βmax be an arbitrary cooling
schedule such that
Z(γj)Z(γj+1)
Z
(γj+γj+1
2
)2 ≥ e2, (14)
for every j = 0, . . . ,m − 1. Then, m ≤ ℓ, where ℓ is the length of a perfectly-balanced cooling
schedule βmin = β0 < · · · < βℓ = βmax as in Theorem 2.2.
Proof. Theorem 2.2 gives an upper bound on the length of a perfectly-balanced cooling schedule,
which has relative variances equal to e2. We now show that a cooling schedule γ0 < · · · < γm with
relative variances at least e2 cannot be longer than the upper bound derived in Theorem 2.2. This
is intuitively clear, but a formal proof requires showing that increasing the relative variance can
only make the schedule shorter. In this direction, define
g(x, y) = ln
Z(x)Z(y)
Z
(x+y
2
)2 = f(x) + f(y)− 2f (x+ y2
)
.
Notice that g(x, y) is decreasing in x for x < y because
∂g(x, y)
∂x
= f ′(x)− f ′
(
x+ y
2
)
< 0
due to strict convexity of f and x < (x + y)/2. Similarly one can show that g(x, y) is increasing
in y for x < y. We now show by induction that βj ≤ γj for every j. This is trivial for j = 0. We
need to show the induction step j → j + 1. By assumption g(βj , βj+1) = 1 because the β schedule
is perfectly-balanced, and g(γj , γj+1) ≥ 1 from Eq. (14). Furthermore, βj ≤ γj by the induction
hypothesis. Assume to the contrary that βj+1 > γj+1. In this case, the monotonicity of g (in x,y
individually) implies that g(βj , βj+1) > g(γj , γj+1). But this is a contradiction since g(βj , βj+1) = 1
and g(γj , γj+1) > 1. This concludes the induction step βj+1 ≤ γj+1.
We now construct an algorithm to find the temperatures; to do so we use the following defini-
tions and lemmas.
Definition 2.5. Let I = [b, c] ⊆ {0, . . . , n} and h ∈ (0, 1). We say that I is h-heavy for β > 0 if
Pr
X∼µβ
[H(X) ∈ I] ≥ h.
The quantity PrX∼µβ [H(X) ∈ I] is also called the weight of I at inverse temperature β.
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Lemma 2.6 ([SˇVV09, Lemma 5.3]). Let I = [b, c] ⊆ {0, . . . , n}, h ∈ (0, 1). If I is h-heavy for two
temperatures β1 < β2, then I is also h-heavy for all temperatures (1− τ)β1 + τβ2, where τ ∈ [0, 1],
i.e., the set of temperatures for which I is h-heavy is a (possibly empty) subinterval of [βmin, βmax].
The result below shows that if we can find some interval I = [b, c] that is both sufficiently
narrow (i.e., its width c − b is sufficiently small) and is h-heavy for two nearby temperatures β1
and β2, we can use that interval to estimate the ratio Z(β2)/Z(β1) of the partition function at these
two temperatures. We now make this formal.
Lemma 2.7 ([SˇVV09, Lemma 5.8]). Let I = [b, c] ⊆ {0, . . . , n}, δ ∈ (0, 1] and h ∈ (0, 1). Suppose
that I is h-heavy for β1, β2 > 0 satisfying
|β1 − β2|(c − b) ≤ 1. (15)
For k ∈ {1, 2}, let Xk ∼ µβk and let Yk be the indicator function for the event [H(Xk) ∈ I]. Let
s = ⌈(8/h) · ln(1/δ)⌉ and Uk be the average of s independent samples from Yk. Let
Est(I, β2, β1) :=
U1
U2
exp(b(β1 − β2)). (16)
Then, with probability at least 1− 4δ, we have:
1
4e
Z(β2)
Z(β1)
≤ Est(I, β2, β1) ≤ 4eZ(β2)
Z(β1)
.
Lemma 2.7 provides a way to compute Z(βi)/Z(β¯i,i+1) and Z(βi+1)/Z(β¯i,i+1): find an interval
which is h-heavy for both βi and βi+1, and use Eq. (16) to estimate the two ratios up to a relative
error of 4e. This is possible thanks to Lemma 2.6, ensuring that the midpoint β¯i,i+1 between βi
and βi+1 satisfies the assumptions of Lemma 2.7. To generate a short cooling schedule, given
some βi we therefore need to determine some βi+1 such that: (i) we have an interval I which is
h-heavy for both βi and βi+1; (ii) the well-balanced condition Eq. (13) holds. In the following
lemma, we give a procedure that determines if a given interval is h-heavy at a given temperature.
Lemma 2.8 ([SˇVV09, Lemma 5.5]). Let I = [b, c] ⊆ {0, . . . , n}, β > 0 and δ, h ∈ (0, 1]. Let
X ∼ µβ and let Y be the indicator function for the event [H(X) ∈ I]. Let s = ⌈(8/h) ln(1/δ)⌉
and U be the average of s independent samples from Y . Define
IsHeavy(I, β) =
{
true if U ≥ 2h,
false if U < 2h.
If I is not h-heavy at β we have Pr[IsHeavy(I, β) = true] ≤ δ (where the probability is over the
randomness in sampling from µβ), and if I is 4h-heavy at β we have Pr[IsHeavy(I, β) = false] ≤ δ.
Proof. Assume that I is 4h-heavy. The expected number of samples that fall into I is at least
4hs. By Chernoff bound I will receive fewer than 2hs samples with probability at most δ, i.e.,
Pr[U ≤ 2h] ≤ e−sh/8 ≤ δ. Now assume that I is not h-heavy. The expected number of samples
that fall into I is less than hs. Using Chernoff bound, I will receive more than 2hs samples with
probability at most δ, i.e., Pr[U ≥ 2h] ≤ e−sh/8 ≤ δ.
Corollary 2.9. Let β > 0, P be an arbitrary partition of {0, . . . , n}, and h = 1k|P | for k ≥ 4. Let F
be a (possibly empty) subset of P such that no interval in F is 1|P |-heavy at β. Suppose we obtain
s = ⌈(8/h) ln(1/δ)⌉ samples from µβ and select an interval in P \F that received the largest number
of samples. Then, with probability at least 1− δ|P |, this interval is h-heavy at β.
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Proof. First observe that there exists a kh = (1/|P |)-heavy interval in P \ F : if this were not the
case, then every interval in the partition P would have weight < 1/|P | (since intervals in F also
have weight < 1/|P |) and the overall weight would be < 1 which is a contradiction. Furthermore,
k ≥ 4, therefore there is at least one 4h-heavy interval in P \F . We now apply the union bound for
the following event: every 4h-heavy interval receives at least 2hs samples, and every interval that
is not h-heavy receives less than 2hs samples. This event occurs with probability at least 1−|P | ·δ,
and conditioned on this event, the interval returned by the algorithm (i.e., the one that received
the largest number of samples) is h-heavy.
We will use the following special partition P in our schedule generation algorithm. Its purpose is
to provide suitable candidate intervals I from which one can select an h-heavy interval. Crucially, P
is easy to construct, and we can find an upper bound on the length of the cooling schedule generated
using this choice of P . Recall that q = ln |Ω|. Then P is constructed as follows:
• Set P ← ∅, b← 0.
• Repeat until b ≥ n: add the interval {b, . . . , b+ ⌊b/√q⌋} to P ; set b← b+ ⌊b/√q⌋+ 1.
• Return the set of intervals P .
Lemma 2.10 ([SˇVV09, Lemma 5.1]). The partition P constructed above has size |P | ≤ 4√q lnn.
This defines our choice of the interval partition P . The last ingredient for our algorithm to
compute a well-balanced cooling schedule is the binary search subroutine. We describe it below in
Algorithm 1 before stating our main theorem and algorithm.
input : Monotone predicate P,9 interval [a, b] such that P(a) = true, precision α.
output: b if P(b) = true, otherwise an x such that P(x) = true and P(x+ α) = false
if P(b) then
return b
end
Set λ← a, ρ← b;
while ρ− λ > α do
if P(λ+ρ2 ) then
λ← λ+ρ2
else
ρ← λ+ρ2
end
end
return λ
Algorithm 1: Binary search subroutine, denoted BinarySearch(P, [a, b], α).
We now state the main theorem about the classical schedule generation algorithm.
Theorem 2.11. There exists a procedure that, with probability at least 1 − δ, computes a 2 · 105-
slowly-varying schedule with length at most 11
√
q lnn, and uses at most
5 · 104 · q ln2 n · (ln q + lnn)2 ln(1/δ)
samples from the Gibbs distribution (at different inverse temperatures).
9A monotone predicate P is a Boolean function defined on a totally ordered set with the following property: if
P(x) = true, then P(y) = true for all y ≤ x in the domain, i.e., P is monotone decreasing.
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Proof. We first state the algorithm that generates the cooling sequence. Recall the partition P
that is generated according to Lemma 2.10.
input : Initial temperature β0, partition P , largest temperature βmax, probability δ.
output: Set of temperatures β0, . . . , βk = βmax.
Set h← 18|P | throughout the algorithm and subroutine calls;
Set k ← 0, F ← ∅;
while βk < βmax do
Apply the procedure of Corollary 2.9 with β = βk, h =
1
8|P | , and F as the set of
forbidden intervals; let its return value be the interval I = {b, . . . , c};
Set L← min{βk + 1/(c − b), q}, with the convention 1/0 =∞;
Compute L∗ ← BinarySearch(IsHeavy(I, ·) = true, [βk, L], 1/2n);
Compute β∗ ← BinarySearch(Est(I, ·+βk2 , βk)Est(I, ·, ·+βk2 ) ≤ 1500, [βk , L∗], 1/2n);
If β∗ = L∗ < L, set F ← F ∪ {I};
Set βk+1 ← β∗, k ← k + 1;
end
return β1, . . . , βk, βmax
Algorithm 2: Classical schedule generation procedure.
We now prove the correctness of this algorithm and analyze its complexity. Fix
h :=
1
8|P | (17)
as stated in the algorithm. By Lemma 2.10, we have |P | ≤ 4√q lnn. Using Corollary 2.9 in the
first line of the “while” loop, we can always find an interval I that is h-heavy for βk and does not
belong to the set of forbidden intervals F , provided that none of the forbidden intervals in F is
8h = (1/|P |)-heavy at βk (this will be shown below). Clearly, the interval I depends on the current
inverse temperature βk. For the time being, we neglect the failure probability of the algorithm for
determining I in Corollary 2.9 as well as the failure probabilities of the two binary searches in the
third and fourth lines of the “while” loop. We take these failure probabilities into account at the
end of the proof by invoking on a simple union bound argument. Below we will also explain that
the two predicates used inside the binary searches in the third and fourth lines are monotone and
are satisfied at the left ends of their respective search intervals (these two conditions are required
for Algorithm 1).
To bound the total number of temperatures in the final schedule, it suffices to analyze three
mutually exclusive cases that can arise in each iteration: (1) β∗ = L∗ = L, (2) β∗ = L∗ < L, (3)
β∗ < L∗. To get better intuition for considering these cases, it is important to observe that in
cases (2) and (3) the binary searches return inverse temperatures that are not equal to the right
endpoint of their respective search intervals. Therefore, we know that if these inverse temperatures
are increased by the precision α = 1/(2n), then the predicates are no longer satisfied. This allows
us to bound the number of steps in cases (2) and (3).
In case (1), we move by setting L∗ = L and β∗ = L∗. These moves are called “long moves” in
[SˇVV09] because the inverse temperature is increased by the maximally possible value according
to the requirement (15) in Lemma 2.7. In order to bound the number of long moves, we use the
following lemma. We defer the proof of this lemma to Appendix B as it is rather long and technical.
9We use (·) as the argument for inline function definitions; e.g., the expression BinarySearch(IsHeavy(I, ·) =
true, [βk, L], 1/2n) means that the value of the predicate for binary search, P , at a point x is the expression
IsHeavy(I, x) = true, i.e. P(x) = 1⇔ IsHeavy(I, x) = true.
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Lemma 2.12. The number of “long moves” in Algorithm 2, where we set β∗ = L∗ = L, is at
most 6
√
q lnn.
In case (2), we move by setting L∗ < L and β∗ = L∗. We show that when such a move takes
place, the interval I is not 8h = (1/|P |)-heavy for any β ≥ L∗. This ensures that we can correctly
apply Corollary 2.9 in all subsequent iterations, which are executed with a set F of forbidden
intervals that now includes I and only consider inverse temperatures β ≥ L∗. The value L∗ is
obtained by applying BinarySearch(IsHeavy(I, ·) = true, [βk, L], 1/2n). Clearly, it holds that
IsHeavy(I, βk) = true. Thus, the predicate used in the first binary search of Algorithm 2 is satisfied
at the left endpoint βk of the search interval. Moreover, this predicate is monotone, which is implied
by Lemma 2.6.
As mentioned above the fact L∗ < Lmeans that the value returned by binary search is not equal
to the right end of the search interval. Therefore, by the properties of the binary search procedure
we have IsHeavy(I, L∗) = true and IsHeavy(I, ρ) = false for some ρ with L∗ < ρ ≤ L∗ + 1/(2n).
By Lemma 2.8, I is 4h-heavy for L∗ but is not 4h-heavy anymore for ρ.
We first prove that I is not 8h-heavy at any inverse temperature in the interval [L∗, ρ]. To this
end, we bound the weight of I at β′, for any β′ ∈ [L∗, ρ], as follows:
1
Z(β′)
∑
x:H(x)∈I
e−β
′H(x) ≤ 1
Z(ρ)
∑
x:H(x)∈I
e−(ρ−1/(2n))H(x) ≤ 1
Z(ρ)
∑
x:H(x)∈I
e−ρH(x)e1/2 ≤ 4he1/2 < 8h.
In the chain of inequalities above, we used the following facts: for the first inequality, Z(β′) ≥ Z(ρ)
because Z(·) is non-increasing, and β′ ≥ ρ−1/(2n); for the second inequality we used H(x) ≤ n; for
the third inequality, we used the fact that the weight of I at ρ is at most 4h (recall Definition 2.5).
It remains to prove that I is not 8h-heavy for any β′ > ρ. Assume to the contrary that such a
β′ exists. This would automatically imply that I is 4h-heavy at β′. Combined with Lemma 2.6, this
would imply that I is 4h-heavy for all temperatures inside the interval [L∗, β′]. But this contradicts
that I is not 4h-heavy for ρ.
We can therefore apply Corollary 2.9 in subsequent iterations where I is forbidden. Because I
is added to the set F of forbidden intervals, an iteration in which we set β∗ = L∗ with L∗ < L
can only take place at most once per interval I. Hence, the number of these iterations is at most
|P | ≤ 4√q lnn.
In case (3), we move by setting β∗ < L∗. Notice that Est(I, βk+βk2 , βk)Est(I, βk,
βk+βk
2 ) ≤
16e2 ≤ 1500 by Lemma 2.7. Thus, the predicate used in the second binary search of Algorithm 2 is
satisfied at the left endpoint βk of the search interval. Moreover, this predicate is monotone, which
follows from the discussion in the proof of Corollary 2.4. Hence, binary search with precision 1/2n
determines a value λ such that there exists ρ satisfying:
Est
(
I,
λ+ βk
2
, βk
)
Est
(
I, λ,
λ+ βk
2
)
≤ 1500, Est
(
I,
ρ+ βk
2
, βk
)
Est
(
I, ρ,
ρ+ βk
2
)
> 1500
ρ− λ ≤ 1/2n, λ ≥ βk.
Using Lemma 2.7, we have:
Z(βk)Z(λ)
Z(βk+λ2 )
2
≤ 16e2Est
(
I,
λ+ βk
2
, βk
)
Est
(
I, λ,
λ+ βk
2
)
≤ 2 · 105. (18)
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Furthermore,
Z(βk)Z(ρ)
Z(βk+ρ2 )
2
≥ 1
16e2
Est
(
I,
ρ+ βk
2
, βk
)
Est
(
I, ρ,
ρ+ βk
2
)
≥ 1500
16e2
(19)
because the predicate is false at ρ. It remains to lower bound the LHS of Eq. (18). In order to
bound the ratio, first observe that Z(λ) ≥ Z(ρ). Then, observe that for every ε > 0, the following
inequality holds
Z(β) ≥ Z(β + ε) =
∑
x
e−(β+ε)H(x) ≥
∑
x
e−βH(x)e−nε = e−nε · Z(β). (20)
It then follows that Z(βk+λ2 ) ≤ Z(βk+ρ2 )e1/4, because βk+ρ2 − βk+λ2 ≤ 14n . Hence, the LHS of Eq. (18)
can be lower bounded by
Z(βk)Z(λ)
Z(βk+λ2 )
2
≥ Z(βk)Z(ρ)
e1/2Z(βk+ρ2 )
2
≥ 1500
16e2.5
≥ 10 ≥ e2, (21)
where the first inequality used Z(βk+λ2 ) ≤ Z(βk+ρ2 )e1/4 and the second inequality used Eq. (19).
We now prove the claimed bounds in the theorem statement. We showed above that, in the
iterations for which β∗ < L∗, we select inverse temperatures that satisfy condition (21). The number
of such inverse temperatures is at most
√
q lnn using Corollary 2.4. We have also shown that the
number of iterations in which we set β∗ = L∗ = L is at most 6
√
q lnn using Lemma 2.12 (which
implicitly uses |P | ≤ 4√q lnn), and the number of iterations in which se set β∗ = L∗ < L is at most
4
√
q lnn. Therefore, the length of the computed schedule is at most 6
√
q lnn+5
√
q lnn ≤ 11√q lnn.
In each step we perform binary search (twice) with precision 1/(2n) over a domain that is
contained in [0, βmax]; the total number of binary search iterations per step is at most log(4nβmax) ≤
8(ln βmax + lnn). Each binary search iteration requires at most 2s samples, where s = (8/h) ·
ln(1/δ′) = 64|P | ln(1/δ′) is given by Lemma 2.7. To ensure that the algorithm is successful with
probability at least 1 − δ, we apply a union bound over T = 88√q lnn(lnβmax + lnn) subroutine
calls, and we choose δ′ = δ · T−1 for each subroutine.
Putting everything together, we obtain a schedule with length 11
√
q lnn by taking at most
2sT ≤ 5 · 104q ln2 n(ln q+ lnn) ln(1/δ′) samples from the Gibbs distribution µβ (where we used the
upper bound |P | ≤ 4√q lnn). Substituting the value for δ′ and simplifying by using the assumptions
discussed at the beginning of Section 2, plus the assumption lnn ≥ 5 + ln(ln q + lnn) + ln lnn, the
total number of samples one needs to take is at most 5 · 104q ln2 n(ln q + lnn)2 ln(1/δ).
2.4 Putting everything together
Theorem 2.13. Let n ≥ 1, ε ∈ (0, 1), and let 0 ≤ βmin < βmax. Let H : Ω → {0, . . . , n} be a
Hamiltonian, Q = Z(βmax)/Z(βmin) and q = ln |Ω|. There exists a classical algorithm that satisfies
the following: with probability at least 4/5, the algorithm obtains
5 · 105 · q ln2 n(ln q + lnn)2 + 7 · 109 · q ln2 n · ε−2 = O˜(q · ε−2)
samples from the Gibbs distributions (at different inverse temperatures) and outputs Q̂ that approx-
imates Q up to relative error ε, i.e.,
(1− ε) ·Q ≤ Q̂ ≤ (1 + ε) ·Q.
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Proof. The proof of the main classical algorithm has the following simple structure:
1. Produce a slowly-varying schedule schedule {β1, . . . , βℓ}.
2. Given the slowly-varying schedule, show that the random variables Wi, Vi defined
Vi = exp
(
−βi+1 − βi
2
H(xi)
)
, Wi = exp
(
βi+1 − βi
2
H(xi+1)
)
.
have bounded variance.
3. Estimate Ŵi ≈Wi, V̂i ≈ Vi and output
∏
i Ŵi/
∏
i V̂i.
We first show correctness of the above scheme. Step (1) of the algorithm is clear, simply use
Theorem 2.11 to find a slowly-varying sequence of inverse temperatures. To see that the variables
Vi,Wi in step (2) have bounded variance, observe that
S[Wi] = S[Vi] =
Z(βi)Z(βi+1)
Z
(
βi+βi+1
2
)2 = exp(− 2f (βi + βi+12
)
+ f(βi) + f(βi+1)
)
≤ 2 · 105,
where the last inequality used the fact that {β1. . . . , βℓ} is a 2 · 105-slowly-varying schedule (as
produced by Theorem 2.11). Furthermore,∏
i E[Vi]∏
i E[Wi]
=
Z(βmax)
Z(βmin)
= Q.
We can now use Theorem 2.1: for a given choice of ε¯ > 0, obtaining 4 · 105 · ℓ/(ηε¯2) samples from
Wi and Vi suffices to produce a Ŵ , V˜ that satisfies
Pr
[
(1− ε¯) ·
∏
i
E[Wi] ≤ Ŵ ≤ (1 + ε¯) ·
∏
i
E[Wi]
]
≥ 1− η,
Pr
[
(1− ε¯) ·
∏
i
E[Vi] ≤ V̂ ≤ (1 + ε¯) ·
∏
i
E[Vi]
]
≥ 1− η.
Thus, with probability at least 1− 2η, we have:
(1−3ε¯)·Q ≤ (1−ε¯)2 ·Q = (1−ε¯)2 ·
∏
i E[Vi]∏
i E[Wi]
≤ V̂ /Ŵ ≤ (1+ε¯)2 ·
∏
i E[Vi]∏
i E[Wi]
= (1+ε¯)2 ·Q ≤ (1+3ε¯)·Q.
Choosing ε¯ = ε/3 shows that the proposed scheme correctly outputs a ε-approximation of Q.
We now analyze the sample complexity of the algorithm. From Theorem 2.11, 5 · 104 ·
q ln2 n(ln q+ lnn)2 ln(1/δ) samples suffice to find a slowly-varying schedule {β1. . . . , βℓ}, where δ is
the maximum failure probability of the schedule generation algorithm. Choose δ = 1/10. For the
application of Theorem. 2.1, choose η = 1/20; the complexity of obtaining the estimates Ŵ , V̂ is
2ℓ · (4 · 105 · ℓ/(ηε¯2)) ≤ 5 · 107ℓ2/ε2 ≤ 7 · 109q ln2 n/ε2,
where we used the expression for ℓ = 11
√
q lnn given in Theorem 2.11. Hence, with probability
at least 4/5 (obtained by applying the union bound on two possible failure events: failure of the
schedule generation algorithm, with probability at most 1/10, and failure of the estimator V̂ /Ŵ ,
with probability at most 1/10), our classical algorithm produces an ε-relative estimator of Q using
5 · 105 · q ln2 n · (ln q + lnn)2 + 7 · 109 · q ln2 n · ε−2
samples from the Gibbs distribution (at different inverse temperatures).
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In order to discuss the running time of these algorithms, some remarks are in order. To produce
samples from the Gibbs distribution at the different inverse temperatures of the cooling schedule
we need to account the cost of running an MCMC algorithm. We need to consider a random walk
that converges to µβ for β0 = βmin < β1 < · · · < βl = βmax. This generates an overhead on top of
the sampling complexity, because it requires taking a given number of steps of the Markov chain.
This overhead is commonly referred to as the mixing time. For an inverse temperature β, the
MCMC algorithm runs t steps of the random walk and samples from a distribution νt that differs
from the steady state distribution µβ. This difference is commonly measured in terms of the total
variation distance
‖νt − µβ‖TV = sup
A⊂Ω
∣∣νt(A)− µβ(A)∣∣ = 1
2
∑
x∈Ω
∣∣νt(x)− µβ(x)∣∣ . (22)
Kolmogorov [Kol18, Section 3.1] showed that it is sufficient to sample from distributions that are
close in total variation distance to the correct Gibbs distribution to produce accurate estimates of
the partition function. The mixing time is therefore the number of steps that need to be taken to
be ε-close to the Gibbs distribution in total variation distance. Aldous and Fill [AF02] showed that
this distance can be bounded by
‖νt − µβ‖TV ≤ 1√
µ∗β
exp
(− t∆), (23)
for an arbitrary initial starting point ν0 of the Markov chain. Here µ∗β = minx∈Ω µβ(x) is smallest
value of the target Gibbs distribution and ∆ denotes the spectral gap of the Markov chain, defined as
the negative logarithm of the second largest eigenvalue of the Markov chain transition matrix. The
total number of steps the classical Markov chain needs to take starting from any initial configuration
is bounded by O(ln((µ∗β)
−1) · ∆−1). This time has to be taken on top of the sample complexity
stated in Theorem 2.13 and does not account for the cost of implementing a single step of the
chain, which is generally assumed to be efficient (here we assume unit cost). We refer the reader
to [AF02] for more details.
Note that this general mixing time bound can be improved in our case, since we are using an
adaptive cooling schedule (Theorem 2.11) ensuring that Gibbs distributions at subsequent tempera-
tures do not deviate too strongly from one another. This was also exploited in [SˇVV09], to improve
the overhead by removing the dependence on ln(1/µ∗β) in the mixing time bound. In [SˇVV09,
Section 7] it was shown that when drawing samples according to a cooling schedule, the mixing
time only depends on the spectral gap of the chain. Initially, several samples are drawn according
to the non-adaptive schedule in [SˇVV09, Equation 11], which are then used to start the Markov
chain to estimate the partition function. We therefore obtain the following running time bound for
our algorithm, when taking the Markov chain mixing into account.
Corollary 2.14. In the setting of Theorem 2.13, there exists a classical Markov chain algorithm
that, starting from µβmin, requires
O
(
q ln2 n · (ln q + lnn)2 ·∆−1 + q ln2 n · ε−2 ·∆−1
)
= O˜
(
q · ε−2 ·∆−1),
steps (where each Markov chain transition matrix has spectral gap lower bounded by ∆), and with
probability at least 4/5, approximates Q up to to relative error ε, i.e., outputs Q̂ such that (1−ε)·Q ≤
Q̂ ≤ (1 + ε) ·Q.
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3 Quantum algorithm
Our quantum algorithm is substantially simpler than the classical algorithm. For the schedule
generation, the variances of the random variables S[Vi] and S[Wi] can be estimated conveniently
and efficiently with quantum amplitude estimation. This is because there is a simple relation-
ship between the variances of these random variables and the overlap between the qsamples |µβi〉
and |µβi+1〉. The generated cooling schedule satisfies two properties: the variances are bounded
from above by a constant and the overlap between adjacent qsamples is bounded from below by a
constant. The former property allows us to use a quantum routine for estimating the expectation
of random variables with bounded variance and the latter property allows us to move efficiently
from one qsample to the next.
3.1 Technical ingredients
Fact 3.1 (Variance and overlap). The overlap of Gibbs qsamples can be written as
∣∣〈µβi |µβi+1〉∣∣2 =
∣∣∣∣∣∣
∑
x∈Ω
√
e−βiH(x)
Z(βi)
·
√
e−βi+1H(x)
Z(βi+1)
∣∣∣∣∣∣
2
=
Z(β¯i,i+1)
2
Z(βi) · Z(βi+1) =
1
S[Wi]
=
1
S[Vi]
, (24)
i.e., it equals the reciprocal value of the variances S[Vi] and S[Wi].
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As in the classical case, our goal is to find a cooling sequence of inverse temperatures {β1, . . . , βℓ}
which satisfies
c1 ≤ Z(βi) · Z(βi+1)
Z(β¯i,i+1)2
≤ c2,
where c1, c2 are constants (note that this is exactly Eq. (13)). Using Fact 3.1, this can be written as
1
c2
≤ |〈µβi |µβi+1〉|2 ≤
1
c1
.
We now apply the result below with |ψ〉 = |µβi〉, P = |µβi+1〉〈µβi+1 |, and constant ε to estimate
|〈µβi |µβi+1〉|2. The following result is a corollary of Theorem C.3 in the appendix.
Corollary 3.2 (Non-destructive amplitude estimation). Let |ψ〉 be an arbitrary quantum state and
P an arbitrary projector. Let Rψ = 2|ψ〉〈ψ| − I. Let ε ∈ (0, 1). Then, there is a quantum algorithm
A that starts in the initial state |ψ〉 and with probability at least 1 − η outputs an estimate pˆ of
p = 〈ψ|P |ψ〉 with additive error ε. Additionally, A restores the state |ψ〉 with probability 1− η and
invokes the controlled reflection Rψ O
(
(1/ε) · ln(1/η)) many times.
We finally need the following fact. Let |φ〉 and |ψ〉 be two arbitrary quantum states. Define
the projectors Pφ = |φ〉〈φ| and P⊥φ = I− P for the state |φ〉 and similarly define Pψ.
Fact 3.3. Let |φ〉, |ψ〉 be quantum states. Assume that the transition probability a = |〈φ|ψ〉|2 is
bounded from below by some constant. Then, starting with |φ〉, we can prepare |ψ〉 with probability
1− η, by performing at most O( ln(1/η)) measurements {Pφ, P⊥φ } and {Pψ , P⊥ψ }.
10It is now easy to see that, for S[Xi] = 1/|〈µβi |µγi,i+1 〉|
2 and S[Vi] = S[Wi] = 1/|〈µβi |µβi+1〉|
2, the quantity
|〈µβi |µβ〉| is monotonically decreasing in β (where β ≥ βi), hence S[Vi], S[Wi] ≤ S[Xi].
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Proof. The probability that we fail to prepare |ψ〉 after performing 2k+1 measurements is given by
(1−a)(a2+(1−a)2)k. This result is easily established by observing that everything can be analyzed
in the two dimensional space spanned by Pψ|φ〉 and P⊥ψ |φ〉. Consider the two bases {|φ〉, |φ⊥〉} and
{|ψ〉, |ψ⊥〉} for this subspace, where 〈φ|φ⊥〉 = 0 and 〈ψ|ψ⊥〉 = 0. The factor (1 − a) corresponds
to the transition |φ〉 → |ψ⊥〉, i.e., that the first measurement fails to prepare |ψ〉. The term a2
corresponds to the transition |ψ⊥〉 → |φ⊥〉 → |ψ⊥〉 and the term 1−a corresponds to the transition
|ψ⊥〉 → |φ〉 → |ψ⊥〉, i.e., that Pψ measurement followed by the Pφ measurement fails to prepare
|ψ〉. It is clear that we can make the failure probability smaller than η by choosing k = O( ln(1/η))
provided that a is bounded from below by a constant.
We now describe a simple and efficient quantum algorithm to obtain a well-balanced schedule
that matches the bound of Theorem 2.2. As previously discussed, in the classical setting we do not
know how to find a well-balanced schedule; rather, we construct a schedule such that a significant
portion of its temperatures satisfy the well-balanced condition, see Theorem 2.11. The difference
between the classical and quantum setting is mainly due to the classical estimator in Eq. (8), which
is inaccurate compared to the quantum estimator. Thus, the quantum algorithm is considerably
more efficient than the classical algorithm, and improves the length quadratically in lnn (and
obtaining the conjectured bound of
√
q lnn-length schedule in [SˇVV09]).
Theorem 3.4 (Quantum schedule generation). Algorithm 3 satisfies the following: with proba-
bility ≥ 1 − δ, it computes a 15-slowly-varying schedule with length at most √q lnn, and uses
O
(√
q lnn
(
ln q + lnn
) · ( ln q + ln lnn + ln(1/δ))) reflections about Gibbs states (at different in-
verse temperatures).
Proof. We remark that in the pseudocode below we use the (·) notation described in the proof of
Theorem 2.11.
input : Initial temperature β0, largest temperature βmax, probability δ, constant c2.
output: Set of inverse temperatures β0, . . . , βk = βmax.
Set k ← 0;
while βk < βmax do
Define the function fo(β) := |〈µβk |µβ〉|2, where the overlap is evaluated using
Corollary 3.2 with additive error 0.005;
Compute β∗ ← BinarySearch(fo(·) ≥ 0.075, [βk , q], 1/2n);
Set βk+1 ← β∗, k ← k + 1;
end
return β1, . . . , βk, βmax
Algorithm 3: Quantum schedule generation procedure.
We first bound the number of iterations of the algorithm. Assume for now that all subroutines
are successful, and we use a union bound at the end. Notice that |〈µβk |µβk〉|2 = 1 so the predicate
used in binary search is satisfied at the left endpoint of the interval [βk, q]. If the binary search (as
given in Alg. 1) returns q, we are done. Otherwise, it determines λ, ρ such that:
|〈µβk |µλ〉|2 ≥ 0.075 − 0.005, |〈µβk |µρ〉|2 < 0.075 + 0.005, ρ− λ ≤ 1/2n, λ ≥ βk.
Hence we have
Z(βk)Z(λ)
Z(βk+λ2 )
2
=
1
|〈µβk |µλ〉|2
≤ 1
0.075 − 0.005 ≤ 15.
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This shows that the schedule is 15-slowly-varying. Furthermore,
Z(βk)Z(ρ)
Z(βk+ρ2 )
2
=
1
|〈µβk |µρ〉|2
≥ 1
0.075 + 0.005
= 12.5.
Recalling that Z(λ) ≥ Z(ρ), and that Z(βk+λ2 ) ≤ Z(βk+ρ2 )e1/4 (this last inequality is implied by
Eq. (20) and the fact that λ and ρ are at most 1/2n apart), we can write:
Z(βk)Z(λ)
Z(βk+λ2 )
2
≥ Z(βk)Z(ρ)
e1/2Z(βk+ρ2 )
2
≥ e−1/2 12.5 ≥ e2, (25)
where we used inequality (20).
We can now use the same arguments that led to Eq. (2.3) to obtain an upper bound of
√
q lnn
inverse temperatures in a schedule that satisfies (25). In each step we perform binary search with
precision 1/2n over a domain that is contained in [0, βmax], which implies that the total number of
binary search iterations per step is at most log(2nβmax) ≤ 2(ln βmax + lnn). The total number of
binary searches in all steps is therefore at most 2
√
q lnn(ln βmax + lnn).
Each binary search invokes amplitude estimation subroutine in Corollary 3.2 with additive
error ε set to the constant 0.005. To ensure that the entire algorithm succeeds with probability
at least 1 − δ, we choose the maximum probability of failure η = δ/(4√q lnn(ln βmax + lnn))
for the amplitude estimation subroutine. By the union bound, the probability that at least one
amplitude estimation subroutine fails is ≤ δ/2. Each amplitude estimation requires O(ln(1/η))
many reflections since ε is a constant. Hence, the total number of reflections for all binary searches
is O
(√
q lnn(ln βmax + lnn) ln(1/η)
)
, which, in terms of δ and using the assumption βmax ≤ q (see
the proof of Theorem 2.11), is
O
(√
q lnn(ln q + lnn)(ln q + ln lnn+ ln(1/δ))
)
.
It remains to bound the time it takes to iteratively prepare the states |µβ0〉, . . . , |µβk〉 in the
schedule. The overlap between all adjacent qsamples is large since |〈µβk |µβk+1〉|2 ≥ 115 . Therefore,
we can use the method described in Fact 3.3 to “jump” from |µβk〉 to |µβk+1〉. The necessary
projective measurements can be implemented with the reflections around the Gibbs qsamples.
Since there are at most
√
q lnn stages, we want the failure probability of any jump to be smaller
than (δ/2)/
√
q lnn to ensure that the probability that any jump fails is ≤ δ/2. The number of
reflections across the Gibbs qsamples is O
(√
q lnn(ln q + lnn)(ln q + ln lnn+ ln(1/δ))
)
.
Before we can prove the main theorem in this section, we still need the following theorem
which talks about the sample complexity of computing functions of random variables, given access
to coherent qsamples of distributions which define the random variable. The proof of this theorem
has been deferred to Appendix C.
Theorem 3.5 (Bounded relative variance). Suppose a distribution D : Ω → [0, 1] and function
f : Ω→ [0,∞) satisfy B-bounded relative variance for B > 1. Then, there is a quantum algorithm
A that: given 16B ln (2/η) + 1 copies of |ψD〉, with probability at least 1 − η, A outputs an ε-
relative estimate µˆ of µ = Ex∼D[f(x)]. Additionally, A restores one copy of |ψD〉 and invokes the
reflection RD (i.e., the reflection across the state
∑
x∈Ω
√
D(x)|x〉)
O
(√
B/ε · ( ln(B/ε))1.5 · ln ( ln(B/ε)/η))
many times.
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The theorem above allows us to estimate the expectations E[Wk] and E[Vk] by setting D to
be the Gibbs distribution µβk and f to be exp(−β¯k,k+1H(xk)) for the random variable Vk or to
exp(β¯k,k+1H(xk+1)) for the random variableWk, where these quantities are defined in Section 2.1.2.
We can use that B ≤ 15 because the cooling schedule β0, . . . , βℓ generated by the algorithm in
Theorem 3.4 is 15-slowly varying. The error parameter ε and the failure probability η will have to
be of the order of 1/ℓ.
3.2 Putting everything together
Theorem 3.6. Let n ≥ 1, δ ∈ (0, 1), ε ∈ (0, 1), η ∈ (0, 1) and 0 ≤ βmin < βmax. Let H : Ω→ [0, n]
be a classical Hamiltonian. Let Q = Z(βmax)/Z(βmin) and q = lnQ. There exists a quantum
algorithm that uses:
O
(
q/ε ln n · ( ln(q/ε · lnn))2 + q lnn · (ln q + lnn)2) = O˜ (q · ε−1) ,
many applications of reflection operators around Gibbs state (at different inverse temperatures) and
with probability at least 4/5, approximates Q up to to relative error ε, i.e., outputs Q̂ such that
(1− ε) ·Q ≤ Q̂ ≤ (1 + ε) ·Q
Proof. The proof of the quantum algorithm is very similar to the classical proof in Theorem 2.13.
In particular the main differences are in estimating the cooling schedule using quantum techniques
and estimating the mean values using quantum techniques. Overall, the structure of the quantum
algorithm is:
1. Compute a slowly varying cooling schedule of length ℓ as described in Theorem 3.4.
2. Use the quantum mean estimation algorithm to estimate the expectations E[Wi] and E[Vi]
with relative error ε/ℓ using Theorem 3.5.
3. Multiply the estimates of E[Wi] to obtain an estimate of E[W ] and E[Vi] to obtain an estimate
of E[V ] and output their ratio as the final estimate.
We argue the correctness of the algorithm first. Step (1) is clear. Theorem 3.4 satisfies the
following: with probability ≥ 9/10, the algorithm generates a sequence of ℓ = √q lnn inverse
temperatures β1, . . . , βℓ satisfying
S[Wi] = S[Vi] =
Z(βi)Z(βi+1)
Z
(
βi+βi+1
2
)2 ≤ 15 for every i ∈ [ℓ].
Additionally observe that
∏
i E[Vi]∏
i E[Wi]
= Z(βmax)
Z(βmin)
= Q. One can now use Theorem 3.5 which states
that obtains uses O(ln ℓ) samples of each |µβi〉 and invokes the reflection Rβi O˜
(
ℓ/ε
)
many times
and: with probability ≥ 1− 1/(20ℓ) produces a Ŵi, V˜i such that
1− ε/(2ℓ) ≤ Vˆi
E[Vi]
≤ 1 + ε/(2ℓ) and 1− ε/(2ℓ) ≤ Wˆi
E[Wi]
≤ 1 + ε/(2ℓ).
24
We use ratios of the lower and upper bounds to bound the ratio Wˆi/Vˆi from below and above and
employ the union bound to obtain a bound on the success probability. We obtain that
(1− ε/(2ℓ))2 ≤ Wˆi/Vˆi
E[Wi]/E[Vi]
≤ (1 + ε/(2ℓ))2. (26)
hold with probability at least 1− 1/(10ℓ) for all i. This in turn implies that
(1− ε/(2ℓ))2ℓ ≤
∏
i(Wˆi/Vˆi)∏
i(E[Wi]/E[Vi])
≤ (1 + ε/(2ℓ))2ℓ. (27)
holds with probability at least 1− 1/10 − 1/10 ≥ 4/5 (the first 1/10 is from the union bound over
the 1−1/(10ℓ) in satisfying Eq. (26) and the second 1/10 comes because Theorem 3.4 was assumed
to fail with probability ≤ 1/10). Recall that ∏i(E[Wi]/E[Vi]) = Q, where Q = Z(βmax)/Z(βmin) is
the desired ratio. Hence, we obtain
(1− 2ε) ·Q ≤ (1− ε/(2ℓ))2ℓ ·Q ≤
∏
i
(Wˆi/Vˆi) ≤ (1 + ε/(2ℓ))2ℓ ·Q ≤ eε ·Q ≤ (1 + 2ε) ·Q,
where the first inequality used (1 + x)t ≥ 1 + xt (for x ≥ −1 and t ≥ 2), the second and third
inequality used Eq. (27), the fourth inequality used (1+x)t ≤ ext (for x, t ≥ 0), last inequality used
ex ≤ 1 + 2x (for x ∈ [0, 1]). Hence our final output ∏i(Wˆi/Vˆi) is a (2ε)-relative estimator of Q.
It remains to analyze the complexity of this quantum algorithm. First, Theorem 3.4 uses
O
(
ℓ · (ln q + lnn) · ln ℓ
)
invocations of a reflection around the Gibbs state (note that we fix δ = O(1) when invoking
this theorem).
Next, Theorem 3.5 uses O(ℓ ln ℓ) copies of the Gibbs states and invokes the reflection operator
around Gibbs state (at different inverse temperatures) O˜
(
ℓ2/ε
)
many times (we specify the poly-
logarithmic factors below). We can use Fact 3.3 and similar arguments as at the end of the proof of
Theorem 3.4 to analyze the complexity of preparing these copies. Observe that we cannot directly
prepare a qsample |µβk〉 for an arbitrary k, but have to move successively through the sequence
|µβ0〉, . . . , |µβk〉. In total, we need to make at most O(ℓ2 ln ℓ) transitions between Gibbs qsamples
of adjacent stages by performing reflections around these qsamples. To use the union bound, we
need that the failure probability of any transition should be on the order of ℓ2 ln ℓ, which can be
accomplished with at most O(ln ℓ) many reflections per transition. Therefore, O
(
ℓ2 · (ln ℓ)2) many
reflections are necessary in total to prepare all the copies.
Overall, using ℓ =
√
q lnn, our algorithm uses
O(q + ℓ2 · (ln ℓ)2) = O(q lnn · (ln q + lnn)2)
walk steps to prepare these Gibbs state and
O
(
ℓ2/ε · ( ln(ℓ/ε))1.5 · ln ( ln(ℓ/ε)) + ℓ · (ln q + lnn) · ln ℓ) = O(q/ε · lnn · ( ln(q/ε · lnn))2)
invocations of the reflection around Gibbs state. So overall, the total number of quantum walk
steps is
O
(
q/ε · lnn · ( ln(q/ε · lnn))2 + q lnn · (ln q + lnn)2).
This gives us our theorem statement.
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Finally, in order to translate the complexity stated in Theorem 3.6 into a running time bound,
observe that each invocation of the reflection operator in the theorem involves O(1/
√
∆) Markov
chain steps on top of the sample complexity above: this is a well-known result from [Sze04,
MNRS11].
Corollary 3.7. In the setting of Theorem 3.6, there exists a quantum algorithm that makes
O
(
q/ε ·∆−1/2 lnn · ( ln(q/ε · lnn))2 + q lnn ·∆−1/2 · (ln q + lnn)2) = O˜ (q · ε−1 ·∆−1/2) ,
steps of the quantum walk operator (each with spectral gap lower bounded by ∆) and with probability
at least 4/5, approximates Q up to to relative error ε, i.e., outputs Q̂ such that (1 − ε) ·Q ≤ Q̂ ≤
(1 + ε) ·Q.
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A Proof of schedule length
We report the statement of Theorem 2.2, and detail its proof.
Theorem A.1 (Perfectly-balanced schedule length [SˇVV09]). There exists a sequence β0 < · · · < βℓ
with β0 = βmin and βℓ = βmax satisfying the condition
f
(
βi + βi+1
2
)
=
f(βi) + f(βi+1)
2
− 1 (28)
and having length ℓ bounded from above by
ℓ ≤
√(
f(βmin)− f(βmax)
) · 1
2
ln
(
f ′(βmin)
f ′(βmax)
)
.
Proof. Suppose we have already constructed the sequence up to βi and let βi+1 be the largest value
in [βi, βmax] so that βi and βi+1 satisfy Eq. (28). For notational simplicity, let
β¯i,i+1 =
βi + βi+1
2
, di,i+1 =
βi+1 − βi
2
, Ki = f(βi)− f(βi+1).
If βi+1 ≥ βmax, then we are done constructing the well-balanced sequence. Otherwise, by the
maximality of βi+1 with equality, we have
f(β¯i,i+1) =
f(βi) + f(βi+1)
2
− 1.
Additionally since f is convex,11 for every a, b ∈ [βmin, βmax] satisfying a < b, we have
f ′(a) ≤ f(b)− f(a)
b− a ≤ f
′(b). (29)
11In fact it is well-known that the partition function of a Hamiltonian is strongly convex, not just convex
(see [VMLC16] for the proof of strong convexity for classical Hamiltonians). Using this strong convexity prop-
erty it is possible that one could potentially improve the upper bound on the schedule length; we leave it as an
interesting open question.
28
Setting a = βi and b = βi+1 in Eq.(29), we have
f ′(βi) ≤ f(βi+1)− f(βi)
βi+1 − βi ,
which we rewrite as
− f ′(βi) ≥ Ki
2di,i+1
. (30)
Setting a = β¯i,i+1 and b = βi+1 in Eq. (29), we obtain
f(βi+1)− f(β¯i,i+1)
βi+1 − β¯i,i+1
≤ f ′(βi+1).
Given βi, βi+1 satisfy Eq. (28), we have
−f ′(βi+1) ≤ f(β¯i,i+1)− f(βi+1)
di,i+1
=
f(βi)− f(βi+1)− 2
2di,i+1
=
Ki − 2
2di,i+1
. (31)
Putting together Eq. (30), (31), we have
f ′(βi+1)
f ′(βi)
=
−f ′(βi+1)
−f ′(βi) ≤
Ki − 2
Ki
= 1− 2
Ki
≤ exp
(
− 2
Ki
)
. (32)
Taking the product of Eq. (32) for all i ∈ {0, . . . , ℓ− 1} and rearranging, we obtain
ℓ−1∏
i=0
exp
(
2
Ki
)
≤
ℓ−1∏
i=0
f ′(βi)
f ′(βi+1)
=
f ′(βmin)
f ′(βmax)
. (33)
Taking the logarithm Eq. (33) and dividing both sides by 2, we obtain
ℓ−1∑
i=0
1
Ki
=
1
2
ln
(
f ′(βmin)
f ′(βmax)
)
. (34)
Summing Ki for all i ∈ {0, . . . , ℓ− 1}, we obtain
ℓ−1∑
i=0
Ki = f(βmin)− f(βmax). (35)
Applying Cauchy-Schwarz inequality to Eq. (34), (35) we obtain
ℓ2 ≤ (f(βmin)− f(βmax)) · 1
2
ln
(
f ′(βmin)
f ′(βmax)
)
.
This concludes the proof of the theorem.
B Bounding number of iterations in classical schedule generation
Here we prove Lemma 2.12 (restated below for convenience) that bounds number of “long moves”
in case 1 of the proof of Theorem 2.11.
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Lemma B.1. The number of “long moves” in Algorithm 2, where we set β∗ = L∗ = L, is at
most 6
√
q lnn.
Proof. We follow the same scheme as the proof of [SˇVV09, Lemma 5.14], with a few modifications
to account for the differences between our Algorithm 2 and the schedule generation algorithm in
[SˇVV09]. Because of these modifications, we are able to obtain a tighter upper bound.
Recall that I ⊆ {0, . . . , n} and I is a contiguous interval, therefore the set of possible interval
widths is a subset of {0, . . . , n}. We first consider long moves that happen with interval width
of at least 1; as discussed at the end of this proof, there can be at most one long move with
interval width 0, therefore a bound on the number of long moves with interval width in {1, . . . , n}
immediately implies a bound on the total number of long moves. Let xk be the number of times that
we perform a long move with an interval of width k, for k = 1, . . . , n. Let kmax := argmaxk{xk :
xk > 0}, i.e., the maximum interval width k for which we perform at least one long move.
Let us consider all the long moves performed with an interval width belonging to the set
{kmin, . . . , kmax}, where we arbitrarily fix a choice kmin ∈ {1, . . . , kmax}. We want to derive a lower
bound on the inverse temperature β reached after xkmin + xkmin+1 + · · · + xkmax = t+ 1 such long
moves. Since β is only increasing in the course of the algorithm, clearly a lower bound after t
moves is also valid after t + 1 moves. In particular, since we want to obtain the tightest possible
lower bound, we consider β after performing yk moves with interval width k, where yk is defined
as follows for k ∈ {kmin, . . . , kmax}:
yk =
{
xk if k < kmax
xk − 1 if k = kmax.
Notice that this is equivalent to undercounting the number of moves at interval width kmax by
exactly 1. Since for interval width k, the inverse temperature β increases by exactly 1/k during a
long move, after t long moves that satisfy the move count ykmin, . . . , ykmax we have:
β ≥
kmax∑
k=kmin
yk
k
. (36)
We claim that in addition, β must satisfy:
β ≤ q + ln
1
h
k
√
q
. (37)
We now prove this claim. First, notice that by construction of P , since we choose the width w of
an interval I = {b, . . . , b+ w = c} to be w = ⌊b/√q⌋, we must have:
b ≥ w√q (38)
Next, notice that in order for a long move to happen starting from inverse temperature β with an
interval I of width w, there must exist some inverse temperature β′ > β at which I is h-heavy
(more specifically, I must be h-heavy at β′ = β+1/w, otherwise the long move cannot take place).
The weight of I at β′ is 1
Z(β′)
∑
x:H(x)∈I e
−β′H(x). Therefore we must have:
h ≤ 1
Z(β′)
∑
x:H(x)∈I
e−β
′H(x) ≤ 1
Z(β′)
∑
x:H(x)∈I
e−βH(x) ≤
∑
x:H(x)∈I
e−βH(x),
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where for the second inequality we used β′ > β, and for the last inequality we used Z(β′) ≥ 1,
which is true by assumption. We obtain the following chain of inequalities:
h ≤
∑
x:H(x)∈I
e−βH(x) ≤ |Ω|e−βkmin
√
q,
where we used the facts that the width of I is between kmin and kmax, and Eq. 38 (which, together,
imply H(x) ≥ kmin√q for the states considered in the summation). Taking the logarithm on both
sides yields
lnh ≤ q − βkmin√q,
which immediately implies (37). Combining (36) and (37), we obtain:
kmax∑
k=kmin
yk
k
≤ q + ln
1
h
k
√
q
. (39)
Now notice that
∑kmax
kmin=1
∑kmax
k=kmin
yk
k =
∑kmax
k=1 yk, because each term
yk
k appears exactly k times in
the double summation. Therefore, taking (39) and taking the sum for kmin = 1, . . . , kmax on both
sides, we obtain:
kmax∑
k=1
yk =
kmax∑
kmin=1
kmax∑
k=kmin
yk
k
≤
kmax∑
k=1
q + ln 1h
k
√
q
≤ (1 + lnn)q + ln
1
h√
q
, (40)
where the last inequality exploits the fact that kmax ≤ n and the well-known inequality
∑n
i=1 1/i ≤
1 + lnn. Using the choice h = 18|P | in Algorithm 2 and Lemma 2.10, we can write ln
1
h =
ln(32
√
q lnn) ≤ 2 ln q ln lnn. Finally, using (40) and (1 + lnn) ≤ 2 ln n, we obtain:
kmax∑
k=1
yk ≤ (2 ln n)q + 2 ln q ln lnn√
q
≤ 4√q lnn.
The LHS of the last equation is, by definition, equal to the number of long moves that are performed
with interval width in {1, . . . , n}, minus one. Recall that in Algorithm 2 we can also have long moves
with intervals of width 0, but there can be at most one such move because then we set L = q ≥ βmax.
Hence, the total number of long moves in the algorithm is at most 4
√
q lnn+ 2 ≤ 6√q lnn.
C Proof of non-destructive amplitude estimation
We first introduce some definitions and notation which we use throughout.
Definition C.1. Let Ω be a finite set, D : Ω → [0, 1] be a distribution, and f : Ω → [0,∞) be an
arbitrary function. Define the mean
µ = E
x∼D
[f(x)] =
∑
x∈Ω
D(x)f(x)
and the second moment
φ = E
x∼D
[f(x)2] =
∑
x∈Ω
D(x)f(x)2,
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and the relative variance φ
µ2
. We say (D, f) satisfy B-bounded relative variance if
φ
µ2
≤ B.
We say that µˆ is an ε-relative estimate of µ if |µ− µˆ| ≤ εµ.
Let |ψD〉 denote the coherent encoding of the distribution D, i.e,
|ψD〉 =
∑
x∈Ω
√
D(x)|x〉,
and RD the reflection around |ψD〉, i.e.,
RD = 2|ψD〉〈ψD| − I.
The results in this section are stated as general subroutines. Note that when we apply these
techniques for the task of estimating partition functions, the probability distribution D corresponds
to the Gibbs distribution µβi at βi, the function f corresponds to the function exp(−βH(·)).12
The goal of this section is to present a quantum algorithm for estimating µ with relative error ε
given access to copies of the coherent encoding |ψD〉 and reflection operator RD. We assume that
the relative variance φ
µ2
is bounded from above by B > 1. Naturally, the goal is to estimate µ using
as few copies of |ψD〉 and invocations of the reflection operator RD as possible. Naively, a quantum
algorithm could simply use multiple copies of |ψD〉 to obtain O(B/ε2) samples x according to D,
and estimate µ using the classical Chebyshev’s inequality. However, quantumly one can obtain a
quadratic improvement in 1/ε, which we prove in this section.
Theorem C.2 (Bounded relative variance). Suppose a distribution D : Ω → [0, 1] and function
f : Ω → [0,∞) satisfy B-bounded relative variance. Then, there is a quantum algorithm A that:
given 16B ln
(
2/η
)
+1 copies of |ψD〉, with probability at least 1−η, A outputs an ε-relative estimate
µˆ of µ = Ex∼D[f(x)]. Additionally, with probability ≥ 1− η, A restores one copy of |ψD〉. Overall
A invokes the reflection RD
O
(√
B/ε · ( ln(B/ε))1.5 · ln ( ln(B/ε)/η))
many times.
The theorem above builds upon and improves the results due to [Mon15, Algorithm 4 and
Theorem 6]. Most importantly, the complexity of our algorithm grows only with
√
B/ε, whereas
the algorithm in [Mon15] grows with B/ε. Note that [HM19] already proved that a scaling with√
B/ε is possible and referred to this result as the quantum Chebyshev inequality. Our approach
provides a different algorithm, with a simpler proof, that achieves essentially the same running
time. We also note that [HW20] used the algorithm in [Mon15] as a subroutine for estimating
partition functions.
In order to prove this theorem, we will need a few theorems which we state first. We first state
non-destructive amplitude estimation: a variant of amplitude estimation where the initial resource
state is not destroyed in the quantum algorithm.13
12To be specific, f will either correspond to exp(−β¯i,i+1H(x)) for the random variable Wi or to exp(β¯i,i+1H(x))
for the random variable Vi, where these quantities are defined in Section 2.1.2.
13We remark that [CCH+19] also contains a procedure that performs non-destructive amplitude estimation.
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Theorem C.3 (Non-destructive amplitude estimation [HW20, Theorem 6]). Let |ψ〉 be an arbitrary
quantum state and P an arbitrary projector. Let Rψ = 2|ψ〉〈ψ| − I. For every t > 0, there is a
quantum algorithm A that starts in the initial state |ψ〉 and with probability at least 1− η, outputs
an estimate pˆ of p = 〈ψ|P |ψ〉 such that
|pˆ − p| ≤ 2π
√
p(1− p)
t
+
π2
t2
.
Additionally, A restores |ψ〉 with probability 1 − η. Overall A invokes the controlled reflection Rψ
O
(
t · ln(1/η)) many times.
An immediate corollary of this theorem is the following.
Corollary C.4. Suppose a distribution D : Ω→ [0, 1] and function f : Ω→ [0, 1] satisfy B-bounded
relative variance (for some B ≥ 1). For every t > 0, there is a quantum algorithm A that, given
access to a single copy of |ψD〉 and controlled reflection RD, with probability ≥ 1 − η outputs an
estimate µˆ of µ such that
|µ − µˆ| ≤ 2π
√
µ(1− µ)
t
+
π2
t2
. (41)
Additionally, A restores the state |ψD〉 with probability 1 − η. Overall A invokes the controlled
reflection RD O(t · ln(1/η)) many times.
The algorithm in the corollary above is straightforward: first transform |ψD〉 into
|ψD,f 〉 =
∑
x∈Ω
√
D(x)|x〉 ⊗ (√f(x)|1〉 +√1− f(x)|0〉).
by performing a controlled rotation on an additional qubit. For a projector P = I⊗ |1〉〈1|, observe
that 〈ψD,f |P |ψD,f 〉 =
∑
x∈ΩD(x)f(x) = µ. So the algorithm can simply estimate µ using non-
destructive amplitude estimation in Theorem C.3. The reflection around |ψD,f 〉 can be realized
with the help of the reflection RD and the controlled qubit rotation.
The lemma below provides an important subroutine required for proving Theorem C.2. The
lemma makes use of the non-destructive amplitude estimation routine. Our proof follows closely
[Mon15, Algorithm 2 and Lemma 4], but we choose a different way of partitioning Ω, which allows
us to reduce the complexity of the algorithm.
Lemma C.5 (Bounded second moment). Suppose a distribution D : Ω → [0, 1] and function
f : Ω → [0,∞] satisfy B-bounded relative variance. Then, there is a quantum algorithm A that,
given one copy of |ψD〉 and access to reflection operators RD, with probability ≥ 1 − η outputs µˆ
such that
|µ− µˆ| ≤ ε.
Additionally, A restores the initial state |ψD〉 with probability ≥ 1 − η and invokes the controlled
reflection RD O
(√
B/ε · ( ln(B/ε))1.5 · ln ( ln(B/ε)/η)) many times.
Proof. Let k be a parameter to be determined later and consider the following sets
Ω0 = {x : 0 ≤ f(x) < 1},
Ωℓ = {x : 2ℓ−1 ≤ f(x) < 2ℓ} for ℓ ∈ {1, . . . , k},
Ωk+1 = {x : 2k ≤ f(x)}.
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We write the expectation
µ =
k∑
ℓ=0
2ℓ
∑
x∈Ωℓ
D(x)
f(x)
2ℓ
+
∑
x∈Ωk+1
D(x)f(x). (42)
The second term in (42) can be bounded from above as follows∑
x∈Ωk+1
D(x)f(x) ≤ 1
2k
∑
x∈Ω
D(x)f(x)2 ≤ B
2k
, (43)
where we used 2k ≤ f(x) for x ∈ Ωk+1. We can “ignore” this term provided that k is sufficiently
large so its contribution to µ becomes negligible.
Let us now focus on the double sum on the left in Eq.(42), which can be understood as
a weighted sum of k + 1 means. For each ℓ ∈ {0, . . . , k}, we can estimate these means µℓ =∑
x∈Ωℓ D(x)f(x) · 2−ℓ with the help of Corollary C.4. To this end, we define the modified functions
fℓ by setting fℓ(x) = f(x) · 2−ℓ if x ∈ Ωℓ and 0 otherwise. Let µˆℓ be the estimates returned by
amplitude estimation when applied to the probability distribution p and the functions fℓ. Our final
estimate µˆ of µ will then be
µˆ =
k∑
ℓ=0
2ℓ · µˆℓ,
We now analyze the resulting estimation error. Let t > 0 be a parameter determined later and
let η′ = η/(k + 1). We use Corollary C.4 (with parameters t, η′) to obtain µˆℓ satisfying
|µℓ − µˆℓ| ≤ 2π
√
µℓ(1− µℓ)
t
+
π2
t2
. (44)
Note that the algorithm in Corollary C.4 succeeds with probability 1− η′, but since we invoke this
corollary k + 1 times for each ℓ ∈ {0, . . . , k}, by union bound the success probability is at least
1− η′ · (k + 1) = 1− η. We have
k∑
ℓ=0
2ℓ|µℓ − µˆℓ| ≤
k∑
ℓ=0
2ℓ
(
2π
√
µℓ(1− µℓ)
t
+
π2
t2
)
≤
k∑
ℓ=1
2ℓ
(
2π
√
µℓ
t
+
π2
t2
)
+
2π
t
+
π2
t2
=
k∑
ℓ=1
2π
√∑
x∈Ωℓ D(x)2
ℓf(x)
t
+
2ℓπ2
t2
+ 2π
t
+
π2
t2
(45)
≤ 2π
t
k∑
ℓ=1
√∑
x∈Ωℓ
D(x)f(x)2 +
2π
t
+
π22k+1
t2
(46)
≤ 2π
t
√
k
√√√√ k∑
ℓ=0
∑
x∈Ωℓ
D(x)f(x)2 +
2π
t
+
π22k+1
t2
(47)
≤ 2π
√
k
√
B
t
+
2π
t
+
π22k+1
t2
, (48)
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where the first inequality follows from Eq. (44), (45) used the definition of µℓ =
∑
x∈Ωℓ D(x)f(x) ·
2−ℓ, Eq. (46) used 2ℓ ≤ f(x) for ℓ ∈ {1, . . . , k}, Eq. (47) used Cauchy-Schwarz inequality and the
final inequality used the relative variance upper bound (in the lemma statement).
Using this, we can bound |µ− µˆ| as follows:
|µ− µˆ| ≤
k∑
ℓ=0
2ℓ|µℓ − µˆℓ|+
∑
x∈Ωk+1
D(x)f(x) (49)
≤ 2π
√
k
√
B
t
+
2π
t
+
π22k+1
t2
+
B
2k
, (50)
where we used the inequality in Eq. (48) and the last inequality used Eq. (43). We now set the
parameters k and t as follows.
• Setting k = ln(2B/ε) ensures that the fourth error term B/2k in Eq. (49) is at most ε/2.
• Choosing t ≥ 4π√B/ε ensures that the third term π22k+1/t2 in Eq. (49) is at most ε/4.
• Finally, choosing t ≥ 8π(√B√ln(2B/ε) + 1)/ε ensures that the sum 2π√k√B/t + 2π/t of
the first two terms in Eq. (49) is at most ε/4.
We see that k = O(ln(B/ε)) and t = O(
√
B/ε ·√ln(B/ε)). Overall, the number of times the
reflection RD needs to be invoked is proportional to
(k + 1) · t · ln ((k + 1)/η) = O(√B/ε · ( ln(B/ε))1.5 · ln ( ln(B/ε)/η)).
This proves the lemma statement.
We are now ready to prove the main theorem in this section.
Proof of Theorem C.2. The goal is to estimate µ =
∑
x∈ΩD(x)f(x). We first use classical Cheby-
shev to obtain the following: take 16B qsamples |ψD〉, measure them in the computational basis
to obtain x ∼ D and their mean produces a constant-factor estimate µ˜ of µ such that
µ/2 ≤ µ˜ ≤ 2µ (51)
with probability at least 3/4. In order to boost this probability: it is well-known that we can
decrease the failure probability to 1 − η/2 simply by repeating the above process ln(2/η) many
times and outputting the median of all the estimates.14 The total number of required samples used
here is m = 16B ln
(
2/η
)
.
However recall that the goal is to obtain an ε-approximation of µ. Suppose we have a good
estimate µ˜ satisfying Eq. (51). Consider a rescaled function
fres(x) = f(x)/µ˜.
Its mean µres and second moment φres satisfy
µres =
µ
µ˜
and φres =
φ
µ˜2
≤ 4φ
µ2
≤ 4B,
14For a proof of the powering lemma, we refer the interested reader to [JVV86].
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where we used the lower bound on µ˜ in Eq. (51) and the assumption φ/µ2 ≤ B in the theorem
statement. We now invoke the subroutine in Lemma C.5 for the distribution D and function fres
(clearly (D, fres) satisfies B-bounded variance): with probability ≥ 1−η/2, this subroutine produces
an estimate µˆres satisfying
|µres − µˆres| ≤ ε/2,
which in particular also implies
|µ− µ˜ · µˆres| = |µ˜ ·
(
µres − µˆres
)| ≤ ε/2 · µ˜ ≤ εµ
so µˆ = µˆres is the desired ε-relative estimate of µ. By a union bound (over classical Chebyshev step
and the subroutine in Lemma C.5), the probability of obtaining this ε-estimate is ≥ 1− η. Overall
the number of copies of |ψD〉 used is 16B ln(2/η)+1 (the first term is because of classical Chebyshev
inequality and the second term is from Lemma C.5). Moreover, note that since Lemma C.5 is non-
destructive, one copy of |ψD〉 is restored in the process. Additionally, the algorithm in Lemma C.5
uses the reflection operator RD
O
(√
B/ε · ( ln(B/ε))1.5 · ln ( ln(B/ε)/η))
many times.
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