Abstract. Task scheduling is one of the key problems of cloud computing system which focuses on how to make full use of cloud resources efficiently. In this paper an improved ant colony algorithm named ACA-S is proposed. The ACA-S algorithm can get more effective optimal solutions by using pseudo-random proportional rule, improved state transition strategy and pheromone updating strategy, so as to avoid trapping in the local optimal solution. Finally, the simulation experiment reflects that the ACA-S algorithm is better in optimization ability and improves the procedure of cloud computing task scheduling.
Introduction
Cloud computing is a new calculation model after distributed computing, grid computing and peer-to-peer computing, which really reflects the concept of on-demand service [1] . Cloud computing system could construct the computing platform satisfying multiple kinds of service requirements by integrating the distributed cloud resources. Meanwhile the distributed cloud resources and tasks are massive [2] . So how to make full use of the distributed cloud resources and how to schedule tasks efficiently are two of key problems of cloud computing system.
For the past few years, there are many researches on cloud computing task scheduling have been done and a certain number of algorithms have been proposed especially ant colony algorithm (ACA) [3] . The ant colony algorithm has been verified to be a good choice to solve the cloud computing task scheduling problem. But ACA also has some shortcomings like slow convergence and easy to stagnation. This paper proposes an improved ant colony algorithm named ACA-S which have brought pseudo-random proportional rule, improved state transition strategy and pheromone updating strategy into the basic ant colony algorithm. Finally, the simulation experiment reflects that the ACA-S algorithm is better in optimization ability and speeds up the procedure of cloud computing task scheduling.
Description of Cloud Computing Task Scheduling Problem
Nowadays, most of all cloud computing system are using the Map/Reduce distributed computing mode to deal with massive data. The working framework of Map/Reduce distributed computing mode is shown as figure I.
There are two key stages including map and reduce in the working framework of Map/Reduce [4] :
(1) The map stage. During the map stage the tasks submitted by users are divided into multiple subtasks firstly. Then the subtasks are assigned onto the corresponding nodes of cloud computing system to execute separately. The results of subtasks will be feed back to the primary node [5] .
(2) The reduce stage. Converge the results of every subtask to gain the final results which leading to R output files. During the procedure of Map/Reduce, every node need to execute more than one subtask because the number of subtasks is much more than the number of nodes in the cloud computing system [6] . So the cloud computing task scheduling problem is how to assign all the subtasks onto the nodes so as to minimize the execution time of task, which could be described formally as follows:
The task can be divided into n subtasks, and then the n subtasks are assigned onto m nodes (m<n (1) Where ij x is the corresponding relation between j t and
. If subtask j t is assigned onto the node
denote the expected value of execution time of subtask j t on the node i vm , the ET matrix can be described as follows: 
So the excepted finishing time of the whole task is max CT , the fitness function of finishing time of the whole task is described as formula (4): 
The EC matrix is described as formula (6) as follows: 
The fitness function of total cost of all subtasks is described as formula (7) and the fitness function of task scheduling is described as formula (8):
The subject is to find a matrix X which could minimize the value of fitness F .
Ant Colony Algorithm
The ant colony algorithm, which is firstly proposed by Marco Dorigo in 1992 [7] , was aiming to find out an optimal path based on the behavior of ants seeking food. In the natural world, ants initially wander randomly, and upon finding food return to their nest while laying down pheromone trails. If other ants find such a path, they are likely not to keep traveling at random, but to instead follow the trail, returning and reinforcing it if they eventually find food. When the ant k moves to the next node j from node i, the node j can be decided with the probability ) (t P k ij which can be calculated by formula (9):
Where ) (t ij τ denotes the pheromone density, k A is the set of optional nodes adjacent to node i. α is the heuristic factor of pheromone. β is the heuristic factor of expectation.
is the distance function which denotes the heuristic information of path. ) (t ij η can be described as formula (10):
Where ij d denotes the distance from node i to node j. Over time, however, the pheromone starts to evaporate, thus reducing its attractive strength. The more time it takes for an ant to travel down the path and back again, the more time the pheromones have to evaporate. A short path, by comparison, gets marched over more frequently, and thus the pheromone density becomes higher on shorter paths than longer ones. Pheromone evaporation also has the advantage of avoiding the convergence to a locally optimal solution. If there were no evaporation at all, the paths chosen by the first ants would tend to be excessively attractive to the following ones. In that case, the exploration of the solution space would be constrained.
Local pheromone updating strategy is regarded as follows:
Where ρ is the evaporation rate of pheromone.
denotes the increment of pheromone on path (i , j) during once iteration.
can be gain by formula (12) as follows:
Where Q is the pheromone density and k L denotes the total length of the route ant k moved.
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Initialization of Pheromone
The pheromone of paths will be initialized before the execution of algorithm. m ants select subtasks and nodes randomly so as to result into the ) , ( vm T which can be the starting node of path. The initialization of pheromone can be executed according to formula (13): 
Improved State Transition Strategy
According to the feature of cloud computing task scheduling problem, the improved ant colony algorithm proposed in this paper uses the pseudo-random proportional rule to find the optimal path. The improved state transition strategy is described as formula (14):
Where 0 p is a constant (
N is the neighbor nodes of node i. If 0 p p ≤ , select the special node which could maximize the value of
to be the next node. If 0 p p > , the ants will select the next nodes according to the probability formula ) , ( s i P : 
Local Pheromone Updating Strategy
The local pheromone updating strategy of the improved ant colony algorithm is described as formula (16). When the ants move from ) , (
, the pheromone of paths will be updated.
is the pheromone of ) , (
Global Pheromone Updating Strategy
When all of the ants finish moving, the pheromone of the optimal path will be updated according to formula (17) and (18): 
Simulation Experiment
In order to verify the feasibility and effectiveness of the improved ant colony algorithm named ACA-S in solving cloud computing task scheduling problem, the simulation experiment is carried out using the Cloud-Sim 3.0 platform. The cloud resource, tasks and virtual machines in the cloud computing system are generated by the tools of Cloud-Sim 3.0 platform such as DataCenter, Cloudlet and VM etc. The experimental data are shown in TABLE I. Then the optimal solutions are calculated using the improved ant colony algorithm (ACA-S) and basic ant colony algorithm (ACA) separately. The experimental factors include: the number of ants m=20, the maximum number of iterations is 500, α=1.0, β=5.0, ρ=0.5, Q=5.0. The range of tasks number varies from 20 to 100. The results shown in Figure II reflect that the execution time of ACA-S is shorter than ACA. So ACA-S has higher efficiency for task scheduling in cloud computing. 
Conclusion
In this paper an improved ant colony algorithm which is named ACA-S is proposed for solving the cloud computing task scheduling problem. ACA-S overcomes the disadvantage that basic ACO algorithm easily falls into the local optimal solution in the cloud computing task scheduling. Experiment results shows that ACA-S has higher efficiency in finding the optimal solution so as to be more suitable for task scheduling in cloud computing system.
