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RÉSUMÉ
Les revenus des compagnies aériennes sont principalement issus des ventes de billets d’avions
aux passagers, optimiser les systèmes de réservation fait donc partie de leurs principales pré-
occupations. On considère dans notre étude un passager qui effectue une réservation par le
centre d’appel d’un transporteur nord américain. Les itinéraires disponibles lui sont proposés
dans l’ordre d’affichage du système interne de réservation de la compagnie. Notre objectif
est de trouver, pour chaque réservation, l’affichage optimal des itinéraires qui maximise le
revenu espéré de la compagnie.
On suppose que la position de l’itinéraire dans l’affichage fait partie des critères de choix
du passager ainsi que le nombre d’escales, la durée, l’heure de départ, le prix, et la cabine
de l’avion. Le programme d’optimisation est bi-niveau : le premier niveau correspond à la
maximisation des revenus espérés du transporteur et le deuxième niveau à la maximisation
de la fonction d’utilité du passager, linéaire en ses critères de choix.
Deux modèles de choix discret sont testés pour estimer les poids associés aux différents at-
tributs des itinéraires. Le modèle multinomial logit suppose que les différentes alternatives
sont en concurrence uniforme et le modèle nested logit regroupe les alternatives que l’on
suppose en concurrence plus étroite en plusieurs nids. Les paramètres de la fonction d’utilité
sont estimés à partir de données fournies par le transporteur et les deux modèles donnent
des résultats similaires qui valident l’hypothèse de départ. La position dans l’affichage est un
critère de choix du passager et son utilité diminue si l’itinéraire est moins bien placé. Le prix a
une influence moins significative sur la décision du passager que les autres critères, des passa-
gers plus sensibles au prix se rendent sur des plateformes adaptées à la comparaison de tarifs.
On résout ensuite le programme d’optimisation de premier niveau dont la fonction objectif
contient les probabilités d’achat des itinéraires. Celles-ci sont calculées avec le modèle mul-
tinomial logit et varient selon la position dans l’affichage. On résout le programme avec une
métaheuristique de recherche taboue dont les paramètres sont calibrés par une première si-
mulation sur des ensembles de choix restreints à 10 itinéraires. Deux structures de voisinage
sont étudiées : la première, plus petite, où les voisins sont obtenus par la permutation de deux
itinéraires adjacents dans l’affichage et la seconde par la permutation de deux quelconques.
Cette dernière atteint une meilleure solution en très peu d’itérations quelque soit les valeurs
des autres paramètres, que l’on peut supposer être la solution optimale. L’autre structure de
vvoisinage en revanche n’atteint jamais cette solution.
Sur l’échantillon des réservations considérées, l’algorithme génère en environ 0,1 seconde
des affichages qui augmentent en moyenne le revenu espéré de 19,8%. Ces résultats sont
prometteurs et une étude complémentaire sur des réservations depuis d’autres plateformes
permettrait de définir plusieurs profils de passagers et accéder à des informations plus fines.
vi
ABSTRACT
With most of their revenue coming from flight ticket sales, one of the main concerns of airlines
is optimizing booking systems. In this thesis, a passenger is willing to book a flight with
a north american carrier and a travel agent enumerates him all possible alternatives in the
same order as the internal booking system display. Our objective is to find optimal displays
for each booking which maximize airline expected revenue.
Passenger preferences are included in the bi-level optimization program. The upper level
aims to maximize airline expected revenue while the lower lovel describe the passenger utility
maximization problem.
Our main hypothesis is that the position of an itinerary in the display is a criteria in the
passenger decision making as well as the connections number, the elapsed time of the itinerary,
the departure time, the fare and cabin in the plane. The utility function is linear in these
variables.
We study two discrete choice models to estimate the importance of different attributes on
the passenger choice. The multinomial logit model suppose an uniform competition between
alternatives while the nested logit model allows for the possibility of correlation for groups
of alternatives. Data from previous bookings are used to estimate passenger utility function
parameters and both models show similar results which verify the main hypothesis. Position
of itineraries in the display is indeed affecting the passenger choice and the utility is increasing
with a better rank. The ticket fare however is less important than the other criteria because
price sensitive passengers might prefer to book flights on more suited booking systems.
The upper level of the optimization program is then solved with a tabu search metaheuristic.
Its objective function is defined with the revenue and the choice probability from multinomial
logit model of each itinerary and variables are their position in the display. Algorithm pa-
rameters are first estimated with simulations on choice sets restricted to 10 alternatives. We
study two different structures of a neighborhood : in the first one neighbors arise from the
permutation of two adjacent itineraries in the display and of any two itineraries in the second
one which produces better results. It reaches the optimal solution in very few iterations for
all values of the other criteria and a best solution when simulating over full choice sets.The
other structure of a neighborhood never reaches this best solution.
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Over the sample of bookings used for the estimations, displays generated by the algorithm
increase the expected revenue by 19.8% on average in about 0.1 second. This promising
results should be compared with a study on bookings from other systems to characterise
several passenger profiles and draw more accurate behaviours.
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1CHAPITRE 1 INTRODUCTION
Le secteur du transport aérien est un secteur économique important en développement. En
2015, le trafic de passagers a augmenté de 6.5% : 3.5 milliards de passagers se sont déplacés
par avion 1. Les sommes en jeu sont considérables et les compagnies aériennes sont particu-
lièrement concernées par la gestion de leurs revenus.
Le transport de passagers représente environ 72 % des revenus du secteur aérien qui sont issus
des billets vendus aux passagers, qu’ils soient des passagers d’affaires ou des vacanciers. Deux
étapes interviennent dans ce processus de génération de revenus : une première avant la vente
des billets, où les capacités de chaque classe et les prix de vente sont définis et une seconde,
celle de la vente elle même. Notre étude se place dans le cadre global de la gestion du revenu
d’une compagnie aérienne et plus précisément dans l’optimisation des revenus lors de cette
seconde étape. Lors de chaque transaction, plusieurs itinéraires sont proposés au passager
qui veut réserver un vol et on souhaite maximiser les revenus espérés du transporteur sur
l’ensemble de ces itinéraires.
La méthodologie développée dans ce mémoire est la modélisation et la résolution d’un pro-
gramme d’optimisation bi-niveau. Cette branche de la programmation mathématique consi-
dère un meneur qui intègre dans son programme d’optimisation la réaction d’un suiveur
dont il a connaissance du problème d’optimisation. Ici, le meneur est la compagnie aérienne
tandis que le suiveur est le passager. On suppose que les passagers définissent une utilité
pour chaque produit en accordant des poids différents à leurs attributs. Le transporteur peut
alors évaluer la probabilité de choix de chacun des produits en fonction de la valeur de ses
attributs et ainsi intégrer dans son programme d’optimisation la maximisation de l’utilité du
passager.
On décrit dans les sections suivantes la gestion du revenu d’une compagnie aérienne, puis
l’importance de la transaction et le contexte précis de notre étude.
1.1 Gestion du revenu dans l’industrie du transport aérien
La gestion du revenu a commencé à se développer fortement dans les années 1970, après la
dérèglementation du trafic aérien aux États-Unis. Le bureau de l’aviation civile contrôlait
jusqu’alors les prix des billets d’avion, sur la base de règles de normalisation des prix et
d’objectifs de profit.
1. Rapports annuels de IATA et OACI
2McGill et Van Ryzin décrivent dans une revue détaillée les différentes propriétés de la gestion
du revenu [29]. Celle-ci se définit par trois objectifs : prévoir la demande pour établir une po-
litique optimale de réservation, définir la stratégie de survente pour anticiper les annulations
et les passagers qui ne se présentent pas et enfin définir les prix des produits et les contrôles
de capacité pour augmenter les revenus.
On définit la gestion du revenu comme le fait de vendre le bon produit au bon client au
bon prix et par le bon canal de distribution. La problématique est de vendre, sur un horizon
fini, une quantité fixe de produits ayant une date de péremption. Au delà de cette date, les
produits n’ont plus de valeur.
Les techniques de gestion du revenu sont basées sur la différenciation des produits par les prix.
Les prix d’un produit peuvent en effet varier en fonction du temps et des services associés.
Le transport aérien est très adapté à l’utilisation de ces techniques : les produits vendus
sont périssables, la demande est variable et peut être supérieure à l’offre car la capacité des
avions est fixe. Les ventes se font par réservation et les coûts marginaux sont faibles : le coût
d’occupation d’un siège est très inférieur aux coûts fixes liés à l’utilisation d’un avion (la
valeur de l’avion, les taxes d’aéroport, le carburant et l’équipage). Enfin, il est possible de
séparer les passagers en différents segments : les passagers d’affaires et les passagers loisirs
représentent par exemple deux segments différents. L’objectif de ces techniques est d’obtenir
le meilleur rendement possible pour chaque unité de capacité disponible. Cela revient à
choisir les prix et les quantités de chaque produit à destiner pour les différents segments de
clients dans le but de maximiser les profits de la compagnie. La gestion du revenu d’une
compagnie aérienne correspond ainsi au contrôle de l’inventaire des sièges disponibles. Un
des enjeux majeurs est donc de définir combien de sièges allouer à une classe et le moment
de la période de réservation où une classe doit être fermée afin d’assurer de la place pour une
classe supérieure.
Dans notre contexte, la première étape du processus de vente est déjà réalisée : les prévisions
de la demande ont été estimées ainsi que le prix des itinéraires. La seconde étape, sur laquelle
porte l’étude, consiste en la vente elle même, par l’intermédiaire des canaux de distribution.
1.2 Affichage des produits et approche utilisée
Le passager souhaite voyager d’une origine à une destination et achète un billet d’avion qui lui
permet de faire ce trajet. L’itinéraire associé au billet d’avion est caractérisé par ses attributs :
les jours et heures de départ et d’arrivée, la durée de l’itinéraire, le nombre d’escales, le prix,
le point de vente, etc. Un billet d’avion, qui correspond à un siège dans l’avion associé avec
un ensemble de services tels que des bagages autorisés, des conditions d’annulation et de
3remboursement correspond à un produit vendu par la compagnie. C’est le bien final acheté
par le passager.
Dans le cadre de la vente des produits, plusieurs canaux de distribution sont utilisés par les
compagnies aériennes : les centres d’appel, les sites internet, les agences de voyage, etc. Les
affichages dans ces canaux de distribution sont importants : il faut présenter au passager
les itinéraires correspondant au mieux à ses attentes de façon à maximiser les revenus de
la compagnie. Souvent, les affichages répondent à des contraintes logiques. Sur le site de
réservation d’une compagnie aérienne, ils sont en général classés par heure de départ tandis
que sur les sites de comparaison de vols, ils sont en général triés par prix croissant.
Notre étude se place au cœur de cette problématique d’affichage pour un transporteur nord
américain qui souhaite optimiser l’ordre d’apparition des itinéraires dans son système interne
de réservation. En pratique, un passager appelle la compagnie aérienne pour réserver un billet
d’avion, précise ses exigences de voyage qui sont une origine, une destination et un jour de
départ et l’agent de voyage lui énonce alors les différents itinéraires possibles, dans l’ordre
qui apparait dans le système de réservation. À chaque ordre est associé un revenu espéré, qui
est la somme sur tous les itinéraires du revenu qu’il génère au transporteur multiplié par la
probabilité qu’il soit choisi par le passager. L’objectif est de maximiser ce revenu espéré pour
chacun des affichages.
Le programme d’optimisation est donc bi-niveau [11, 10] et on présente dans le tableau 1.1
les deux niveaux.
Afin de résoudre le programme d’optimisation de la compagnie aérienne, qui est le pro-
gramme de premier niveau, on a besoin de modéliser le comportement du passager. Dans
notre situation, le passager prend une décision parmi un ensemble fini de choix qui sont les
itinéraires caractérisés par leurs attributs. Les modèles de choix discret sont donc particu-
lièrement adaptés pour cette étude car ils permettent d’estimer la probabilité pour chaque
itinéraire de l’ensemble que le passager le choisisse.
Tableau 1.1 Programme d’optimisation bi-niveau
I - Meneur (transporteur) : Maximiser le revenu espéré de tous les affichages
Générer les alternatives possibles
Prendre en compte le comportement du passager
Programme d’optimisation
II - Suiveur (passager) : Réserver un itinéraire et maximiser son utilité
Attributs des itinéraires
Modèles de choix discret
4On suppose que les passagers accordent des poids différents aux attributs d’un itinéraire qui
sont les critères qui vont influencer le choix du passager. L’hypothèse principale de notre ap-
proche est de considérer la position de l’itinéraire dans l’affichage comme un de ces attributs.
Plusieurs modèles de choix discret seront testés et estimés à partir de données réelles fournies
par le transporteur.
La deuxième étape de l’approche consiste en la résolution d’un programme d’optimisation, où
la fonction d’utilité du passager est connue. Les variables qui rentreront en jeu dans le modèle
seront les positions de chacun des itinéraires dans l’affichage. Ces variables sont entières et
le passage d’une solution à l’autre de l’algorithme peut être vu comme une séquence de
permutations. C’est donc un problème d’optimisation combinatoire qui sera résolu à l’aide
d’une métaheuristique de recherche taboue.
Deux contributions sont apportées dans ce mémoire. La première est la résolution d’un pro-
gramme d’optimisation bi-niveau prenant en compte d’une part le transporteur et d’autre
part le passager pour trouver l’ordre d’affichage optimal des itinéraires. La seconde est de
considérer la position des itinéraires comme un critère de choix du passager.
Le chapitre suivant présente une revue de littérature sur les modèles de choix discret et
leur utilisation dans le domaine aérien ainsi que les méthodes de résolution des programmes
d’optimisation combinatoire. Dans le chapitre 3, les modèles de choix discret développés pour
modéliser le comportement du passager seront présentés et les résultats obtenus analysés et
validés. Puis, le chapitre 4 utilise la fonction d’utilité estimée pour résoudre le programme
d’optimisation des revenus espérés. Nous décrirons en détails l’algorithme développé et les
résultats obtenus. Enfin le dernier chapitre résume les aspects importants du mémoire et
décrit les avantages et développements possibles du modèle.
5CHAPITRE 2 REVUE DE LITTÉRATURE
Afin de trouver le classement optimal des itinéraires dans le système de réservation, on
s’appuie sur deux concepts mathématiques : les modèles de choix discret et les algorithmes
d’optimisation. Les premiers permettent d’évaluer la probabilité pour chacune des alterna-
tives de l’ensemble de choix qu’elle soit choisie, tandis que les seconds seront utilisés pour
fournir à partir d’un ensemble d’alternatives décrites par leurs attributs, une configuration de
celles-ci de façon à maximiser le revenu espéré de la compagnie. Le présent chapitre présente
en détails ces deux notions et leurs applications en pratique. Étant donné notre contexte, on
fera référence au passager pour désigner l’individu effectuant le choix, et aux alternatives ou
itinéraires pour désigner les choix possibles.
2.1 Utilité et modèles de choix discret
2.1.1 Présentation générale
La notion d’utilité a été introduite avec la théorie néo-classique qui suppose que toute per-
sonne est capable de comparer deux choix qui lui sont offerts. L’utilité est une fonction asso-
ciée à un passager et à une alternative. Elle représente la satisfaction du passager engendrée
par le choix d’une alternative particulière en fonction de leurs attributs respectifs. Ceux-ci
représentent ainsi les facteurs qui déterminent ou causent le choix du passager. Comme seule-
ment certains attributs sont observables, l’utilité exacte du passager pour chaque alternative
ne peut pas être connue intégralement et on ajoute une composante aléatoire dans la défini-
tion de l’utilité. On dit alors que l’utilité du passager est aléatoire.
En notant :
• n le passager
• J l’ensemble des alternatives disponibles
• xnj les attributs décrivant les alternatives présentées au passager n
• sn les attributs spécifiques au passager n,
l’utilité du passager n générée par le choix de l’alternative j ∈ J s’écrit :
U(xnj, sn) = V (xnj, sn) + nj
Unj = Vnj + nj ,
(2.1)
avec :
6• Vnj = V (xnj, sn) la partie observable, appelée utilité représentative
• nj la partie non observable, appelée utilité aléatoire.
En fonction des différentes hypothèses sur la fonction de densité de nj, on obtient des modèles
de choix discrets distincts.
On suppose dans ces modèles que le passager a un comportement constant et rationnel et qu’il
choisit l’alternative qui maximise son utilité. La probabilité Pnj que le passager n choisisse
l’alternative j s’écrit alors [32] :
Pnj = P (Unj > Uni , ∀i 6= j)
= P (Unj − Uni > 0 , ∀i 6= j)
= P (ni − nj < Vnj − Vni , ∀i 6= j) .
(2.2)
Deux propriétés importantes sur l’utilité peuvent être déduites de cette formulation. La pre-
mière affirme que pour un passager n, seul l’écart entre deux utilités est important, et non la
valeur de l’utilité pour chaque alternative. Ainsi, si on ajoute une constante à l’utilité pour
toutes les alternatives, celle qui maximise l’utilité n’est pas modifiée. Les paramètres que l’on
peut estimer dans une fonction d’utilité sont alors ceux qui capturent les différences entre les
alternatives.
La seconde propriété concerne l’échelle globale de l’utilité et affirme que celle-ci n’est pas
importante. L’alternative qui maximise l’utilité du passager reste la même, même lorsqu’elles
sont toutes multipliées par un même facteur, ce qui revient à définir une échelle pour l’utilité.
Les alternatives disponibles pour le passager constituent l’ensemble de choix du modèle de
choix discret et il doit satisfaire trois propriétés :
• Toutes les alternatives sont mutuellement exclusives du point de vue du passager.
Choisir une alternative revient à ne pas en choisir une autre.
• L’ensemble de choix doit être exhaustif, toutes les alternatives doivent y être listées.
• Le nombre d’alternatives est fini.
En général, les deux premières propriétés à respecter ne sont pas restrictives, mais la troisième
l’est plus fréquemment. Si par exemple un individu doit choisir la quantité d’argent à déposer
dans son compte d’épargne [32], l’ensemble de choix n’est pas fini puisque les alternatives
disponibles sont toutes les valeurs supérieures à zéro.
7On a vu ci-dessus que l’utilité du passager est décrite par une composante déterministe et
une composante aléatoire. En fonction de la distribution de probabilité du vecteur  =<
1, 2, ..., |J | >, on obtient différents modèles de choix discret. On peut trouver dans la litté-
rature deux grandes familles de modèles, fondées sur deux hypothèses différentes : les modèles
probit supposent, avec le théorème central limite, que le terme d’erreur in suit une loi nor-
male car il capture la somme d’un grand nombre de sources d’erreurs indépendantes, et les
modèles Generalized Extreme Value (GEV) qui supposent que le terme d’erreur capture la
plus grande source d’erreur parmi plusieurs sources indépendantes, et suit une loi de distri-
bution en valeur extrême.
Deux modèles de la famille des modèles GEV sont particulièrement populaires dans le trans-
port aérien : le modèle multinomial logit (MNL) et le modèle nested logit (NL). Les sections
suivantes décrivent les propriétés de ces deux modèles, qui seront utilisés dans le chapitre
suivant pour modéliser le comportement du passager.
2.1.2 Modèle Multinomial Logit
Définitions
L’utilité du passager n pour l’alternative j s’écrit Unj = Vnj + nj , ∀j ∈ J , avec J l’ensemble
de choix. On suppose, dans le modèle MNL, que les nj sont indépendants et identiquement
distribués (iid) selon une loi valeur extrême de type I, aussi appelée loi de Gumbel [32], avec
paramètres de localisation 0 et d’échelle 1.
La fonction de densité f et la fonction de répartition F d’une loi de Gumbel G(0, 1) sont
définies par :
f (x) = e−xe−e−x , x ∈]−∞,+∞[ et F (x) = e−e−x . (2.3)
La variance de la distribution est pi2/6 et la moyenne est non nulle, mais nous allons voir ci-
dessous que comme seule la différence entre deux utilités aléatoires nous intéresse, l’absence
d’informations sur la moyenne de la distribution n’est pas un problème en soi.
On a vu dans le paragraphe précédent que le passager tendra à choisir l’alternative j qui
maximise son utilité, mais que celle-ci n’est pas connue exactement, d’où l’introduction d’une
composante aléatoire rendant compte de l’incertitude. L’équation (2.2) montre que l’on s’in-
téresse donc à la différence nji = ni− nj pour i, j deux alternatives de l’ensemble de choix.
8La différence entre deux variables aléatoires qui suivent une loi valeur extrême suit une loi
logistique dont la fonction de répartition s’écrit : F (x) = ex1+ex .
On peut alors démontrer [3, 21] que la probabilité de choix de l’alternative i ∈ J s’écrit de
la manière ci-dessous.
Pni =
eVni∑
j∈J eVnj
(2.4)
Lorsque l’utilité représentative Vni est linéaire en ses paramètres, c’est-à-dire lorsque Vni =
βxni, on a :
Pni =
eβxni∑
j∈J eβxnj
. (2.5)
On peut déduire de l’expression de probabilité de choix deux propriétés importantes du
modèle de choix discret, à savoir la propriété d’indépendance des alternatives non pertinentes
et la propriété de proportionnalité des substitutions.
Indépendance des alternatives non pertinentes (IIA)
On considère deux alternatives différentes i et k dans l’ensemble de choix. On a [32] :
Pni
Pnk
=
eVni/
∑
j e
Vnj
eVnk/
∑
j e
Vnj
= e
Vni
eVnk
. (2.6)
Le rapport de deux probabilités de choix ne dépend ni de l’existence ni des attributs des
autres alternatives de l’ensemble de choix. On peut donc restreindre l’ensemble de choix aux
alternatives pertinentes uniquement. Toutefois, le modèle MNL ne permet pas de représenter
le cas où les facteurs non observables sont corrélés dans le temps, c’est-à-dire lorsque le choix
à l’instant t est affecté par le choix à l’instant t− 1.
L’équation (2.6) montre également que modifier les attributs d’une autre alternative ou ajou-
ter une alternative à l’ensemble de choix n’affecte pas les probabilités relatives des deux
alternatives considérées. Cette hypothèse n’est pas toujours réaliste, notamment pour des
alternatives qui ont des attributs communs. Par exemple, deux vols partant le matin sont à
priori plus en compétition entre eux qu’un vol partant le matin et un autre le soir pour un
passager souhaitant partir le matin [8].
Pour montrer les limites de cette propriété, plusieurs exemples sont couramment utilisés :
9celui du bus rouge et du bus bleu [2] ou celui du choix de chemin [4]. Dans le premier cas, on
suppose que l’ensemble de choix est constitué de deux alternatives : prendre un bus rouge ou
prendre la voiture. Si l’on suppose que prendre la voiture ou prendre le bus sont des décisions
équivalentes alors on a P(voiture)/P(bus) = 1. On ajoute ensuite une troisième alternative,
qui est celle de prendre un bus bleu. Si on suppose que le client est indifférent par rapport à
la couleur du bus, alors le choix entre la voiture et le bus est identique au premier exemple,
P(voiture) = 0.5 et P(bus bleu) = 0.25 .
Or, avec la propriété d’indépendance des alternatives non pertinentes, on aurait, avec la pré-
servation des ratios : P(voiture) = P(bus) = 0.33 . Les deux résultats ne sont pas identiques,
ce qui permet de montrer les limites de la propriété d’IIA.
La propriété d’IIA est donc acceptable lorsque les alternatives sont suffisamment différentes,
mais peu dans le cas de choix similaires.
Proportionnalité des substitutions
On étudie les élasticités de la fonction de probabilité. Les élasticités croisées correspondent
aux variations engendrées par la modification de l’attribut znj de l’alternative j sur la pro-
babilité de choix de l’alternative i.
Eiznj =
∂Pni
∂znj
znj
Pni
= −∂Vnj
∂znj
znjPnj (2.7)
On a, lorsque la fonction d’utilité représentative est linéaire en ses paramètres [32] :
Eiznj = −βzznjPnj . (2.8)
On remarque que l’élasticité croisée ne dépend pas de i c’est-à-dire qu’elle ne dépend pas des
alternatives sur lesquelles le changement aura un effet. Par conséquent, une amélioration ou
une détérioration d’un attribut d’une alternative aura le même impact sur toutes les alterna-
tives : s’il y a amélioration de l’attribut, alors les probabilités de choisir une autre alternative
diminueront toutes du même pourcentage.
Même si l’hypothèse sur la distribution des éléments aléatoires peut être questionnable dans
certains cas pratiques, le modèle MNL est très populaire grâce à ses propriétés et à la simpli-
cité des calculs et il existe de nombreux cas d’application des modèles logit. L’hypothèse d’iid
des termes aléatoires de l’utilité implique que les critères non observés ne sont pas corrélés
et ont la même variance pour toutes les alternatives. De plus, la distribution de Gumbel
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est proche de la loi normale et elle ne nécessite aucune simulation ou intégration numérique
pour les calculs de probabilité. Toutefois, cette hypothèse est difficile à justifier dans certains
exemples, notamment lorsque le passager doit faire une série de choix dans le temps.
Souvent, il n’est pas possible de modéliser explicitement toutes les corrélations entre les
alternatives de l’ensemble de choix dans la partie déterministe de la fonction d’utilité, et la
propriété d’indépendance des alternatives non pertinentes n’est pas respectée. Dans ce cas,
il n’est pas possible de travailler avec le modèle MNL, et un modèle plus général, autorisant
des types de substitutions plus diverses entre les alternatives est nécessaire. Le modèle nested
logit (NL) offre cette plus grande diversité de substitution.
2.1.3 Modèle Nested Logit
Les modèles de la famille GEV sont tels que les utilités aléatoires de toutes les alternatives
sont conjointement distribuées selon une loi valeur extrême généralisée. Ils autorisent plus
de corrélations entre les alternatives et lorsque celles-ci sont nulles, on retrouve le modèle
MNL. De même que ce dernier, la probabilité de choix d’une alternative est une expression
en forme fermée.
Définitions
Dans le modèle NL, l’ensemble de choix du passager est partitionné en sous-ensembles, les
nids. En notant M l’ensemble des nids, Jm l’ensemble des alternatives contenues dans le nid
m et J l’ensemble de choix, on a :
J =
⋃
m∈M
Jm et Jm1 ∩ Jm2 = ∅ ∀m1 6= m2 ∈M . (2.9)
On peut utiliser la structure d’arbre pour représenter le modèle nested logit [2, 5]. Les modèles
NL en réseau comportent plusieurs niveaux de nid, mais le modèle NL n’a qu’un seul niveau
de nids. La figure ?? illustre la structure en arbre pour un modèle NL à deux nids.
Il existe deux façons de calculer la probabilité de choix d’une alternative, soit avec le para-
mètre d’échelle µm défini ci-dessous, soit avec l’inverse du paramètre d’échelle. L’estimateur
utilisé dans ce mémoire estime le paramètre d’échelle, on exprime donc la probabilité de choix
de la première façon.
Bierlaire [5] utilise des notations générales pour les modèles GEV que l’on exploite pour
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Ensemble J des alternatives
Nid1
Alt1 Alt2 Altk
µ1
Nid2
Altk+1 Altk2
µ2
Figure 2.1 Structure d’arbre du modèle nested logit
expliciter le cas du modèle nested logit. En notant :
y =< y1, y2, ... > , yi = eVi , G(y, µ1, ..., µM) =
M∑
m=1
∑
j∈Jm
yµmj
µ/µm et Gi = ∂G
∂yi
,
(2.10)
la fonction de répartition des termes d’erreur 1, ..., J dans le NL s’écrit :
F (1, ..., J) = e−G(e
−1,...,e−J ) = exp
− M∑
m=1
∑
j∈Jm
e−jµm
µ/µm
 . (2.11)
La probabilité de choix de l’alternative i ∈ Jm est définie par l’équation :
Pni =
eVi+lnGi(...)∑J
j=1 e
Vj+lnGj(...)
,
=
eVi·µm ·
(∑
k∈Jm e
Vk·µm
)(µ/µm)−1
∑M
l=1
(∑
j∈Jl e
Vj ·µl
)µ/µl .
(2.12)
On peut faire une décomposition bayésienne de la probabilité et la décomposer en le produit
de la probabilité de choisir l’alternative i sachant qu’elle est dans le nid m avec la probabilité
de choisir le nid m. Pour cela, on décompose la fonction d’utilité déterministe 1 en un terme
spécifique à l’alternative i et un terme spécifique au nid m :
Vi = Yi +Wm . (2.13)
1. L’utilité aléatoire peut aussi être décomposée en un terme i spécifique à l’alternative, indépendant et
identiquement distribué pour toutes les alternatives selon une loi de Gumbel avec paramètre d’échelle µm et
un terme spécifique au nid Jm tel que max
i
Ui suit une distribution de Gumbel avec paramètre d’échelle µ.
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En notant Im = ln
(∑
j∈Jm e
Vjµm
)
un terme spécifique au nid m, on a :
Pni = Pni|Jm · PnJm
Pni =
eYiµm∑
j∈Jm e
Yjµm
· e
µWm+ µµm Im∑M
l=1 e
µWl+ µµl Il
.
(2.14)
Tandis que le MNL n’autorise aucune corrélation entre les alternatives de l’ensemble de choix,
seules les alternatives appartenant au même nid sont corrélées pour le NL. Les paramètres µ
et µm mesurent le degré d’indépendance (ou la corrélation) des alternatives d’un même nid
qui s’écrit : 1 − µ2/µ2m. Comme elle est non négative, le rapport des deux paramètres doit
être compris entre 0 et 1. Seul le rapport des deux paramètres est important en pratique
pour estimer le modèle puisque l’estimateur ne peut les identifier séparément, on en fixe un
des deux à 1. Puisque l’on travaille majoritairement avec des modèles à plusieurs nids, c’est
la valeur de µ qui est fixée à 1.
De même que pour le modèle MNL, on peut étudier le rapport des probabilités de choix pour
deux alternatives, ainsi que l’expression des élasticités croisées.
Indépendance des alternatives et des nids
On considère l’alternative i ∈ Jk et l’alternative j ∈ Jl. Le rapport des probabilités de ces
deux alternatives s’écrit :
Pni
Pnj
=
eViµk
(∑
i′∈Bk e
V ′i µk
)(µ/µk)−1
eVjµl
(∑
j′∈Bl e
V ′jµl
)(µ/µl)−1 . (2.15)
On remarque que si Jl = Jk c’est-à-dire lorsque les alternatives sont dans le même nid, on
retrouve la formule (2.6), qui est la propriété IIA.
On déduit deux propriétés importantes à partir de l’expression (2.15). Tout d’abord, pour
deux alternatives dans le même nid, le rapport des probabilités de ces deux alternatives
Pni/Pnj est indépendant des autres alternatives, on a donc la propriété d’indépendance des
alternatives à l’intérieur d’un nid. Ensuite, si ces deux alternatives sont dans deux nids dif-
férents, le rapport de probabilités peut dépendre des autres alternatives dans les deux nids
concernés, mais pas des alternatives présentes dans les autres nids. On peut donc parler
d’indépendance des nids non pertinents par analogie avec la propriété d’indépendance des
alternatives non pertinentes.
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Elasticités croisées et substitutions
On se place dans le cas particulier où la composante déterministe de la fonction d’utilité est
linéaire. Avec l’équation (2.7), le calcul de l’élasticité croisée donne, pour l’attribut znj et la
probabilité Pni, avec i et j appartenant au nid m :
Eiznj =
∂Pni
∂znj
znj
Pni
= −{Pnj + Pnj|m[µm − 1]}βzznj . (2.16)
On observe que deux alternatives qui ne sont pas dans le même nid ont des élasticités croi-
sées de la même forme que dans le modèle MNL. De plus, les élasticités croisées de deux
alternatives dans un même nid sont supérieures à celles des alternatives qui ne sont pas dans
un même nid (on compare (2.8) et (2.16) car µ ≥ 1). Plus µm augmente, plus les alternatives
sont impactées par les changements de valeur des attributs des alternatives qui sont dans le
même nid.
Les probabilités de choix des alternatives dépendent des paramètres définissant la fonction
d’utilité. On a donc besoin d’estimer au préalable la valeur de ces paramètres afin de les
calculer. Le paragraphe ci-dessous décrit la méthode d’estimation utilisée dans ce mémoire.
2.1.4 Estimation et méthode de vraisemblance maximale
La méthode la plus répandue d’estimation des paramètres pour les modèles de choix discret
est la méthode de vraisemblance maximale, qui permet de faire une estimation simultanée
de tous les paramètres.
On considère des observations sur N passagers pour lesquelles le passager n doit faire un
choix dans l’ensemble d’alternatives Jn.
On définit yni la variable binaire égale à 1 si le passager n a choisi l’itinéraire i. La probabilité
que le passager n choisisse l’alternative choisie en réalité s’écrit alors :
∏
i∈Jn
(Pni)yni . (2.17)
La fonction de vraisemblance est définie par la probabilité que chaque passager choisisse l’al-
ternative choisie en réalité, c’est-à-dire la probabilité que le modèle reproduise tout l’échan-
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tillon.
En notant β le vecteur des paramètres de la fonction d’utilité défini dans le cas des utilités
représentatives linéaires, N le nombre de passagers d’un échantillon aléatoire, la fonction de
vraisemblance s’écrit :
L(β) =
N∏
n=1
∏
i∈Jn
(Pni)yni . (2.18)
La méthode du maximum de vraisemblance consiste à trouver les valeurs de β qui maximisent
L(β). Toutefois, le problème mathématique à maximiser n’est pas linéaire et est souvent non-
concave. Il y a de plus, dans certains modèles, des contraintes supplémentaires à ajouter entre
les paramètres telle que la contrainte µm ≥ µ dans le NL.
La méthode de vraisemblance maximale considère le log de la fonction de vraisemblance
plutôt que cette dernière :
LL(β) = ln(L(β)) =
N∑
n=1
∑
i∈Jn
yni ln(Pni) (2.19)
L’estimateur βˆ est alors la valeur de β qui maximise LL(β). Lorsque les composantes βk du
vecteur β sont les coefficients des attributs des alternatives dans la fonction d’utilité, elles
représentent leur poids relatif dans l’utilité du passager n lorsqu’il choisit l’alternative i [32].
2.1.5 Autres modèles
On a présenté en détails dans les paragraphes ci-dessus les deux modèles de choix discret
les plus utilisés en pratique, mais d’autres modèles existent et permettent d’accéder à des
informations plus fines ou de représenter de façon plus précise les interactions susceptibles
d’exister entre les alternatives.
Les modèles diffèrent par les hypothèses de distribution faites sur le terme d’utilité aléatoire
n. Avec d’autres hypothèses que celles des modèles MNL et NL, il est possible de définir
entre autres les modèles probit et mixed logit [32].
Le modèle NL peut être dérivé en plusieurs modèles à multiples niveaux de nids. Il faut pour
cela se référer à la structure en arbre du modèle NL, illustrée sur la figure ??. En fonction
du nombre de niveaux de nids considérés (on peut par exemple regrouper les alternatives en
fonction de la valeur du critère 1, puis, à l’intérieur d’un nid, les séparer en fonction de la
valeur du critère 2), on a accès à de multiples modèles NL différents, et la probabilité de
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choix d’une alternative se retrouve avec une décomposition bayésienne, de la même manière
que pour le modèle NL à un seul niveau de nids.
Il est également possible de définir les modèles nested logit pondérés (weighted nested logit,
WNL), pour lesquels on considère simultanément deux structures en nested logit avec un
poids relatif sur chaque structure. On peut choisir un nombre quelconque de niveaux de nids.
Une alternative peut donc appartenir à plusieurs nids, chacun dans une structure respective.
Coldren et Koppelman [8] développent ces modèles et les illustrent sur plusieurs exemples de
nids. La figure ?? représente un modèle WNL dans le cas général, avec deux structures en
nids et un niveau de nids pour chacune d’elles.
Ensemble J des alternatives
Structure1 w1
Nid 1.1
Alt1 Alt2
Nid 1.2
Alt3
Nid 1.3
Alt4
Structure2 w2
Nid 2.1
Alt1 Alt2
Nid 2.2
Alt3 Alt4
Figure 2.2 Structure d’arbre du modèle nested logit pondéré
Le modèle probit suppose que les utilités aléatoires sont normalement conjointement distri-
buées : n = (n1, ..., nJ) ∼ N (0,Ω). Toute corrélation peut ainsi être prise en compte, avec
une matrice Ω de covariance pleine.
Si on considère l’exemple où le passager fait une série de choix dans le temps, les termes
d’utilité aléatoires sont supposés être conjointement et normalement distribués sur le temps
et sur les alternatives, avec toute sorte de corrélation. Les modèles probit ont donc l’avantage
d’offrir une grande flexibilité dans la corrélation entre alternatives et sur le temps. Toutefois,
l’hypothèse de distribution normale peut ne pas être valide, par exemple lorsqu’un paramètre
doit être positif. La fonction de densité de la loi normale est symétrique par rapport à l’axe
nul et on pourrait donc avoir une valeur négative pour le coefficient.
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Le modèle mixed logit est quant à lui plus général, puisqu’il permet aux termes aléatoires
de la fonction d’utilité de suivre n’importe quelle loi de distribution. Dans le mixed logit,
l’utilité aléatoire peut être décomposée en un terme contenant toutes les corrélations pouvant
suivre n’importe quelle distribution et un terme indépendant et identiquement distribués sur
les alternatives selon une loi en valeur extrême.
D’autres modèles existent encore, souvent issus d’une combinaison de plusieurs des modèles
décrits précédemment et l’estimation de leurs paramètres peut devenir complexe. On va voir
ci-dessous que les modèles les plus utilisés en pratique, dans le domaine du transport aérien
sont les modèles MNL et NL.
2.1.6 Transport aérien
De nombreuses études appliquent au transport aérien les modèles de choix discret afin d’étu-
dier les facteurs influençant la décision du passager pour différents choix : choix de la com-
pagnie, de l’aéroport, de l’itinéraire, etc. Lorsque le choix étudié est celui de l’itinéraire, on
cherche en général à évaluer les parts d’itinéraires, qui sont le résultat du produit entre la
probabilité de choisir un itinéraire et un nombre de personnes (souvent une moyenne de voya-
geurs sur une période de temps). Ces informations permettent d’aider les compagnies dans
leur prise de décision sur les plannings des vols, les destinations à desservir, etc.
Il est possible de séparer toutes les études de comportement de choix du passager aérien
en deux types, en fonction des données utilisées pour estimer les modèles. Dans le premier
cas, les données sont issues de sources de réservations réelles existant chez les compagnies
aériennes, et on parle de données révélées [8]. Dans le second cas, les passagers sont ques-
tionnés par l’intermédiaire de sondages, et il est alors possible de récupérer certaines de leurs
caractéristiques socio-démographiques. Ces données sont dites des données déclarées [28].
Le choix du transporteur, qui est un choix de plus haut niveau que le choix d’itinéraire, est
très étudié. Nous présentons dans les paragraphes suivants les différents choix effectués par
les passagers aériens, du plus global au plus précis, et leurs modélisations.
Choix du transporteur
On peut voir le choix du transporteur comme le choix de plus haut niveau effectué par un
passager souhaitant voyager entre deux villes. De nombreux auteurs se sont intéressés à la
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modélisation de ce choix.
Nason [26] utilise par exemple un modèle MNL estimé à partir de préférences déclarées par les
passagers mais non observées : ce sont des données récoltées par l’intermédiaire de sondages.
Lors du sondage, les passagers devaient répondre à une série de questions en choisissant
la compagnie offrant selon eux le meilleur service, sur divers critères. Grâce à l’utilisation
de ce type de données, la fonction d’utilité et donc la probabilité de choix de chacune des
compagnies contiennent les critères socio-économiques des passagers en plus des attributs de
celles-ci. Dans le cas du choix de la compagnie, l’appartenance à un programme de fidélité
joue un rôle important dans la décision du passager, qu’il soit un passager d’affaires ou loisir.
Certaines études se concentrent sur un ou plusieurs segments des passagers uniquement,
comme Nako [25] qui s’intéresse uniquement aux passagers d’affaires, via un modèle MNL.
L’objectif est de quantifier les effets des programmes de fidélité des compagnies sur le choix.
Les résultats obtenus montrent que les programmes de fidélité ont un effet significatif sur la
demande spécifique à la compagnie, et que celui-ci est d’autant plus marqué que la présence
de la compagnie dans la ville d’appartenance du passager est importante.
Proussaloglou et Koppelman [27] développent un modèle MNL pour étudier le choix du trans-
porteur sur une paire origine-destination pour lequel les passagers sont segmentés entre les
passagers d’affaires et les passagers loisir. Les variables prises en compte pour modéliser le
choix sont multiples : les habitudes de voyage du passager, sa perception des différents ser-
vices offerts par la compagnie (ponctualité, planning des vols, tarifs), son appartenance ou
non à un programme de fidélité et la présence de la compagnie sur le marché. Les résultats
montrent que le programme de fidélité est très important dans la décision du voyageur et
qu’il l’est d’autant plus que celui-ci est un passager d’affaires.
Certaines études prennent en compte la variation des préférences des passagers lors du choix
d’un transporteur, comme Espino et al.[12] dont l’objectif est d’évaluer combien sont prêts à
payer les passagers pour améliorer la qualité de service lors du choix de compagnie. Plusieurs
modèles sont estimés, des MNL et des mixed logit, pour considérer des variations aléatoires
dans les préférences des passagers, et les coefficients de la fonction d’utilité sont dans ce cas
aléatoires.
Un passager peut également réaliser simultanément plusieurs choix en plus du choix d’une
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compagnie aérienne.
Choix simultanés
Proussaloglou et Koppelman [28] montrent que le choix simultané d’une compagnie, d’un vol
et d’un tarif est fondé sur des compromis entre la présence de la compagnie sur le marché,
la qualité de service, l’appartenance du passager à un programme de fidélité, la commodité
de l’heure de départ du vol pour le passager et le tarif. Le modèle développé est un modèle
logit, estimé avec des données déclarées : un premier par courrier électronique et un second
par téléphone, structuré comme un processus de réservation.
Hess et Polak [17] étudient le choix simultané d’un transporteur et d’un aéroport, en prenant
en compte notamment les temps et coûts d’accès à l’aéroport, sa réputation ainsi que la
fréquence des vols du transporteur. Les résultats obtenus suggèrent que ce dernier critère ainsi
que le temps d’accès à l’aéroport jouent un rôle plus important dans l’attrait de l’aéroport
mais que le tarif et la taille de l’avion influent sur la décision de seulement certains types de
passagers. Même si les modèles MNL et NL à deux niveaux permettent tous deux d’obtenir
des bons résultats, ce dernier est plus adapté aux données.
Parts d’itinéraires
Les études s’intéressant aux parts d’itinéraire sont plus précises puisqu’elles descendent jus-
qu’au niveau de l’itinéraire, choix final du passager aérien. Ce choix regroupe simultanément
tous les différents choix : le mode d’accès à l’aéroport, l’aéroport, la compagnie aérienne, le
trajet, l’heure de départ ou l’heure d’arrivée, le type d’avion, etc. La modélisation des parts
d’itinéraires permet d’estimer le nombre de passagers attendus sur chaque itinéraire entre
deux villes quelconques, ce qui représente un enjeu majeur pour les transporteurs.
Dans leur étude, Coldren et al. [9], développent des modèles permettant l’estimation des parts
d’itinéraires agrégées sur des régions des États-Unis. Ces modèles MNL agrégés permettent
de rendre compte des facteurs influençant les passagers qui ne sont pas segmentés.
8 différentes variables explicites sont considérées dans la fonction d’utilité déterministe li-
néaire : le nombre d’escales, la qualité de l’escale en temps au sol, la distance de l’itinéraire,
la présence de la compagnie dans l’aéroport, le prix, le transporteur, le type d’avion et le
moment de la journée.
Les résultats montrent que si une compagnie souhaite augmenter ses parts de marché, elle
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devrait améliorer plusieurs attributs :
• Son niveau de service, et offrir plus d’itinéraires directs ou sans arrêt
• Sa flotte, et posséder plus de gros porteurs
• Ses heures de départ et assurer une meilleure correspondance entre les préférences des
clients en heures de départ et ses départs prévus
• Ses escales, et améliorer les temps au sol entre deux vols
• Sa présence sur les marchés, et notamment dans les plus importants.
Les mêmes données ont servi pour l’étude menée par Coldren et Koppelman [8], qui es-
timent les parts d’itinéraires par d’autres modèles, plus fins que le modèle MNL : les modèles
en valeur extrême généralisée qui permettent de saisir plus précisément les dynamiques de
concurrence entre les itinéraires.
Les auteurs ajoutent aux variables explicitées ci-dessus une mesure de l’écart de durée entre
l’itinéraire le plus rapide et l’itinéraire considéré ainsi qu’une variable binaire indiquant si au
moins un des vols de l’itinéraire est un vol partagé avec une autre compagnie.
Plusieurs modèles sont testés : le modèle MNL, le NL à un et deux niveaux de nids, le NL
pondéré à un et deux niveaux de nids et enfin le NWNL (Nested Weighted Nested Logit) qui
est une structure à un niveau de nids dont le deuxième niveau est une structure NL pondérée.
L’étude est basée sur l’hypothèse que la concurrence entre les itinéraires d’un ensemble de
choix n’est pas uniforme, le modèle MNL ne permet donc pas de décrire correctement les phé-
nomènes étudiés. Les résultats obtenus par les auteurs valident cette hypothèse et montrent
que des itinéraires partageant la même compagnie ou ayant des heures de départ proches dans
le temps sont plus en compétition. Les résultats obtenus montrent également que de telles
conjectures ne peuvent être faites lorsque l’on considère l’attribut de niveau de service et que
la concurrence entre les itinéraires peut être presque entièrement décrite en les regroupant
par moment de la journée du départ ou par transporteur.
Les modèles WNL fournissent de meilleurs résultats, moins restrictifs que le NL quant aux
corrélations entre les alternatives.
On a présenté dans cette section les différentes façons utilisées en pratique pour modéliser la
fonction d’utilité du passager et décrire son comportement de choix. Ceci constitue la pre-
mière partie de la méthodologie développée pour atteindre les objectifs de ce mémoire.
Les probabilités de choix de chacune des alternatives exprimées à partir de la fonction d’uti-
lité du passager sont ensuite introduites dans un programme d’optimisation. Son objectif est
de trouver l’affichage des itinéraires qui maximise les revenus espérés de la compagnie. Le pa-
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ragraphe suivant présente les différentes méthodes pour résoudre un problème d’optimisation
complexe et décrit la méthode qui sera utilisée dans la suite.
2.2 Méthodes de résolution d’un problème d’optimisation
On introduit les notations suivantes et on décrit de façon générale le problème d’optimisation
à n variables et m contraintes par l’équation (2.20) [16, 20] :
• S : l’ensemble des solutions
• f : la fonction objectif à maximiser
• s∗ : la solution optimale du problème.
max
s∈S
f(s) avec S = {x ∈ X : cj(x) ≤ 0 , j ∈ {1, 2, ..,m}}. (2.20)
La définition de l’espace des solutions S peut varier, on peut par exemple considérer que
c’est l’ensemble des solutions réalisables ou bien un ensemble de solutions réalisables ou non,
auquel cas la fonction objectif devra tenir compte de la non réalisabilité avec des pénalités.
Il existe plusieurs types de problèmes d’optimisation en fonction de la définition de la fonction
objectif et de l’ensemble des solutions :
• Optimisation linéaire lorsque S contient uniquement des contraintes linéaires, f est
une fonction linéaire et X ⊆ Rn
• Optimisation non linéaire lorsque f et les fonctions cj sont non linéaires
• Optimisation convexe lorsque f est une fonction convexe et S un ensemble convexe
(l’optimisation linéaire est un cas particulier d’optimisation convexe et certains pro-
blèmes d’optimisation non linéaire peuvent être convexes)
• Optimisation sans dérivées, lorsque les dérivées des différentes fonctions du modèle ne
sont pas disponibles
• Optimisation discrète ou combinatoire où X * Rn et les variables sont des entiers ou
des variables binaires.
Notre étude se place dans ce dernier cas. En théorie, il est possible de trouver une solution
optimale aux problèmes d’optimisation combinatoire en énumérant toutes les solutions réa-
lisables et en mémorisant la meilleure de ces solutions. Mais l’énumération est un procédé
long et parfois difficile et il est nécessaire de trouver une autre façon de résoudre le problème
en un temps raisonnable. Certains problèmes décrits par l’équation (2.20) sont donc com-
plexes, et la solution optimale ne peut être obtenue en un temps polynomial. On distingue
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les problèmes faciles pour lesquels une solution exacte peut être trouvée en un temps polyno-
mial des problèmes difficiles. Le problème du voyageur de commerce et certaines applications
du problème de tournées de véhicules sont des problèmes difficiles. Des méthodes approxi-
matives connues de résolution sont alors utilisées : les heuristiques et plus généralement les
méta-heuristiques. Ces méthodes ont été développées pour trouver des bonnes solutions aux
problèmes d’optimisation en des temps raisonnables.
Une heuristique est une méthode de résolution conçue pour un problème complexe en parti-
culier et qui permet d’identifier rapidement, en un temps polynomial, au moins une solution
réalisable sans toutefois garantir son optimalité.
Les métaheuristiques sont des heuristiques générales, que l’on peut utiliser pour des problèmes
très différents les uns des autres. Leurs buts sont identiques [16] : parcourir l’ensemble des
solutions efficacement pour renvoyer des solutions presques optimales. Les algorithmes des
métaheuristiques sont plus complexes : ils peuvent faire appel à des heuristiques et prennent
en compte les caractéristiques propres au problème. Il est possible de séparer les différentes
métaheuristiques en deux catégories, en fonction de l’objet qu’elles manipulent :
• Les métaheuristiques qui partent d’une solution unique aussi appelées méthodes de
recherche locale ou méthodes de trajectoire
• Les métaheuristiques qui partent d’une population de solutions, comme l’algorithme
génétique.
Les métaheuristiques de recherche locale améliorent une solution de départ de façon itéra-
tive et construisent une trajectoire dans l’espace des solutions dit espace de recherche pour
atteindre la solution optimale. On s’y intéresse plus particulièrement car elles sont adaptées
à notre contexte.
2.2.1 Métaheuristique de recherche locale
La méthode de recherche locale est basée sur l’introduction d’une structure de voisinage. Elle
améliore itérativement une solution courante en explorant son voisinage à chaque itération.
La structure de voisinage est une fonction N définie par :
N : s ∈ S 7−→ N(s) . (2.21)
On définit de façon générale le voisinage d’une solution s comme l’ensemble des solutions
qui sont facilement atteignables depuis s. Il existe ainsi de multiples façons de construire une
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structure de voisinage, certaines seront plus grandes que d’autres et leur exploration prendra
plus de temps.
Il existe plusieurs méthodes de recherche locale très répandues en pratique : la méthode
de descente, l’algorithme de recuit simulé ainsi que la recherche taboue et d’autres moins
répandues : la recherche à voisinages variables ainsi que la méthode GRASP.
Méthode de descente
La méthode de descente consiste à partir d’une solution et à chercher dans son voisinage une
solution qui améliore la fonction objectif. L’algorithme 1 présente la méthode de descente et
permet d’obtenir une séquence de solutions telles que si+1 ∈ N(si) où i réfère au numéro de
l’itération. Le critère d’arrêt de cette méthode est atteint lorsque plus aucune solution du
voisinage de la solution courante n’améliore la valeur de la fonction objectif.
1 Solution courante s ;
2 tant que Aucun critère d’arrêt n’est atteint faire
3 Trouver la solution s′ qui maximise f dans N(s) ;
4 Si f(s′) > f(s∗), poser s := s′ et retourner à 3;
5 fin
Algorithme 1 : Algorithme de méthode de descente
Cette méthode présente le désavantage principal de pouvoir être piégée dans un extremum
local. En effet, la solution s′ du voisinage de la solution courante s est celle qui maximise la
fonction objectif parmi toutes les solutions du voisinage : f(s′) = max
s′′∈N(s)
f(s′′). L’algorithme
de descente s’arrête lorsque la fonction objectif n’est pas améliorée d’une itération à l’autre.
Lorsque s est un extremum local, alors toutes ses solutions voisines - fonction de la structure
de voisinage - détériorent la fonction objectif et l’algorithme s’arrête, même s’il existe une
meilleure solution qui n’est pas un voisin de la solution courante. De plus, le minimum local
dépend de la définition du voisinage, le choix de ce dernier joue donc un rôle très important
dans l’efficacité de cette méthode.
Afin d’éviter que l’algorithme soit bloqué dans un extremum local, une des solutions est
d’accepter de se déplacer vers une solution voisine qui n’améliore pas ou qui détériore la
solution courante. C’est ce que font les méthode du Recuit Simulé et de Recherche Tabou.
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Méthode du Recuit Simulé
La métaheuristique du recuit simulé, Simulated Annealing, a été introduit par Kirkpatrick,
Gelatt et Vecchi [19] et Cerny [7]. Cet algorithme s’inspire d’un processus utilisé en métal-
lurgie pour la création d’alliages sans défauts par l’alternance des cycles de réchauffement
(recuit) et de refroidissement des métaux, qui tend à minimiser l’énergie du matériau. Le
métal est initialement porté à haute température puis refroidi progressivement. Ce proces-
sus métallurgique est lui même inspiré des principes de thermodynamiques développés par
Boltzmann. Cette méthode s’explique mieux sur problème de minimisation mais s’applique
également à des problèmes de maximisation. Sur un problème de minimisation, il est pos-
sible de faire une analogie entre la fonction objectif du problème d’optimisation et l’énergie
du matériau.
L’algorithme part d’une solution initiale s à laquelle est associée une énergie E et une tempé-
rature fictive T contrôlée par une fonction décroissante. À chaque itération, un changement
d’énergie ∆E, ∆f = f(s′)− f(s) par analogie, est engendré. L’algorithme 2 décrit explicite-
ment les différentes étapes de cette méthode.
1 Générer une solution de départ s aléatoirement ou avec une heuristique ;
2 tant que Aucun critère d’arrêt n’est atteint faire
3 Générer aléatoirement s′ dans N(s) ;
4 Générer un nombre aléatoire r ∈ [0, 1];
5 si r < p = exp(−∆f/T ) alors
6 poser s := s′
7 fin
8 fin
Algorithme 2 : Algorithme de recuit simulé - Problème de minimisation
On part d’une température T faible et la probabilité p d’accepter la solution s′ est grande.
L’intensification et la diversification, qui permettent de caractériser l’exploration de l’en-
semble de recherche sont donc contrôlées par T . Celle-ci diminue ensuite pendant le processus
de recherche qui s’intensifie en conséquence.
Cet algorithme simple à programmer fournit des solutions de bonne qualité et permet d’in-
clure des contraintes. Toutefois, le paramétrage de la température est empirique, et le refroi-
dissement lent provoque des temps de calcul parfois trop longs. L’algorithme peut de plus
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être piégé dans un minimum local à basse température.
En plus des deux méthodes présentées ci-dessus et de la recherche taboue qui sera détaillée
dans la section suivante, deux autres algorithmes sont utilisés en pratique : la méthode de
recherche à voisinages variables et la méthode GRASP.
Méthode de Recherche à Voisinages Variables
Cette méthode a été développée par Hansen et Mladenovic en 1997 [22, 23]. Elle est fondée
sur le changement systématique de voisinage lors de la recherche.
On considère plusieurs structures de voisinage dans cette méthode, et celles-ci doivent être
définies lors de l’étape d’initialisation. L’algorithme se décompose en trois étapes pour chaque
itération [16] :
1. Étape de perturbation
2. Étape de recherche locale
3. Étape de déplacement
Dans la première étape, une solution s′ est générée dans le voisinage Nv(s), où s est la solu-
tion courante. La seconde étape est une étape de recherche locale dans laquelle la solution s′
est la solution initiale, et on cherche s′′ une meilleure solution que s′. Si s′′ est meilleure que
s, alors elle la remplace et on génère une nouvelle solution dans son premier voisinage N1(s).
Sinon, s n’est pas modifiée et on génère s′ dans le voisinage Nv+1(s). En d’autres termes,
pour la solution courante s, on change de voisinage dès que celui exploré échoue à améliorer
s après une recherche locale.
Cette méthode est plus efficace lorsque les voisinages sont complémentaires, c’est-à-dire lors-
qu’un minimum local pour un voisinage ne l’est pas pour un autre.
Méthode GRASP
La méthode de recherche gloutonne aléatoire adaptative, aussi appelée méthode GRASP pour
Greedy Randomized Adaptive Search Procedure a été développée par Feo et Resende [13, 14].
Chaque itération se décompose en deux étapes [16] :
1. Étape de construction
2. Étape de recherche locale
La première étape est une procédure d’initialisation gloutonne qui permet de générer une
solution réalisable qui sera ensuite utilisée comme solution initiale dans la recherche locale,
lors de la deuxième étape. L’algorithme retournera la meilleure solution trouvée après un
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nombre imposé d’itérations.
Les algorithmes présentés ci-dessus : méthode de descente, recuit simulé, recherche à voi-
sinages variables et méthode GRASP font partie des métaheuristiques de recherche locale,
tout comme la recherche taboue. Puisque celle-ci sera utilisée dans la suite, on la développe
en détails dans la section suivante.
2.2.2 Méthode de Recherche Tabou
De même que les algorithmes décrits précédemment, la recherche taboue est une métaheu-
ristique de recherche locale, dont l’objectif est de fournir une solution de bonne qualité d’un
problème d’optimisation en un temps raisonnable. Cette méthode est très répandue pour la
résolution de problèmes d’optimisation combinatoire et notamment le problème NP-difficile
du voyageur de commerce. Elle a été développée par Glover en 1986 [15].
Description de la méthode
La recherche taboue part d’une solution initiale, déjà existante ou créée, appelée solution
courante et cherche la meilleure solution dans le voisinage de la solution courante. On appelle
meilleure solution celle qui donne la plus grande valeur de la fonction objectif. Ce meilleur
voisin deviendra alors solution courante et l’algorithme reproduira la même recherche pour
obtenir une meilleure solution. Le passage d’une solution à son meilleur voisin est appelé un
mouvement, il peut par exemple être la permutation de deux villes dans le cas du problème
du voyageur de commerce. La recherche est achevée lorsqu’un des critères de terminaison,
comme le nombre maximal d’itérations autorisé ou le temps de calcul maximal autorisé est
atteint.
La recherche tabou est caractérisée par deux propriétés importantes :
1. Elle autorise le déplacement à une solution voisine qui détériore la valeur de la fonction
objectif
2. Elle ne permet pas d’être piégé dans un extremum local car elle empêche le retour à
des solutions déjà visitées pendant un certain temps
À chaque itération, l’algorithme explore le voisinage de la solution courante pour extraire le
meilleur voisin. Le voisinage n’inclut pas en général la solution courante s, et on peut avoir
∀s′′ ∈ N(s), f(s′′) < f(s) donc f(s′) = max
s′′∈N(s)
f(s′′) est tel que f(s′) < f(s). Dans ce cas, le
meilleur voisin détériore la solution optimale mais le déplacement est permis.
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Toutefois, il est possible que s soit le meilleur voisin de s′. Dans ce cas, si l’on ne modifie pas
l’algorithme tel qu’il est décrit actuellement, il boucle entre s et s′ indéfiniment, ou jusqu’à
atteindre le critère d’arrêt. La deuxième propriété de la recherche taboue est respectée grâce
à l’introduction d’une liste qui contient l’ensemble des mouvements ou des solutions qu’il
n’est pas possible de reproduire ou de revisiter pendant un nombre prédéfini d’itérations.
Lorsqu’un mouvement est effectué ou une solution est visitée, il entre dans la liste appelée
liste taboue et y reste pendant un certain temps.
Afin de récupérer un voisin placé dans la liste taboue mais qui n’a pourtant pas été visité, on
peut lever son statut tabou si le critère d’aspiration [16] est satisfait, c’est-à-dire lorsque le
voisin est meilleur que la meilleure solution visitée jusqu’à présent. La recherche taboue est
donc un algorithme qui utilise l’historique de la recherche. On parle de méthode à mémoire
à court terme car des solutions sont interdites temporairement.
L’algorithme 3 décrit les différentes étapes de la recherche taboue. On note T la liste des
mouvements tabous et s∗ la meilleure solution trouvée par l’algorithme.
1 Prendre une solution de départ s, poser T := ∅ et s∗ = s ;
2 tant que Aucun critère d’arrêt n’est atteint faire
3 Trouver s′ dans N(s) telle que ;
4 Soit s′ /∈ T et f(s′) = max
s′′∈N(s)
f(s′′);
5 Soit s′ ∈ T et f(s′) > f(s∗);
6 si f(s′) > f(s∗) alors
7 poser s∗ := s′
8 fin
9 Poser s := s′ et mettre à jour T ;
10 fin
Algorithme 3 : Algorithme de recherche taboue
Une recherche taboue est paramétrée par 5 caractéristiques qu’il est possible de définir arbi-
trairement :
• La solution initiale
• Les critères d’arrêt
• La mémoire à court terme
• La structure de voisinage
• La mémoire à long terme
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Génération de la solution initiale
On a vu que la recherche taboue part d’une unique solution qu’elle tente d’améliorer itéra-
tivement. Cette solution initiale est parfois disponible, mais ce n’est cependant pas toujours
le cas et il faut alors la construire.
On peut le faire de façon aléatoire [30, 31] ou en considérant le plus proche voisin d’une
solution incomplète [24]. Le choix de la solution initiale a donc une certaine importance lors
de l’implémentation d’une recherche taboue, mais ce n’est pas un critère décisif de la qualité
de la solution obtenue.
Critères d’arrêt
En autorisant un temps de calcul ou un nombre d’itérations suffisant, c’est-à-dire des critères
d’arrêt assez amples, il est possible d’obtenir des solutions de bonne qualité. Ces deux critères
d’arrêt sont les plus utilisés en pratique. Il est également possible de définir un nombre
maximal d’itérations sans amélioration de la meilleure solution au delà duquel il n’est pas
possible d’aller si le meilleur voisin de la solution courante n’améliore pas la valeur de la
fonction objectif. De même, on peut arrêter la recherche lorsque tous les voisins de la solution
courante sont dans la liste taboue et ne satisfont pas le critère d’aspiration. Les critères d’arrêt
peuvent être complémentaires et utilisés simultanément.
Le nombre d’itérations nécessaires pour atteindre le moment où plus aucun mouvement n’est
réalisable peut dépendre de la longueur de la liste taboue, qui est également une caractéris-
tique importante de la méta-heuristique à définir.
Mémoire à court terme
On parle de la taille de la liste taboue ou du nombre d’itérations taboues pour désigner la
mémoire à court terme. En effet, la liste taboue peut contenir soit les solutions complètes
déjà visitées, auquel cas on parle alors justement de la taille de la liste taboue pour indiquer
le nombre de solutions mémorisées, soit des mouvements déjà effectués et on parle alors
du nombre d’itérations taboues pour un mouvement. Le deuxième choix est plus utilisé en
pratique [24, 30, 31] car il utilise moins de mémoire par rapport au premier et les calculs
sont plus rapides. Le nombre d’itérations pendant lequel un mouvement ou une solution est
taboue est appelé la tabu tenure et peut être défini de plusieurs façons :
• fixé et imposé de manière arbitraire [30, 31]
• modifié pendant la recherche et la liste taboue est dite réactive [16]
• en fonction de la taille du problème [24]
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• en fonction du nombre d’itérations déjà effectuées [24]
On peut intensifier ou diversifier la recherche en fonction de la taille donnée à la liste taboue.
Plus la taille diminue, plus la recherche va s’intensifier, tandis que si la taille de la liste taboue
augmente, on force l’algorithme à explorer des régions plus vastes dans l’espace de recherche.
Dans certains cas, l’algorithme de recherche taboue dans lequel la taille de la liste taboue est
fixée fournit de meilleurs résultats [24].
Structure de voisinage
La définition de la structure de voisinage dépend fortement du problème que l’on cherche à
résoudre et des temps de calcul que l’on souhaite atteindre. Plus un voisinage sera grand,
plus son exploration sera longue et prendra du temps. Un exemple de voisinage souvent uti-
lisé en optimisation combinatoire est la permutation de deux élements. Pour le problème du
voyageur de commerce, on appelle cette opération un mouvement 2-opt : la solution courante
étant un tour, on lui enlève deux arêtes et on en ajoute deux de façon à modifier la route
[24, 30, 31]. Le voisinage de la solution courante est alors constitué de toutes les routes ob-
tenues en modifiant une paire d’arêtes.
En se plaçant dans un contexte plus général et plus proche de notre étude, dans lequel il
faut classer des éléments, cela revient à permuter deux éléments. On peut par exemple ne
permuter que deux éléments adjacents, ou permuter toute paire d’éléments.
On considère par exemple la solution s

1
2
3
4

Ses voisins, obtenus par la permutation de deux éléments adjacents sont alors :

2
1
3
4
 ,

1
3
2
4
 ,

1
2
4
3
.
Chaque composante du vecteur position sauf la dernière peut permuter avec un élément
unique, son successeur. En notant |J | le nombre d’alternatives dans l’ensemble de choix,
le nombre de voisins d’une solution courante s à chaque itération pour cette structure de
voisinage est alors :
|N(s)| =
|J |−1∑
k=1
1 = |J | − 1 (2.22)
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Les voisins de la solution s obtenus par la permutation de deux éléments quelconques sont :
2
1
3
4
 ,

3
2
1
4
 ,

4
2
3
1
 ,

1
3
2
4
 ,

1
4
3
2
 ,

1
2
4
3

Une telle structure de voisinage est composée de 1/2 · |J | · (|J | − 1) éléments. En effet, le
premier élément peut permuter avec les |J |−1 suivants, le deuxième avec les |J |−2 suivants,
etc.
|N(s)| =
|J |∑
k=1
(|J | − k) = 1/2 · |J | · (|J | − 1) (2.23)
Une fois la structure de voisinage définie, il est possible de l’explorer de plusieurs façons
en des temps de calcul différents. Les deux méthodes les plus répandues d’exploration du
voisinage d’une solution sont soit de faire le premier mouvement admissible, soit de faire le
meilleur mouvement admissible [24].
Mémoire à long terme
On a vu précédemment que la recherche taboue est une méthode à court terme via la liste
taboue. Il est possible d’ajouter également une mémoire à long terme, sous l’une des quatre
formes suivantes [16] :
• Les mémoires basées sur la récence, qui gardent en mémoire pour chaque objet de la
liste taboue l’itération la plus récente qui l’impliquait
• Les mémoires basées sur la fréquence, qui gardent en mémoire le nombre de fois ou un
objet de la liste taboue a été utilisé. Certains modèles gardent en mémoire les arêtes
intervenant sur la route d’un véhicule entre deux noeuds les plus souvent ajoutées
ou retirées pour intensifier ou diversifier la recherche [24]. Evaluer la fréquence d’un
mouvement par exemple permet de mesurer son attractivité.
• Les mémoires basées sur la qualité qui mémorisent les meilleures solutions rencontrées
pour comparer leurs attributs communs
• Les mémoires basées sur l’influence qui gardent en mémoire les mouvements les plus
judicieux ou critiques
L’introduction d’une telle mémoire permet d’améliorer la stratégie de recherche de l’algo-
rithme. Si l’on retient par exemple les mouvements les plus fréquents effectués, on peut
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identifier les zones les plus populaires dans l’espace de recherche et utiliser cette information
pour diversifier ou intensifier la recherche.
Ainsi, la méthode de recherche taboue, qui est une méthode de recherche locale est définie
par de nombreux paramètres dont les valeurs modifient significativement les résultats obte-
nus ainsi que les temps de calcul. La définition d’une liste taboue qui évolue au cours des
itérations et les déplacements autorisés à des voisins qui dégradent la fonction objectif évitent
de boucler entre deux solutions et d’être piégé à un extremum local.
La recherche taboue et les autres méthodes de recherche locale comme le recuit simulé où la
recherche à voisinages variables fournissent des solutions de bonne qualité pour des problèmes
NP-difficiles d’optimisation combinatoire.
On a présenté dans ce chapitre la théorie de l’utilité aléatoire, utilisée par les modèles de choix
discret qui permettent de décrire le comportement de choix du passager souhaitant voyager
entre deux villes et ayant plusieurs itinéraires possibles. Deux modèles de choix discret sont
très répandus en pratique dans le domaine du transport aérien : le modèle multinomial logit
et le modèle nested logit, qui permettent d’évaluer la probabilité de choisir chacune des al-
ternatives de l’ensemble de choix.
La probabilité obtenue est une fonction des paramètres des alternatives, que l’on peut intro-
duire dans un programme d’optimisation dont les variables sont au moins un des attributs.
Ces problèmes peuvent être complexes, comme d’autres problèmes d’optimisation et il existe
des méthodes approximatives de résolution permettant d’obtenir des solutions de bonne qua-
lité en un temps raisonnable, les méta-heuristiques.
Ces méthodes travaillent soit sur une population de solutions, soit sur une solution unique
qu’elles améliorent itérativement et l’on parle alors de méthode de recherche locale. C’est
le cas de la méthode de descente, de recuit simulé et de la recherche taboue. Cette der-
nière est particulièrement adaptée à notre contexte puisque le programme à résoudre est un
programme d’optimisation combinatoire, où le voisinage de la solution courante est défini à
partir des permutations de ses éléments.
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CHAPITRE 3 MODÉLISATION DU COMPORTEMENT DU PASSAGER
On modélise dans un premier temps le comportement de choix du passager aérien. Ce cha-
pitre présente les modèles de choix discret utilisés ainsi que la fonction d’utilité estimée qui
permettent d’évaluer pour chacun des itinéraires proposés au passager la probabilité qu’il
soit choisi en fonction de ses attributs et de ceux du passager effectuant la réservation. Deux
modèles sont très utilisés en pratique : le modèle multinomial logit et le modèle nested logit
dont les propriétés ont été décrites dans le chapitre précédent. L’étude du comportement du
passager sera basée sur ces deux modèles en utilisant des données fournies par le transpor-
teur. On décrit dans la suite le jeu de données qui a été exploité, les modèles développés en
détails ainsi que les résultats de leurs estimations.
3.1 Données
Les données utilisées dans ce mémoire sont des données révélées, où la réservation du passager
a été enregistrée ainsi que les différentes possibilités qui lui étaient offertes. Ces données sont
fournies par la compagnie aérienne et sont anonymisées par souci de confidentialité.
Une première étape du travail consistait donc au traitement de ces données brutes, afin d’écar-
ter les données non utilisables et de récupérer les caractéristiques pertinentes de chaque
observation : l’itinéraire choisi, l’ensemble de choix J ainsi que les attributs des alterna-
tives le constituant. L’ensemble de données inclut uniquement des données de la compagnie
concernée et d’autres compagnies de la même alliance et ne contient aucune information
socio-démographique ou économique sur les passagers. Aucune segmentation de l’ensemble
des passagers ne sera faite et l’ensemble des itinéraires pour un voyage entre deux villes est
constitué d’itinéraires opérés par la compagnie ou ses homologues de la même alliance.
On présente dans cette partie les données disponibles puis comment celles-ci ont été utilisées
pour construire les observations exploitées dans la suite.
3.1.1 Données brutes
Le jeu de données regroupe des données sur 6 marchés, un marché étant défini comme un
couple origine-destination directionnel et contient les réservations, les ensembles de choix
respectifs à ces réservations qui ont été proposés au passager ainsi que les caractéristiques
économiques des itinéraires : prix pour le passager et revenu pour la compagnie.
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Données de réservation
Le premier ensemble de données contient les données de réservation, dont les différentes
informations disponibles sont décrites dans le tableau A.1 en annexe A. Plusieurs sources de
réservation existent et sont utilisées par la compagnie quotidiennement, telles que son site
internet, les centres d’appel, les agences de voyage, etc. Puisque ce mémoire se concentre sur
les centres d’appel et le système de réservation associé, on conserve uniquement les données
des réservations effectuées via cette plateforme depuis son lancement officiel en juin 2015
sur les 6 marchés considérés. On dispose finalement de 243 réservations exploitables et nous
allons construire pour chacune d’entre elles l’ensemble de choix lié.
Données de disponibilité
Afin de connaître l’ensemble de choix proposé au passager lors de sa réservation, les itinéraires
disponibles pour une paire origine-destination à une date de départ donnée ont été extraits
du système de réservation. Les caractéristiques incluses dans l’extraction des données et
permettant d’identifier les itinéraires sont décrites dans le tableau A.2 de l’annexe A.
Le tableau A.2 introduit les notions de segment de vols et de leg. Les deux termes désignent
un vol de l’itinéraire, mais le passage d’un leg à l’autre nécessite un changement d’avion,
tandis que ce n’est pas nécessairement le cas pour passer d’un segment à l’autre. Il y a donc
au moins autant de segments que de legs. On peut obtenir, à partir de cet ensemble de
données extraites à une date fixe D, les disponibilités de chaque classe sur chaque itinéraire
qui correspondent au nombre de sièges restant. Mais ces valeurs dépendent de D, et peuvent
être différentes au moment où le passager a effectué sa réservation. Nous n’avons donc pas
pris en compte la disponibilité de chaque cabine et chaque classe tarifaire lors de notre étude
mais uniquement les itinéraires disponibles.
Données économiques
Chaque itinéraire est associé à un prix, qui dépend de plusieurs critères :
• L’intervalle de temps entre le jour de réservation et le jour de départ
• La classe tarifaire, et sa cabine associée
• Le pays à partir duquel la réservation a été effectuée
• Le jour de la semaine du jour de départ.
Le prix proposé au passager pour un itinéraire avec une certaine classe tarifaire est en général
différent du revenu qu’il génère à la compagnie, même s’il dépend des mêmes 4 critères. On
a donc également besoin du revenu de chacun des itinéraires afin d’évaluer par la suite le
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revenu espéré d’une configuration des itinéraires.
Certains itinéraires sont opérés par plusieurs compagnies, celles-ci se partagent les différents
vols le constituant et donc les revenus. La répartition des revenus se fait selon les accords
entre compagnies, qui définissent un coefficient appelé l’interline agreement factor (IAF).
Ce coefficient, pour une des compagnies qui opèrent au moins une partie de l’itinéraire,
dépend lui aussi de plusieurs critères :
• L’origine de l’itinéraire
• La destination de l’itinéraire
• La portion de l’itinéraire repérée par son origine et sa destination opérée par la com-
pagnie,
• Le pays depuis lequel l’itinéraire a été vendu
• Les autres compagnies qui opèrent sur l’itinéraire.
Ainsi, pour un itinéraire et un transporteur, IAF = 1 si il est opéré uniquement par celui-ci,
ou IAF < 1 si plusieurs compagnies se partagent l’itinéraire. Le revenu généré au transpor-
teur est donc IAF ∗RevenuItin où RevenuItin est une donnée extraite du fichier des revenus.
On dispose de deux fichiers de données rassemblant pour le premier les données de prix pour
un grand nombre de combinaisons possibles des 4 critères et pour le second les revenus des
itinéraires.
Les trois ensembles de données décrits précédemment, les données de réservation, les données
de disponibilité et les données économiques permettent de construire les observations qui
seront utilisées pour estimer les paramètres de la fonction d’utilité du passager aérien. On
décrit dans le paragraphe suivant comment les observations ont été construites, et quelles
hypothèses ont été faites à partir de l’analyse des données.
3.1.2 Observations pour les estimations
Création des observations
Afin d’étudier le choix du passager, on a besoin de connaitre l’ensemble des alternatives qui
étaient disponibles ainsi que leurs attributs pertinents (prix, durée, etc), et le choix définitif
du passager. On appellera dans la suite de ce mémoire une observation pour désigner une
réservation effectuée, avec l’ensemble des alternatives qui étaient offertes au passager lors de
son choix.
Plusieurs hypothèses ont été réalisées pour définir les ensembles de choix et trouver toutes
les caractéristiques intéressantes des itinéraires, celles-ci sont expliquées dans le paragraphe
suivant.
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On résume dans le tableau A.3 la façon dont les attributs permettant d’identifier les itinéraires
sont pris en compte dans la fonction d’utilité. La description précise des variables est détaillée
dans la suite.
Hypothèses
Hypothèses sur les ensembles de choix
Les données de réservation, décrites dans la section 3.1.1 sont extraites à une seule date D,
ce qui ne permet pas d’utiliser les données de disponibilité puisque celles-ci évoluent quoti-
diennement, et parfois de façon significative pendant une journée. Certains vols peuvent donc
être complets avant la fin de la période autorisée de vente des billets. On suppose ici que
l’ensemble de choix proposé au passager reste le même sur la période de temps considérée,
et identique à celui dont on dispose. Ainsi, même si les disponibilités changent, on suppose
que tous les itinéraires dont nous avons les attributs existent encore, c’est-à-dire qu’il reste
des places sur ces itinéraires.
De plus, un avion est séparé en plusieurs cabines (1,2 ou 3), et la classe la moins chère de
chaque cabine pour chaque itinéraire est proposée au passager. Ainsi, on peut dédoubler ou
détripler chaque itinéraire de l’ensemble de choix en fonction du nombre de cabines ouvertes
dans les avions des différents vols le constituant. Toutes les cabines des avions d’un itinéraire
ouvertes aux passagers étaient agrégées dans l’ensemble de choix en un seul itinéraire. On
désagrège alors les itinéraires et l’ensemble de choix peut désormais contenir 2 à 3 fois plus
d’alternatives. On ajoutera dans le programme d’optimisation la contrainte que deux itiné-
raires désagrégés par cabine ont la même position dans l’affichage.
Hypothèses sur les prix
Le groupe de données des prix permet d’accéder, pour une large période de temps, au prix
d’un itinéraire en fonction de la date de réservation, de la date de départ, du trajet effectué
ainsi que de la classe tarifaire. Cependant, certaines informations ne sont pas accessibles et
on fait alors des hypothèses pour construire les observations les plus proches possible de la
situation réelle 1 à partir des données.
Les données de réservation renseignent sur la classe tarifaire choisie par le passager, mais
celles sur les ensembles de choix n’indiquent pas quelle classe précise a été proposée au pas-
1. Ces hypothèses ont été discutées avec le transporteur.
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sager pour chacun des itinéraires. Or, une classe est liée à un prix et on a besoin de connaître
le prix des différents itinéraires proposés au passager avant qu’il prenne sa décision. On fait
donc plusieurs approximations sur la classe proposée au passager en fonction de l’alternative
considérée, afin d’avoir une observation la plus proche possible de la réalité. Les différentes
situations sont décrites dans le tableau 3.1.
Tableau 3.1 Classe proposée au passager
Situation considérée Classe proposée
Itinéraire choisi, cabine choisie Classe choisie
Itinéraire choisi, cabine non choisie Classe minimale ouverte
Itinéraire ayant un vol en commun avec
l’itinéraire choisi, cabine choisie
Classe choisie
Itinéraire ayant un vol en commun avec
l’itinéraire choisi, cabine non choisie
Classe minimale ouverte
Autres itinéraires sans vol en commun
avec l’itinéraire choisi, toutes cabines
Classe minimale ouverte
Certains prix pour la classe supposément proposée au passager ne sont pas disponibles et on
considère alors que la classe proposée au passager est la première classe supérieure hiérarchi-
quement 2 dont on a le prix.
Si pour une certaine date de réservation, on ne trouve pas le prix associé à un itinéraire, on
considère le prix à un jour précédent, ou à deux jours précédents au maximum.
On a pu construire à partir des ensembles de données les observations basées sur des situations
réelles en considérant certaines hypothèses sur les attributs, les passagers et sur le déroulement
de la réservation. Ces observations permettent d’estimer les paramètres de la fonction d’utilité
pour plusieurs modèles de choix discret qui sont détaillés et comparés dans les sections
suivantes.
3.2 Fonction d’utilité du passager
Le chapitre 2 présentait les différents modèles de choix discret utilisés en pratique dans le
transport aérien. Nous étudions dans notre étude le choix d’itinéraire, on s’intéresse donc
plus particulièrement aux calculs des parts d’itinéraires [8, 9].
La partie qui suit présente la définition de la fonction d’utilité du passager, ses paramètres et
2. Il est possible d’établir une hiérarchie entre les classes, en fonction des services associés.
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ses variables ainsi que les deux modèles de choix discret qui ont été étudiés plus spécifique-
ment : le modèle multinomial logit et le modèle nested logit à un niveau de nids. Les résultats
des estimations seront ensuite présentés et analysés.
3.2.1 Ensemble de choix
Les modèles de choix discret permettent de modéliser le choix d’un passager à qui il est offert
un nombre fini d’itinéraires respectant certaines propriétés. Nous souhaitons évaluer la pro-
babilité pour chacune des alternatives de l’ensemble de choix que le passager choisisse celle-ci.
On considère ici que le passager fait obligatoirement un choix dans l’ensemble d’itinéraires
qui lui est proposé. Nous ne disposons pas en effet des informations sur le taux de réserva-
tion par téléphone qui n’aboutissent pas. De plus, lorsqu’il appelle la compagnie, son choix
de transporteur ou plus généralement d’alliance 3 est déjà effectué et on peut légitimement
supposer qu’il est décidé à acheter un billet lors de son appel. L’ensemble de choix satisfait
alors les propriétés décrites en 2.1.1.
On suppose également que le passager connaît l’intégralité des alternatives disponibles avant
de faire son choix. Même si ce n’est pas tout le temps vrai en pratique car ce dernier peut
choisir d’arrêter l’énonciation des propositions avant la fin et ainsi connaître un ensemble
restreint de l’ensemble de choix, l’accès à toutes les informations est possible. De plus, nous
ne savons pas sur quels itinéraires le passager a demandé plus d’informations, ou bien, si
c’est le cas, à quel moment il a interrompu l’agent de voyage. Cette hypothèse est nécessaire
compte tenu des informations disponibles et de la situation pratique.
Enfin, avec l’hypothèse d’absence de segmentation des passagers, on utilise dans la suite les
indices i ou j pour référer aux alternatives et on omet l’indice n qui se référait au passager
dans les chapitres précédents.
3.2.2 Influence du rang
L’hypothèse principale consiste à considérer que la position d’un itinéraire dans l’affichage
du système de réservation a une influence sur la décision du passager. L’affichage correspond
pour le passager à l’ordre dans lequel l’agent de voyage énonce les différents itinéraires ré-
3. La compagnie propose aussi des itinéraires opérés en partenariat avec des compagnies de la même
alliance.
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pondant aux critères de voyage : origine, destination, date de départ, pays de vente.
La figure 3.1 représente, sur toutes les observations et pour chaque rang, le pourcentage
d’itinéraires choisis. Par exemple, sur toutes les observations considérées de l’ensemble des
données, plus de 21% des passagers ont choisi un itinéraire situé en première position dans le
système de réservation de la compagnie. Il faut cependant noter que les ensembles de choix ne
contiennent pas toujours le même nombre d’alternatives. Dans certaines observations, il peut
y avoir 15 itinéraires disponibles, ou 25 pour une autre observation. Les valeurs du graphique
pour des rangs supérieurs à 16 ne sont pas représentatives de tout l’échantillon.
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Figure 3.1 Positions des itinéraires choisis
L’allure globale de la courbe et sa décroissance très marquée permettent de faire une première
validation de l’hypothèse principale : le rang, parmi d’autres attributs, est un critère de choix
dans la décision du passager. Les itinéraires positionnés à partir du rang 10 sont très peu
choisis. On cherche donc à savoir, toutes choses égales par ailleurs, quelle est l’influence du
rang. On va alors l’ajouter comme variable dans la fonction d’utilité du passager aérien.
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3.2.3 Fonction d’utilité du passager
En supposant la fonction d’utilité déterministe Vi linéaire en ses paramètres, on peut écrire,
comme expliqué dans la section 2.1.1 :
Ui = Vi + i = βTx+ i . (3.1)
Le vecteur de variables x représente uniquement les caractéristiques des itinéraires puisque
celles des passagers ne sont pas connues. Le vecteur β correspond aux poids relatifs des at-
tributs dans la décision du passager.
Le tableau A.3 présente les différents attributs de chaque itinéraire, et certains sont utilisés
en tant que variables de la fonction d’utilité : la durée totale, le rang, la classe tarifaire, le
prix, l’heure de départ et le nombre d’escales. Il existe plusieurs façons de modéliser l’impact
de chacun de ces attributs dans la décision du passager, linéairement ou non-linéairement,
avec des variables binaires ou réelles, etc. Afin de trouver la meilleure façon de modéliser ces
phénomènes, de nombreux modèles ont été testés, et seulement les deux plus pertinents se-
ront présentés dans cette partie. Un modèle correspond ici à une définition de la composante
déterministe de la fonction d’utilité. Le tableau 3.2 décrit les différentes variables utilisées
dans les équations (3.2) et (3.3) ci-dessous.
Le premier modèle est défini par :
Vi =βd · di + βr · ri
+ βO · δO + βJ · δJ
+ βpO · δO · pi + βpJ · δJ · pi + βpY · δY · pi
+ β21 · x21
+ βDII · xDII + βDIII · xDIII .
(3.2)
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Tableau 3.2 Variables de la fonction d’utilité pour un itinéraire i
Variable Nom Type Description
Durée di R Durée totale de i, mesurée en heures
Rang ri N Position de i dans l’affichage
Cabine δO binaire Variable binaire égale à 1 si la cabine proposée est
O
δJ binaire Variable binaire égale à 1 si la cabine proposée est
J
Prix δ0pi mixte Variable mixte, produit d’une variable binaire δO
et du prix pi
δJpi mixte
δY pi mixte δY est égale à 1 si la cabine proposée est Y
Nombre d’es-
cales
x21 binaire Variable binaire égale à 1 si i a 2 escales tandis que
le plus court itinéraire a 1 escale.
nbCx N Nombre d’escales de l’itinéraire
Heure de départ xDII binaire Variable binaire égale à 1 si i part entre 10 am et
4pm
xDIII binaire Variable binaire égale à 1 si i part entre 4pm et
1am
Et le second modèle :
Vi =βd · di + βr · ri
+ βO · δO + βJ · δJ
+ βPO · δO · pi + βPJ · δJ · pi + βPY · δY · pi
+ βcx · nbCx
+ βDII · xDII + βDIII · xDIII .
(3.3)
Variables binaires
Certains attributs sont modélisés par des variables binaires, c’est le cas ici de la cabine, du
nombre d’escales dans le premier modèle, et de l’heure de départ. L’utilisation des variables
binaires nécessite l’introduction d’une variable référence, afin de comparer les valeurs estimées
des coefficients par rapport à une situation de référence. La situation de référence choisie ici
correspond au cas où l’itinéraire a une seule escale et celui avec le nombre minimal d’escales
également, lorsque l’itinéraire commence entre 5am et 10am et lorsque le passager voyage en
classe économique Y . Il y a 3 types de cabine : O, J et Y .
Pour le nombre d’escales, le signe et la valeur du coefficient de x21 seront à comparer avec la
situation où l’itinéraire n’a qu’une escale, lorsque le plus court n’en a qu’une seule également.
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Par exemple, s’il est négatif, cela signifie que l’utilité du passager diminue si l’itinéraire a
deux escales par rapport à une situation où il n’en aurait qu’une seule.
Si l’on obtient par exemple une valeur positive pour le coefficient lié à xDII , cela signifie que
le passager préfère voyager en milieu de journée plutôt que le matin.
Modélisation du prix
La troisième ligne des deux modèles correspond à la modélisation de l’impact du prix dans
l’utilité du passager. On considère une variable mixte, produit d’une variable binaire et d’une
variable réelle afin de représenter les interactions entre la cabine et le prix. Celles-ci sont en
effet reliées, puisque le prix augmente avec l’amélioration des services associés à une meilleure
cabine.
Pour certains des modèles testés, on ne considérait pas l’interaction entre le prix et la cabine,
et l’influence du prix dans la décision du passager était simplement représentée par une
variable pi. On obtenait un coefficient βp positif, signifiant que l’utilité du passager augmentait
avec le prix pour un même itinéraire. Un tel résultat est contre-intuitif, notamment pour les
passagers voyageant en classe économique, d’où la nécessité de modéliser les interactions entre
la cabine et le prix. Ces derniers modèles fournissaient de plus des meilleurs résultats, plus
ajustés à l’ensemble de données.
Modélisation de l’heure de départ
Il existe plusieurs façons de modéliser l’heure de départ de l’itinéraire dans la fonction d’utilité
du passager : de façon continue [1] ou bien en ajoutant une variable binaire par heure de départ
[9, 8] par exemple.
Ces deux méthodes présentent cependant des désavantages : la première rend la fonction
d’utilité non linéaire tandis que la seconde ajoute un grand nombre de paramètres à estimer.
La modélisation de l’influence de l’heure de départ dans le choix du passager est visible à la
cinquième ligne des deux modèles. Nous avons choisi de séparer la journée en trois parties :
le matin, la journée et le soir, et de définir une variable binaire égale à 1 pour chacune de ces
parties si l’heure prévue de décollage de l’itinéraire appartient à cette période. On ne met
pas la variable binaire xDI dans la fonction d’utilité puisque c’est la situation de référence.
Modélisation du nombre d’escales
On peut modéliser l’influence du nombre d’escales de l’itinéraire de deux façons : soit en
considérant des variables binaires pour comparer le nombre d’escales de l’itinéraire avec celui
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du meilleur itinéraire en termes de nombre d’escales [8], soit en considérant une variable
entière unique indiquant le nombre d’escales. Le modèle (3.2) utilise des variables binaires
tandis que le modèle (3.3) utilise une variable entière.
Avec l’ensemble des données dont nous disposons, on définit uniquement x21 car les itinéraires
de tous les ensembles de choix considérés possèdent au moins une escale, et au plus deux. En
termes de nombres de variables ajoutées et donc de coefficients à estimer, les deux modèles
sont équivalents puisque la variable binaire x11 est la variable de référence et n’apparait pas
dans la fonction d’utilité.
Toutefois, si l’on considère plus de marchés, avec un choix plus large de nombres d’escales,
il sera nécessaire d’ajouter des variables binaires telle que x10 par exemple, égale à 1 si l’iti-
néraire a une escale tandis que le meilleur est direct. Le nombre de paramètres à estimer
augmentera. Le premier modèle, valide ici avec le jeu de données considéré est à ajuster en
fonction des données, tandis que le second modèle est général et s’applique à toutes les si-
tuations.
Les deux modèles sont testés pour un modèle MNL et les résultats sont présentés dans la
suite. Nous décrivons dans les sections suivantes le logiciel d’estimation utilisé pour estimer
les coefficients β de la fonction d’utilité dans un premier temps, puis nous présentons les
résultats obtenus pour les deux fonctions d’utilité avec le modèle MNL et les estimations des
modèles NL.
3.3 Logiciel d’estimation
3.3.1 Présentation théorique
Le logiciel utilisé pour estimer les coefficients des fonctions d’utilité (3.2) et (3.3) est le lo-
giciel BIOGEME [6], dont les initiales signifient BIerlaire’s Optimization package for GE
Models Estimation. C’est un logiciel libre dédié à l’estimation d’une grande variété de mo-
dèles de choix discret, notamment les modèles GEV et en particulier le MNL et le NL. Les
paramètres sont estimés par la technique de vraisemblance maximale décrite à la section
2.1.4 et les algorithmes d’optimisation utilisés par le logiciel pour trouver le maximum de la
fonction de vraisemblance sont soient développés spécifiquement pour le logiciel, soient issus
de la littérature.
Cinq algorithmes d’optimisation peuvent être utilisés par Biogeme pour estimer les para-
mètres [6] :
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• CFSQP
• DONLP2
• SOLVOPT
• BIO
• BIOMC qui est une version de BIO
Ces 5 algorithmes ne sont pas fondés sur les mêmes techniques d’optimisation et peuvent
ne pas fournir les mêmes résultats. L’algorithme BIO est par exemple basé sur la méthode
de région de confiance tandis que l’algorithme CFSQP utilise la méthode de programmation
quadratique séquentielle réalisable.
Un des enjeux principaux lié à l’utilisation de Biogeme est de choisir l’algorithme d’opti-
misation avec lequel les estimations vont être effectuées. Chacun d’entre eux a ses propres
avantages et inconvénients et plusieurs recommandations sont émises quant à leur utilisa-
tion [6]. Tant qu’il n’y a pas de contraintes liant les variables du problème d’optimisation,
il est conseillé d’estimer les paramètres avec l’algorithme BIO mais dès lors que certaines
sont incluses ou que BIO est lent, l’utilisation de CFSQ ou de DONLP2 est plus adaptée.
Lorsque tous les autres algorithmes échouent à estimer les paramètres, SOLVOPT permettra
d’obtenir des solutions.
Lors de l’estimation des paramètres et dans les algorithmes d’optimisation utilisés pour cet
objectif, les variables sont les différents paramètres de la fonction d’utilité et les attributs
des itinéraires deviennent les constantes. On est dans le cas inverse de la fonction d’utilité
du passager, où les attributs d’une alternative i sont les variables et les coefficients relatifs à
ces variables sont des paramètres de la fonction.
Ainsi, lorsqu’on parle de contraintes liant les paramètres du problème d’optimisation, il s’agit
de contraintes entre les paramètres de la fonction d’utilité et donc des variables du programme
d’optimisation. Un exemple d’une telle contrainte serait ∑PoidsRelatifs = 1 pour les poids
relatifs des différents nids dans un WNL, décrit dans la section 2.1.5.
Dans ce mémoire, les modèles MNL et NL à un niveau de nids sont testés, et ceux-ci ne
présentent pas de telles contraintes. On peut donc utiliser de façon équivalente n’importe
lequel des 5 algorithmes, une solution sera trouvée. Finalement, les paramètres seront estimés
avec l’algorithme CFSQP. Celui-ci fournit en effet les meilleurs résultats sur l’ensemble des
modèles testés.
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3.3.2 Présentation pratique
Afin de réaliser les estimations, Biogeme prend en input deux fichiers. Le rôle du premier
est de décrire la fonction d’utilité de chaque alternative, le modèle considéré ainsi que les
paramètres à estimer. Le second contient les données à partir desquelles l’estimation aura
lieu.
Une fois les estimations effectuées, il renvoie plusieurs données statistiques : des résultats
génériques, décrites dans le tableau 3.3 et des statistiques associées aux estimateurs des co-
efficients, décrites dans le tableau 3.4. On pourra alors comparer les différents modèles en
fonction de leurs résultats statistiques.
Tableau 3.3 Statistiques génériques fournies par Biogeme
Statistique Nom Définition Remarques
Vraisemblance
nulle
L0 L0 = ∑n 1/|Jn| Jn : ensemble de choix de l’observation nVraisemblance d’un modèle logit dans lequel
Vi = 0, ∀i ∈ Jn
Vraisemblance fi-
nale
L∗ Vraisemblance de l’échantillon pour le modèle
estimé. On cherche à maximiser cette valeur.
Comme ici les valeurs sont négatives, à toutes
choses égales par ailleurs, plus L∗ est grande
et proche de 0, plus le modèle est ajusté aux
données.
Test de vraisem-
blance
−2 · (L0 − L∗) Comparée à une valeur critique (χ2α,K où le
choix de α est arbitraire), ce test permet de
rejeter ou d’accepter le modèle estimé face au
modèle nul.
ρ2 ρ2 ρ2 = 1− L∗/L0 0 ≤ ρ2 ≤ 1. Puisque l’objectif est de faire
tendre L∗ vers 0, à toutes choses égales par
ailleurs, un modèle est plus adapté lorsque ρ2
tend vers 1.
ρ2 ajusté ρ¯2 ρ¯2 = 1− L∗−K
L0 K correspond ici au nombre de paramètres
estimés. Cette mesure permet de prendre en
compte les degrés de liberté du modèle, c’est-
à-dire le nombre de paramètres à estimer.
Norme du gra-
dient
∇L Gradient de la vraisemblance en les valeurs
estimées des paramètres. Lorsqu’il n’y a pas
de contraintes, cette valeur devrait être proche
de 0.
Certains des résultats statistiques donnés par le logiciel sont issus de tests d’hypothèse. Un
test d’hypothèse [18] est une méthode statistique consistant à confirmer ou non une hypo-
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Tableau 3.4 Statistiques des coefficients fournies par Biogeme
Statistique Nom Définition Descriptions
Valeur estimée βk Valeur estimée du coefficient
Ecart-type Ro-
buste
σk Racine carrée du kieme élément de la diagonale de
la matrice variance/covariance. Cette valeur étudiée
seule n’a pas de signification, elle doit être mise en
relation avec la valeur estimée du coefficient.
T-Statistique ro-
buste
tk tk = βˆk/σˆk Cette statistique permet de faire des tests d’hypo-
thèse, pour lesquels l’hypothèse nulle H0 consiste à
poser βk = 0
Valeur-p p 2(1−φ(tk)) φ correspond à la fonction de répartition de la loi
standard normale. Cette valeur, au delà de 0.05 si-
gnifie que le coefficient n’est pas différent de 0, au
sens statistique.
thèse statistique en fonction d’un échantillon de données. Il est possible de réaliser un test
d’hypothèse pour la valeur d’un paramètre, la forme d’une distribution, etc. Les hypothèses
sont formulées dans un premier temps, puis le test est réalisé. Ici, les tests d’hypothèse sont
principalement réalisés sur les valeurs des paramètres β.
Les deux hypothèses considérées dans ce cas sont l’hypothèse nulle définie par H0 : β = 0 et
l’hypothèse bilatérale alternative définie par : H1 : β 6= 0. On teste ici si le paramètre est nul,
mais il est également possible de tester s’il est égal à une autre valeur.
On définit α un seuil critique ou seuil de signification du test dont la définition dépend du
type de test réalisé. On compare les résultats statistiques du test obtenus avec une valeur
calculée à partir de α, ce qui indiquera si l’hypothèse H0 doit être rejetée ou non.
Les deux sections suivantes présentent les deux types de modèles estimés avec le logiciel,
dont la fonction d’utilité est décrite dans les équations (3.2) et (3.3). Les valeurs des coef-
ficients obtenues et les résultats statistiques génériques et spécifiques aux coefficients seront
également présentés.
3.4 Modèle Multinomial Logit
Ce modèle de choix discret a été présenté dans le chapitre 2. Les fonctions d’utilité des deux
modèles testés sont décrites dans les équations (3.2) et (3.3), et on rappelle ci-dessous la
45
probabilité de choisir une alternative i de l’ensemble de choix J :
Pi =
eVi∑
j∈J eVj
. (3.4)
Les résultats des estimations sont présentés dans les tableaux 3.5 pour les valeurs statistiques
génériques et 3.6 pour les valeurs associées aux coefficients.
3.4.1 Analyse des résultats génériques
On s’intéresse dans ce paragraphe aux résultats statistiques génériques des estimations décrits
dans le tableau 3.5.
Tableau 3.5 Résultats statistiques génériques pour le modèle MNL
Résultats Modèle 1Variables binaire pour escales
Modèle 2
Variable entière pour escales
K 10 10
L0 -938.482 -938.482
L∗ -609.894 -616.962
−2 · (L0 − L∗) 657.175 643.040
ρ2 0.350 0.343
ρ¯2 0.339 0.332
∇L 6.026e-03 4.766e-03
Test de vraisemblance
Pour chacun des deux modèles, il y a 10 paramètres à estimer, soit 10 degrés de liberté. On
tolère la plus petite valeur d’erreur α possible, soit 0.005, et on compare la valeur du test de
vraisemblance fournie par Biogeme avec une loi du χ2.
On a χ20.005,10 = 25.19 [18] et pour les deux modèles −2 · (L0 − L∗)  χ20.05,10. L’hypothèse
H0 : β = 0 est donc rejetée, et les deux modèles sont plus adaptés aux données que le modèle
nul. On remarque également que la valeur du test de vraisemblance pour le premier modèle
est supérieure à celle pour le deuxième modèle. Le premier fournit donc de meilleurs résultats
par rapport à ce critère, puisque l’objectif est de le rendre supérieur à la valeur du χ2. Plus
la valeur du ratio est grande, plus le modèle est adapté aux données.
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Autres résultats statistiques
L’objectif étant de maximiser la fonction de vraisemblance, et donc de faire tendre L∗ vers 0,
le modèle (3.2) fournit de meilleurs résultats que le modèle (3.3), pour cette valeur statistique.
De même, les valeurs du ρ2 et du ρ¯2 sont plus proches de 1 pour le premier modèle que pour
le second. En revanche, on remarque que la norme du gradient du deuxième modèle est
inférieure à celle dans le premier modèle. Celui-ci est donc moins bon, par rapport à cette
valeur statistique mais la différence n’est pas très marquée.
Les deux modèles fournissent donc des résultats statistiques génériques très similaires et il ne
semble pas y avoir pour l’instant un modèle qui se distingue de l’autre. On s’intéresse alors
aux estimations des coefficients.
3.4.2 Analyse des résultats des coefficients
On se concentre dans un premier temps sur l’influence du rang dans la fonction d’utilité, puis
sur les autres attributs des itinéraires pris en compte dans les modèles. Les deux modèles
fournissent des résultats très similaires décrits dans le tableau 3.6, tant sur les signes de
coefficients que sur leur valeur estimée et leur valeur-p. On peut donc se concentrer sur le
premier modèle pour interpréter les résultats obtenus dans les deux cas.
Le rang
On constate tout d’abord que l’hypothèse βr = 0 est rejetée lors du test d’hypothèse effectuée
sur βr, la valeur-p est en effet de 0.00. L’hypothèse principale supposant que le rang fait partie
des critères influençant le choix du passager est donc validée par cette valeur.
De plus, l’influence du rang dans la décision du passager, c’est-à-dire la contribution dans la
fonction d’utilité est plus grande que celle de l’heure de départ et que celle du prix. Pour se
rendre compte de ce phénomène, on multiplie le coefficient estimé par un ordre de grandeur
de l’attribut associé. Cette singularité permet de justifier, en plus d’une valeur-p à 0.00,
l’hypothèse de considérer le rang dans la fonction d’utilité du voyageur.
Enfin, la valeur du coefficient βr obtenue est négative, ce qui correspond à l’intuition initiale
sur l’influence de la position des itinéraires dans l’affichage sur le choix du passager. Plus
le rang augmente, c’est-à-dire moins l’itinéraire est bien classé et donc plus il sera proposé
tardivement au passager, plus le coût d’attente de l’information augmente et moins le passager
est satisfait.
Le rang a donc une influence non négligeable dans la prise de décision du passager mais ce
n’est pas le seul critère.
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Tableau 3.6 Résultats statistiques sur les coefficients du modèle MNL
Modèle Modèle 1Variable binaire pour escales
Modèle 2
Variable entière pour escales
Coefficient Valeur Estimée valeur-p Valeur Estimée valeur-p
βDII 0.260 0.14 0.272 0.13
βDIII 0.470 0.03 0.450 0.04
βd -0.243 0.00 -0.235 0.00
βj -3.38 0.01 -3.33 0.00
βo -1.55 0.03 -1.50 0.03
βpj 0.0000911 0.87 0.0000718 0.89
βpo 0.00101 0.01 0.000966 0.01
βpy -0.0000746 0.87 -0.0000662 0.89
βr -0.151 0.00 -0.162 0.00
β21 -2.95 0.00
βcx -1.00 0.01
Autres critères de décision du passager
À la vue des valeurs-p des coefficients associés aux variables relatives à l’heure de départ, il
semble que cet attribut contribue si le premier vol de l’itinéraire part dans la soirée, ce qui
n’est pas le cas s’il part pendant la journée. Le signe positif des deux coefficients indique qu’un
itinéraire partant dans la journée va augmenter la satisfaction du passager, par rapport à un
itinéraire partant le matin. Toutefois, la valeur et le signe de ces coefficients dépendent de
l’ensemble des données et des marchés considérés. Si l’on considère par exemple un passager
souhaitant partir de Montréal vers l’Europe, tous les itinéraires disponibles partent le soir,
donc les coefficients relatifs au matin et à la journée n’ont pas lieu d’être. Nous avons consi-
déré ici un ensemble de données diversifiées, reliant des paires de villes situées autant à l’est
qu’à l’ouest, nous avons donc introduit des variables dans la fonction d’utilité du passager
pour toutes les alternatives, pour modéliser l’influence de l’heure de départ.
La durée a une influence non nulle dans la décision du passager puisque sa valeur-p est nulle,
et le coefficient associé est négatif, ce qui corrobore l’intuition que nous pouvions avoir. Plus
la durée d’un itinéraire augmente, plus la satisfaction du passager diminue. Elle contribue du
même ordre de grandeur que le rang dans la fonction d’utilité du passager.
La cabine, décrite par les coefficients βj et βo est non nulle au sens statistique, et sa contribu-
tion est de l’ordre de celle du rang et de la durée. On remarque cependant que les coefficients
sont de signe négatif, ce qui est contre-intuitif. À toutes choses égales par ailleurs, on pen-
serait que le passager est plus satisfait lorsqu’il voyage dans des meilleures cabines que la
cabine économique car celles-ci offrent un meilleur service et imposent moins de restrictions,
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mais ce n’est pas le cas ici. Toutefois, les signes des coefficients associés aux cabines sont à
considérer avec ceux associés au prix.
Les coefficients βpo , β
p
j et βpy , multipliés à une variable binaire indiquant l’appartenance à
une certaine cabine et au prix du billet, permettent de représenter l’influence du prix dans
la décision du passager. Tout d’abord, les valeurs-p associées aux cabines Y et J sont très
supérieures à 5 %, ce qui signifie que ces coefficients ne sont pas différents de 0 au sens sta-
tistique. Le prix d’un itinéraire payé par le passager est de l’ordre de quelques centaines de
dollars, ou quelques milliers si l’on voyage dans une meilleure cabine. Multiplié par la valeur
des coefficients, on obtient l’ordre de grandeur de la contribution du prix pour les cabines Y
et J dans la fonction d’utilité qui est de 10−3 ou 10−2, ce qui reste bien inférieur aux autres
contributions, plutôt de l’ordre de 10−1 ou 10. Ce résultat affermit les interprétations menées
avec les valeurs-p.
Le signe négatif de βpy est intuitif : plus le prix augmente, moins le passager souhaitant voya-
ger en classe économique sera satisfait. Ce n’est pas le cas pour les cabines J et O, où le
passager semble plus satisfait de payer plus cher. Ce phénomène peut être expliqué par le
type de passager effectuant leur réservation par l’intermédiaire des centres d’appel. On peut
supposer qu’ils sont moins sensibles au prix que d’autres car ceux-ci iraient sur des plate-
formes adaptées, où la comparaison des itinéraires par leur prix est facilitée. Pour la cabine
O, le coefficient est non différent de 0 au sens statistique, et il contribue de manière similaire,
en valeur aux autres attributs.
Les valeurs des coefficients associés au prix sont ainsi positives, mais celles pour la cabine
sont négatives et si le passager voyage dans une meilleure cabine, le prix payé sera plus élevé.
Enfin, le nombre d’escales est également un critère de choix du passager, et le signe du coeffi-
cient associé à la variable montre que plus le nombre d’escales de l’itinéraire augmente, plus
la satisfaction du passager diminue. Ce résultat, de la même manière que la durée ou le rang,
confirme la perception que nous pouvions avoir. On peut supposer une certaine corrélation
entre la durée et le nombre d’escales, puisque si le nombre d’escales augmente, la durée de
l’itinéraire augmente. Mais cette propriété n’est pas réciproque, d’où l’utilisation de deux
attributs différents dans la fonction d’utilité. La concurrence entre deux itinéraires à une
escale est probablement plus grande qu’entre un itinéraire direct et un itinéraire à une escale,
mais le modèle MNL ne permet pas de rendre compte de ce phénomène. Il suppose en effet
que la concurrence entre les itinéraires est uniforme.
Afin de considérer les possibles corrélations entre les itinéraires, on étudie un modèle nested
logit à un niveau de nids. Compte-tenu de la similitude des résultats génériques des deux
modèles et des valeurs des coefficients obtenues, on considèrera uniquement pour la suite le
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premier modèle défini par l’équation (3.2).
3.5 Modèle Nested Logit à un niveau de nid
Plusieurs types de concurrence peuvent apparaître entre les alternatives. On estime plusieurs
modèles nested logit, où chacun diffère de l’autre par le type de nids considérés.
On regroupe dans un premier temps les alternatives par heures de départ, en divisant la
journée en trois périodes. La figure ?? représente la séparation en plusieurs nids des alter-
natives d’un ensemble de choix pour une réservation en fonction de leur heure de départ.
Cette structure en nids repose sur la variété des ensembles de choix décrite précédemment :
dans certains cas, les itinéraires commencent tous dans la même période. De plus, il semble
légitime de considérer que des itinéraires partant le matin sont plus en concurrence entre eux
qu’un itinéraire partant le matin et un autre le soir.
Ensemble J des alternatives
Nid1 : Matin
Alt1 Alt2 Altk
5am-10am
Nid2 : Journée
Altk+1 Altk2
10am-4pm
Nid3 : Soir
Altk2+1 Alt|J|
4pm-1am
Figure 3.2 Modèle nested logit à un niveau de nid sur les heures de départ
On réalise une seconde estimation en regroupant les alternatives des ensembles de choix en
fonction de la cabine proposée. Le modèle associé est représenté sur la figure ??. En fonction
du type de passager, certains itinéraires selon la cabine associée peuvent être plus importants
que d’autre.
Enfin, on réalise une dernière estimation en regroupant les alternatives en fonction de leur
nombre d’escales, que l’on appelle également niveau de service. La figure ?? schématise cette
structure. Cet attribut intervient sous forme de variables binaires dans la composante déter-
ministe de la fonction d’utilité. Ici, on aura deux nids : un nid pour les itinéraires ayant une
seule escale, sachant que l’itinéraire le plus court disponible en a également une seule. Le
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Ensemble J des alternatives
Nid1 : Cabine J
Alt1 Alt2 Altk
Nid2 : Cabine O
Altk+1 Altk2
Nid3 : Cabine Y
Altk2+1 Alt|J|
Figure 3.3 Modèle nested logit à un niveau de nid sur les cabines
deuxième nid regroupe les itinéraires ayant au moins deux escales tandis que le plus court
n’en a qu’une seule.
Ensemble J des alternatives
Nid1 : x11 = 1
Alt1 Alt2 Altk
Nid2 : x21 = 1
Altk+1 Altk2
Figure 3.4 Modèle nested logit à un niveau de nid sur le niveau de service
3.5.1 Analyse des résultats génériques
Le tableau 3.7 recense les résultats statistiques génériques obtenus pour les estimations des
trois modèles nested logit testés. La dernière ligne intitulée Diagnostic, ajoutée par rapport
aux résultats MNL précise l’état final de l’algorithme.
On voit tout d’abord que l’estimation du troisième modèle ne converge pas, et que la norme
du gradient de la fonction de vraisemblance est très supérieure à 0 par rapport à celle obtenue
avec les deux autres modèles. Ce modèle ne fournit pas des résultats satisfaisants, regrouper
les alternatives par cabine n’est donc pas adapté aux données pour analyser le comportement
du passager.
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Tableau 3.7 Résultats statistiques génériques des modèles NL
Statistique Modèle 1Heure de départ
Modèle 2
Niveau de service
Modèle 3
Cabine
K 13 12 13
L0 -938.482 -938.482 -938.482
L∗ -609.073 -608.849 -601.476
−2(L0 − L∗) 658.818 659.265 674.013
ρ2 0.351 0.351 0.359
ρ¯2 0.337 0.338 0.345
∇L 8.425e-03 3.397e-03 3.534e+03
Diagnostic Normale Normale Iterations bloquées
Les résultats obtenus pour les modèles 1 et 2 sont presque identiques pour toutes les statis-
tiques génériques. On a, d’après [18], χ20.05,13 = 29.82 et χ20.05,12 = 28.30, et −2 · (L0 − L∗)
χ20.05,10 pour les deux modèles qui sont donc plus ajustés aux données que le modèle nul.
La valeur des ρ2 indique que les deux modèles permettent d’expliquer environ 34% du lo-
garithme de la fonction de vraisemblance initiale ce qui est un bon résultat si l’on compare
avec d’autres modèles de la littérature.
Les résultats génériques très similaires des deux modèles ne permettent pas de dire pour
l’instant si un modèle est fondamentalement meilleur que l’autre. On analyse les valeurs des
coefficients estimés et les statistiques associées.
3.5.2 Analyse des résultats des coefficients
Le tableau 3.8 présente les résultats relatifs aux coefficients des estimations pour les trois
modèles. Avec l’étude ci-dessus, on peut se limiter à l’analyse des deux premiers modèles
puisque le troisième ne fournit pas de résultats utilisables.
On remarque tout d’abord, sans considérer les coefficients µ spécifiques aux modèles NL,
qu’il y a plus de coefficients non différents de 0 au sens statistique dans ces modèles NL par
rapport aux modèles MNL.
Rang
Le coefficient associé au rang reste significatif. Sa valeur-p à 0.00 permet de confirmer l’hy-
pothèse que le choix du passager est influencé par la position des itinéraires dans l’ordre
d’affichage et de valider l’hypothèse principale.
On peut remarquer que la contribution du rang dans la satisfaction du passager est réduite
d’un facteur 10 lorsque l’on passe du premier au deuxième modèle. C’est également le cas
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Tableau 3.8 Résultats statistiques des coefficients pour les modèles NL
Nids
Heure de départ
Nids
Niveau de service
Nids
Cabine
Coefficient Valeur-p Coefficient Valeur-p Coefficient Valeur-p
βDII 0.0309 0.92 0.0287 0.32 0.00723 0.21
βDIII 0.323 0.30 0.0543 0.16 0.0175 0.00
βd -0.222 0.00 -0.0279 0.05 -0.00875 0.02
βj -3.00 0.02 -0.405 0.03 -3.14 0.00
βo -1.42 0.04 -0.187 0.07 -0.620 0.04
βpj 0.0000707 0.89 0.0000114 0.87 0.0000532 0.23
βpo 0.000940 0.02 0.000122 0.06 0.000210 0.02
βpy -0.0000534 0.90 -0.00000888 0.88 0.0000129 0.44
βr -0.138 0.00 -0.0187 0.00 -0.00603 0.05
β21 -2.70 0.01 -5.23 0.00 -0.113 0.13
µnid1 1.14 0.52 8.38 0.03 12.4 0.16
µnid2 1.05 0.80 2.46 0.05 24.8 0.05
µnid3 1.25 0.38 27.3 0.03
de la durée, de la cabine et d’un départ de l’itinéraire le soir. Par rapport à ces attributs,
la contribution du rang dans la décision reste comparable en ordre de grandeur, elle le de-
vient par rapport au prix alors qu’elle était supérieure avec le premier modèle, et elle devient
inférieure à celle du nombre d’escales.
Autres coefficients
On observe dans un premier temps que les signes des coefficients obtenus avec ces modèles
sont identiques à ceux obtenus avec le modèle MNL. Les interprétations relatives aux signes
sont analogues à celles de la section 3.4.2.
Comme on l’a énoncé ci-dessus, la contribution de certains coefficients des attributs comme
le départ en soirée, la durée ou encore la cabine de l’itinéraire proposé diminue d’un facteur
10 dans la fonction d’utilité du passager. En revanche, celle du prix reste identique, elle
augmente donc d’un modèle à l’autre par rapport aux autres attributs.
Mesures de corrélation
L’amélioration d’un modèle NL par rapport au modèle MNL est qu’il autorise plus de cor-
rélations entre les alternatives, par l’intermédiaire de leur regroupement dans plusieurs nids.
Le coefficient µ d’un nid permet de mesurer le degré de corrélation entre les composantes
aléatoires des fonctions d’utilité respectives de chaque alternative du même nid. Il est minoré
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par 1, non majoré et plus sa valeur est grande, plus les corrélations sont importantes.
Une valeur de 1 pour un nid correspondrait à l’absence de corrélations à l’intérieur de ce nid,
ce qui équivaudrait à considérer un modèle MNL. La valeur-p obtenue pour ces coefficients
est basée sur le test d’hypothèse qui considère comme H0 : µ = 1.
Les valeurs des µ des trois nids du premier modèle sont légèrement supérieures à 1, et leur
valeur-p largement supérieure à 5%. On peut donc conclure qu’il existe une faible corrélation
entre les alternatives partant à une même période de la journée.
En revanche, pour le deuxième modèle, les deux mesures de corrélation des deux nids res-
pectifs sont différentes de 1 au sens statistique et les valeurs estimées des coefficients sont
grandes. La concurrence entre deux alternatives avec une escale ou avec deux escales est donc
plus forte qu’entre une alternative avec une escale et une alternative avec deux escales. On
observe que la corrélation entre les itinéraires à une escale est plus grande que celle entre les
itinéraires à deux escales.
Finalement, les résultats semblent meilleurs si l’on considère une structure en nids par niveau
de service par rapport à une structure par heure de départ. Les statistiques génériques sont
très proches mais les valeurs-p des coefficients sont plus satisfaisantes et les valeurs des me-
sures de corrélation suggèrent une meilleure évaluation des corrélations lorsque les itinéraires
sont regroupés en fonction de leur niveau de service.
3.6 Évaluation des probabilités
Les valeurs estimées des coefficients de la fonction d’utilité du passager permettent d’évaluer
la probabilité pour chacune des alternatives d’un ensemble de choix qu’elle soit choisie. On
étudie les valeurs de ces probabilités pour les différents modèles testés.
Les figures 3.5 et 3.6 correspondent à deux observations extraites du jeu de données, pour
lesquelles on a calculé les probabilités de choix lorsque la fonction d’utilité est définie par
l’équation (3.2) pour les modèles MNL, NL par heure de départ et NL par nombre d’escales.
Les valeurs des probabilités sont cohérentes, puisque les itinéraires ayant un prix élevé ont une
probabilité très faible d’être choisis et les premiers itinéraires sont ceux avec la plus grande
probabilité. On observe dans les deux cas que la probabilité du second itinéraire est très
faible par rapport à celle du premier ou du troisième. Cet itinéraire est en fait physiquement
identique au premier mais il diffère par la cabine proposée, et donc le prix, ce qui explique
une si faible probabilité de choix pour une position aussi élevée.
Les valeurs des probabilités sont très proches avec les trois modèles testés pour les deux
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Figure 3.5 Calcul des probabilités de choix pour une observation
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observations. Les écarts de probabilité sont très faibles pour les modèles sur l’ensemble des
observations ce qui ne permet pas de distinguer un modèle d’un autre.
Finalement, pour modéliser le comportement du passager, on a estimé deux types de mo-
dèles : le modèle multinomial logit et le modèle nested logit. On a testé dans un premier
temps plusieurs définitions de la composante déterministe de l’utilité puis différentes façons
de regrouper les alternatives d’un même ensemble de choix.
L’estimation des différents modèles permet de montrer, avec les valeurs des tests de vrai-
semblance fournies par le logiciel d’estimation dans un premier temps que l’hypothèse de
considérer un modèle nul ou l’absence de modèle est rejetée puis dans un deuxième temps
que le rang a un impact significatif dans la fonction d’utilité du passager.
Les résultats obtenus avec les modèles NL montrent qu’il existe une corrélation entre les
composantes non observables de la fonction d’utilité des alternatives, et que cette corrélation
est d’autant plus marquée que les alternatives sont regroupées en fonction de leur nombre
d’escales. Les contributions des attributs évoluent d’un facteur 10 pour certains lorsque l’on
considère le nested logit par niveau de service, mais la position des valeurs-p par rapport à
5% reste la même d’un modèle à l’autre.
En comparant les statistiques génériques, on peut dire que parmi les modèles MNL et les mo-
dèles NL par niveau de service ou par heure de départ, aucun n’est significativement meilleur
qu’un autre. On analyse également les valeurs des probabilités de choix des itinéraires issues
de ces modèles pour les observations, et l’on remarque que celles-ci sont cohérentes et simi-
laires pour les différents modèles.
Les modèles sont équivalents, et l’on considérera dans la suite du mémoire la fonction d’utilité
(3.2) et le modèle MNL pour évaluer les probabilités de choix des itinéraires d’un ensemble
proposé au passager.
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Figure 3.6 Calcul des probabilités de choix pour une deuxième observation
57
CHAPITRE 4 ALGORITHME D’OPTIMISATION
Dans le chapitre précédent, on a estimé les paramètres de la fonction d’utilité à partir de
laquelle on peut évaluer la probabilité de choix de chacune des alternatives proposée au pas-
sager en fonction de ses attributs comme sa durée, son heure de départ ou sa position dans le
système de réservation. C’est sur ce dernier attribut qu’on se concentre et que l’on fait varier
dans ce chapitre.
On veut donc trouver l’affichage et plus précisément les positions des itinéraires qui maxi-
misent les revenus espérés de la compagnie sur chaque réservation qui dépendent des proba-
bilités de choix. On présente dans ce chapitre la modélisation du programme d’optimisation,
l’algorithme de résolution développé ainsi que les résultats obtenus.
4.1 Programme d’optimisation à résoudre
L’objectif du programme d’optimisation à résoudre consiste en la maximisation des revenus
espérés du transporteur sur chaque affichage du système de réservation. Les valeurs numé-
riques intervenant dans le programme, telles que la valeur des probabilités de choix, sont donc
propres à chaque réservation, c’est-à-dire chaque appel de passager. Les sections suivantes
présentent la modélisation du programme mathématique ainsi que l’étude de ses propriétés
pour le résoudre.
4.1.1 Écriture du programme d’optimisation
Pour une réservation, l’ensemble de choix est construit à partir des itinéraires disponibles
désagrégés sur les différentes cabines ouvertes. Dans ce chapitre, nous serons amenés à utiliser
l’ensemble de choix défini de cette façon, mais également un ensemble de choix réduit dans
lequel on regroupe les mêmes itinéraires aux cabines différentes. On note J l’ensemble de
choix complet et Jr l’ensemble réduit. On introduit les deux dimensions suivantes :
• Ω = |J | le nombre d’itinéraires dans J
• ω = |Jr| qui correspond au nombre de positions possibles pour un itinéraire dans
l’affichage.
On a vu dans le chapitre précédent qu’en notant Vi la composante déterministe de la fonction
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d’utilité du passager pour l’itinéraire i ∈ J et Pi la probabilité de choisir l’itinéraire i, on a :
Pi =
eVi∑
j∈J eVj
. (4.1)
Avec les résultats obtenus au chapitre précédent pour l’estimation des coefficients de la fonc-
tion d’utilité pour un modèle MNL, on écrit :
Vi =− 0.243 · di − 0.151 · ri
− 1.55 · δO − 3.38 · δJ
+ 0.00101 · δO · pi + 0.0000911 · δJ · pi − 0.0000746 · δY · pi
− 2.95 · x21 + 0.260 · xDII + 0.470 · xDIII .
(4.2)
Dans notre contexte, les attributs des alternatives i ∈ J sont fixés exceptée leur position dans
l’affichage ri qui sont les variables du problème d’optimisation. On décompose alors Vi en
deux parties, une composante constante dans le programme d’optimisation V ′i fonction des
attributs fixés et une composante variable :
Vi = V ′i + βr · ri . (4.3)
Avec la décomposition (4.3), la probabilité Pi devient :
Pi =
eV
′
i+βrri∑
j∈J e
V ′j+βrrj
= e
V ′i eβrri∑
j∈J e
V ′j eβrrj
= Kie
βrri∑
j∈J Kjeβrrj
(4.4)
où Ki = eV
′
i est une constante spécifique à l’alternative i.
On introduit les notations suivantes :
• AJ l’ensemble des affichages possibles pour un ensemble de choix J
• a ∈ AJ un affichage réalisable
• R(a) le revenu associé à un affichage a
• rai le rang de l’itinéraire i ∈ J dans l’affichage a ∈ A
• Li l’ensemble des vols décrivant l’itinéraire i
• P ai la probabilité de choisir l’itinéraire i dans l’affichage a
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On note Ri le revenu d’un itinéraire i pour le transporteur. Le revenu espéré d’une configu-
ration a ∈ AJ , en notant R′i = RiKi = RieV ′i est défini par :
R(a) =
∑
i∈J
Ri × P ai
=
∑
i∈J
Ri · Kie
βrrai∑
j∈J Kje
βrraj
=
∑
i∈J RiKieβrr
a
i∑
j∈J Kje
βrraj
=
∑
i∈J R′ie
βrrai∑
j∈J Kje
βrraj
.
(Opt revenus)
Tous les itinéraires décrits par des vols différents ont une position différente dans l’affichage
et les alternatives qui diffèrent uniquement par la cabine ouverte ont même position. Le
programme non linéaire à résoudre est modélisé ci-dessous et sa solution est l’affichage a∗ qui
maximise le revenu espéré associé R∗.
max
a∈A
R(a) = max
a∈A
∑
i∈J R′ie
βrrai∑
j∈J Kje
βrraj
s.c. 1 ≤ rai ≤ ω ∀i ∈ J (1)
rai 6= raj ∀i, j ∈ J tels que Li 6= Lj (2)
rai = raj ∀i, j ∈ J tels que Li = Lj (3)
rai ∈ N ∀i ∈ J (4)
(4.5)
La contrainte (2) permet d’assurer que les itinéraires physiquement différents ont tous une
position différente dans l’affichage et la contrainte (3) permet d’assurer que les mêmes itiné-
raires avec des cabines différentes ont même position dans l’affichage.
Au contraire de ces deux contraintes qu’il est possible de linéariser, la fonction objectif du
programme n’est pas linéaire et on étudie ses propriétés de convexité au prochain paragraphe.
Le programme à résoudre s’inscrit donc dans le cadre plus large des modèles non linéaires. En
fonction de leurs propriétés de convexité, ces modèles peuvent être résolus avec des méthodes
particulières.
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4.1.2 Propriétés de convexité
Puisque le programme d’optimisation à résoudre est un problème de maximisation, on étu-
die en priorité la concavité de la fonction objectif. Si celle-ci est concave, la recherche d’un
optimum global sera facilitée.
Le programme d’optimisation est spécifique à chaque réservation puisque l’on veut maximiser
les revenus espérés pour chacune d’entre elles, successives dans le temps. Les valeurs numé-
riques des attributs varient d’une réservation à l’autre et le revenu espéré d’un affichage aussi.
Lorsque l’ensemble de choix est constitué de Ω itinéraires, la fonction objectif est définie en
dimension Ω > 2 : le vecteur position possède Ω composantes et l’étude analytique de ses
propriétés de convexité est difficile. On réalise donc une étude graphique de la fonction pour
plusieurs réservations en dimensions 1 et 2.
En dimension k, on fixe les positions de Ω− k itinéraires et on fait varier les positions de k
itinéraires entre 1 et ω. On évalue la valeur de la fonction objectif pour les affichages générés
par ce vecteur de positions et on la place sur le graphique.
On voit sur la figure 4.1 que la fonction objectif peut être convexe ou concave sur la figure
4.2 en dimension 1, en fonction de l’observation considérée.
On observe un même comportement en dimension 2 : la fonction objectif peut être convexe
comme c’est le cas sur la figure 4.3, concave comme sur la figure 4.4 ou ni concave ni convexe,
sur la figure 4.5.
Il n’existe donc aucune propriété globale sur la convexité ou concavité globale de la fonction
objectif en dimension 1 ou 2, et on peut conjecturer un résultat identique dans une dimension
supérieure. La fonction objectif n’a donc pas de propriétés particulières de concavité qui per-
mettraient de résoudre le programme d’optimisation (4.5) avec des méthodes d’optimisation
convexe connues.
4.1.3 Méthode de résolution exacte exhaustive
Avec l’ensemble de choix J , il existe un nombre fini d’affichages possibles. Une méthode
exacte consisterait donc à énumérer tous les affichages possibles, évaluer le revenu espéré
associé et conserver celui qui a le revenu maximal. L’affichage obtenu sera alors l’affichage
optimal puisque toutes les solutions réalisables sont visitées.
Une solution est appelée un vecteur position et contient les positions de chacun des itiné-
raires. Les itinéraires qui diffèrent par la cabine ont la même position. On construit alors
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Figure 4.1 Fonction objectif à 1D pour une première observation
Figure 4.2 Fonction objectif à 1D pour une deuxième observation
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Figure 4.3 Fonction objectif à 2D pour une première observation
Figure 4.4 Fonction objectif à 2D pour une deuxième observation
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Figure 4.5 Fonction objectif à 2D pour une troisième observation
un vecteur position réduit qui contient les positions des itinéraires agrégés sur les différentes
cabines ouvertes. Il peut être vu comme une liste ordonnée de ω objets numérotés de 1 à
ω. Une telle liste est appelée un arrangement en mathématiques et il y a ω! arrangements
possibles, c’est-à-dire ω! affichages possibles pour une liste à ω alternatives.
La figure 4.6 représente l’évolution des temps de calcul moyens en secondes en fonction du
nombre ω de positions dans l’affichage. Pour chacune des observations, on a considéré des
ensembles de choix réduits de différentes tailles et on a relevé les temps de calcul de la
méthode exacte pour trouver la solution optimale que l’on moyenne pour tracer la courbe
d’évolution. Les temps de calcul explosent lorsque les ensembles de choix contiennent 10 iti-
néraires. Comme ils contiennent en général au moins 10 possibilités, cette méthode n’est pas
envisageable. L’affichage optimal des itinéraires disponibles répondant aux critères de voyage
du passager doit apparaître en un délai court dans le système de réservation.
Finalement, ni des méthodes d’optimisation convexe non linéaire ni une approche exacte de
résolution ne seront développées pour résoudre le programme d’optimisation (4.5) car elles
ne donneraient pas de bons résultats en des temps raisonnables. On a vu ci-dessus qu’un
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Figure 4.6 Temps de calcul moyen de la méthode exhaustive
affichage dans notre contexte est analogue à un arrangement en mathématiques. Le passage
d’un affichage à un autre peut se modéliser par une suite de permutations d’éléments de
l’arrangement et on est alors dans le cas d’un problème d’optimisation combinatoire qui se
résout bien avec la métaheuristique de recherche taboue. On la développe dans la suite et on
décrit dans la section suivante de ce chapitre l’algorithme développé.
4.2 Algorithme de recherche taboue
La section 2.2.2 présentait en détails le principe de cette métaheuristique qui est paramétrée
par cinq critères : la solution initiale, les critères d’arrêt, la mémoire à court terme, la structure
de voisinage et la mémoire à long terme.
On décrit ci-dessous le pseudo-code de l’algorithme ainsi que les différentes valeurs testées
pour chacun des cinq critères. On testera deux algorithmes, un premier que l’on appelle Tabou
court terme qui est une recherche taboue où seule la mémoire à court terme est développée et
un second intitulé Tabou avec mémoire des fréquences où l’on introduit une mémoire à long
terme.
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4.2.1 Algorithme
L’algorithme Tabou Court Terme de recherche taboue prend en input l’ensemble des itiné-
raires disponibles J et leurs attributs ainsi qu’une solution de départ. Il génère deux résultats :
la solution finale qui correspond à un affichage dans le système de réservation ainsi que le
revenu espéré associé à cet affichage.
On travaille avec le vecteur position réduit défini ci-dessus et on définit également une fonc-
tion permettant de retrouver le vecteur position complet à partir du vecteur réduit. Ainsi, si
on a le vecteur position S ci-dessous de dimension Ω, avec S(i) la position dans l’affichage
de l’alternative numérotée i pour i ∈ {1, ..,Ω}, on note s le vecteur réduit de dimension ω et
F la fonction réciproque :
S

1
1
2
2
3
4
5
5
5

s

1
2
3
4
5

F : s 7−→ S
L’introduction d’un tel vecteur réduit permet de s’affranchir des contraintes d’égalité sur les
composantes des solutions lors des permutations et de générer facilement tous les arrange-
ments possibles.
4.2.2 Paramètres de l’algorithme
Le critère d’arrêt est introduit à la ligne 5 de l’algorithme Tabou Court Terme et permet d’in-
terrompre arbitrairement l’exécution de la recherche taboue. On utilise pour l’étude comme
critère d’arrêt un nombre maximal d’itérations. En fonction des résultats obtenus pour diffé-
rentes valeurs de paramètres, on ajustera cette valeur afin de laisser le temps à l’algorithme
d’obtenir la meilleure solution possible.
La solution de départ de la recherche taboue est la solution actuelle fournit par le système
de réservation mais nous analyserons également les résultats obtenus lorsque la solution de
départ est une solution aléatoire.
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1 Solution courante S := S0, réduite s := s0 et revenu R := R(S) = R(S0) ;
2 Meilleure solution S∗ := S0, réduite s∗ := s0 et revenu R∗ := R(S∗) ;
3 Matrice Taboue T := ∅ ;
4 iter = 0 ; // Suivi du nombre d’itérations
5 tant que iter < iterMax faire
6 Solution courante réduite s ;
7 Meilleur voisin s′, S ′ et revenu R′ := 0;
// Exploration du voisinage
8 pour s′′ ∈ N(s) faire
9 S ′′ = T (s′′);
10 R′′ = R(S ′′);
11 si s′′ taboue et R′′ > R∗ et R′′ > R′ alors
12 Meilleur voisin réduit s′ := s′′, complet S ′ := S ′′ et revenu R′ := R′′
13 sinon si s′′ non taboue et R′′ > R′ alors
14 Meilleur voisin réduit s′ := s′′, complet S ′ := S ′′ et revenu R′ := R′′
15 sinon
16 Passer au voisin suivant
17 fin
18 fin
// Déplacement au meilleur voisin
19 s := s′ et S := S ′ et R := R′ ;
20 Actualiser T ;
// Mettre à jour la meilleure solution
21 si R′ > R∗ alors
22 s∗ := s′;
23 S∗ := S ′;
24 R∗ := R′;
25 fin
26 iter := iter + 1 ;
27 fin
Algorithme 4 : Tabou court terme
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Structure de Voisinage
À chaque itération, l’algorithme explore le voisinage de la solution courante afin de trouver son
meilleur voisin. Les lignes 8 à 17 de l’algorithme Tabou Court Terme décrivent l’exploration
de ce voisinage.
Chaque voisin de la solution courante est visité et l’algorithme cherche le meilleur. Celui-ci
répond à un des deux critères suivant :
• Soit il est tabou et le revenu espéré associé est supérieur au meilleur revenu rencontré
jusqu’à présent et est le plus élevé parmi ceux de tous les voisins de la solution courante
• Soit il n’est pas tabou et le revenu espéré associé est le plus élevé parmi ceux de tous
les voisins de la solution courante
On considère les deux façons de définir la structure de voisinage décrites au chapitre 2, qui
sont les plus utilisées avec des arrangements mathématiques : en permutant deux éléments
adjacents ou en permutant deux éléments quelconques de l’arrangement. Cette seconde struc-
ture de voisinage contient donc plus d’éléments que la première pour une solution et son
exploration à chaque itération est plus longue. Il sera intéressant de comparer la qualité des
résultats obtenus conjointement avec les temps de calcul en fonction du nombre d’itérations
pour comparer l’efficacité des deux structures de voisinage. Dans la suite, on fera référence
à la structure de voisinage avec permutation d’éléments adjacents par Nadj et à la structure
avec permutation d’éléments quelconques par Nqcq.
Matrice taboue et mémoire à court terme
La recherche taboue est caractérisée par la mise en place d’une liste ou matrice dite taboue
qui contient une liste de mouvements qu’on ne peut pas effectuer pendant un certain temps.
Un mouvement est défini comme la caractéristique du changement d’une solution à son voisin.
Dans le cas des permutations, ce serait les composantes du vecteur position dont on permute
les valeurs des positions dans l’affichage. La matrice taboue définit donc ici une interdiction
temporaire de faire certains mouvements.
On part d’une solution courante réduite s, et on définit s′ son voisin obtenu par la permutation
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des positions des itinéraires i et j.
s

s(1)
...
s(i)
...
s(j)
...
s(ω)

s′

s′(1)
...
s′(i)
...
s′(j)
...
s′(ω)

=

s(1)
...
s(j)
...
s(i)
...
s(ω)

La liste des mouvements tabous est mise sous la forme d’une matrice de taille ω2 ou les lignes
l et colonnes c correspondent chacune à une composante du vecteur position réduit. La case
(l, c) de la matrice contient le numéro de l’itération jusqu’à laquelle les positions respectives
des alternatives agrégées l et c ne peuvent être permutées. Actualiser la matrice taboue à
la ligne 20 revient à interdire le mouvement effectué de la solution courante à son meilleur
voisin temporairement pendant L itérations, avec L la longueur de la matrice taboue qui
correspond au nombre d’itérations.
La mémoire à court terme renvoie donc au nombre d’itérations pendant lesquelles un mou-
vement déjà effectué est interdit. On peut définir cette valeur de nombreuses manières, mais
une bonne manière connue qui fournit de bons résultats est de prendre la racine carrée de
la taille du voisinage. Avec la structure de voisinage Nadj, on a Ladj =
√
ω − 1 et avec Nqcq,
Lqcq =
√
1/2ω(ω − 1). Afin d’étudier l’influence de la mémoire à court terme sur les temps
de calcul et les solutions obtenues par l’algorithme de recherche taboue, on testera plusieurs
valeurs sur les deux structures de voisinage :
L1 =
√
|N | (4.6)
L2 = |N | (4.7)
L3 = |N |2 (4.8)
En plus de la mémoire à court terme, on peut également introduire une mémoire à long terme
permettant d’intensifier ou de diversifier la recherche.
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Intensification et Diversification
Lorsque l’algorithme tente d’améliorer la solution de départ, il effectue une trajectoire dans
l’espace de recherche qui se définit itération après itération. Il explore ainsi une zone de re-
cherche particulière de l’espace. Les techniques de diversification ont pour objectif de s’éloi-
gner de cette zone de recherche privilégiée tandis que celles d’intensification orientent la
recherche vers cette zone.
Plusieurs techniques de diversification existent mais on s’intéresse uniquement à une d’entre
elles qui peut être adaptée pour l’intensification et qui nécessite l’introduction d’une mémoire
à long terme. L’algorithme Tabou avec mémoire des fréquences décrit la recherche taboue lors-
qu’il y a intensification ou diversification de la recherche. L’introduction de la mémoire à long
terme et des techniques d’intensification et diversification sont visibles aux lignes 8 à 13 de
l’algorithme.
La mémoire à long terme consiste à garder en mémoire les solutions les plus visitées ou les
moins visitées. En pratique, on définit une matrice telle que les lignes correspondent aux
composantes du vecteur position réduit et les colonnes aux différentes positions disponibles
dans l’affichage. La valeur de la matrice en (l, c) est égale au nombre de fois où la compo-
sante l du vecteur réduit - qui correspond à l’alternative numérotée l - a la position c dans
l’affichage sur toutes les solutions courantes visitées jusqu’alors par l’algorithme.
Pour diversifier la recherche, on créé une solution courante à partir de ces informations. Au
bout de q itérations sans amélioration de la meilleure solution, on modifie la solution cou-
rante : on considère pour la première composante la position la moins visitée, pour la seconde
la position la moins visitée différente de la première, et ainsi de suite. Pour l’intensification,
on considère à l’inverse les positions les plus populaires pour chaque alternative.
L’objectif est donc de calibrer les paramètres des deux algorithmes afin d’obtenir la meilleure
solution possible en un temps le plus court possible.
Toutefois, on ne peut pas savoir si la solution obtenue est proche de la solution optimale
lorsque l’on considère l’ensemble de choix complet pour une observation car obtenir cette
dernière prend du temps. En revanche, si l’on travaille sur des ensembles de choix restreints,
on peut trouver la solution optimale en un temps raisonnable avec la méthode exacte. La
méthodologie pour paramétrer le recherche taboue est alors décomposée en deux étapes.
Dans un premier temps, on considère pour différentes observations un ensemble de choix
restreint et on résout en parallèle le programme d’optimisation avec la recherche taboue
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1 Solution courante S := S0, réduite s := s0 et revenu R := R(S) = R(S0) ;
2 Meilleure solution S∗ := S0, réduite s∗ := s0 et revenu R∗ := R(S∗) ;
3 Matrice Taboue T := ∅ ;
4 iter = 0 ; // Suivi du nombre d’itérations
5 iterNoImprov = 0 ; // Suivi du nombre d’itérations sans amélioration
6 tant que iter < iterMax faire
7 si iterNoImprov > q alors
8 OU Construire une solution fréquemment visitée;
9 OU Construire une solution peu visitée;
10 iterNoImprov = 0 ;
11 fin
12 Solution courante réduite s ; // Exploration du voisinage
13 pour s′′ ∈ N(s) faire
14 S ′′ = T (s′′) et R′′ = R(S ′′);
15 si s′′ taboue et R′′ > R∗ et R′′ > R′ alors
16 Meilleur voisin réduit s′ := s′′, complet S ′ := S ′′ et revenu R′ := R′′
17 sinon si s′′ non taboue et R′′ > R′ alors
18 Meilleur voisin réduit s′ := s′′, complet S ′ := S ′′ et revenu R′ := R′′
19 sinon
20 Passer au voisin suivant
21 fin
22 fin
23 s := s′ et S := S ′ et R := R′ ; // Déplacement au meilleur voisin
24 Actualiser T ;
25 si R′ > R∗ alors
26 s∗ := s′;
27 S∗ := S ′;
28 R∗ := R′;
29 iterNoImprov = 0;
30 sinon
31 iterNoImprov := iterNoImprov + 1
32 fin
33 iter := iter + 1 ;
34 fin
Algorithme 5 : Tabou avec mémoire des fréquences
71
pour plusieurs valeurs des paramètres et avec la méthode exacte. On peut alors calibrer l’al-
gorithme pour toutes les observations en comparant les résultats obtenus avec la solution
optimale.
Dans un deuxième temps, on considère les ensembles de choix complets pour chaque réser-
vation et on résout le programme d’optimisation avec la méthode taboue ainsi calibrée. On
obtient alors un affichage qui est une bonne solution du programme d’optimisation mais sans
garantie quant à son optimalité.
4.3 Recherche taboue sur les ensembles de choix restreint
On considère ici des ensembles de choix restreints à 10 positions possibles. C’est donc les
solutions réduites s qui sont des vecteurs de dimension 10 tandis que la taille des solutions
complètes S varie en fonction des observations considérées.
On étudie les résultats obtenus avec la recherche taboue en faisant varier 4 critères : la struc-
ture de voisinage, la mémoire à court terme, la solution initiale et la mémoire à long terme.
On considère chaque réservation individuellement mais on analysera le comportement de
l’algorithme en moyenne. Les calculs de moyenne seront effectués sur l’échantillon des ob-
servations utilisées pour estimer la fonction d’utilité au chapitre 3. Il permet d’analyser
l’évolution des revenus espéré entre l’affichage actuel et celui proposé par l’algorithme mais
aussi de comparer les nouvelles positions des itinéraires et en particulier ceux choisis lors des
réservations.
4.3.1 Structure de Voisinage
On souhaite comparer les résultats obtenus pour les deux structures de voisinage définies
précédemment : celle issue des permutations de deux éléments quelconques Nqcq et celle issue
des permutations de deux éléments adjacents Nadj.
La figure 4.7 présente l’évolution en moyenne du pourcentage d’augmentation et du temps
de calcul de l’algorithme en fonction du nombre d’itérations. On représente par une ligne
continue verte le pourcentage moyen d’augmentation maximale du revenu, obtenu avec la
solution optimale fournie par la méthode de résolution exacte. On résout le problème d’op-
timisation avec l’algorithme Tabou Court Terme pour lequel on considère comme solution
de départ celle fournie par le système de réservation et la racine de la taille du voisinage
pour la longueur de la matrice taboue. À chaque itération, on calcule le pourcentage moyen
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d’augmentation de revenu et le temps de calcul.
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Figure 4.7 Résultats de la recherche taboue
La structure de voisinage Nadj fournit une solution de moins bonne qualité que la structure
Nqcq avec laquelle on atteint la solution optimale en moins de 10 itérations en moyenne. Les
temps de calcul sont cependant bien plus faibles avec Nadj qu’avec Nqcq car le voisinage à
explorer à chaque itération est de plus petite taille.
Si l’on n’améliore aucun critère de la recherche taboue, il est préférable d’utiliser la structure
de voisinage Nqcq pour trouver une bonne solution du programme d’optimisation. On modifie
dans la suite les valeurs des autres paramètres et on analyse les résultats obtenus pour les
deux structures de voisinage.
4.3.2 Mémoire à court terme
Les courbes de la figure 4.7 sont tracées en prenant comme mémoire à court terme la ra-
cine carrée de la taille du voisinage. Avec un vecteur position de ω = 10 composantes,
un mouvement ne peut plus être effectué pendant b|N |c = b√ω − 1c = 3 itérations après
qu’il ait été effectué lorsque l’on travaille avec la structure de voisinage Nadj et pendant
b
√
1/2(ω − 1)ω = 6 itérations avec la structure Nqcq.
On varie la longueur de la matrice taboue selon les trois équations (4.6), (4.7) et (4.8). On
considère dans ces simulations la solution initiale actuelle et on trace les résultats obtenus en
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moyenne avec l’algorithme Tabou Court Terme.
La figure 4.8 présente les résultats obtenus pour différentes longueurs de la matrice taboue
avec Nqcq. La taille de la matrice taboue n’a pas d’influence sur le résultat : les trois courbes
de revenus sont identiques, la solution optimale est atteinte en moins de 10 itérations en
moyenne et en moins de 0.01 seconde pour les 3 longueurs testées.
0 10 20 30 40
Nombre d'iterations 
0.00
0.02
0.04
0.06
0.08
P
o
u
rc
e
n
ta
g
e
 m
o
y
e
n
 d
'a
u
g
m
e
n
ta
ti
o
n
 d
u
 r
e
v
e
n
u
 e
sp
e
re
Revenus pour L = |N|^(1/2)
Revenus L = |N|
Revenus L = |N|^2
Revenus L = |N|^2
Revenus optimum
0.00
0.01
0.02
0.03
0.04
0.05
T
e
m
p
s 
d
e
 c
a
lc
u
l 
(s
)
Temps pour L = |N|^(1/2)
Temps L = |N|
L = |N|^2
L = |N|^2
Figure 4.8 Résultats avec Nqcq et plusieurs longueurs de matrice taboue
La figure 4.9 représente les résultats obtenus avec l’algorithme Tabou Court Terme pour
différentes longueurs de la matrice taboue avec Nadj.
Contrairement à la structure de voisinage Nqcq, la longueur de la matrice taboue a un impact
significatif sur les résultats de l’algorithme de recherche taboue mais ne permet pas, pour les
trois tests, d’atteindre la solution optimale en un temps raisonnable.
Les résultats obtenus avec les trois longueurs sont identiques sur les premières itérations mais
divergent à partir de la sixième itération en moyenne puis la huitième. Lorsque le nombre
d’itérations devient très grand (800), les résultats pour L2 et L3 sont presque identiques.
Finalement, en moyenne, si l’on compare les meilleurs résultats pour les deux structures de
voisinage, en 1000 itérations et 0.09s la solution optimale n’est pas atteinte avec la structure de
voisinage Nadj tandis qu’elle est atteinte en 6 itérations en moins de 0.005s avec la structure
Nqcq quelque soit la longueur de la matrice taboue. On va donc utiliser dans la suite la
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Figure 4.9 Résultats avec Nadj et plusieurs longueurs de matrice taboue
recherche taboue avec les deux structures de voisinage et la longueur égale à la taille du
voisinage. On poursuit avec la structure Nadj car celle-ci présente des temps de calcul très
avantageux pour un même nombre d’itérations par rapport à Nqcq.
4.3.3 Solution initiale
On étudie le comportement de l’algorithme pour différentes solutions de départ. On considère
des réservations individuelles pour lesquelles on choisit la solution du système de réservation
comme solution initiale et d’autres solutions générées aléatoirement.
La figure 4.10 est obtenue à partir des résultats de l’algorithme Tabou Court Terme avec
la structure de voisinage Nqcq sur une observation individuelle et la matrice taboue à une
longueur égale à la taille du voisinage. On remarque tout d’abord qu’on obtient la solution
optimale à partir de toutes les solutions initiales testées mais on ne peut pas conjecturer de
propriétés sur les temps de calcul. L’obtention de la solution optimale peut prendre plus ou
moins de temps avec une solution de départ aléatoire qu’avec la solution actuelle.
Les courbes 4.11 et 4.12 sont obtenues à partir des résultats de l’algorithme Tabou Court
Terme avec la structure de voisinage Nadj. Avec une solution initiale aléatoire, obtenir la
solution optimale est possible : avec 10 positions possibles, il y a au moins 1/10! chances que
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Figure 4.10 Résultats avec Nqcq pour différentes solutions initiales d’une observation indivi-
duelle
la solution optimale soit trouvée avant même de lancer la recherche taboue.
On remarque dans les simulations considérées que la solution optimale n’est cependant pas
atteinte mais qu’on s’en rapproche avec une solution de départ aléatoire. De même qu’avec
la première structure de voisinage, une meilleure solution que celle trouvée avec la solution
de départ connue peut être obtenue en un temps supérieur ou inférieur. Aucune propriété
globale ne peut être conclue à partir de ces observations.
La solution optimale n’est que rarement voire jamais atteinte avec la structure de voisinage
Nadj pour différentes solutions initiales et en autorisant un nombre d’itérations très élevé
tandis qu’elle est obtenue en moins de 10 itérations et environ 0.005s avec la structure Nqcq
quelque soit la solution de départ considérée.
4.3.4 Intensification et diversification
On réalise dans cette section plusieurs simulations en ajoutant dans l’algorithme de recherche
taboue les techniques d’intensification ou de diversification décrites au paragraphe 4.2.2 pour
les deux structures de voisinage. On considère maintenant l’algorithme Tabou avec mémoire
des fréquences pour résoudre le programme d’optimisation. On rappelle la définition de q qui
est le nombre maximal d’itérations autorisées sans amélioration de la meilleure solution.
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Figure 4.11 Résultats avec Nadj pour différentes solutions initiales d’une observation indivi-
duelle
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Figure 4.12 Résultats avec Nadj pour différentes solutions initiales d’une autre observation
individuelle
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Diversification
La figure 4.13 représente les résultats obtenus avec Nqcq pour différentes valeurs de q. La
diversification n’améliore pas les résultats : toutes les courbes sont superposées. L’algorithme
trouve en effet la solution optimale en peu d’itérations, il n’y a donc pas d’itérations sans
amélioration de la meilleure solution avant celle où la solution optimale est atteinte.
0 20 40 60 80
Nombre d'iterations 
0.00
0.02
0.04
0.06
0.08
0.10
0.12
P
o
u
rc
e
n
ta
g
e
 m
o
y
e
n
 d
'a
u
g
m
e
n
ta
ti
o
n
 d
u
 r
e
v
e
n
u
 e
sp
e
re
Revenus sans diversification
Revenus avec diversification, q = 10
Revenus avec diversification, q = 15
Revenus avec diversification, q = 5
Revenus optimum
0.00
0.02
0.04
0.06
0.08
0.10
T
e
m
p
s 
d
e
 c
a
lc
u
l 
(s
)
Temps sans diversification
Temps avec diversification, q = 10
Temps avec diversification, q = 15
Temps avec diversification, q = 5
Figure 4.13 Résultats avec diversification et Nqcq
La figure 4.14 présente les résultats obtenus en considérant la structure de voisinage Nadj.
On voit déjà que l’existence d’une diversification, quelque soit la valeur du nombre maxi-
mal d’itérations autorisé sans amélioration de la meilleure solution, donne en moyenne des
meilleurs résultats que s’il n’y en avait pas.
Toutefois, les temps de calcul augmentent considérablement lorsque l’on ajoute une mémoire
à long terme, ils sont même supérieurs à ceux de la recherche taboue avec Nqcq et sans
diversification, qui elle donne la solution optimale. La diversification, même si elle permet
d’améliorer les résultats obtenus n’est pas satisfaisante pour autant : la solution optimale
n’est pas atteinte et les temps de calcul augmentent.
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Figure 4.14 Résultats avec diversification et Nadj
Intensification
On s’intéresse maintenant aux résultats obtenus en intensifiant la recherche. De même que
pour la diversification, on peut supposer que cette technique ajoutée n’aura pas d’impact sur
la recherche taboue avec Nqcq car la solution optimale est atteinte en peu d’itérations. La
figure 4.15 valide cette hypothèse, puisque les différentes courbes se superposent pour toutes
les valeurs de q testées.
En revanche, la technique d’intensification a un impact dans les résultats de la recherche
taboue avec Nadj. On constate en effet que le pourcentage moyen d’augmentation du revenu
espéré augmente lorsque l’on met en place une technique d’intensification dans l’algorithme
comme on peut le voir sur la figure 4.16, mais la solution optimale n’est pas atteinte.
Si l’on choisit de retourner à la solution la plus visitée au bout d’un certain nombre d’ité-
rations, il est possible qu’après avoir fait plusieurs itérations à partir de cette solution on
revienne à celle-ci ou à une très proche (différente par une ou deux permutation) puisque
les déplacements autorisés sont petits. L’algorithme va alors boucler sur un petit nombre de
solutions.
Ainsi, même en ajoutant des paramètres supplémentaires, les résultats de la recherche taboue
avec Nadj n’atteignent pas ceux obtenus avec Nqcq. Les revenus espérés moyens sont certes
augmentés mais les temps de calcul sont dégradés et la solution optimale n’est pas atteinte.
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Figure 4.15 Résultats avec intensification et Nqcq
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Figure 4.16 Résultats avec intensification et Nadj
80
Lorsque l’on considère les ensembles de choix restreints à 10 itinéraires, on atteint la solution
optimale avecNqcq quelque soit la valeur des autres paramètres tant que le nombre d’itérations
est suffisamment grand. En revanche, la solution optimale n’est presque jamais atteinte avec
Nadj, même pour un grand nombre d’itérations.
Les résultats obtenus dans cette section sont exploités pour faire une première calibration de
la recherche taboue sur les ensembles de choix complets.
4.4 Recherche taboue sur les ensembles de choix complets
On réalise des simulations sur les ensembles complets avec les valeurs des paramètres définies
précédemment, et on ajustera celles-ci afin de trouver la meilleure solution possible en le plus
court temps possible. Avec des ensembles à 10 positions, l’algorithme avec la structure de
voisinage Nqcq atteint la solution optimale en 6 itérations en moyenne et en 0.005 secondes.
Comme on travaille ici avec des ensembles de choix plus grands, les temps de calcul de
l’algorithme seront supérieurs car le voisinage contient plus de solutions à explorer et à
évaluer à chaque itération.
4.4.1 Structure de voisinage
On considère ici l’algorithme Tabou Court Terme avec comme solution de départ celle du sys-
tème de réservation actuelle et comme mémoire à court terme l’équation 4.6. Ces paramètres
permettent de faire une première comparaison des résultats obtenus avec les deux structures
de voisinage. Ils sont représentés sur la figure 4.17.
On observe le même comportement avec les ensembles de choix complets et restreints. L’al-
gorithme de recherche taboue avec le voisinage Nqcq atteint une meilleure solution en peu
d’itérations, comme on peut le voir sur les courbes de la figure 4.17. La recherche avec le
voisinage Nadj n’atteint pas cette meilleure solution, mais sa pente de temps de calcul est
beaucoup moins forte, puisqu’à chaque itération le nombre de solutions à visiter est plus
petit.
On modifie les valeurs des paramètres de la recherche taboue avecNadj pour tenter d’atteindre
la meilleure solution trouvée par Nqcq.
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Figure 4.17 Résultats sur les ensembles de choix complets
4.4.2 Mémoire à court terme
La mémoire à court terme correspond à la période de temps ou d’itérations pendant laquelle
un mouvement est interdit après avoir été effectué. On considère ici les trois valeurs de mé-
moire à court terme définies au paragraphe 4.2.2 pour Nadj. La figure 4.18 représente les
courbes d’évolution des résultats pour les différentes valeurs ainsi que celles de Nqcq afin de
comparer les résultats.
Dans cette simulation, le problème d’optimisation est résolu avec l’algorithme Tabou Court
Terme en partant de la solution du système de réservation. On moyenne ensuite ces valeurs
pour tracer les courbes d’évolution moyenne.
On voit sur la figure 4.18 que la longueur de la matrice taboue a un impact significatif sur
les résultats obtenus par la recherche taboue avec la structure de voisinage Nadj. Sur les trois
valeurs, celle qui donne un meilleur résultat au bout de 300 itérations est celle égale à la taille
du voisinage. On obtient en effet, pour le même nombre d’itérations et des temps de calcul
identiques une augmentation moyenne du revenu espéré de 10.471% avec L = |N | tandis que
l’on a une augmentation moyenne de 2.683% avec L =
√
|N | et 3.711% avec L = |N |2. La
meilleure solution trouvée par Nqcq d’augmentation moyenne du revenu espéré de 19.799%
n’est toutefois pas atteinte.
On relance les estimations sur ce critère, en permettant 1000 itérations et les résultats sont
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Figure 4.18 Résultats avec Nadj et plusieurs longueurs de matrice taboue
présentés sur la figure 4.19. La meilleure solution n’est pas atteinte non plus, et les temps de
calcul deviennent importants : pour 1000 itérations, le revenu espéré est augmenté d’environ
13.3% au bout de 2.09 secondes de calcul. Même en augmentant le nombre d’itérations à
2000, on ne trouve pas la solution optimale avec la taboue Nadj paramétrée sur ces valeurs.
Modifier la longueur de la matrice taboue permet d’améliorer les résultats de l’algorithme
lorsque l’on travaille avec la structure de voisinage Nadj mais cela ne permet pas d’atteindre
la meilleure solution trouvée avec Nqcq en peu d’itérations.
4.4.3 Solution initiale
On s’intéresse aux résultats obtenus pour les deux structures de voisinage avec une solution
aléatoire comme solution de départ. On considère comme mémoire à court terme la taille du
voisinage dans les deux cas puisque c’est celle qui fournit les meilleurs résultats avec Nadj.
La figure 4.20 présente les courbes d’évolution moyenne sur toutes les observations et les deux
structures de voisinage en partant d’une solution aléatoire, sans technique d’intensification
ou de diversification dans l’algorithme, avec une mémoire court terme égale à la taille du
voisinage. On trace sur la même figure les résultats obtenus avec la solution de départ connue.
De même que dans les observations sur les ensembles de choix restreint, le choix de la solution
initiale ne semble pas avoir d’impact significatif sur les résultats obtenus avec l’algorithme.
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Figure 4.19 Résultats avec Nadj et plusieurs longueurs de matrice taboue
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Figure 4.20 Résultats avec Nadj et Nqcq pour des solutions initiales aléatoires
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Il y a plusieurs raisons pour cela. Tout d’abord, pour Nqcq, comme le voisinage à explorer
est grand à chaque itération, on trouve la solution optimale en peu d’itérations, quelque
soit la solution de départ. Pour Nadj, trouver la meilleure solution prendra plus de temps
si l’on part d’une solution plus éloignée de la meilleure solution. Puisqu’on permute deux
éléments adjacents à chaque itération, le nombre d’itérations augmente d’autant plus que les
solutions sont éloignées. Avec une solution générée aléatoirement, celle-ci peut être proche de
la solution optimale qu’on ne connaît pas. La meilleure solution peut alors être trouvée en
un temps très bon ou très mauvais avec Nadj.
4.4.4 Intensification et diversification
On définit une matrice dont la valeur de l’élément en (l, c) représente le nombre de fois où
l’alternative numérotée l est à la position c. De la même façon qu’avec les ensembles de
choix restreints, l’introduction d’une telle mémoire et son utilisation ne modifiera pas les
résultats obtenus avec Nqcq puisque la meilleure solution est trouvée en peu d’itérations. On
appliquera cette technique uniquement avec Nadj en comparant les résultats obtenus avec
Nqcq qui serviront de référence. Ces résultats sont représentés sur les figures 4.21 et 4.22 où
l’on considère d’abord une intensification pour plusieurs valeurs de q et une diversification.
0 50 100 150
Nombre d'iterations 
0.00
0.05
0.10
0.15
0.20
0.25
P
o
u
rc
e
n
ta
g
e
 m
o
y
e
n
 d
'a
u
g
m
e
n
ta
ti
o
n
 d
u
 r
e
v
e
n
u
 e
sp
e
re
100 iterations, 19.802 % 
199 iterations, 8.488 % 
Revenus sans intensification Nqcq
Revenus avec intensification, q = 10
Revenus avec intensification, q = 15
Revenus avec intensification, q = 50
Revenus sans intensification
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
T
e
m
p
s 
d
e
 c
a
lc
u
l 
(s
)
Temps sans intesification Nqcq
Temps avec intensification, q = 10
Temps avec intensification, q = 15
Temps avec intensification, q = 50
Temps sans intensification
Figure 4.21 Résultats avec intensification et Nadj
L’intensification ne permet pas d’améliorer la solution et prend plus de temps puisqu’elle
ajoute des opérations de calcul dans l’algorithme. La diversification améliore les résultats mais
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Figure 4.22 Résultats avec diversification et Nadj
pas assez pour atteindre la meilleure solution trouvée par Nqcq. De même que l’intensification,
les temps de calcul augmentent. Plus on augmente la fréquence de mise en place d’une
nouvelle solution courante, c’est-à-dire plus q diminue, alors plus la pente de la courbe de
temps augmente. Les deux techniques supplémentaires, que ce soit l’intensification ou la
diversification avec Nadj ne donnent pas des résultats suffisamment bons pour concurrencer
la recherche taboue avec Nqcq.
4.5 Comparaison des Revenus Espérés
Nous nous sommes intéressés ci-dessus principalement aux performances de l’algorithme et
on se concentre maintenant sur les résultats obtenus et sur les différences d’affichage que cela
génère. On reproduit ci-dessous la figure 4.23, rassemblant les meilleurs résultats obtenus pour
la recherche taboue avec les deux structures de voisinage. Le problème d’optimisation est ici
résolu avec l’algorithme Tabou Court Terme à partir de la solution connue et la longueur de
la matrice taboue est égale à la taille du voisinage.
Pour la structure de voisinage Nqcq qui fournit la meilleure solution en termes d’augmenta-
tion du revenu espéré, on note que celle-ci s’élève à environ 20 %, ce qui est considérable.
L’algorithme trouve en peu d’itérations une meilleure solution qu’il n’est pas capable d’amé-
liorer sur les itérations suivantes. On peut alors imposer comme critère d’arrêt un faible
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Figure 4.23 Meilleurs résultats de l’algorithme d’optimisation
nombre d’itérations sans améliorations et par sécurité, un nombre maximal d’itérations ou
un temps maximal de calcul. En pratique, on imposera plutôt un temps de calcul maximal
car le passager souhaite avoir rapidement la liste des itinéraires possibles pour son voyage.
On analyse ensuite les résultats trouvés par l’algorithme en terme de fréquence des positions
des itinéraires choisis. On trace sur la figure 4.24 trois courbes, extraites des données utilisées
pour estimer les paramètres de la fonction d’utilité du passager :
• Le nombre de fois où un itinéraire à la position i a été effectivement choisi, pour i
allant de 1 à 25 avec l’ordre proposé actuellement par le système de réservation
• Les nouvelles positions des itinéraires choisis avec la meilleure solution trouvée par la
recherche taboue avec Nqcq
• Les nouvelles positions des itinéraires choisis avec la meilleure solution trouvée par la
recherche taboue avec Nadj.
On a noté la position de l’itinéraire choisi lors de la réservation, et on regarde où il se situe
dans le nouvel affichage proposé par l’algorithme. On remarque qu’une majorité des itinéraires
choisis restent en tête du classement, mais on constate également qu’avec Nqcq, le nombre
d’itinéraires choisis en fin de classement augmente. En revanche, avec Nadj, ce nombre reste
très faible. Cela s’explique par la structure du voisinage : les mouvements autorisés sont tels
que les solutions générées demeurent proches de la solution initiale. Il faudrait un très grand
nombre d’itérations pour permettre au premier et au dernier itinéraire d’être échangés, de
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Figure 4.24 Positions des itinéraires choisis, avec et sans l’algorithme
même avec le deuxième et l’avant dernier, etc. Ces mouvements sont par contre très rapide-
ment effectués lorsque l’on prend l’autre structure de voisinage.
On s’intéresse maintenant à quelques observations individuelles et on regarde les changements
provoqués dans l’affichage par l’algorithme. Les figures 4.25 et 4.26 présentent les ensembles
de choix de deux réservations, la position des itinéraires choisis (surlignés en jaune) et la
nouvelle position des itinéraires avec les deux algorithmes.
Un itinéraire choisi, autrefois dans les premiers classements peut très bien se retrouver ou
tout premier comme sur la figure 4.26, ou dans les derniers comme sur la figure 4.25. On
remarque également que l’affichage des itinéraires ne satisfait plus les contraintes logiques.
Les itinéraires ne sont pas ordonnés par heure de départ ou durée par exemple. Certains
itinéraires très longs sont très bien classés par l’algorithme alors qu’ils étaient situés dans
les derniers. Ce résultat surprenant s’explique par la taille de l’échantillon des données et
les approximations et hypothèses effectuées. L’ensemble de données utilisé est en effet petit
et peut ne pas être représentatif de toutes les réservations effectuées par l’intermédiaire du
centre d’appel. De plus, on désagrège les itinéraires par cabine lors des estimations et on
impose la contrainte qu’ils ont des positions égales dans le programme d’optimisation. Les
prix pour deux cabines sont souvent très différents et dans les ensembles de choix considérés,
toutes les cabines ne sont pas toujours ouvertes pour tous les itinéraires.
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Figure 4.25 Nouvelles positions pour une première observation
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Figure 4.26 Nouvelles positions pour une seconde observation
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Pour ordonner les itinéraires par durée, il aurait fallu ajouter des contraintes dans le pro-
gramme d’optimisation et dans l’algorithme de résolution. Mais les résultats auraient été
modifiés et moins bons, vu qu’on peut légitimement supposer, avec les résultats obtenus en
première partie que la solution trouvée par Nqcq est la solution optimale.
Les résultats obtenus suggèrent que prendre en considération les préférences des passagers et
résoudre un programme d’optimisation pour afficher les itinéraires augmentent les revenus
espérés de la compagnie. On émet cependant quelques réserves quant à la valeur du pour-
centage moyen d’augmentation sur toutes les observations compte-tenu du jeu de données
considéré pour les estimations.
Le programme d’optimisation à résoudre, défini pour chaque réservation, est complexe. À
chaque réservation sont associés un affichage et un revenu espéré et la fonction objectif du
programme consiste en la maximisation de ce revenu espéré. Celle-ci ne présente aucune
propriété globale de concavité ou convexité et on développe alors une métaheuristique de
recherche taboue permettant de trouver une bonne solution au programme d’optimisation,
en un temps raisonnable. Deux structures de voisinage ont été considérées, une première
dans laquelle les solutions voisines sont obtenues en permutant deux éléments voisins de
la solution courante et une seconde où l’on peut permuter deux éléments quelconques. La
seconde structure fournit de bons résultats, avec une augmentation moyenne des revenus
espérés d’environ 20% en un nombre minimal d’itérations. En revanche, la première structure
donne de moins bons résultats et n’atteint jamais, même en variant les autres paramètres de
l’algorithme, la meilleure solution atteinte par Nqcq.
L’algorithme génère donc un ordre d’affichage qui améliore sensiblement les revenus espérés
pour les réservations mais qui ne répond à aucune des règles logiques imposées jusqu’alors
par le transporteur.
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CHAPITRE 5 CONCLUSION
L’objectif du mémoire était d’optimiser l’affichage des itinéraires dans le système de réserva-
tion interne d’une compagnie aérienne de façon à maximiser ses revenus espérés pour chaque
affichage. Un passager souhaite voyager entre deux villes à une date précise et le système de
réservation propose une liste d’itinéraires possibles qui s’affichent dans un ordre régi par des
règles logiques. À chaque réservation est donc associé un affichage pour lequel on peut définir
un revenu espéré global. C’est la somme sur tous les itinéraires du produit de leur probabilité
de choix par le revenu qu’il génère à la compagnie si le passager voyage sur cet itinéraire. On
a développé une méthodologie en deux étapes permettant de produire le meilleur affichage
en utilisant les préférences du passager, reposant sur l’hypothèse que l’ordre d’apparition
des itinéraires influence le choix du passager. On résout ainsi un programme d’optimisation
bi-niveau. Le premier niveau correspond au meneur, la compagnie aérienne, qui souhaite
maximiser ses revenus espérés pour chaque affichage associé à une réservation et le second
niveau correspond au suiveur, le passager, qui souhaite voyager et maximiser une fonction
d’utilité.
La première étape de la méthode développée dans ce mémoire consiste en la résolution du
programme d’optimisation du deuxième niveau. On modélise le comportement du passager à
l’aide des modèles de choix discret car celui-ci réalise un choix d’itinéraire parmi un nombre
fini de possibilités. La seconde étape résout le programme de premier niveau avec le modèle
développé en première étape.
On utilise deux modèles pour analyser le comportement du passager et on compare leurs
résultats. Le modèle multinomial logit considère la concurrence uniforme entre les différents
itinéraires tandis que les modèles nested logit autorisent des types de concurrence plus divers
en regroupant les itinéraires selon plusieurs nids : le nombre d’escales, la cabine et l’heure de
départ.
L’utilité du passager est représentée par une fonction dépendante des attributs des itinéraires.
Le passager accorde un poids différent à chacun des attributs, et les modèles de choix discret
permettent d’estimer ces poids. Les critères intervenant dans la décision du passager et par
conséquent dans la fonction d’utilité sont multiples et modélisés de plusieurs façons. La
position de l’itinéraire est modélisée par une variable entière, la durée par une variable réelle,
l’heure de départ, la cabine et le nombre d’escales par des variables binaires et enfin le prix
par une variable mixte.
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Les résultats des estimations permettent de valider l’hypothèse de départ : la position d’un
itinéraire dans l’affichage fait partie des critères influençant la décision du passager. De plus,
avec l’analyse des résultats et des valeurs de probabilité de choix obtenues sur les observa-
tions, on constate que les deux modèles, le MNL et les NL, fournissent des résultats similaires.
Dans la suite, on exprime la probabilité de choix de chacun des itinéraires avec le modèle
MNL.
Celle-ci est insérée dans le programme d’optimisation de la compagnie aérienne qui est non
linéaire et spécifique à chaque réservation car les valeurs numériques des attributs varient
d’une réservation à l’autre. Les variables sont les positions des différentes alternatives dans
le système de réservation et le programme d’optimisation combinatoire est résolu avec une
métaheuristique de recherche taboue.
Les paramètres de la recherche taboue comme la structure de voisinage, le critère d’arrêt et
la matrice taboue doivent toutefois être calibrés, ce que l’on fait en comparant ses résultats
avec la solution optimale trouvée sur des ensembles de choix restreints à 10 itinéraires. La
solution optimale est atteinte en un nombre très faible d’itérations pour une grande structure
de voisinage constituée des permutations d’éléments quelconques du vecteur solution tandis
qu’elle n’est jamais atteinte avec une plus petite structure, définie par les permutations
d’éléments adjacents. Celle-ci présente cependant des temps de calcul très faibles pour un
même nombre d’itérations.
On analyse ensuite les résultats obtenus avec l’algorithme de recherche taboue lorsque l’on
considère les observations complètes. Avec une grande structure de voisinage, l’algorithme
trouve en peu d’itérations une meilleure solution qu’il n’améliore plus par la suite. On peut
penser, au vu des résultats obtenus dans un premier temps, qu’il s’agit de la solution optimale.
La seconde structure de voisinage, plus petite, n’atteint jamais cette meilleure solution sur
l’échantillon considéré.
En moyenne, l’algorithme fournit des affichages qui augmentent d’environ 20% les revenus
espérés du transporteur. Cette valeur est très élevée en raison des données utilisées et des
approximations réalisées et serait moins importante avec des jeux de données plus complets.
Elle suggère cependant que l’utilisation d’une fonction d’utilité du passager pour générer les
affichages par rapport à des règles logiques peut être une source de revenus considérable pour
le transporteur.
Les paramètres de la fonction d’utilité sont estimés à partir de données extraites du système
de réservation, pour 6 marchés. Ces marchés ne sont cependant pas représentatifs de l’inté-
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gralité du réseau aérien du transporteur : de nombreux marchés sont desservis par des vols
sans escales par exemple et certaines approximations ont été faites. De plus, les passagers
n’ont pas tous la même sensibilité aux attributs des itinéraires en pratique mais des don-
nées personnelles sont nécessaires pour réaliser une segmentation plus fine des passagers. Les
données extraites des sites des transporteurs offriraient un échantillon plus grands en termes
de profils de passagers que l’on pourrait comparer avec celui utilisé pour notre étude dans
le but de développer des modèles plus fins et adaptés à d’autres systèmes de réservation.
Travailler avec des jeux de données plus complets conduirait à une modélisation plus précise
du comportement du passager qui pourrait être utilisée pour prévoir la demande et adapter
les systèmes de réservation.
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ANNEXE A TABLEAUX DES DESCRIPTIONS DES DONNÉES
Tableau A.1 Données de réservation
Attribut Exemple Remarques
Date de la réservation 01/05/2014 Date locale à laquelle le passager a réservé son
billet
Date de départ 05/05/2014 Date locale de départ de l’itinéraire
Origine ABC Origine de l’itinéraire complet
Destination DEF Destination de l’itinéraire complet
Pays de vente US Pays à partir duquel la réservation a été effectuée.
Source de réservation WEB Source à partir de laquelle la réservation a été ef-
fectuée
Classe Tarifaire T Classe réservée, à laquelle est associée une cabine
dans l’avion. Une cabine contient plusieurs classes
mais une classe est associée à une seule cabine.
Aéroports visités pen-
dant l’itinéraire
ABC-ADE
ADE-DEF
Codes IATA des aéroports par lesquels le passager
s’arrête au cours de l’itinéraire.
Numéros des vols de
l’itinéraire
XX1234-
XX4321
Codes permettant d’identifier les vols. La notation
’XX’ représente la compagnie qui opère le vol
Nombre de passagers 1 Nombre de passagers sur la réservation
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Tableau A.2 Ensembles de choix
Attribut Exemple Remarques
Identification Numéro permettant d’identifier le groupe de données
Date de départ 05/05/2014 Date locale de départ du premier vol de l’itinéraire
Origine itinéraire ABC Origine du premier vol de l’itinéraire
Destination itinéraire DEF Destination du dernier vol de l’itinéraire
Origine vols opérés ADE Origine du premier vol opéré par la compagnie
concernée
Destination vols opé-
rés
DEF Destination du dernier vol opéré par la compagnie
concernée
Pays de vente US Pays à partir duquel la reservation est effectuée
Rang dans le classe-
ment
4 Position actuelle de l’itinéraire dans l’affichage du lo-
giciel de la compagnie
Durée totale Durée totale de l’itinéraire, sommant les temps de
vols et les temps au sol lors des escales
Heure de départ Heure locale de départ du premier vol de l’itinéraire.
Aéroports visités ABC-
ADE-
DEF
Liste des codes IATA des aéroports visités pour l’iti-
néraire concerné
Codes des vols XX1234 Liste des numéros des vols entre deux paires de villes
de l’itinéraire
Nombre de segments 1 Nombre d’arrêts dans l’itinéraire
Nombre de legs 1 Nombre de legs de l’itinéraire
Classe minimale ou-
verte par cabine
J Classe tarifaire la plus basse (en termes de services)
ouverte pour chaque cabine.
Disponibilité par
classe
9 Nombre de places restant pour chaque classe tarifaire.
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Tableau A.3 Attributs d’identification des itinéraires
Attribut Type Description
Origine Origine de l’itinéraire annoncée par le passa-
ger
Destination Destination de l’itinéraire annoncée par le
passager
Date de départ Date à laquelle le passager souhaite partir
Date de réservation Date à laquelle le passager effectue la réser-
vation
Nombre d’escales Binaire ou entier Nombre d’arrêts générant un changement de
numéro de vol dans l’itinéraire
Durée Réel Durée totale de l’itinéraire sommant les
temps au sol des escales et les temps de vol
Heure de départ Réel Heure locale de départ à la ville d’origine
Rang Entier Position actuelle dans l’affichage du système
de réservation
Cabine Binaire Attribut caractérisé par une variable binaire
pour chaque cabine égale à 1 si le siège pro-
posé est dans cette cabine
Prix Réel Prix que devra payer le passager
IAF Réel Coefficient de répartition des revenus entre
les différentes compagnies qui opèrent l’iti-
néraire.
Revenu Réel Revenu de l’itinéraire pour la compagnie si
le passager le choisit.
