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Mengklasifikasikan isyarat suara kepada bahagian ‘voiced’, ‘unvoiced’ dan 
senyap (V/UV/S) merupakan proses yang penting dalam kebanyakan aplikasi 
pemprosesan isyarat suara seperti sintesis suara, segmentasi dan pengecaman isyarat 
suara. Dua kaedah pengukuran yang boleh mencerap isyarat ‘voiced’/‘unvoiced’ atau 
senyap akan cuba dilihat di dalam penyelidikan ini. Kaedah itu ialah ‘Instantaneous 
Energy’ (IE) dan ‘Local Time Correlation’ (LTC). Kaedah IE dan LTC adalah antara 
kaedah terkini untuk analisis isyarat yang tidak tetap dan telah berjaya diaplikasikan 
dalam pemprosesan isyarat suara. Satu kajian perbandingan akan dibuat 
menggunakan dua algoritma ini bagi mengklasifikasikan segmen isyarat suara 
kepada dua kelas: ‘voiced’/‘unvoiced’ dan senyap. Dalam kajian awal, kaedah IE dan 
LTC akan digunakan untuk mengenalpasti dan membuang sela masa senyap dalam 
sampel isyarat suara. Eksperimen dilakukan dengan menggunakan ‘Linear Predictive 
Coding’ (LPC) dan ‘Dynamic Time Warping’ (DTW) untuk pengecaman digit 
berasingan dalam Bahasa Malaysia. Teknik tanpa membuang sela senyap LPC-DTW 
memberikan ketepatan pengecaman 98.28%. Dengan mengenalpasti dan membuang 
sela senyap, kedua-dua teknik IE-LPC-DTW dan LTC-LPC-DTW memberikan 
ketepatan pengecaman 98%. Sistem ini kemudiannya diaplikasikan kepada melatih 
dan menguji pengecaman digit bersambung. Segmentasi masukan digit bersambung 
dilakukan dengan menggunakan teknik IE dan LTC. Pengecaman digit bersambung 
menggunakan teknik IE-LPC-DTW memberikan ketepatan pengecaman digit 
sebanyak 93.3% dan ketepatan pengecaman rentetan digit sebanyak 78%. Tetapi 
menggunakan teknik LTC-LPC-DTW ketepatan pengecaman digit adalah sebanyak 











Classification of speech into voiced, unvoiced and silence (V/UV/S) regions 
is an important process in many speech processing applications such as speech 
synthesis, segmentation and speech recognition system. Two such measures are 
investigated with respect to their ability to discern voiced/unvoiced and silence 
segments of speech. They are the Instantaneous Energy (IE) and Local Time 
Correlation (LTC) method. Both IE and LTC methods are recently proposed 
technique for nonstationary signal analysis and have been successfully applied to 
speech processing. A comparative study was made using these two algorithms for 
classifying a given speech segment into two classes: voiced/unvoiced speech and 
silence. IE and LTC methods were proposed to remove all the silent intervals in 
speech sample. Experiment are carried out using Linear Predictive Coding (LPC) and 
Dynamic Time Warping (DTW) for isolated digit recognition in Bahasa Malaysia. 
The technique without silent removal LPC-DTW gives a recognition accuracy of 
98.28%. With detection and removing of silent interval, both technique IE-LPC-
DTW and LTC-LPC-DTW gives a recognition accuracy of 98%. The system then are 
applied for training and testing for connected digit recognition. The segmentation of 
input string of the digits are carried out using IE and LTC techniques. Connected 
digit recognition using IE-LPC-DTW had 93.3% digit accuracy and 78% digit string. 
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Bertutur adalah satu cara termudah bagi manusia untuk berhubung antara satu 
sama lain. Dalam menuju ke era yang lebih efisyen, manusia sebenarnya lebih lazim 
dan selesa dengan pertuturan. Kaedah-kaedah perhubungan yang lain misalnya 
bahasa isyarat memerlukan lebih tumpuan, pergerakan yang terbatas dan kadang-kala 
boleh menyebabkan ketegangan disebabkan oleh keadaan yang tidak tabii. 
 
 
Dalam tahun 1950 an, kebanyakan sistem komputer menggunakan suis 
sebagai masukan dan membaca keluaran dengan menggunakan LED (light emitting 
diode). Tidak lama selepas itu kad tebuk pula digunakan. Lewat tahun 1970 an 
terminal CRT (chatode-ray tube) pula menggambil tempat dengan menjadikan 
proses masukan dan keluaran menjadi lebih berkesan. Masukan melalui papan 
kekunci adalah jauh lebih mudah berbanding suis atau kad tebuk dan membaca huruf 
lebih cepat daripada menterjemah kod perduaan pada LED atau kad tebuk. 
Walaubagaimanapun menaip pada papan kekunci adalah lebih lambat berbanding 
bertutur secara berterusan. Lebih-lebih lagi jika sedang menaip atau membaca, 




keluaran itu. Berbeza dengan kaedah pertuturan, pengguna akan lebih mudah untuk 
melaksanakan tugasan tersebut secara bebas. 
 
 
Melalui pertuturan spontan, manusia dianggarkan dapat berkomunikasi antara 
2.0 hingga 3.6 perkataan sesaat (Turn, 1974). Jurutaip yang mahir pula dapat menaip 
lebih kurang 1.6 hingga 2.5 perkataan sesaat bagi teks yang telah tersedia. Untuk 
menaip secara spontan atau menyelesaikan masalah, seorang jurutaip yang mahir 
dapat menaip kira-kira 0.3 perkataan sesaat. Bagi seorang jurutaip yang tidak mahir 
hanya dapat menaip 0.2 hingga 0.4 perkataan sesaat di bawah keadaan optimum 
(Newell, 1973). Anggaran kepantasan menulis teks dengan tangan adalah 0.4 
perkataan sesaat (Lea, 1980). Membaca secara senyap dapat mencapai 2.5 hingga 9.8 
perkataan sesaat, tetapi pembaca mestilah menumpukan perhatian terhadap 
bacaannya sahaja (Newell, 1973). Maklumat di atas menunjukkan bahawa 




Dengan keadaan semasa di mana komputer lebih diperlukan di dalam 
perniagaan, pentadbiran dan pendidikan, adalah perlu kepada perantara muka antara 
manusia dan mesin yang lebih berkesan dan pantas. Kebanyakan masa pemprosesan 
komputer digunakan untuk memproses perkataan, kemasukan data dan sebagainya. 
Dengan membenarkan manusia berkomunikasi dalam suasana pertuturan yang 
semulajadi, keberkesanan serta kualiti dan hasilnya akan meningkat. Pertuturan juga 
menawarkan komunikasi yang mudah dan menjimatkan kos untuk jarak yang jauh 
dan lebih berkesan untuk mereka yang kurang upaya. 
 
 
Faktor-faktor inilah yang mendorong ke arah penyelidikan dan pembangunan 
bidang pengecaman pertuturan. Bagaimanapun pencapaian pengecaman merupakan 
sesuatu yang kompleks dan menjadi tugas yang bukan mudah. Manusia mungkin 
dapat mempelajari bahasa dengan mudah seperti kanak-kanak yang belajar melalui 
kaedah pendedahan tetapi mesin memerlukan sistem yang kompleks walaupun hanya 




1.2  Definasi Masalah 
 
 
Sistem pengecaman suara banyak dibangunkan dengan menggunakan digit 
sebagai unit pengecaman. Ini adalah disebabkan aplikasinya yang meluas dan mudah 
dikomersilkan seperti kemasukan data inventori yang besar, pengesahan kad atm, 
panggilan telefon menggunakan suara dan sebagainya. Pembangunan pengecaman 
digit dimulakan dengan pengecaman ucapan digit secara terasing (isolated). 
Kemudian penyelidikan dikembangkan lagi kepada pengecaman ucapan digit secara 
bersambung (connected). Kaedah pengecaman yang kedua lebih efisyen dan mudah 
diaplikasikan kerana pengecaman secara ucapan terasing bukan sahaja membuatkan 
pengguna kekok bahkan melambatkan proses kemasukan data atau isyarat suara. 
Walaubagaimanapun teknik pengecaman ucapan digit secara bersambung 
mempunyai cabarannya yang tersendiri. Salah satu daripada cabarannya ialah 
bagaimana untuk mensegmentasikan masukan ucapan digit secara bersambung itu 
agar proses pengecaman boleh dibuat dengan mudah. 
 
 
Dalam analisis isyarat suara, teknik untuk mensegmenkan isyarat suara 
kepada ‘voiced’, ‘unvoiced’ dan senyap telah banyak dibangunkan. Teknik-teknik 
yang dibangunkan itu bukan sahaja digunakan di dalam pengecaman suara malahan 
telah diimplementasikan dalam bidang pemprosesan suara yang lain seperti 
pengkodan suara dan sintesis suara. Dalam proses segmentasi isyarat suara, 
maklumat seperti sela masa senyap boleh dijadikan sebagai rujukan bagi menentukan 
sempadan antara digit-digit yang terdapat dalam pengecaman digit bersambung. 
 
 
Dalam tesis ini kajian yang menggunakan dua teknik untuk penentuan sela 
masa senyap telah dilakukan. Dua teknik tersebut adalah ‘Instantaneous Energy’ (IE) 
dan ‘Local Time Correlation’ (LTC). Untuk menguji keberkesanan dua teknik ini, 
dua eksperimen iaitu sistem pengecaman ucapan digit terasing dan sistem 
pengecaman ucapan digit bersambung telah dilakukan. Sistem pengecaman digit ini 








Untuk pengecaman ucapan digit terasing, teknik IE dan LTC akan diguna 
bagi mengesan sela masa senyap dalam sebutan digit oleh penutur. Sela masa senyap 
yang dikesan itu akan dibuang semasa fasa latihan dan fasa pengujian. Perbandingan 




Untuk pengecaman ucapan digit bersambung pula, teknik IE dan LTC akan 
digunapakai bagi tujuan segmentasi masukan rentetan digit. Segmentasi akan 
dilaksanakan kepada kedua-dua fasa iaitu latihan dan pengujian. Semasa fasa latihan 
digit-digit yang telah disegmenkan itu akan disimpan sebagai pencontoh (template) 
dalam bentuk digit terasing. Sekali lagi perbandingan dibuat di antara dua model 





1.3  Susunan Tesis 
 
 
Dalam bab 2 dimuatkan tentang kajian pemprosesan isyarat suara (front end) 
yang meliputi latar belakang sistem pengecaman pertuturan, unit perwakilan, 
rekabentuk serta model pengecaman pertuturan. Turut dimuatkan ialah mengenai 
teknik-teknik untuk proses penyarian sifat (feature extraction) dan huraian khusus 




Dalam bab 3 pula penerangan dimulakan dengan pengenalan klasifikasi 




perbincangan dibuat mengenai algoritma yang biasa digunapakai untuk penentuan 
sela masa senyap dalam isyarat suara. Kaedah yang digunakan di dalam tesis ini iaitu 
‘Instantaneous Energy’ (IE) dan ‘Local Time Correlation’ (LTC) juga dibincangkan 
di akhir bab ini. 
 
 
 Manakala dalam bab 4 pula tumpuan akan diberikan kepada perbincangan 
mengenai teknik-teknik pengecaman suara. Ulasan dibuat mengenai teknik-teknik 
pengecaman suara menggunakan ‘Neural Network’ (NN), ‘Hidden Markov Model’ 
(HMM) dan ‘Dynamic Time Warping’ (DTW).  
 
 
Bab 5 pula akan menghuraikan tentang metodologi perlaksanaan dan prestasi 
pencapaian untuk sistem pengecaman ucapan digit terasing dan sistem pengecaman 
ucapan digit bersambung.  
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