The SEM microfractographies of Zircaloy-4 are studied by the time-series method. We first develop a computer application which associates a time series to each SEM micrograph. Furthermore, we will apply the phase space embedding technique to reconstruct the attractor and to compute the autocorrelation dimension. Using the fractal analysis technique, the SEM microfractographies of the fracture surface of the Zircaloy-4 samples have been analyzed.
Introduction
Zirconium is an attractive material in nuclear environments mainly because of its good neutron absorption properties. Its alloys, Zircaloy-2 and Zircaloy-4, are used for reactor components such as cladding, spacers and shroud or guide tubes. Today, all Canadian and Romanian power reactor fuels in production use Zircaloy-4 [1, 2] .
Of great interest are the thin-walled Zircaloy-4 tubes, which are sometimes subjected to cyclic loadings that may initiate and propagate fatigue cracks. The cracks are usually initiated at flaws or stress concentrations. One important direction for the study of the mechanical behaviour of the materials is fracture surface analysis. Motivated by recent advances in statistical inference methods * E-mail: paun@physics.pub.ro for chaotic systems and by the concept of spatial chaos, we present a deterministic approach to the microscopic study of the Zircaloy-4 samples fracture surface. A direct method to determine the surface fractal dimension is to analyze images obtained from scanning electron microscopy (SEM). The aim of this paper is to introduce some efficient algorithms and develop a computer application, most of them based on the time-series method [3, 4] .
Theoretical part
A time series is a collection of observations of well-defined data items obtained through repeated measurements over time. For example, measuring the value of retail sales each month of the year would comprise a time series. This is because sales revenue is well defined and consistently measured at equally spaced intervals. Data collected irregularly or only once are not a time series. The most general definition of a time series is:"An ordered sequence of values of a variable at equally spaced time intervals".
Time series occur frequently when looking at industrial and scientific experimental data. The usage of time series models is twofold:
• Obtain an understanding of the underlying forces and structure that produced the observed data;
• Fit a model and proceed to forecasting, monitoring or even feedback and feed forward control. In order to accomplish the proposed objective, we further present a short mathematical description of the time series. Let (S +) be a semi group and let M be a non empty set of states (in the following we shall suppose that M is a metric space with the distance d). A dynamical system is any map T : S × M → M, such that
A real-valued map F : M → R is interpreted as a measure on the state space. If t, τ ∈ S are fixed (τ is called time delay) and x ∈ M is fixed state, then a sequence of measurements:
is called a time series (starting from (t, x)) associated to T. A dynamical system T is said to be a discrete dynamical system if there is a map : M → M, such that
For a fixed state ∈ M, the associated time series for a discrete dynamical system is
A nonempty set K ⊂ M is called an attractor (or attracting set) for the system T if
• K is closed.
• K is invariant, i.e. T(x) ∈ K, for every x ∈ K.
There is a neighborhood U of K such that
Taken's Embedding Theorem [5] is the basic result which allows the reconstruction of the attractor of a dynamical system starting from a time series. We present bellow a version of Taken's Theorem (T. Sauer, J. Yorke, M. Casdagli [6] ). Let T : RM → M be a smooth dynamical system (of class C 2 on M ) and let F : M → R be a measure of class. Let ∈ R be a fixed moment and let τ > 0 be a time delay. If K is a compact invariant set of T and if b is the box-counting dimension of K, then the
defined by (6) is, generically, injective. (A property is called generic if it is true on a set that contains a countable intersection of open dense sets). The behavior (more precisely, the randomness) of a time series can be investigated by computing the autocorrelation function, which is a measure of the influence of the past to the present state [7] [8] [9] . For a discrete dynamical system T defined by the map : M → M, the autocorrelation function associated to the time series
is given by the formula,
where m is the time-average
The graph of the autocorrelation function is relevant only within some time interval
, where m is much smaller than p. A value of the correlation C ( ) equal to 1 indicates a strong correlation, while a value close to 0 indicates no correlation. In order to compare two time series corresponding to two different initial values {F ( ( ))} and {F ( ( ))}, on uses the correlation function, defined by
where represents the time-average of {F ( ( ))} and represents the time-average of {F (( ))}. The graph of the correlation function is relevant only within some time interval ∈ [0 ], where m is much smaller than p.
The Phase Space Reconstruction
Many theoretical studies in mathematics try to answer an important question regarding the time series analysis. In an experiment, how do we know which physical quantities, and how many of them, need to be measured in order to understand the asymptotic behaviour of a system? The surprising answer to this question is that it is enough to measure one physical quantity. More precisely, one needs to know the infinite time series corresponding to the measurement of just one physical quantity for just one initial state. In essence, Takens' Embedding Theorem assumes complete knowledge of an infinite time series and of the box dimension of the attractor. Also, almost all delay times τ are theoretically good, but it turns out that this does not quite work in practice. Experimental data come in the form of finite time series. Since the box dimension and correlation dimension are close to one another, one would use the latter for estimating of the embedding dimension, as it is more convenient to compute.
Statistical Methods for the SEM micrographs exploration
Chaotic behaviour has been demonstrated in many physical, chemical and biological systems. Two chaos concepts are accepted today. The first concept is the temporal chaos, for which the variables in phase space are timedependent. Secondly, the spatial chaos concept denotes a chaos state with respect to spatial coordinates. This opens the access of nonlinear deterministic methods to spatial phenomena. Although the basic principles of metals and alloys thermo-mechanical behaviour are known, the number, nature and interplay of physical, chemical and environmental variables involved in the generation of a real microstructure cannot be formulated exactly. Thus, it seems justified to take an operational viewpoint and consider micrographs textures as 'black boxes', which might have been generated either by a stochastic process (in a wide sense), or by deterministic chaos. For a first check whether the sample could be a realization of deterministic chaos, we have methods of classical time series analysis at our disposal: estimation of the autocorrelation function and of the power spectrum. To obtain more specific characteristics of the system, it is necessary to make use of attractor reconstruction techniques, which allow estimation of the Lyapunov exponent and of the correlation dimension. For the study of Zircaloy-4 SEM micrographs we first developed a software application which generates a time series associated with the image, and then reconstructs the attractor and computes its autocorrelation dimension. The procedure to analyze a SEM micrograph starts by loading a bitmap version of the image in our software application. The first step in our analysis is to generate the Weighted Fractal Dimensions Map (WFDM) which reveals the possible modified structures (according to previous papers). The second step is to generate a time (in fact a spatial) series for a selected area of the image as follows: we cut the original image in pieces of about 12-16 pixels height; by putting together all these pieces we obtain a strip. The time (spatial) series u(t) is obtained by computing the average value of the gray level for each of the columns of pixels within the strip. The nonlinear analysis of these data series starts with the reconstruction of the attractor by embedding the series in a higher dimensional phase space. We first fix a time delay τ > 0; for a fixed embedding dimension d we consider the set
which is a point in a pseudo phase space. We finally obtain the attractor by linking these points according to their sequence. The autocorrelation integral of the attractor, C(r), is the probability that two points in the phase space are separated by a Euclidian distance less than or equal to r. It turns out that C(r) is a power function of r whose exponent denoted by D is, by definition, the autocorrelation dimension. D is approximated by the slope of the regression line associated with C(r). The procedure is repeated for different values of the embedding dimension d. We conclude with the plot of the autocorrelation dimension versus the embedding dimension diagram and by computing the slope of its regression line.
Results and discussion
The study of the microstructure influence over the mechanical properties of the Zircaloy-4 tubes is of major importance in CANDU fuel behaviour prediction during functionning in a nuclear reactor [10, 11] . In this section we apply the previous algorithm and the new method to detect deficiencies in several samples of Zircaloy-4, which were tested until rupture. The micrographs used to illustrate the model developed above represent the Zircaloy-4 sheaths fracture, at a steady stress in time, by the so called dynamical burst test [12] . Below we give an example of procedure for SEM micrographs analysis of the Zircaloy-4 samples regions modified by rupture [13] . We mention that the selection of the micrographs with modified areas was done according to the method of the Weighted Fractal Dimensions Map, WFDM. First, we study the time series generated by the entire picture, figure 1.
In figure 1 (right) we present the attractor reconstruction, associated to figure 1(left). In embedding dimension 2, the attractor of the entire picture has two connected components (denoted by 1 and 2). The region no.1 is in the lower left corner of the rectangle and the region no. 2 is in the center of the rectangle. In figure 2 we present the time series generated by the selected area, according to figure 1(left) . The selected area displays all the morphological modifications of the surface, due to the presence of the material zones affected by fracture.
At the second step we study only a modified area sector from the original picture. In figure 3 (left) we present the selection of the modified area, according to the WFDM procedure. Choosing the sector limited by the yellow margins is due to the visual aspect, strongly different from the rest of the image. In figure 3 (right) we present the attractor reconstruction for the modified area, according to figure 4. In embedding dimension 2, the attractor of the modified area corresponds to the region no.1 respectively to the lower left corner of the rectangle. According to figure 3(right), we present, in figure 4 , the time series generated by the modified area, a material's zone affected by fracture. At the third step we study a normal area of the picture. In figure 6 (left) we present the selection of the normal area, according to the WFDM procedure. Choosing the sector limited by the yellow margins is due to the visual aspect, considered normal (doesn't display structural modifications) compared to the rest of the image. In figure 6 (right) we present the attractor reconstruction for the normal area, according to figure 6(left). In embedding dimension 2, the attractor of the normal area corresponds to the region no.2, respectively to the center of the rectangle.
According to figure 6(left), we present, in figure 7 , the time series generated by the normal area, a nonmodified material's zone.
The "autocorrelation" graph for the normal area, figure 8 , representing the correlation dimension (Cor.Dim.) versus the embedding dimension (Emb.Dim.) allows the slope computation. The (Cor.Dim.) Vs (Emb.Dim.) slope is 0.1479.
The study was done on 20 SEM microfractographies with modified areas (fractures). From each picture we selected 2 normal areas and 2 modified areas.
The most concludent results are presented in a histogram form in the figure 9.
The autocorrelation dimension versus the embedding dimension slope is in the range [0.08, 0.32].
Conclusions
This paper continues the study begun in previous papers where the SEM micrographs of the fracture surface of the Zircaloy-4 samples have been analyzed using the fractal analysis technique. The SEM micrographs studied correspond to the response of the material in a biaxial stress state. The rupture was a specific one of intergranular type, as being expected, Zircaloy-4 being a ductile material during creep occurring in a dynamical burst test. For the Zircaloy-4 SEM micrographs analysis we first developed a software application which generates a time series associated to the image, then reconstructs the attractor and computes its autocorrelation dimension. Taking into account figure 2, figure 5 and figure 9 , we demonstrated that obtaining fractal structures in the Zircaloy-4 SEM fractographies is a realistic presumption. The interpretation of the results obtained from the current investigation leads to the following conclusions:
• The attractors (in embedding dimension 2) of the entire picture have 2 connected components, one corresponding to the normal area and the other to the modified area. This could be an indicator for the investigator that the sample contains anomalies.
• The average of the autocorrelation dimension for the normal areas is 0.1587, following a normal distribution-like, on the interval [0.11; 0.21].
• There are no obvious conclusions on the autocorrelation dimension for the modified areas; as one can see on the following diagram, it covers a rather broad interval with two peaks, one between [0.09; 0.13] and the other between [0.21; 0.33].
The changes produced inside the material's structure are highlighted by making a comparison between the results obtained by the detailed analysis of the delimited zones from figure 3(left), the fracture zone, and from figure 6(left), the unaffected zone, respectively. Qualitatively, this aspect is observed at the attractors reconstruction, which are different for the two regions, in accordance with figure 3(right) and figure 6(right), respectively. Quantitatively these differences are emphasized by comparing the autocorrelation dimensions, as they are listed above, for the zones found under discussion and from histogram in figure 9 . In perspective, we are aiming at a refinement and optimization of the proposed algorithms and also the development of a new model based on utilization of the spatial series.
