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DEVELOPMENT OF A METHOD TO ESTIMATE MEASUREMENT 
UNCERTAINTY IN THE CREATION OF TEST PANELS FOR GSR DISTANCE 
DETERMINATION 
 
MIKAYLA MARIE CALDWELL 
 
ABSTRACT 
All quantitative measurements have a degree of measurement uncertainty. While 
the term uncertainty can be essentially defined as doubt, measurement uncertainty in this 
sense instead inspires assurance in a quantitative value to a certain degree of confidence. 
Dating back to the advent of modern statistics in the 1700s, an international consensus on 
measurement uncertainty did not occur until the 1995 release of the Guide to the 
Expression of Uncertainty in Measurement (GUM), the fundamental document on the 
subject. The GUM was further adopted by major players in the field of measurement 
including the International Bureau of Weights and Measures (BIPM), National 
Measurement Institutes (NMI), and the International Organization for Standardization 
(ISO), and is used as the gold standard of documentary standards in labs around the 
country.  
Gunshot residue (GSR) patterns of distribution are used to establish a range of 
possible distances that the muzzle of the firearm was from the target in order to piece 
together a particular series of events. Using the firearm and ammunition that was involved 
in that particular crime, an analyst can perform test fires using fabric swatches attached to 
test panels at varying muzzle-to-target distances, generally every three to six inches 
between contact and 48 inches. This allows for the creation of comparable patterns of soot 
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and GSR to the actual pieces of evidence. Because different distances can have 
considerably different residue patterns, it is important that a method for creating the test 
panels minimize uncertainty in order to be considered reliable and reproducible. When 
establishing a protocol for determining the measurement uncertainty in the creation of test 
panels, the two most important factors are the measuring device and a repeatability study. 
A measuring device, in this case a stainless-steel ruler, with metrological traceability 
reduces the measurement uncertainty because every value is reliable and traceable back to 
an original source. A repeatability study is then used to take numerous measurements over 
time under similar conditions. Using this data, statistical analysis can be applied to evaluate 
the standard deviations and uncertainties.  
A total of 238 measurements were taken by eight members of the Boston Police 
Department Crime Laboratory on eleven different days over the course of a month. The 
measurements were divided into eight baseline distances that the firing device, a Ransom 
RestÒ, had been set to: 3”, 6”, 9”, 12”, 18”, 24”, 36”, and 42”. The data was analyzed as a 
whole, as well as split into two groups: a group of four analysts who are proficient and 
authorized to perform GSR distance determination testing (Group A), and a second group 
of four analysts with no GSR distance determination training or experience (Group B). At 
a confidence interval of 95.45%, the reported uncertainty was found to be 0.082 inches for 
the total group, 0.045 inches for the group trained in performing GSR distance 
determination, and 0.043 inches for the group with no experience in distance determination 
testing. F-test statistical analysis of the standard deviations of each distance, along with a 
comparison of the uncertainties, indicates no significant difference between the abilities of 
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the two groups and that it’s possible a new uncertainty of measurement will not be required 
when current GSR distance determination analysts leave or new analysts are hired and 
trained, given that all other variables remain constant. 
The outlined method and experiment for determining measurement uncertainty was 
successful in that it met the four main requirements set forward by the American National 
Standards Institute (ANSI) National Accreditation Board (ANAB): (a) include the specific 
measuring device or instrument used for a reported test result in the estimation of 
measurement uncertainty for that test method; (b) include the process of rounding the 
expanded uncertainty; (c) require the coverage probability of the expanded uncertainty to 
be a minimum of 95.45%; and (d) specify a schedule to review and/or recalculate the 
measurement uncertainty.  
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1. INTRODUCTION 
1.1 Measurement Uncertainty Overview 
It is impossible to know, measure, or analyze something with absolute certainty1. 
Uncertainty, in its simplest sense, is doubt in the legitimacy of a result. The formal 
definition of uncertainty with respect to measurement as defined by the Guide to the 
Expression of Uncertainty in Measurement (GUM) is “the parameter, associated with the 
result of a measurement, that characterizes the dispersion of the values that could 
reasonably be attributed to the measurand”2. Variability exists due to a combination of 
several different factors. This variability can be found when taking repeated measurements 
in part due to the measuring apparatus, the measurement procedure, the individual taking 
the measurement, and various other factors including the environmental conditions and 
time of day3. Thus, it is imperative that a quantitative value relating to the validity of the 
result be stated in order to assess its reliability2.  
The idea of uncertainty in measurement is not a new one, dating back to the 
development of modern statistics4. In the 1700s, English mathematicians Roger Cotes, a 
colleague of Isaac Newton, and Thomas Simpson agreed that reporting the average, or 
mean, of a series of measurements and observations decreased the resulting error of the 
measurement process and gave an improved true quantity of the object being measured5. 
In 1805, French mathematician Adrien-Marie Legendre developed the method of least-
squares estimation, which was used to decrease error in repeated data measurement6. A 
few centuries later, Albert Einstein tackled the issue of uncertainty, stating “As far as the 
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laws of mathematics refer to reality, they are not certain, and as far as they are certain, they 
do not refer to reality.”4,7 
However, it wasn’t until 1995 that an international consensus on the estimation and 
expression of measurement uncertainty was developed by the International Organization 
for Standardization/International Electrotechnical Commission (ISO/IEC), entitled 
“ISO/IEC 98 – Uncertainty of Measurement”3, based on the definitive GUM document. In 
1999, ISO/IEC published “ISO/IEC 17025:1999 - General requirements for the 
competence of testing and calibration laboratories”, which has since been revised in 2005 
(ISO/IEC 17025:2005)8 and most recently in 2017 (ISO/IEC 17025:2017)9. The intent of 
these documents was to standardize the quality practices of laboratories, ensuring that they 
are operating proficiently and generating valid results9. 
 
1.1.1 Measurement Uncertainty Applied to Forensic Science 
Forensic science laboratories analyze evidence collected from crime scenes, 
victims, and suspects over the course of an investigation. As technology advances, criminal 
investigations are increasingly becoming reliant on scientific methodologies. As such, it is 
obvious that a primary goal of forensic laboratories is to report accurate, reliable, and 
repeatable test results. Among crime laboratories, measuring the uncertainty associated 
with various procedures, equipment, and instruments becomes necessary in order to 
compare quantitative results between or within laboratories, as well as to evaluate a 
quantitative test result against a statute specification or requirement3. Similarly, in a field 
that is increasingly visible to the general public through criminal trials, estimating 
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measurement uncertainty is important and valuable because it allows for an opportunity to 
evaluate reliability, consistency, and to inspire confidence in different analytical 
measurements4. 
 
1.1.2 Accreditation Overview 
 The process by which an organization’s conformance to its management system is 
validated is referred to as accreditation. Laboratory accreditation pertains to an 
organization or section within an agency and involves meeting a set of specific criteria and 
defined standards as determined through evaluation of a laboratory’s standard operating 
procedures, policies, training records, etc. and inspection of the facilities. The American 
National Standards Institute (ANSI) National Accreditation Board (ANAB), along with the 
American Association of Laboratory Accreditation (A2LA), are long-established 
accreditation providers that rely on the ISO standard “ISO/IEC 17011-Conformity 
Assessment”, which details general requirements for accrediting bodies based on relevant 
international standards10. A predecessor of ANAB originally began providing accreditation 
of forensic testing agencies in 1982, moving to a foundation based on the quality 
management standard ISO/IEC 17025 in 199911. ISO/IEC 17025 outlines measurement 
confidence in two ways, detailing both metrological traceability, as well as the evaluation 
of measurement uncertainty9.  
 Metrological/measurement traceability is essentially a verifiable unbroken chain of 
calibrations, documents, and certificates that allows a measurement to be traced back to a 
reliable reference. Because each of the factors in the chain of traceability contributes to the 
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ultimate uncertainty of measurement, knowing the traceability actually reduces the 
measurement uncertainty because every value is reliable and traceable back to an original 
source. ISO/IEC 17025:2017-6.5.1 indicates: 
“The laboratory shall establish and maintain metrological traceability of its 
measurement results by means of a documented unbroken chain of calibrations, 
each contributing to the measurement uncertainty, linking them to an appropriate 
reference.” 
Sections 6.5.2 and 6.5.3 continue to state that all measurement results should be traceable 
back to the International System of Units (SI) through a series of reliable documentation9. 
ISO/IEC 17025:2017–7.6 dictates three particular components for evaluating measurement 
uncertainty: (1) all significant components of uncertainty should be identified and 
considered when determining an appropriate analysis method, (2) measurement uncertainty 
must be determined for any and all calibrations, and (3) measurement uncertainty must be 
established for all laboratory testing9.  
As a supplement to the ISO/IEC 17025:2017, ANAB published “AR 3125” 
Forensic Science Testing Laboratories Accreditation Requirements”. This document 
outlines accreditation requirements for individual organizations providing forensic testing 
services, with more specificity to forensic science laboratories than the ISO/IEC 
documents12. Clause 7.6.1.1 of “AR 3125: Forensic Science Testing Laboratories 
Accreditation Requirements” states that a procedure for the estimation of measurement 
uncertainty in distance determination must: (a) require the specific measuring device or 
instrument used for a reported test result to have been included in or evaluated against the 
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estimation of measurement uncertainty for that test method; (b) include the process of 
rounding the expanded uncertainty; (c) require the coverage probability of the expanded 
uncertainty to be a minimum of 95.45%; and (d) specify the schedule to review and/or 
recalculate the measurement uncertainty12.  
The American Society of Crime Laboratory Directors/Laboratory Accreditation 
Board (ASCLD/LAB) also provided accreditation services for public and private sector 
crime laboratories before a merger with ANAB in 2016. Prior to the merger, ASCLD/LAB 
was in the process of updating their Forensic Testing Supplemental Requirements13. Due 
to the merger, the ANAB AR 3125, ISO/IEC 17025:2017 Forensic Science Testing 
Laboratories Accreditation standards detailed above are “required to be implemented in 
accredited laboratories”13. This requirement has sparked discourse and hesitation in crime 
laboratories around the country; many labs wonder whether the time and effort of 
establishing an uncertainty of measurement for all quantitative test results, especially in the 
field of firearms and toolmarks, is beneficial, or whether a finding of non-conformance 
during an audit or assessment is worth the risk13.  
 
1.1.3 National Institute of Science and Technology 
 Another player in the quality management realm of forensic science is the National 
Institute of Science and Technology (NIST). NIST, a part of the US Department of 
Commerce, was founded by Congress in 1901 to develop a strong measurement 
infrastructure to support the United States’ move into the industrial era14. NIST’s role in 
forensics is to promote scientific research and improve and provide standards that help 
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forensic science laboratories achieve accurate test results14. In conjunction with the 
guidance documents provided by ISO/IEC, ANAB, and ASCLD/LAB, NIST established a 
formal process to estimate and report measurement uncertainty [Figure 1]15. The 8-step 
process is designed to be a general framework applied to tests and calibrations where 
ANAB has required that measurement uncertainty be estimated15. 
 
 
 
 
 
 
 
 
 
Figure 1. NIST 8-Step Process for Estimating and Reporting Measurement Uncertainty. 
 
1.1.4 Research Needs 
In an effort to strengthen forensic science disciplines through the development and 
coordination of laboratory standards, NIST created the Organization of Scientific Area 
Committees (OSAC) for Forensic Science16.  OSAC is a multi-level organization made up 
of over 550 members from various government agencies, academic institutions, and the 
private sector who participate in 25 different specific forensic disciplines, as well as having 
general expertise in “scientific research, measurement science, statistics, law, and 
policy”14. One of OSAC’s main objectives involves research and highlighting the research 
needs of the forensic community. In May 2018, the Firearm and Toolmarks OSAC 
•Specify	the	measurement	processStep	1 •Identify	the	uncertainty	componentsStep	2 •Quantify	uncertainty	componentsStep	3 •Convert	quantities	to	standard	uncertaintiesStep	4 •Calculate	combined	standard	uncertaintyStep	5 •Expand	the	compined	standard	uncertainty	by	coverage	factor	(k)Step	6 •Evaluate	the	expanded	uncertaintyStep	7 •Report	the	uncertaintyStep	8
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subcommittee submitted a research need entitled “Consistency of Examiner Evaluation of 
Distance Determination GSR Patterns”17. This research need specifies two parts: the first 
part deals with the process of creating test panels to characterize gunshot residue (GSR) 
patterns under certain variables and the second need is to evaluate the role of the examiner 
and their interpretation and reporting of test fire distances17. OSAC reasons that this 
research could improve current laboratory capabilities by standardizing the process for 
developing known test distances as well as establishing a more consistent standard 
reporting range17. The research need was determined to have a status assessment score of 
III, on a I-IV scale [Figure 2]. This indicates that there is a “minor gap in the current 
knowledge” but that “no or limited current research is being conducted”17. 
 
 Major gap in current 
knowledge 
Minor gap in current 
knowledge 
No or limited current 
research is being conducted I III 
Existing current research is 
being conducted II IV 
 
Figure 2. Status Assessment Guidelines as provided by OSAC 
 
1.2 Measurement Uncertainty Components 
Uncertainty for a given measurement can come from a variety of sources that can 
then be broken down into two broad categories: Type A and Type B4,18-20. Generally, Type 
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A components are those which can be evaluated by statistical techniques18 such as taking 
repeated measurements of the same measurand and estimating the uncertainty by 
calculating the average and standard deviation4. Type B components, however, are those 
evaluated by some other means18, generally done by some unit outside the laboratory such 
as a calibration service provider4.  
More specifically, Type A components are generally components of uncertainty 
that have random variations18-20, have been established by repeated measurements19, and 
can be represented by a normal (Gaussian) distribution19 [Figure 3]. A normal distribution 
is shaped like a bell-curve, where 68% of the values fall within +/- 1 standard deviation 
from the mean, 95% of the values fall within +/- 2 standard deviations of the mean, and 
99% of the values fall within +/- 3 standard deviations of the mean.  
 
 
 
 
 
 
 
 
 
 
Figure 3. Normal (Gaussian) Distribution. Source: Wikimedia Commons. 
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In contrast, Type B components are not established through a repeated 
measurement process and there is no statistical component involved in the analysis19,20. In 
terms of calculating uncertainty, Type B components are usually those that are done by 
some other entity outside the laboratory, such as a calibration service provider. These 
components essentially capture information from an outside source such as calibration 
reports and procedures, manufacturer’s manuals, data sheets, and standard methods4. Type 
B components can either follow a normal, rectangular, or triangular distribution.  
 Rectangular, or uniform distribution, is a distribution of equal probability with no 
central tendency like those seen in normal distributions19. For instance, it is equally 100% 
probable that a data point will be equal to -a, +a, or something in between, with 0% 
likelihood that a data point falls outside that range [Figure 4].  
 
Figure 4. Rectangular distribution ranging from -a to +a.  
 
Triangular distributions have more of a central tendency than rectangular 
distributions, so there is a greater probability that data points will be found closer to the 
midpoint than to -a or +a [Figure 5]. However, similar to a rectangular distribution, the 
probability of the data point falling in the range of -a to +a is 100% and the probability of 
a data point falling outside that range is 0%.  
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Figure 5. Triangular distribution ranging from -a to +a. 
  
In order to combine the uncertainties from different distributions, the distributions 
must be converted to standard uncertainties, with equal areas under each curve. Thus, to 
maintain the same representative area, one standard deviation in a normal (Gaussian) 
distribution, approximately 68% of a normal distribution curve, is equal to approximately 
68% of the area (a) of a rectangular distribution (a/√3) and 68% of the area of a triangular 
distribution (a/√6)19.  
 
1.3 Gunshot Residue and Testing 
 Gunshot residues (GSR) are particles that have been created through the process of 
discharging a firearm21-23. GSR is primarily composed of unburned and partially burnt 
powder from the propellant charge, as well as particles from the ammunition primer, smoke 
and ash, grease, lubricants, and metal particulates from the cartridge and weapon21-23. The 
propellant powder, primer mix, and firearm lubricants generally produce organic 
compounds while the primer, bullet, propellant powder, and weapon barrel generally 
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produce inorganic compounds21. It is through the detection of primer GSR that 
investigators are sometimes able to piece together crimes and it can be an important factor 
in linking a shooter to a particular crime scene or victim. GSR distance determination, on 
the other hand, is useful in the reconstruction of events and can be important in a courtroom 
to help a jury determine a level of guilt.    
 
1.3.1 GSR Distance Determination 
 Distance determination and range-of-fire estimations can be performed both by 
forensic pathologists and forensic scientists. Forensic pathologists base their estimation of 
distance on stippling and tattooing patterns and soot and ash deposits surrounding entry 
gunshot wounds23. When a bullet and various GSR particles strike a victim at close range, 
a unique pattern is deposited on the skin. The size and density of the resulting stippling and 
tattooing is generally dependent on the distance the muzzle of the firearm was located from 
the entrance wound when it was discharged. From these patterns, forensic pathologists are 
able to form an opinion on the range-of-fire distance, generally based on their past 
experiences and observations23. 
 Forensic scientists can also make estimations of distance, usually through the 
examination of articles of clothing. When GSR is deposited on clothing, it also leaves 
behind a characteristic pattern. Similar to the stippling and tattooing on the skin, the spatial 
distribution, composition, and density of GSR allows for the determination of distance and 
orientation of the firearm23. Different patterns develop at varying distances; for instance, 
GSR patterns exhibiting dark sooting with dense deposits of unburned and partially burnt 
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particles typically indicate a distance of 1-6 inches whereas patterns at a distance of 9-36 
inches generally do not have visible soot and the GSR deposits are more widely dispersed23. 
 When evidence from a shooting comes into a crime lab, the pattern of GSR 
distribution may be used to estimate the distance that the shooter was from the target in 
order to piece together a series of events. Using the firearm and same type of ammunition 
that was involved in that particular crime, test fires can be performed using clean fabric 
swatches as the target. Test fires are done by firing the weapon at various known distances, 
generally every three to six inches between contact and 48 inches, in order to reproduce 
the GSR patterns observed on the evidence. Chemical tests are performed on both the 
evidence and the fabric swatches to establish the possible presence of bullet damage, as 
well as further magnify or transfer the GSR pattern created by powder particles, 
carbonaceous material from the propellant, and other powder components23. Common tests 
performed include the Modified Griess Test (MGT) to identify the presence of nitrites, the 
Dithiooxamide Test (DTO) to identify the presence of copper, and the sodium rhodizonate 
test to identify the presence of lead23. The forensic scientist then compares the evidence to 
the fabric swatches from test fires at varying distances. The identification of the various 
metals in recognizable patterns provides a means for roughly estimating the distance 
between the muzzle of a gun and the target surface23. Because varying distances between 
the muzzle of a firearm and a target can result in different residue patterns on the target, it 
is important that the method for setting up the test fires minimizes uncertainty in order for 
the distance measurement to be considered reliable and reproducible.  
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2. MATERIALS AND METHODS 
2.1 Experimental Set Up 
 The Ransom RestÒ remote firing device [Figure 6] was assembled with a mock 
handgun [Figure 7] to represent a weapon that would be used during the preparation of test 
fires. The firing device allows for the handgun to be held in place at a pressure of 120 
pounds per square inch (psi) through the use of an attached air compressor. A bubble level 
was then used to ensure the handgun was completely level. The firearm component of the 
remote firing device can be moved horizontally back and forth in order to be set at a given 
distance.  
  
 
 
 
 
 
 
 
 
 
 
Figure 6. Ransom RestÒ firing device with attached air compressor and mock handgun. 
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Figure 7. 3D printed, mock Sig Saur P226 handgun. 
 
 A test panel was assembled using a wooden base that was already in use in the 
Firearms Analysis Unit of the Boston Police Department (BPD). The base was constructed 
with 2”x4” wood studs, to which a white piece of poster board was attached with tacks 
[Figure 8]. The entire structure was secured to an exam table to be used as a test panel for 
the experiment. 
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Figure 8. Test Panel. (A) Wooden base with attached piece of white poster board; and (B) Final experimental 
set-up with Ransom RestÒ, mock handgun, and test panel. 
 
 The most important aspect of the experiment was the calibrated ruler [Figure 9]. 
The steel ruler originated from Products Engineering Corporation Tools (Torrance, CA, 
USA), part number 262-048, and was distributed by and purchased from Fowler High 
Precision (Newton, MA, USA), model number 52-265-048 and serial number 151710258. 
It is 48 inches long, 1.25 inches wide, and 0.040 inches thick with English (inches) and 
Metric (millimeters) graduations. When dealing with measurement uncertainty, 
measurement traceability is an important characteristic. For this particular experiment, it 
was important to have a calibrated, traceable ruler in order to reduce the measurement 
uncertainty. This particular ruler was calibrated by Massachusetts Metrology and 
A B 
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Instrument Services (Massachusetts, MA, USA), a calibration service supplier accredited 
in accordance with the recognized International Standard ISO/IEC 17025 by the American 
Association for Laboratory Accreditation (A2LA), which is a signatory of the International 
Laboratory Accreditation Cooperation (ILAC). The calibration certificate indicates that the 
length scale readability is 0.03125 inches, the tolerance/traceability is +0.007/-0.012 
inches, the calibration scale error is 0.00625 inches, and the calibration uncertainty is +/-
0.003966 inches [Appendix A]. 
Figure 9. NIST-traceable, calibrated steel ruler showing 32nd and 64th graduations. 
 
2.2 Data Collection 
 Data collection was accomplished utilizing eight members of the Boston Police 
Department Crime Laboratory who were split into two groups. One group of four people 
consisted of laboratory personnel who are authorized to perform testing in GSR distance 
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determination (Group A). The second group of four people consisted of laboratory 
personnel that do not perform testing in GSR distance determination (Group B).  
Both groups were provided instruction prior to the onset of the experiment. This 
training included an overview and purpose of the project as well as a brief description of 
the NIST-calibrated ruler, how to properly measure to a 32nd of an inch, and how to make 
a measurement using the ruler and the Ransom RestÒ. The purpose of using two groups 
was two-fold. Because both groups received the same amount of training pertaining to the 
experiment, the only difference between the groups was their previous knowledge and 
training in GSR distance determinations analysis and preparation of test fires. By 
comparing the results of the uncertainty calculation, it can be determined whether the 
uncertainty of measurement needs to be recalculated whenever someone new is authorized 
to perform GSR distance determination. If there is no difference between the two groups, 
then the general measurement uncertainty could potentially remain consistent for the lab 
year after year, no matter who the current analysts are.   
Data collection took place over 11 different days, with one to four distances being 
measured per day, both in the morning and the afternoon. This was done to account for any 
variability in the time of day as well as the day of the week. Over the course of those 11 
days, various distances were measured [Table 1]. These distances were chosen because 
they are relatively close to frequent test fire distance measurements including 3”, 6”, 9”, 
12”, 18”, 24”, 36”, and 48”. It should be noted that 42” was used as the greatest distance 
instead of 48” because the ruler is exactly 48” long, leaving no opportunity for someone to 
make a measurement at a distance greater than 48”. Similarly, contact (0”) was not 
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measured because there is little to no room for error with a contact test fire. Each individual 
distance was measured four separate times over the course of the 11 days. 
Table 1. Distances measured on various days and times.  
 Morning  
 
(8:00am – 12:00pm) 
Afternoon  
 
(1:00pm – 4:00pm) 
Thursday 
October 25th, 2018 
3” 24” 
Friday 
October 26th, 2018 
42” 12” 
Tuesday 
October 30th, 2018 
18” 6” 
Wednesday 
October 31st, 2018 
36” 18” 
Tuesday 
November 13th, 2018 
6”, 3” 3”, 12” 
Wednesday 
November 14th, 2018 
12”, 42” 42”, 36” 
Thursday 
November 15th, 2018 
36”, 12” 18” 
Friday 
November 16th, 2018 
18”, 9” 24”, 9” 
Monday 
November 19th, 2018 
-- 42” 
Tuesday 
November 20th, 2018 
24”, 6” 6”, 9” 
Wednesday  
November 28th, 2018 
9”, 24” 3”, 36” 
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In the morning of a day on which data collection was to take place, the Ransom 
RestÒ was adjusted to a particular distance and an email was sent to all participants 
indicating that measurements could begin and the time frame for which that measurement 
would take place. At any time in that window, a participant could use the ruler to measure 
the distance between the test panel and the muzzle of the firearm. Once a measurement was 
obtained, the participant was able to submit their value through an online form [Figure 10]. 
The form contained responses for the participant’s initials, the date, the time, previous 
experience in GSR distance determination testing, and the value of the measurement. 
Submission of the value in the online form completed the participant’s responsibilities for 
that particular measurement. This process was then repeated during the next measurement 
time frame, with the Ransom RestÒ being set up at a different distance.  
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Figure 10. Google Form used to collect data results. 
 
2.3 NIST Measurement Uncertainty Steps 
The final aspect of the experiment involved calculating the uncertainty budget using 
the NIST 8-Step process. This was done in conjunction with the readily accessible “Blank 
Measurement Uncertainty Estimation Template” guidance document provided by 
ASCLD/LAB24.  The first step involved specifying the measurement process. The quantity 
being measured for this experiment, or the measurand, is the distance from muzzle-to-test 
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panel using a steel ruler with 1/32 scale markings. The range of measurement values 
included 3”, 6”, 9”, 12”, 18”, 24”, 36”, and 42”. The second step is to identify the 
uncertainty components. There are many factors in the measurement process for test panel 
creation that can be sources of uncertainty. Potential sources for uncertainty were grouped 
into 5 categories: (1) Ruler, (2) Facility, (3) Measurement Procedure, (4) Analyst(s), and 
(5) Changes over Time. A cause-and-effect fishbone diagram is an effective way to 
visualize all of the contributing uncertainty components [Figure 11].  
 
 
Figure 11. Expanded cause-and-effect fishbone diagram. Details components of uncertainty with 
measurements performed over time by multiple analysts. 
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3. RESULTS AND DISCUSSION 
3.1 Total Measurement Results 
 Theoretically, 256 measurements should have been taken (8 analysts x 8 distances 
x 4 measurements/distance). However, due to attendance, laboratory activities, and 
forgetfulness, over the course of the 11 days on which data was collected, a total of 238 
measurements were taken. The measurements were divided into the eight baseline 
distances to which the Ransom RestÒ had been set: 3”, 6”, 9”, 12”, 18”, 24”, 36”, and 42”. 
Analyzing the results from several repeatability tests is slightly more complex than just 
looking at a single repeatability test because multiple standard deviations cannot be 
combined and averaged. For this reason, the mean, standard deviation (Std Dev), degrees 
of freedom (DOF), and weighted variance (SS) for each measurement data set must be 
calculated individually, and then pooled together to determine the total weighted variance 
(ESS), total degrees of freedom (EDOF), and the pooled standard deviation (Sp).  
All data points for each measurement were also used to create a box-and-whiskers 
plot displaying the minimum, maximum, first quartile (middle value between the minimum 
and the mean), second quartile (mean or average), and the third quartile (middle value 
between the mean and the maximum) [Figures 12-19]. This data indicates that the smallest 
range of measurements for a particular distance was at 6 inches and 24 inches, with a range 
between the minimum and maximum measurements of 0.125 inches. The largest range of 
measurements for a given distance was at 42 inches, with a range of 0.34375 inches. The 
smallest standard deviation was 0.0197 inches (9 inches) and the largest standard deviation 
was 0.0573 inches (36 inches).  
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The total weighted variance (ESS), total degrees of freedom (EDOF), and the 
pooled standard deviation (Sp) for each distance were then combined to get an overall 
weighted variance, degrees of freedom, and standard deviation. The overall weighted 
variance was 0.273, the total degrees of freedom was 205, and the total combined standard 
deviation for all distances was equal to 0.0364 inches.  
 
  
 
Figure 12. Analysis of 3-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=2.90625 in, first quartile=2.96875 in, second quartile=3 
in, third quartile=3.03125 in, and a maximum value=3.0625 in. 
 
  
Figure 13. Analysis of 6-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value= 5.90625 in, first quartile= 5.9609375 in, second 
quartile=5.984375 in, third quartile=6 in, and a maximum value= 6.03125 in. 
 
Set: 3" 10/25 am 11/13 am 11/13 pm 11/28 pm
1 3.0625 3.0625 3.03125 2.96875
2 3 3.03125 3.03125 3
3 2.9375 3.03125 3.0625 3
4 2.96875 2.96875 3.0625 3
5 3.03125 3.03125 3.0625 2.90625
6 2.96875 3.03125 3.03125 2.9375
7 3 3 3.0625 2.96875
8 3 3.0625 2.96875
Mean 2.99609375 3.02734375 3.049107143 2.96875
Std Dev 0.038950733 0.030969725 0.016703828 0.033407655
DOF 7 7 6 7
SS 0.010620117 0.006713867 0.001674107 0.0078125
ESS 0.026820592
EDOF 27
Sp 0.031517539
Set: 6" 10/30 pm 11/13 am 11/20 am 11/20 pm
1 5.9375 5.96875 5.96875 5.96875
2 5.96875 5.9375 6 6
3 6.03125 5.9375 6 6
4 6 6 5.96875 6
5 6.03125 6.03125 6 5.9375
6 5.96875 6 5.96875 6
7 5.90625 6.03125 5.9375
8 5.9375 5.96875 6
Mean 5.97265625 5.984375 5.982142857 5.984375
Std Dev 0.045554312 0.037350894 0.024587369 0.026145626
DOF 7 7 6 5
SS 0.014526367 0.009765625 0.003627232 0.003417969
ESS 0.031337193
EDOF 25
Sp 0.035404629
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Figure 14. Analysis of 9-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=8.84375 in, first quartile=8.90625 in, second 
quartile=8.9375 in, third quartile=9 in, and a maximum value=9.0625 in. 
 
 
Figure 15. Analysis of 12-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=11.875 in, first quartile=11.921875 in, second 
quartile=11.96875 in, third quartile=12 in, and a maximum value=12.03125 in. 
 
  
Figure 16. Analysis of 18-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=17.875 in, first quartile=17.9375 in, second 
quartile=17.96875 in, third quartile=18.03125 in, and a maximum value=18.0625 in. 
Set: 9" 11/16 am 11/16 pm 11/20 pm 11/28 am
1 9.03125 9 8.9375 8.875
2 9.03125 9 8.9375 8.875
3 9.03125 8.96875 8.9375 8.875
4 9.0625 9 8.9375 8.84375
5 9 8.9375 8.9375 8.875
6 9.03125 8.96875 8.9375 8.84375
7 9 8.96875 8.96875 8.84375
8 8.96875 8.9375 8.90625
Mean 9.026785714 8.9765625 8.94140625 8.8671875
Std Dev 0.021564549 0.022097087 0.011048543 0.022097087
DOF 6 7 7 7
SS 0.002790179 0.003417969 0.000854492 0.003417969
ESS 0.010480608
EDOF 27
Sp 0.019702048
Set: 12" 10/26 pm 11/13 pm 11/14 am 11/15 am
1 12 11.9375 11.96875 11.875
2 12.03125 11.96875 11.96875 11.9375
3 12 12 12 11.9375
4 11.96875 12 12 11.90625
5 11.90625 12 12 11.875
6 11.9375 11.96875 11.96875 11.90625
7 11.96875 11.9375 12 11.875
8 11.90625
Mean 11.97321429 11.97321429 11.98660714 11.90234375
Std Dev 0.042037044 0.028116732 0.016703828 0.026078843
DOF 6 6 6 7
SS 0.010602679 0.004743304 0.001674107 0.004760742
ESS 0.021780831
EDOF 25
Sp 0.029516661
Set: 18" 10/30 am 10/31 pm 11/15 pm 11/16 am
1 18.0625 18.0625 17.96875 17.9375
2 18.03125 17.875 17.90625 17.96875
3 17.96875 18.03125 17.90625 17.90625
4 18.03125 17.9375 17.96875 17.96875
5 18 18.03125 17.90625 17.90625
6 17.96875 18.03125 18 17.90625
7 18.03125 17.96875 17.9375 17.96875
8 18 17.9375 17.96875
Mean 18.01171875 17.99107143 17.94140625 17.94140625
Std Dev 0.03314563 0.06681531 0.035187238 0.030969725
DOF 7 6 7 7
SS 0.00769043 0.026785714 0.008666992 0.006713867
ESS 0.049857003
EDOF 27
Sp 0.042971568
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Figure 17. Analysis of 24-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=23.90625 in, first quartile=23.96875 in, second 
quartile=23.96875 in, third quartile=24 in, and a maximum value=24.03125 in. 
 
   
Figure 18. Analysis of 36-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=35.8125 in, first quartile=35.90625 in, second 
quartile=35.9375 in, third quartile=36 in, and a maximum value=36.125 in. 
 
  
Figure 19. Analysis of 42-inch distance measurement. (Left) Data points and statistical analysis; (Right) 
Box-and-whisker plot showing a minimum value=41.90625 in, first quartile=42 in, second 
quartile=42.046875 in, third quartile=42.09375 in, and a maximum value=42.25 in. 
Set: 24" 10/25 pm 11/16 pm 11/20 am 11/28 am
1 23.90625 24 23.9375 23.96875
2 24.03125 24 23.9375 23.96875
3 23.96875 24 24.03125 23.96875
4 23.96875 24 23.96875 23.9375
5 23.96875 23.9375 23.96875 24
6 24 24 23.9375 24
7 24 24 23.96875
8 24 24.03125
Mean 23.97767857 23.9921875 23.96354167 23.98046875
Std Dev 0.039173948 0.022097087 0.036532662 0.028628918
DOF 6 7 5 7
SS 0.009207589 0.003417969 0.006673177 0.005737305
ESS 0.02503604
EDOF 25
Sp 0.031645562
Set: 36" 10/31 am 11/14 pm 11/15 am 11/28 pm
1 36.03125 36.0625 35.875 35.96875
2 35.90625 35.90625 35.90625 36
3 35.875 35.875 35.875 36
4 35.90625 35.9375 35.8125 36.125
5 35.9375 35.9375 35.90625 36
6 35.9375 35.9375 35.96875 36
7 35.84375 35.90625 36
8 36 36
Mean 35.93229167 35.92857143 35.90625 36.01171875
Std Dev 0.053825045 0.069208428 0.057863756 0.047060644
DOF 5 6 7 7
SS 0.014485677 0.028738839 0.0234375 0.01550293
ESS 0.082164946
EDOF 25
Sp 0.057328857
Set: 42" 10/26 am 11/14 am 11/14 pm 11/19 pm
1 42.25 42.03125 42.125 41.90625
2 42.09375 41.96875 42.125 42.03125
3 42.03125 42 42.09375 41.96875
4 42.0625 42 42.09375 42.03125
5 42.03125 42.0625 42.09375 41.96875
6 42.09375 41.9375 42.0625 42.03125
7 42.0625 42.09375
8 42.09375 42
Mean 42.08984375 42 42.0859375 41.98958333
Std Dev 0.069752232 0.044194174 0.040054372 0.051031036
DOF 7 5 7 5
SS 0.034057617 0.009765625 0.011230469 0.013020833
ESS 0.068074544
EDOF 24
Sp 0.053258233
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 The data above highlights the precision with which the eight analysts were able to 
measure at each distance. All measurements ranged from 0.125-0.34375 inches of the 
actual distance, indicating that the analysts are fairly proficient at taking measurements. 
Given the smallest standard deviation was at 9 inches and the largest at 36 inches, it is 
theorized that it was easier for the analysts to make measurements that fell within the 
distance extremes. This is probably due in part to the ruler. The ruler, while being made of 
stainless steel, was long and not completely rigid. Trying to coordinate handling the ruler 
with both hands, keeping it level, and also taking a measurement down to the 1/32 inch 
was potentially slightly more difficult at the greatest (36 inches and 42 inches) and smallest 
(3 inches and 6 inches) distances. The middle distances of 9 inches and 12 inches had the 
smallest standard deviations and may have been the easiest for the analysts to measure.  
 
3.2 Uncertainty Components 
One of the biggest components of uncertainty is the equipment, and the many 
factors associated with each instrument being used19. In this experiment there are two 
pieces of equipment, the ruler and the Ransom RestÒ. However, the Ransom RestÒ was 
not being used to obtain a distance measurement and was thus not considered to be a source 
of instrument uncertainty. The ruler itself carries with it several types of uncertainty 
components including repeatability (variation among multiple measurements and analysts 
over time), length scale readability (the smallest increment that can be detected by the 
measuring equipment15), traceability/tolerance (the certified ± value on length19), 
calibration (uncertainty and scale error as provided by the calibrating laboratory), and 
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proper use, storage, and handling. The length scale readability, traceability/tolerance, and 
calibration uncertainty and scale error are all values provided by the calibration service 
provider and are thus considered to be Type B components. The proper use, storage, and 
handling of the ruler is a consistent factor throughout the entirety of the experiment so it is 
considered a Type A factor in the uncertainty associated with the repeatability data. 
Another factor that contributes to uncertainty is the facility. This includes 
temperature variations and lighting in the lab. The coefficient for linear thermal expansion 
for stainless steel-316 (standard molybdenum-bearing grade) is 0.0000089 in/°F25. While 
the laboratory room temperature is kept fairly consistent, it is possible that the widest 
variation in the BPD lab room temperature is approximately +/-5°F. Using the equation for 
linear thermal expansion, a possible range of expansion for the ruler was determined:  𝑂𝑢𝑡𝑠𝑖𝑑𝑒	𝑙𝑖𝑚𝑖𝑡	𝑜𝑓	𝑙𝑖𝑛𝑒𝑎𝑟	𝑡ℎ𝑒𝑟𝑚𝑎𝑙	𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 = 	5°𝐹	 × 	0.0000089 ?@
°A = 0.000045	𝑖𝑛  
However, a range of +/-0.000045 inches is considered insignificant and was not 
included in the uncertainty calculations. The lighting in the lab was consistent throughout 
the entirety of the experiment and can be considered a Type A factor in the uncertainty 
associated with the repeatability data.   
The measurement procedure, analyst(s), and changes over time are the final factors 
that were identified as possible contributors to the uncertainty. When considering the 
procedure described above, potential sources of error in the measurement procedure 
include how each individual analyst positions the ruler, the initial set-up of the Ransom 
RestÒ at each distance, and any potential movement of the Ransom RestÒ between 
analysts’ measurements.  
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In terms of the analyst(s), prior training and experience, visual acuity, and the time 
of day/day of week, potential interruptions, and variable workloads were considered 
possible sources of error. While time of day and day of the week may seem inconsequential, 
there is research to suggest that these aspects may affect energy, awareness, and 
performance when doing cognitive work. For instance, working memory, alertness, and 
concentration is often greatest mid-morning, correlating with an increase in body 
temperature26,27. Conversely, people are more easily distracted during the hours of noon to 
4 p.m., with drowsiness peaking around 2 p.m.26 Productivity is reportedly at its highest on 
Tuesdays, followed by Monday and Wednesday, with Thursday and Friday being the least 
productive days of the week28,29.   
Work performance is not irrelevant when discussing measurement uncertainty; 
fatigue, anxiety over current casework, other laboratory activities, or excitement about the 
end of the work day are all factors that may have an impact on an analyst’s measuring 
ability, altering the confidence, and therefore reliability and reproducibility, of the results.  
For this reason, a variety of days throughout the work week, as well as measurement times 
in the morning and afternoon, were utilized over the period of approximately one month to 
gather data.  
Lastly, regarding changes over time, wear to the ruler and calibration drift are 
potential sources of error. Each of the factors discussed above are a consistent source of 
uncertainty throughout the entire experiment and are all considered Type A factors in the 
uncertainty associated with the repeatability data [Table 2].   
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Table 2.  Uncertainty Components and their associated Methods of Evaluation. 
 
 
 
Ucertainty Component Method of Evaluation
Ruler
Length Scale Readability Type B Evaluation
Repeatability
Covered in Type A Evaluation of process 
reproducibiliy data
Traceability/Tolerance Type B Evaluation
Calibration Uncertainty Type B Evaluation
Calibration Scale Error Type B Evaluation
Proper use, storage, and handling
Covered in Type A Evaluation of process 
reproducibiliy data
Facility
Temperature variation - coefficient of expansion for 
measuring equipment Type B Evaluation
Lighting
Covered in Type A Evaluation of process 
reproducibiliy data
Measurement Procedure
Positioning of ruler
Covered in Type A Evaluation of process 
reproducibiliy data
Movement of Ransom Rest®
Covered in Type A Evaluation of process 
reproducibiliy data
Initial set-up
Covered in Type A Evaluation of process 
reproducibiliy data
Analyst(s)
Training
Covered in Type A Evaluation of process 
reproducibiliy data
Experience
Covered in Type A Evaluation of process 
reproducibiliy data
Visual acuity
Covered in Type A Evaluation of process 
reproducibiliy data
Time of day, day of week, interruptions, workload
Covered in Type A Evaluation of process 
reproducibiliy data
Changes over Time
Wear to the ruler
Covered in Type A Evaluation of process 
reproducibiliy data
Calibration drift
Covered in Type A Evaluation of process 
reproducibiliy data
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3.3 Measurement Results per Group 
The data was also split and analyzed for each group, those authorized to perform 
GSR distance determination (Group A) and those who are not (Group B). The data for each 
group was analyzed in the same method as above, calculating the mean, standard deviation 
(Std Dev), degrees of freedom (DOF), weighted variance (SS), total weighted variance 
(ESS), total degrees of freedom (EDOF), and the pooled standard deviation (Sp) for each 
distance. Similarly, an overall weighted variance, degrees of freedom, and standard 
deviation were calculated for the entire data set.  
 
3.3.1 Authorized GSR Distance Determination Testing Group (Group A) 
The data from Group A is what the BPD Crime Laboratory will use to evaluate 
their measurement uncertainty budget because the unauthorized group members will not 
be performing GSR distance determination testing.  This data indicated that the smallest 
range of measurements for a particular distance was at 24 inches, with a range between the 
minimum and maximum measurements of 0.0625 inches. The largest range of 
measurements for a given distance was at 36 inches, with a range of 0.25 inches. The 
smallest standard deviation was 0.0139 inches (9 inches) and the largest standard deviation 
was 0.0585 inches (36 inches) [Figure 20]. The overall weighted variance was 0.0112, the 
total degrees of freedom was 80, and the total combined standard deviation for all distances 
was equal to 0.0118 inches.  
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Figure 20. Group A data. Data sets from 3”, 6”, 9”, 12”, 18”, 24”, 36”, and 42” from participants with 
previous training and experience in GSR distance determination. Values calculated include statistical 
analysis of the mean, standard deviation (Std Dev), degrees of freedom (DOF), weighted variance (SS), 
total weighted variance (ESS), total degrees of freedom (EDOF), and pooled standard deviation (Sp). 
True: 3" 10/25 am 11/13 am 11/13 pm 11/28 pm
1 3 3.03125 3.03125 2.9375
2 2.9375 2.96875 2.96875
3 3 3 3.03125 2.90625
4 3 3.0625 3.0625 2.96875
Mean 2.984375 3.015625 3.041666667 2.9453125
Std Dev 0.03125 0.040343577 0.018042196 0.029919597
DOF 3 3 2 3
SS 0.002929688 0.004882813 0.000651042 0.002685547
ESS 0.011149089
EDOF 11
Sp 0.031836355
True: 6" 10/30 pm 11/13 am 11/20 am 11/20 pm
1 6.03125 5.96875 5.9375
2 5.90625 5.9375 5.96875 5.9375
3 5.9375 5.9375 5.96875 6
4 5.96875 6 5.96875 5.96875
Mean 5.9609375 5.9609375 5.9609375 5.96875
Std Dev 0.053369535 0.029919597 0.015625 0.03125
DOF 3 3 3 2
SS 0.008544922 0.002685547 0.000732422 0.001953125
ESS 0.013916016
EDOF 11
Sp 0.035568136
True: 9" 11/16 am 11/16 pm 11/20 pm 11/28 am
1 8.96875 8.9375 8.875
2 9 8.96875 8.9375 8.875
3 9.03125 9 8.9375 8.84375
4 9.03125 8.96875 8.9375 8.875
Mean 9.020833333 8.9765625 8.9375 8.8671875
Std Dev 0.018042196 0.015625 0 0.015625
DOF 2 3 3 3
SS 0.000651042 0.000732422 0 0.000732422
ESS 0.002115885
EDOF 11
Sp 0.013869146
True: 12" 10/26 pm 11/13 pm 11/14 am 11/15 am
1 12 11.90625
2 11.90625 11.96875 11.96875 11.9375
3 11.9375 11.9375 12 11.90625
4 12 12 11.96875 11.875
Mean 11.94791667 11.96875 11.984375 11.90625
Std Dev 0.047735163 0.03125 0.018042196 0.025515518
DOF 2 2 3 3
SS 0.004557292 0.001953125 0.000976563 0.001953125
ESS 0.009440104
EDOF 10
Sp 0.030724753
True: 18" 10/30 am 10/31 pm 11/15 pm 11/16 am
1 18.03125 18.0625 17.90625 17.90625
2 17.96875 17.9375 17.90625 17.96875
3 18 18.03125 18 17.96875
4 18.0625 17.9375 17.9375
Mean 18.015625 18.01041667 17.9375 17.9453125
Std Dev 0.040343577 0.065052062 0.044194174 0.029919597
DOF 3 2 3 3
SS 0.004882813 0.008463542 0.005859375 0.002685547
ESS 0.021891276
EDOF 11
Sp 0.044610716
True: 24" 10/25 pm 11/16 pm 11/20 am 11/28 am
1 23.96875 23.9375 23.9375 23.96875
2 23.96875 24 23.96875 23.9375
3 23.96875 24 24
4 24 23.96875
Mean 23.96875 23.984375 23.953125 23.96875
Std Dev 0 0.03125 0.022097087 0.025515518
DOF 2 3 1 3
SS 0 0.002929688 0.000488281 0.001953125
ESS 0.005371094
EDOF 7
Sp 0.027700164
True: 36" 10/31 am 11/14 pm 11/15 am 11/28 pm
1 35.9375 35.96875 35.90625 36.125
2 35.9375 35.90625 35.90625 36
3 36.0625 36 36
4 35.9375 35.875 36
Mean 35.9375 35.96875 35.921875 36.03125
Std Dev 0 0.067507716 0.054126588 0.0625
DOF 1 3 3 3
SS 0 0.013671875 0.008789063 0.01171875
ESS 0.034179688
EDOF 10
Sp 0.058463397
True: 42" 10/26 am 11/14 am 11/14 pm 11/19 pm
1 42.0625 42 42.09375 42.03125
2 42.03125 42.0625 42.09375 42.03125
3 42.09375 42 42.125
4 42.0625 42.09375
Mean 42.0625 42.02083333 42.1015625 42.03125
Std Dev 0.025515518 0.036084392 0.015625 0
DOF 3 2 3 1
SS 0.001953125 0.002604167 0.000732422 0
ESS 0.005289714
EDOF 9
Sp 0.024243472
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3.3.2 Unauthorized GSR Distance Determination Testing Group (Group B) 
This data indicates that the smallest range of measurements for a particular distance 
was at 3 inches and 6 inches, with a range between the minimum and maximum 
measurements of 0.09375 inches. The largest range of measurements for a given distance 
was at 42 inches, with a range of 0.34375 inches. The smallest standard deviation was 
0.0259 inches (9 inches) and the largest standard deviation was 0.0680 inches (42 inches) 
[Figure 21]. The overall weighted variance was 0.00879, the total degrees of freedom was 
92, and the total combined standard deviation for all distances was equal to 0.00977 inches. 
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Figure 21. Group B Data. Data sets from 3”, 6”, 9”, 12”, 18”, 24”, 36”, and 42” from participants with no 
previous training or experience in GSR distance determination. Values calculated include statistical 
analysis of the mean, standard deviation (Std Dev), degrees of freedom (DOF), weighted variance (SS), 
total weighted variance (ESS), total degrees of freedom (EDOF), and pooled standard deviation (Sp). 
True: 3" 10/25 am 11/13 am 11/13 pm 11/28 pm
1 3.0625 3.0625 3.0625 3
2 2.96875 3.03125 3.0625 3
3 2.96875 3.03125 3.03125 3
4 3.03125 3.03125 3.0625 2.96875
Mean 3.0078125 3.0390625 3.0546875 2.9921875
Std Dev 0.046875 0.015625 0.015625 0.015625
DOF 3 3 3 3
SS 0.006591797 0.000732422 0.000732422 0.000732422
ESS 0.008789063
EDOF 12
Sp 0.027063294
True: 6" 10/30 pm 11/13 am 11/20 am 11/20 pm
1 6.03125 6.03125 6 6
2 5.9375 6.03125 6 6
3 6 6 6 6
4 5.96875 5.96875 6
Mean 5.984375 6.0078125 6 6
Std Dev 0.040343577 0.029919597 0 0
DOF 3 3 3 2
SS 0.004882813 0.002685547 0 0
ESS 0.007568359
EDOF 11
Sp 0.026230377
True: 9" 11/16 am 11/16 pm 11/20 pm 11/28 am
1 9.03125 9 8.9375 8.90625
2 9 8.96875 8.9375 8.84375
3 9.03125 8.9375 8.9375 8.84375
4 9.0625 9 8.96875 8.875
Mean 9.03125 8.9765625 8.9453125 8.8671875
Std Dev 0.025515518 0.029919597 0.015625 0.029919597
DOF 3 3 3 3
SS 0.001953125 0.002685547 0.000732422 0.002685547
ESS 0.008056641
EDOF 12
Sp 0.025911131
True: 12" 10/26 pm 11/13 pm 11/14 am 11/15 am
1 11.96875 12 12 11.9375
2 12 11.9375 11.96875 11.875
3 12.03125 11.96875 12 11.875
4 11.96875 12 11.90625
Mean 11.9921875 11.9765625 11.98958333 11.8984375
Std Dev 0.029919597 0.029919597 0.018042196 0.029919597
DOF 3 3 2 3
SS 0.002685547 0.002685547 0.000651042 0.002685547
ESS 0.008707682
EDOF 11
Sp 0.02813552
True: 18" 10/30 am 10/31 pm 11/15 pm 11/16 am
1 18.03125 18.03125 17.96875 17.96875
2 17.96875 17.875 17.90625 17.90625
3 18.03125 17.96875 17.9375 17.90625
4 18 18.03125 17.96875 17.96875
Mean 18.0078125 17.9765625 17.9453125 17.9375
Std Dev 0.029919597 0.073840869 0.029919597 0.036084392
DOF 3 3 3 3
SS 0.002685547 0.016357422 0.002685547 0.00390625
ESS 0.025634766
EDOF 12
Sp 0.046219373
True: 24" 10/25 pm 11/16 pm 11/20 am 11/28 am
1 24.03125 24 24.03125 23.96875
2 23.90625 24 23.96875 23.9375
3 24 24 23.96875 23.9375
4 24 24 24 24.03125
Mean 23.984375 24 23.9921875 23.96875
Std Dev 0.054126588 0 0.029919597 0.044194174
DOF 3 3 3 3
SS 0.008789063 0 0.002685547 0.005859375
ESS 0.017333984
EDOF 12
Sp 0.038006561
True: 36" 10/31 am 11/14 pm 11/15 am 11/28 pm
1 36.03125 35.84375 35.96875 36
2 35.875 35.875 35.8125 36
3 35.90625 35.9375 35.90625 35.96875
4 35.90625 35.9375 35.875 36
Mean 35.9296875 35.8984375 35.890625 35.9921875
Std Dev 0.069292368 0.046875 0.065052062 0.015625
DOF 3 3 3 3
SS 0.014404297 0.006591797 0.012695313 0.000732422
ESS 0.034423828
EDOF 12
Sp 0.053559802
True: 42" 10/26 am 11/14 am 11/14 pm 11/19 pm
1 42.25 42.03125 42.125 42.03125
2 42.03125 41.9375 42 41.90625
3 42.09375 41.96875 42.0625 41.96875
4 42-3/32 42.09375 41.96875
Mean 42.125 41.97916667 42.0703125 41.96875
Std Dev 0.112673477 0.047735163 0.053369535 0.051031036
DOF 2 2 3 3
SS 0.025390625 0.004557292 0.008544922 0.0078125
ESS 0.046305339
EDOF 10
Sp 0.068048026
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 3.3.3 F-Test 
 
There are multiple statistical tests that can be used to compare data. In this case, an 
F-test was used to compare the variances, or standard deviations, between Group A and 
Group B. The F-test in particular was chosen because standard deviations cannot simply 
be compared to one another to determine significance. The F-test allows for a statistical 
comparison between two standard deviations, in order to determine whether the means 
between two populations are significantly different. The null hypothesis for an F-test states 
that 𝐻D: 𝜎GH = 𝜎HH. In other words, the variances (s2) are equal and that there is no 
difference between the means. This can be accomplished by calculating the F value, F 
critical value, and the P value. The F-value and the degrees of freedom for the two 
populations are used to calculate a two-tailed P-value. If the two-tailed P-value is less than 
the alpha value (a=0.05), then the null hypothesis above is rejected, concluding that a 
significant difference does exist. For all distances except 42 inches, the P-value was larger 
than the alpha value of 0.05 and thus the null hypothesis was accepted, concluding that 
there is no significant difference between the GSR-trained group and the non-GSR trained 
group [Table 3]. At 42 inches, however, the P-value was smaller than the alpha value, thus 
the null hypothesis was rejected and a significant difference between the groups was 
established. It is possible that this is an anomaly because the 42-inch distance had the 
fewest combined degrees of freedom at 26 (14 for Variable 1 and 12 for Variable 2).  
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Table 3. F-Test results. The two-tailed p-value is compared to the alpha value (a=0.05). If the p-value is 
greater than 0.05, the null hypothesis is accepted, concluding that a significant difference does not exist. 
Note: Variable 1 refers to whichever group (Group A or B) had the greater variance. 
 
 F-Value 
Degrees 
of 
Freedom 
– 
Variable 
1 
Degrees 
of 
Freedom 
– 
Variable 
2 
P-Value 
(two-tail) 
Null 
Hypothesis 
Significant 
Difference 
Between 
Groups? 
3” 1.71428571 14 15 0.31185929 Accept No 
6” 1.6119403 14 14 0.38246022 Accept No 
9” 1.25766349 15 14 0.6732724 Accept No 
12” 1.28414634 14 13 0.65800849 Accept No 
18” 1.16670488 14 15 0.76831516 Accept No 
24” 2.30388889 15 12 0.15171349 Accept No 
36” 1.16441036 13 15 0.77008725 Accept No 
42” 0.20366165 12 14 0.00885363 Reject Yes 
 
 
3.4 Calculated Uncertainty 
 The “Blank Measurement Uncertainty Estimation Template” guidance document 
provided by ASCLD/LAB was utilized to calculate a total uncertainty24. The uncertainty 
budget is an itemized table of the components that were deemed to have significance and 
contribute to the uncertainty in the measurement results. While the ASCLD/LAB template 
was utilized in this experiment, other accrediting bodies also provide templates that, for the 
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most part, contain similar components30-32. These components generally include the 
sources of uncertainty and their associated standard deviations (quantified value of 
uncertainty), units of measure, type of uncertainty (Type A or Type B), probability 
distribution (normal, rectangular, or triangular), the divisor (converts the value of the 
uncertainty component to a standard uncertainty), degrees of freedom, standard 
uncertainty, and component contribution30-32. These values are then used to establish a 
combined standard uncertainty (uc) and an expanded, reported uncertainty (U) given a 
confidence interval of 95.45% (k=2) or 99.73% (k=3).  
 
3.4.1 Total Uncertainty Estimation 
 Using the data from all eight participants, a total uncertainty was calculated to be 
0.082 inches at a confidence interval of 95.45% and 0.124 inches at a confidence interval 
of 99.73% [Table 4]. 
Table 4. Total Uncertainty Budget 
 
The repeatability component (Line Item 5) represents the actual experiment 
performed, that is, the repeated measurements taken over the period of 34 days by 8 
analysts of the Boston Police Department. This component accounts for 56% of the 
uncertainty, followed by the length scale readability with 28%, the traceability/tolerance 
Line
Item
Uncertainty
Component Value Units Distribution Type Divisor
Degrees
Freedom
(n-1)
Standard
Uncertainty
Component
Contribution
%
1 Length Scale Readability 0.03125000 inches Rectangular Type B 1.73 0.018042196 28
2 Traceability/Tolerance 0.01900000 inches Rectangular Type B 3.46 0.005484828 8
3 Calibration Uncertainty 0.00396600 inches Normal Type B 1.96 0.002023469 3
4 Calibration Scale Error 0.00625000 inches Normal Type B 1.96 0.003188776 5
5 Repeatability 0.03646000 inches Normal Type A 1.00 205 0.03646 56
Combined Standard Unc u c 0.041221335 100
Expanded Unc U  (k =2) 0.082442671
Expanded Unc U  (k =3) 0.123664006
Reported Uncertainty: 0.082 k =2
Reported Uncertainty: 0.124 k =3
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with 8%, the calibration scale error with 5%, and the calibration uncertainty with 3% 
[Figure 22]. 
 
 
Figure 22. Graphical representation of the contribution of the five uncertainty components (Total). 1 
represents the length scale readability (28%), 2 the traceability/tolerance (8%), 3 the calibration uncertainty 
(3%), 4 the calibration scale error (5%), and 5 is the repeatability experiment (56%).  
 
 
3.4.2 Group A Uncertainty 
 
 The total uncertainty for the GSR-trained group was calculated to be 0.045 inches 
at a confidence interval of 95.45% and 0.068 inches at a confidence interval of 99.73% 
[Table 5].  
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Table 5. Uncertainty Budget for Group A. 
 
In this instance, the length scale readability accounted for the largest component of 
the uncertainty at 44%, followed by the repeatability experiment at 29%, the 
traceability/tolerance at 14%, the calibration scale error at 8%, and the calibration 
uncertainty at 5% [Figure 23].  
 
 
Figure 23. Graphical representation of the contribution of the five uncertainty components (Group 
A). 1 represents the length scale readability (44%), 2 the traceability/tolerance (14%), 3 the calibration 
uncertainty (5%), 4 the calibration scale error (8%), and 5 is the repeatability experiment (29%).  
 
 
 
Line
Item
Uncertainty
Component Value Units Distribution Type Divisor
Degrees
Freedom
(n-1)
Standard
Uncertainty
Component
Contribution
%
1 Length Scale Readability 0.03125000 inches Rectangular Type B 1.73 0.018042196 44
2 Traceability/Tolerance 0.01900000 inches Rectangular Type B 3.46 0.005484828 14
3 Calibration Uncertainty 0.00396600 inches Normal Type B 1.96 0.002023469 5
4 Calibration Scale Error 0.00625000 inches Normal Type B 1.96 0.003188776 8
5 Repeatability 0.01180520 inches Normal Type A 1.00 80 0.0118052 29
Combined Standard Unc u c 0.022566117 100
Expanded Unc U  (k =2) 0.045132234
Expanded Unc U  (k =3) 0.067698351
Reported Uncertainty: 0.045 k =2
Reported Uncertainty: 0.068 k =3
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3.4.3 Group B Uncertainty 
The total uncertainty for the non-trained GSR group was calculated to be 0.043 
inches at a confidence interval of 95.45% and 0.065 inches at a confidence interval of 
99.73% [Table 6].  
 
Table 6. Uncertainty Budget for Group B 
 
 
 
Similar to the GSR-trained group, the length scale readability accounted for the 
largest component of the uncertainty in this instance as well, at 47%. This is followed by 
the repeatability experiment at 25%, the traceability/tolerance at 14%, the calibration scale 
error at 8%, and the calibration uncertainty at 5% [Figure 24].  
 
 
Line
Item
Uncertainty
Component Value Units Distribution Type Divisor
Degrees
Freedom
(n-1)
Standard
Uncertainty
Component
Contribution
%
1 Length Scale Readability 0.03125000 inches Rectangular Type B 1.73 0.018042196 47
2 Traceability/Tolerance 0.01900000 inches Rectangular Type B 3.46 0.005484828 14
3 Calibration Uncertainty 0.00396600 inches Normal Type B 1.96 0.002023469 5
4 Calibration Scale Error 0.00625000 inches Normal Type B 1.96 0.003188776 8
5 Repeatability 0.00977410 inches Normal Type A 1.00 92 0.0097741 25
Combined Standard Unc u c 0.021573129 100
Expanded Unc U  (k =2) 0.043146259
Expanded Unc U  (k =3) 0.064719388
Reported Uncertainty: 0.043 k =2
Reported Uncertainty: 0.065 k =3
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Figure 24. Graphical representation of the contribution of the five uncertainty components (Group 
B). 1 represents the length scale readability (47%), 2 the traceability/tolerance (14%), 3 the calibration 
uncertainty (5%), 4 the calibration scale error (8%), and 5 is the repeatability experiment (25%).  
 
The F-test statistical analysis along with the comparison of the uncertainties is 
important because it indicates there was no significant difference between the abilities of 
the two groups. This means that previous GSR distance determination experience or 
training does not impact an analyst’s ability to take a measurement. Therefore, a lab may 
not need to recalculate an uncertainty of measurement when current GSR trained analysts 
leave or new analysts are authorized. 
When looking at the reported uncertainties, whether it be the GSR distance 
determination-trained (Group A), non-GSR distance determination trained (Group B), or 
both groups combined, the values are all extremely small. For reference, the thickness of a 
U.S. penny is 0.0598 inches33. The largest uncertainty, calculated from the total data, was 
found to be 0.124 inches with 99% confidence, only about twice the thickness of a penny. 
When distance results are reported as part of a GSR case, the value is generally given as a 
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range because the process for distance determination is based on qualitative pattern 
comparisons that can be subjective and highly variable based upon various factors13. A 
fictitious example of how the result should be reported as per ANAB guidelines is as 
follows: Muzzle-to-target distance determination was found to be between 6 and 18 inches. 
The creation of the test panels used for comparison to the evidence has an uncertainty of 
measurement of +/- 0.124 inches at a confidence level of 99%.13 It is important to note that 
the uncertainty does not lie with the value of the distance that is reported, but specifically 
with the measurement made during the creation of the test panels.  
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4. CONCLUSIONS 
Measurement uncertainty is present in various scientific disciplines and is not a new 
concept in the field of forensic science. It is a factor in deoxyribonucleic acid (DNA) testing 
and population statistics, barrel length in firearms analysis, bloodstain pattern analysis in 
crime scene reconstruction, and in most aspects of forensic chemistry and toxicology 
assays. Measurement uncertainty in the discipline of firearms, specifically in the creation 
of test panels for distance determination, however, is a much more recent and uncharted 
development as per new accreditation requirements.  
This paper aims to determine a reasonable method to estimate the measurement 
uncertainty involved in the creation of test panels for gunshot residue distance 
determination testing to be implemented in forensic laboratories. The specific data 
presented here, however, is limited to use by the BPD Crime Lab as the uncertainty value 
will vary for each lab given the various measuring devices, analysts, facilities, and test 
procedures.  
To this end, an experiment was set up to take repeated measurements of eight 
distances over time using eight analysts, four with previous gunshot residue distance 
determination testing training and four without such training and experience. This 
experiment and collection of data made it possible to calculate a standard deviation 
associated with the repeatability experiment, and combined with the uncertainties 
associated with the measuring device, gave a total expanded uncertainty at confidence 
intervals of 95% and 99%.  
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4.1 ANAB Requirements 
The method described in this paper successfully meets the four general 
requirements established by ANAB that must be completed for a procedure that attempts 
to estimate measurement uncertainty [Table 7]. 
Table 7. ANAB Requirements and How They Were Satisfied. 
ANAB 
Requirement 
Requirement 
Satisfied? 
How? 
(a) ✓ 
Included the length scale readability, 
traceability/tolerance, calibration uncertainty, and 
calibration scale error in the uncertainty budget 
(b) ✓ 
Used ANAB Excel spreadsheet template; Excel 
carries the maximum number of significant figures 
in the background and uses the entire number for 
further calculations 
(c) ✓ 
Included the value of the expanded reported 
uncertainty for both 95.45% and 99% 
(d) ✓ 
Reviewed for each accreditation cycle (~ 4 years); 
the uncertainty budget will need to be recalculated if 
ruler calibration is out of tolerance or if/when a new 
ruler or measuring device is purchased 
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4.2 Future Research 
 A further step that could be taken in this research would be to compare various 
measuring devices. The ruler that was utilized was effective, but a more rigid ruler may 
have been easier to maneuver at smaller and larger distances. Similarly, a laser measuring 
device would likely be more accurate and precise, leading to a smaller uncertainty value. 
However, it is noted that the laser measuring devices are more expensive and may be more 
difficult to obtain when dealing with city or state labs on a government budget. Similarly, 
a ruler can be visually inspected for damage before each use, where as a laser would require 
more frequent calibrations.   
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APPENDIX A:  
Figure A. Certificate of Calibration 
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