Abstract. Xu introduced a system of partial differential equations to investigate singular vectors in the Verma modules of highest weight λ over sl(n, C). He proved that the solution space of this system in the space of truncated power series is spanned by {σ(1) | σ ∈ Sn}. We present an explicit formula of the solution sα(1) for every positive root α and showed directly that sα(1) is a polynomial if and only if λ + ρ, α is a nonnegative integer. From this, we can recover a formula of singular vectors given by Malikov et al.
Introduction
This work concerns itself with Verma modules and corresponding partial differential equations. The study of Verma modules was initiated by Verma [V] who showed that any nonzero homomorphism between Verma modules is injective and occurs with multiplicity one. He also found a sufficient condition for the existence of nontrivial homomorphism between Verma modules and conjectured that this condition is also necessary. The conjecture was ultimately proved by who introduced the well-known category O to study representations of complex semismiple Lie algebras [BGG2] .
One remaining problem in this direction is how to explicitly construct such a homomorphism if it exists. In fact, the homomorphism is completely determined by a weight vector called singular vector, which is contained in Verma module and can be annihilated by positive root vectors. A general construction of singular vectors in Verma modules was emerged in [MFF] . With this, they obtained an explicit formula of singular vectors for type A n in a PBW basis. The case of quantum group were considered in [D, DF1, DF2] . In [D] , singular vectors were given in a different basis of the universal enveloping algebra for A n and many cases of other types, with respect to so-called straight roots. In [DF1, DF2] , the singular vectors for types A n and D n in a PBW basis were also obtained by their approach.
In [Xu] , Xu built an identification between Verma modules and a space of polynomials, and the action of sl(n, C) on the Verma modules turns out to be a differential operator action on the polynomial space. Through this identification, a singular vector in the Verma modules corresponds to a polynomial solution of a system of second-order linear partial differential equations. In order to solve this system, he extended the action of sl(n, C) to a larger space of certain truncated formal power series, on which the complex power of negative simple root vectors are well-defined. Then he gave a differential-operator representation of symmetric group S n on the space of truncated formal power series. At last, he showed that the solution space of the system in the space of truncated formal power series is spanned by {σ(1) | σ ∈ S n }. In particular, those σ(1) that are polynomials determine the singular vectors in Verma modules over sl(n, C).
In the present paper, we derive an explicit formula of the solution s α (1) (Theorem 4.2) for any positive root α from Xu's results. With this formula in hand, the condition that σ(1) is a polynomial if and only if λ + ρ, α is a nonnegative integer can be verified directly. Here ρ is half the sum of positive roots of sl(n, C). Moreover, we can obtain an explicit formula of singular vector corresponding to the condition that λ+ρ, α is a nonnegative integer (Theorem 4.15) . This is in essence the result given in [MFF] . Thanks to the theorems of Verma and BGG, it is enough for us to give all the singular vectors in Verma modules over sl(n, C).
The paper is organized as follows. In Sect. 2, we recall the notions and properties of Verma modules. In Sect. 3, we recall the main result in [Xu] about the differential system and singular vectors in Verma modules over sl(n, C). In Sects. 4, we give the formula of s α (1) and showed directly that it is a polynomial if and only if λ + ρ, α is a nonnegative integer. An explicit formula of singular vector in this case is also given in this section.
Verma modules
In this section we recall the definition and some basic facts about Verma modules. Start with a complex semisimple Lie algebra g and a fixed Cartan subalgebra h of g. Let Φ ⊆ h * be the root system of g relative to h. Let g α be the root subspace for the root α ∈ Φ. We choose a positive system Φ + ⊂ Φ with a corresponding simple system ∆ ⊆ Φ + . Then we have a Cartan decomposition g =n ⊕ h ⊕ n with n = ⊕ α∈Φ + g α andn = ⊕ α∈Φ + g −α .
Denote by b = h ⊕ n the corresponding Borel subalgebra of g.
Let v λ be a 1-dimensional b-module of weight λ ∈ h * . The Verma module of highest weight λ is
Let , be the usual bilinear form on h * and α ∨ = 2α/ α, α . Denote by W the Weyl group associated with the root system Φ. The dot action of W on h * is defined by w · λ = w(λ + ρ) − ρ for λ ∈ h * , where ρ = 1 2 α∈Φ + α. Given λ, µ ∈ h * , denote µ ↑ λ if there exists a positive root β so that µ = s β · λ and λ + ρ, β ∨ ∈ Z >0 . More generally, we say that µ is strongly linked to λ and write µ ↑ λ if µ = λ or there exist β 1 , . . . , β r ∈ Φ + such that
The following well-known results are due to Verma [V] and BGG [BGG1] (see also Humphreys [H] ).
The hom space Hom g (M (µ), M (λ)) = 0 if and only if µ is strongly linked to λ.
Differential equations and Verma modules
In this section, we outline the main results in [Xu] used in this paper.
Definition 3.1. We say that a weight vector
Example 3.2. Let α be a positive simple root (that is, α ∈ ∆) and E −α be a nonzero root vector in g −α . Suppose that n :
From now on we let g = sl(n, C). Denote by E i,j the n × n matrix with 1 in the (i, j) position and 0 elsewhere. Then the elements
form a basis of h. Let
be the sets of positive root vectors and negative root vectors respectively. If we denote by e i the function on n j=1 CE j,j such that e i (E j,j ) = δ ij , then the corresponding positive roots and negative roots should be
The set of positive simple root vectors is
with corresponding positive simple roots
Following the PBW theorem, we have Nǫ i,j the rank n(n − 1)/2 torsion-free additive semigroup with base elements ǫ i,j . For
The set of all monomials E a (a ∈ Γ) form the PBW basis of U (n). So each vector v ∈ M (λ) can be described as
Now we recall the differential system derived in [Xu] , which determines singular vectors in Verma modules over sl(n, C).
Start with the polynomial algebra
and its basis
There exists a linear isomorphism τ :
Thus A has a sl(n, C)-module structure given by the action
for i = 1, 2, . . . , n − 1. Moreover, we have
x j,i+1 ∂ j,i , and the weight operators
for i = 1, 2, . . . , n − 1. Here
Remark 3.4. Normally, λ i is assigned to λ(H i ). However, it seems that the notation could be effectively simplified if λ i is defined to be (λ + ρ)(H i ) rather than λ(H i ).
it is a singular vector if and only if
Definition 3.6. We can define a system of partial differential equations
for i = 1, . . . , n − 1 and unknown function f in {x i,j | 1 ≤ j < i ≤ n}. It is called the system of partial differential equations for the singular vectors of sl(n, C).
Given a function f of {x i,j | 1 ≤ j < i ≤ n}, we say f is weighted if there exist µ ∈ h * such that ζ i (f ) = µ(H i )f for all i = 1, . . . , n − 1. For a weighted polynomial solution f of (3.7), τ −1 (f ) is a singular vector of M (λ). In particular, since
the weight of the constant polynomial 1 is λ.
To solve this system, we need a proper space of functions. Denote by
the polynomial algebra in {x i,j | 1 ≤ j < i − 1 ≤ n − 1} and
We define
to be the space of truncated-up formal power series in {x 2,1 , x 3,2 . . . , x n,n−1 } over A 0 . It is evident that A 1 is invariant under the action of {ζ i , d i , η i | i = 1, . . . , n − 1} and hence a natural sl(n, C)-module. Given γ ∈ C, denote
for any k ∈ N. In particular, if k = 0, then γ 0 = 1. In view of Eq. 3.3, we define differential operators
for i = 1, 2, . . . , n−1 and c ∈ C. An immediate consequence of the definition is
for c 1 , c 2 ∈ C since x i+1,i and i−1 j=1 x i+1,j ∂ i,j are commutative.
Lemma 3.9 ([Xu], Lemma 2.2 and Lemma 2.3).
If i, j ∈ {1, 2, . . . , n − 1} and c ∈ C, then
where A i,j are the (i, j) entry of the Cartan matrix of sl(n, C). i+1 . For convenience, denote s i := s e i −e i+1 . Then the symmetric group is generated by {s 1 , . . . , s n−1 }. Now we give an action of {s i } on A 1 . If f ∈ A 1 is of weight µ (that is, ζ j (f ) = µ(H j )f for j = 1, . . . , n − 1), then we define
In general, if f = j∈Z f j ∈ A 1 so that f j are weighted. We define (3.11)
for i = 1, 2, . . . , n − 1.
Theorem 3.12 ( [Xu] , Theorem 2.5 and Theorem 3.1). By (3.11), the space A 1 is a representation of the symmetric group S n . The solution space of the system (3.7) is the span of {σ(1) | σ ∈ S n }, which is the set of all weighted solutions of (3.7). Moreover, if λ is dominant integral, there are up to a scalar n! singular vectors in the Verma module M (λ).
Singular vectors in Verma modules
In this, we present the formula of s α (1) for positive root α and showed directly that it is a polynomial if and only if λ + ρ, α is a nonnegative integer. An explicit formula of singular vectors in Verma modules of sl(n, C) is also obtained. First, we give an example of s α (1).
Example 4.1. If α = e 1 − e 3 , then
Next we state the first result.
Theorem 4.2. Suppose that α = e k − e l for 1 ≤ k < l ≤ n. Denote
In particular, s α (1) is a polynomial if and only if u l−1 ∈ N.
The first part of theorem can be proved in a more general setting.
Lemma 4.3. Let f be a weighted element in A 1 with weight µ. We use the same notation in the above theorem except
Here, the coefficients
Proof. Fix k and use induction on l > k.
. . , l − 2. So the induction hypothesis for l − 1 can be applied, showing that (4.6)
In view of (3.8), one has
where p = p l,1 + . . . + p l,l−2 . Substituting (4.6) and (4.8) into (4.5) , we obtain (4.9)
We need to explain why the sum in (4.9) is taken over a ∈ Γ k,l . It suffices to show thatc a = 0 if a ∈ Γ k,l . In fact, if a l−1,j = a ′ l−1,j − p l,j < 0 for j ∈ {1, . . . , l − 3}, then a ′ l−1,j p l,j = 0 andc a = 0. Now we can assume that a ∈ Γ k,l . Since a ′ ∈ Γ k,l−1 , it follows from (4.10) that (4.12)
otherwise.
In particular, one has (4.13)
On the other hand, since µ ′ = µ − µ l−1 (e l−1 − e l ), we obtain (4.14) u
With (4.12), (4.13) and (4.14) in hand, we substitute (4.7) into (4.11) and get c a =c a . Therefore (4.4) follows from (4.9) by applying (4.13) and (4.14).
Proof of Theorem 4.2 The first statement follows from Lemma 4.3 and the fact that η i (1) = x i+1,i . If s α (1) is a polynomial, then one has u l−1 − t i ∈ N. Since t i ∈ N, we obtain u l−1 ∈ N. Conversely, if u l−1 ∈ N and s α (1) is not a polynomial, then there exists a ∈ Γ k,l with c a = 0 and u l−1 − r i < 0 for some i ∈ {k, . . . , l − 1}. Choose the largest i such that u l−1 −r i < 0. Since u l−1 −r l−1 = u l−1 ≥ 0, then i < l−1 and u l−1 −r i+1 ≥ 0. Note that
and thus
Therefore c a = 0 and this leads to a contradiction.
If a ∈ Γ, define r i = j<i+1<q a q,j and
is a singular vector in M (λ) of weight s e k −e l · λ.
Proof. Rather than check E i,i+1 · v = 0 directly for all i ∈ {1, . . . , n} (which is exposed thoroughly in [Xi] ), we shall provide a more natural proof using Theorem 4.2.
For convenience we define a vector
for each a ′ ∈ Γ k,l . Denote α := e k − e l . Since u l−1 = m ∈ N, it follows from Theorem 4.2 that s α (1) is a polynomial. Therefore, we have a singular vector
We claim that
In fact, fix a ′ ∈ Γ k,l , and suppose ϕ(a ′ ) ∈ Γ. Set a := ϕ(a ′ ) and
Now we prove (4.18). Since the weight of s α (1) is s α ·λ, so are the monomials
Taking the coefficients of e i+1 − e i of both sides, we have Example 4.21. Let g = sl(4, C). Fix λ ∈ h * such that λ + ρ, e 1 − e 4 = 1. Then λ 1 + λ 2 + λ 3 = 1. So Γ 1 1,4 = {ǫ 2,1 + ǫ 3,2 + ǫ 4,3 , ǫ 3,1 + ǫ 4,3 , ǫ 2,1 + ǫ 4,2 , ǫ 4,1 }. It follows from Theorem 4.15 that the singular vector of weight s e 1 −e 4 · λ in M (λ) is (up to a scalar) v =E 2,1 E 3,2 E 4,3 v λ + λ 1 E 3,1 E 4,3 v λ + (λ 1 + λ 2 )E 2,1 E 4,2 v λ + λ 1 (λ 1 + λ 2 )E 4,1 v λ .
Remark 4.22. If k = 1 and l = n, the above result is essentially Theorem 5.1 in [MFF] , although the Eq. 4.16 of singular vector is clearer. where |a| := i>j a i,j is the degree of E a .
Proof. This can be proved by induction on k, using Theorem 4.15.
Remark 4.24. By Theorem 2.1, the above corollary substantially gives all the singular vectors in M (λ).
