Abstract-We present a simple proof of the entropy-power inequality using an optimal transportation argument which takes the form of a simple change of variables. The same argument yields a reverse inequality involving a conditional differential entropy which has its own interest. For each inequality, the equality case is easily captured by this method and the proof is formally identical in one and several dimensions.
I. INTRODUCTION
The entropy power inequality (EPI), originally stated by Shannon [1] takes the usual form [2] h(
for any 0 < λ < 1 and any independent n-dimensional random vectors X, Y ∈ R n with densities and finite second moments. This can be seen [3] as a concavity property of differential entropy h under a covariance-preserving mixing of random vectors √ λX + √ 1 − λ Y . Equality holds in (1) if and only if X, Y are Gaussian with identical covariances. Thus if X * , Y * are n-variate Gaussian random vectors with identical covariances, so that
then subtracting both sides from both sides of (1) the EPI is equivalent to
There are a few technical difficulties which are not always explicitly stated in previous proofs of the EPI-see e.g. [4, § V-VI] for a nice discussion of general necessary and sufficient conditions for the EPI to hold. In this paper, we consider random vectors with densities and finite second moments. As a consequence it can be shown that differential entropies are well defined and that it can always be assumed that they are finite (see e.g., [5] ). Another technical difficulty is the requirement for smooth densities. More precisely, as noted in [6, Rmk. 10] some previous proofs use implicitly that for any X with arbitrary density and finite second moments and any (non-degenerate) Gaussian Z independent of X, lim t↓0 h(X + √ tZ) = h(X) which is proved explicitly in e.g., [7, Lemma 3] using the lower-semicontinuity of divergence. As a consequence, it is sufficient to prove the EPI for random vectors of the form X + √ tZ (t > 0), which have continuous and positive densities: see e.g., [5] for precise statements and proofs. A similar observation was done in [8] in a different context of the Ornstein-Uhlenbeck semigroup (instead of the heat semigroup). Thus we shall always assume here that the considered random vectors have continuous densities and finite second moments and differential entropies.
Available proofs of (1) or (3) can be classified into two categories. On one hand, many proofs rely on the integration over a path of a continuous Gaussian perturbation using either Fisher's information, the minimum mean-squared error (MMSE) or mutual information (see, e.g., [7] - [11] ). Among these, only those using Fisher's information were shown to capture the equality case [8] , [12] . On the other hand, some proofs are related to Young's convolutional inequality with sharp constant and the consideration of convergence of Rényi entropies (see, e.g., [6] , [13] , [14] ). These are essentially variations of the original Lieb's proof [2] which is the preferred proof in the classical textbook by Cover and Thomas [15] . The idea is that (3) has a natural extension for Rényi entropies [3, Thm. 12] :
where h r denotes the (differential) Rényi entropy of order r = 1 and 1+1/r = 1/p+1/q. This in turn is equivalent to Young's inequality with sharp constant [3, Thm. 11] . Taking the limit as p, q, r → 1 gives (3) as a limit. Of course, the equality case in the EPI is not captured by this method.
In this paper, we focus on the classical EPI for differential entropies in the form (1) or (3) and a reverse inequality involving a conditional differential entropy. We use an optimal transportation argument which easily settles the equality case. The main theorem proved in this paper is the following.
Theorem (EPI and a Reverse EPI). Let X, Y be any independent random vectors with continuous, positive densities and finite second moments. Then for any 0 < λ < 1,
The first inequality is a "reverse EPI". Both equalities hold simultaneously if and only if X, Y are Gaussian with identical covariances. Otherwise both inequalities in (5) are strict.
The Theorem can be also be rewritten in the form
It thus provides both a lower and an upper bound on the "mixed" entropy h(
Thus in this case the arguments in the mutual information I(
2) Both inequalities in (5) (or in (6)) are equalities if and only if
By the equality case of the Theorem, this implies that X and Y are Gaussian: we recover the well-known the Darmois-Bernstein lemma (see e.g., [16, Appendix I] ). In addition, since
are uncorrelated, the above calculation (7) shows that X and Y have identical covariances. Thus to prove the equality case of the theorem using the Darmois-Bernstein lemma it would be enough to show that both inequalities in (5) are simultaneous. 3) If X, Y are Gaussian but not necessarily of identical covariances, it is known [3, Thm. 8] that the EPI reduces to Ky Fan's concavity inequality of the logdeterminant: letting K U denote the covariance matrix of a Gaussian vector U , using the well-known for-
Similarly for the reverse EPI, noting that h(U |V ) =
. By the calculation shown at the top of this page, the reverse EPI reduces to the inequality log |λK
In other words, for Gaussian vectors the inequalities (5) of the Theorem reduce to harmonic-geometric-arithmetic inequalities:
which are well known e.g., in one dimension. 4) In a sense the Theorem can be seen as a generalization of (3) when X * , Y * are not necessarily Gaussian. Indeed, let X, Y, X * , Y * be any random vectors with continuous, positive densities and finite second moments and differential entropies, such that X, Y are independent and X * , Y * are likewise independent. Then applying the first inequality of (6) to X, Y and the second to X * , Y * we obtain the lower bound
By permuting the roles of (X, Y ) and (X * , Y * ) we also obtain an upper bound:
Specializing to Gaussian X * , Y * with identical covariances in (9), the rotated Gaussian
* become independent and the corresponding mutual information vanishes, and we recover the classical EPI. Doing the same in (10), we recover the reverse EPI. Thus to prove the Theorem it is enough to prove the single inequality (9) . The Theorem will be proved along these lines in Section IV.
II. KNÖTHE'S TRANSPORT MAP
The optimal transportation argument used in this paper takes the form of the Knöthe map [17] which is well known in the theory of convex bodies (see e.g., [18, p. 126] ) and in optimal transport theory [19] , [20] . It was used in particular by Barthe [21] to prove the sharp Young's inequality. Lemma 1. Let X = (X 1 , . . . , X n ) and X * = (X * 1 , . . . , X * n ) be any two n-dimensional random vectors in R n with continuous, positive densities. There exists a diffeomorphism T whose Jacobian matrix is triangular with positive diagonal elements such that X has the same distribution as T (X * ).
Thus T denotes the transport map that "transports" X * to X. We notice that in one dimension (n = 1) the proof is obvious by considering the corresponding c.d.f.'s F X and F X * and letting
Since densities are positive, F X and F X * are strictly increasing and so is T . The extension to the n-dimensional case is by induction. Simple proofs can be found e.g., in [5] , [22] .
III. CHANGE OF VARIABLE IN THE DIFFERENTIAL ENTROPY
The second ingredient used in this paper is a simple change of variable in the differential entropy. Let T ′ be the Jacobian (i.e., the determinant of the Jacobian matrix) of any diffeomorphism T . Thus for a Knöthe map T , we have T ′ > 0, and the usual change of variable formula reads
A simple application of this formula gives the following [22] .
Lemma 2.
For any diffeomorphism T with positive Jacobian T ′ > 0, and any n-dimensional random vector X ∈ R n with continuous, positive density and such that h T (X) is finite,
Proof: Let f (x) be the density of T (X) so that g(
We notice that (16) easily carries over to conditional differential entropies for transport maps of the form T y (x) with T
Indeed, the relation is established for conditional distributions with any fixed value Y = y by Lemma 2:
Then averaging over Y gives (17) .
IV. PROOF OF THE EPI AND ITS REVERSE
Let X, Y, X * , Y * be any random vectors with continuous, positive densities and finite second moments and differential entropies, such that X, Y are independent and X * , Y * are likewise independent. Following the discussion in the introduction, it is sufficient to prove (9) .
Let T as in Lemma 1 transporting X * to X and similarly let
, we can rewrite the r.h.s. of (9) in terms of (X * , Y * ) as
By Lemma 2,
For the other terms, we apply the rotation
The inverse rotation gives
Therefore,
since conditioning reduces entropy. Because T and U have triangular Jacobian matrices with positive diagonal elements, the Jacobian matrix of
is also triangular with positive diagonal elements, and applying Lemma 2 again in the form (17) we see that the r.h.s. of (23) equals
by Jensen's inequality (concavity property of the logarithm) applied on each component. Since the r.h.s. of (28) is simply (19) , putting all inequalities together we obtain the required inequality in (9).
V. THE CASES OF EQUALITY
By the proof in the preceding section, equality in (9) holds if and only if both (23) and (27) are equalities.
Equality in (27) holds if and only if for all i = 1, 2 . . . , n,
Since X * and Y * are independent random vectors this implies that ∂T i ∂x i and ∂U i ∂y i are constant and equal. Thus in particular T ′ y is constant. Equality in (23) holds if and only if TỸ (X) is independent ofỸ , thus Tỹ(X) does not depend on the particular value of y. Thus for all i, j = 1, 2, . . . , n,
which implies ∂T i ∂x j (X * ) = ∂U i ∂y j (Y * ) a.e.,
hence ∂T i ∂x j and ∂U i ∂y j are constant and equal for any i, j = 1, 2, . . . , n. Therefore, T and U are linear transformations, equal up to an additive constant. In particular, X * , Y * are Gaussian with identical covariances if and only if T (X * ), U (Y * ) (or X, Y ) are themselves Gaussian with identical covariances. Now the second inequality in (5) (the classical EPI) is obtained by taking X * , Y * Gaussian with identical covariances in (9) . Therefore, equality holds in the EPI if and only if X, Y are themselves Gaussian with identical covariances. By the same argument after permuting the roles of (X, Y ) and (X * , Y * ), the first inequality in (5) (the reverse EPI) is obtained by taking X * , Y * Gaussian with identical covariances in (9) , and equality holds in the reverse EPI if and only if the random vectors are Gaussian with identical covariances. Thus the equality cases in both inequalities in (5) are the same.
