Abstract. A regularity result for solutions to boundary blow-up problems for the complex Monge-Ampère operator in balls in C n is proved. For certain boundary blow-up problems on bounded, strongly pseudoconvex domains in C n with smooth boundary an estimate of the blow-up rate of solutions are given in terms of the distance to the boundary and the product of the eigenvalues of the Levi form.
Introduction
Let be a bounded strongly pseudoconvex domain in C n with smooth boundary. By smooth we mean C ∞ -smooth. We want to study the problem det
where f satisfies some regularity and growth conditions. The special case
for a constant K > 0 and k(z) a strictly positive smooth function on has been studied by Cheng and Yau [3] . They showed that for this type of right-hand side there is a unique smooth plurisubharmonic solution. Their motivation for solving this problem was to construct Kähler-Einstein metrics. We shall briefly outline how a solution of such a Monge-Ampère equation implies the existence of a Kähler-Einstein metric. Remember that a Hermitian metric ds 2 = n j,k=1 h jk (z)dz j ⊗ dz k has an associated form ω = (i/2) n j,k=1 h jk (z)dz j ∧dz k . The metric ds 2 is said to be a Kähler metric if dω = 0 and ω is said to be a Kähler form. A plurisubharmonic function u gives rise to a Hermitian metric with ω = ∂∂u. In fact, this is a Kähler metric since dω = (∂ + ∂)∂∂u = ∂∂∂u = −∂ ∂ ∂u = 0. A metric is said to be an Einstein metric if it's Ricci curvature tensor is a constant multiple of the metric tensor. Curvature tensors are really defined in terms of connections and are in some sense independent of the metric. However, given a metric there is a choice of connection so that the connection is said to be compatible with the metric. In the case of a complex manifold there is also the concept of a connection being compatible with the complex structure. It is know that on a complex manifold with Hermitian metric there is a unique connection which is compatible with both the metric and the complex structure. With this choice of connection the Ricci curvature tensor is given by
A good reference for this is Kobayashi's book [8] . We see that a plurisubharmonic solution of Problem (1) with right-hand side
and hence gives rise to a metric which is both Kähler and Einstein, a Kähler-Einstein metric. Also since u(z) tends to infinity at the boundary the metric is complete. In this paper we give a description of how fast the solutions of Problem (1) tend to ∞ as z approaches boundary points. We shall sometimes refer to this as the blow-up rate of the solution. In Sect. 4 we apply our results to describe the boundary behavior of the Bergman kernel.
Caffarelli, Kohn, Nirenberg and Spruck proved the following theorem in [2] and it will be of great importance for our construction. Theorem 1.1. Let be a bounded, strongly pseudoconvex domain in C n with smooth boundary. Let f ∈ C ∞ ( × R) be a strictly positive function which is increasing in the second variable. Let ϕ ∈ C ∞ (∂ ). Then the problem
has a unique strictly plurisubharmonic solution u. Moreover we have u ∈ C ∞ ( ).
We will also need the following lemma, again from [2] .
Lemma 1.2. Let be a bounded domain in C n and suppose that
The following comparison principle is sometimes useful. For a proof see for example [6] . Lemma 1.3. Let be a bounded pseudoconvex domain in C n . Assume that f : × R → R is a nonnegative function which is increasing in the second variable. Let
If we combine Theorem 1.1 and Lemma 1.3 we get a comparison principle for solutions to Problem (1) and Problem (2).
Corollary 1.4.
Let be a bounded, strongly pseudoconvex domain in C n with smooth boundary and assume that ϕ and ψ ∈ C ∞ (∂ ). Assume that f ∈ C ∞ ( × R) is a strictly positive function which is increasing in the second variable. Let v and w be plurisubharmonic solutions to Problem (2) smooth on with boundary values ϕ and ψ respectively. Then
is a smooth plurisubharmonic solution to Problem (1) we have w ≤ u in .
Apart for the conditions put on f in Theorem 1.1 we shall often assume:
(A) There exists functions h ∈ C ∞ ( ) and f 1 ∈ C ∞ (R) and two strictly positive constants c 1 and c 2 such that
The function f 1 is strictly positive and increasing. (C) The function
exists for a > 0, where F (s) = f 1 (s) and F(0) = 0.
Regularity and uniqueness questions for Problem (1) are quite delicate. We shall prove Proposition 2.1, a regularity result in balls. Uniqueness will not be dealt with at all. These questions are studied by the first author in [7] .
Existence of solutions
We shall study the problem det
where
is a smooth function which satisfies k (2l+1) (0) = 0 for all l ∈ N and 0 < c 1 ≤ c 2 < ∞. We require that derivatives of odd order vanishes at 0 because we want the function k(|z|) to be smooth at the origin. 
Let D be the diameter of and
We shall also use Proposition 2.3 below which was proved by Błocki in [1] . Here we write 
Then for any there are two constants α and C where α ∈ (0, 1) depends only on n, K 0 , K 1 , b, B 0 and B 1 , and C depends, besides those quantities, on
We are now ready to prove the result.
Proof. (Proposition 2.1) Let u N be solutions of Problem (2) with right-hand side
Lemma 1.3 gives that u N is a radial function and also that
First we shall construct a function v which satisfies u N ≤ v for all N . This will guarantee that u exists.
, where K is a constant which will be chosen later, and assume that h : R − → R be a strictly increasing convex function which satisfies
and
,
Hence h is convex and strictly increasing. We see that
We shall now show that
is a smooth function which is bounded. It is smooth because it is the sum of a smooth function and a function which is a composition of smooth functions. Since f 1 is strictly positive we have to show that
is bounded for large values of v. We have d dv
and this quantity must be larger than 1 for large v. Assume that d dv
for large v which contradicts the integrability of
By Lemma 1.3 we have u N ≤ v. Hence u exists and what remains is to show that it is smooth. We take R < R and shall prove that the norms u N 2,α is uniformly bounded. We then use Schauder theory to conclude that u ∈ C ∞ (B R (0)) and since R is arbitrary we have u ∈ C ∞ (B R (0)).
In order to use Propositions 2.2 and 2.3 we need to modify
We begin by estimating the first derivatives of u N . This is the same as estimating first derivatives of u N . For this we shall use Proposition 2.2. Since u N is radial the function U N (|z|) = u N (z) is increasing. It follows that the constant M in Proposition 2.2 is zero for all N . Since k is smooth the constant C in Proposition 2.2 is bounded. We see that
for all N and l = 1, . . . , 2n. We proceed to the estimate of the second derivatives and to get these estimates we are going to use that the solutions are radial. The Monge-Ampère equation can therefore be written as an ordinary differential equation. Using Lemma 1.2 we see that
In fact this is not only true for the point R. One can easily repeat the argument for balls with arbitrary radius and get
For radial functions one can write
where U (|z|) = u(z). Therefore the solutions U N satisfy the equations
where U N (R) = N and U N (0) = 0. If we rearrange these equations we find that
We are going to use these equations to get a uniform estimate of the second derivative of the solutions. First note that if we let r tend to 0 we get
After a rearrangement we get 
We get a uniform estimate of second derivatives on B R (0) and an application of Proposition 2.3 gives a uniform Hölder estimate on the second derivative and that finishes the proof.
Blow-up estimates
In order to estimate the blow-up rate of a solution to Problem (1) we prove a proposition on the blow-up rate of solutions to Problem (3). 
Remark 3.2. The same proof technique was presented in [10] for a similar problem involving the real Monge-Ampère operator.
Proof. The existence of v(|z|) = v(r ) follows from Proposition 2.1. If we apply the Monge-Ampère operator to the radial function v and perform the substitution x = r m with m = 2n/(n + 1) as above we obtain an equality which after a multiplication by x s g (x) can be written as
is the primitive function of f 1 (t) which is zero at the origin. Let us outline the calculation that leads to Eq. (5).
Since v is radial we have
We also have d dx
s−2 and this yields Eq. (5).
Let 0 ≤ t 1 ≤ t 2 ≤ t ≤ R m where we shall choose t 1 and t 2 shortly. When we integrate equation ( †) from 0 to t ≤ R m we obtain
Since lim t→R m F(g(t)) = ∞ it is possible to choose t 2 ≥ t 1 such that
Hence we have
for t ∈ [t 2 , R m ] and we obtain
(1/(n+1))
To prove the converse inequality, we use Eq. (5) again, but this time we integrate the equality from t 0 to t, 0 < t 0 < t < R m and get (g(x) ) to the integrand gives
Dividing by t s and adding
We have the estimates
] (F(g(t)) − F(g(t 0 ))) .
Choose t 0 ∈ (0, R m ) such that sup ξ t s − 1 k 1 (ξ ) ; ξ ∈ [t 0 , t] < ε and inf (k 1 (ξ ); ξ ∈ [t 0 , t]) > k 1 (R m ) − ε.
Since lim t→R m F(g(t)) = ∞ it is possible to choose t 1 > t 0 such that F(g(t 0 )) < εF(g(t)) when t ∈ [t 1 , R m ].
For these t we have, since g (t 0 ) is positive,
and if we let ε tend to zero the proposition follows.
Remark 3.3. In proving the upper bound for lim r →R ( n (v(r ))/R − r ) we could have integrated Eq. (5) by parts and obtained
If d/dx(k 1 (x)x s ) ≥ 0, which is the case when k 1 is constant, we could ignore the last integral since it is positive and get easier calculations.
We are now ready to estimate the boundary blow-up rate of the solution u to Problem (1), our goal being an estimate in terms of the distance from z to the boundary of and the product of the eigenvalues of the Levi form. First we show an inequality and then we refine the argument to get an equality. We begin by deriving an upper bound which is easy. Take z 0 ∈ ∂ . Since has smooth boundary there exists a ball B R (z 0 ) with radius R and centerz 0 such that B R (z 0 ) ⊆ and
) and using Proposition 3.1 we see that
The lower bound is a little trickier. If were strongly convex we could compare u with a solution of a related radial problem in a ball containing , which touches ∂ at a single boundary point z 0 ∈ ∂ . Modulo technical arguments this idea gives a good lower estimate of the boundary blow-up rate of u at z 0 . It is obvious that the above technique cannot be used if is merely strongly pseudoconvex. Here a second idea is needed, namely given z 0 ∈ ∂ where u is to be estimated from below, we use a lemma of Narasimhan [9] to map a neighborhood of z 0 biholomorphically onto a strongly convex domain and thus obtain a local transformation of the problem to a situation we can handle.
The local character of the problem introduces an new obstacle too, since we do not know that the transformed version of u, let us call itũ, is big enough at all boundary points of the new domain: Boundary blow-up occurs only on a part of the boundary containing the image point of z 0 . This problem is overcome by constructing a very bad lower bound forũ which however is good enough at the boundary point in question. When comparing with a radial solution of the related problem in a ball containing the transformed neighborhood of z 0 , we push this radial solution belowũ on the problematic part of the boundary by subtracting an affine function.
We need the following lemma of Narasimhan [9] . We will need the form of the biholomorphism . It is known that has a defining function ρ with the property that there exists C > 0 such that n j,k=1
for all z 0 ∈ ∂ and all z ∈ C n . The local biholomorphism at z 0 ∈ ∂ can, after a translation taking z 0 to zero and a rotation taking the exterior normal at z 0 to (1, 0, . . . , 0), be written as ( −1 (w) ). The MongeAmpère operator transforms as
under holomorphic coordinate changes. Since W is strongly convex there is a ball B R (w 0 ) with radius R and centerw 0 having the properties that W ⊆ B R (w 0 ) and ∂ B R (w 0 ) ∩ ∂ W = {w 0 }, where w 0 = (z 0 ). Let η > 0 and if we shrink W if necessary we can assume that
Take a smooth g which satisfies
Since we want to study Problem (3) in B R (w 0 ) and use Proposition 3.1 we need to extend g in such a way that the proposition is still applicable ifw 0 / ∈ W . Abusing notation let us call this extension g. Take ε > 0. We extend g so that Proposition 3.1 can be applied in B R +ε (w 0 ) and solve Problem ( 
in W we could conclude thatṽ ε ≤ũ in W if we knew thatṽ ε ≤ũ on ∂ W . This would imply that v ≤ u in W . To handle this we will make use of the function Re w 1 
Sinceṽ ε + αRe w 1 ≤ṽ + αRe w 1 ≤ũ on ∂ W we use Lemma 1.3 to conclude that v ε + αRe w 1 ≤ũ in W and letting ε tend to zero we see thatṽ + αRe w 1 ≤ũ in W . We also have
where ξ ∈ [ṽ(w) + αRe w 1 ,ṽ(w)]. Hence we have
by Proposition 3.1. Note that we are measuring the distance between (z) and the boundary of W and not between z and the boundary of . This is easily handled if we putẑ 0 = −1 (w 0 ), R = |ẑ 0 | and observe the following
Let η tend to zero. We have proved a partial description of the blow-up rate of solutions when we approach a boundary point in the normal direction. We introduce some notation. For z 0 ∈ ∂ let
where and W are described in Lemma 3.4. Put R(z 0 ) = sup(R; R ∈ I z 0 ) and R (z 0 ) = inf(R; R ∈ I z 0 ). The functions R(z 0 ) and R (z 0 ) are continuous. Using this we get the following. 
where z 0 ∈ ∂ .
Equipped with this we prove the following. 
Proof. Fix ε > 0 and z 0 ∈ ∂ . By assumption (A) there exists a constant C ∈ R such that
for all z ∈ if t > C. Using Proposition 3.5 we see that
Hence there exists δ > 0 such that
Since n is decreasing −1 n is and since lim t→∞ n (t) = 0 there exists δ ≤ δ such that
Here
Let g be a strictly positive smooth function which satisfies 
We have
and if we use Lemma 1.3 we see that
If we let ε tend to zero and observe that R ∈ I z 0 was arbitrary we get
If we modify the proof of the lower bound in Proposition 3.5 slightly we finally arrive at 2h(z 0 ) (1/(n+1) 
Using the idea of adding and subtracting affine functions we can refine the argument above and get the following improvement. Let us first introduce some notation. This is because close to the boundary point it does not matter whether we measure the distance to the boundary or to the tangent plane. By Proposition 3.6 we get .
