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Abstract 
Every finite ring can be written as a direct sum of rings which have prime power orders. 
Consequently, questions about finite rings often reduce to questions about rings with order p” 
for some prime p. This paper describes all the isomorphism classes of noncommutative rings 
with unity and order p4. It is shown that for an odd prime p there are p + 8 distinct classes of 
rings with characteristic p and p + 4 classes for characteristic p*. For p = 2 there are 9 classes 
for characteristic 2 and 4 classes for characteristic 4. 
1. Introduction 
A number of authors [l-5, 71 have studied rings of order p” for n I 4, but there 
seems to be no complete description of the rings with order p4. The present paper 
describes all the rings of order p4 which are noncommutative and which possess an 
identity. The restriction to the noncommutative case is explained by the fact that, in 
a sense, the commutative rings are known. By [6, p. 951, every finite commutative ring 
is uniquely expressible as a direct sum of completely primary (local) rings and Wilson 
[ 121 has characterized the completely primary finite rings. 
The terminology used is standard. The following notations will be used: For a ring 
R, IRI denotes the order of R, X(R) is the characteristic of R, and J is the radical of R. 
For an element x E R, the left annihilator of x is the left ideal A,(x) = {r E R 1 rx = 0) 
and the right annihilator of x is the right ideal A,(x) = {Y E R 1 xr = O}. 
2. Preliminaries 
The first result follows directly from definitions. 
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Proposition 1. If R is u noncommutative ring with unity qforder p4, then X(R) equals 
p or p2. 
The next two results require neither the existence of an identity element nor 
noncommutativity. 
Proposition 2. Let R be u ,finite ring with X(R) = p. Then, ,for any element x of R, 
(1) I.4,(x)l.IRxl = IRJ and 
(2) IAJx)l.[xRI = IRI. 
Proof. When X(R) = p the additive group R+ of R may be viewed as a vector space 
over the field GF(p). For .Y E R, the mapping 7, on R+ described by right multiplica- 
tion by .Y is a linear transformation. Since the kernel and the range of yx are (resp.) 
A,(x) and Rx, assertion (1) is the statement that rank (7,) + nullity(y,) = dimen- 
sion(R+). Assertion (2) follows in a similar manner by replacing right multiplication 
by left multiplication. 0 
Proposition 3. Let R hr LI finite ring with X(R) = p. Suppose .Y E R with xk = 0 and 
x k ’ # 0 fbr some positive integer k. Then ix, . . , x k- ’ ) is a linearly independent set of 
vectors in R +. 
3. Rings with characteristic p 
In this section, R is assumed to be a ring with unity of order p4 and with X(R) = p. 
The goal is to determine all isomorphism types for R when R is noncommutative. The 
argument proceeds by cases based upon the order of the radical J of R. Since the ring 
R is assumed to have an identity element, J # R. 
3.1. IJI = p3 
The explanation given for this case can be applied to any ring with unity, of 
characteristic p, and with radical of index p. The following definition utilizes the 
standard procedure for embedding a ring into a ring with unity. For any ring S with 
X(S) = p, define the unitary complement UC(S) of S to be the ring consisting of the 
ordered pairs in S x GF(p) with addition and multiplication described as follows: 
(s, x) + (t, fl) = (s + t, a + /I), 
(s, x) . (t,fi) = (st + xt + /Is, ap). 
The following facts about unitary complements are easily established. (a) UC(S) has 
identity element (0, 1) and order p’ ISI. (b) If S is a nilpotent ring, S x (0) is the radical of 
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UC(S). (c) For rings S1 and S2 of characteristic p, UC(Sr) r UC(S;!) if and only if 
S, z SZ. (d) UC(S) is a commutative ring if and only if S is a commutative ring. 
Now consider a ring R with unity of order p” with X(R) = p and IJI = p”- ‘. Since 
every element of R is uniquely expressible in the form s + ctl where s EJ and 
SI E GF(p), the mapping jdescribed byf’(s + ~1) = (s, a) is a ring isomorphism from 
R to UC(J). It follows from the properties of unitary complements that N-UC(N) is 
a one-to-one correspondence between the (noncommutative) nilpotent rings N of 
order p”- I with X(N) = p and the (noncommutative) rings with unity of order p”, 
with characteristic p and radical of index p. 
Kruse and Price [S, Theorem 2.3.61 have described all nilpotent rings of order p3 
with characteristic p. Their description of the noncommutative rings is as follows: 
N has basis {a, b, c} with cN = Nc = (0) where either 
(1) aZ=b2=0,ab= -ba=c or 
(2) u2=ab=c,ba=0,b2=& where 0141p-1. 
Thus, the number of isomorphism classes of noncommutative rings of order p4 in the 
case IJi = p3 is 2 when p = 2 and p + 1 for odd primes p. The full statement of 
Theorem 2.3.6 in [S] will also give a description of the commutative rings in the 
present situation. 
3.2. IJI = p2 
Let R be a ring with unity of order p4. Suppose x2 # 0 for some nilpotent element 
.Y E R. Then IJI = p2 together with Proposition 3 shows that x3 = 0 and that {x, .x2} is 
a basis for J. Since Rx is clearly J, IA,(.x)l = p2. It follows from IJnA,(.x)I = p that the 
left ideal A of R = R/J corresponding to A = A,(x) is a minimal left ideal (with order 
p). Thus there is an idempotent e E A such that {l, e, _Y, .x2} is a basis for R+. The 
multiplication in R is then determined by the product .xe. Since .Y E J, xe = xx + fix’ 
for some a, /I EGF(~). Now 0 = xex = 2.x’ + fix” = x.x2 shows that a = 0. Then 
xe = fix’ and xe = xe2 = l)‘.x’e = flz.x3 = 0. Th us, the ring R is commutative when 
R possesses a nilpotent element x with x2 # 0. 
Now suppose that all nilpotent elements x E R satisfy x2 = 0. Then J is a null ring. 
For, let {x, y} be a basis for J and suppose that xy = xx + fly for CI, fl E GF(p). Then 
0 = S’JJ = 2x2 + /Jzcy = jI.uy and 0 = xy2 = crxy + fly2 = rxy together show that 
xy = 0 or a = fi = 0. In either case .uy = 0. Similarly, y.u = 0 holds. Therefore J is 
a null ring, as claimed. 
Consider the quotient ring R = R/J. By the Wedderburn-Artin theorem, R is 
isomorphic to either GF(p2) or GF(p) 0 GF(p). First, suppose that i? 2 GF(p2). Let 
s be any nonzero element of J. If lR.x[ = p, Proposition 2 shows that A = A,(x) has 
order p3. Then A/J is a proper left ideal of the field R, an impossibility. Thus IRxl = p2 
and Rx = A,(x) = J. Likewise, xR = A,(u) = J holds. 
A result of Raghavendran [7, p. 2021 shows that R possesses a subring S isomorphic 
to GF(p2). Since Sn J = (0), R = S + J and Sx = J = xS. Let y be a generator for the 
multiplicative group of the field S. Then (s, y-u} is a basis for J and xg = ydx holds for 
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some integer d, 1 I d < p2. If R is a noncommutative ring, then J2 = (0) and the 
multiplication in R is completely determined by the value of d. Consider arbitrary 
elements s and t of S. Since .sd.x + tdx = (s + t)d.~ and SnA,(x) = (0) 
sd + td = (s + r)d. Thus, the mapping,f‘on S described by,f‘(r) = yd is a field automor- 
phism. By well-known facts about finite fields, rl = 1 or ri = p. Therefore, there is 
a single noncommutative ring R with IJl = p2 and R/J z GF(p’). This ring is 
described [7, Theorem 31 by the ring of all matrices of the form 
over GF(p’). 
It remains to consider the case R z GF(p) 0 GF(p). Since idempotents can be 
lifted [6, p. 1163, there exist orthogonal idempotents e, and p2 of R with r1 + e2 = 1. 
Each element of R is then uniquely expressible in the form n + rlel + x2e2, where 
n E J and cxl, c(~ E GF(p). 
First suppose that 1Rxl = p2 holds for some .Y E J. If P,.Y = xx for some ;I EGF(~), 
then e2x = (1 - ei)x = (1 ~ x)x and IR.ul = p, contrary to assumption. Thus 
{x, rlx = y} is a basis for J = R.u. Since J2 = (0), the multiplication for R is com- 
pletely determined by the product xe,. Now rrl = x.x + /~JI for some SI and fi in 
GF(p), as x E J. (a) If fi = 0, then KX = xe 1 = (xe,)r, = a’.~ shows that a = 0 or 1. 
Since e, and e2 = 1 - e, may be interchanged, there is only one possibility for the ring 
R in this case; namely, R is isomorphic to the ring of all matrices of the form 
over GF(p). (b) If p # 0, then e,(.uei) = e,(x.u + /jy) = (x + p)y and XY + 
py = xe, = (xel)el = ctxe, + fl(elu)el = rxel + fi(U + fi)y = x’s + (a/3 + fix + fi2)_t,. 
Thus CI’ = a and b = $ + fix + /?’ (modulo p). If a = 0, then fi = 1 (as /I # 0) and 
xe, = y = eix. Thus, R is a commutative ring when Y = 0. If Y # 0, then x = 1, 
p = - 1 and xe, = x - y. In this case R is isomorphic to the ring of all matrices (over 
GF(p)) of the form 
Now suppose that l.xRl = p2 holds for some x E J. The reasoning used in the 
preceding case will then yield two possibilities for the ring R. One of these possibilities 
is the ring of 4 x 4 matrices described above. The only new isomorphism type for R in 
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the present case is then described by the ring of all matrices of the form 
over GF( p). 
Finally, suppose that IRxJ = IxRl = p holds for each nonzero element x in J. For 
x EJ, it follows that either elx = 0 or eix = x. If elJ # (0), then eln = n for all IZ E J. 
Similarly, either Jer = (0) or ne, = n for all II E J. In order for R to be a noncom- 
mutative ring, exactly one of Jer = (0) and e,J = (0) must hold. Further, since e1 and 
ez = 1 - e, may be interchanged, there is a single noncommutative ring R in the 
present case. This ring is isomorphic to the ring of all matrices (over GF(p)) of the 
form 
3.3. 1JI = p 
The WedderburnArtin theorem shows that R = R/J is isomorphic to GF(p3), 
GF(p2)@ GF(p), or GF(p)@GF(p)@GF(p). Let x E J, x # 0. Then Rx = J and 
Proposition 2 shows that A = A,(x) has order p3. Since J s A, A = A/J is a proper 
left ideal of R. Thus, i? cannot be a field. 
Suppose R z GF(p’) 0 GF(p). Since xR = J, B = A,(x) has order p3. Then 
A/J = B/J, as GF(p2) 0 GF(p) has a unique ideal of order p2. If g + J is a generator 
for the multiplicative group of the field A/J, then gx = xg = 0. Since 
{ 1, x, gk 10 < k < p2} contains a basis for R+, R must be a commutative ring. 
Now suppose that R z GF(p) 0 GF(p) 0 GF(p). Since A = A/J is a left ideal of 
R with order p2, A z GF(p) @ GF(p). Thus, there exist mutually orthogonal idem- 
potentse,,e,,e,ERwith 1 =e, +e2+e3.wheree,,e2~A.Then{1,e,,e2,x} is 
a basis for R + and the multiplication for R is determined by the products xe, and xe2. 
Since IRxl = IxRl = p, routine calculations will show that xe, = 0 or x (i = 1,2). There 
are now four cases to consider. If xel = xe, = 0, then R is a commutative ring. If 
either (a) xe, = 0 and xe, = x or (b) xe, = x and xe, = 0, then R can be shown to be 
isomorphic to the ring of all matrices (over GF(p)) of the form 
a 0 0 
i r 
d b 0 
0 0 c 
Now consider the case xe, = xe, = x. Since e, is an idempotent and IxRI = p, 
xe3 = 0 or x. Now xe3 = x(1 ~ e, - e2) = - x shows xe3 # 0. Then xe3 = x and 
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consequently ei - e,, e2 ~ e3, and e3 - e, are elements of A,(x). Since A,(x) is a right 
ideal of R and (ei - ej).ei = ei for i #,i, et, e2, and e3 belong to A,(x). But then 
1 = e1 + e2 + e3 E A,(x); which is nonsense. Thus, no possibility for the ring R exists 
in the case xei = xe2 = x. 
3.4. J = (0) 
If R is a noncommutative ring of order p4 with J = (0), the WedderburnArtin 
theorem shows at once that R is isomorphic to the ring of all 2 x 2 matrices over 
GF( P). 
To summarize the results in the case of rings of characteristic p, the number of 
noncommutative rings (with unity) of order p4 has been shown to be 9 when p = 2 and 
p + 8 otherwise. Only one of the rings is decomposable. 
4. Rings with characteristic p2 
Let R be a noncommutative ring (with unity) of order p4 and characteristic p2. All 
possible isomorphism types for R will be described. 
When X(R) = p2, the subring C of R consisting of all multiples of the identity 
element is isomorphic to Z,+ Since R is a noncommutative ring, the additive group 
R’ of R must then be isomorphic to Z,z 0 Z, @ Z,. Let x, y E R such that { 1, x, y } is 
a basis for R+. Each element of R can then be written (not necessarily uniquely) in the 
form rl + fix + 7’~’ where SI, fi, ?/ E Z,,L and px = 0 = py. Thus Z,z serves as a set of 
scalars for the ring R. It will be convenient to identify Z,i and C and, for a EZRA, to 
simply write r for xl. Also, it should be noted that the set of noninvertible scalars is 
pc = (tip10 I K <p). 
Lemma 1. !f n is any nilpotent element of R, then (1) pn = 0 und (2) n2 = Kp for some 
SC&U K (0 5 K < p). 
Proof. Let z, fl, and 7 be scalars such that n = c( + p.x + ;ly holds. Multiplication by 
p shows that pn = pa. Then pn’ = apn = r2p and, in general, pn’ = x’p holds for any 
positive integer i. Consequently cdp = 0 holds for some integerj and c( is a multiple of 
p. Therefore pn = px = 0 and (1) is verified. 
Since the ring R is assumed to be noncommutative, n2 must belong to the 
subgroup of R+ with basis 11, n}. Then n2 = #a + bn for some scalars SI and p. 
Now pn2 = 0 shows that CI is a multiple of p. If fi is a multiple of p, then 
11’ = x + /Tn = r is a multiple of p. Otherwise fl is invertible (modulo p). Since 
CY is a multiple of p, repeated multiplication of nz = cx + /In by n shows that ni = pni- 1 
for all integers i 2 3. Now n j = 0 for some integer j shows that n2 q= 0. This 
establishes (2). 0 
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Lemma 2. [f{ 1, s, t} is any basis for Rt where t is not a nilpotent element, there exists 
an idempotent e of R such that 11, s, e} is a basis.for Rt . 
Proof. Since R’ z ZPl @ Z, @ Z,, ps = pt = 0. The noncommutativity of R shows 
that t2 = x + fit holds for some scalars r and fi. Thus 0 = pt2 = px + jlpt = pa and 
consequently a is a multiple of p. It follows from t2 = x + gf that t3 = /It’. Since t3 # 0, 
fit2 # 0 and /I 1s invertible (modulo p). Iff= /T’t, thenf 3 =,f2 andf” = Pm’% + fi- ‘t 
where P-“z EPC. Let e =,f ‘. Then e2 = e and { 1, s, e} is a basis for R+. 0 
Lemma 3. The radical J qf R has order p2 or p3. 
Proof. Clearly J # R, as R is a ring with unity. Since the set pC is a nilpotent ideal of 
R, pC G J. Suppose that pC = J. Since idempotents can be lifted, each element of 
R can be written as the sum of an element of pC together with a linear combination of 
mutually orthogonal idempotents. But then R is a commutative ring, contrary to 
assumption. Therefore pC # J and J has order p2 or p3. D 
The two cases IJ 1 = p2 and 1 J 1 = p3 will be considered separately. First, suppose 
IJI = p2. Then R+ has a basis { 1, X, y) where x is a nilpotent element, y is not 
nilpotent, and px = 0 = py. By Lemmas 1 and 2, x2 is a scalar multiple of p and y can 
be assumed to be an idempotent. Let c(, /I, y, 6, K, i. be scalars such that (i) 
xy = K + ax + by and (ii) yx = i, + 7x + fiy hold. Since p(xy) = 0 = p(yx), K and 
A are multiples of p. Multiplication of(i) by x gives 0 = .~‘y = XX’ + flay. Thus pxy is 
a multiple of p and, since y2 = y and py = 0, it follows that p.uy = 0. If xy # 0, then 
/I is a multiple of p and (i) becomes xy = K + gx. Now xy = xy2 = rxy shows that 
r = 1 (modulo p). Therefore, either xy = 0 or xy = K + x where K is a multiple of p. 
Similar reasoning applied to (ii) shows that either yx = 0 or yx = i, + x where A is 
a multiple of p. There are four situations to examine now. If .uy = 0 and y.u = 0, then 
R is commutative. Likewise, if xy = K + x and yx = 1. + Y, then y(xy) = ys and 
(yx)y = xy together show that R is commutative. Now consider the case xy = 0 and 
yx = 3. + x. Then x2 = xyx = 0. If x is replaced by t = J’X = iL + x, the ring R is 
described by the relations t2 = 0, y2 = y, ty = 0 and yt = t. Finally, suppose 
xy = K + x and yx = 0. Then x2 = xyx = 0. If x is replaced by w = K + x, R is 
described by the relations w2 = 0, y2 = y, wy = w, and yw = 0. Thus, there are two 
isomorphism types of R when IJI = p’. 
Now suppose that IJI = p3. Then R possesses elements x and y such that {p, x, y} is 
a basis for J and { 1, x, y j is a basis for R +. By Lemma 1, J has characteristic p. Since 
R is a noncommutative ring, J is then a noncommutative nilpotent ring over GF(p). 
Consequently [S, Theorem 2.3.61, J has a basis {a, h, c) with cJ = Jc = (0) such that 
(a) a2 = b2 = 0, ah = - ha = c (with p # 2) or 
(b) a2 = ah = c, ha = 0, b2 = @c where 0 5 4 < p, 
If J satisfies (a), then n2 = 0 holds for all n E J and there is a single isomorphism type 
for R (provided p # 2). 
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Now let J satisfy the relations (b). The (two-sided) annihilator of J is easily seen to 
be {IV 1 y gGF(p))}. Thus, c = rp holds for some nonzero scalar a in GF(p). (i) Let 
a be a square in GF(p). Suppose z = g2, (T EGF(I)), and let x = o-la and y = 6 lb. 
Then the basis (p, x, y} of J satisfies the relations .x2 = xy = p, yx = 0, and y2 = C#I~ 
where 0 I C$ < p. It follows that there are p isomorphism types for R in case (i). (ii) Let 
IX be a nonsquare in GF(p). If A denotes a fixed nonsquare in GF(p), then K~CX = A 
holds for some K E GF(p). If u = KU and u = xb, then {p, u, u} is a basis for J and 
u2 = uu = /ip, c’u = 0, and u2 = qb(np) where 0 I CJ~ < p. Since p is a square (in J) in 
case (i), these relations will describe additional isomorphism types for R if 
(0~ + rc)’ # p for all IT, T EGF(I)). Now, for any value of c$, (CU + 7~)~ = p is 
equivalent with (cr2 + or + qbr')ilp = p. By completing the square, 
fJ2 + OT + CjT' = d2 + qt2 where 6 = CJ + ((p + 1)/2)r and q = C$ - ((p + 1)/2)2. If q is 
a nonzero square in GF(p), then D and z can be chosen such that 
(02 + DZ + 4z2)Ap = p (as every element of GF(p) is expressible as a sum of two 
squares). If q is a nonsquare, then (qr’)/i = 1 holds for some 5 in GF(p). Once again, 
(CJ’ + 0~ + c#n2)np = p for some 6, z E GF(p). It follows that there is a single new 
isomorphism type for R in case (ii), when q = C$ - ((p + 1)/2)’ = 0 (and p # 2). 
The description of the rings with order p4 and characteristic pz has now been 
completed. For an odd prime p there are 2 isomorphism types for R when IJ 1 = p2 and 
p + 2 types when IJ I = p3. When p = 2, there are 2 isomorphism types when 1J I = 4 
and 2 types when JJ) = 8. The rings which occur when JJ) = p2 appear to be of special 
interest (see [9]). It is easily seen that these rings cannot be represented in terms of 
matrices over ZPz. However, these rings can be described in terms of 2 x 2 integral 
matrices in the manner of Szele [lo]. 
Finally, we mention that the methods employed here should extend directly to rings 
of order p5. This follows from the fact that no ring R of order p5 has quotient R/f 
isomorphic to the complete matrix ring of degree 2 over GF(p). Unfortunately, there 
appears to be a multitude of cases to consider when the ring has order p5. 
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