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Parallel Boosting with Stream Kernel Machine
Ayahiko Niimi†1 and Osamu Konishi†1
Kernel-based Support Vector Machines (SVMs) have strong theoretical foun-
dations and excellent empirical successes. The performance for the real data
stream with the evolutionary changes is however not enough. Thus it is an im-
portant challenge to improve the performance. On the other hand, the kernel
methods have be extended to input structured data such as string or graph. The
classiﬁcation using the kernel methods with structured form outperform vector
form. This paper proposes non-linear classiﬁcation approach to consider data
stream as structured data by extended kernel methods. This structured data is
constructed with the arrived online data and some historical information of the
data stream. Then, the features of the data stream’s evolutionary changes are
obtained, and kernel function is built with the features. We call this a stream
kernel. In the experiment, we apply the stream kernel to non-linear SVM, and
diﬀerentiate normal use and illegal use for about 700,000 real credit card data.
Our approach achieves that training time and evaluation time became faster
than non-parallel SVM, and a number of the false classiﬁcation decreased.
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ネル法と我々が提案したストリームカーネル6),7) について述べる．4 章で，非線形 SVMを
用いたパラレルブースティングと，ストリームカーネルの適用について述べ，大規模な実際
のクレジットカードデータを用いた識別実験の結果を 5 章で示し，最後に 6 章で結言と今
後の課題を述べる．









































データストリームへの SVMとして，Incremental Support Vector Learning 23),24) が提
案されている．しかし，本論文で取り扱うクレジットカードデータは全データ中の不正利用









( 1 ) データを高次元特徴空間に埋め込む．
( 2 ) 高次元特徴空間で，線形識別アルゴリズムを適用する．
しかし，カーネル法はデータを高次元特徴空間では明確に示さず，カーネル関数と呼ばれ
る半正定値関数 K : χ× χ → Rを用いて，高次元特徴空間での動作を可能にする．
K(x, z) =< φ(x), φ(z) > (1)












x = (x1, x2, . . . , xd)で表現し，これを入力に用いる．これに対し，我々は次の特徴を持つ
構造データを入力に用いる．
( 1 ) ある時点のデータ x(1) だけでなく，過去の履歴 n個のデータを持つ．
情報処理学会論文誌 データベース Vol. 2 No. 4 13–23 (Dec. 2009) c© 2009 Information Processing Society of Japan
16 ストリームカーネルマシンによるパラレルブースティング
( 2 ) n個の前後のデータ間に，n− 1個の時間間隔を持つ．
我々はこれをストリーム構造データと定義し，次の用に表現する．
X = {x(1),x(2), . . . ,x(n)} (2)
なお，x(1) が新しいデータ，x(n) が古いデータとし，括弧内の上付き添え字を履歴番号と










くすべきである．この影響度を，時間間隔 tと，新たに導入するパラメータ λ ∈ (0, 1)を用
いた単調減少関数 λt で表す．
これらの変数を導入して，ストリーム構造データX と Z の間のカーネル関数K(X ,Z)
の枠組みを定義する．我々はこれをストリームカーネルと呼ぶ．まず，Kn(X ,Z) を，X
と Z がともに過去 n件のストリーム構造データからなるときのストリームカーネルとする．
また，過去 n 件からなる X に，さらにもう 1 件遡って得られる x(n+1) が，X に付与さ




(n),Zz(n)) = Kn−1(X ,Z) + Jn (3)





ただし，K0(X ,Z) = 1，J1 = K(x(1), z(1))であり，K(x(i), z(i))は 3.1 節で述べたMer-
cerカーネルである．動的計画法を用いることにより，この計算量は遡るデータ数 nに対し
て O(n)で済む．また，X と Z のデータ数が異なる場合，このままでは，データ数が少な


























（x1, x2, . . . , xN）に等しく重みが与えられ，この重みを用いて 1つ目の弱学習器 f1 を構築





器 f1(x), f2(x), . . . , fM (x)をもとにアンサンブル学習器 F (x)を構築した．これがブース
ティングの特徴であり，AdaBoostや LogitBoostなどはこのような学習法に基づく代表的
なアルゴリズムである8)–10)．図 2 に，ブースティングのアルゴリズムを示す．
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図 1 ブースティングによる学習
Fig. 1 Learning by boosting.
Algorithm Boosting(T ,M)
1. For k = 1 to N
2. D1(xi) = 1/N
3. For i = 1 to M
4. fi = weak learned model from T with distribution Di
5. For k = 1 to N
6. Reset w(x) using fi(xk, w) and yk
7. Di+1 = updated distribution by w
8. For each new query instance q
9. F = ensemble model from all f and w
10. Class(q) = F(q)
where:
T is the training set
N is the number of training set
M is the number of samples drawn from T
図 2 ブースティング・アルゴリズム
Fig. 2 Boosting algorithm for classification.
図 3 パラレルブースティングによる学習
Fig. 3 Learning by parallel boosting.
次に，パラレルブースティングによる学習の手順を図 3 で示す．パラレルブースティン
グは，上述したような学習データの重みの逐次的な操作は行わない．まず，全学習データ
（x1, x2, . . . , xN）をM 個のサブセット（Subset 1, Subset 2, . . . , Subset M）に分割し，各
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Algorithm ParallelBoosting(T ,M)
1. For i = 1 to M
2. Si = random sample drawn from T
3. fi = weak learned model from Si
4. F = ensemble model by weighted summation of all f
5. For each new query instance q
6. Class(q) = F (q)
where:
T is the training set
M is the number of samples drawn from T
図 4 パラレルブースティング・アルゴリズム


































パラレルブースティングは，学習データセット全体の集合 D = {xi,yi}Ni=1 を，M 個の
サブセットに分割し，各サブセットから独立に生成されたカーネルマシンを組み合わせるも
のである．ストリームカーネルはこのカーネルマシンに適用することで，容易にパラレル
ブースティングに適用できる．まず，構築したM 個のカーネルマシンを {fm}Mm=1 とし，










































タは，約 2 年分のデータが用意されており，そのデータ量は約 1TB に及び．クレジット
カードデータの属性は，大きく次の 2つのグループに分類される．
( 1 ) オーソリデータ属性：利用時の状況を記述した属性
( 2 ) 振舞いデータ属性：顧客の行動パターンを記述した属性
属性 ( 1 )は，単にクレジットカードの取引データの属性である．顧客 ID，生年月日，利
用金額，購入商品コードなどがあり，計 84属性からなる．属性 ( 2 )は，過去の履歴情報か
ら作成した顧客モデル（過去の利用金額の平均や分散，過去の利用時間帯の頻度など）との
乖離値であり，顧客の行動パターンを記述した属性であり計 40属性からなる．本実験で用
いたクレジットカードデータセットは，属性 ( 1 )と属性 ( 2 )から 55属性を分析に用いた．
実験で用いたデータ件数，正常利用と不正利用の割合に関しては，次の節で詳しく述べる．
5.1 実 験 準 備
弱学習器に用いるSVMはOSSである svm-light 26)（C言語）を用い，SKSVMはこれを改




数 nは n = 5に設定した．これら実験で用いたパラメータを表 1 で示す．
次に，実験で使用したクレジットカードデータを表 2 に示す．ただし，ストリームカー
表 1 実験で用いたパラメータ
Table 1 The parameters used in the experiment.
σ C n λ
SVM，SVM-PBOOST 0.05 5 – –
SKSVM，SKSVM-PBOOST 0.05 5 5 0.1
表 2 実験データ
Table 2 Credit card dataset in our experiemnt.
全データ 学習データ 検証データ 属性
1,109,531 388,611 720,920 55
表 3 弱学習器の数と使用するデータ量の関係
Table 3 Relation between amount of data and number of weak learner.
弱学習器の数 1 つの弱学習器が使用する学習データの量
10 約 38,861 件 (10%)
30 約 12,953 件 (3%)
50 約 7,772 件 (2%)
100 約 3,886 件 (1%)














5.2 実 験 結 果
本実験は並列コンピュータではなく，1台のコンピュータ上で行った．パラレルブースティ




( 1 ) 学習時間 = 最長の弱学習器の学習時間 + アンサンブル係数決定の最適化時間











各弱学習器の評価結果： 分割なしで 3.67MB，200分割で 743MB
アンサンブル係数： 200分割で 4KB
評価時：
各 SVMによる予測値： 分割なしで 6.83MB，200分割で 41.3MB








図 5 は，SVM-PBOOSTと SKSVM-PBOOSTの学習時間を示している．横軸は弱学習









グにより弱学習器の数を 30としたとき約 177分の 1に縮小していることを示している．弱
学習器の数を 200 としたときに，SKSVM-PBOOST が大きく学習時間が悪化しているの
は，学習に用いるデータ数が減ったことにより，学習が困難なデータセットが含まれるよう
になったためであると考えられる．
次に，図 6 は，SVM-PBOOSTと SKSVM-PBOOSTの検証時間を示している．横軸は





最後に，図 7 は SVM-PBOOSTと SKSVM-PBOOSTの汎化誤差を示している．同様
に横軸は弱学習器の数であり，1は 1つの SVMと SKSVMを表している．本実験では汎
情報処理学会論文誌 データベース Vol. 2 No. 4 13–23 (Dec. 2009) c© 2009 Information Processing Society of Japan
21 ストリームカーネルマシンによるパラレルブースティング
図 6 検証時間の比較
Fig. 6 Comparison of prediction time.
図 7 汎化誤差の比較



























SVM は，パラレルブースティングによって学習時間を約 177 分の 1（弱学習器の数が 30
の場合），検証時間を約 51分の 1（弱学習器の数が 50の場合），誤識別の数を約 84%削減
（弱学習器の数が 200の場合）とする成果を得た．
また，弱学習器が用いる学習データの量を全体の 10%程度にするだけでも，かなりの計
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