Abstract. Let B ω (B d ) denote the ω-weighted Bloch space in the unit ball
Introduction
governs the radial divergence and integral reverse estimates in B ω (B d ). In both cases, the solutions are based on the classical Hadamard gap series.
1.2. Radial divergence. Given f ∈ H(B d ) and ζ ∈ ∂B d , we say that f has a radial limit at ζ if there exists a finite limit f * (ζ) = lim r→1− f (rζ). Let σ d denote the normalized Lebesgue measure on the unit sphere ∂B d . The radial convergence or divergence in B ω (B d ) is described in terms of I(0+) by the following dichotomy: Remark that the condition I(0+) = ∞ was previously used by Dyakonov [8] to construct a non-BMO function lying in B ω (B 1 ) and in all Hardy spaces H p (B 1 ), 0 < p < ∞. 
. Namely, under appropriate restrictions on v, there exists a finite family
for all z ∈ B d (see, for example, [1] and references therein).
For the weighted Bloch space B ω (B d ), the following result provides integral reverse estimates related to the function Φ 
For ω ≡ 1 and for logarithmic functions ω, the above estimates were obtained in [6] and [14] , respectively.
1.4.
Organization of the paper. Section 2 is devoted to the radial divergence problem. In Section 3, we prove Theorem 1.2 and we show that estimate (1.2) is sharp, up to a multiplicative constant. Applications of Theorem 1.2 are presented in Section 4.
Radial divergence
In particular, f has radial limits σ d -a.e.
Proof of Proposition
because ω(t) is increasing. Also,
is an increasing function of τ ≥ 1,
is a normal weight in the sense of [17] . The derivative f ′ is represented by a Hadamard gap series, hence, f ∈ B ω (B 1 ) (see, e.g., [13] ). Since ω is increasing, we have
Thus, f has no radial limits σ 1 -a.e. by [21, Chapter V, Theorem 6.4].
Hence, by [15, Lemma 7.2.7] , there exists a sequence
First, fix a point ζ ∈ ∂B d with property (2.2). Consider the slice-function
, thus, f ζ has no radial limits σ 1 -a.e. by [21, Chapter V, Theorem 6.4]. Since the latter property holds for σ d -almost all ζ ∈ ∂B d , Fubini's theorem guarantees that f has no radial limits σ d -a.e.
Second, recall that [19, 20] ). However, if ω(0+) = 0, then Proposition 1.1(ii) is not improvable in this direction. Indeed, if ω(0+) = 0 and f ∈ B ω (B 1 ), then f has radial limits on a set of Hausdorff dimension one (see [12] ).
Hyperbolic setting. To obtain the hyperbolic analog of
where ϕ : B n → B m , m, n ∈ N, is a holomorphic mapping. The radial limit ϕ * (ζ) is defined at σ n -almost every point of ∂B n , hence, it is natural to replace the radial divergence condition by the following property:
, that is, ϕ is inner. While the problem in the hyperbolic setting is more sophisticated, the following analog of Proposition 1.1 is known, at least for n = m = 1. (i) Assume that I(0+) < ∞ and ϕ :
Then ϕ is not inner. (ii) Assume that I(0+) = ∞ and ω(t)/t 1−ε decreases for some ε > 0. Then there exists an inner function ϕ :
In Section 4.2, we apply Theorem 1.2 to obtain quantitative versions of Theorem 2.1(i). 
since ω is increasing and Φ is decreasing.
Also, we need the following improvement of the Ryll-Wojtaszczyk theorem used in Section 2.2. 
Probably, it is worth mentioning that J(1) = 1.
3.2.
Proof of Theorem 1.2. Let the constant δ ∈ (0, 1) and the polynomials W j [n], 1 ≤ j ≤ J, n ∈ N, be those provided by Theorem 3.2.
For each non-dyadic y ∈ [0, 1], consider the following functions:
where
is the Rademacher function. First, arguing as in Section 2 and using estimate (3.1), we deduce that
Second, we obtain
Hence,
by (3.2) and Lemma 3.1 with r = |z| 2 . So,
Changing the indices of the functions F j,y and using a new variable of integration, we may reduce the above sum of integrals to one integral over [0, 1] . So, it remains to verify that
2 ) for 2 3 < r < 1. The proof of Theorem 1.2 is finished.
Integral means.
To show that inequality (1.2) is sharp, we estimate the integral means
for the functions f ∈ B ω (B d ). For ω ≡ 1, the following result was obtained in [5] and [11] .
for a constant C > 0.
Proof. For f ∈ H(B d ) and 0 < r < 1, we have
, then, using the defining property (1.1), we obtain
, in sum we obtain the required estimate.
Comparing Proposition 3.3 and Theorem 1.2, we conclude that the direct estimate (3.3) and the reverse estimate (1.2) are not improvable, up to multiplicative constants.
3.4.
Hardy-Bloch spaces. Given a gauge function ω, the weighted Hardy-Bloch space
So, it is interesting that estimate (3.3) is sharp for f ∈ B ω (B d ) and holds for all f ∈ B ω p (B d ) with p ≥ 2. Namely, we have the following proposition that was proved in [9] for ω ≡ 1.
for a constant C > 0 (see [10] for d = 1; integration by slices gives the result for d ≥ 2). Now, we argue as in the proof of Proposition 3.3. Namely, for f ∈ B ω (B d ), the defining property (3.4) guarantees that
Since
, the proof is finished.
Applications of Theorem 1.2
In this section, we assume that ω : (0, 1] → (0, +∞) is an increasing function. 
If µ is a radial measure, then the above corollary is reversible. Moreover, the corresponding result holds for all spaces B 4.2. Hyperbolic derivatives. Let I ω (0+) < ∞. As observed in [7] , the conclusion of Theorem 2.1(i) remains true if the restriction
is replaced by the following weaker assumption:
where Ω : (0, 1] → (0, +∞) is a bounded measurable function such that
To obtain quantitative results of the above type, we apply Theorem 1.2. Also, we make weaker assumptions about ϕ. So, suppose that Ω is increasing and Ω(t)/t 1−ε is decreasing for some ε > 0. Put Φ Ω (x) = 1 + In particular, |ϕ * | < 1 σ 1 -a.e.
Proof. Let the constant τ = τ 1,p,Ω > 0 and the functions F y ∈ B Ω (B 1 ), 0 ≤ y ≤ 1, be those provided by Theorem 1.2 for d = 1 and for Ω in place of ω.
Since So, using (4.4) and the hypothesis I ω (0+) < ∞, we obtain
We further observe that |F y • ϕ(0)| ≤ C ϕ F y B Ω (B1) ≤ C, and so estimate (3.6) guarantees that 
