It is shown that the good expander codes introduced by Sipser and Spielman, can be realized as the first homology of a graph with respect to a certain twisted coefficient system.
Introduction
We first recall some standard definitions from coding theory. The Hamming weight of w = (w 1 , . . . , w N ) ∈ F The rate and relative distance of C are given respectively by r(C) := dim C N , δ(C) := dist(C) N .
be a sequence of integers such that N i → ∞. A family of binary linear codes C i ⊂ F N i 2 is asymptotically good if there exist r, δ > 0 such that r(C i ) ≥ r and δ(C i ) ≥ δ for all i. A classical probabilistic argument due to Shannon and to Gilbert and Varshamov shows that there exist families of asymptotically good linear codes. Explicit constructions of such families are more involved and were first given by Justesen. The study of good codes remains a major area of research in coding theory to this day. See van Lint's book [4] for a comprehensive introduction to the subject.
Here we are concerned with codes that arise from simplicial complexes. Let X be an n-dimensional simplicial complex with N = f n (X) top dimensional faces. Let σ 1 , . . . , σ N denote the n-simplices of X. We identify the space of n-chains C n (X, F 2 ) with F N 2 , via the mapping
For n = 1, the homological code associated to a graph G is just the cycle space of G, and it is well known that this code is not good. In fact, a strong form of the Moore bound due to Alon, Hoory and Linial [1] implies that for fixed ǫ > 0, if a graph X on N vertices has (1+ǫ)N edges, then X contains a cycle of size O ǫ (log N). The situation is different for n ≥ 2, where the existence of good homological codes associated with n-dimensional complexes follows from Theorem 4.1 in [2] (see also Theorem 6.3(1) in [3] ). Let ∆
Returning to the 1-dimensional case, while the cycle space of a graph is not a good code, there is a remarkable construction of graph based codes, due to Tanner [8] and Sipser and Spielman [6] , that does give rise to good codes. These codes are defined as follows. Let G = (V, E) be a graph. For u ∈ V let Γ G (u) = {v ∈ V : uv ∈ E}. Suppose that for each vertex u ∈ V there is given a linear subspace
(the local code). The graph code C = C(G, {C u } u∈V ) is the linear space
Let λ(G) denote the second largest eigenvalue of the adjacency matrix of G. Theorem 1.2 (Sipser and Spielman [6] ). Suppose G is a d-regular graph with λ(G) ≤ λ, and suppose the codes C u satisfy r(C u ) ≥ r > 1 2 and δ(C u ) ≥ δ for all u ∈ V . Then the graph code C satisfies r(C) ≥ 2r − 1 and
Let d ≥ 3 and let {G n = (V n , E n )} n be a sequence of d-regular expanders on n vertices such that
. Theorem 1.2 implies that {C(G n , {C n,u } u∈Vn )} n is a family of asymptotically good codes. For further salient properties of these codes (e.g. linear decoding time) see [6, 7] .
In view of the importance of the Sipser-Spielman codes, it might be worthwhile to observe that a graph code C = C(G, {C u } u∈V ) can be obtained as the first homology H 1 (G; F ) of the graph G with coefficients in certain local system F that depends on the local codes {C u } u∈V . In the following section we recall the relevant homological notions and describe the construction of F .
Graph Codes via Twisted Homology
Let X be a finite simplicial complex on the vertex set V . Let ≺ be an arbitrary but fixed linear order on V . Let X(k) denote the set of k-dimensional simplicies of X.
or, when there is no danger of confusion, σ = v 0 . . . v k+1 . The i-the face of σ as above is defined by σ i = σ \ {v i }. A local system F on X (see e.g. section 7 in [5] ) is an assignment of an abelian group F (σ) to each simplex σ ∈ X, together with homomorphisms ρ τ σ : F (τ ) → F (σ) for each σ ⊂ τ satisfying the usual compatibility conditions: ρ σ σ = identity, and ρ
Elements of C k (X; F ) are written as c = σ∈X(k) a σ σ with a σ ∈ F (σ). Define the boundary map
The homology of the complex C * (X; F ) is denoted by H * (X; F ). Let G = (V, E) be a graph and for
be the local code associated to u. We now show that the graph code C = C(G, {C u } u∈V ) can be realized as H 1 (G; F ) for a certain local system F . Let A u be a parity check matrix of C u , and let {w uv : v ∈ Γ G (u)} be the columns of A u . Thus, a vector y = (
} denote the column space of A u . Define a local system F on G as follows:
The map ρ uv u : F (uv) = F 2 → F (u) = L u is given by ρ uv u (ǫ) = ǫw uv .
Proposition 2.1.
Proof. Let c = uv∈E x uv [uv] ∈ C 1 (G; F ). As our ground field is F 2 , we have: It follows that ∂ 1 c = 0 iff v∈Γ G (u) x uv w uv = 0 for all u ∈ V , i.e. iff (x uv ) uv∈E ∈ C.
