Abstract. In this paper we consider a competing risks model including covariates in which the observations are subject to random right censoring. Without any assumption of independence of the competing risks, and based on a nonparametric kernel-type estimator of the incident regression function, an estimator of the conditional regression function is proposed. We show that at a given covariate value and under suitable conditions the nonparametric estimator of the regression function is asymptotically normal. A simulation study is provided showing that our estimators have good behaviour for moderate sample sizes.
Introduction
Competing risks arise in medical, reliability or finance follow up involving multiple causes of failure but only the smallest failure time and its cause are observed. In competing risks mechanism, several failure times are right censored by observed failure time in informative manner and each failure time can be right censored by an event in non informative manner. For example, in order to determine the incidence of death due to breast cancer among breast cancer patients, every patient will be followed from a baseline time (e.g. date of diagnosis or of surgery) until the date of death due to breast cancer or study closing date. A patient who dies of breast cancer during the study period would be considered to have an 'event' at his date of death. A patient who is alive at the end of the study is considered as 'censored'. However, a patient can undergo a different event from the event of interest (e.g. death due to causes unrelated to the breast cancer disease). Such events are said competing risks events. As another practical example, consider women who start using an intrauterine device (IUD) (see Kalbfleisch and Prentice, [16] ). They are subject to several risks, including accidental pregnancy, expulsion of the device, removal for medical reasons and removal for personal reasons. Kalbfleisch and Prentice discussed the areas of interest as a model of competing risks of IUD discontinuation. The events of competing risks are not independent a priori, hence they cannot be dealt with the statistical inference of standard censoring models (Kaplan and Meier, [17] ). Before carrying on, we need to introduce the following notations.
Let T 1 , . . . , T m be failure times, due to any cause j ∈ J = {1, . . . , m}. The indicator of failure cause will be denoted by η. Let X = min(T 1 , . . . , T m ) be the observed failure time with X = T j if and only if η = j. Assume that X is in turn, at risk of independent rightcensoring by a non-negative random variable C. Set Y = min(X, C), δ = I(X ≤ C), where I(A) is the indicator function of any set A, δ = 0 if X is right-censored by C and δ = 1 otherwise. Moreover, assume that each individual or entity is characterized by a R d -valued covariate Z, independent of C and that the random vector (T 1 , . . . , T m , Z, C) is absolutely continuous with respect to the Lebesgue measure. For statistical applications, the observable random variables will be (Y, ξ, Z) where ξ = δη.
Denote by F X (resp. G) the distribution function of the random variable X (resp. C), S X = 1 − F X the survival function of X, λ X (resp. Λ X ) its hazard (resp. cumulative hazard) function:
where f X is the density function of X. Note that without specific assumptions, the joint or marginal distribution functions of the underlying failure times together with the previous hazard functions are not identifiable (Tsiatis, [22] ). Nevertheless, if each individual is characterized by a 'sufficiently informative' set of covariates, these distribution functions are identifiable under some regularity conditions (Heckman and Honor, [15] ). The problem of identifiability discussed in literature incite to concentrate no more on the distributions but on cause specific functions which are expressed in terms of observable functions of failure times:
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-the cumulative incidence function
-the cause-specific hazard rate function of type j λ j (t) = lim
where f j is the subdensity function corresponding to F j , -the jth cause-specific cumulative hazard function
The incident functions are related by the following equations:
Further, we shall deal with conditional versions given Z = z of the previous functions which will be denoted by S X (·|z), λ X (·|z), Λ X (·|z), F j (·|z), f j (·|z) and Λ j (·|z), and by independence of Z and C, G(·|z) = G.
The parametric or nonparametric estimation of the previous underlying latent variables distributions has been considered in the literature. For example, Kwan and Singh [20] considered nonparametric estimates of the distribution function for every latent risk, assuming they are mutually independent. Fermanian [9] , extending Heckman and Honor [15] , considered a model involving nonparametric estimation of all unknown sub-distributions which together yield an estimator of the joint conditional distribution of the competing failure times. Geffray [10] considered the latent risks with independent censorship and established strong approximation results with statistical applications.
Most models make parametric assumptions on the joint distribution function of the failure times or assume their independence in order to avoid the non identifiability problem. When no such assumptions are made, the quantities usually estimated are the cause specific functions instead of the overall or latent distribution functions.
In this paper, we consider the problem of estimating the competing risks regression functions
based on n independent and identically distributed observations of (Y, ξ, Z), where ψ belongs to a class of measurable functions on R + such that E[|ψ p (X)|] < +∞, for p = 1, 2, without any parametric or independence assumption on competing lifetimes. For example, when [7] . In censored models we can cite Dabrowska [6] , Kohler and Math [18] , Gneyou [12] and references therein.
Our paper is organized as follows. In Section 2, we give explicit kernel-type estimates of the competing risks regression functions conditional on Z = z. In Section 3 we state that for a given z, our estimator of r j (z) is consistent and fulfils a central limit theorem. In Section 4 some simulation results are given while some proofs are relegated to the appendix. Concluding remarks are given in Section 5.
Estimating regression functions
Let us define the following conditional distributions
whereḠ is the survival function of C. We have
Note also that the competing risk regression functions r j (z) given in (1) can be written, provided the integral exists, in the form
where for technical reasons the interval of study is reduced to [0, τ z ] that will be specified later. Henceforth, the existence of the regression r j (z) holds since we assumed that E[|ψ(X)|] < +∞ in the previous section. A natural way to estimate r j (z) is to replaceḠ and H j (·|z) in (2) by their appropriate estimators. The survival functionḠ is naturally estimated by the following product-limit estimators 
where
be a sequence of positive real numbers tending to 0 as n tends to infinity (bandwidth) and set
The conditional sub-distribution functions H j (·|z) are estimated non-parametrically using kernel-type estimators with NadarayaWatson weights by
is the usual kernel density estimator of the marginal density function f of Z. The final estimatorr j (z) we propose is thereforê
In the next section we prove that under suitable conditionsr jn (z) is consistent and as n → +∞ √ nh d n (r jn (z)−r j (z)) converges in distribution to a centred normal distribution with variance consistently estimated bŷ
Note that in practice τ z is often taken equal to infinity, so that the indicator functions I(Y i ≤ τ z ) can be deleted in formula (3) . The choice of the bandwidth h n is discussed in the simulation study. We note however that deleting the bias ofr jn (z) at the rate √ nh d n is not compatible with the usual bandwidth rate that allows to minimize the asymptotic mean square error ofr jn (z). Since we need to estimate carefully the density f we give priority to a bandwidth's choice that minimizes the asymptotic mean square error of f n in our simulation study. 
Asymptotics
Let us consider the following assumptions.
(A). The upper bound τ z of the interval of study satisfiesH( 
) and c is a constant. (F). Functions f and s → H j (t|s) (for all t ∈ [0, τ z ]) are twice continuously differentiable at z, and the second derivative of
The above assumptions are standard. Assumption A allows to obtain the uniform consistency and the weak convergence in D[0, τ z ] of the Kaplan-Meier estimator of G . Assumptions B and C are necessary to obtain consistency of kernel-type estimators since these estimators have an asymptotic bias that disappears if the target function is regular enough. The same problem holds when establishing a central limit theorem, but since the rate is (nh d n ) 1/2 the conditions to make the asymptotic bias disappear are the stronger ones given in Assumptions F. The assumptions made on the kernel function K and the bandwidth are quite standard. However these assumptions on K and h n could be less restrictive but it would involve more technicalities in our proofs. The bandwidth rates in Assumption E are simplified in order to satisfy:
(i) and (ii) allows to obtain the consistency whereas (iii) is necessary to make the asymptotic bias disappear in the central limit theorem. In Gin and Guillou [11] , Conditions (2.11) and (K 1 ), are given finest conditions (satisfied under Assumptions D and E) under which rates of strong uniform consistency results are obtained. Recall that
where we set
Therefore the asymptotic behaviour of (nh
can be expected by establishing the asymptotic behaviour of (nh
and using the functional delta-method with ϕ.
Lemma 1. Under Assumptions A-E, we have as
n → +∞ (i). f n (z) → f (z) a.s. (ii). sup t∈[0,τz] |Ḡ n (t) −Ḡ(t)| → 0 a.s. (iii). sup t∈[0,τz] |K jn (t|z) − K j (t|z)| → 0 a.s.
Lemma 2. Under Assumptions A-F, we have as
where N z is a centred gaussian random variable and G z a tight centred gaussian process.
Moreover we have
The proof of this lemma mainly uses Theorem 19.28 in van der Vaart [24] , it is given in the appendix. The next lemma, whose proof is also relegated to the appendix, gives the Hadamard derivative of ϕ at (f (z),Ḡ, H j (·|z)).
Lemma 3. The function ϕ is Hadamard
where for any function ℓ,
Theorem 1.
Under conditions A-E, we haver jn (z) → r j (z) almost surely as n → +∞.
Proof. By Lemma 3 the function ϕ is continuous in
as n tends to infinity. Hence by the continuous mapping theorem (see e.g. van der Vaart, [24] , Theorem 18.11) ϕ(f n (z),Ḡ n , K jn (·|z)) converges almost surely to ϕ(f (z),Ḡ, K j (·|z)) in R as n → +∞. 
Theorem 2. Under conditions A-F, we have as n tends to infinity
) . Proof. Lemmas 2 and 3 allow a straightforward application of the δ-method (Theorem 20.8 in van der Vaart, [24] ). We obtain
Moreoverσ
) .
T z is gaussian as a linear form on a gaussian process and it is easy to check that E[T z ] = 0 since both N z and G z are centred. It is also easy to calculate the variance σ
The final formula of σ 2 j (z) is obtained by replacing the expectations in the right hand side of the above equality by values provided in Lemma 2. Proving the strong consistency of σ jn is again an application of the continuous mapping theorem, sinceσ jn can be written as a continuous function of (f n (z),Ḡ n , K jn ) which by Lemma 1 converges almost surely to (f (z),Ḡ,
L. Bordes F 2|1 (·|t 1 , z) ). The censoring variable C is exponentially distributed with rate λ C . The sample size is denoted by n and other parameters are set to λ 1 = 0.1, λ 2 = 0.15, λ C = 0.35, and θ = 0.01.
With such parameters, the expected number of failure of type 1 and 2 are approximately equal to 42% and 38% respectively whereas the censoring rate is about 20%. K is the Epanechnikov kernel and the bandwidth is chosen to be equal to
whereσ Z is the standard error of the Z i 's.
We show that the sub-density functions f 1 and f 2 , conditional on Z = z, are defined by:
for t ≥ 0 and i = 1, 2. Then we have for j = 1, 2
The above quantities are calculated numerically and compared withr jn (z) for various integrable functions ψ and for various values of z. In Fig. 1 for ψ(t) = t, we compare for several values of n, z → r 1 (z) = E(T 1 I(η = 1)|z) (z ∈ [0, 2]) with its estimate z →r 1n (z). We can check that the expected consistency property is satisfied. It is also interesting to see in Tab. 1 that our estimators are consistent and that both the bias and the standard deviations of our estimators tend to 0 as the sample size increases. Table 1 . Estimation of E(T 1 I(η = 1)|z) for z ∈ {0, 1, 2}: mean and standard deviation (within parenthesis) of N = 1000 estimates for various sample sizes n. is a consistent estimator of F j (s|z). In Fig. 2-4 are given the estimates of F 1 (·|z) for z ∈ {0, 1, 2} and n ∈ {200, 500, 1000, 5000}. We can check that the the estimator behaves well for large sample size. For small or moderate sample size estimates can be more or less precise when t is large especially when z is such that they are very few observations satisfying
As we said in the introduction, taking a family of functions {ψ
for z = 2 and n = 1000 there is (in mean) about 30 observations accounted to estimate F 1 (·|2). This explains the poor performances of our estimators in regions where the density f of Z has small values.
Concluding remarks
The estimation method we proposed is easy to implement and behaves quite well for moderate sample size. In some applications the censoring mechanism may depend on some covariates. If the later is true we need to replaceḠ byḠ(·|z) with an appropriate kernel type estimator, but in this case (nh
is no longer asymptotically negligible and its asymptotic behaviour plays a part in the asymptotic behaviour ofr jn (z). This 
Proof. Remark that under assumptions D (ii) and F, since ∥u n (z) − z∥ → 0 as n → ∞, we have for n large enough ∫
where C 0 is a constant. The result follows from the last inequality. 
Proof of (ii).
By assumption A we have G(τ z ) > 0 and F X (τ z ) < 1. Moreover C and X are independent and their cumulative distribution functions do not have jumps in common. Hence this is a consequence of Corollary 1.3 of Stute and Wang (1993).
Proof of (iii). For fixed
Let us consider the following brackets [f n,ti−1 , f n,t
We show (see the proof of Lemma 2) that for n large enough we have E
Consequently, following the lines of the proof of Theorem 2.4.1 in van der Vaart and Wellner (1996) we show that F n is P-Glivenko-Cantelli. Finally, we have
by assumptions B-E. Hence we obtain
This together with the fact that F n is P-Glivenko-Cantelli lead to the wanted result.
Proof of Lemma 2
Since the first component does not depend on t and the weak limit of the second component is degenerated, we obtain the weak convergence of the whole vector by proving that each component of the vector converges weakly.
Convergence of the first component. Applying the Lindeberg-Feller theorem (see e.g. van der Vaart, 1998) to
we derive the weak limit N z . To prove the result we need in addition to show that 
Convergence of the third component. For fixed z ∈ R d , let f n,t be defined by
Since K is positive we have
Moreover since by Assumption E h n → 0 as n → +∞ and since by Assumption B f is continuous at z, applying Lemma 4 with kernel
Now, since K is bounded and by Assumption E nh
Let us consider the pseudo-distance ρ j defined by
For 0 ≤ s ≤ t ≤ τ z and ρ j (s, t) ≤ ρ n , we have by Assumption F and the fact that 
and
After some calculations similar to the above ones we obtain
for n large enough. Then it is straightforward that for n large enough
which leads to
Finally, because of the above upper bound for
as n → +∞. All assumptions of Theorem 19.28 (van der Vaart, 1998) being satisfied we obtain that the empirical process
where G j is a tight centred gaussian process on [0, τ z ] with correlation function defined for
By using repeatedly Lemmas 4 and 5 we have as n → +∞
It is easy to check that 
where the last equality holds applying Lemma 4 with kernel
Proof of Lemma 3
Recall ) .
Replacing (x, u, v) by (f (z),Ḡ, K j (·|z)) in the above limits gives the Hadamard derivative.
