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Vorwort des Herausgebers
Als Anfang der 60-iger Jahre die vorteilhafte Nutzung der digitalen Technik
gegenüber der analogen Technik in vielen Bereichen erkennbar wurde, waren
die meisten der analogen Technik nahe stehenden Ingenieuren und
Wissenschaftler verunsichert. Es wurden Fronten aufgebaut und in zahlreichen
Publikationen nachgewiesen, warum die digitale Technik nicht leistungsfähig ist.
Diese Einstellungen gehören zwischenzeitlich der Vergangenheit an. Die
nachkommenden Generationen an Ingenieuren und Wissenschaftlern standen
digitalen Problemlösungen offener gegenüber. Heute hat die Digitaltechnik in
vielen Bereichen vorteilhaft die analoge Technik abgelöst. Um dies zu
untermauern, muss man sich nicht auf die Errungenschaften in der
Computertechnik beschränken. Herausragende Beispiele sind auch der digitale
Mobilfunk, die digitale Fotografie und der digitale Rundfunk. Wie sehr gerade beim
Letzteren die analoge Technik verwurzelt war und ist, zeigt sich daran, dass das
Wort digital in den Bezeichnungen DAB, DVB-T explizit verwendet wird. So sind
zwischenzeitlich die meisten analogen Basisstationen gefallen. Hartnäckig hält
sich allerdings die analoge Technik in der Formung der Richtcharakteristiken von
Antennen. Die Dissertation von Dr. Younis liefert in diesem Bereich grundlegende
Beiträge zum sog. digital beam-forming speziell für die Radarsensorik. Hierfür
wird in Mehrantennensystemen durch geeignete Raum-Zeit Signalverarbeitung
eine äußerst flexible Strahlformung erreicht. Es steht zu erwarten, dass Inhalte
der Arbeit in wenigen Jahren zahlreiche monostatische und bistatische
Radaranwendungen revolutionieren werden.
Prof. Dr.-Ing. Werner Wiesbeck
- Institutsleiter -
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1 Introduction
The term RADAR stands for RAdio Detection And Ranging, this acronym
can immediately be related to the main objective of classical radar techniques,
which is to detect objects and associate them with a certain direction and
range. The basic principle behind microwave radar operation is to transmit
known electromagnetic signals and use the received echo to characterize the
area illuminated by the electromagnetic waves. In contrast to radiometric and
optical techniques, microwave radar is an active technique which provides its
own source of illumination. This oﬀers a great ﬂexibility and allows operation
independent of day and night time. If in addition the radar is operated at
wavelengths greater than ≈ 1 cm the resulting electromagnetic waves will pen-
etrate through clouds, fog and even moderate rain with negligible attenuation
and scattering. This results in weather independent operation of such radar
systems.
1.1 Imaging Radar in Remote Sensing
The very ﬁrst radio experiment was conducted by Hertz who, in 1886, demon-
strated the reﬂection of electromagnetic waves by metallic and dielectric ob-
jects. The ﬁrst demonstration of radar was in 1904 by Hu¨lsmeyer who used
a Telemobiloscope to detect ships on the Rhein river in Ko¨ln and registered his
patent in the same year. The next person who recognized the importance of
the radar eﬀect was Marconi who in 1922 prophesied radar in a ﬁery speech
before the Institute of Radio Engineers in London. Nevertheless, it was nearly
40 years after the experiments of Hertz that the importance of radar became
increasingly recognized. This was through the experiments of Breit and Tuve
in 1926 to measure the height of the ionosphere after which research work on
radar became heavily promoted in many countries.
1
1 Introduction
During the ﬁrst decades the capabilities of radar systems where conﬁned to
the detection of man-mad targets such as ships or airplanes. The resolution in
range direction was given by the pulse duration, while the angular resolution
was determined by the aperture of the radar’s antenna. A good angular reso-
lution was achieved through a narrow antenna beam and consequently a large
aperture. This in conjunction with the space requirement for the equipment
forced ﬁxed ground installations for most radar systems.
Since then, the radar technology and associated signal processing has under-
gone rapid development, mainly pushed by the development in microwave com-
ponents, electronic instruments and digital computers. It was the introduction
of modulated pulses on transmit and the complementary pulse compression
on receive, that allowed simultaneous long pulses and high range resolution.
Thereby, the modulation determined the bandwidth and range resolution while
the pulse length set the energy content and the signal-to-noise ratio at the re-
ceiver [88]. The angular resolution was then still limited by the physical size
of the antenna. Furthermore a constant angular resolution means a reduced
spatial resolution for increased range distance.
It was in the year 1954 and the patent of Carl Wiley [113] that the syn-
thetic aperture was introduced for moving radar platforms to allow an improved
lateral resolution in the direction of movement (also known as azimuth). The
principle of synthetic aperture radar (SAR) relies on the coherent addition of
recorded echos at successive positions during the movement of the radar. It
turns out, that the azimuth resolution of a synthetic aperture radar depends
on the distance during which a point in the imaged area is visible to the radar.
This length is known as the synthetic aperture length and is proportional to
the half power beam width of the radiation pattern associated with the radar’s
antenna. Increasing the synthetic aperture length gives a better azimuth reso-
lution, and moreover resolution is independent of the range. But most impor-
tantly, in contrast to real aperture radar, a reduced antenna aperture gives a
larger synthetic aperture and thus a better azimuth resolution.
The breakthrough in digital signal processing techniques in the eighties trig-
gered an increased use of imaging radar for remote sensing applications. A
radar image represents a spatial distribution of microwave reﬂectivity suﬃcient
to characterize the object (e.g. terrain) illuminated by the radar [71]. The
prerequisite for an imaging radar is that the resolution cell size is less than
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the dimensions of the object to be imaged. The ratio of object dimensions to
resolution cell size is crucial for the object identiﬁcation and thus constitutes
an important image quality parameter. However, the quality of a radar image
should be judged by how faithfully it represents spatial reﬂectivities, rather
than its similarity to an optical image. Imaging methods can be characterized
into two major categories according to the process employed: in-place imaging
(referred to as real aperture radar in this work), and motion imaging (repre-
sented through synthetic aperture radar). In the former method the object and
observer are in a ﬁxed attitude relative to each other; the resultant image is
derived from and is uniquely associated with a particular object orientation.
In the later method the imaging process requires a relative motion between the
object and the imaging system. To illustrate the type of images obtained by
each method, Fig. 1.1 shows an example image for each category obtained by
diﬀerent airborne radar sensors.
(a) “Lech”-River (b) DLR/Oberpfaﬀenhofen
Figure 1.1: Example images obtained by real (a), and synthetic (b) aperture radars.
The last two decades witnessed and increased interest of the scientiﬁc, pub-
lic, military and commercial sectors in radar remote sensing. The applications
of real and synthetic aperture imaging radar span a wide range which include
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agriculture, forestry, oceanography, land use, cartography, geology, ice mon-
itoring, risk diagnostic (ﬂood, earthquake, ice avalanche, volcano eruption),
detection of ocean pollution, law enforcement, security, navigation, and anti
personal mine detection. Although these application utilize imaging radar, the
user (customer) requires information rather than images. The need for the de-
velopment of high level operational information products with reliability and
quality control is a key element for the future of radar remote sensing [75].
1.2 State-of-the-Art and Task Formulation
A conventional synthetic aperture radar (SAR) operates in the stripmap mode
[33], as illustrated in Fig. 1.2. During its movement, the SAR images a strip of
ground that has potentially unlimited extent in the direction of motion (referred
to as the azimuth direction), but is limited in the orthogonal range direction.
The ground-range extent of the imaged area is known as the swath width.
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Figure 1.2: Synthetic aperture radar (SAR) operating in stripmap mode (also referred
to as “conventional” SAR)
One of the major deﬁciency of state-of-the-art SAR systems is that their
dimensioning is subject to two contradicting requirements, which are azimuth
resolution and swath width [22]. Both quantities (illustrated in Fig. 1.2) repre-
sent fundamental constraints of these SAR systems [41]. Improving either one
of these parameters (higher resolution or increased swath width) will lead to a
degradation of the other or otherwise result in a sever impairment in the sys-
tem performance. What makes the situation even worse is that for conventional
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SAR these parameters are ﬁxed through the hardware of the system (antenna
size) and cannot be altered during the operation. This inﬂexibility has led to
the development of current SAR systems such as Envisat/ASAR, Pamir and
TerraSAR-X [36, 84, 129] characterized through multiple operation modes
[10, 20, 23, 62], which are basically speciﬁed by the (time dependent) shape of
the radiation pattern of the phased array antenna. Several basic modes can be
distinguished.
Stripmap SAR: Up to a few years ago the majority of the SAR systems
would be operated in the stripmap mode. The radiation pattern of a
stripmap SAR is time invariant and illuminates a spot on the ground
which moves with the velocity of the radar. The resulting image is a
continuous strip of medium resolution.
ScanSAR mode: The purpose of this operation mode, shown in Fig. 1.3(a),
is to increase the swath width as compared to stripmap SAR. The phased
array repeatedly illuminates subsequent sub-swaths in a cyclic manner.
Each sub-swath is only illuminated during a small part of the synthetic
aperture length, which inevitably results in a reduced azimuth resolution
of the imaged area.
Spotlight mode: In this mode the azimuth resolution is increased with re-
spect to stripmap SAR. This is achieved by steering the main antenna
beam in azimuth direction such that the area of interest is illuminated
for a long time (see Fig. 1.3(b)). This way the synthetic aperture length
is artiﬁcially extended compared to the stripmap mode. However, the
disadvantage is that it is no longer possible to image a continuous strip
on the ground.
It is evident that the multi-operation modes have a number of disadvantages
[31, 127]: the diﬀerent operation modes are exclusive of each other, thus oﬀering
only a limited ﬂexibility, since they still trade resolution against coverage; the
required instrumentation introduces complex operational problems at mission
planning level; the performances in the diﬀerent modes are often not compara-
ble leading to problems of inconsistent data sets. In addition these operation
modes can only be realized by the use of so called transmit/receive modules,
which are used to steer the main beam of the phased array antennas. Although
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Figure 1.3: Synthetic aperture radar operation modes
digitally controlled, these T/R modules are based on analog RF technology for
phase and amplitude setting [46, 66, 81]. It is this analog RF “thinking” still
common in the radar community, which dictates the development of the current
generation of radar systems.
Several alternative methods have been proposed for a SAR with simultaneous
high resolution and wide swath. Most reported research into wide swath SAR
has been directed toward sophisticated antenna systems to suppress range-
ambiguous returns through the antenna pattern [23, 49, 107]. Zero steering of
an 2x2 array is suggested in [17, 19] to null out range ambiguities. In [48, 101]
multiple elevation receive apertures are used in combination with dedicated
time varying phase shift in order to track the pulse in elevation1. This approach
is based on beam-steering in elevation and oﬀers the possibility to increase the
swath width without sacriﬁcing azimuth resolution. Although quite promising,
the approach requires a time dependent and frequency varying phase shift for
chirped signals, which although realized digitally, i.e., after A/D conversion
may be diﬃcult to implement.
Progressive trends in radar originate from moving-target indication (MTI),
1Although both [101] and [19] use multiple subarrays in elevation, the philosophy is rather
diﬀerent. In [101] the radar pulse is tracked while it traverses the imaged area. In [19] a
null of the array factor is positioned at the presumed angle of the unwanted return.
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a basic feature of ground-based surveillance radars, involving the detection
of moving targets. Detection performance and estimation accuracy can be
improved considerably by the use of pulsed signals (temporal domain) and
an array of antennas (spatial domain) while adaptively adjusting the two-
dimensional space-time ﬁlter response to maximize the signal-to-noise-plus-
interference ratio (SNIR). This technique is known as space-time adaptive pro-
cessing (STAP) [57, 70], which was ﬁrst introduced to the airborne radar com-
munity by Brennan and Reed in 1973 [14]. The realization of STAP based
radars in airborne platforms and spaceborne satellites was only possible through
the advancement in digital signal processors. However, STAP is engaged with
the detection of moving targets against ground clutter returns and jamming,
while imaging radar inherently makes no provision for moving target detection.
Depending on the target motion the corresponding image of the target may ap-
pear displaced or blurred [80]. Imaging with simultaneous detection of moving
targets has been proposed in [28, 92] for conventional SAR, but can —more
eﬃciently— be achieved by multi-channel SAR [34, 35], which basically means
utilizing digital beam-forming.
Imaging radar applications include a wide range of sometimes conﬂicting
requirements on coverage, spatial resolution, revisit and access times. For
example, security applications typically require a very high resolution image of
a small area to be available within a very short time in the order of hours [13];
on the other hand agricultural applications require a (relative) low resolution
image of a large area within a periodically repeated cycle [100]. To meet these
requirements, multi-purpose systems with adjustable resolution and coverage
are crucial. The “ideal” remote sensing system would use a ﬁxed hardware
which can be reconﬁgured by software depending on the demand [112, 122,
127]. The work presented herein, is regarded as a step in the direction of
reconﬁgurable radar sensors.
What we have today are highly sophisticated imaging radar systems, based
mainly on analog RF technology. Two strategies are foreseeable to meet the
future demands on remote sensing imaging radar [30]: either improve the cur-
rent analog hardware systems, or move towards digital systems. The former
will lead to even more complex systems operating at the critical limits of feasi-
bility. The latter leads to systems diﬀerent from current state of the art, which
requires progressive thinking and establishing the basic system performance
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criteria [123]. A glance towards the development in the closely related ﬁeld
of mobile communications, reveals a clear trend towards digital techniques.
Procedures unforeseeable only a few years ago, currently exist and are opera-
tional at costs, tolerable for any private user. It is foreseeable that future 3rd
generation mobile phone terminals will have processing capabilities of several
GFLOPS (giga ﬂoating-point operations per second). For spaceborne SAR, the
memory and processing rate requirement for real-time on-board processing are
in the order of 1− 15Gbyte and 10− 100GFLOPS, respectively [32, 55]. The
transfer of the recent advancement of high speed, high performance, digital
signal processors to the radar technology is possible and mandatory to cope
with the increasing demand on imaging radar.
The current work opens the way toward the second of the two approaches.
1.3 Objectives and Scope of the Work
The motivation for this work immediately results from the before mentioned
deﬁciencies of state-of-the-art imaging radar systems and their diﬃculty to
coupe with the current requirements. This handicap of analog technology is
overcome by suggesting an imaging radar system utilizing digital beam-forming
(DBF). The idea of a digital radar is not new to the remote sensing community
and can be found in open literature [9, 95, 97, 105, 127], and digital beam-
forming is well known and already implemented in communication systems [106,
3, 60]. However the work presented herein establishes a novel foundation for
the principal performance parameters of a digital beam-forming radar systems.
It is shown that the step towards a digital radar opens the possibility for a
totally new dimension in system performance.
The approach followed in this work is unique in the sense that it provides
general design parameters and systems conﬁgurations for radar with digital
beam-forming and relates these to critical system parameters. Within the
scope of the work basic expressions relating the various system and performance
parameters to each other are derived. When possible these expressions should
be analytically solvable, such that the system designer can obtain an easy
overview of the system complexity and associated performance. The results
are analyzed and discussed on the basis of performance graphs and veriﬁed
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by simulations. In addition dedicated processing algorithms for digital beam-
forming radar will be derived, which can be embedded in existing state-of-the-
art image reconstruction tools.
The work is organized as follows: Starting point is the system concept for a
radar with digital beam-forming using multiple transmit and receive antennas.
This is detailed in chapter 2 including possible hardware implementations. The
geometry is stated and used to derive the radar equation and the signal model
for a DBF radar based on the specialties of this system. Further, the general
formulation of the radar focusing (imaging) algorithm is given and used to de-
rive analytic expressions for the range compressed chirp signals. The treatment
of range compression includes the derivation of rigorous expressions for the cor-
relation function between diﬀerent types of chirp waveforms. It is understood
that this chapter sets the principles and develops the basic expressions for the
digital beam-forming radar used in the later chapters.
Chapter 3 deals with digital beam-forming for synthetic aperture radar. Ba-
sic expression for the performance parameters and design restrictions are devel-
oped in this chapter. The performance is compared to a reference conventional
stripmap SAR system. Later the fundamental constraints are redeﬁned for the
digital beam-forming SAR. An aspect for improving the system performance
is waveform diversity; the chapter derives the quality criteria to show how this
can be used to increase the swath width of a SAR system utilizing pulse coded
chirp waveforms. In chapter 3 for the ﬁrst time the interrelation between per-
formance and system parameters for a DBF SAR is formulated using analytic
expressions. The chapter concludes by an exemplary comparison of a potential
DBF SAR to an in-orbit SAR system.
Determining the potential performance of a DBF SAR system is, however
not suﬃcient. A processing procedure is needed which transforms the raw input
data into the output image. Chapter 4 treats the DBF SAR image reconstruc-
tion. After pointing out the main diﬀerences to conventional SAR signals, a
novel azimuth compression algorithm is developed which can be interlaced with
existing well-established SAR processing tools. The idea behind this approach
is to pre-process the data in such a way, that conventional processing can also
be used on the data. To the author’s knowledge the implementation is unique
in the sense that it embeds the pre-processing within a modiﬁed fast Fourier
transform (FFT) kernel. Within the chapter a simulator for DBF SAR is sug-
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gested and implemented in MATLAB c©. The performance of the algorithm is
veriﬁed on simulated SAR signals, in addition the simulator is used to assess the
results of chapter 3 and to compare them to the performance of a conventional
SAR.
Synthetic aperture radar is not the only possible application for digital beam-
forming. An interesting imaging radar treated in chapter 5 is known as real
aperture radar and typically consists of a relative small number of transmit
and receive antennas. The work in this chapter, for the ﬁrst time, gives a com-
prehensive mathematical treatment for the angular compression using multiple
transmit/receive antennas. This includes analyzing near ﬁeld eﬀects, angular
ambiguities (ghost images) and the non-uniform antenna placement. In addi-
tion, the chapter also shows how pulse coded chirps can be successfully imple-
mented in a real aperture radar to reduce the measurement time. Further, a
multi-transmit/receive simulation tool is implemented and used to verify the
mathematical expressions derived throughout the chapter.
Chapter 6 deals with an experimental radar system implemented to demon-
strate the functionality and performance of digital beam-forming. The forward
radar system known as Sector Imaging Radar for Enhanced Vision (SIREV)
is the ﬁrst of its type implementing digital beam-forming. It consists of an ac-
tive 56-antenna receive array and one transmitter all mounted on a helicopter.
The emphasis of the chapter is on the RF and control hardware implemen-
tation of the active array. The processed images from measured data of two
ﬂight campaigns carried out with the SIREV system are presented. The chap-
ter concludes by stating further possible applications of digital beam-forming
radar.
Chapter 7 completes the work with a conclusion and a view on the beneﬁts
of digital beam-forming for future radar imaging systems.
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This chapter explains the main system blocks and the operation of a digital
beam-forming (DBF) radar. Starting from the system conﬁguration described
in section 2.1 the geometry of the DBF conﬁguration is stated in section 2.2.
In radar applications the received signals are contaminated by noise, this is
described by the radar equation which is derived for the distributed scatterer bi-
static conﬁguration in section 2.3. Section 2.4 derives a raw data signal model,
which is used in section 2.5 to give a general expression for focusing radar
signals. The signal model and focusing expression are the base used later in
chapters 4 and 5 for the azimuth (angular) compression. A common processing
step both for synthetic and real aperture radar is the range compression, which
is derived and analyzed in section 2.6, this includes an analysis of the correlation
between chirp waveforms, which is used in later chapters to analyze waveform
diversity radar.
2.1 Digital Beam-Forming System Concept
Figure 2.1 shows the system concept for digital beam-forming on-receive-only.
The radar system is split up into a transmit (Tx) and a receive (Rx) subsystem
respectively. In principle the two subsystems can be mounted on a single carrier
or placed on separate platforms [68, 73, 58], however, in the context of this work
one common platform will be assumed for both subsystems. Thus, the DBF
conﬁguration is a multi-static conﬁguration consisting of several receive and
transmit subarrays placed at arbitrary positions on a common carrier. In the
general case an unequal number of transmitters and receivers is used and the
spacing between the subarrays is nonuniform.
11
2 Principles of Digital Beam-Forming Radar
Figure 2.1: Digital beam-forming system concept.
Each of the M transmit antennas is fed by a high power ampliﬁer. Each
transmit antenna beam illuminates the complete area to be imaged. On re-
ceive the signals picked up from each of the N receive subarrays are ampliﬁed,
down converted (front-end), digitized (ADC) and stored in mass memory for
later image processing (see Fig. 2.1). The footprint of all receive subarrays
are identical, thus each receive antenna covers the same spatial segment also
referred to as the imaged area.
The digital beam-forming radar operates by coherently recording the echoed
signals from each transmitted pulse. The echo of any Tx transmission is de-
tected and stored by all N receivers simultaneously. The M transmitters
are operated successively at subsequent time instances1 and the data (tem-
poral sequence) is collected for each pulse. Digital beam-forming is performed
solely on the analog-to-digital converted receive subarray outputs, which means
that there is no need for analog phase and amplitude control through trans-
mit/receive (T/R) modules.
1This assumption is true for synthetic aperture radar, for real aperture radar it is shown in
section 5.5 that pulse coded chirp waveforms can be used to simultaneously operate two
or more transmitters.
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The two subsystems enable separate performance optimization for each of the
transmit and receive subsystem. The complexity of the transmit subsystem is
kept to a minimum, it consists of simple and robust hardware. A high eﬃciency
high power ampliﬁer such as travelling wave tubes (TWT) with 65% eﬃciencies
[12] can be used. The transmit antennas are simple lossless dishes or horns.
On receive the analog RF components are minimized. Low noise ampliﬁers and
microwave monolithic integrated circuits (MMIC) can be integrated into the
receive subarrays [128].
The advantages of DBF radar conﬁguration are:
• the system concept is in favor of higher eﬃciency and lower power con-
sumption;
• the analog RF components of the system are reduced to a minimum (no
T/R modules are needed);
• the requirements on the control systems and power supply units are re-
laxed due to the absence of the T/R modules;
• the system is reconﬁgurable by software and adaptable to diﬀerent re-
quirements [112];
• the multi-operating modes using analog beam steering disappear (see
section 3.2);
• resolution and coverage are widely independent of each other (as detailed
in section 3.1.6); and
• digital calibration is possible, since the phase and amplitude signal
weighting is implemented in the digital domain, thus the complex cal-
ibration of the T/R modules becomes dispensable.
These advantages are paid for by an increased data rate (cf. section 3.1.5) and
higher processing requirement (cf. section 4.4) as compared to current systems.
In addition special care is needed when considering the power budget of the
individual channels due to the reduced gain of the individual subarrays (cf.
section 3.1).
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2.2 Formulation of the Imaging Geometry
The general form for the imaging geometry applicable both to real and synthetic
aperture radar is shown in Fig. 2.2. All M transmitters and N receivers are
mounted on the radar platform, which moves with the velocity V along in the
direction speciﬁed by the velocity vector. The position of transmitter Tx i and
receiver Rx j with respect to the coordinate center is given by xti and xrj ,
respectively. The radar images an area on the ground centered at (Xc, Yc).
The position of point scatterer n within the imaged area is given by xn. The
imaged surface consists of a distribution of scatterers which is described by
the 2D complex image (reﬂectivity) function f(x) = f(x, y) = σo(x, y)e−jφ(x,y)
(assuming all scatterers to be bounded to the xy-plane). The distances RTxi
and RRxj are, respectively, the transmitter i and receiver j path lengths to the
scatterer.
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Figure 2.2: General geometric conﬁguration of the Tx and Rx subarrays.
The round-trip path length RTx + RRx is included in the phase of the re-
ceived signal. Thus, varying the position of either the transmitter xt or the
receiver xr will result in a diﬀerent value for the phase of the received signal.
Basically it is this path dependent phase shift which is used —in addition to
range compression— for image formation. In the case of a real aperture radar
the phase variation is achieved through the diﬀerent (but ﬁxed) positions of
the transmit and receive antennas. For a synthetic aperture radar the radar
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platform movement is used to vary the distances RTx and RRx which also yields
a phase variation.
The SAR principle is commonly based on a side-looking geometry. This
means that the SAR antenna is looking perpendicular to the ﬂight direction and
illuminates a swath on the ground located to either the left or right side of the
ﬂight path. Squinted SAR imaging is also possible using appropriate processing
algorithms [76, 24] of multi-operation mode SAR systems. In this case the
antenna beam is steered away from the direction perpendicular to the ﬂight
path by the squint angle. For large squint angles (e.g., > 60 ◦) the processing
algorithm needs to accommodate a very large range cell migration, which results
from the fact that the synthetic aperture becomes oriented perpendicular to
the imaged area. For a forward-looking SAR, i.e. a squint angle of 90 ◦, the
lines of equal Doppler become parallel to the ﬂight path, or stated diﬀerently,
the synthetic aperture length reduces to the (physical) real antenna length.
This basically means that the platform movement can no longer be used for
resolution enhancement and the velocity might as well be set to V = 0. It can
be concluded, that although synthetic aperture radar systems have proved as
an indispensable tool in many remote sensing applications, they suﬀer from a
system inherent visualization gap in the forward and downward directions of
the ﬂight path. The solution is to utilize the type of radar appropriate to the
need, which is a synthetic aperture radar (chapter 3 and 4) for an imaged area
to either side of the moving (V = 0) radar, and a real aperture radar (chapter
5) otherwise.
The above formulation of the imaging geometry is now used to derive the bi-
static radar equation for distributed scatters (section 2.3) and the signal model
(section 2.4) of the DBF conﬁguration.
2.3 The Radar Equation for Extended Targets
The radar equation gives an expression relating the hardware, system and
performance parameters to each other [33, 22, 88]. In this section a most
general form of the radar equation for extended targets is stated.
In remote sensing the imaged area can be considered as an extended scatterer,
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for which the radar cross section (RCS) is deﬁned per unit geometrical area of
the scene. The extended target radar equation serves the general purpose of
expressing the inﬂuence of the antenna and receiver noise on the image quality.
The quantity of interest is the received power of the signal echo from an area
having an average speciﬁc RCS of σ0(ϑ, ψ), which depends on the angular
coordinates ϑ and ψ. All terrain elements contribute to the total received
power. In terms of the signal-to-noise ratio (SNR) at the receiver the mono-
static radar equation is [99, 109]:
SNR =
Ptλ
2G2
(4π)3kTsysBNLfeed
∫
area
C2(ϑ, ψ)σ0(ϑ, ψ)
r4
dA (2.1)
where Pt is the peak transmitted power; G is the antenna gain; r is the distance
to the target point (polar coordinate); kTsysBN is the total equivalent noise
power at the receivers input; Lfeed is the losses of the feed network; C(ϑ, ψ)
is the antenna’s radiation pattern; and the integration is over the area with
diﬀerential element dA.
The radar equation is extended to the slight bi-static conﬁguration typical
for DBF radar by including the diﬀerent transmit and receive antenna gains
and radiation patterns, respectively:
SNR =
Ptλ
2GtsGrs
(4π)3kTsysBNLfeed
∫
Cts(ϑ, ψ)σ0(ϑ, ψ)Crs(ϑ, ψ)
r4
dA (2.2)
where C(ϑ, ψ) and G are the radiation pattern and gain of the transmit (sub-
script ts) and the receive (subscript rs) antenna respectively. The distance r
and the angles (ϑ, ψ) are assumed unchanged with respect to the mono-static
conﬁguration.
Throughout later chapters the radar equation will be reformulated to em-
phasize on its various parameters in addition the radar equation is used to
establish a point of comparison between SAR systems.
2.3.1 Noise Contributions
In principle, two types of noise have to be distinguished in radar imaging. The
ﬁrst type, often simply summarized as “thermal noise”, is caused by the super-
position of a large number of diﬀerent eﬀects, such as active component’s and
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antenna’s noise, quantization errors in the A/D converters, refractive ﬂuctua-
tions, etc. This type of noise can be accounted for by an additive random noise
model [99]. The second type of noise, namely speckle, is of fundamentally dif-
ferent nature [109]. It is caused by the interference of the diﬀerent radar signals
reﬂected within one resolution cell. In the processed images speckle noise man-
ifests itself as a granular pattern, which systematically varies with a change in
the viewing angle. Speckle can be modeled by a multiplicative random process
[74].
The performance of the antenna and receiver hardware in terms of thermal
noise is represented by the system noise temperature Tsys. This is the equivalent
noise temperature of a matched termination applied at the input of the receiver
that accounts for all noise contributions of the system [99]. Fig. 2.3 shows
the system component contributing to Tsys, which are given by: the noise
temperature Tant as “seen” by the antenna [21, 121]; the noise added due to
the losses Lfeed of the feed network2; and the contribution of the receiver itself
to the noise temperature Trec = (NF rec − 1)To, where NF rec is the noise ﬁgure
of the receiver [87, 16].
feed receiver
Tant
(Lfeed -1)Tradar  (NFrec -1)T0
antenna
Tsys
+ +
Figure 2.3: The contribution of the receiver stages to the system noise temperature.
The system noise temperature is then given by [121]:
Tsys =
Tant
Lfeed
+
(
1− 1
Lfeed
)
Tradar + (NF rec − 1)To (2.3)
where Tradar is the “physical” temperature of the antenna and T0 = 290K.
2A procedure for minimizing the noise contribution of the feed network is given in [26].
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2.4 Analytical Raw Data Signal Model
Let the transmitted signal be a linear frequency modulated chirp given by
ht(t) = e+j2πf0t+j2πket
2
rect
[
t
Tp
]
(2.4)
where the chirp duration is Tp; while ke is the chirp rate, which is related to
the chirp bandwidth Bw by ke = Bw/(2Tp); and the ﬁrst exponent gives the
carrier frequency f0 of the RF signal. The chirp is used in most radar primarily
because of its ease of implementation and its Doppler tolerance.
With reference to the geometry of Fig. 2.2, the signal received by element j
positioned at xrj due to a point scatterer of unit reﬂectivity (σ0 = 1) positioned
at xn and a chirp signal transmitted by subarray i positioned at xti is
s(t,xti,xrj ,xn) = ht
(
t− RTxi + RRxj
c0
)
= e+j2πf0t−j
2π
λ (RTxi+RRxj) · e+j2πke
 
t−RTxi+RRxjc0
2
·
rect
[
t− (RTxi + RRxj)/c0
Tp
]
. (2.5)
The distances RTxi and RRxj are, respectively, the transmitter i and receiver
j path lengths to the scatterer. The fast time is denoted by t, and c0 is the
velocity of light. The ﬁrst exponential term in (2.5) describes the antenna-
position dependent phase modulation; it is this phase term, which carries the
information on the angular position of the scatterer. The second exponential
term carries the range information. The rect-function limits the received signal
to the pulse duration of the chirp signal. All amplitude terms (e.g., path atten-
uation and antenna patterns) are irrelevant for the mathematical description
and are therefore omitted.
In practice, the imaged surface consists of a continuous distribution of scat-
terers described by the image function f(x). The total received signal account-
ing for the complex sum of surface reﬂectivities is obtained by weighting the
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signal in (2.5) by the image function, which gives [8]
s(t,xti,xrj) =
∫
s(t,xti,xrj ,x)f(x)dx
=
∫∫
ht
(
t− RTxi + RRxj
c0
)
f(x, y)dx dy. (2.6)
2.5 Radar Image Focusing
The aim of radar signal processing also known as focusing is to determine the
image function f(x, y). The reconstruction involves determining f(x, y) based
on the measured signals.
In [7] the “optimum” focusing is given to be the 2D space-variant correlation
of the received signal s(t,xti,xrj) with the point scatterer response (PSR). For
the case of discrete Tx/Rx subarrays’ positions, this is
f˜(τ,xn) =
M∑
i=1
N∑
j=1
∫ ∞
0
h∗(t− τ,xti,xrj ,xn)s(t,xti,xrj)dt (2.7)
in which case h(...), the PSR, is the time–space variant signal predicted for a
point scatterer located at xn.
The above correlation requires the integration and summations to be per-
formed for each pixel in the image which is expensive from the computational
point of view. A more eﬃcient focusing algorithmmay be derived if the received
data is ﬁrst compressed in range and then focused in azimuth. In addition to its
eﬃciency, this method facilitates the addition of a range- and angle-dependent
correction to be applied on the data, for example to compensate the distortion
due to the radiation pattern. Next, an analytic expression for the range com-
pressed signal will be derived, which is used in chapters 4 and 5 to formulate
the azimuth focusing.
2.6 Range Compression
Range compression is equivalent to a 1D correlation between the transmitted
chirp and the received signal. In general this correlation is referred to as cross-
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correlation3, since it is assumed that the two signals are not identical. The
range compressed signal frc is given by
frc(τ,xti,xrj ,xn) =
∫ +∞
−∞
h∗t (t)s(t + τ,xti,xrj ,xn)dt (2.8)
here h∗t (t) is the complex conjugate of the transmitted chirp of duration Tp
as given by (2.4). In contrast to the space-variant correlation in (2.7) the
above correlation is independent on the spatial coordinates. The correlation is
equivalent to a matched ﬁlter [79, 74]. Since the correlation in (2.8) is time
invariant it can eﬃciently be implemented in the frequency domain using the
Fast Fourier Transform (FFT) and the fact that the correlation reduces to a
multiplication in the frequency domain [38, 8]
F(t) {frc(τ,xti,xrj ,xn)} = F(t) {h∗t (t)} · F(t) {s(t,xti,xrj ,xn)} . (2.9)
An elegant analytic formulation for the range compression is possible if the
signals and the respective correlation functions are expressed in the time do-
main, which is the approach followed in this work (In [53] ﬁltering in the fre-
quency domain is carried out instead to obtain the correlation function). The
following correlation functions are of interest:
• For range compression, the auto-correlation between identical (i.e., same
chirp rate and same frequency band) chirps is used to obtain a high range
resolution in conjunction with long pulses. This is treated in section 2.6.1.
• In conjunction with the treatment of chirp pulse coding (see sections 3.4,
4.5.3 and 5.5) the cross-correlation properties between diﬀerent chirps
is crucial for the suppression of range ambiguities. In section 2.6.2 the
necessary correlation functions are derived which serve as a foundation
for the later treatment.
3In [98] the cross-correlation between two time dependent signals f(t) and g(t) is deﬁned
as
  +∞
−∞ f
∗(t)g(t + τ)dt =
  +∞
−∞ f
∗(t − τ)g(t)dt.
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2.6.1 Similar Chirps (Auto-Correlation)
To evaluate the correlation, only the time dependent terms in (2.5) need to be
considered; inserting into (2.8) gives
R(τ) =
∫ +∞
−∞
e−j2πket
2
rect
[
t
Tp
]
e+j2πke(t+τ−τn)
2
rect
[
t + τ − τn
Tp
]
dt (2.10)
where both the received and reference chirp signal are assumed to be down
converted before performing the correlation (mathematically this is equivalent
to multiplying by e−j2πf0t). In appendix A.3 the above integral is solved and
the result expressed in a closed form given by
R(τ) =
sin
(
2πke(Tp|τ − τn| − (τ − τn)2)
)
2πke(τ − τn) e
+j2πkeTp(τ−τn)rect
[ |τ − τn|
Tp
]
.
(2.11)
The resulting correlation function shows similarities to the sinx/x-function.
The magnitude R(τ) has a peak at τ = τn (where τn is the round-trip time
delay), which after a change of variables τn = (RTx+RRx)/c0 is directly propor-
tional to the total path length RTx + RRx. For more than one point scatterer
the range compressed signal is a sum of sinx/x-functions, the magnitude at
each range gate (or delay value) being proportional to the complex sum of
reﬂectivities for all scatterers of the same total path length.
Three parameters inﬂuence the correlation function:
• The delay τn gives the total delay of the scattered signal; from (2.11) it
is obvious that changing τn solemnly shifts the correlation function.
• Increasing the bandwidth Bw reduces the main lobe width of the corre-
lation function |R(τ)|, which is seen by substituting the chirp rate ke in
(2.11) by Bw/(2Tp). Fig. 2.4(a) shows the eﬀect of varying the bandwidth
for a ﬁxed chirp duration. A sharp correlation function (or equivalently
a high range resolution) can only be achieved by increasing the chirp
bandwidth.
• The chirp duration Tp has a minor inﬂuence on the shape of the nor-
malized correlation function, as seen in Fig. 2.4(b) showing the eﬀect of
varying Tp for a ﬁxed bandwidth. However, increasing Tp increases the
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energy content of the chirp signal. Speciﬁcally, the maximum value of
|R(τ)| is for τ → τn, which (using l’Hospital [45]) is given by
lim
τ→τn
|R(τ)| = lim
τ→τn
∂
∂τ sin
(
2πke(Tp|τ − τn| − (τ − τn)2)
)
∂
∂τ 2πke|τ − τn|
= Tp. (2.12)
Thus increasing the chirp duration will increase the signal-to-noise ratio
at the receiver.
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The range compressed signal is given in (2.13) which is obtained from (2.11)
after including the non-time dependent terms of (2.5)
frc(τ,xti,xrj ,xn) = e−j
2π
λ (RTxi+RRxj)e+j2πkeTp(τ−τn)·
sin
(
2πke(Tp|τ − τn| − (τ − τn)2)
)
2πke|τ − τn| rect
[ |τ − τn|
Tp
]
. (2.13)
This is understood as the result of solving the time-integral in (2.7) of the
optimum focusing.
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2.6.2 Diﬀerent Chirps (Cross-Correlation)
In general, a chirp waveform is characterized by the start frequency fs, the chirp
rate ke = Bw/(2Tp), and the chirp duration Tp. In the following the subscripts
1 and 2 are added to relate the above quantities to one of two chirp waveforms.
Neglecting amplitude and carrier frequency terms the chirp waveforms are
ht1(t) = e+j2πfs1t+j2πke1t
2 · rect
[
t
Tp
]
(2.14)
ht2(t) = e+j2πfs2t+j2πke2t
2 · rect
[
t
Tp
]
(2.15)
where a positive ke corresponds to an up-chirp, i.e., the instantaneous frequency
increases with time, while a negative ke corresponds to a down-chirp.
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Figure 2.5: The diﬀerent cases for the correlation between chirp waveforms.
In order to investigate the possibilities of processing pulse coded chirp wave-
forms an analytic expression for the correlation function R(τ) between the
chirp waveforms is derived in appendix A. This expression is used to analyze
the performance parameters of dual chirp systems. To specify the type of cor-
relation function, the subscripts u and d are added to denote the type of the
chirp waveform (i.e. up- or down-chirp), while the subscripts 1 and 2 are used
to denote the occupied frequency band (depending on the start frequencies
and the chirp rates). For example (with reference to the time-frequency plot in
Fig. 2.5) Ru1u1(τ) is the correlation of two up-chirps occupying identical fre-
quency bands (see Fig. 2.5(a)), while Ru1d2(τ) is the correlation of an up-chirp
with a down-chirp occupying diﬀerent frequency bands (see Fig. 2.5(b)) and
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Ru1u2(τ) stands for the correlation between two up-chirps (having the same
chirp rate) but occupying diﬀerent frequency bands (see Fig. 2.5(c)).
Depending on the parameters of the chirp waveforms in (2.14) and (2.15),
three diﬀerent cases are distinguished:
1. Same chirp rate ke1 = ke2 = ke and same start frequency fs1 = fs2 = fs.
The time-frequency plot is shown in Fig. 2.5(a).
This is the auto-correlation function given in (2.11) for zero time delay
τn = 0, i.e.,
Ruu(τ) =
sin (2πkeτ(Tp − |τ |))
2πkeτ
e+j2π(fs+keTp)τ · rect
[ |τ |
Tp
]
. (2.16)
2. Inverse chirp rate ke1 = −ke2 and arbitrary start frequencies. The time-
frequency plot is shown in Fig. 2.5(b).
The correlation is derived in appendix A.1 and and given by (A.9)
Ru1d2(τ) = K(τ, fs, ke)
[
C(ν(t2)) + jS(ν(t2))− C(ν(t1))− jS(ν(t1))
]
(2.17)
where the Fresnel integrals C(ν) and S(ν) are real valued functions
[2], whereas K(τ, fs, ke) is a complex function, with an amplitude
|K(τ, fs, ke)| that is independent of the variable τ .
3. Same chirp rate ke1 = ke2 = ke but diﬀerent start frequencies fs1 = fs2.
The time-frequency plot is shown in Fig. 2.5(c).
In this case the correlation function is derived in appendix A.2 and given
by (A.11)
Ru1u2(τ) =
sin (π(fs2 − fs1 + 2keτ)(Tp − |τ |))
π(fs2 − fs1 + 2keτ) ·
e+jπ((fs2−fs1)Tp+(fs2+fs1)τ+2keTpτ) · rect
[ |τ |
Tp
]
. (2.18)
Although the expressions derived in appendix A can be used to determine the
correlation between any two chirp waveforms, it is anticipated that practical
radar system will use chirp waveforms of equal length (Tp1 = Tp2) with |ke1| =
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|ke2| to keep the image quality independent of the type of chirp used for the
actual pulse. The form most relevant for pulse coded chirp radar is given by
cases 2 and 3 (see Fig. 2.5(b-c)), due to the corresponding low correlation,
whereas case 1 (see Fig. 2.5(a)) gives a high correlation which is necessary for
chirp compression.
In practice it is crucial to relate the various correlation functions to the
parameters of the chirps, because this gives an indication of the required RF
hardware and antenna performance. In the following, this is accomplished for
diﬀerent combinations of chirp rates and occupied frequency bands.
The inﬂuence of the occupied frequency bands for the case of inverse chirps
is shown in Fig. 2.6. It is obvious that Ru1d2(τ) shows a higher suppression
than Ru1d1(τ), since in addition to a reduced maximum it falls oﬀ rapidly for
τ = 0. It is deduced, that using an adjacent frequency band for the inverse
chirp (cf. Fig. 2.6(b)) oﬀers an additional suppression of the cross-correlation
component. However, this also means a higher total bandwidth required for
the RF hardware of the SAR system.
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Figure 2.6: Correlation of two inverse chirps (i.e., ke1 = −ke2) occupying iden-
tical Ru1d1(τ ), and adjacent Ru1d2(τ ) frequency bands, respectively.
Bw = 50MHz and Tp = 1 s.
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The inﬂuence of using similar or inverse chirps in adjacent frequency bands
is shown in Fig. 2.7. Although the second chirp occupies the same frequency
band in both cases (cf. Fig. 2.7(b)) the curve for the two correlation functions
Ru1u2(τ) and Ru1d2(τ) is diﬀerent. The inverse chirp Ru1d2(τ) shows a lower
maximum as Ru1u2(τ), which makes it more suitable for the detection of point
targets (cf. section 3.4).
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Figure 2.7: Cross-correlation of two chirps occupying adjacent frequency bands for
diﬀerent chirp rates ke2 = ±ke1 of the second chirp. Bw = 50MHz and
Tp = 1 s for all chirps.
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3 Synthetic Aperture Radar with
Multiple Receivers
State-of-the-art synthetic aperture radar (SAR) systems operate in multiple
modes. This is facilitated through electronically steered phased arrays using
transmit/receive (T/R) modules, enabling analog beam-forming [66, 81, 46] by
steering the main beam of the antenna. While oﬀering the advantage of dis-
tributed power radiation, hardware redundancy and ﬂexible operation modes,
these systems suﬀer from high weight, low eﬃciency, high power consump-
tion, limited coverage versus resolution, diﬃcult calibration, and high cost (see
chapter 2). However, one of the major disadvantages is the inherent loss of in-
formation through the analog beam-forming, since the total antenna footprint
is reduced to a small fraction of the subarrays’ footprints. Only the information
on the small footprint can be extracted.
Overall, it can be stated that the price that was paid and is being paid for
the advancement of technology is extremely high. Despite of this, the goal of
wide coverage and high resolution is not reached, as stated in chapter 1. In
spot mode operation the resolution is higher but the coverage is even lower
compared to standard operation [20]. In scan mode operation a high coverage
is achieved at the cost of a low resolution [23]. Hybrid, stripmap/spotlight
techniques exist, which oﬀer some compromise between high resolution and
wide coverage [10, 62] but are still bound to the same basic constraints.
In this chapter a SAR system using digital beam-forming (DBF) with mul-
tiple receivers is considered. It will be shown how the DBF concept overcomes
the above mentioned deﬁciencies of current systems. Basic expression for the
performance parameters and design restrictions are developed in section 3.1.
Section 3.2 summarizes the advantages of digital beam-forming with respect
to conventional SAR. Later, in section 3.3 the fundamental constraints of the
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DBF conﬁguration are derived. In addition, the operation and the quality
parameters of a SAR system using chirp coded waveforms (see section 2.6) is
investigated in section 3.4. The chapter concludes by comparing the number
values of a potential DBF SAR to those of an in-orbit SAR system.
3.1 System and Performance Parameters
In this section the system and performance parameters for the digital beam-
forming on-receive-only conﬁguration described in section 2.1 are derived. The
SAR problem is formulated in a 2D ground plane geometry, thus, the radar
and the imaged area lie on the xy-plane in the spatial domain. Fig. 3.1 shows
the geometry which is a special case of the geometry described in section 2.2.
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Figure 3.1: Digital beam-forming antenna setup and imaged area for a 2D ground
plane geometry.
The 2D geometry is not a restriction to the generality of the problem, since
the same principles apply to the 3D slant-plane geometry [90]. A total of N
receive subarrays together with a single transmit antenna are moved along
the y-direction (x = 0) in a side-looking, i.e., along the x-axis conﬁguration.
The receive array consists of contiguous subarrays, i.e., the spacing between
the subarrays is equal to the subarray length. The synthetic aperture domain
variable u is used to represent the positions of the subarray, while the position
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of scatterers is described by the coordinates (x, y). The imaged area of width
W is within the cross-range interval Yc −W/2 < y < Yc + W/2 centered at
Yc. Each point within the imaged area is visible to the radar throughout the
synthetic aperture length L = ΨtsXc where Ψts is the HPBW of the transmit
antenna and Xc is the range to the center of the imaged area.
In addition the “start-stop” approximation is adopted, i.e., no sensor move-
ment between transmission and reception of a pulse. In the ﬁrst order, the
frequency dependency need not be considered, since the derived parameters
are either normalized to the wavelength, or compared to the stripmap SAR.1
The performance relative to a conventional stripmap SAR system is consid-
ered. The common parameter, when comparing both systems is the signal-to-
noise ratio SNR, thus assuming similar RF-hardware for both systems. This
is a conservative approach, since it takes no advantage of the separate sub-
system optimization for the DBF conﬁguration (cf. section 2.1) . Both DBF
and stripmap systems shall cover the same swath, thus assuming equal beam
widths in elevation.
3.1.1 Antenna Dimensions
In the following an expression for the antenna areas of the DBF conﬁguration
is derived, so as to yield an SNR equal to that of a conventional stripmap SAR.
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Figure 3.2: Antenna dimensions for (a) single-transmit/single-receive stripmap SAR
system, and (b) single-transmit/multi-receive DBF SAR system.
1Frequency dependent hardware performance, such as noise ﬁgure is not considered.
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Starting point is the radar equation for extended targets stated in section 2.3.
From (2.1) it is evident that the received power and thus the SNR is propor-
tional to the antenna gain which in turn is proportional to the eﬀective antenna
area. Thus, for the mono-static stripmap SAR the SNR is proportional to the
square of the eﬀective Tx/Rx antenna area Astrip shown in Fig. 3.2(a). In the
case of the bi-static DBF conﬁguration of Fig. 3.2(b) the SNR is proportional
to the product of the eﬀective transmit Ats and total eﬀective receive Arx an-
tenna areas, where the receive antenna consists of N subarrays each of area
Ats.
Requiring equal SNR for the stripmap SAR and DBF-systems results in:
SNRstrip
!=SNRDBF
⇒ A2strip !=Arx · Ats. (3.1)
Since both stripmap SAR and DBF systems cover identical swath widths,
thus all antennas have equal heights hstrip = hrs = hts = h. Writing the
antenna area as the product of length and height A = l · h, results in the
following expression:
A2strip = l
2
striph
2 = Nlrsltsh2 (3.2)
where Nlrs is the total length of the N receive subarrays. The expression
relates the lengths lstrip, lrs, and lts of the stripmap SAR, single receive and
single transmit subarray antennas, respectively.
In order to avoid azimuth ambiguities the receive subarray length lrs should
be less than the transmit antenna length lts as detailed in section 3.1.2. At this
time it is suﬃcient to consider the lengths ratio to be known and given by
aaz =
lrs
lts
, aaz ≤ 1. (3.3)
Substituting (3.3) into (3.2) gives an expression for the transmit and receive
antenna areas
Ats = hlts=
Astrip√
Naaz
(3.4)
Ars = hlrs=Astrip
√
aaz
N
(3.5)
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which when written in terms of the antenna lengths this gives
lts =
lstrip√
Naaz
(3.6)
lrs =lstrip
√
aaz
N
. (3.7)
The total antenna area of the bi-static conﬁguration is
Abi = Ats + Arx = Ats + NArs (3.8)
and by substituting (3.4) and (3.5) into the above equation results in (3.9),
which is useful when comparing the areas of the DBF and stripmap antennas
Abi = Ats + Arx = Astrip
(
1√
Naaz
+
√
Naaz
)
. (3.9)
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Figure 3.3: Comparison of stripmap SAR and DBF SAR antenna areas. All areas are
normalized to the area of the stripmap SAR antenna Astrip.
The above expressions gives a DBF antenna length which results in a total
received power, and thus SNR, equal to that of a conventional stripmap SAR
system. Fig. 3.3 shows the respective antenna areas normalized to Astrip as a
function of the number N of receive subarrays. The ratio of receive subarray to
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transmit antenna area is given by aaz = 0.752. It is deduced that both, transmit
antenna and single subarray of the DBF conﬁguration are smaller than the SAR
antenna, while the total area of the receive array, i.e., Arx = NArs, is larger.
The product of transmit and receive antenna areas is equal to unity, which
validates the condition for equal SNR.
3.1.2 Maximum Length of Receive Subarray
The footprint of the transmit antenna in the DBF conﬁguration illuminates
the complete area to be imaged. The footprint of each receive subarray is to
illuminates at least this area. Since the beam width (and thus footprint) of
an antenna is inversely proportional to its length [67], the upper boundary
for the receive subarray length is lrs ≤ lts. However, an additional and more
strict requirement is that the spacing between the subarrays is such as to avoid
azimuth ambiguities. In the following a mathematical expression is derived
relating the receive subarray length to the transmit half power beam width
(HPBW).
The data of the received array is focused within the angular segment covered
by the transmit antenna. Using antenna terminology the beam of the receive
array (length lrx) is steered2, within the angular segment Ψts covered by the
transmit antenna. The maximum steer angle ψo,max being
|ψo,max| = Ψts/2. (3.10)
Azimuth ambiguities occur at angles ψamb given by3 [88]
sin(ψamb,ν) =
νλ
lrs
+ sin(ψo) , ν ∈ Z (3.11)
where |ν| ≥ 1 gives the order of the ambiguity. The spacing lrs should be chosen
such that the azimuth ambiguities occur outside the angular segment covered
by the transmit antenna. Requiring the angle of the ﬁrst order ambiguity to
be outside the HPBW of the transmit antenna gives
ψamb,ν=±1 /∈ [−γΨts2 ;+γ
Ψts
2
] , γ ≥ 1 (3.12)
2The term steer should be used with caution to avoid misunderstanding, since the data
processing (see chapter 4) does not involve a beam steering as know from phased arrays.
3A detailed and more general treatment of this expression is given in section 5.6.2.
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where γ is a safety factor which speciﬁes how far outside the main beam the
ambiguity can occur. For γ = 1 the ﬁrst order ambiguity will be just at the
edge, i.e., the −3 dB angle, of the main beam. Inserting the above conditions
into (3.11) and solving for the ﬁrst order ambiguity ν = 1 and maximum
steering angle (3.10), gives an expression for the maximum allowable spacing
between the receive subarrays
lrs ≤ λsin(Ψts/2) + sin(γΨts/2) . (3.13)
Since the HPBW of an antenna is inversely proportional to its length, the
above condition really relates the transmit and receive antenna lengths. For
all practical purposes (3.13) results in lrs < lts.
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Figure 3.4: Azimuth HPBWs of DBF antennas relative to stripmap SAR antenna.
For a given stripmap antenna area the dimensions of the DBF antennas are
obtained through (3.4) and (3.5), while satisfying (3.13). The resultant half
power beam width as a function of the number of receive aperture is shown in
Fig. 3.4. As expected the HPBW of the single transmit/receive subarrays are
larger than the HPBW of the stripmap antenna. The HPBW of the transmit
antenna corresponds to the along-track coverage of the SAR. Fig. 3.4 also shows
the angle of the ﬁrst order ambiguities ψamb,ν=±1. It is seen that all ambiguities
lie outside the HPBW illuminated by the transmit antenna.
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For example, N = 7 receive subarrays are suﬃcient for the DBF system to
illuminate more than two times the azimuth angular width of the stripmap sys-
tem, without any ambiguities within the antenna beam. Figure 3.5 shows the
calculated azimuth antenna patterns for this case and compares it to the pat-
tern of the reference stripmap antenna (lstrip = 120λ). A second order Kaiser
amplitude taper function [47] is applied on the subarrays and the maximum
of the beam is steered to the −3 dB angle of the transmit beam. It is seen
that the ﬁrst order ambiguity at ψamb,ν=1 = −0.98 ◦ is attenuated by 17.3 dB
relative to the beam maximum at ψ0 = 0.45 ◦. An arbitrary high ambiguity
attenuation can be achieved by choosing a higher safety factor γ in (3.13).
However, increasing the attenuation of the ambiguity is payed for by shorter
receive subarray length and a shorter cross-range sampling distance as shown
in the following section.
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Figure 3.5: Calculated stripmap SAR and DBF transmit antenna patterns together
with the two way Tx–Rx DBF antenna pattern for N = 7 subarrays.
3.1.3 Cross-Range Sampling Distance
The maximum sampling distance is determined by the cross-range spatial-
frequency support band of the signals. This is used to derive the cross-range
sample spacing for the DBF conﬁguration.
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3.1.3.1 General Form of Nyquist Criteria
Since all scatterers within the imaged area contribute to the total support band
of the received signal [92], the support band in the spatial-frequency domain is
bounded to
ku ∈
[
2k
Yc −W/2
Xc
, 2k
Yc + W/2
Xc
]
(3.14)
where the extent and the center of the support band are given by
Ωku =
2kW
Xc
(3.15)
ku,center =
2kYc
Xc
, (3.16)
respectively. According to the Nyquist criteria the maximum sample spacing
∆ur is
∆ur =
2π
Ωku
=
λXc
2W
. (3.17)
For W = L and approximating the HPBW of the transmit antenna by Ψts ≈
λ/lts, results in
∆ur = lts/2. (3.18)
which is the well known sampling requirement for stripmap SAR, stating that
“The SAR must transmit at least two pulses as its physical antenna passes a
stationary point in space” [99].
3.1.3.2 Sampling Requirement for DBF Conﬁguration
In Fig. 3.6 the location of the Tx antenna at two instances is shown. In the
following the maximum allowable distance ∆ut traveled by the radar between
two successive transmitted pulses is derived.
In section 3.1.2 it was stated, that the length of the receive subarray lrs is less
than the length of the transmit antenna lts. Thus each receive subarray covers
an angular segment larger than the transmit antenna. A conservative condi-
tion would relate the sample spacing to the receive subarray which dictates the
spatial-frequency support band. The approach is conservative because in prac-
tice it can be assumed that all contributions to the support band origin from
scatterers illuminated by the, smaller, beam width of the transmit antenna.
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Figure 3.6: Position of subarrays and phase centers at two time instances correspond-
ing to two transmitted pulses.
For a transmit antenna positioned at an arbitrary ut1 the receive subarrays’
positions are ur = ut1+nlrs, where n is an integer n ∈ [−(N−1)/2,+(N−1)/2]
for N odd. The eﬀective phase center of a bi-static conﬁguration is positioned
midway between the transmit and receive aperture.4 Thus the signal is sampled
at (cf. Fig. 3.6)
u =
(ut1) + (ut1 + nlrs)
2
= ut1 + n
lrs
2
(3.19)
the samples are separated by lrs/2 which satisﬁes the condition given by (3.18)
for maximum possible Ωku since lrs ≤ lts. The samples span a distance (N −
1)lrs/2. To ensure a continuous uniform sampling at lrs/2 the next pulse should
be transmitted when the array is positioned at ut2 such that[
ut2 −
(
N − 1
2
)
lrs
2
]
−
[
ut1 +
(
N − 1
2
)
lrs
2
]
!=
lrs
2
(3.20)
which after simpliﬁcation gives the value for the cross-range array sampling
4The phase center gives the virtual position of a mono-static (transmit/receive) antenna
replacing the bi-static setup. This assumption about the position of the phase center will
be relaxed and generalized in section 4.2.3.
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distance
∆ut = ut2 − ut1 = N2 lrs. (3.21)
For each transmitted pulse the receive signal is sampled every ∆ur, whereas
the Tx separation between successive pulses is ∆ut. Each individual Rx under-
samples the azimuth spectrum (sample spacing ∆ut) but evaluating the signals
from all subarrays (sample spacing ∆ur) will result in an alias free spectrum.
Figure 3.7 shows the sample spacing resulting from (3.21) and (3.18), respec-
tively. It is seen that increasing the number of subarrays (which also means an
increased HPBW and synthetic aperture length L as seen from Fig. 3.4) results
in a smaller sample spacing ∆ur, however increasing the number of subarrays
N increases the distance ∆ut since more receive samples are taken for each
transmitted pulse.
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uration relative to stripmap SAR.
3.1.4 Minimum Pulse Repetition Frequency
The lower bound for the pulse repetition frequency PRF is given by the max-
imum allowable distance traveled by the radar platform between successive
transmitted pulses. For DBF SAR the receive subarrays acquire N samples
for each transmitted pulse and the PRF is directly related to the distance ∆ut
through the platform velocity V . The maximum ∆ut is given by (3.21) and
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the corresponding PRF is
PRF =
V
∆ut
=
2V
Nlrs
. (3.22)
As shown in Fig. 3.8 the PRF decreases with respect to stripmap SAR.
The fact that the minimum PRF is reduced for DBF SAR opens an attractive
possibility to increase the swath width. The swath width of most spaceborne
SAR systems is limited due to the minimum PRF limit. Reducing this limit
leads to a possible increase in swath width (also see section 3.3.3).
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Figure 3.8: Minimum pulse repetition frequency PRF and data rate of DBF conﬁgu-
ration relative to stripmap SAR.
3.1.5 Data Rate
Spaceborne and airborne synthetic aperture radar system generate a very large
amount of raw data which, till now, is mostly processed on the ground. Specif-
ically for satellite based SAR systems the data needs to be telemetered to the
ground, which is subject to the possible data rate and availability of ground
stations. For airborne or shuttle missions, the data needs to be locally stored
for later processing. Although there are some trends towards on-board data
compression [85, 53] and processing [103, 82, 102], which would greatly reduce
the amount of data that needs to be stored or telemetered, it is anticipated that
within the near future most data will still be processed on the ground, basically
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because most often the processing is manually adapted and tuned depending
on the requirements.
The data rate DR in bit/s appropriate to a SAR system (assuming no over-
sampling) is given by [23]
DR = nB ·NBw
(
2
c0
(Rfar −Rnear) + Tp
)
· PRF (3.23)
where nB is the number of bits per complex sample; Bw is the pulse bandwidth;
Rfar and Rnear are the near and far ranges, respectively; and Tp is the pulse
duration5. SAR raw data has a high data rate, e.g. 100Mbit/s for ERS-1 and
> 1Gbit/s for future SAR systems [53].
The above expression is valid both for a DBF SAR with N subarrays (chan-
nels) and for a conventional stripmap SAR with N = 1 Tx/Rx antenna. It
should, however, be noted that the data rate does not increase linearly with
the number of channels, as (3.23) would suggest on the ﬁrst look. The reason is
that, as shown in the last section, the PRF is reduced when increasing N . To
clarify this point, the relative increase in data rate as compared to a conven-
tional stripmap SAR is investigated assuming otherwise identical parameters
of both systems:
DRDBF
DRstrip
=
N · PRFDBF
PRF strip
. (3.24)
Substituting for the PRF and the associated sample spacing ∆u gives:
DRDBF
DRstrip
=
√
N
aaz
(3.25)
which shows, that the data rate is proportional to
√
N (assuming a constant
aaz). Fig. 3.8 shows the relative increase in data rate as a function of the
number of subarrays for a DBF conﬁguration.
However, the above still overestimate the data rate of the DBF system. As
shown in [50] the number of bits nB necessary for the DBF conﬁguration can
be reduced. The principal consideration is that the SNR of the single DBF
channel is reduced in comparison to conventional SAR (due to the reduced
5The near and far slant-ranges Rnear,far are introduced in section 3.3; at this point they are
of no signiﬁcance for the results and can be assumed constant.
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single subarray’s area, cf. section 3.1.1), hence the input power of the analog-
to-digital converter (ADC) is largely determined by thermal noise. This leads
to a reduced signal dynamic and thus a reduced number of bits nB [22].
3.1.6 Resolution
The cross-range resolution for a scatterer at (xn, yn) is space variant and can be
derived from the spatial-frequency support band of the scatterer. For a DBF
SAR, all scatterers within u ∈ [yn−L/2, yn+L/2] are observable to the radar.
The spatial-frequency support band is bounded to
ku ∈
[
2k
yn − L/2
xn
, 2k
yn + L/2
xn
]
. (3.26)
and the extent of this band for scatterer n is
Ωkun =
2kL
xn
(3.27)
which is independent of the cross-range position of the scatterer. The resolution
is [92]
δyn =
2π
Ωkun
=
λxn
2L
. (3.28)
Taking the resolution for the center of the imaged area (Xc, Yc) gives
δyDBF =
λXc
2L
. (3.29)
Again δyDBF = lts/2 for Ψts ≈ λ/lts. A plot of the relative resolution
δyDBF/δystrip is shown in Fig. 3.9. The resolution improves with the number of
subarrays and is higher than for stripmap SAR. This is because the Tx antenna
length can be made shorter while keeping a constant SNR with respect to the
conventional SAR.
3.1.7 Azimuth (Along-Track) Coverage
Similar to stripmap SAR, the DBF SAR has a continuous coverage, since no
analog beam-forming is performed, but in opposite to the former, the data from
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the complete azimuth angular segment is preserved. Fig. 3.9 shows that the
along-track coverage is higher than for stripmap SAR and that is increases with
increasing number of subarrays. If required, the coverage can be reduced by
partially combining the digital subarray signals prior to azimuth compression,
which serves to reduce the data rate. However, unlike spot operation mode, a
reduced coverage will not yield a higher resolution.
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Figure 3.9: Resolution δyDBF and azimuth (cross-range) coverage of the DBF conﬁg-
uration relative to stripmap SAR.
3.2 Summary on the Performance Parameters
The investigations of the previous section showed that: the receive sampling
distance ∆ur decreases with respect to the stripmap SAR, because the covered
cross-range angular segment is increased. Increasing the number of subarrays
reduces ∆ur since the subarray length lrs is reduced. However, the minimum
transmit sampling distance ∆ut increases when increasing the number of sub-
arrays. This distance is inversely proportional to the minimum PRF , which
will decreases with increasing N and is smaller than for stripmap SAR. As
a result of the lower minimum limit for the PRF the unambiguous range and
swath width can be increased for a DBF SAR, which is a highly attractive “side
eﬀect” of using multiple receive subarrays. The azimuth resolution δyDBF im-
proves with respect to stripmap SAR. This is obvious, since the resolution
depends primarily on the synthetic aperture length, which is increased for the
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DBF SAR. But the data rate is also increased with respect to stripmap SAR.
For each transmitted pulse the received signals from all N channels need to be
digitized. Nevertheless, the investigation showed that, in the ﬁrst order, the
data rate is proportional to
√
N . Finally it should be noted that the resolution
depends on the synthetic aperture length L, whereas the sample spacing in the
synthetic aperture domain depend on the width W of the area to be imaged.
An important conclusion resulting from the investigation of the performance
parameters is that digital beam-forming inherently implements an arbitrary
number of simultaneous operation modes, since resolution and coverage are not
contradicting requirements but instead, they are speciﬁed independently. Thus
the various operation modes of state-of-the-art T/R module based systems turn
out to be dispensable, when using a DBF SAR.
The expressions derived up to now are related to speciﬁc performance param-
eters. The next sections give a more general overview over system performance
restrictions.
3.3 Fundamental Constraints on the System
Performance
This section deals with conceptual performance, as opposed to technological
implementation, and will concentrate on system solutions that exploit digital
beam-forming. The fundamental restrictions imposed by various operating
factors for a DBF SAR system will be stated and compared to conventional
stripmap SAR.
In this section the 2D geometry assumed in section 3.1 will be dropped in
favor of the 3D slant-plane imaging geometry shown in Fig. 3.10 that exists in
practice. The radar path is assumed to be along the y-axis (x = x1) at a hight
of z = |zn| above ground. The distance to the nearest and farthest point within
the swath X0 is given by Rnear and Rfar, respectively. The results derived earlier
using the 2D geometry are still valid when introducing the slant-range Rs such
that [90]:
Rs =
√
(x1 − xn)2 + z2n (3.30)
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which replaces the (former) range variable x. The imaged area is on the
z = −zn plane. For spaceborne systems the Earth’s curvature should be taken
into account, for this the relation between the local angle of incidence ϑi and
the slant-range Rs is given in appendix B.2.
z
cro
ss
-ra
ng
e
ground-range Xc
pl
at
fo
rm
 h
ei
gh
t
swath width X0
R
near
Rfar
rad
ar 
pa
th
iϑ
radar
slant-range R
s
x
y
Figure 3.10: 3D slant-range SAR geometry.
3.3.1 Signal-to-Noise Ratio of Processed Image
Consider the bi-static radar equation (2.2) given in section 2.3 and suppose the
main beam of the radar views a single terrain element of extent δx in ground-
range and δy in cross-range (these are the SAR resolution). The extent of
the area δxδy is assumed small enough so that the variation of the radiation
patterns Cts,rs and r are negligible when integrating over the resolution cell6.
Using (2.2) the SNR for this terrain element with mean backscatter σ0 and
slant-range position Rs is:
SNR =
Ptλ
2GtsGrsσ0δxδy
(4π)3R4s · kTsysBNLfeed
. (3.31)
Within the length of the synthetic aperture L the terrain element is in view
of the moving radar, during this period several echo signals are recorded and
6Stated diﬀerently, the angles ϑ, ψ and the slant-range r = Rs can be assumed constant.
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processed. For the image formation, a total number of Nproc data samples are
processed coherently to produce a single image resolution cell. The thermal
noise samples can be taken as independent from sample to sample within each
pulse, and from pulse to pulse. As a result of coherent processing of the input
samples, the SNRimage at the output of the processing improves by a factor
Nproc, i.e.,
SNRimage = SNR ·Nproc = SNR ·NpulseNazN (3.32)
where Npulse (time) samples per pulse, and Naz samples within the synthetic
aperture length L are acquired by each of the N receive subarrays. The number
Nproc = NpulseNazN is equal to the dimension of the compression ﬁlter used
for SAR image formation7. It remains to express Npulse and Naz in terms of
factors in (3.31). The return pulse of length Tp second is sampled at a rate of
Bw Hertz, to produce
Npulse = TpBw ≈ TpBN (3.33)
samples per pulse, where Bw is the bandwidth of the chirp signal. From sec-
tion 3.1.3 it is known, that the azimuth sample spacing is ∆ut, thus
Naz =
L
∆ut
=
L
V/PRF
(3.34)
pulses are transmitted during the time the terrain element is in view of the
radar. Substituting (3.34) into (3.32) and (3.29) into (3.31) yields a relation
for the SNR after processing, which is further simpliﬁed by expressing the peak
transmit power in terms of the average power Pt = Pav/(Tp · PRF ). Finally:
SNRimage =
PavNGtsGrsλ
3σ0δx
2(4πRs)3V · kTsysLfeed . (3.35)
This is the general SAR radar equation valid for the quasi bi-static DBF con-
ﬁguration where the same distance Rs to the —diﬀerent— Tx and Rx antennas
is assumed. It expresses the average signal-to-noise ratio of a SAR image res-
olution cell δxδy of mean RCS σ0. Note that the azimuth resolution δy does
not appear explicitly in form given above. The radar equation is valuable as
an indicator of the role of various SAR system parameter in the SNR of the
processed image. For conventional stripmap SAR (i.e., N = 1 and Gts = Grs)
7The dimensionality of the DBF SAR data space is treated in chapter 4, however the
expression for Nproc already suggests three dimensions.
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the above equation reduces to the results known for mono-static SAR found
for example in [22].
3.3.2 Noise Equivalent Sigma Zero
A quantity directly related to the SAR radar equation is the noise equivalent
sigma zero (NESZ ). The NESZ is the mean radar cross section (backscatter
coeﬃcient) necessary to produce a SNRimage of unity. The NESZ can be inter-
preted as the smallest target cross section which is still detectable by the SAR
system against thermal noise. Setting SNRimage = 1 in (3.35) gives
NESZ =
2(4πRs)3V · kTsysLfeed
PavNGtsGrsλ3δx
. (3.36)
By rearranging the terms using Gts,rs = 4πAts,rs/λ2, the NESZ can be writ-
ten in terms of the antenna areas
NESZ =
8πR3sV λ · kTsysLfeed
PavNArsAtsδx
. (3.37)
3.3.3 Trade-oﬀ between Resolution and Swath Width
One of the fundamental restrictions of SAR systems performance is given by the
contradicting requirement for wide swath (range coverage) and high azimuth
resolution. The principal reason leading to this contradiction can easily be
understood when realizing that an increase in azimuth resolution requires an
increase in azimuth beam width, which leads to a shorter antenna length and
thus a higher PRF for adequate azimuth sampling. However, increasing the
PRF will lead to range ambiguities, when pulses scattered from diﬀerent points
within the imaged area overlap. This requires a reduction of the elevation beam
width and thus a reduced swath. Mathematically this contradiction is described
in [22, 33, 41] by the minimum antenna area constraint . This constraint states
that antennas used in SAR systems must have a certain minimum area for
the design to be viable. It applies for the case of best possible resolution and
widest possible swath. SAR system operation with antennas smaller than the
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minimum size is possible if either resolution or swath width is sacriﬁced [41].
In the following, the minimum antenna area constraint is derived for the DBF
SAR conﬁguration.
An upper limit for the PRF of a SAR is given by the need to avoid ambiguous
scatterer returns in range. These ambiguities are due to radar returns from
targets lying at ranges that correspond to a time-of-ﬂight greater than the
pulse repetition interval (PRI ). Referring to Fig. 3.10 it means that
2Rfar
c0
<
2Rnear
c0
+ PRI (3.38)
where the near and far slant-range Rnear and Rfar, respectively, are related to
the swath width X0 through the angle of incidence8
X0 =
Rfar −Rnear
sinϑi
. (3.39)
Rearranging (3.38) to relate the swath width X0 to the pulse repetition
frequency PRF = 1/PRI gives:
X0 ≤ c02PRF · sinϑi (3.40)
Combining (3.40) with (3.22) results in
2X0 sinϑi
c0
≤ 1
PRF
≤ Nlrs
2V
(3.41)
which is a basic constraint for SAR systems. Next, the above expression is
rearranged to emphasize on diﬀerent aspects.
First, the swath width is written in terms of the HPBW of the transmit
antenna Θts and the slant-range to the center of the imaged area Rc
X0 =
ΘtsRc
cosϑi
≈ λRc
h cosϑi
. (3.42)
8The expression is not valid for very wide swath SAR where the incident angle ϑi varies
signiﬁcantly across the swath. However it is straight forward to generalist the equation
for this case.
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By inserting the above approximation into (3.41) the following restriction for
the antenna area is obtained
hlrs = Ars ≥ 4V λRc tanϑi
c0
· 1
N
. (3.43)
With the exception of the factor 1/N the above expression is identical to the
minimum antenna area constraint as derived in [22, 41]. Clearly the minimum
single subarray area of the DBF system is N -times smaller than the respective
area of a conventional SAR. In practice this oﬀers the SAR system designer a
greater degree of freedom in choosing system parameters without violating the
antenna area constraint.
Second, an expression relating the azimuth resolution and the swath width
is found by substituting (3.29) together with (3.3), i.e.,
δy =
λRc
2L
≈ lts
2
=
lrs
2
1
aaz
(3.44)
into (3.41) and rearranging to point out the relationship between swath width
and azimuth resolution
X0
δy
<
c0
2V sinϑi
(Naaz) (3.45)
where c0/2V is nearly constant at 20 000 for low earth orbit satellites and
typically in the range of 300 000–750 000 for airborne systems.
The fundamental constraint is actually given in (3.45), which places an upper
limit on the ratio of the swath width versus azimuth resolution. It requires
that the swath width X0 decreases as the azimuth resolution δy improves (i.e.,
becomes smaller). In contrast to [22, 41] the relation not only depends on the
platform velocity V and the angle of incidence ϑi but also on the number of
receive subarrays. For DBF SAR the upper limit for the ratio is always higher
than for conventional SAR, since Naaz > 2 is always satisﬁed.
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3.4 Pulse Coded Chirp Waveforms in Imaging
Radar
In the most general sense, the approach followed in this section is known as
pulse coding (also referred to as waveform diversity). The use of pulse coding
in imaging systems is considered an additional challenge, since the imaged area
consists of distributed scatterers all of which contribute to the total received
signal. Methods well suited for the detection of point targets turn out to
be useless for imaging radar because the energy from scatterers outside the
focused resolution cell cause a degradation of signal quality [53, 17]. In imaging
radar the additional requirement is that the waveforms remain uncorrelated
independently of their relative time (phase) shift.
Digital pulse coding is reported in [4, 53] for the reduction of range ambigui-
ties. In [115] a design procedure for appropriate coded pulse radar waveforms is
introduced (but no example codes or simulation results are given). An overview
over coded waveforms can be found in [44], where the focus is on reverse-slope
chirp waveforms (which is a special case of the approach followed here). Sev-
eral of the ideas in [44] have been investigated in detail by [94]. In [18] some
previously suggested techniques for extending the swath of SAR without loss of
along-track resolution are investigated; basically the conclusion of [18] is that
when using a simple, single feed antenna, the illumination of range-ambiguous
regions always results in severe image degradation.
While in the previous section it was shown that both swath width and az-
imuth resolution can be increased by using multiple receive subapertures, this
section investigates the use of pulse coded chirp waveforms to allow increas-
ing the unambiguous range (swath width) while maintaining the same eﬀective
PRF .
Next, the operation of a SAR system using pulse coded chirps is introduced.
This is closely related to the range compression and the chirp correlation func-
tions derived in section 2.6. Further, a quality criterion for comparing the
performance of diﬀerent chirp waveforms is derived in section 3.4.2. This qual-
ity criterion, suited for imaging radar, is then used to investigate the inﬂuence
of various chirp parameters. Simulation results for a SAR system utilizing
coded chirp waveforms will be presented later in section 4.5.3.
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3.4.1 Principle of Operation
The simpliﬁed SAR geometry shown in Fig. 3.11 contains two point scatterers
positioned in two diﬀerent range zones within the imaged area. The response
of a single pulse shows one echo corresponding to each scatterer with no ambi-
guities as seen from Fig. 3.12 (top). In the case of repeated transmitted pulses
the received echos are also repeated by the pulse repetition interval PRI . The
multiple echos can no longer be uniquely associated to the scatterers and range
ambiguities will occur as illustrated in Fig. 3.12 (middle). The idea behind the
use of coded pulse waveforms is to allow the echos received from subsequent
pulses to fall within one range zone, but the transmitted pulses are marked as
shown in Fig. 3.12 (bottom). The response is then correlated with each of the
transmitted waveforms to suppress the unwanted (ambiguous) signal as shown
in Fig. 3.13. Note that the returns from A and B are clearly distinguishable
if the peak of the auto-correlation function (similar waveforms) is high with
respect to the cross-correlation function (diﬀerent waveforms). For perfectly
uncorrelated waveforms, the unwanted signal would be completely suppressed.
range zone 2
point scatterer
   A
point scatterer
B
c0 PRI
 /
 2
radar
range zone 1
Figure 3.11: Geometry and position of point scatterers in diﬀerent range zones.
At this point it should be noted, that when using p pulse coded waveforms
the pulse repetition interval PRI between the pulses can be reduced by the
factor p, without causing an overlap of similar pulses9. Extending the results
of (3.40) to this case gives
PRF
p
≤ c0
2X0 · sinϑi (3.46)
9The PRI is understood as the minimum time interval between any two pulses.
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which means that, either the PRF can be increased by the factor p for example
in conjunction with a shorter antenna to yield an increased azimuth resolution;
or the swath width X0 increased by the factor p while keeping the PRF un-
changed. Nevertheless, the minimum sampling constraint is unchanged when
using pulse coded waveforms.
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Figure 3.12: Response for single pulse (top), pulse train (middle), and coded pulse
train (bottom).
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Figure 3.13: Concept of coded pulses to suppress range ambiguities.
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3.4.2 Quality Criterion for the Comparison of
Correlation Functions
For radar systems using pulse coding a quantity of interest is the relative level
between the correlation of identical (wanted) chirp waveforms to the correlation
of diﬀerent (unwanted) chirp waveforms. This quantity is given by the range
ambiguity ratio (RAR) which is deﬁned as10
RARu1d2(τ) =
Ruu(τ = 0)
|Ru1d2(τ)| =
Tp
|Ru1d2(τ)| ∀ − Tp < τ < Tp (3.47)
where the same subscript convention as in section 2.6.2 is used to indicate
the type of chirp and occupied frequency band. Referring to Figs. 2.6 and
2.7 of the same section, the RAR is the diﬀerence between max{Ruu(τ)} and
the respective correlation functions. A high value RAR(τ) indicates a good
suppression of the unwanted cross-correlation component.
In imaging applications such as SAR a continuous distribution of scatterers
contribute to the total received signal. This also means that the echoed signals
from all scatterers (each echo is delayed by τn) within the imaged area con-
tribute to the cross-correlation component. The contribution from all scatterers
is accounted for by a coherent addition of the individual echos. The worst case
(considering the RAR) would be that all echoed cross-correlation components
add up in-phase, which is represented by a sum of amplitudes. The integrated
range ambiguity ratio (IRAR) is then given by the integral
IRARu1d2 =
∫ Tp
−Tp
Ruu(τ)
|Ru1d2(τ − τn)|
∣∣∣∣∣
τ=0
dτn =
∫ Tp
−Tp
Tp
|Ru1d2(−τ)|dτ (3.48)
which when written in terms of the RAR(τ) gives
IRARu1d2 =
∫ Tp
−Tp
RARu1d2(τ)dτ. (3.49)
The integrated range ambiguity ratio for diﬀerent chirp types versus the
chirp bandwidth and duration is compared in Fig. 3.14(a) and Fig. 3.14(b),
10In (2.12) section 2.6 it is shown that Ruu(τ = 0) = Tp.
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respectively. As expected the IRAR is reduced when the two chirps occupy
diﬀerent frequency bands, as seen by comparing IRARu1d1 to IRARu1u2 and
IRARu1d2. Increasing the bandwidth or the duration of the chirps result in
approximately the same decrease of integrated range ambiguity ratio, thus
both parameters are interchangeable when considering the IRAR. In addition,
Fig. 3.14 shows that IRARu1u2 < IRARu1d2 < IRARu1d1, hence the most
preferable conﬁguration is two chirps with identical chirp rates ke1 = ke2 but
occupying diﬀerent frequency bands fs1 = fs2.
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Figure 3.14: Inﬂuence of chirp bandwidth Bw and pulse duration Tp on the integrated
range ambiguity ratio IRARdB.
The results show that the frequency band, and not the chirp type (i.e., up
or down-chirp) is the most important factor determining the IRAR level. A
major consequence of this is that it is possible to use an arbitrary high number
of chirps all having good cross-correlation level, provided the chirps occupy
non-overlapping frequency bands. For p chirps, each of bandwidth Bw the to-
tal required bandwidth is ≥ pBw. From a practical point of view, the system
bandwidth will always be the limiting factor determining the maximum number
of chirps. However, changing the frequency band from pulse to pulse may lead
to decorrelation of pulses when imaging distributed scatterers. This decorrela-
tion would manifest itself through azimuth defocusing of the image due to the
incoherent azimuth compression (also see comments in section 4.5.3).
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It is concluded that the integrated range ambiguity ratio IRAR is the qual-
ity criterion to be used in imaging radar systems utilizing pulse coded chirp
waveforms. The IRAR gives the amount of suppression of the ambiguous range
returns. On the other hand, for a required range ambiguity suppression, the
IRAR can be used to determine the necessary chirp bandwidth and duration.
3.5 Performance of an Example System
To manifest the results of the last sections an example spaceborne SAR similar
to the ASAR instrument on board of the Envisat system is considered [129,
37]. The SAR operates in C-band at a center frequency of 5.3GHz. The
geometric ground-range and azimuth resolution are set to δx = 4m and δy =
1.5m, respectively. A ﬁxed orbit height of Horbit = 786 km results in a platform
velocity of 7463m/s (appendix B.1 gives the relation between the orbit height
and the resulting velocity). To calculate the system performance an overall
antenna and feed loss of Lfeed = 3dB and a receiver noise ﬁgure of NF rec = 2dB
are assumed. The mean RF output power of 600W corresponds to two HPAs
as used in RADARSAT-1. The chosen values reﬂect the very good performance
feasible by the DBF hardware setup described in section 2.1. It is assumed that
the signal bandwidth is adjusted for varying angle of incidence such that the
ground-range resolution is constant across the swath. The system performance
is represented by the radiometric resolution of the SAR image given by the
NESZ in (3.37) (the expression given in appendix B.2 are used to determine
the slant-range Rs for a given local incident angle ϑi). The swath width is
calculated from the antenna height and (3.42). One possible system design is
characterized by the parameters given in Table 3.1.
It is worthwhile to compare the results to those of the ASAR instrument.
When operating in the Image Mode and for the angle of incidence given in
Table 3.1 the swath of the ASAR instrument ranges from 88–105 km and the
NESZ is approximately −20 dB [37]. However the ASAR instrument has a
total antenna size of 10× 1.4m with 320 subarrays each connected to a T/R
module. The results clearly show that a comparable performance to current in-
orbit systems is possible, however with only a small number of Rx subarrays, no
T/R modules, and a total antenna size not larger than that of current systems.
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Parameter Value
mean HPA RF output power Pav 600W
number of receive subarrays N 4
transmit/receive antenna height h 0.58m
transmit antenna length lts 3.0m
receive subarray length lrs 2.26m
total receive array length lrx 9.04m
angle of incidence ϑi 15 ◦
swath width X0 85 km
radiometric resolution NESZ −22.0 dB
angle of incidence ϑi 25 ◦
swath width X0 90 km
radiometric resolution NESZ −21.2 dB
angle of incidence ϑi 35 ◦
swath width X0 100 km
radiometric resolution NESZ −20.1 dB
Table 3.1: System, hardware and performance parameters of the example DBF SAR
system.
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SAR Data and Veriﬁcation
This chapter describes the processing (reconstruction) for a SAR system hav-
ing a digital beam-forming (DBF) conﬁguration as described in chapter 2. The
analysis of this chapter is based on the general signal model for DBF radar
derived earlier, which is brought into the common form known for SAR signal
processing [92] in section 4.1. While utilizing the basic reconstruction tech-
niques known from literature [33, 92, 7, 74, 39], the emphasis is on the special-
ties and the additional processing steps needed for the DBF SAR; this involves
the azimuth compression, which is treated in detail in section 4.2. Further,
a reconstruction procedure is described in section 4.3 and implemented later
in a simulation tool for DBF SAR described in section 4.4. This simulation
tool is then used to asses the performance of the reconstruction algorithm (sec-
tion 4.5.1), for a comparison between DBF and conventional stripmap SAR
(section 4.5.2), and to simulate a SAR using pulse coded chirp waveforms in
section 4.5.3.
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Figure 4.1: Data space of a DBF SAR conﬁguration.
When comparing conventional SAR systems to that of a DBF conﬁguration
it is noticed that the dimension of the data space is increased. For conven-
tional SAR the data can be written into a 2D matrix such that each column
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corresponds to the temporal samples of the received waveform (the time de-
pendence is given by t) for each position of the radar in the synthetic aperture
domain (given by the variable u), successive columns represent successive radar
positions. The 3D data space1 of a DBF SAR is shown in Fig. 4.1, in addition
to the data space of the conventional SAR it involves a third dimension (vn
domain) necessary for storing the waveforms of each of the N receive subarrays.
The approach of this chapter is to convert the 3D DBF signal space into an
equivalent form such that conventional stripmap processing techniques can be
utilized, while at the same time maintaining all the advantages of the DBF
conﬁguration. This procedure involves the following steps:
1. a phase shift applied on the received signals which accounts for the phase
diﬀerence between the mono-static and bi-static conﬁguration;
2. correction for the general case of non-uniform azimuth sampling;
3. mapping the 3D data space into a 2D array to yield a signal equivalent
to the uniformly sampled mono-static signal known from stripmap SAR.
4.1 SAR Signal Model
The 2D imaging system in the (x, y) spatial and (kx, ky) spatial-frequency do-
main described earlier in section 3.1 is considered. The x- and y-coordinate are
used to identify the range and cross-range domains, respectively. The terrain
to be imaged is given by the image function f(x, y) (cf. section 2.2) and its
Fourier transform F (kx, ky) in the spatial-frequency domain. Without restric-
tion of generality it can be assumed that the radar moves along the y-axis.
For a given coordinate of the radar, the imaged area, centered at (Xc, Yc) is
illuminated by the radiation pattern corresponding to the transmit antenna.
The echoed signal is simultaneously picked up by N receive subarrays. The
synthetic aperture domain (slow-time) variable u is introduced [92] to repre-
sent the position of the (moving) radar platform. Thus, the transmit antenna
is positioned at (0, ut) and the position of the receive subarrays, separated by
1The data space should not be confused with the sensor geometry used for data acquisition.
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lrs, is given by (0, ur), where2
ur = ut + vn with
vn = nlrs n = −(N − 1)/2, . . . , (N − 1)/2 and n ∈ Z. (4.1)
In the following both u and ut are used to represent the position of the Tx
antenna, this is equivalent to setting u = ut. Using the above to express the
received signal given in (2.6) section 2.4 in terms of the slow- and fast-time
variables u and t, respectively, gives
s(t, u) =
∫
s(t,xti,xrj ,x)f(x)dx
=
∫∫
ht
(
t− RTx + RRx
c0
)
f(x, y)dx dy (4.2)
where the path lengths transmitter–scatterer and scatterer–receiver, respec-
tively, are:
RTx =
√
x2 + (y − u)2 (4.3)
RRx =
√
x2 + (y − u− vn)2. (4.4)
The analysis starts with the Fourier transformed receive data from (4.2)
given by
s(f, u) = F(t){s(t, u)} = Ht(f)
∫∫
f(x, y) · e−jk(RTx+RRx)dx dy (4.5)
where k is the wavenumber k = 2π/λ.
4.2 Algorithm for Azimuth Signal Compression
In the SAR signal domain, the raw data is spread out in the azimuth direction
and must be coherently compressed to exploit the full-resolution potential of
2Throughout this chapter it will be assumed that N is an odd integer. All results are also
valid for an even number of subarrays. However, a better understanding of the described
methods is ensured by the resulting simpler form of the mathematical expressions.
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the instrument. Azimuth (cross-range) compression consists of coherently cor-
relating the received signal with the azimuth replica function. The DBF SAR
cross-range signal compression involves dealing with the bi-static conﬁguration
inherent to DBF systems. In this section an expression is derived for mapping
the bi-static signal into an equivalent mono-static form. This way the returns
from the DBF conﬁguration “mimic” what would have been obtained by a con-
ventional SAR. Azimuth compression can then proceed as normal [92, 20, 39].
4.2.1 Bi-static to Mono-static Data Mapping
Figure 4.2 shows the geometry both for the bi-static (Tx at y = u and Rx at
y = u + vn) and the equivalent mono-static (both Tx and Rx at y = u + αvn)
conﬁguration. The aim is to relate the received signal from each of the N
subarrays of the bi-static DBF conﬁguration Fig. 4.2(a) to that of an equiv-
alent mono-static conﬁguration Fig. 4.2(b) using appropriate phase correction
factors. The conversion is eﬃciently implemented if these correction factors
depend solely on known quantities.
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Figure 4.2: Geometry used to map the bi-static (one Tx and one Rx antenna) into
an equivalent mono-static (one Tx/Rx antenna) conﬁguration.
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The path length RRx in (4.4) is expanded into a Taylor series [45] around
vn = 0 giving
RRx =
√
x2 + (y − u)2 − y − u
(x2 + (y − u)2) 12
vn +
x2
2 (x2 + (y − u)2) 32
v2n
+
(y − u)x2
2 (x2 + (y − u)2) 52
v3n + R4(vn) (4.6)
where R4(vn) is the fourth-order remainder term.
The round-trip path length for a mono-static conﬁguration, where both
Tx/Rx are positioned at u + αvn with 0 < α ≤ 0.5 is 2Rm. It should be men-
tioned, that the “virtual” position of the mono-static antenna is set through the
parameter α, which gives the mono-static conﬁguration an additional degree of
freedom3. In contrast to [23, 101] where the position of the phase center and
thereby the equivalent mono-static antenna is ﬁxed at α = 0.5 the approach
used here will set the parameter α so as to yield a uniform azimuth sample sep-
aration (see section 4.2.3). Expanding 2Rm into a Taylor series around vn = 0
gives:
2Rm = 2
√
x2 + (y − u− αvn)2
= 2
√
x2 + (y − u)2 − 2 y − u
(x2 + (y − u)2) 12
αvn +
x2
(x2 + (y − u)2) 32
(αvn)2
+
(y − u)x2
(x2 + (y − u)2) 52
(αvn)3 + R4(vn). (4.7)
Noting that the ﬁrst square root term in (4.6) and (4.7) is equal to RTx as
given in (4.3) results in the following approximation for the diﬀerence between
the mono-static and bi-static round-trip path length
∆R = RTx + RRx − 2Rm
≈ − (y − u)(1− 2α)
(x2 + (y − u)2) 12
vn +
x2(1 − 2α2)
2 (x2 + (y − u)2) 32
v2n +
(y − u)x2(1− 2α3)
2 (x2 + (y − u)2) 52
v3n.
(4.8)
3Actually α could be made equal to any real value as long as α > 0, but values larger
than 0.5 correspond to an under-sampling and will result in an aliased spatial-frequency
spectrum.
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The above expression is used to replace the bi-static path length in (4.5),
i.e., RTx +RRx = 2Rm +∆R, which gives4 (the subscript b is added to denote
the bi-static case)
sb(f, u) = Ht(f)
∫∫
f(x, y) · e−jk(2Rm+∆R)dx dy
= Ht(f)
∫∫
f(x, y) · e−j2k
√
x2+(y−u−αvn)2 ·
e
+jk (y−u)(1−2α)
(x2+(y−u)2)
1
2
vn
e
−jk x2(1−2α2)
2(x2+(y−u)2)
3
2
v2n
dx dy. (4.9)
The ﬁrst exponential term is the spherical wave common to mono-static
SAR systems [91, 92]. The other exponential terms appear due to the bi-
static conﬁguration. The second exponential term disappears for α = 0.5, i.e.,
when the phase center is midway between the Tx and Rx antennas. The third
exponential term accounts for the phase diﬀerence between the mono-static and
bi-static conﬁguration, it is non-vanishing, since α ≤ 0.5. It is straight forward
to show that the largest contribution to the phase diﬀerence is from the second
term. This clearly indicates that α = 0.5 is the optimum case resulting in the
least phase diﬀerence between the mono-static and bi-static conﬁgurations.
In [23] a procedure, derived in the spatial domain, is used to arrive at an
approximation for the phase correction term, which is a constant independent
of the spatial coordinates of the scatterer. This, however, is in contradiction to
the expression in (4.9), where both bi-static phase terms depend on the point
scatterer’s coordinates given by x and y, which makes a bi- to mono-static
mapping unfeasible, since the point scatterer’s position is a priori unknown
and thus cannot be corrected for. A point scatterer dependent phase correc-
tion (spatial domain) is derived in [89]; using several approximations, this phase
correction is then expressed in the spatial-frequency domain, where it is inde-
pendent of the point scatterer’s position. In the next section, a more eﬃcient
(spatial-frequency) mapping procedure is described to for the phase correction.
4Only the ﬁrst and second order terms of vn are considered here, however it is straight
forward to include additional terms.
60
4.2 Algorithm for Azimuth Signal Compression
4.2.2 Phase Correction in the Spatial-Frequency Domain
In the following a procedure is described that maps the bi-static data to an
equivalent mono-static form using a phase correction factor which is a function
of the measured signals and the known subarrays’ positions, instead of the
unknown scatterers distribution.
The solution is found when expressing the received signal in the spatial-
frequency domain, thus decomposing the spherical phase function in (4.9) into
plane waves. Taking the Fourier transform of (4.9) with respect to the variable
u within the synthetic aperture length L gives
Sb(f, ku) = F(u){sb(f, u)} =
L/2∫
−L/2
sb(f, u)e−jkuudu
= Ht(f)
∫∫
f(x, y) ·
[∫ L/2
−L/2
e−j2k
√
x2+(y−u−αvn)2 ·
e
+jk (y−u)(1−2α)
(x2+(y−u)2)
1
2
vn−jk x
2(1−2α2)
2(x2+(y−u)2)
3
2
v2n
e−jkuudu
]
dx dy. (4.10)
The integral within the brackets can be solved using the method of stationary
phase as described in appendix C.1. Neglecting all amplitude and constant
terms the resultant expression is:
Sb(f, ku) = Ht(f)
∫∫
f(x, y) ·W (us) · e−j
√
4k2−k2ux−jku(y−αvn)dx dy (4.11)
furthermore a total of N bi-static signals Sb(f, ku) are generated, i.e., one for
each value of the discrete variable vn. The expression in (4.11) is identical to
what would have been obtained from mono-static SAR, except for the term5
W (us). In appendix C.2 it is shown that W (us) can be approximated by
W (us) = e+jku
(1−2α)v
2 · e−jk
(1−2α2)v2
16x

4k2−k2u
k2
 3
2
(4.12)
where the dependency on the point scatterer’s range x can be neglected in
comparison to the other terms. Thus, W (us) can be taken out of the integral.
5Known from the stationary phase method as the slow varying term.
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The bi-static and mono-static signals become
Sb(f, ku) = W (us) ·Ht(f)
∫∫
f(x, y) · e−j
√
4k2−k2ux−jku(y−αvn)dx dy (4.13)
Sm(f, ku) = Ht(f)
∫∫
f(x, y) · e−j
√
4k2−k2ux−jku(y−αvn)dx dy , (4.14)
respectively. The rule for mapping the bi-static conﬁguration into a mono-static
conﬁguration becomes obvious, when comparing (4.13) to (4.14), i.e.,
Sm(f, ku) =
Sb(f, ku)
W (us)
. (4.15)
Substituting for W (us) (see appendix C.2) gives
Sm(f, ku) = Sb(f, ku)e−jku
1
2 (1−2α)vn · e+jk
1
16Xc

4k2−k2u
k2
 3
2
(1−2α2)v2n
. (4.16)
The above expression relates the mono-static and bi-static signals via two
phase correction factors which are independent of the spatial coordinates of
the scatterers. The ﬁrst phase correction term accounts for the non-uniform
azimuth sampling of the DBF signal and vanishes for α = 0.5 (similar to
the phase term in (4.9)). The second complex exponential term corrects the
additional phase deviation, due to the bi-static conﬁguration, this correction
term is frequency dependent through the wavenumber k. Both the correction
factors and the signals are represented in the spatial-frequency ku-domain and
thus require a Fourier transformation of the signal from each subarray.
The eﬀect of the phase correction for an X-band DBF SAR system with
N = 5 subarrays is shown in Fig. 4.3. The plot shows the diﬀerence between
the phase of the bi-static signal and the ideal mono-static signal for four of
the ﬁve subarrays; no correction is applied to the signal received from the
center subarray, since it operates in the mono-static mode. The geometry
is such that the ﬁrst phase correction term is dominant as compared to the
second. It is evident that, within the spatial-frequency support band of the
point scatterer, the phase diﬀerence vanishes after the correction. The relevance
of the phase correction is concluded from the fact, that the uncorrected signal’s
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phase slope is diﬀerent for each subarray. This is equivalent to stating that
the phase correction term depends on the subarray’s position. Neglecting the
phase correction would result in a distorted spectrum, since the signals from all
subarrays, each one having a diﬀerent phase deviation, contribute to the ﬁnal
signal spectrum.
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Figure 4.3: Phase correction of bi-static signal for a DBF SAR with 5 subarrays and
α = 0.36. The 200× 200m2 imaged area contains one point scatterer
at (xn, yn) = (80m,−90m). The spatial-frequency support band of the
point scatterer is shaded.
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4.2.3 Uniform Cross-Range Sampling
In DBF SAR conﬁgurations two cross-range sample spacings exist (see Fig. 4.4).
The ﬁrst, ∆ur is ﬁxed and given by the length of the receive subarrays; for each
transmitted pulse, N spatial samples separated by ∆ur = lrs/2 are acquired.
The second, ∆ut is given by the ratio of the platform velocity V and the PRF ;
the separation between each group of N samples is given by ∆ut. In general the
resultant sampling of the interleaved dataset is non-uniform (unless the condi-
tion (3.22) in section 3.1.3 is fulﬁlled). For a real airborne or spaceborne SAR
system it is unrealistic to assume, that the PRF and velocity are adjustable
so as to permanently give the exact value required for ∆ut to yield a uniform
sampling. As a consequence diﬃculties are encountered when using mathemat-
ical operations, such as the fast Fourier transform to process the data. In the
following, a procedure is described, which adapts the phase correction factor
derived in the previous section so as to yield an eﬀective uniform sampling.
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Figure 4.4: The two sampling separations and the positions of phase centers for uni-
form sampling.
The relation between the bi-static and mono-static signals given in (4.16)
includes the parameter α, where u + αvn is the position of the equivalent
mono-static antenna (phase center). This parameter can be adjusted to yield a
uniform spacing of the phase centers in the synthetic aperture domain. For the
bi-static conﬁguration shown in Fig. 4.4 the transmit antenna is positioned at
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ut while the receive subarrays are located at discrete positions given by ut+vn
where vn is deﬁned in (4.1). The separation ∆ut is related to the PRF and
the platform velocity via (3.22)
∆ut =
V
PRF
. (4.17)
For two successive pulses transmitted at ut1 and ut2, respectively, a total of
N + 1 samples exist within the interval [ut1, ut2]. A uniform sampling requires
equal separation between any two neighboring phase centers. This separation
is then given by
∆ur =
∆ut
N
. (4.18)
Requiring the above to be true for the phase centers of two arbitrary neigh-
boring subarrays n + 1 and n, i.e.,
∆ur = (ut + αvn+1)− (ut + αvn) = (n + 1)αlrs − (n)αlrs != ∆ut
N
(4.19)
results in
α =
∆ut
Nlrs
=
V
Nlrs · PRF (4.20)
which reduces to the expression given in (3.21) for α = 0.5. The above expres-
sion is used to obtain the value of α when the ratio V/PRF is not equal to that
given by (3.22).
It is interesting to note that the optimum value of α (i.e., α = 0.5 see
discussion in section 4.2.1) can be ensured for diﬀerent ratios of V/PRF by
changing the number of active subarrays. This gives the opportunity to adapt
the processing to a changing carrier velocity or PRF . To show this, assume
that αN = 0.5 for N active subarrays6 when PRF = PRF 0 and V = V0. Then
(4.20) is written as
αN =
1
2
PRF 0
V0
· V
PRF
. (4.21)
Similarly the value of αN−2, i.e., when the data of the two outermost subar-
rays is disregarded can be written as
αN−2 =
1
2
PRF 0
V0
· V
PRF
N
N − 2 . (4.22)
6The subscript N was added to relate the parameter α to the number of active (i.e., used)
subarrays.
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Setting αN−2 = 0.5 in the above expression and inserting the resultant
V/PRF into (4.21) gives the value of αN at the transition point, i.e., when
changing from N to N − 2 subarrays:
αN
∣∣∣
αN−2=0.5
=
1
2
N − 2
N
(4.23)
the above equation gives the minimum value of α for N active subarrays.
Reducing the number of active subarrays is an attractive way to compensate
for an increasing PRF or a reduced platform velocity V , while keeping the
parameter α as close as possible to the optimum value α = 0.5. Fig. 4.5 shows
the variation of αopt as a function of the ratio (V/PRF )/(V0/PRF 0) when the
number of subarrays is set, so as to minimize the diﬀerence |0.5 − α|, while
keeping α ≤ 0.5 to avoid an aliased spatial-frequency spectrum. In accordance
with (4.23) the plot of αopt shows that a large number of subarrays is preferable,
since this ensures that αopt is closer to 0.5.
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Figure 4.5: The value of αopt as a function of V/PRF normalized to V0/PRF 0. The
vertical lines indicate transition points where the number of active subar-
rays N is changed, the maximum number of subarrays is N = 19.
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4.2.4 Concatenation
In order to use conventional stripmap reconstruction algorithms on the DBF
SAR data, it is required to map the bi-static 3D data space into an equivalent
2D mono-static data space. This involves two steps:
• correcting the phase of the bi-static data;
• appropriate concatenation (i.e., interleaving) of the bi-static data.
Using the expression in (4.16) would just account for correcting the phase
diﬀerence between the mono-static and bi-static data, but gives no information
on the procedure to be used for the concatenation. An intuitive approach,
indicated in Fig. 4.6, concatenates by ordering the azimuth samples such that
u = ut + vn/2 is strictly monotonic increasing. Thus, for each position of the
transmitter the data is ordered with increasing subarray position. This section
describes a method, which combines the above two steps of phase correction
and concatenation.
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Figure 4.6: 3D to 2D data concatenation.
4.2.4.1 Conventional FFT Kernel
When mapping the bi-static data, it needs to be taken into account that the
phase correction has to be performed in the spatial-frequency ku-domain, while
the concatenation is in the spatial u-domain. A straight forward algorithm is
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shown in Fig. 4.7, where FFT(u) and IFFT(ku) represent the Fourier trans-
form and inverse Fourier transform with respect to the variables u and ku,
respectively. The azimuth samples from each subarray are transformed into
the ku-domain, then the phase correction according to (4.16) is applied. The
IFFT operations are necessary to transform the phase corrected data back
into the u-domain for concatenation. The ﬁnal FFT is necessary to proceed
processing with the mono-static (i.e., conventional stripmap) equivalent data.
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Figure 4.7: Phase correction and concatenation of the DBF SAR Data with N = 3
using conventional FFT.
The above mentioned approach has the following disadvantages:
1. Since the azimuth pulse-to-pulse separation of each subarray is ∆ut (see
section 3.1.3.2) the azimuth spectrum after the FFT(u) on the individual
subarrays will be aliased and any phase correction (computed in the ku-
domain) will contain aliasing errors.
2. The phase correction and subsequent concatenation are at a relatively
high computational cost. A total of 2N FFTs each of length Naz and one
additional FFT on the concatenated data of length N ·Naz are required
for the calculations.
68
4.2 Algorithm for Azimuth Signal Compression
4.2.4.2 Modiﬁed FFT Kernel
An elegant algorithm overcoming the before mentioned disadvantages is ob-
tained by combining the phase correction and concatenation within the kernel
of the discrete Fourier transform (DFT) [77]. This is achieved by changing the
DFT kernel such that each DFT is computed as a superposition of lower order
DFTs, where each DFT corresponds to the sampled signals from each receiving
subarray. This approach is stated in [15] for reducing the memory and time
requirements necessary for FFT and IFFT operations7. A similar interpreta-
tion of the modiﬁed kernel is used in [40] to process SAR data. However, both
in [15] and [40] the dimension of the original data has to be increased in order
to apply the method, i.e., a 1D DFT code is converted into a 2D DFT code,
whereas for the DBF SAR case it is a useful method which can be applied
directly on the 3D data.
In the following the modiﬁcation of the FFT kernel will be derived. Starting
point is a general expression of the 1D Fourier transform of the function s(f, u)
deﬁned as [38]
S(f, ku) = F(u){s(f, u)} =
∞∫
−∞
s(f, u)e−jkuudu. (4.24)
The frequency variable f is not considered further, since the Fourier trans-
form is with respect to the variable u. Also the subscript b is dropped here to
avoid confusion. The equivalent discrete form of the above Fourier transform
applied on a discrete dataset s(p) with p = 0, 1, . . . P − 1 is deﬁned by
S(n) =
P−1∑
p=0
s(p)e−j
2π
P pn (4.25)
where S(n) is the discrete equivalent of the continuous signal S(ku). If FFT
codes are to be used for implementing the DFT, then it is preferable to have the
same number of samples for s(p) and S(n), which requires n = 0, 1, . . . P − 1.
Now factor P into two integers, such that P = Naz · N and split the input
7Although the deﬁnition of the DFT is used for deriving the modiﬁed kernel, however it is
assumed that the implementation involves the more eﬃcient FFT.
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and output vectors into 2D arrays:
s(p)→ s(q, l) , p = N · l + q
with l = 0, 1, . . .Naz − 1; q = 0, 1, . . . , N − 1 (4.26)
and
S(n)→ S(m, i) , n = Naz ·m + i
with m = 0, 1, . . . , N − 1; i = 0, 1, . . .Naz − 1 (4.27)
substituting (4.26) and (4.27) into (4.25) and rearranging
S(Naz ·m + i) =
N−1∑
q=0
e−j
2π
N·Naz (Naz·qm+qi)
Naz−1∑
l=0
s(q, l)e−j
2π
Naz
(Naz·lm+li) (4.28)
knowing that exp(−j2πlm) ≡ 1 simpliﬁes the above to
S(Naz ·m + i) =
N−1∑
q=0
e−j
2π
N qm
[
e−j
2π
N·Naz qi
Naz−1∑
l=0
s(q, l)e−j
2π
Naz
li
]
. (4.29)
The inner summation is immediately recognized as an Naz-point DFT of
s(q, l) with respect to l. The exponential term within the brackets corresponds
to a phase shift, and the outer summation is the N -point DFT of the term
inside the brackets with respect to the variable q. Because the phase shift
depends upon i it may only be applied after the Naz-point DFT; because it
depends on q it may only be applied before the N -point DFT.
To interpret (4.29) in terms of the DBF SAR signal it is rewritten in terms
of a low-order DFT:
Sq(i) = e−j
2π
N·Naz qi
Naz−1∑
l=0
s(N · l + q)e−j 2πNaz li
︸ ︷︷ ︸
DFT(l){s(q,l)}
(4.30)
and a high-order DFT:
S(n) = S(Naz ·m + i) =
N−1∑
q=0
Sq(i)e−j
2π
N qm
︸ ︷︷ ︸
DFT(q){Sq(i)}
. (4.31)
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The discrete variables q and l are now understood as representing the Rx
subarray and Tx antenna positions vn and ut, respectively. This way s(q, l)
can be considered as discrete samples of subarray q when the array is positioned
at l. The variable u is bounded by the length of the synthetic aperture, i.e.,
−L/2 ≤ u ≤ L/2 within this interval Naz samples are taken by each subarray.
For each transmitted pulse the received signal is sampled by N subarrays, which
gives a total of N ·Naz spatial samples (cf. section 3.3.1). The Naz samples of
each of the N subarray are combined through the DFTs into a 1D vector S(n)
equivalent to the signal S(f, ku) as given by (4.13).
For a ﬁxed q the vector s(N · l + q) represents the samples of one subarray
along the synthetic aperture domain l. Thus the DFT in (4.30) is equivalent to
the Fourier integral in (4.10) where the subarray’s position is considered as a
ﬁxed parameter vn. From (4.16) it is evident that the phase correction factor,
which, similar to the phase shift in (4.30) has the subarray vn as a parameter,
needs to be applied after the low-order DFT(l). The high-order DFT(q) in
(4.31) combines the individual low-order DFTs into the ﬁnal vector which is
the discrete form of the continuous Fourier transformation with respect to u.
Since the high-order DFT(q) is with respect to the subarray parameter q, the
phase correction has to be applied before this DFT.
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Figure 4.8: Phase correction and concatenation of the DBF SAR Data with N = 3
using modiﬁed FFT.
Figure 4.8 shows the procedure for computing the DFT according to (4.29).
The Fast Fourier Transform (FFT) is used to compute the individual DFTs.
Compared to the former method, which uses a conventional FFT kernel this
algorithms has the following advantages:
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1. The phase correction and the concatenation are combined within the FFT
kernel. This Fourier transformation is inherent to SAR image formation,
thus nearly no additional processing power is required.
2. The computational cost and memory requirement are reduced. A total of
N FFTs each of length Naz and Naz FFTs each of length N are required.
3. The sample separation of the data for the FFT(l) and FFT(v) are ∆ut
and ∆ur, respectively. In both cases the data is uniformly sampled.
4.3 Image Reconstruction
The aim of SAR image reconstruction is to determine the image function f(x, y)
based on the measured signals. At this point the available signal is the phase
corrected, concatenated, mono-static equivalent signal in the spatial-frequency
domain given by (4.14) and (4.15). With the following substitutions
kx =
√
4k2 − k2u (4.32)
ky = ku (4.33)
the signal is rewritten as
Sm(f, ku) = Ht(f)
∫∫
f(x, y)e−jkxx−jkyy
′
dx dy′ (4.34)
where y′ = y−αvn and dy′ = dy. The above integral is immediately recognized
as the Fourier integral of f(x, y) with respect to the spatial variables x and y′,
thus
Sm(f, ku) = Ht(f) · F (kx, ky) (4.35)
with
F (kx, ky) = F(x,y){f(x, y)}. (4.36)
Several procedures exist for obtaining the image function from the measured
SAR data. The method implemented here is the 2D Fourier matched ﬁltering
and spatial-frequency interpolation detailed in [92]. The image reconstruc-
tion mainly involves a baseband conversion via the slow-time reference func-
tion So(kx) = exp(jkxXc) and interpolation in the spatial-frequency domain
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(kx, ky), followed by a 2D inverse Fourier transform:
f(x, y) = F−1(x,y){S∗o(kx) ·Ht(f)F (kx, ky)}. (4.37)
Since the emphasis is on evaluating the principal performance of the sug-
gested DBF SAR processing techniques and to compare these with conven-
tional SAR systems, it is not desirable to include procedures such as secondary
range compression, chirp scaling or motion compensation [20, 56, 74, 92] in the
following reconstruction.
4.4 Simulator for Digital Beam-Forming SAR
Figure 4.9 shows a block diagram for the processing of DBF SAR data. The
signal received from each subarray (see 1 in Fig. 4.9) is converted into the
base-band (BB) and then range compressed in the frequency domain 2 . The
range compression (see section 2.6) is identical to the stripmap SAR, except,
that for the DBF case a parallel N -channel range compression is performed,
i.e., one channel for each subarray. In 3 the low-order FFT and the phase
correction are implemented, thus transforming the bi-static DBF data into the
equivalent mono-static form; the resultant signal corresponds to Sq(i) in (4.30).
The 3D data is then mapped into a 2D data array by the high-order FFT in
4 . The output of this FFT, given by S(n) in (4.31), is in the 2D form common
to stripmap SAR. After the mapping a single, high data rate channel remains.
Finally, azimuth compression involving matched ﬁltering and interpolation in
the spatial-frequency domain is performed and SAR image is obtained after a
2D inverse-FFT 5 .
The following diﬀerences are noted when comparing DBF SAR to conven-
tional stripmap processing:
1. Multi-channel processing is required since the received signal from each
subarray is range compressed;
2. Two additional processing blocks are added for phase correction and 3D
to 2D data space mapping; and
3. The spatial domain interpolation and azimuth compression is identical to
the respective stripmap case, but the data rate in the DBF case is higher.
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Figure 4.9: Block diagram of the DBF SAR image reconstruction simulator.
The procedure is illustrated for an exemplary system. It operates at 9.6GHz
and uses N = 5 subarrays to image an area of 84× 84m2 at a range of Xc =
4km with 8 point scatterers positioned on the ground. Simulated output signals
at the positions indicated by the numbers within the boxes in Fig. 4.9 are shown
separately in Figs. 4.10 to 4.12. Figures 4.10(a) and 4.10(b) show the raw SAR
input signal, and the signal after range compression, respectively, for one of
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the parallel channels. The magnitude of the signals are nearly identical for all
channels, however the bi-static conﬁguration results in diﬀerent phases of the
signals.
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(b) range compressed signal 2
Figure 4.10: Simulated SAR signal of one of the DBF channels.
Figure 4.11 illustrates the processing steps exclusive to DBF SAR. As ex-
pected the signal in Fig. 4.11(a) obtained after the low-order FFT is aliased as
seen by the extent of the azimuth spectrum along the ku axis. This is due to
the fact that the signals obtained by each subarray represent an undersampled
azimuth spectrum. It is only when the signals from all subarrays, i.e., channels
are combined through the high-order FFT that the resulting azimuth spectrum
will not be aliased. This resultant spectrum is shown in Fig. 4.11(b).
The reconstructed SAR image after the interpolation and the 2D IFFT is
shown in Fig. 4.12(a) together with the original scatterer distribution in the
imaged area Fig. 4.12(b). It should be noted that the two point scatterers in
the lower right quadrant are separated by the azimuth distance δyDBF corre-
sponding to the theoretical azimuth resolution of the DBF conﬁguration (see
section 3.1.6).
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(a) signal after low-order FFT 3
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(b) signal after high-order FFT 4
Figure 4.11: Simulated DBF SAR signal before and after concatenation.
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(a) reconstructed image 5
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Figure 4.12: Reconstructed DBF SAR image and the original positions of the point
scatterers.
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4.5 Veriﬁcation
This section uses the simulation tool described in the previous section to ver-
ify the DBF SAR processing algorithm. In addition the simulator is used to
conﬁrm the results derived in chapter 3 by comparing a DBF to a conventional
stripmap SAR system. Further, imaging by using pulse coded chirp waveform
is demonstrated.
4.5.1 Point Spread Function
A common function used to characterize the performance of SAR systems is the
point spread function (PSF). Several image quality parameters such as azimuth
and range resolution or side-lobe level can be extracted from the PSF. The PSF
is the 2D processed image of a normalized, i.e., σ0 = 1m2, point scatterer [74].
The simulated PSF exclude any noise contribution. In addition, no weighting
is introduced on the reference function, since the prime intention at this point
is to compare the PSF for various DBF system parameters settings. Weighting
or windowing functions are used in practice to reduce the side-lobe level while
sacriﬁcing resolution. Various windowing functions are given in [47].
Figure 4.13 shows the simulated PSFs for diﬀerent numbers of subarrays
and values of the parameter α of an X-band SAR. The point target is located
at the center of the imaged area (xn, yn) = (0, 0). The chirp bandwidth is
ﬁxed at Bw = 120MHz, which results in identical range proﬁle for all PSFs.
Comparing Fig. 4.13(a) to Fig. 4.13(b) shows the eﬀect of increasing the number
of subarrays. The main eﬀect is an increased azimuth resolution from δy =
0.49m to δy = 0.41m, manifested through a decreased main peak width. The
reason is that increasing N results in subarrays of smaller length and thus an
increased synthetic aperture length L as detailed in section 3.1.6. The inﬂuence
of the parameter α can be seen by comparing Fig. 4.13(b) to Fig. 4.13(d),
which shows an increase in the side-lobe level. Basically the phase correction
is represented by the exponential terms in (4.9), however the implementation
is in the spatial-frequency domain including all the approximations inherent to
the calculation of spatial-frequency phase correction factor (4.16), which is the
reason for the increased side-lobe level. Increasing the number of subarrays
while keeping α constant and α = 0.5 will also result in an increased cross-
77
4 Processing of DBF SAR Data and Veriﬁcation
−5
0
5
−5
0
5
0
0.2
0.4
0.6
0.8
1
range 
in m
cross−range in m
n
o
rm
al
iz
ed
 a
m
pl
itu
de
azimuth resolution
δy = 0.49m
(a) N = 5, α = 0.5
−5
0
5
−5
0
5
0
0.2
0.4
0.6
0.8
1
range 
in m
cross−range in m
n
o
rm
al
iz
ed
 a
m
pl
itu
de
azimuth resolution
δy = 0.41m
(b) N = 7, α = 0.5
−5
0
5
−5
0
5
0
0.2
0.4
0.6
0.8
1
range 
in m
cross−range in m
n
o
rm
al
iz
ed
 a
m
pl
itu
de
azimuth resolution
δy = 0.49m
(c) N = 5, α = 0.42
−5
0
5
−5
0
5
0
0.2
0.4
0.6
0.8
1
range 
in m
cross−range in m
n
o
rm
al
iz
ed
 a
m
pl
itu
de
azimuth resolution
δy = 0.41m
(d) N = 7, α = 0.42
Figure 4.13: Point spread function (PSF) of X-band DBF SAR system imaging an
area of 16× 16m2 at a range of Xc = 500m. The bandwidth is ﬁxed at
Bw = 120MHz.
range side-lobe level. This eﬀect can be seen when comparing Fig. 4.13(c)
to Fig. 4.13(d). In addition to the reasons mentioned above, this increase is
justiﬁed by the fact that increasing N will result in larger receive arrays, i.e.,
higher values of vn and consequently larger error due to the ﬁnite Taylor series
expansion in (4.6) and (4.7).
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4.5.2 Comparison to Stripmap SAR
In this section the performance of the DBF SAR system is compared to that of
a conventional stripmap SAR. The dimension of the antennas of both systems
are chosen such that the size of the imaged area is the same. In addition
an identical distribution of point scatterers is used in both simulations, thus
both systems “view” identical ground segments. The parameters used in the
simulation are given in Table 4.1, which shows that the bandwidth is ﬁxed for
both system. Both DBF SAR and stripmap SAR images are obtained through
the same basic reconstruction algorithm described earlier, with the additional
steps included for the DBF SAR.
Parameter Value
Common Parameters:
center frequency fc 9.6GHz
bandwidth Bw 100MHz
Tx/Rx antenna heights h 0.58m
imaged area X0 × Y0 84× 84m2
center range Xc 3 km
Stripmap SAR System:
antenna length lstrip 6.00m
DBF SAR System:
sampling parameter α 0.45
number of Rx subarrays N 5
Tx antenna length lts 3.0m
Rx subarray length lrs 2.26m
Table 4.1: Simulation parameters of the DBF and stripmap SAR systems.
The reconstructed images of the DBF and stripmap SAR systems are shown
in Fig. 4.14 and Fig. 4.15, respectively. The DBF system shows a higher az-
imuth (cross-range) resolution. As a result, distinct point scatterer constella-
tions falling within the same range gate but separated in cross-range can still
be distinguished in the DBF image, while being smeared in the stripmap im-
age. Since both systems operate at the same bandwidth the resultant range
resolution is identical in both images.
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Figure 4.14: Reconstructed image for the DBF SAR system of Table 4.1.
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Figure 4.15: Reconstructed image for the stripmap SAR system of Table 4.1.
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4.5.3 Pulse Coded Chirp Waveform SAR
Pulse coded chirp waveform techniques allow a substantial increase in the per-
formance of synthetic aperture radar as described in section 3.4. To demon-
strate this, the SAR simulation tool is adapted to dual chirp operation [93] and
used to process the example scenarios in Fig. 4.16(a). The radar operates at a
center frequency of 9.6GHz with a chirp bandwidth of 100MHz. The imaged
area of 100× 100m2 is centered at Xc = 3000m. The PRF is kept constant at
3MHz for all simulations8.
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(b) reconstruction for identical chirps
Figure 4.16: Simulation scenario and the resultant reconstructed image when using
two up-chirps occupying the same bandwidth.
To manifest the eﬀect of range ambiguities, ﬁrst a single chirp SAR system
is simulated. The processed image in Fig. 4.16(b) shows each point scatterer
at two range positions. From the image it is not possible to distinguish the
real (see Fig. 4.16(a)) from the ambiguous (ghost) point scatterers. The reason
is that a PRF of 3MHz results in an unambiguous range of 50m, while the
simulated swath width of 100m is twice this value.
Next two inverse, i.e., up and down-chirps occupying the same bandwidth
8The extremely high PRF is possible due to the small extent of the imaged area
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are used. The range compression matched ﬁlter is adapted to account for the
inverse chirp rates. The resulting image in Fig. 4.17(a) shows that the range
ambiguities are suppressed. However, a blurred spot appears at the previous
positions of the ghost scatterers. This is basically due to the poor value of the
cross-correlation, which appears smeared in range direction over the image.
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(b) adjacent frequency bands
Figure 4.17: Reconstructed image when using inverse chirps to suppress range ambi-
guities.
An additional suppression of range ambiguities is possible by using two chirps
occupying adjacent frequency bands. The chirp bandwidths and durations are
unchanged with respect to the previous examples. In addition to handling
two chirp rates, the processing algorithm must now be capable of handling the
diﬀerent frequency bands of the chirps. The reconstructed image in Fig. 4.17(b)
shows a good suppression of the range ambiguities.
The above simulations conﬁrm the theoretical results derived earlier for a dis-
tribution of point scatterers (permanent scatterers within a terrain). The eﬀect
of azimuth decorrelation due to the diﬀerent frequency bands is not included
in the simulation tool and needs to be further investigated by simulations with
real SAR data.
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For several imaging applications it is crucial to monitor the sectors in front
and behind the radar platform. Examples are navigation, detection of illicit
oil discharges and most military and law enforcement applications. As detailed
in chapter 2 imaging radar exploiting a synthetic aperture is not suitable for
such applications. In order to ﬁll these visualization gaps and complete the
existing imaging range of remote sensing radars, an antenna conﬁguration is
investigated which facilitates imaging either as top view (mapping mode) or
as forward/backward view. To achieve a geometric resolution perpendicular
to the ﬂight path an antenna array, i.e., a real aperture is used. In princi-
ple a real aperture radar does not require a platform movement for imaging.
To date, forward/backward imaging radars have been reported for example in
[69, 63, 65, 96] for uniform arrays and a single transmit antenna; radars with two
or more transmit antennas are given in [11, 54, 27, 1, 114]. A thorough spatial-
frequency domain treatment of uniform multi-dimensional transmit/receive an-
tenna arrays is found in [51]. In practice, the carrier platform (e.g., airplane)
neither permits the placement of an arbitrary high number of elements (subar-
rays) nor can the positions of these subarrays be chosen freely. The processing
algorithm developed in this work is adapted to handle an imposed number and
position of subarrays. On the other hand, several performance parameters (e.g.,
resolution, coverage and unambiguous angular segment) need to be deﬁned in
order to use the available degrees of freedom most eﬃciently.
The radar is assumed to be operated in the digital beam-forming conﬁgura-
tion explained earlier in section 2.1. The geometry investigated in section 5.1
is a special case derived from the general geometry of section 2.2. Starting
point for the angular compression algorithm developed in section 5.2 is the
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raw data signal (c.f. section 2.4 ) after range compression (c.f. section 2.6).
This, for the ﬁrst time, includes a comprehensive mathematical treatment for
real aperture imaging radar using multiple transmit antennas. Depending on
the antenna conﬁguration and the imaged area an additional near ﬁeld cor-
rection could become necessary, which is investigated in detail in section 5.3.
In addition, the antenna placement should be such as to prevent angular am-
biguities; section 5.4 gives a novel investigation of this issue for non-uniform
element placement. The operation and advantage from utilizing pulse coded
chirp waveforms is described in section 5.5. In order to understand the basic
parameter dependencies, the special case of a uniform linear array is treated
in section 5.6, which results in compact expressions for the compressed signal,
where the inﬂuence of system parameters can directly be related to the perfor-
mance. Finally a MATLAB c© based simulator is presented in section 5.7 which
implements the described reconstruction algorithm. Example scenarios are in-
put to the simulation tool in order to verify the analytical results obtained in
this chapter.
5.1 Basic Geometry
In the following the basic geometry is reviewed in order to obtain expressions
for the path lengths used later when deriving the signal model. Figure 5.1
shows the antenna conﬁguration, which consists of M transmit and N receive
subarrays.
Consider the distance transmitter–scatterer and scatterer–receiver. Express-
ing the positions of the Tx and Rx subarrays in Cartesian coordinates by
xt = xteˆx + yteˆy + zteˆz and xr = xreˆx + yreˆy + zreˆz, respectively; and the
point xn in spherical coordinates
xn = rn sinϑn cosψn
yn = rn sinϑn sinψn (5.1)
zn = rn cosϑn.
the round-trip path length to a point scatterer at (xn, yn, zn) is given by the
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sum of the distances
R2Tx = (xn − xt)2 + (yn − yt)2 + (zn − zt)2
= r2n sin
2 ϑn cos2 ψn − 2xtrn sinϑn cosψn + x2t
+r2n sin
2 ϑn sin2 ψn − 2ytrn sinϑn sinψn + y2t
+r2n cos
2 ϑn − 2ztrn cosϑn + z2t
= r2n − 2xtrn sinϑn cosψn − 2ytrn sinϑn sinψn − 2ztrn cosϑn
+x2t + y
2
t + z
2
t (5.2)
and
R2Rx = (xn − xr)2 + (yn − yr)2 + (zn − zr)2
= r2n − 2xrrn sinϑn cosψn − 2yrrn sinϑn sinψn − 2zrrn cosϑn
+x2r + y
2
r + z
2
r (5.3)
respectively.
xn
RRx
RTx
x
y
z
zn
yn
Rx1
rn
ψn
imaged area
(Xc, Yc)
Rx2
RxN
TxM
Tx1
nϑ
scatterer
Figure 5.1: General geometric conﬁguration of the Tx and Rx subarrays showing the
path lengths RTx and RRx to a point scatterer at (xn, yn, zn).
Throughout this chapter the distance rn will be assumed much larger than
the spacing between the subarrays, i.e., rn  |xt|, |xr|. The assumption is
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justiﬁed when the Tx and Rx subarrays are mounted on a single platform
with a maximum extension small compared to the distance to the imaged area.
Using Newtons binomial series [45]
√
1− ν =
∞∑
p=0
(1
2
p
)
(−ν)p = 1− 1
2
ν − 1
8
ν2 − 1
16
ν3 − . . . for |ν| ≤ 1 (5.4)
to approximate RTx from its square value in (5.2) gives
RTx ≈ R˜Tx = rn − xt sinϑn cosψn − yt sinϑn sinψn − zt cosϑn
+
x2t + y2t + z2t
2rn
. (5.5)
Similarly, the receive path (5.3) is approximated to
RRx ≈ R˜Tx = rn − xr sinϑn cosψn − yr sinϑn sinψn − zr cosϑn
+
x2r + y
2
r + z
2
r
2rn
. (5.6)
The total path R˜Tx + R˜Rx then evaluates to
R˜Tx + R˜Rx = 2rn + (x2t + x
2
r + y
2
t + y
2
r + z
2
t + z
2
r )/2rn
− (xt + xr) sinϑn cosψn − (yt + yr) sinϑn sinψn
− (zt + zr) cosϑn. (5.7)
The above approximation will be used throughout this chapter for determin-
ing the total path length transmitter–scatterer–receiver.
5.2 Angular Compression
After range compression (see section 2.6) the distance transmitter–scatterer–
receiver is known for each scatterer and Tx/Rx combination. However, all
scatterers with equal distances RTxi + RRxj will appear within one range res-
olution cell, independently of their angular position. It is the purpose of the
angular (i.e., azimuth and elevation) compression to separate the scatterers
86
5.2 Angular Compression
according to their angular position. This is done by focusing the array on each
angular position.
In the following, the range compressed received signal due to one unit point
scatterer (i.e., f(xn) = 1) as given in section 2.6 will be considered. The
respective expression (2.13) is repeated here for convenience
frc(τ,xti,xrj ,xn) = e−j
2π
λ (RTxi+RRxj)e+j2πkeTp(τ−τn)·
sin
(
2πke(Tp|τ − τn| − (τ − τn)2)
)
2πke|τ − τn| rect
[ |τ − τn|
Tp
]
. (5.8)
Assuming only a single point scatterer is no restriction to the generality of the
developed mathematical models, since the received signal is a linear weighted
sum over all point scatterers (see section 2.4). The angular compression (fo-
cusing) to certain direction is performed by multiplying each received signal
by the complex conjugate of the predicted (calculated) signal from that direc-
tion and then summing up over all Tx/Rx combinations. This is equivalent to
evaluating the double-summation of the optimum focusing given in section 2.5.
Considering only the ﬁrst exponential term in (5.8) which is the only term
with a direct dependency on the angular position, the angular compressed sig-
nal f ′ac(.) focused to an arbitrary azimuth and elevation angle pair ψ0 and ϑ0,
respectively, is given by
f ′ac(xn) =
M∑
i=1
N∑
j=1
e−j
2π
λ (RTxi+RRxj)
[
e−j
2π
λ Kac(ψ0,ϑ0)
]∗
. (5.9)
The second exponential term in the above expression is known as the focusing
kernel. The exponent Kac(ψ0, ϑ0) of the kernel is set by the focusing algorithm
and, in general depends on xt and xr, the angles ψ0 and ϑ0, as well as the
distance r. To focus on a point at (rn, ϑn, ψn) the value of Kac(ψ0, ϑ0) should
be an estimate of the distance RTxi + RRxj to that point. If Kac(ψ0, ϑ0) =
RTxi + RRxj all the exponents within the summation cancel out and f ′ac(.)
becomes equal to NM .
In practice, only an approximation of RTxi + RRxj can be determined, its
accuracy depending mainly on the range resolution. A compact expression for
the angular compressed signal is found if the approximation (5.7) is used and
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Kac(ψ0, ϑ0) set equal to
Kac(ψ0, ϑ0) = (x2t + x
2
r + y
2
t + y
2
r + z
2
t + z
2
r )/2r˜
− (xt + xr) sinϑ0 cosψ0 − (yt + yr) sinϑ0 sinψ0
− (zt + zr) cosϑ0. (5.10)
It should be noted, that the position of the Tx and Rx subarrays xt and xr
are known. Using the above approximations the compressed signal focused to
the angular coordinates ϑ0 and ψ0 is1
f ′ac(xn) ≈
M,N∑
i,j
e−j
2π
λ (R˜Txi+R˜Rxj)
[
e−j
2π
λ Kac(ψ0,ϑ0)
]∗
≈ e−j 2πλ 2rn
M,N∑
i,j
[
e−j
2π
λ (|xti|2+|xrj |2)( 12rn− 12r˜ )·
e+j
2π
λ (xti+xrj)(sinϑn cosψn−sinϑ0 cosψ0)·
e+j
2π
λ (yti+yrj)(sinϑn sinψn−sinϑ0 sinψ0)·
e+j
2π
λ (zti+zrj)(cosϑn−cosϑ0)
]
. (5.11)
The distance rn can be assumed constant within one range cell, thus the
only contribution of the exponential term outside the summation is a constant
phase, which is of no signiﬁcance to the angular compression. The ﬁrst ex-
ponential inside the summation e−j
2π
λ (|xti|2+|xrj |2)( 12rn−
1
2r˜ ) represents the near
ﬁeld inﬂuence term; section 5.3 deals with the inﬂuence and relevance of this
term.
To summarize, the expression in (5.11) represents the angular focused signal
for the echo received from one point scatterer. All terms related to xt and
xr (e.g., M , N , or xti) are a priory known, since the subarrays’ locations are
known. All terms related to the angles ϑn and ψn are unknown, since they
involve the unknown scatterer position. The scatterer’s range rn is approxi-
mately known after range compression. All terms related to the focusing kernel,
1The expression for the ﬁrst exponential is an approximation because the exact value of
RTxi + RRxj in (5.9) is replaced by the approximation R˜Txi + R˜Rxj . The measured
signals, however, are exact because physics does not involve any approximation.
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i.e., the range r˜, and the angles ϑ0 and ψ0 are determined a priory through the
focusing algorithm. They can be interpreted as the “looking direction” of the
focusing algorithm.
5.3 The Near Field Correction
The expression (5.11) for the azimuth compressed signal includes the near ﬁeld
inﬂuence term. This term is not directly related to the azimuth compression
(focusing), though it may need to be accounted for to avoid a defocusing of the
image. The near ﬁeld term results from including the quadratic terms of the
binomial series expansion in (5.5). This section deals with two questions:
• What is the degradation in image quality due to the near ﬁeld inﬂuence?
• When is it necessary to include a near ﬁeld correction in the processing?
The near ﬁeld inﬂuence term is given by the ﬁrst exponential within the
summation in (5.11). When focusing to a point xn, the angles ϑn and ψn
are set equal to ϑ0 and ψ0, respectively, thus reducing all focusing exponential
terms in (5.11) to unity. The only term remaining is
eNF(xti,xrj) =
M,N∑
i,j
e−j
2π
λ (|xti|2+|xrj |2) 12rn · e+j 2πλ (|xti|2+|xrj |2) 12r˜ . (5.12)
The complex valued near ﬁeld inﬂuence term eNF thus represents the devi-
ation from the ideal value that would be obtained for a “perfectly” focused
signal. The ﬁrst exponential represents the phase error due to each Tx/Rx
antenna position; the second exponential represents the phase correction set
by the focusing algorithm to compensate the phase error. The phase error
—and consequently also the phase correction— depends on the scatterers po-
sition through the a priory unknown range rn. It should be noted that the
inﬂuence term is a measure of the combined near ﬁeld phase error from all Tx
and Rx elements. In this sense the approach used here is diﬀerent from other
methods [96, 52], which use the maximum phase error for a single (worst case)
receive–transmit combination as an evaluation criterion.
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The near ﬁeld correction term is a function of the (known) Tx and Rx el-
ements positions xti,xrj , the distance rn, and the estimation of this distance
r˜. It is for this distance approximation that the near ﬁeld correction can’t be
evaluated exactly, since the estimation accuracy of r˜ depends primarily on the
range resolution2. In the ideal case r˜ = rn and the near ﬁeld inﬂuence term is
equal to MN , i.e., with no inﬂuence on the focusing. In practice r˜ = rn, and
r˜ is rather written as r˜ = rn + ∆r where ∆r represents the deviation (error)
from the exact range and is assumed independent of xti and xrj . Inserting into
(5.12) gives
eNF(xti,xrj) ≈
M∑
i
e
−j 2πλ
|xti|2∆r
r2n
N∑
j
e
−j 2πλ
|xrj |2∆r
r2n (5.13)
where some simpliﬁcations have been introduced assuming that r˜ is a “good”
estimate for rn, i.e., ∆r  rn. In the above expression the contributions of
the Tx and Rx arrays to the inﬂuence term have been separated through the
two summations. Since the two summations are interchangeable it is suﬃcient
to analyze only the ﬁrst (transmit array) and later adopt the results to both
summations. It should be noted that the expression for eNF when no near ﬁeld
correction is performed is obtained by setting 1/2r˜ = 0 in (5.12) or equivalently
in (5.13) through
∆r =
rn
2
. (5.14)
The summation of the exponentials in (5.13) can be represented by a vector
sum of M phasors each of unit amplitude and a phase shift (direction) propor-
tional to ∆r and the square of the distance from the origin to the respective Tx
element |xti|2. The phase shift represents the angle of the phase with respect
to the horizontal. Two extreme cases are recognized:
No near ﬁeld inﬂuence (best case): all phasors have the same phase (di-
rection), then the phase of the sum vector will still be the same but its
length equal to M (see Fig. 5.2(a)). This is the case if all transmitters
are placed on a circle of radius |xt| = |xti| centered at the origin (see
Fig. 5.2(b)). The only eﬀect of the near ﬁeld inﬂuence term would be to
2It is obvious that the measured distance RTxi + RRx,j is, in general, not equal to the
distance rn to the center of the coordinate system. It is rather necessary to calculate r˜
by triangulation using the known positions of the antenna elements.
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shift the phase of the focused signal, which does not result in any image
degradation.
∠eNF
(a) phasor diagram
y
x
|xt|
Tx1
Tx2
Tx3
Tx4 Tx5
(b) antenna placement
Figure 5.2: Phasor diagram and antenna location for best case.
Maximum near ﬁeld inﬂuence (worst case): the phase (direction) of the
phasors is such that the length of the sum vector is equal to zero (see
Fig. 5.3(a)). This requires the transmitters to be positioned at diﬀerent
distances from the origin (see Fig. 5.3(b)). In this case the resultant signal
is completely unfocused and its energy spread throughout the image.
∠eNF5
∠eNF2
∠eNF3
∠eNF4
(a) phasor diagram
y
x|xt5| |xt3|
Tx1
Tx2
Tx3
Tx4
Tx5
(b) antenna placement
Figure 5.3: Phasor diagram and antenna location for worst case.
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From the above two cases it is concluded that the total resultant phase
∠eNF does not result in any defocusing of the image, however it is crucial to
consider the amplitude |eNF| which depends on the individual phases ∠eNFi.
The amount of defocusing depends on the location of the Tx antenna elements.
As mentioned earlier, the identical argumentation is also true for the Rx array.
∠eNF1
∠eNF1
∠eNF1
∠eNF1
∠eNF1
(a) phasor diagram
y
x4rt 3rt 2rt rt
Tx1
Tx2
Tx3
Tx4
Tx5
(b) antenna placement
Figure 5.4: Phasor diagram and antenna location for transmitters located on concen-
tric circles centered at the origin.
A pessimistic (and realistic) measure for the amount of defocusing can be
obtained if a progressive but constant phase shift is assumed for each phasor
as shown in Fig. 5.4(a). This corresponds to transmitters and receivers located
on concentric spheres about the origin such that the radii of the spheres are
|xti|=irt , i = 1, . . . ,M (5.15)
|xrj |=jrr , j = 1, . . . , N (5.16)
where rt and rr are positive constants (see Fig. 5.4(b)). When inserting the
above into (5.13) the near ﬁeld inﬂuence can be expressed in a closed form:
eNF(rt, rr) =
sin
(
Mπ
λ
r2t∆r
r2n
)
sin
(
π
λ
r2t∆r
r2n
) sin
(
Nπ
λ
r2r∆r
r2n
)
sin
(
π
λ
r2r∆r
r2n
) e−j πλ (M+1)r2t ∆rr2n −j πλ (N+1)r2r ∆rr2n .
(5.17)
As mentioned earlier only the amplitude of the above near ﬁeld inﬂuence term
is relevant for the defocusing. Ideally |eNF(rt, rr)| = max{|eNF(rt, rr)|} = MN
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which is equivalent to no defocusing (best case). For a required lower bound
on |eNF(rt, rr)| it is possible to solve (5.17) numerically. A closed form for the
maximum allowed extent of the Tx and Rx arrays can, however, be obtained
by requiring that
Mrt = max{|xt|} ≤ Rnear
√
γMλ
|∆r| (5.18)
Nrr = max{|xr|} ≤ Rnear
√
γNλ
|∆r| (5.19)
where the value of γ  1 determines the maximum error, and Mrt and Nrr are
the radii of the spheres containing the Tx and Rx arrays, respectively. Worst
case has been assumed by setting rn = min{|rn|} = Rnear. For example, a total
defocusing of less than 1% requires a value of γ ≤ 0.055.
The corresponding expression for the allowed upper array extent without
near ﬁeld correction is obtained by inserting (5.14) into (5.18) and (5.19) giving
Mrt = max{|xt|} ≤
√
2RnearγMλ (5.20)
Nrr = max{|xr|} ≤
√
2RnearγNλ (5.21)
As an example, the percentage defocusing (MN−|eNF|)/MN ·100% is calcu-
lated as a function of the array extent 2Mrr for identical transmit and receive
arrays |xti| = |xrj | , ∀i, j. The example system operates at 9.6GHz and uses
M = N = 10 Tx and Rx antenna elements to image a point scatterer at
rn = Rnear = 1km. Two cases are distinguished:
With near ﬁeld correction: as shown in Fig. 5.5(a) the percentage defocus-
ing increases when increasing the extent of the arrays, although the near
ﬁeld correction is included in the processing. For ∆r = 3m, the 1% er-
ror bound is obtained by substituting the value of γ = 0.055 into (5.18)
which results in 2Mrt = 151m as marked on the curve.
Without near ﬁeld correction: the percentage defocusing without near
ﬁeld correction is plotted in Fig. 5.5(b). A 100% defocusing corresponds
to the worst case detailed earlier in this section. In general, it is obvious
that for this example system, the defocusing is signiﬁcantly higher for the
case of no near ﬁeld correction than with correction.
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Figure 5.5: Percentage defocusing due to the near ﬁeld inﬂuence as a function of the
maximum array extent, for λ = 3.1 cm, M = N = 10, and Rnear = 1km,
assuming identical transmit/receive arrays |xti| = |xrj | , ∀i, j.
5.3.1 Summary on Near Field Corrections
To summarize, it is concluded that the near ﬁeld correction substantially re-
duces the defocusing of the image. For reasonable values of the range deviation
∆r the maximum allowable array extent for a given defocusing is always higher
for the case of near ﬁeld correction. The near ﬁeld inﬂuence leads to contra-
dicting requirements on the array extent, since large element spacing and thus
large array extent is favorable for a high resolution but on the other hand
produces a larger near ﬁeld inﬂuence. However, for imaged areas that are
far away from the radar, i.e., large Rnear, the defocusing can get insigniﬁcant
even without near ﬁeld correction. It should be noted that for the case of no
near ﬁeld correction the defocusing becomes independent of the range accuracy
∆r, which is the critical parameter for the accuracy of the correction. In sec-
tion 5.8.3 simulation examples will be given to validate the results obtained in
this section.
94
5.4 General Condition for the Occurrence of Angular Ambiguities
5.4 General Condition for the Occurrence of
Angular Ambiguities
In the general case, the Tx and Rx antennas of a real aperture radar can’t be
placed along a line with constant spacings. But instead, their positions will be
dictated by the carrier platform. Since the performance of the imaging system
is mostly determined by the antennas’ positions, it is necessary to consider
the antenna placement in detail. Due to the real aperture imaging it is known
that a larger element spacing improves the angular resolution. However, on
the other hand spacings greater than λ/2 can result in angular ambiguities
[88, 67]. In this section the condition for the occurrence of angular ambiguities
for non-uniform multi-Tx/Rx antennas of arbitrary radiation pattern will be
derived. The condition will than be simpliﬁed to obtain a closed expression for
the position of angular ambiguities as a function of the antenna conﬁguration.
An ambiguity occurs if-and-only-if two (or more) plane waves impinging on
the array from diﬀerent directions result in identical signals for all receive
elements. For a multi-Tx/Rx antenna system this condition must be true
independent of the Tx antenna being the source of the scattered wave. In
the case of a radar detecting point targets, ambiguities mean that it is not
possible to uniquely determine the direction of the target. For an imaging
radar ambiguities, on the other hand, mean that certain structures within the
imaged area will appear at multiple positions within the image or even that
structures from outside the imaged area may be mapped into the image [96].
In all cases angular ambiguities are not desirable and should be avoided.
Starting point is the range compressed echoed signal for the Rx element j
at xrj due to a transmitted signal by transmitter i at xtj as given by (5.8).
All terms related to the time delay variable τ can be neglected since they
have no inﬂuence on the angular ambiguities. Rewriting the expression while
additionally including the weighting introduced through the radiation patterns
gives
frc(xti,xrj ,xn) = CTxi(ψ′n, ϑ
′
n)CRxj(ψ
′
n, ϑ
′
n) · e−j
2π
λ (RTxi+RRxj). (5.22)
where CTxi(ψ′n, ϑ′n) and CRxj(ψ′n, ϑ′n) are the radiation patterns associated with
the transmit and receive antennas respectively. The angular focusing kernel
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(cf. section 5.2) is not included in the above expression, since the occurrence
of an ambiguity is independent of the focusing angles3 (ψ0, ϑ0). Equivalently,
the ambiguities can be understood as grating lobes known from antenna array
technique [6, 67, 126], in this case (5.22) represents the signal of one element
of the array and the grating lobes are identiﬁed through the array factor. This
involves a weighting vector applied on the elements to steer the array to the
angles (ψn, ϑn).
Using the approximation (5.7) for the distance terms and neglecting the near
ﬁeld and constant phase terms gives
frc(xti,xrj ,xn) =CTxi(ψ′n, ϑ
′
n)CRxj(ψ
′
n, ϑ
′
n) · e+j
2π
λ (xti+xrj) sinϑn cosψn
· e+j 2πλ (yti+yrj) sinϑn sinψn · ej 2πλ (zti+zrj) cosϑn . (5.23)
It is seen that in the above expression the coordinates of the transmitter
and receiver always appear as a sum in the phase term, whereas the radiation
patterns appear as a product in the amplitude term. Without restriction of
generality the following substitution can now be introduced
xl = xti + xrj (5.24)
Cl(ψn, ϑn) = CTxi(ψ′n, ϑ
′
n) · CRxj(ψ′n, ϑ′n) (5.25)
fl = frc(xti,xrj ,xn) (5.26)
where l = 1, . . . ,MN .
The substitution can be interpreted as a replacement of the real Tx/Rx
antennas by a single isotropic transmitter positioned at the center of the coor-
dinate system and a total of NM virtual receivers positioned at xti + xrj . A
detailed treatment of the concept of virtual receivers and their mathematical
description is given in [52]. Note that after the substitution the point scatterer
position xn is no longer explicitly included in the expression of the receive
signal. Substitution (5.24) to (5.26) into (5.23) gives
fl = Cl(ψn, ϑn) · e+j 2πλ xl sinϑn cosψn · e+j 2πλ yl sinϑn sinψn · ej 2πλ zl cosϑn . (5.27)
Now consider a second point scatterer within the same range gate but po-
sitioned at xn,amb = (rn, ψamb, ϑamb). Proceeding through the same steps as
3This is true because an imaging radar focuses to each point within the imaged area. The
occurrence of angular ambiguities is thus related to the total extent of this area.
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before gives
fl,amb =Cl(ψamb, ϑamb) · e+j 2πλ xl sinϑamb cosψamb·
e+j
2π
λ yl sinϑamb sinψamb · ej 2πλ zl cosϑamb . (5.28)
The aim is to determine the existence and values of ambiguous angles
(ψamb, ϑamb). The conditions for the existence of an ambiguity can be stated
as follows
1. Phase Condition: the phase diﬀerences between any two antennas are
identical, modulo an integer multiple of 2π
∠fl − ∠fl+1 != ∠fl,amb − ∠fl+1,amb + ml · 2π (5.29)
where ml ∈ Z; l = 1, . . . ,MN − 1.
2. Amplitude Condition: the amplitude of the received signals should be
identical for both point scatterers, excluding a constant factor which is
due to a possible diﬀerence in distance and independent of the receive
element
|fl|
|fl+1|
!=
|fl,amb|
|fl+1,amb| (5.30)
where |fl|, |fl,amb| = 0 ∀ l = 2, . . . ,MN − 1.
The phase condition is related to the exponential terms and thus to the angle
of incidence. The amplitude condition is related to the —angle dependent—
weighting imposed by the radiation pattern of the individual antenna elements.
Combining conditions 1. and 2. is equivalent to the requirement of equal
complex ratios of the received signals
fl
fl+1
!=
fl,amb
fl+1,amb
. (5.31)
The above gives a general condition for the occurrence of an ambiguity, i.e.,
the angles ψn = ψamb and ϑn = ϑamb are ambiguous if for a given array
conﬁguration the receive signals satisfy (5.31). It should be noted that the
azimuth ambiguity condition is not a function of range rn, which can easily
97
5 Multi-Transmit/Receive Real Aperture Radar
be veriﬁed by inserting (5.27) and (5.28) into (5.31). For an array of isotropic
elements a front-back ambiguity exists, i.e., ψamb = 180o− ψn , ∀ ψn which is
independent of the array conﬁguration.
5.4.1 Azimuth Ambiguities
At this point the ambiguities relevant for a forward radar are investigated. The
general condition derived in the previous section does not separate azimuth
angle from elevation angle ambiguities. Actually, satisfying (5.31) means that
there exist two combination of angles (ψn, ψn) and (ψamb, ψamb) such that two
plane waves arriving from these directions can’t be diﬀerentiated. For a for-
ward radar the range rn is known after chirp compression. In addition the
elevation angle ϑn of a point scatterer is uniquely deﬁned through the range
rn, the platform height4 |zn| and the azimuth angle ψn (see Fig. 5.1). For a
ﬂat earth the intersection of the plane z = −zn = constant with the constant
range spheres results in circles which are uniquely deﬁned for scatterers within
the half space xn > 0. This means, that the range is unique and the same is
true for the elevation angle. As a consequence it is only necessary to consider
azimuth ambiguities, i.e., with respect to the angle ψ and thus only the ﬁrst two
exponential terms in (5.27) and (5.28) need to be regarded. A further simpli-
ﬁcation results by solving the ambiguity condition for the x and y coordinates
independently. This is not a restriction to the generality of the solution, since
it is still necessary to simultaneously fulﬁll both conditions for an ambiguity
to occur. In addition to enabling a simpler mathematical handling, this gives
a worst case condition since the antenna conﬁguration can be selected so as to
avoid ambiguities along both eˆx and eˆy directions.
Inserting (5.27) and (5.28) into (5.31) and considering only azimuth ambi-
guities for the antenna elements along eˆy gives
Cl(ψn)
Cl+1(ψn)
e+j
2π
λ (yl−yl+1) sinϑn sinψn !=
Cl(ψamb)
Cl+1(ψamb)
e+j
2π
λ (yl−yl+1) sinϑn sinψamb .
(5.32)
An array consisting of single elements of diﬀerent radiation patterns will
4For ﬂat earth all scatterers are concentrated on the xy-plane and the platform height above
ground is given by |zn|.
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have an unambiguous angular segment larger than the corresponding array of
identical elements. According to (5.32) this is because in addition to the phase
condition (given by the exponential terms) the amplitude condition has to be
satisﬁed. A closed expression for the angular ambiguity can only be obtained
assuming identical radiation patterns, i.e., C1(ψ) = C2(ψ) = . . . = CNM (ψ).
Then (5.32) further simpliﬁes to
e−j
2π
λ ∆yl sinϑn sinψn = e−j
2π
λ ∆yl sinϑn sinψamb , l = 1, . . . ,MN − 1
⇒ ∆yl
λ
(sinψn − sinψamb) sinϑn = ml , ml ∈ Z (5.33)
where the spacings between the antenna elements have been written as
∆yl = yl+1 − yl , l = 1, . . . ,MN − 1. (5.34)
It should be noted that for a linear uniform array, i.e., ∆yl = ∆y the condi-
tion (5.33) simpliﬁes to the well known form for the occurrence of grating lobes
in phased arrays [88]5.
Considering only forward and no backward operation of the radar will limit
the angular segment to −π/2 ≤ ψn ≤ π/2; in addition it will be required that
−π/2 ≤ ψamb ≤ ψn. This way, the sin-function in (5.33) are monotone and the
smallest values of the integers |ml| will determine the ambiguity angle ψamb
nearest to the focusing angle ψn. An ambiguity is found by determining the
integers m1, . . . ,mMN−1 which together with the spacings ∆y1, . . .∆yMN−1
result in the same value for ψamb.
The normalized spacing between the elements is written as the ratio of rela-
tive prime integer numbers
∆yl
λ
=
al
bl
, al, bl ∈ Z; relative prime; bl = 0. (5.35)
In addition
(sinψn − sinψamb) sinϑn = c
d
, c, d ∈ Z; relative prime; d = 0. (5.36)
5However, the treatment of uniform arrays in section 5.6 is more general than in [88] since
it allows the Tx element spacing to be diﬀerent from the Rx element spacing.
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Presuming rational integers does not impose any practical restriction on the
quantities to the left of the equal sign in (5.35) and (5.36). Substituting into
(5.33) and rearranging gives
c
bl
· al
d
= ml , ml ∈ Z; l = 1, . . . ,MN − 1. (5.37)
Since al/bl and c/d are both relatively prime, each of the two fractions in the
above expression must result in an integer to satisfy (5.37). The approach is
to determine the smallest values for the two fractions.
First fraction:
c
bl
!∈ Z; l = 1, . . . ,MN − 1 (5.38)
It is obvious that c has to be a common multiple of b1, . . . , bMN−1. The
smallest value for the fraction is given by the smallest possible c. Hence,
c is the least common multiple (LCM ) of b1, . . . , bMN−1.
Second fraction:
al
d
!∈ Z; l = 1, . . . ,MN − 1 (5.39)
Here d should be a common divisor of a1, . . . , aMN−1. The smallest value
for the fraction is given by the greatest value for d. Hence, d is the
greatest common divisor (GCD) of a1, . . . , aMN−1.
Substituting for c and d into (5.36) results in the ﬁnal expression for the
ambiguous angle
ψamb = arcsin
(
sinψn − LCM {b1, . . . , bMN−1}GCD {a1, . . . , aMN−1}
1
sinϑn
)
. (5.40)
The above expression can be used to determine the dependencies of the
azimuth ambiguity on the angles ψn and ϑn for a given array conﬁguration.
As would be expected, the ambiguity angle is a function of all the spacings
between the elements and not just the smallest spacing between two elements
in the array.
This is demonstrated in Fig. 5.6, which shows the azimuth angle of the
ﬁrst order ambiguity ψamb,ν=1 for a non-uniform array of 6 elements. For a
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ﬁxed elevation angle ϑn it is seen that the ambiguity “follows” the azimuth
angle ψn, and disappears (i.e., ψamb,ν=1 = −90 ◦) for larger negative values of
ψn. The plot also suggests that the azimuth ambiguity angle depends on the
elevation angle. The area bounded by the azimuth and elevation angles for
which ψamb,ν=1 = −90 ◦ is free of azimuth ambiguities.
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Figure 5.6: Angle of ﬁrst order ambiguity ψamb,ν=1 as a function of azimuth and
elevation angles ψn and ϑn, respectively. The spacings between the 6
elements of the linear array are given by ∆yl = 4λ, 8λ, 8λ, 12λ, 16λ.
5.4.2 Application of Ambiguity Condition
Expression (5.40) is used to calculate the ambiguous angle ψamb for a given
non-uniform array. It should be noted that a set of values for ∆yl resulting in
sinψamb > 1 corresponds to an ambiguous free antenna conﬁguration. How-
ever, it turns out that such conﬁgurations most often result in high side-lobe
levels and are thus of no practical use.
Consider a linear non-uniform array of MN = 6 elements positioned on the
y-axis at yl = 0λ, 2λ, 4λ, 7λ, 10λ, 14λ. The position of a point scatterer is given
by ψn = 20 ◦ and ϑn = 90 ◦. Using (5.40), the angle of the ambiguity is found to
be at ψamb = −41 ◦ in accordance with the plot of the array factor in Fig. 5.7.
Note that the smallest spacing min{∆yl} = 2λ would result in an ambiguity
at ψamb = −9 ◦, which as seen in Fig. 5.8(a) is much closer to ψn than for
the non-uniform array. For comparison Fig. 5.8(b) shows the array factor of
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a uniform array having the same number of elements MN = 6 and the same
array span ymax − ymin = 14λ as the non-uniform array. Both array factors
have a main beam width (azimuth resolution) of 3.4 ◦ but the ambiguity of
the uniform array is at ψamb = −1 ◦ which is considerably worse than for the
non-uniform array.
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Figure 5.7: Array factor of a non-uniform array consisting of MN = 6 elements posi-
tioned at yl = 0λ, 2λ, 4λ, 7λ, 10λ, 14λ. The array is scanned to ψn = 20
◦.
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(a) min{∆yl} = 2λ, ymax − ymin = 10λ
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(b) min{∆yl} = 2.8λ, ymax−ymin = 14λ
Figure 5.8: Array factor of two uniform arrays consisting of NM = 6 elements, to be
compared with the non-uniform conﬁguration (cf. Fig. 5.7).
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5.5 Multi-Tx/Rx Radar with Pulse Coded
Chirp Waveforms
Pulse coded chirp operation is also possible when using real aperture radar.
Using only one waveform would require a sequential operation of the trans-
mitters, i.e., only one transmitter can be active at any time (see section 2.1).
By using up and down-chirp waveforms at various start frequencies it is pos-
sible to simultaneously transmitting two (or more) uncorrelated chirps and
hence increase the frame rate fframe or equivalently reduce the measurement
time. The received signals are still processed simultaneously as required by
digital beam-forming; but now the echo due to two transmitted chirps is re-
ceived simultaneously. It is only through the range compression (as detailed
in section 2.6) that the two signals are separated. The basic principle for an-
gular compression (see section 5.2) remains the same. If uncorrelated chirp
waveforms are used, then processing for one speciﬁc waveform will suppress all
other waveforms and, ideally the output is identical to that of a single chirp.
Since the radar is an imaging radar, the quality criteria derived in section 3.4
can be used to determine the amount of suppression for diﬀerent chirp wave-
forms. Digital beam-forming provides an additional advantage, since the data
processing mainly involves adapting the focusing reference functions for the
diﬀerent transmit chirp parameters. In section 5.8.4 simulations will be used
to demonstrate the performance of a coded chirp waveform radar.
5.6 Special Case of Linear Uniformly Spaced
Arrays
In this section the special case of linear, uniformly spaced Tx/Rx subarrays
will be investigated. Although this restricts the general formulation derived
earlier, the simple analytic form of the results gives valuable insight, which is
also applicable within the general form.
With reference to Fig. 5.9 all subarrays are placed on a line parallel to the
y-axis. Without restriction of generality, it can be assumed that x, y = 0. In
addition, the Tx and Rx subarrays are uniformly spaced and centered at ytc
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Figure 5.9: Geometry of Tx/Rx antenna elements for the case of a linear uniformly
spaced array.
and yrc, respectively, their positions are given by
yti = ytc + i∆yt for i = −(M − 1)/2, · · · ,+(M − 1)/2 (5.41)
yrj = yrc + j∆yr for j = −(N − 1)/2, · · · ,+(N − 1)/2. (5.42)
5.6.1 Azimuth Compressed Signal
Next, (5.41) and (5.42) will be used to formulate the azimuth compressed signal
derived in section 5.2 in a closed form. Neglecting the constant phase and near
ﬁeld terms, (5.11) gives
f ′ac(∆yt,∆yr,xn) =
∑
i,j
e−j
2π
λ (i∆yt+j∆yr)(sinϑn sinψn−sinϑ0 sinψ0). (5.43)
The above can be further simpliﬁed to:
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f ′ac(∆yt,∆yr,xn) =
∑
i
e−j
2π
λ i∆yt(sinϑn sinψn−sinϑ0 sinψ0)·
∑
j
e−j
2π
λ j∆yr(sinϑn sinψn−sinϑ0 sinψ0)
=
sin
(
πM
λ ∆yt(sinϑn sinψn − sinϑ0 sinψ0)
)
sin
(
π
λ∆yt(sinϑn sinψn − sinϑ0 sinψ0)
) ·
sin
(
πN
λ ∆yr(sinϑn sinψn − sinϑ0 sinψ0)
)
sin
(
π
λ∆yr(sinϑn sinψn − sinϑ0 sinψ0)
) . (5.44)
In this special case, the azimuth compressed signal is obviously the product
of two sinx/x-functions. The resemblance to the radiation pattern of an an-
tenna array consisting of M subarrays separated by ∆yt (ﬁrst sinx/x-function),
each of which consists of N single elements separated by ∆yr (second sinx/x-
function) is intuitively clear [6]. It should be noted, that the real array consists
of M transmit and N receive subarrays, however, (5.44) combines the Tx and
Rx subarrays into one virtual receive array; the transmitter in this case would
be an equivalent isotropic radiator placed at xt = (0, ytc + yrc, 0) [11, 52].
From (5.44) it is evident that, in agreement with reciprocity [5], interchanging
the transmitters and receivers will not change the resulting received signals.
This is true both for the real (i.e., the product of Tx and Rx patterns) as well
as for the virtual (i.e., either all Rx or all Tx and one isotropic element) arrays.
Figures 5.10 and 5.11 clarify the interrelation of (5.44) between the Tx and
Rx subarrays for the case of a single point scatterer. The Tx and Rx element
spacings are ∆yt = 7λ and ∆yr = 1.3λ, respectively, and the point scatterer is
located at ψn = 10 ◦ and ϑn = 140 ◦. The receive array’s compressed signal6 in
Fig. 5.10(a) shows a broad main lobe at the azimuth position of the scatterer.
The width of the main lobe (i.e., azimuth resolution) is inversely proportional
to the length N∆yr/λ of the receive array; the number of receive subarrays
determines the main lobe’s maximum value (height). On the other hand, the
compressed signal of the Tx array7 in Fig. 5.10(b) shows a narrower main lobe
6This is the signal obtained if only one of M Tx subarray is used together with all N Rx
subarrays.
7This corresponds to the signal from one of N Rx subarray when each of the M Tx subarrays
is sequentially activated.
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width (i.e., higher azimuth resolution) as compared to the receive array. This
is due to the larger extent (length) M∆yt/λ of the Tx array. Using solely the
Tx subarrays would result in a highly ambiguous signal, as seen by the large
number of vertical strips in the ﬁgure.
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(a) N = 5 Rx subarrays, ∆yr = 1.3λ,
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(b) M = 3 Tx subarrays, ∆yt = 7λ
Figure 5.10: Intensity image of compressed signal for a point scatterer at ψn = 10
◦
and ϑn = 140
◦ for the receive array (a), and the transmit array (b).
When the signals from the Tx and Rx subarrays are combined, all but the
common of these ambiguities are eliminated, as seen in Fig. 5.11. In addition,
the combined signal shows a higher contrast, given by the value of the product
NM = 15 as compared to a peak of N = 5 and M = 3 of the individual Rx
and Tx images, respectively.
As expected, the signal is not compressed in elevation (given by the angle
ϑ), which is evident from the vertical strip structure in the ﬁgures. The reason
is, that all point scatterer positioned at an arbitrary angle ϑn in the plane
perpendicular to the line connecting the subarrays (in this case the xz-plane)
will produce identical phases for all receive subarrays (provided they are in
the far ﬁeld of the stationary array). This can easily be understood by noting
that all point scatterers positioned on a circle centered at the line connecting
the subarrays (in this case the y-axis) will produce constant phase diﬀerences
between the receive subarrays.
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Figure 5.11: Position of point scatterer (a), and processed image (b) using combined
signal of all 3 Tx and 5 Rx.
5.6.2 Azimuth Ambiguities
In the following, the azimuth ambiguities are investigated. An example of
ambiguities is shown in Fig. 5.11 and manifest through the fact that it is not
evident which one of the two vertical strips corresponds to the real azimuth
position of the scatterer. Rather than using a geometric derivation based on
the incoming plane wavefront [67], the expression in (5.44) will be used instead.
The aim is to determine the maximum possible spacings ∆yt and ∆yr, while
maintaining a (given) minimum suppression of the azimuth ambiguities.
5.6.2.1 Receive Array
Assuming ∆yr ≤ ∆yt the second sinx/x in (5.44) shows ambiguities at
π
λ
∆yt(sinϑn sinψn − sinϑn sinψamb,ν) = πν (5.45)
⇒ sinψn − sinψamb,ν = λ∆yr sinϑn ν ; ν ∈ Z , ν = 0
where |ν| describes the order of the ambiguity. The justiﬁcation for setting
sinϑ0 = sinϑn in the above expression is valid, since as shown earlier all values
107
5 Multi-Transmit/Receive Real Aperture Radar
of elevation angle are ambiguous for an array placed parallel to the y-axis
independently of the element spacing; hence the elevation angle ϑ0 = ϑn is
determined through some other means8.
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Figure 5.12: Receive subarrays forming a uniformly spaced linear array. The HPBW
of each subarray is Ψrs while the array has a HPBW of Ψrx; the ambiguity
is at ψamb.
The approach is to determine the maximum ∆yr in order to avoid ambiguities
within the imaged area. Fig. 5.12 shows the imaged angular segment bounded
by the half power beam width (HPBW) Ψrs of the receive subarrays. For
elevation and azimuth patterns centered at ϑc and 0 ◦, respectively, the extrema
of the angles corresponding to the imaged area are
ϑmin/max = ϑc ±Θrs/2 (5.46)
ψmin/max = ±Ψrs/2. (5.47)
Within the angular range −π/2 ≤ ψn ≤ π/2 the sin-function is monotone
and if the ﬁrst order ambiguity (i.e., |ν| = 1) is outside the angular segment
bounded by ψmin ≤ ψn ≤ ψmax any higher order ambiguities will also be outside
this angular segment. Hence, to avoid azimuth ambiguities it is suﬃcient to
8For a forward radar the range rn is known after chirp compression. The elevation angle
ϑn of a point scatterer is uniquely deﬁned through the range rn and the platform height
zn (also see discussion in section 5.4.1).
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require that the ﬁrst order ambiguity lies outside the angular segment
ψamb,ν=±1 /∈ [−γΨrs2 ;+γ
Ψrs
2
] , γ ≥ 1 (5.48)
where γ is a safety factor which speciﬁes how far outside the main beam the
ambiguity can occur. For γ = 1 the ﬁrst order ambiguity will be just at the
edge, i.e., the −3 dB angle, of the main beam. For all practical purposes the
value of γ can be set to γ = 2.
Using the worst case values for the azimuth and elevation angles, together
with (5.45) and (5.48) gives an expression for the maximum allowable receiver
spacing
∆yr,max =
λ
sin (ϑc −Θrs/2) ·
1
sin (Ψrs/2) + sin (γΨrs/2)
. (5.49)
5.6.2.2 Transmit Array
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Figure 5.13: Transmit subarrays forming a uniformly spaced linear array. Each subar-
ray is steered to a maximum angle ψn,max and has an equivalent HPBW
of Ψrx. The HPBW of the array is Ψtx.
Next, a similar approach is used to ﬁnd an expression for the maximum Tx
spacing. Investigating the ﬁrst sinx/x in (5.44) gives an expression for the
ambiguities
sinψn − sinψamb,ν = λ∆yt sinϑn ν ; ν ∈ Z , ν = 0 (5.50)
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However, unlike the receive array, each Tx subarray now has an equivalent
HPBW of Ψrx and is steered to ψn as is depicted in Fig. 5.13. The reason
for this somehow strange HPBW is that due to the product of the two sinx/x
functions in (5.44) each Tx subarray can be thought of as consisting of N Rx
elements having a HPBW of Ψrx. The pattern is no longer centered at ψ = 0
and the requirement for avoiding ambiguities becomes
ψamb,ν=±1 /∈ [ψn − γΨrx2 ;ψn + γ
Ψrx
2
] where γ ≥ 1 (5.51)
Solving (5.50) for ∆yt,max using the above conditions yields9
∆yt,max =
λ
sin (ϑc −Θrs/2) ·
1
sin (Ψrs/2)− sin (Ψrs/2− γΨrx/2) (5.52)
5.6.2.3 Conclusion on Azimuth Ambiguities in Uniform Arrays
To conclude, for the special case of a uniform Tx/Rx array the following re-
quirements have to be fulﬁlled in order to avoid ambiguities:
• The requirement for the receive array is that no ambiguities occur within
the HPBW Ψrs of the single receive subarray (with safety factor γ ≥ 1);
the maximum allowable spacing ∆yr is given by (5.49).
• For the transmit array it is required that no ambiguities occur within the
HPBW Ψrx of the steered receive array (again assuming a safety factor
of γ ≥ 1); the maximum allowable spacing ∆yt is given by (5.52).
• The maximum Tx and Rx subarray spacings ∆yt,max and ∆yr,max, re-
spectively, both depend on the azimuth HPBW of the single Rx element
Ψrs, in addition the Tx subarray spacing is a function of Rx subarray
spacing ∆yr through the variable Ψrx.
• The dependency of the HPBW of the receive array on the steering an-
gle, i.e., Ψrx(ψ0) can be included by replacing Ψrx by Ψrx,max in (5.52).
However this dependency of the HPBW can usually be neglected.
9For the upper and lower bounds in (5.51) two values are obtained for ∆yt,max. However
only the lower bound needs to be considered (the resultant ∆yt,max is given in (5.52)),
since: sin

Ψrs
2

−sin

Ψrs
2
− γΨrx
2

≥ sin

Ψrs
2
+ γΨrx
2

−sin

Ψrs
2

∀ Ψrs
2
+ γΨrx
2
≤ π
2
.
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• The results are valid for the case that the main beam in elevation does
not cover the angle ϑ = 90 ◦, i.e., π/2 /∈ [ϑc−Θrs/2;ϑc+Θrs/2], otherwise
the sin (ϑc −Θrs/2) in (5.52) and (5.49) should be replaced by 1.
• The results were obtained under the presumption that ∆yr ≤ ∆yt. Due to
reciprocity the results can be used for ∆yr > ∆yt as well by interchanging
the transmit and receive arrays.
5.7 Simulator for Multi-Transmit/Receive
Radar
A simulation and reconstruction tool was implemented in MATLAB c© to in-
vestigate the performance of a real aperture radar. Using this tool it is possible
to simulate the received signals for Tx and Rx subarrays placed at arbitrary
positions and point scatterers located within a speciﬁed imaged area. Diﬀerent
image reconstruction algorithms can be tested on simulated received signals.
The input parameters to the simulator are:
• position xti,xrj and number M,N of transmit and receive elements;
• chirp parameters: duration Tp, bandwidth Bw and center frequency f0;
• position Xc, Yc, Zc and extent X0, Y0 of the imaged area;
• complex reﬂectivities of point scatterers (image function) f(x, y).
Figure 5.14 shows a block diagram of the implemented reconstruction steps.
The diagram makes use of the signal space to represent the dimensionality and
independent variables of the signal. Thus, the raw input signal (upper right) is
a function of the Tx and Rx antennas’ positions and time. The ﬁrst processing
block implements the range compression using FFT and matched ﬁltering in
the frequency domain (see section 2.6). The matched ﬁlter is independent of
the antenna’s position and is represented by a 1D function. The near ﬁeld
correction (see section 5.3) involves computing the correction matrix (which
is a function of the antennas’ positions and the range), a change of variable
from range to time, and an element-by-element multiplication by the range
compressed data matrix. The resultant signal is still a function of time and an-
tenna position. Next, a time-to-elevation angle mapping is implemented based
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Figure 5.14: Block diagram of image reconstruction algorithm showing signal space.
on the known height of the radar platform (see discussion in section 5.4.1).
The angle compression block involves the multiplication by the kernel and sub-
sequent summation over all antenna positions. The compression kernel (see
section 5.2) is a function of azimuth and elevation angles as well as the position
of the antenna elements. The resultant data space is a function of azimuth and
elevation angles. A ﬁnal projection on the z = −Zc plane results in an image
in Cartesian coordinates.
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5.8 Veriﬁcation
The simulator described in the previous section is used to verify the theoretical
results and performance parameters derived earlier in this chapter. Further,
the investigation of the processed images serves to get a better understanding
of the capabilities of a real aperture radar utilizing multiple transmitters.
5.8.1 Transmit/Receive Resolution
In section 5.6 it was stated that both the Tx and Rx arrays contribute to the
azimuth resolution of the forward radar. This was veriﬁed for the azimuth
compressed signal and the special case of a uniform array. Fig. 5.15 illustrates
this for the more general case of 2D processing, where Fig. 5.15(a) shows a
distribution of point scatterers and Fig. 5.15(b) the resulting radar image.
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(a) positions of point scatterers (b) reconstructed image
Figure 5.15: Position of point scatterers (a), and 2D reconstructed image using all
transmit and receive arrays.
The corresponding system and image parameters are given in Table 5.1.
Several properties typical for a forward radar are recognized from the ﬁgure:
the azimuth resolution (vertical extent of the point scatterers in the image)
deteriorates with increasing range, this is due to the fact that the real aperture
radar has a ﬁxed resolution with respect to the angle, which transforms into a
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variable spatial resolution; although all point scatterers are distributed within
a rectangular area of X0 by Y0 meters, the shape of the imaged area when
displayed in spatial coordinates will be trapezoid, since it is really the angular
segment bounded by the HPBW of the antennas which is imaged.
antennas value imaged area value chirp value
M 6 X0 120m fc 9.6GHz
∆yt 7.2λ Y0 80m Bw 31MHz
N 7 Xc 200m Tp 0.2µs
∆yr 1λ Yc 0m
Zc −30m
Notes: Linear uniform Tx/Rx array along y-axis. Five point scatterers.
Table 5.1: The parameters for the simulations of Fig. 5.16.
(a) receive array only (b) transmit array only
Figure 5.16: 2D reconstructed images using one Tx subarray together with all Rx
subarrays (a), and all Tx subarrays together with one Rx subarray (b).
The reconstructed image (cf. Table 5.1 for parameters) resulting from pro-
cessing only the Rx or the Tx array are shown in Fig. 5.16(a) and Fig. 5.16(b),
respectively. The spacing between the elements of the Rx array is smaller than
the corresponding spacing between the Tx elements, which results in a broader
azimuth extent (resolution) of the point scatterers in Fig. 5.16(a). The large
extent of the Tx array (as compared to the receive array) gives a high angular
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resolution which, however, contains azimuth ambiguities as seen in Fig. 5.16(b).
An alternative interpretation of this is that the Tx array is used to obtain a
high resolution (but ambiguous) image, while the Rx array is used to suppress
the azimuth ambiguities. Using all Tx and Rx antennas for the processing will
result in the image of Fig. 5.15.
5.8.2 Transmit/Receive Ambiguities
The eﬀect of violating the conditions for the maximum spacing between the Tx
and Rx elements is simulated for a system described in Table 5.2. For a given
imaged area two parameters inﬂuence the appearance of azimuth ambiguities:
the spacing between the Rx elements and the spacing between the Tx elements.
Violating either one of the conditions derived in section 5.6.2 will result in
azimuth ambiguities.
antennas value† imaged area value chirp value
M 5 5 5 X0 120m fc 9.6GHz
∆yt 12λ 4.2λ 4.2λ Y0 80m Bw 31MHz
∆yt,max 4.1λ 17.4λ 4.1λ Xc 200m Tp 0.2µs
N 5 5 5 Yc 0m
∆yr 1λ 4.2λ 1λ Zc −30m
∆yr,max 1.3λ 1.3λ 1.3λ
Notes: Linear uniform Tx/Rx array along y-axis. Three point scatterers.
†First column: Tx ambiguity, second column: Rx ambiguity, third column: no ambiguities.
Table 5.2: The parameters for the simulations of Fig. 5.17 and Fig. 5.18(b).
Figure 5.17 shows the processed image for three diﬀerent spacings ∆yr and
∆yt while keeping ∆yt > ∆yr in all cases10. Violating the condition for the Tx
array, i.e., ∆yt > ∆yt,max results in ambiguities within the HPBW of the receive
array as shown in Fig. 5.17(a). These ambiguities are additionally weighted by
the pattern of the Rx array. On the other hand when the condition for the
10Although the Tx and Rx arrays can be interchanged without altering the resultant im-
age, the conditions for avoiding azimuth ambiguities are diﬀerent for the Tx and Rx
arrays. This is in no violation to reciprocity, which merely requires the conditions to be
interchanged together with their respective arrays.
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spacing between the elements of the Rx array is violated, i.e., ∆yr > ∆yr,max
the ambiguities are distributed over the image (bounded by the HPBW of the
single element) as seen in Fig. 5.17(b). An ambiguous free image is obtained
when both ∆yt ≤ ∆yt,max and ∆yr ≤ ∆yr,max which is shown in Fig. 5.18(b)
(a) Tx ambiguities, ∆yt > ∆yt,max (b) Rx ambiguities, ∆yr > ∆yr,max
Figure 5.17: Inﬂuence of the spacing between elements on the azimuth ambiguities.
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Figure 5.18: Position of point scatterers (a), and 2D Reconstructed ambiguous free
image (b).
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5.8.3 Near Field Correction
In section 5.3 it was stated that depending on the image and antenna system
parameters a near ﬁeld correction is required to compensate for the quadratic
terms in the focusing kernel. The eﬀect of the near ﬁeld correction is shown in
Fig. 5.19 for the system described in Table 5.3.
antennas value imaged area value chirp value
M 9 X0 60m fc 9.6GHz
∆yt 19.3λ Y0 40m Bw 31MHz
max{|xt|} 77.6λ Xc 90m Tp 0.2µs
N 9 Yc 0m
∆yr 1λ Zc −10m
max{|xr|} 4.0λ
Notes: Linear uniform Tx/Rx array. Five point scatterers
Table 5.3: The parameters for the simulations of Fig. 5.19.
(a) without near ﬁeld correction (b) with near ﬁeld correction
Figure 5.19: The inﬂuence of near ﬁeld term in the azimuth focusing of the image.
Using (5.20) the allowable upper limit for the array extent11 without near
11Since M = N the value is the same for the transmit and receive arrays.
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ﬁeld correction is calculated to be12
√
2RnearγM
λ
= 1.4λ (5.53)
for γ = 0.055, i.e., a maximum 1% image defocusing. As seen from Table 5.3
the actual array extent is above this limit and the corresponding processed
image (see Fig. 5.19(a)) shows substantial degradation.
The upper limit for the array extent with near ﬁeld correction is
Rnear
√
γM
λ|∆r| = 278λ (5.54)
which is much larger than the actual array extent. The corresponding processed
images is shown in Fig. 5.19(b) and shows no degradation.
5.8.4 Pulse Coded Chirp Waveforms
In the following the dual chirp operation described in section 5.5 is demon-
strated for the radar system characterized in Table 5.4. Pulse coded chirp
operations presumes a radar capable of transmitting two types of chirp wave-
forms and in addition convert them to diﬀerent RF frequency bands. In the
following simulations the point spread function (PSF) and the intensity image
is used to evaluate the results.
First, a conventional single chirp multi-transmit/receive system, where the
two transmitters are operated sequentially, i.e., at diﬀerent time instances is
simulated. Fig. 5.20 shows the resultant point spread functions and intensity
image. This case is considered as the reference; the PSFs and intensity images
of further simulation results will be normalized to the single chirp case.
Next, a system with two simultaneously transmitted identical chirp waveform
is simulated. Such a system is of no practical relevance, it is only simulated
for comparison purposes. From Fig. 5.21 it is seen that the two transmitted
waveforms interfere and the resultant PSF shows two peaks instead of one. In
12The expression is reformulated to express the limit in terms of the wavelength.
118
5.8 Veriﬁcation
antennas value imaged area value chirp value
M 2 X0 120m Bw 31MHz
∆xt 2.7λ Y0 120m Tp 1.0µs
∆yt 8.0λ Xc 300m
∆zt 1.5λ Yc 0m
N 11 Zc −60m
∆xr 0.36λ xn 6m
∆yr 1.0λ yn −7.8m
∆zr 0.1λ zn −60m
Notes: Linear uniform Tx/Rx array. One point scatterer.
Table 5.4: System and imaged area parameters used in simulation.
addition the amplitude (intensity) of the peak is much lower than for the refer-
ence case. Physically, the simultaneous operation of both transmitters results
in a total radiation pattern of the array formed by the two transmitters, which
is diﬀerent from the patterns of the individual transmit antennas. Mathemati-
cally, the poor image quality is due to the fact that the azimuth focusing kernel
no longer corresponds to the complex conjugate of the signal received due to
the point scatterer.
The simulation results for a system operating in true dual chirp mode is
shown in Fig. 5.22 for the case of two inverse chirps occupying the same fre-
quency band (according to section 3.4.2 the integrated range ambiguity ratio
for this case is given by IRARu1d1) and transmitted simultaneously. Although
the maximum intensity level is improved with respect to later case, the im-
age still shows degradation. This is due to the high IRAR level for this chirp
conﬁguration.
Next, a system with two inverse chirps occupying adjacent frequency bands
is simulated (IRARu1d2). The resultant PSF in Fig. 5.23 shows nearly no
degradation with respect to the reference (ideal) case of two sequential chirps
as given in Fig. 5.20. Hence, such a system can be used in practice, without
any notable image quality degradation.
Last, a system with two up-chirps occupying adjacent frequency bands
(IRARu1u2) is simulated. As expected, the resultant PSF (see Fig. 5.24) is
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Figure 5.20: Simulation of reference system sequentially transmitting up-chirps.
improvement with respect to the previous case, due to the reduced IRAR level.
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(b) relative intensity image
Figure 5.21: Simulation of a system with two up-chirps transmitted simultaneously.
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(b) relative intensity image
Figure 5.22: Simulation of dual chirp system using two inverse chirps occupying the
same frequency band and transmitted simultaneously.
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(b) relative intensity image
Figure 5.23: Simulation of a dual chirp system using two inverse chirps occupying
adjacent frequency bands and transmitted simultaneously.
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Figure 5.24: Simulation of a dual chirp system using two up-chirps occupying adjacent
frequency bands and transmitted simultaneously.
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Demonstrator
This chapter describes a multi-receive real aperture radar build to demonstrate
the digital beam-forming system concept and imaging capabilities. The radar
system known as SIREV (Sector Imaging Radar for Enhanced Vision) [59, 72,
104, 118, 124, 128] consists of a set of active antenna elements strapped rigidly
to the carrier platform and operated by a radar receiver. The primary goal is
to use DBF to supply high quality radar images of the sector in front of the
aircraft, but the system may easily be adapted to supply images in any desired
direction [43, 119].
The active antenna hardware implementation is ﬂexible such that the system
can be operated in various conﬁgurations. In its current implementation the
antenna system is operated by a conventional SAR receiver [86]. Thereby,
the passive antenna of a conventional airborne SAR is replaced by the active
SIREV DBF antenna system. Although the system is mounted on a moving
platform, it is evident that the SIREV setup cannot use the forward motion to
obtain a synthetic aperture in across-track direction (see section 2.2). Thus,
the SIREV system uses a real antenna array as described in chapter 5, instead
of the virtual antennas generated in the SAR mode.
The chapter focuses on the active antenna hardware and the results of the
demonstration ﬂights. The next two sections describe the hardware system
conﬁguration and the geometry for the antenna placement. A detailed descrip-
tion of the active antenna and control hardware realized in the SIREV system
is given in section 6.3. The integration of the complete SIREV system in the
helicopter is described in section 6.4. The ﬂight campaigns and the resultant
processed images is dealt with in section 6.5. Finally, section 6.6 states further
possible applications of the SIREV system.
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6.1 The Hardware System Conﬁguration
According to the DBF principle (see chapter 2) the system consists of two
separate subsystems for transmission and reception. As shown in Fig. 6.1 one
transmitting horn antenna and a array of patch subarrays operating in X-band
are used. To minimize the demands on the hardware, the receiving antennas
are sequentially switched, thus eﬀectively only one element is active during the
time the radar is “listening” to the echo of one transmitted pulse. The signals
received by the active element are ampliﬁed and connected to the receiver
through the switching matrix. In the receiver the signals are further ampliﬁed,
ﬁltered, down converted and A/D converted. The data is then stored for later
oﬀ-line processing.
Figure 6.1: The SIREV hardware system concept.
It is evident that the switching approach enables a cost-eﬃcient implemen-
tation, since only one receiver and A/D converter is needed. This is the main
diﬀerence to the DBF system concept given in section 2.1 which would require
56 receivers and A/D converters for simultaneous data acquisition. In gen-
eral the switching concept for DBF is preferable, whenever the imaged scene
changes slowly with respect to the switching interval between the antennas.
This is the case for the SIREV system, since it is mounted on a —relatively
slow moving— helicopter. It should be noted, that the sequential switching of
the antenna elements is not an essential aspect of the SIREV principle. The
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elements can also be switched randomly or synchronously as long as this is
taken into account during the following beam-forming process.
The principal idea of the SIREV system is to keep the radar hardware,
including front-end and antenna, comparatively simple and to implement the
digital beam-forming by processing the radar raw data for image formation on
a computer.
6.2 The SIREV Geometry
In the following, the SIREV geometry shown in Fig. 6.2 is considered. The
transmit antenna is centered at across-track position yt = 0 with a vertical oﬀ-
set zt = zoﬀset. The linear and uniform receive array consists of 56 subarrays,
oriented horizontally and orthogonal to the ﬂight direction. The receive subar-
rays are distributed around yrc = 0 on the y-axis with a spacing of ∆yr = 1.6λ.
The total receive array length is 2.8m.
imaged areaxn
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zoffset
Tx antenna
nϑ
scatterer
Figure 6.2: Bi-static SIREV geometry.
Cross-track resolution (corresponding to the azimuth direction) is achieved
by correlation of the received signals of each antenna element with the appro-
priate focusing kernel. The forward velocity of the aircraft is, for the most
part not relevant for the beam-forming. This is the case, since the relative
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aircraft displacement between successive transmitted pulses is negligible. The
maximum achievable resolution in the azimuth direction depends on the total
length Lant of the antenna array (see section 5.6) and decreases with range rn.
It can be increased only by the use of a shorter wavelength λ or an extension of
the length of the array. For a single transmit antenna the azimuth resolution
δy is
δy =
λ · rn
Lant
(6.1)
Improved azimuth resolution can be obtained if multiple transmit antennas
were used to increase the eﬀective length of the array as described in section 5.6.
For example two transmit antenna could be placed at both ends of the receive
array to double the eﬀective length. Further, it is not necessary to place the
antenna array along a straight line. A conformable implementation, which ﬁts
the shape of an airframe, for example, is feasible.
6.3 The Active Antenna and Control Hardware
The antenna system consists of one high power horn antenna for transmission
and 56 receiving aperture coupled microstrip patch subarrays [124, 83, 64].
The transmitting antenna and each of the receiving subarrays are horizontally
polarized and have the same angular coverage. The operating frequency and
bandwidth are 9.55GHz and 400MHz, respectively.
mechanical
carrier
radome
microstrip
patch antenna
control and power
supply circiuts
feed network
and active
components
Figure 6.3: Side view of antenna system.
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A side view of the system is shown in Fig. 6.3. For environmental protection
the antenna is placed inside a PVC pipe forming the radome. The front side
of the active antennas consists of the RF hardware and radiating patches. In
order to achieve high eﬃciency along with a compact design and to reduce
the noise ﬁgure, the active RF-circuits (switches and LNAs) are integrated
within the feed network of the receiving antennas [125]. The active components
are well shielded from the radiating patches through the large ground plane
which contains the coupling slots. The control circuits consisting of voltage
converters, signal decoding circuits and active temperature regulators [111, 110]
are mounted on the back side of the mechanical carrier.
The RF interface to the antenna system consists of one connector for the
transmitting antenna, and one connector for the receive subsystem. In addition
one power supply connector and the interface for the digital control signals is
required.
6.3.1 Modular Concept
A modular concept was adopted, placing eight subarrays on a common RF-
unit (see Fig. 6.4). Each unit has one RF-output and a connector for the
power supply and control signal inputs. A corresponding control-unit for each
RF-unit is placed on the back of the mechanical carrier.
RF-Unit 1 Control-Unit 1
SP7T Switch
Voltage Converters
Temperature Control
Control Logic
DC-DC Converters
RF unit 1 control unit 1
RF out Control in
Figure 6.4: Block diagram of antenna system.
As shown in the block diagram of Fig. 6.4, the currently active subarray on
each board is selected using three levels of single-pole double-through (SPDT)
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switches. The ﬁrst switch level is followed by low noise ampliﬁers (LNA) pro-
viding a gain of 14 dB. Placing the LNAs after the ﬁrst switch level is a com-
promise between the number of LNAs needed as well as space requirements on
the one hand and noise ﬁgure on the other. The layered structure consisting of
the mechanical carrier, the feed network with the integrated active components
(LNAs and switches) and the radiating patches is shown in Fig. 6.5.
active componentsfeed network
radiators
mechanical carrierpositioning pinreflector
Figure 6.5: RF-unit consisting of radiating patches, feed network, active components,
placed on the mechanical carrier.
6.3.2 Transmitting Subsystem
The transmitting subsystem consists of a horn antenna centered along the array
and installed outside the radome. The horn antenna was designed to yield a
HPBW of 40 ◦ in elevation and 38 ◦ in azimuth. The horn is protected by a
separate radome, which is optimized so as to minimize the eﬀect on the antenna
match.
6.3.3 Receiving Subsystem
The receiving subsystem consists of 56 subarrays, where each subarray is formed
by combining four single patch elements into a 2 × 2 subarray by a passive
microstrip network. Aperture coupling with slots is used to couple the energy
from the feed network to the radiating patches. The LNAs and SPDT switches
128
6.3 The Active Antenna and Control Hardware
are integrated within the feed network of the receive antenna. Fig. 6.6 shows
the feed and slot layer of one RF module.
Figure 6.6: The two layers of the RF module containing the feed network, LNAs, and
switches on one side, and the radiating slots and DC bridges on the other.
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Figure 6.7: Measured azimuth (E-Plane) radiation patterns of the receive subsystem.
The azimuth radiation patterns of ﬁve representative subarrays distributed
along the antenna are shown in Fig. 6.7(a). The antenna patterns of one
subarray measured at diﬀerent frequencies are shown in Fig. 6.7(b). It can be
seen that the patterns show a ripple over azimuth angle. The ripple is caused
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by coupling between the individual subarrays, reﬂections from the radome and
electromagnetic interaction with the large metal carrier used for mounting the
antenna, where the later causes the greatest contribution to the ripple. The
signals from all subarrays are involved in the processing, hence the pattern is
eﬀectively averaged over the elements. As long as the peaks of the ripple for
all the subarrays do not coincide, their contributions are insigniﬁcant for all
practical purposes.
6.3.4 The Control and Power Unit
Each RF unit has its corresponding control unit to generate the required power
levels and the driving signals of the switches. Fig. 6.8 shows a control unit
placed on the bottom side of the mechanical carrier. The control units are
buﬀered and connected to each other to form a modular system which can be
extended with the number of antennas used. The subarrays can be switched
with a PRF of up to 50 kHz without any degradation of the driving signals
over the whole antenna length.
Figure 6.8: Control unit consisting of Power supply, control signal generation circuit
and heating system all placed on one board.
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6.3.4.1 The Driving Circuit
The driving part of the unit is built in analog and CMOS technology, and can
be divided into two main parts. The ﬁrst part is an analog negative and positive
voltage generator to drive the transistor gates of the SPDT switches. These
voltages have to be very stable, however, the currents drawn by the SPDTs are
also very small. The power levels for the LNAs are also generated within the
driving circuit.
The second part of the control unit is the matrix decoding. This digital part
is required for multiplexing the SPDTs. The driving bits set by the radar equip-
ment on the aircraft are buﬀered and converted to the negative and positive
SPDT driving levels to switch the channels.
6.3.4.2 The Heating System
A heating system is included in the active antenna. This facilitates operation
at high altitudes and sever weather conditions.
To reach high eﬃciency for the heating system, the heating power is directly
drawn from the aircraft power supply without any conversion. Therefore both
the RF and data ground are strictly decoupled from the aircraft ground. An in-
dividual temperature regulator including a temperature sensor and two heating
elements is implemented on each control unit. This allows the temperature reg-
ulators to react individually to the temperature proﬁle of the carrier, ensuring
a homogeneous heating of the whole antenna system. The maximum heating
power is 130W, thus the maximum current consumption is about 4.5A, which
is the maximum current allocated by the aircraft’s power supply for the heating
system.
One additional temperature sensor is ﬁxed onto the mechanical carrier and
is directly connected to the radar receiver on the aircraft. Thus the system
temperature can continuously be monitored from the aircraft during system
operation.
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6.3.4.3 The Power Unit
The power module inside the pipe is able to handle the common airplane’s
supply voltage of 28V DC. The DC-DC converters used are very eﬃcient, thus
the current required from the aircraft for the operation of the control and RF
hardware does not exceed 1A (not including the heating system). Fig. 6.9(a)
shows a top view of the power module ﬁxed on the bottom side of the carrier.
6.3.5 Central RF Switch
To select one of the seven RF units one central single-pole seven-through switch
(SP7T) is placed on the bottom side of the mechanical carrier. The SP7T is a
pin diode switch with integrated channel drivers, thus the switch can directly
be driven by TTL signals. The required interface to decode the seven channels
out of the control bits is placed next to the switch. Fig. 6.9(b) shows the SP7T
and the coaxial SMA connections to the seven RF units and the single RF
output.
(a) power unit (b) central switch (SP7T)
Figure 6.9: DC-DC converters to generate the voltage levels and the central switch.
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6.4 Integration into the Helicopter
The SIREV demonstrator has been integrated in a BO 103 helicopter. The SAR
receiver system AeS-1 [86, 116] is placed inside the helicopter (see Fig. 6.10).
A a specially constructed holding device is used to ﬁx the active antenna onto
the fuselage of the helicopter as shown in Fig. 6.10. The transmit antenna is
ﬁxed outside the radome of the receive array.
Figure 6.10: Active antenna and SAR receiver mounted on the helicopter.
6.5 Flight Campaigns and Image Data Analysis
Two ﬂight campaigns have been carried out in the vicinity of Oberpfaﬀenhofen,
Germany. The main objective of the ﬁrst campaign was to verify the function-
ality of the components using a large corner reﬂector, contained in the scene
as the main scattering element. During the second campaign large data-sets in
static and dynamic ﬂight operation have been acquired during a ﬂight across
the river “Lech”. The recording parameters of the ﬂight campaign used for
data collection are summarized in Table 6.1.
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Parameter value
center frequency fc 9.55GHz
chirp bandwidth Bw 100MHz
antenna length Lant 2.85m
number of receive elements N 56
pulse repetition frequency PRF 14793Hz
chirp duration Tp 1.3µs
average helicopter velocity V 28m/s
average ground level Zc 556m to 645m
Table 6.1: Recording parameters of the two ﬂight campaigns carried out over the river
“Lech”. A corner reﬂector has been deployed for calibration.
As the helicopter moves forward, a large number of measurements are taken
from a permanently changing sensor position. The frame rate is fframe =
PRF/N where PRF is the pulse repetition frequency and N = 56 are the
number of receive subarrays. If one image would be generated from each frame,
the frame rate would be equal to the image rate fimage. During the ﬂight
campaign the PRF was set to 14792.9Hz which yields an image rate of fimage =
264.15Hz. Such a repetition rate by far exceed the critical fusion frequency
of the human visual system (the eye), which is in the order of 50Hz. The
extra information was used to enhance the individual images through various
averaging techniques.
To verify the digital beam-forming hardware concept, the SIREV data was
processed by the Institut fu¨r Hochfrequenztechnik und Radarsysteme of the
Deutsches Zentrum fu¨r Luft- und Raumfahrt [29, 59]. In the following, an
overview over some of the processed images is given. The radar images are
displayed in terms of a 2D Cartesian slant-range geometry (see geometry in
section 3.3), where the time coordinate corresponds to the distance between
the main antenna axis and the imaged object, while the angular coordinate is
given by the object’s position in azimuth.
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Measured Responses of Corner Reﬂector
Figure 6.11 shows a 3D surface plot of the set of focused data for a corner reﬂec-
tor, extracted for a sequence of 10 000 frames. A phase correction function was
used to compensate for the phase discontinuities between signals from diﬀerent
antenna elements1. From the temporal sequences of the azimuth proﬁles it be-
comes apparent that the focusing is almost independent of both azimuth angle
and time, i.e., frame number. The changing azimuth position of the corner
reﬂector is due to the helicopters movement.
Figure 6.11: Temporal sequence of normalized corner reﬂector responses [59].
Measured “Lech” River Scene
A processed scene resulting from measurements during the second ﬂight cam-
paign is shown in Fig. 6.12. The images obtained from processing individual
frames show substantial noise contamination. This eﬀect is seen in Fig. 6.12(a)
for one processed image. The eﬀect of “thermal noise” (see section 2.3.1) can
be substantially reduced through averaging over several successive frames [59].
This is especially useful in the context of SIREV where —due to the high
1The phase compensation function used to account for the systematic phase shift due to
the receive antenna hardware is not related to the phase correction function introduced
in section 5.3, which is due to the near ﬁeld eﬀect.
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frame rate fframe— a large number of independent processed frames are avail-
able within a short time interval. Fig. 6.12(b) shows the same “Lech” river
scene which results after complex averaging.
(a) without averaging (b) after averaging
with Nav = 50
Figure 6.12: SIREV image of the “Lech” river [59].
6.6 Conclusion and Further Possible
Applications
The hardware realization of the SIREV system and the successful ﬂight cam-
paigns conﬁrm the superb performance of the digital beam-forming concept
for radar. The developed radar system is based on a highly modular concept.
With the given active antenna features any radar system with digital beam-
forming (in X-band) can be realized. This makes it especially valuable for
prototype experiments and performance analysis. The same hardware can be
used for a digital beam-forming SAR demonstrator. The subsystems themselves
are planar, light weight, low cost with excellent features concerning subarray
beam characteristics, switching and temperature and environmental stability.
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With the developed subsystems the features of digital beam-forming with in-
creased spatial resolution is investigated while simultaneously a high coverage
is maintained. Compared to analog beam-forming (T/R modules) a signiﬁcant
improvement in cost, weight, power consumption, noise ﬁgure and coverage is
achieved.
One advantage of the SIREV concept is that imaging does not require plat-
form movement, which allows the system to be adapted to supply images in
any desired direction [43, 119]. Besides a map of the earth’s surface a sequence
of SIREV images can be further processed to supply additional information
about the topography and rapid temporal changes of the underlying terrain
[120].
The SIREV concept may, in addition be used for diﬀerential interferometry to
measure displacements in the order of centimeters or less using a static antenna
array [42]. The line-of-sight displacement can be measured by evaluating the
phase change as a function of time. This is an attractive concept for monitoring
land slides or water dams.
Another interesting application for the SIREV concept is the monitoring of
oil spills on the ocean, where an airborne SAR system with left and right side-
looking capability can be combined with a SIREV system, allowing complete
imaging of the ocean surface without gaps [61, 117, 119]. Further examples of
applications for the SIREV principle are high resolution cloud radars [108, 25]
(static or airborne systems), collision avoidance airport traﬃc monitoring over
taxi-way and radars for detecting bird swarm during the aircraft landing.
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The launch of the German TerraSAR-X remote sensing satellite in 2006 will
open a new era in the application of radar remote sensing. For the ﬁrst time
there is a change from data products to information products, aimed for the
commercial and public markets. This mission marks a clear move from serving
the military and scientiﬁc community to supplying the commercial market. It
is anticipated that the versatility of needs for remote sensing information prod-
ucts will provide a non-negligible funding for this and similar future missions.
At the same time it is, however, this versatility of needs being the shortcom-
ing of current radar remote sensing systems. Up-to-date satellite systems are
strongly conﬁned towards a handful of possible applications. Technical solu-
tions part with two clear trends: on one side there is a move towards systems
dedicated to a single application; while on the other side, the solution is found
by constructing very complex remote sensing systems providing a large num-
ber of mutually exclusive operation modes, each of which is dedicated to a
certain purpose. Although the second approach oﬀers a certain ﬂexibility, it
is at the cost of extremely sophisticated, low eﬃciency, high weight and high
cost vulnerable hardware realizations based to a large extend on analog RF
technologies. One common handicap of both trends is that the systems are
bound to contradicting requirements on resolution and coverage.
The underlying work presents a comprehensive solution to the above men-
tioned shortcomings which is based on digital beam-forming (DBF). Further
the same novel concept is investigated in the context of real aperture imaging
radar. It shows that the digital beam-forming concept provides substantial per-
formance improvement with respect to state-of-the-art systems, while reducing
the requirements on the RF hardware.
The emphasis of the work is on the following points:
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• introducing the concept and operation of a DBF radar;
• deriving the performance parameters of synthetic and real aperture DBF
radar;
• establishing the processing algorithms necessary for image reconstruction;
and
• hardware implementing of a demonstrator for DBF radar.
Digital beam-forming requires a completely new view on SAR systems, the
mathematical and system-theoretical groundwork of which are established in
this work. The developed analytic expressions allow, for the ﬁrst time, an easy
performance optimization for a multiplicity of system parameter sets. More-
over, is its demonstrated that the various operation modes of state-of-the-art
systems turn out to be dispensable. This is because digital beam-forming in-
herently implements an arbitrary number of simultaneous operation modes.
Thus, the aim of high resolution and wide swath SAR can ﬁnally be reached.
The advancement of SAR system is strongly related to the development of
highly eﬃcient processing algorithms. Any DBF SAR system requiring the
reinvention of all processing techniques is equivalent to a regression. The pre-
sented work overcomes this diﬃculty by developing processing algorithms which
can easily be integrated into existing processing codes, while at the same time
maintaining the beneﬁts of DBF SAR. These algorithms are implemented in
a novel SAR simulation tool which is then used to verify both the DBF SAR
performance parameters as well as the processing algorithms.
In contrast to synthetic aperture radar which is mainly used in a side-
looking conﬁguration, real aperture radar can, in addition, be used in forward-,
backward- or downward-looking conﬁgurations. Although real aperture imag-
ing radar with multiple receive antennas is well known, it is not widely imple-
mented due to its limited resolution as compared to a SAR. Within the work
it was shown that the digital beam-forming concept when used with multiple
transmit/receive antennas can be exploited to dramatically increase the res-
olution. The work, for the ﬁrst time establishes mathematical principles by
adopting an analogy from antenna array theory to explain the performance of
multi-transmit/receive real aperture radar. The emphasis is to derive closed
expressions for the system and resulting performance parameters for a gen-
eral conﬁgurations dictated by the carrier platform. Within this framework, a
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multi-transmit/receive real aperture radar simulation tool was developed. The
simulator was then used to verify the theoretical results obtained earlier.
An issue proﬁtable both for real and synthetic aperture radar is the uti-
lization of pulse coding. The work shows, how multiple chirp waveforms can
be used, either to reduce the measurement time for real aperture radar, or to
increase the swath width of a synthetic aperture radar. The novel treatment
of the subject shows, that multiple chirps can be used for imaging permanent
scatterers with a high potential for distributed scatterer imaging radar. The
results are considered as a motivation for further studies.
The progressive treatment in the underlying work is aimed to direct the
development strategy of radar remote sensing towards systems utilizing digital
beam-forming. The future of imaging radar are cooperative and distributed sys-
tems which will enable cost-eﬃcient implementations, outperforming state-of-
the-art synthetic aperture radar. These system are based on bi- or multi-static
antenna conﬁgurations for which digital beam-forming is mandatory. Thus, the
development of digital beam-forming inherently includes applications such as
transmitters of opportunities, sparse arrays imaging, and the use of geostation-
ary communication satellites for radar imaging. Combined, this allows future
imaging radar systems to simultaneously provide diﬀerent end-users with high
quality information products depending on their need. This way digital beam-
forming will open the way for completely new, enhanced application in radar
remote sensing.
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A Correlation of Chirp Waveforms
The purpose is to ﬁnd a solution for the general cross-correlation function
between two arbitrary chirps deﬁned in (2.14) and (2.15). In addition a closed
expression is derived for the auto-correlation function (2.10) of two identical
chirp waveforms.
A.1 General Formulation
The correlation between two signals f(t) and g(t) is deﬁned as [98].
∫ +∞
−∞
f∗(t)g(t + τ)dt =
∫ +∞
−∞
f∗(t− τ)g(t)dt. (A.1)
In the following the time delay τn is not considered here, since its only
contribution is a shift in the resultant curve on the time axis. Inserting ht1(t)
and ht2(t) into the above gives
R(τ) =
∫ +∞
−∞
h∗t1(t)ht2(t + τ)dt (A.2)
=
t2∫
t1
exp
(
− j2πfs1t− j2πke1t2
)
·
exp
(
+ j2πfs2(t + τ) + j2πke2(t + τ)2
)
dt
=
t2∫
t1
exp
(
j2π
(−fs1t− ke1t2 + fs2t + fs2τ + ke2t2 + ke2τ2 + ke2tτ) )dt
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where the integration limits t1 and t2 were introduced; their values must be
such that the integration is over non-vanishing integrands. Multiplying the
integrand by
exp
(
jπ
(fs2 + 2ke2τ − fs1)2
2(ke2 − ke1)
)
· exp
(
−jπ (fs2 + 2ke2τ − fs1)
2
2(ke2 − ke1)
)
≡ 1 (A.3)
which corresponds to a quadratic expansion and moving all t-independent terms
outside the integral results in
R(τ) = exp
(
j2πfs2τ + j2πke2τ2 − jπ (fs2 + 2ke2τ − fs1)
2
2(ke2 − ke1)
)
·
t2∫
t1
exp
(
j
π
2
(
fs2 + 2ke2τ − fs1√
ke2 − ke1
+ 2
√
ke2 − ke1t
)2)
dt. (A.4)
The integral can be rewritten by using the substitution
ν(t) =
fs2 + 2ke2τ − fs1√
ke2 − ke1
+ 2
√
ke2 − ke1t (A.5)
dν =2
√
ke2 − ke1dt (A.6)
which gives
R(τ) =
exp
(
j2πfs2τ + j2πke2τ2 − jπ (fs2+2ke2τ−fs1)
2
2(ke2−ke1)
)
2
√
ke2 − ke1︸ ︷︷ ︸
K(τ)
ν(t2)∫
ν(t1)
exp
(
+j
π
2
ν2
)
dν
(A.7)
The integral in the above expression is similar to the Fresnel Integral deﬁned
by [2]
C(ν) + jS(ν) =
ν∫
0
exp
(
+j
π
2
u2
)
du (A.8)
for real valued functions C(ν) and S(ν). Writing the correlation function (A.7)
in terms of the Fresnel Integrals ﬁnally gives
R(τ) = K(τ)
[
C(ν(t2)) + jS(ν(t2))− C(ν(t1))− jS(ν(t1))
]
. (A.9)
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It remains to determine the integral limits. The values of t1 and t2 depend
on the range of the variable τ . Two cases are recognized:
0 ≤ τ ≤ Tp ν(t1 = 0) =fs2 + 2ke2τ − fs1√
ke2 − ke1
ν(t2 = Tp − τ)=2(ke2 − ke1)(Tp − τ) + fs2 + 2ke2τ − fs1√
ke2 − ke1
and
−Tp ≤ τ ≤ 0 ν(t1 = −τ) =−2(ke2 − ke1)τ + fs2 + 2ke2τ − fs1√
ke2 − ke1
ν(t2 = Tp) =
2(ke2 − ke1)Tp + fs2 + 2ke2τ − fs1√
ke2 − ke1
the correlation R(τ) = 0 outside the interval −Tp < τ < +Tp.
A.2 Cross-Correlation
The general form of the correlation function (A.7) diverges for ke2 = ke1. To
ﬁnd the correlation function for two chirps of identical chirp rate, the expression
(A.2) is rewritten using ke2 = ke1 = ke to yield
R(τ) =
t2∫
t1
exp
(
j2π
(−fs1t + fs2t + fs2τ + keτ2 + 2ketτ) )dt (A.10)
= exp
(
j2πfs2τ + j2πkeτ2
) t2∫
t1
exp
(
j2π (fs2 − fs1) t + j4πketτ
)
dt
where the integral limits t1 and t2 depend on the value of τ . The above integral
is split up into
I1 =
Tp−τ∫
0
exp
(
j2π (fs2 − fs1) t + j4πketτ
)
dt
=
exp
(
j2π(fs2 − fs1 + 2keτ)(Tp − τ)
)
− 1
j2π(fs2 − fs1 + 2keτ)
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for 0 < τ < Tp, and
I2 =
Tp∫
−τ
exp
(
j2π (fs2 − fs1) t + j4πketτ
)
dt
=
exp
(
j2π(fs2 − fs1 + 2keτ)Tp
)
− exp
(
− j2π(fs2 − fs1 + 2keτ)τ
)
j2π(fs2 − fs1 + 2keτ)
for −Tp < τ < 0, whereas I3 = 0 otherwise. The above results together with
(A.10) are written in a compact form yielding
R(τ) =
sin (π(fs2 − fs1 + 2keτ)(Tp − |τ |))
π(fs2 − fs1 + 2keτ) · (A.11)
exp
(
+ jπ ((fs2 − fs1)Tp + (fs2 + fs1)τ + 2keTpτ)
)
rect
[ |τ |
Tp
]
.
A.3 Auto-Correlation
The auto-correlation function (2.10) given by
R(τ) =
∫ +∞
−∞
e−j2πket
2
rect
[
t
Tp
]
e+j2πke(t+τ−τn)
2
rect
[
t + τ − τn
Tp
]
dt (A.12)
Expanding the (t + τ − τn)2 term and simplifying gives
R(τ) = e+j2πke(τ−τn)
2
∫ +∞
−∞
e+j4πket(τ−τn)rect
[
t
Tp
]
rect
[
t + τ − τn
Tp
]
dt.
(A.13)
In the above expression the integral limits depend on the value of τ − τn
through the rect-function. The integration is split up into
I1 =
−(τ−τn)+Tp∫
0
e+j4πke(τ−τn)tdt =
ej4πke(τ−τn)(Tp−(τ−τn)) − 1
j4πke(τ − τn)
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for 0 < τ − τn < Tp, and
I2 =
Tp∫
−(τ−τn)
e+j4πke(τ−τn)tdt =
ej4πke(τ−τn)Tp − e−j4πke(τ−τn)2
j4πke(τ − τn)
for −Tp < τ − τn < 0, whereas I3 = 0 otherwise.
The result can be written in a compact form given by:
R(τ) =
sin
(
2πke(Tp|τ − τn| − (τ − τn)2)
)
2πke(τ − τn) e
+j2πkeTp(τ−τn)rect
[ |τ − τn|
Tp
]
.
(A.14)
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B Relevant Orbital Geometry and
Mechanics
B.1 Spacecraft Velocity for Circular Orbits
The linear velocity V of the spacecraft of mass ma in a circular orbit around
a spherical homogeneous earth (see Fig. B.1) can be derived from the inward
gravitational force Fg and the outward centrifugal force Fc given by:
Fg = mags
(
Rearth
Rorbit
)2
and (B.1)
Fc =
maV
2
Rorbit
, (B.2)
respectively. In the above gs is the surface gravity constant gs = 9.81m/s2;
while Rearth and Rorbit are the earth and orbit radii, respectively. For a stable
orbit the two forces are equal and thus
Fg
!= Fc ⇒ V =
√
gsR2earth
Rorbit
. (B.3)
B.2 Slant-Range Distance for Curved Earth
The purpose is to determine the slant-range Rs as a function of the local angle
of incidence ϑi and the orbit height Horbit. With reference to the triangle ABC
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Figure B.1: Geometry of satellite orbit and local angle of incidence on the curved
Earth
in Fig. B.1
R2orbit=(Rs + Rd)
2 + R2p
⇒ Rs =
√
R2orbit −R2p −Rd (B.4)
where Rorbit = Horbit+Rearth is the orbit’s radius. Writing Rd and Rp in terms
of the local Earth radius Rearth and the angle of incidence gives
Rp = Rearth · sinϑi (B.5)
Rd = Rearth · cosϑi. (B.6)
Inserting into (B.4) gives
Rs =
√
R2orbit −R2earth sin2 ϑi −Rearth cosϑi (B.7)
which when written in terms of the orbit height Horbit and after simpliﬁcation
yields
Rs =
√
H2orbit + 2HorbitRearth + R
2
earth cos2 ϑi −Rearth cosϑi. (B.8)
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C Spatial Fourier Transform of
Spherical Phase SAR Signals
The appendix describes how to use the asymptotic evaluation of integrals and
speciﬁcally the method of stationary phase in order to solve the spatial Fourier
transform integral of the spherical phase function common to the signals of
SAR systems.
C.1 Asymptotic Evaluation of Integrals
The aim is to solve the spatial domain Fourier integral in (4.10) given by
+L/2∫
−L/2
exp
(
−j2k
√
x2 + (y − u− αv)2 − jkuu
)
·
exp
(
+jk
(y − u)(1− 2α)
(x2 + (y − u)2) 12
v − jk x
2(1− 2α2)
2 (x2 + (y − u)2) 32
v2
)
du. (C.1)
The ﬁrst exponent of the above integrand is a fast varying term with respect
to the variable u. The fast varying term is given in (C.2) by w(u). The second
exponential term varies slowly, because of the large value of x2 and y2 in the
denominators of the exponent; this term is the slow varying term as given in
(C.3). As an example, Fig. C.1 shows one possible plot of the two terms.
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exp(−jw(u)− jkuu) = exp
(
−j2k
√
x2 + (y − u− αv)2 − jkuu
)
(C.2)
W (u) = exp
(
+jk
(y − u)(1− 2α)
(x2 + (y − u)2) 12
v − jk x
2(1− 2α2)
2 (x2 + (y − u)2) 32
v2
)
. (C.3)
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Figure C.1: Comparison of the slow and fast varying terms of the integral in (C.1) as
deﬁned in (C.2) and (C.3). The parameters are x = 8km, y = 150m and
α = 0.35
This type of integral can be solved using an asymptotic evaluation [78]. Sup-
pose that w(u) has a maximum at the point us on the integration path; at this
point the derivative is zero and thus the variation of w(u) in the vicinity of us
is small. It follows that the oscillation of expw(us) is small near us. The idea
behind the method of stationary phase is to approximate the integral by the
path contributions in the vicinity of us only, since the contribution from the
remainder of the path will be negligible, due to the high oscillation of w(u) be-
tween its positive and negative extrema. If W (u) is regular and slowly varying
in the vicinity of us as compared to w(u) it may be approximated by W (us)
and taken outside the integral. Approximate integration of the remaining term
can be achieved by expanding w(us) in a power series about us and retaining
only the ﬁrst few terms, such that the remaining integral can be converted into
a form, which can be solved analytically.
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The stationary or saddle points are found by diﬀerentiating the fast term
with respect to u and equating the result to zero
∂
∂u
(− w(u)− kuu) = 2k(y − u− αv)√
x2 + (y − u− αv)2 − ku
!= 0. (C.4)
Solving for the stationary points u = us results in
us = y − αv ± kux√
4k2 − k2u
. (C.5)
It is only in the vicinity of these points that the integral needs to be evaluated.
When us is inserted into the slow varying term, the function W (us) can be
drawn outside the integral1. The fast varying term is expanded into a Taylor
series in the neighborhood of the stationary points (third and higher order
terms are neglected)
w(u) + kuu ≈ w(us) + kuus + 12w
′′(us)(u− us)2 (C.6)
where w′′(us) is the second derivative with respect to u at the point us and is
given by
w′′(us) =
2kx2
(x2 + (y − us − αv)2)
3
2
=
(
4k2 − k2u
) 3
2
x (2k)2
> 0 (C.7)
Note that the ﬁrst derivative is zero for u = us, i.e., when w′(us) = 0.
Inserting (C.6) and W (us) into (C.1) gives
W (us) · exp
(− jw(us)− jkuus) ∫ +∞
−∞
exp
(
−jw
′′(us)
2
(u− us)2
)
du (C.8)
The limits of the above integral have been extended to inﬁnity, since the
main contribution comes from the vicinity of us where the exponential term is
varying slowly, hence extending the limits has no inﬂuence on the result.
1The integral to be solved after drawing out the slow varying (i.e., bi-static phase) term
is identical to the integral that would result from the mono-static conﬁguration. Hence,
when comparing the mono-static and bi-static cases the remaining integral need not be
evaluated, once W (us) is obtained. Nevertheless, the solution is stated here for complete-
ness.
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Next a variable transformation u− us to ν is introduced, giving
w′′(us)
2
(u− us)2 = π2 ν
2
du =
√
π
w′′(us)
dν (C.9)
which when inserted into (C.8) gives (note that the integral is symmetric about
ν = 0)
W (us) · exp
(− jw(us)− jkuus) · 2√ π
w′′(us)
∫ +∞
0
exp
(
−j π
2
ν2
)
dν. (C.10)
The integral is recognized as being the complex Fresnel integral [45], the
solution of which is known [2]∫ +∞
0
exp
(
−j π
2
ν2
)
dν =
1√
2
exp
(
−j π
4
)
. (C.11)
Substituting the above and us from (C.5) into (C.10) ﬁnally gives
W (us) · k
√
2πx
(4k2 − k2u) 32
exp
(
− j
√
4k2 − k2ux− jku(y − αv)− j
π
2
)
. (C.12)
C.2 Determining the Slow Varying Term
The value of W (us) is determined by substituting (C.5) into (C.3) which gives
W (us) = exp
(
+ jk
(1− 2α)v
(1 + (x/ξ)2)
1
2
)
· exp
(
− jkx
2(1 − 2α2)v2
2 (x2 + ξ2)
3
2
)
(C.13)
where the substitution
ξ = αv ± kux√
4k2 − k2u
(C.14)
is introduced.
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For airborne or spaceborne SAR systems the range x is in the order of tens of
kilometers while the value of αv is in the order of a few meters. This validates
the approximation
ξ ≈ ± kux√
4k2 − k2u
(C.15)
which when inserted into (C.13) gives
W (us) = exp
(
+ jku
(1 − 2α)v
2
)
· exp
(
− jk (1− 2α
2)v2
16x
(
4k2 − k2u
k2
) 3
2
)
(C.16)
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