Results of the initial calibration of the Ultra-Violet Imaging Telescope (UVIT) were reported earlier by Tandon et al. (2017a) . The results reported earlier were based on the ground calibration as well as the first observations in orbit. Some additional data from the ground calibration and data from more in-orbit observations have been used to improve the results. In particular, extensive new data from in-orbit observations have been used to obtain (a) new photometric calibration which includes (i) zero-points (ii) flat fields (iii) saturation, (b) sensitivity variations (c) spectral calibration for the near Ultra-Violet (NUV; 2000−3000Å) and far Ultra-Violet (FUV; 1300−1800Å) gratings, (d) point spread function and (e) astrometric calibration which includes distortion. Data acquired over the last three years show continued good performance of UVIT with no reduction in sensitivity in both the UV channels.
INTRODUCTION
Ultra-Violet Imaging Telescope (UVIT) is one of the five payloads on board the Indian multi-wavelength astronomy satellite AstroSat (Agrawal 2006) . Four of the five instruments on AstroSat observe in the soft and hard X-ray bands, while UVIT observes in the Ultra-Violet bands. The primary aim of UVIT is simultaneous imaging in the far Ultra-Violet (FUV; 1300−1800Å) and the near Ultra-Violet (NUV; 2000−3000Å) channels over a field of ∼28 diameter with a spatial resolution < 1.5 . For both FUV and NUV channels, mul-tiple filters are provided for observations in a narrower band, and options for slit-less spectroscopy, with a resolution of ∼80, too are provided. The initial calibration of UVIT was reported in Tandon et al. 2017a , (hereinafter referred to as Paper-1), which were based on the measurements done on ground and initial observations on the sky. With accumulation of in-orbit observations carried out over about 30 months on the calibration fields, the calibration has been refined and the results are reported here. These results supersede the ones reported in Paper-1. The paper is organised as follows: important details of the instrument are described in Section 2, a brief description of the calibration reported in Paper-1 is presented in Section 3, details of the new observations arXiv:2002.01159v1 [astro-ph.IM] 4 Feb 2020 are given in Section 4, results of the calibration are given in Section 5 and Section 6 is devoted to conclusions.
INSTRUMENTATION
Two co-aligned Ritchey-Chretien telescopes, each of aperture ∼375 mm, are used to image in FUV (1300−1800Å), NUV (2000−3000Å) and VIS (3200−5500Å) channels. As drift in the pointing can be many arc-seconds at rates up to 2 arc-second/sec, images are generated by combining short-exposure frames (<< 1 sec) after applying corrections for drift. Many of the fields would not have enough flux in NUV/FUV for tracking the drift, therefore images taken with the VIS channel, at regular intervals of ∼1 sec, are used to monitor the drift. Each of the three channels has a filter wheel to select a narrower band for imaging. For low resolution slit-less spectroscopy, one grating is provided in the NUV wheel and two gratings (with orthogonal dispersions) are provided in the FUV wheel. Intensified CMOS imagers, of aperture 39 mm, are used for all the three channels. The imagers can work either in photoncounting mode (with high intensification/high electron multiplication due to high voltage in the micro channel plate; MCP) or in integration mode (with low intensification/low electron multiplication due to low voltage in MCP). The CMOS imagers have 512 × 512 pixels, and each of these pixels is mapped to 8 × 8 sub-pixels in the final image to get a plate-scale of ∼0.416 per subpixel. Observations can be carried out for the full field of ∼28 diameter, at a rate ∼29 frames/sec or for a selectable partial field at a higher rate. Key performance parameters of the three channels are presented in Table  1 , and properties of the filters are shown in Table 2 . For more details of the instrument the reader is referred to Tandon et al. (2017b) and the references therein.
CALIBRATION REQUIRED
All the calibration can be divided into four sets (see Paper-1 for details). The scope of these is briefly described below 1. Photometric calibration: This includes (a) zero point magnitudes at the centre of the field for different filters obtained from the observations on a standard star (HZ 4 is observed for this), (b) flat-field variations remaining after correcting for variations in the sensitivity of the detectors as observed in the ground calibration at the mean wavelengths, and (c) correction for saturation in the photon-counting mode.
Monitoring sensitivity of FUV and NUV channels:
As throughput of the FUV and NUV channels can be reduced by depositions of contaminants on the optics, as well as due to ageing of the filters, the MCPs and coatings on the mirrors, sensitivity of both the channels is monitored every few months.
3. Spectral calibration for the NUV and FUV gratings: This includes (a) effective area as a function of wavelength, (b) dispersion, and (c) resolution.
4. Point Spread Function, including encircled energy as a function of radius.
5. Astrometric calibration giving estimates of errors in the positions after correcting for distortions in the detectors as per the ground calibration.
The results of calibration were earlier reported in Paper-1. With the availability of more data from in orbit observations, improved results, particularly on the flat field variations have been obtained, and are presented in Section 5.
OBSERVATIONS AND DATA ANALYSIS
The results reported here are based on the observations of HZ 4, three overlapping fields in the Small Magellanic Cloud (SMC) and NGC 188. All the observations were made in photon-counting mode of the detectors. Most of the observations were made with full field, but some of the observations for HZ 4 were made with partial field to get frame rates up to ∼292 frames/sec to minimise the effect of saturation. More details for the observations can be found in Paper-1. To monitor any possible reduction in throughput of FUV and NUV channels, due to deposition of any contaminants on the optics or due to ageing of the filters and the MCPs, a field in NGC 188 was selected as its high declination provides visibility throughout the year. The three fields in SMC were selected as follows: the first field was selected away from the centre of SMC to avoid the brightest part, the other two fields were selected to get shifts of ∼6 in two orthogonal directions with reference to the first field. The shifts of ∼6 were used to get a good overlap between the fields as well as obtain a separation of several arcminutes for positions of common objects in the three images. The differences in count-rates between the three positions provide data on differential sensitivity across more than one thousand separationvectors distributed over the area of the detector. All the images were generated with CCDLAB (Postma & Leahy 2017) . In CCDLAB 1 , each event is corrected for position as well as flat-field. The positions are corrected Note-a For the VIS channel all the parameters are based on ground calibration. This channel is operated in integration mode. Photometric calibration is not done as we don't expect doing science with VIS channel observations. This channel is meant for aspect correction. b The mean wavelength is for the filter with maximum bandwidth, and is obtained by weighting wavelengths with the corresponding effective area as measured in calibration on the ground. c The zero point magnitude (for the filter with maximum bandwidth) is in AB system and refers to the average flux of HZ4 in the band d It depends on perturbations in the pointing. e These are for the gratings. f The saturation is given for the full field images. These are taken at a rate 28.7 frames/s; images for partial field are taken at higher frequency of the frames and the range of linearity is higher for: (i) a bias called fixed pattern noise, (ii) distortion, and (iii) drift of the pointing. The correction for flatfield is only for the spatial variations in sensitivity of the detectors as measured during pre-launch calibration, i.e. possible contributions of other optical elements are not included and are to be deduced from these images as discussed under "Remainders of flat field" in Section 5.1.3. The corrections for distortion were generated by a reanalysis of all data from ground calibration done at the University of Calgary and at the Indian Institute of Astrophysics (IIA), and have small differences compared to what were used for the results reported in Paper-1. The arrays for flat-field corresponding to the pre-launch calibration, too were regenerated by correcting the position of each event for distortion on the detector, which is equivalent to correcting for errors due to variations in plate-scale caused by distortions, and have small differences compared to what were used for the results reported in Paper-1. Filters F148Wa and N242Wa are spare filters which were not used for any observations and hence no results are presented for these.
RESULTS OF CALIBRATION

Photometric calibration
All the calibration mentioned in Section 3 have been redone with more in-orbit observations. There are no surprises in the new results, but in many cases these show small but significant differences.
Zero point magnitudes
Results of all the observations on HZ 4 have been used to recalculate zero point magnitudes for the filters. This magnitude is a measure of the sensitivity and its meaning is explained in the following sentences. Take a source which has a spectral shape identical to HZ 4 and which gives one count per second at the centre of the field, after applying all the corrections. The average flux, within band of the filter, for this source would correspond to zero point magnitude at λ mean (see Paper-1 for more details). For any filter, the observed count rates are first corrected to get equivalent "Normalised counts/sec" at the centre of the field by applying corrections for flatfield (including those reported below as Remainders of flat field), saturation (see section 5.1.4), and counts in the extended pedestal of PSF (see Table 12 ). The normalised counts/sec were used to calculate the zero point Table 2 . Properties of the individual filters of UVIT. Here, λmean is the mean wavelength (estimated by weighting the wavelengths with the effective areas) and ∆λ is the band width (between the wavelengths with effective area 50% of the peak) .
Filter Name
Filter
CaF2-2 1485 500 F154W
BaF2 1541 Note- † The VIS channel is only meant for aspect correction and not expected for science observation. The inbuilt safely features of UVIT require the count rates in VIS channel not to exceed 4800 c/s for any individual point source.
To enable observations of fields that have optical sources with varied brightness levels, the VIS channel too have different filters such as V347M, V391M, V461W, V420W and V435ND. magnitude. To derive zero point (ZP) magnitude, an estimate is required for the average flux within band of the filter. In Paper-1, the average flux for HZ 4 was calculated within half power wavelengths of the filter, but here the full band of the filter (as shown in Table  4 ) is used for this calculation. The results are shown in Table 3 . The errors shown correspond to 1σ for the observed counts. Any errors related to correction for saturation and flat-field for any off-sets from the centre are expected to be no more than 1% for all the filters except N219M for which these could be 2%.
Effective areas
The zero point magnitudes can be interpreted quantitatively only with reference to the spectral-shapes of the filters and the calibration source. Therefore, in order to fit any model spectral energy distribution to the observed c/s in the various filters, effective areas are required as a function of wavelength (see for example Poole et al. 2008 ). These effective areas were calibrated on ground (see Paper-1) and are shown in Table 4 . The in-orbit calibration with HZ 4 were used to estimate corrections for the areas under the assumption that relative change in transmission is independent of wavelength for each filter. These corrections are shown in Table 5 . The corrected effective area is obtained by multiplying any entry in Table 4 with the corresponding entry in Table  5 .
Remainders of flat field
During the flat-field calibration on ground, only spatial variations in sensitivity of the detectors, at 1500 A for the FUV detector and at 2100Å for the NUV detector, were included and these were used for processing of the images. While the beam used for these calibration was expected to be uniform over small scales, e.g. over ∼10 , it could have had variations over large scales. In addition, there could be spatial variations due to other optical elements, e.g. filters, and wavelength dependent variation in sensitivity of the detectors. In order to get a direct measure of the overall flat-field, exposures were taken for three fields in SMC. The first field was selected in a suitable part of SMC (α 2000 = 01:09:46, δ 2000 = −71:20:30). The second field was selected by applying a shift of ∼6 in one direction, and the third field was selected by applying the shift along an orthogonal direction. These provided data for finding count rates, for a large number of sources, at three positions on the detector. The variations in these signals with position are called remainders of flat-field. Limited results on the remainders were reported in Paper-1.
The flat-fields obtained on the ground are a good measure of small scale variations in sensitivity of the detec- Table 4 . Results of ground calibration on effective areas of the filters as a function of wavelength for the centre of the field. Wavelength(λ) is inÅ and effective area (E) is in square cm .
F148W
F154W F169M F172M N242W N219M N245M 3.00 × 10 −9 1.034×10 −8 9.541 ×10 −8 1.
3.30 × 10 −9 5.19 ×10 −9 2.917 ×10 −8 2.66 ×10 −9 6.75 ×10 −9 1.517×10 −8 a6 -9.98 × 10 −12 -3.63 ×10 −12 -3.39 ×10 −12 5.69 ×10 −13 -4.46 ×10 −12 3.01×10 −12 a7
1.232 × 10 −11 4.71 ×10 −12 1.572 ×10 −11 6.18 ×10 −12 1.103×10 −11 1.159×10 −11 a8 7.39 × 10 −12 3.86 ×10 −12 2.186 ×10 −11 3.45 ×10 −12 6.61 ×10 −12 8.33×10 −12 a9 -8.32 × 10 −12 -1.175×10 −11 1.750 ×10 −11 1.95 ×10 −13 -6.27 ×10 −12 -1.96×10 −12 a10 2.205 × 10 −5 9.905×10 −5 -6.51
tors. Therefore, the remainders are only expected over scales larger than ∼10 arcmin. The beam at the filters is ∼3.3 mm in diameter and any variations in the transmission on scales < ∼1 mm are not of much consequence. In the ground calibration, all the filters except N219M gave < 5% peak-to-peak variations in transmission on scales > 1 mm. Therefore we considered a third order polynomial in x & y as a good choice to model the remainders, even if it misses some small scale variations for N219M. In order to avoid errors related to drifting in and out of the sources near the edges, only data for sources falling within a radius of 1900 sub-pixels were used, i.e. an extrapolation would be required to find remainders for radii > 1900 sub-pixels. It was noted that a fit restricted to data for radii < 1500 sub-pixels gave very small values for the remainders. But a fit for all the radii gave much larger values for the remainders for radii < ∼1500 sub-pixels. This suggested that the relatively larger values at the outer parts of the field were biasing the fit for the central part. Therefore, the fit was made in two parts: (i) a third order polynomial for radii < 1500 sub-pixels, and (ii) the change beyond radius of 1500 sub-pixels as linear in radius with four parameters to generate the azimuthal dependence. The function, f a multiplicative factor, normalised to one at the centre, is written as f (x, y) = 1 + a 1 x + a 2 y + a 3 x 2 + a 4 y 2 + a 5 xy + a 6 x 3 + a 7 y 3 + a 8 yx 2 + a 9 xy 2 ; f orR ≤ 1500
(1)
f (x, y) = 1 + a 1 x + a 2 y + (1500/R) 2 (a 3 x 2 + a 4 y 2 + a 5 xy) + (1500/R) 3 (a 6 x 3 + a 7 y 3 + a 8 yx 2 + a 9 xy 2 ) + (R − 1500)(a 10 y/R + a 11 x/R + a 12 * 2xy/R 2 + a 13 (x 2 − y 2 )/R 2 + a 14 ), f orR > 1500 (2) where x/y are the coordinates in sub-pixels as referred to the centre, and R is the radius. As direct data on the sensitivity as a function of position were not available, an approximation was used. The observed count-rates for a source at different positions can be related to differentials in sensitivity as follows:
Here, s(x,y) is the sensitivity at x,y. As long as "f" does not differ much from unity , Equation 4 can be approximated as
This procedure has three possible sources of error: (i) those due to finite statistics of the measured counts of individual objects and temporal variation of some sources (ii) those due to the approximation as per Equation 5, and (iii) due to any inadequacy in the choice of the function. Based on simulations, the errors due to the finite statistics are estimated to be < 2% within a radius of 12 and < 5% for the full field, and errors due to the approximation are estimated to be < 1% for all the filters except N219M (the fitted values of "f " for all the filters except N219M range within 0.86 and 1.18). However, for N219M, the fitted values of "f " range within 1 and 1.5, and the errors would be >> 1%. Therefore, two iterations have been used for this filter where Equation 4 was used in the second iteration with the values of "f " obtained in the first iteration. The maximum values of "f " obtained in the first and second iterations are 1.41 and 1.49 respectively, and errors in the final values of "f " arising due to the approximation are estimated as < 4%. All the filters for FUV are crystaline and are not expected to deteriorate in orbit. The data for all the FUV filters were combined to get a common fit called FUV-ALL. The parameters obtained for all filters are given in Table 6 . These fits were applied to the counts obtained for HZ 4, with F148W, N219M, and N279N, at multiple locations on the detectors. The results suggest that the remainders are corrected to better than 5% for radii < 12 (∼1770 sub-pixels) on the detectors. This gives confidence in the process used. The actual fit was made for radii < 1900 sub-pixels, but the relations for radii > 1500 sub-pixels can be used up to radii of 2000 sub-pixels. The number of source pairs used for the fits are: ∼8000 for FUV, ∼4000 for N242W, ∼1700 for N219M, ∼3100 for N245M, and ∼1400 for N279N. Only those sources were included which had > 200 counts in at least one of the two fields. As maximum possible coverage was required over the area, all the sources were given equal weight irrespective of the counts. Images taken with filter N219M (NUV B15), which shows the largest variation in sensitivity across the field of view, were analysed to check the errors at radii between 1900 and 2000 sub-pixels. A comparision of the corrected (as per the fit for radii > 1500 sub-pixels) counts in images of SMC1, SMC2, and SMC3 shows that the fractional rms errors are ∼0.06, a major part of which could be Overall variations for inverse of the sensitivity are shown in Figure 1 . These variations were obtained by combining flat-fields of the detectors measured in the ground calibration with the results obtained here for remainders of flat-field, and were normalized to one at the centre. We give in Table 7 two sets of maximum and minimum of the inverse of sensitivity over the field for different filters, one for radii < 1900 sub-pixels and the other for radii < 2000 sub-pixels.
Correction for saturation
In photon-counting mode, occurrence of multiple photon events in close proximity (within 3 × 3 pixels) in a frame is recorded as single photon. Therefore, there is some saturation unless the average photon rate per frame is << 1. Process of correcting this remains the same as was reported in Paper-1, and it is described below.
The actual counts per frame can be calculated by using relation of Poissonian statistics between the actual counts per frame and fraction of the frames with no count. However, as the actual PSF is spread beyond 3 × 3 sub-pixels, we have to use an empirical procedure described below. Let CPF5 be 97% of the observed counts per frame and let ICPF5 be the corresponding actual counts per frame as per Poissonian statistics. The equations used to get the correction for counts per frame are
where, ICORR is the ideal correction for saturation, RCORR is the real correction. It is found that 97% of the total counts are contained within a window of radius ∼29 sub-pixels (∼12 ) which can be used to estimate CPF5 in the above equations (see Section 5.4 on PSF). The parameters in the above equations are found empirically and it works well for point sources with observed (uncorrected) rates <∼0.6 counts/frame. A similar correction for extended sources is more involved and is not discussed here. As the observed frames for a point source fall in two categories, i.e. either with one photon or with no photon, the errors on actual counts are calculated as per Binomial distribution.
Reduction in Sensitivity of UVIT
During all the manoeuvres, care was taken to keep bright earth and sun away from the field of view of UVIT, but scattered Ultra-Violet radiation from these sources could lead to slow deposition of contaminants (Noter et al. 1993 ) on the optics and hence could lead to a reduction in sensitivity of FUV and NUV channels. In addition to this, factors such as the ageing of the MCPs and filters, interaction of radiation with the coatings on the optics could also lead to a reduction in the sensitivity of UVIT. To estimate any degradation in the sensitivity of UVIT, signals for two stars in the field of NGC 188 were tracked between December 31, 2015 to October 23, 2018. In FUV the observations were carried out in F148W filter, while in NUV, the filter N279N was used. The log of observations of NGC 188 is given in Table 8 . In NUV, the two stars centered at (α 2000 = 00:48:18.91, δ 2000 = +85:13:26.04), (α 2000 = 00:42:43.68, The average saturation corrected counts/sec (obtained over a circular aperture of 50 sub-pixels radius, that encompasses more than 98% of the energy in both FUV and NUV) of the two stars in FUV and NUV are given in Fig. 5 . Our results are consistent with no reduction in the sensitivity of FUV and NUV channels of UVIT.
Spectroscopic Calibration
Spectroscopic calibration has been done with observations of NGC40 (for dispersion) and HZ 4 (for effective areas). The data have been reanalysed by Dewangan (2019) . The results of this analysis are presented here. For typical images with the gratings and other details please refer to Paper-1. We note that in Paper-1: (i) the "pixels" are twice in linear size as compared to the subpixels used here, (ii) the nomenclature for the gratings FUV1 and FUV2 is inverted relative to the nomenclature used here.
Dispersion and Spectral Resolution
The relations between wavelength (in Angstroms) and shift (in sub-pixels) from zero order, and spectral resolutions, are shown in Table 9 . Here shifts (in sub-pixels) are written as x or y to indicate whether the dispersion is along rows/columns. The effective areas plots are shown in Figure 2 to Figure 4 , and the polynomial fits to the effective areas are given in Table 10 .
Point Spread Function (PSF) Calibration
The PSF consists of a narrow core and an extended pedestal. New results on PSF were obtained with observations of HZ 4 with short exposure frames to minimise the effect of saturation. In the photon counting mode, frames for individual exposures are analysed by the on-board hardware to communicate position of the detected photons. For shorter exposures (larger read rates) the probability of two photons occurring in one frame is less. Correction for saturation was applied as per Section 5.1.4, and it was assumed that the correction is uniform and is limited to a circle of radius 22.5 subpixels of the PSF. The results show that the pedestal is much more extended as compared to what was reported in Paper-1 and contains ∼3% more energy. The growth curves for NUV and FUV are shown in Figure 6 and Figure 7 and Table 11 .
The pedestal is caused by scattering due to mechanical blocks and roughness/aberrations of the mirrors and filters and its strength is not expected to vary significantly with position on the detector. The observed variations in fractional energy of the pedestal for different filters are shown in Table 12 . These data indicate that the multilayer-interference filters scatter more than the crystalline filters. Table 13 shows that FWHM varies from ∼2.1 subpixels (∼0.9 ) to ∼3.4 sub-pixels (∼1.4 ) for radii ≤ 12 (fits to 2-D symmetric Gaussian give 15% larger values for FWHM). As reported in Paper-1, for larger radii (>12 ) the FWHM could increase up to ∼2 due to the distortions. We note that FWHM can be adversely affected for individual exposures due to larger perturbations in the pointing or defocus due to any large variation in the temperature. Ground calibration data acquired by changing the temperature of ±5 deg around the operating temperature of 20 deg found neglible changes in the telescope focus. The temperature stability achieved in space is much lesser than ± 3 deg (Sriram 2020) . From repeated observations of NGC 188, we have not found any change in the PSF with time. An analysis of the PSFs for non-saturated images shows that the sharpness of the NUV-PSF is underestimated for radii <7 sub-pixels; this seems to be due to a larger saturation for NUV Silica (N242W) image of HZ4 (> 0.4 c/f) and the assumption that saturation is uniform for radii < 22.5 sub-pixels.
Possible causes for variation in FWHM of the core are (a) defocus, due to curvature of the focal plane, tilt of the detector-plane, dispersion etc., (b) variations in errors in tracking of the drift, and (c) variations in intrinsic spatial resolution of the detector with wavelength. Images of a part of SMC were used to find FWHM, by fitting a symmetric Moffat profile, for a large number of stars within a radius of 12 . The results are shown in Table 13 . Some systematic trends can be inferred from these data: (a) except for the filter F148W, focus for all the other FUV-filters is not optimal and the effects of curved focal plane are evident, (b) for the NUV filters the focus is optimal and the effects of curved focal plane are not significant, (c) for the FUV-filters, dispersion seems to broaden the FWHM, (d) for the NUVfilters the FWHM are better as compared to those for FUV-filters − this could result from a combination of Table 10 . Polynomial fits to the effective areas (EA) for the gratings .
Parameter Value
NUV first order EA(cm 2 ) = 900363.87 -2548.8671167 λ + 3.07510804796 λ 2 -0.0020498923174 λ 3 + 8.1553032340 * 10 −7 λ 4 -1.93655027784*10 −10 λ 5 + 2.5415821036*10 −14 λ 6 -1.42229434666*10 −18 λ 7 FUV1 second order EA (cm 2 )= -3394.60 + 8.504523 λ -0.0079305062 λ 2 + 3.2687397*10 −6 λ 3 -5.031413*10 −10 λ 4 FUV2 second order EA (cm 2 )= 268.14 -1.033632 λ + 0.0012895741 λ 2 -6.5494929*10 −7 λ 3 +1.1761863*10 −10 λ 4 less dispersion in NUV and a better spatial resolution of the NUV-detector, and (e) filters for longer wavelengths show better FWHM − this is most likely due to better spatial resolution of the detector at wavelengths closer to the cut-off wavelength resulting from lower lateral momentum/movement of the photo-electrons between the photo-cathode and MCP (see Brooks et al. 2006 for more details on this effect).
Astrometric Calibration
Positions measured by the detectors show deviations from linearity, i.e. the detectors show distortion. The distortions were calibrated on the ground and a part of these data were used to correct the measured positions for the results reported in Paper-1. Now, all the data on calibration have been used to correct the measured positions. The resulting corrections differ significantly for NUV near edges in the first quadrant. To get an estimate of the distortion in the final images, positions of stars in the NUV-images of SMC with filter N263M were compared with the positions in the FUV image with filter F154W, after due corrections for the relative plate scale and shift & rotation between the two images. The differences are shown in Figure 8 . It is seen that the new results are significantly better than those reported in Paper-1 for x > 1800 sub-pixels in the first quadrant. Averaged over the full field, rms of the deviations is < 0.4 . while it is 0.3 within a diameter of 24 . As the optics and the detectors for FUV and NUV are independent, these differences can be taken as upper bound for leftover distortion in the individual images.
CONCLUSION
Based on additional data, results on the calibration for UVIT have been revisited. Results on all calibration except flat field show only small differences as compared to the results reported in Paper-1. Details on the new calibration that are needed for the users of UVIT data along with the updated CALDB are also available at https://uvit.iiap.res.in/. We summarize here the findings of the calibration 1. Photometric calibration: (a)as compared to estimates from the ground calibration, reduction in sensitivity ( or average effective area) for all the filters except N219M lie in range of 11% to 22%, while the filter N219M shows a reduction of ∼46%. These differences are most likely related to inaccuracies in the ground calibration which were only meant to assure that the sensitivities in different bands were not less than 50% of the designed value. (b) The peak to peak variation in sensitivity with position within a diameter of 24 is < 20% for all the filters except N219N for which it is ∼35% and (c) new zero point magnitudes are estimated with reference to the white dwarf HZ 4. Table 13 . Observed variations (in sub-pixels) of the FWHM with positions across the detector. For FUV filters, the first number is for stars at radii < 7.5 arcmin, and the second number is for stars at radii > 7.5 armimn and < 12 arcmin, while for NUV filters the number is for all the stars within a radius of 12 arcmin and no significant variation in FWHM with radius was seen . 3. Spectroscopic calibration give a peak effective area of ∼18.5 sq cm and a resolution of 38Å for the NUV grating, and a peak effective area of ∼4.5 sq cm and a resolution of ∼15Å for the FUV gratings, 4. The PSF shows a FWHM 1.4 or better within a diameter of 24 for FUV as well as NUV.
5. Astrometric calibration in orbit shows that the uncorrected distortion is < 0.3 rms within a diameter of 24 . 
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