A class of nonsmooth vector optimization problems are considered, where the feasible set defined by cone constraint and the objective and constraint functions are locally Lipschitz. The concept of the Clarke's generalized directional derivative for a locally Lipschitz function is introduced. By using this concept, necessary optimality condition for the unconstrained optimization problem is established. Furthermore, a Slater-type constraint qualification is given in such a way that they generalize the classical one, when the constraint functions are differentiable. Then, Kuhn-Tucker necessary optimality condition in terms of the Clarke subdifferentials is obtained.
Introduction
Vector optimization is an extension of mathematical programming where a scaler valued objective function is replaced by a vector function. Necessary optimality conditions for this kind of programming are studied by several authors in the smooth and nonsmooth cases [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Vector optimization problems with differentiable functions is considered in [12] and then the Kuhn-Tucker condition for a Pareto efficient solution of a vector function over a feasible set defined by inequality constraints is obtained. Considering quasiconvex and directionally differentiable functions, the result obtained by [12] is extended in [13] .
A vector optimization problem with only inequality constraints and suppose that the involved functions are locally Lipschitz is studied in [14] . The KT optimality conditions is given under a generalized Abadie type constraint qualification assuming that the Clarke subdifferentials of the objective and constraint functions are polytopes.
The result of [14] is also extended in [15] by considering locally Lipschitz functions, Fréchet differentiable equality constraints, and an abstract set constraint. These authors establish the KT optimality conditions under an extended generalized Guignard constraint qualification is established, but in this case the objective function is assumed to be Fréchet differentiable.
In this paper, the cone efficient solution of a class of nonsmooth vector optimization problems is considered, where the feasible set defined by cone constraint and the objective and constraint functions are locally Lipschitz. By using Clarke's generalized directional derivative, necessary optimality condition for the unconstrained optimization problem is established. Furthermore, some constraint qualifications are given in such a way that they generalize the classical one, when the constraint functions are differentiable. Then, Kuhn-Tucker necessary optimality condition for the cone efficient solution in terms of the Clarke subdifferentials is obtained.
Notations and Preliminaries
Consider the following vector minimization problem:
: x D  is a weakly local efficient solution of (VMP) if, for some 0
The functions f and g are not assumed differentiable; the Lipschitz hypothesis, with Rademacher's theorem, ensures that they are differentiable except on a set of zero measure.
For a set
Note that * S is a closed convex cone, even though S need not be. It is well known that, since int K   , the dual cone * K has a compact convex base B , Lemma 1 If K is a closed convex cone with nonempty interior, B is a compact convex base of the dual cone * K , and 0 
For a Lipschitz vector function : 
The following lemma will be required.
 concave and positively homogeneous. Then exactly one of the following systems is consistent:
(
It is an immediate special case of [17] , Theorem 2.1. Now the contrapositive of (1) is (3) 
Since B is compact, 2 ( )   may be replaced by ( )
Optimality Conditions
In the following necessary optimality condition for the unconstrained optimization problem is established, and Fritz John and Kuhn-Tucker necessary optimality conditions in terms of the Clarke subdifferentials are obtained.
Theorem 1 (Unconstrained necessary optimality condition) If :
n p f R R  satisfies local Lipschitz condition, and 0
x is a local weakly efficient solution with respect to the cone K , then, there exists B
Proof
Suppose that, for some direction \{0} , not all zero, such that
From Lemma 3, we have
In particular, fixing B   , and setting Now we obtain a necessary condition of Kuhn-Tucker type. Firstly, we give a constraint qua1ification that ensures that 0   . The following Slater-type constraint qualification does this.
Slater-type constraint qualification :
Theorem 3 (Kuhn-Tucker optimality condition) If :
are closed convex cones with nonempty interior, 0 x is a local weakly efficient solution with respect to the cone K and the constrained condition is 1 ( ) g x K   , and Slater-type constraint qualification :
Proof Assume that ( , ) 0    , and 
Conclusion
This paper presents a new type of nonsmooth vector optimization problems. This new vector optimization problems extend Pareto efficient solution to cone efficient solution and only inequality constraints to cone constraint. The objective and constraint functions are locally Lipschitz that generalizes the classical one, when the objective and constraint functions are differentiable. The new concept of the Clarke's generalized directional derivative for a locally Lipschitz vector function is introduced. By using this concept, Kuhn-Tucker necessary optimality condition for the cone efficient solution in terms of the Clarke subdifferentials is obtained.
As pointed out by an anonymous referee, we will study this type of nonsmooth vector optimization problems by considering locally Lipschitz functions, Fréchet differentiable equality constraints, locally Lipschitz inequality constraints and an abstract set constraint. We will study new constraint qualification that has a significant role in optimization problems. By using this constraint qualification, Kuhn-Tucker necessary optimality condition for the cone efficient solution will be given.
