We derive the model of homogenized von Kármán shell theory, starting from three dimensional nonlinear elasticity. The original three dimensional model contains two small parameters: the oscillations of the material ε and the thickness of the shell h. Depending on the asymptotic ratio of these two parameters, we obtain different asymptotic theories. In the case h ≪ ε we identify two different asymptotic theories, depending on the ratio of h and ε 2 . In the case of convex shells we obtain a complete picture in the whole regime h ≪ ε.
Introduction
This paper is about von-Kármán theory for thin elastic shells. There is a vast literature on shell theory in elasticity. An overview about the derivation of models for linear and nonlinear shells by the method of formal asymptotic expansions can be found in [Cia00] . In the case of linearly elastic shells, the models thus obtained can also be justified by a rigorous convergence result, starting from three dimensional linearized elasticity (see also [CL96, CLM96] ). In the last two decades, rigorous justifications of nonlinear models for rods, curved rods, plates and shells were obtained by means of Γ-convergence, starting from three dimensional nonlinear elasticity. The first papers in that direction are [ABP91, LDR95, LDR96] for the string model, membrane plate and shell model respectively. The rigorous derivation of nonlinear bending theory of plate was achieved in [FJM02] ; see also [Pan01] for an earlier result in this direction. Föppl-von Kármán theory for plates was derived in [FJM06] . In [MM03, MM04] , bending and von Kármán theories for rods were derived. In [FJMM03] the nonlinear bending theory shell model was derived, and in [LMP10] the von Kármán shell model was derived.
Here we are interested in an the ansatz-free derivation of a homogenized von Kármán shell theory by simultaneous homogenization and dimension reduction. Our starting point is the energy functional from 3d nonlinear elasticity. It attributes to a deformation u of a given shell S h ⊂ R 3 of small thickness h > 0 around a surface S ⊂ R 3 the stored elastic energy (1) 1 h 4 |S h |ˆSh W ε (x, ∇u(x)) dx, u ∈ H 1 (S h , R 3 ).
Here W ε is a non-degenerate stored energy function that oscillates periodically on the surface, with some period ε ≪ 1. We are interested in the effective behavior when both the thickness h and the period ε are small. The separate limits h → 0 and ε → 0 are reasonably well understood: In [LMP10] it is shown that, when W ε does not depend on ε, then the functionals (1) Γ-converge as h → 0 to a two-dimensional von Kármán shell theory. Regarding the limit ε → 0, which is related to homogenization, the first rigorous results relevant in nonlinear elasticity were obtained by Braides [Bra85] and independently by Müller [Mül87] . They proved that, under suitable growth assumptions on W ε , the energy (1) Γ-converges as ε → 0 (and h fixed) to the functional obtained by replacing W ε in (1) with the homogenized energy density given by an infinite-cell homogenization formula.
In this paper we study the asymptotic behavior when both the thickness h and the period ε tend to zero simultaneously. As a Γ-limit we obtain a two-dimensional von Kármán shell model with homogenized material properties. Recently, the von Kárman plate model (see [NV] ), the bending plate models (see [HNV, Vela] ), and bending rod models (see [Neu10, Neu12] ), were analyzed in this way. Simultaneous homogenization and dimensional reduction was also done in the case of periodically wrinkled plate (see [Velb] ). As explained there, in these cases one does not obtain infinite-cell homogenization formula like in the membrane case (see [BFF00, BB06] ). The basic reason for that is the fact since we are in small strain regimes, the energy is essentially convex in the strain. This is the main reason why we can use two scale convergence techniques in all these cases. However, every case has its own peculiarities. In the von Kármán theory of plates, one obtains a limiting quadratic energy density which is continuous in the asymptotic ratio γ between h and ε, for all γ ∈ [0, ∞]. Moreover, the case γ = 0 corresponds to the situation when the dimensional reduction dominates and the obtained model is just the homogenized von Kármán plate model. The situation γ = ∞ corresponds to the case when homogenization dominates and the obtained model is the von Kármán plate model of the homogenized functional. The case of bending plate is more involving; we are able to obtain the models in the case γ ∈ (0, ∞] (see [HNV] ) and in the case γ = 0 under the additional assumption that ε 2 ≪ h ≪ ε (see [Vela] ). This model does not correspond to the situation of the homogenized bending plate model, but is the limiting situation of the models when γ → 0 and γ > 0.
In case of von Kármán shell theory studied in the present paper, we encounter two different scenarios in the regime h ≪ ε, depending whether h ∼ ε 2 or h ≪ ε 2 . Our main result is presented in Theorem 3.6. We are not able to cover the case h ≪ ε 2 in a generic way for arbitrary reference surfaces S. A stronger influence of the geometry of the reference surface S is expected in this case. In fact, in the case when S is a convex surface, we succesfully derive the limiting model even for the regime h ≪ ε 2 , see Theorem 6.3.
Our analysis requires both techniques from dimension reduction, in particular, the quantitative rigidity estimate and approximation schemes developed in [FJM02, FJM06] ; and techniques from homogenization methods, in particular, two-scale convergence [Ngu89, All92, Vis06, Vis07] . To our knowledge our result is the first rigorous result combining homogenization and dimension reduction for shells in the von Kármán regime. The homogenization for linearly elastic shells was carried out in [Lut85] .
This paper is organised as follows: after introducing the setting and basic objects in Section 2 and 3 we state the main result in Section 3. In Section 4 we identify the two scale limit of the strain and prove lower bound for Γ-limit. In Section 5 we construct the recovery sequences and thus prove the upper bound. All these results are given for general surfaces and the cases h ≫ ε 2 or h ∼ ε 2 .
In the last section we analyze the case of convex shells for the situation when h ≪ ε 2 .
Notation
The notation A B means that A ≤ CB with C depending only on quantities regarded as constant in the context in question.
In this paper we frequently encounter function spaces of periodic functions. We denote by Y the real line R equipped with the torus topology, that is y+1 and y are identified in Y. We write C(Y) to denote the space of continuous functions f : R → R satisfying f (y+1) = f (y) for all y ∈ R. Clearly, C(Y) endowed with the norm ||f || ∞ := sup y∈Y |f (y)| is a Banach space. Moreover, we set 
By (e 1 , e 2 , e 3 ) we denote the standard basis on R 3 .
Geometric preliminaries and general framework
In this subsection we do not always display the explicit regularity assumptions; the minimal requirements are obvious. We assume that ω ⊂ R 2 is a bounded domain with boundary of class C 3 . We set I := (− 1 2 , 1 2 ) and Ω h := ω × (hI), and Ω := ω × I. The variables on ω (resp. Ω) will be denoted by ξ 1 , ξ 2 (resp. ξ 1 , ξ 2 , t). For a function f : Ω → R 3 we define
Let S be a compact connected oriented surface with boundary which is embedded in R 3 . For convenience we assume that S is parametrized by a single chart: From now on, ψ ∈ C 3 (ω; R 3 ) denotes an embedding with ψ(ω) = S. The inverse of ψ is denoted by r : S → ω, and we assume it to be of class C 3 . We leave it to the interested reader to verify to which extent these regularity assumptions on S can be weakened without altering our arguments. The nearest point retraction of a tubular neighbourhood of S onto S will be denoted by π. Hence π(x + tn(x)) = x whenever |t| is small enough.
We introduce the basis vectors of the tangent bundle determined by ψ, namely the pushforwards τ i = ψ * e i . Explicitly, this means τ i (x) = (∂ i ψ)(r(x)) for i = 1, 2 and all x ∈ S.
By our hypotheses on ψ there exist η 1 , η 2 > 0 such that
We denote by (τ 1 (x), τ 2 (x)) the dual base to the base (τ 1 (x), τ 2 (x)), that is,
By n : S → S 2 we denote the unit normal, that is,
By T x S = span {τ 1 (x), τ 2 (x)} we denote the tangent space to S at x For each x ∈ S, the vectors τ 1 (x), τ 2 (x) and n(x) form a basis of R 3 . Its dual basis is (τ 1 (x), τ 2 (x), n(x)). We define τ 3 (x) = τ 3 (x) = n(x).
For a subset A ⊂ S we set
In particular, the shell is given by
We introduce the function t :
By r e : S 1 → Ω we denote the map (see below why we assume that π and t is well-defined on S 1 ) r e (x) = r(π(x)) + t(x)e 3 .
Clearly,
and thus:
We denote by
the orthogonal projection from R 3 onto T x S. We will frequently deal with vector fields V : S → R 3 on the surface. We extend all such vector fields trivially from S to S 1 , simply by defining V (x) = V (π(x)) for all x ∈ S 1 . By V tan we denote the projection of vector field V on the tangential space i.e. V tan = T S V . We will denote byṼ the corresponding vector field along ω, i.e. we setṼ (x) = V (ψ(ξ)) for all ξ ∈ ω.
The space of quadratic forms on S is denoted by S. It consists of all maps B on S such that, for each x ∈ S, the map
is symmetric and bilinear. We will frequently regard B as a map from S into R 3×3 via the embedding ι defined by ι(B) = B(T S , T S ).
On the right-hand side and elsewhere we identify bilinear maps from R 3 into itself with R 3×3 . By definition, B(T S , T S ) : S → R 3×3 takes the vector fields v, w : S → R 3 into the function B(T S v, T S w).
By definition, B ∈ L 2 (S; S) means that (using the above embedding) B ∈ L 2 (S; R 3×3 ) and B ∈ S. The spaces H 1 (S; S) etc. are defined similarly. By S(x) we denote the set of all quadratic forms on T x S which can be embedded in the space R 3×3 . By S(x) sym we denote the set of symmetric quadratic forms on T x S which can be embedded in R 3×3 sym . For a function f : S → R 3 we regard its tangential derivative ∇ tan f (x) as a linear map from T x S into R. For a tangent vector field τ along S we write ∂ τ f = ∇ tan f τ . A similar notation applies to vector fields instead of functions. By ∇ tan ∇ tan f we denote the triilinear form
The Weingarten map S on the surface S is given by S = ∇ tan n, i.e.,
We extend S to a linear map on R 3 by setting S = S T S , i.e., we define S(x)n(x) = 0. Moreover, we extend S trivially from S to S 1 , i.e., we have S(x) = S(π(x)). With a slight abuse of notation, we denote by S also the (negated) second fundamental form of S defined by
In general, for a given bilinear form B on S we denote its local coordinates by
Obviously B = 2 i,j=1 B ij τ i ⊗ τ j . After rescaling the ambient space, we may assume that the curvature of S is as small as we please. In particular, we may assume without loss of generality that π is well-defined on a domain containing the closure of {x + tn(x); x ∈ S, −1 < t < 1}, and that 1/2 < |Id + tS(x)| < 3/2 for all t ∈ (−1, 1) and all x ∈ S.
Lemma 2.1. For all x ∈ S 1 we have
Proof. Let x ∈ S, let τ ∈ T x S and let γ ∈ C 1 ((−1, 1), M ) with γ(0) = x andγ(0) = τ . Then π(γ + sn(γ)) = γ on (−1, 1).
Taking the derivative with respect to the arclength of γ, this implies (∇π)(γ + tn(γ))(τ + tS(γ)τ ) = τ.
As x ∈ S and τ ∈ T x S were arbitrary, we conclude that
on T x S. But by definition S(x)n(x) = 0, and clearly (∇π)(x + tn(x))n(x) = 0, too. Hence both sides of (7) agree on all of R 3 .
We will frequently extend functions f : S → R defined on S only to functions defined on S 1 in the following way:
with a slight abuse of notation on the left-hand side. When referring to this extension, we will say that we extend f trivially to S 1 . By Lemma 2.1 we have for all x ∈ S 1 the following formula for the full derivative of f in terms of its tangential derivative:
Extending ∇ tan f , T S and S trivially from S to S 1 , as we will do from now on, this formula reads
From now on we tacitly also extend r trivially to S 1 .
Displacements and infinitesimal bendings
For a given displacement V : S → R 3 we introduce the quadratic form (dV ) 2 on S which is defined by
We also introduce the quadratic form q V on S which is defined by its action on tangent vectors τ, η ∈ T x S as follows:
In the geometry literature, this form is usually denoted by dψ · dV . In local coordinates, it is given by the matrix field sym (∇ψ T )∇Ṽ on ω. Obviously,
whereV α =Ṽ ·∂ α ψ for α = 1, 2 and where for brevity we have set (Γ·V ) ij := k=1,2 Γ k ijV k . Here Γ k ij denote the Christoffel symbols of the metric induced by ψ. For our purposes it will be enough to know that Γ ∈ L ∞ (ω; R 2×2×2 ). Using (9) we see that
were S denotes the pulled back (negated) second fundamental form. Equivalently, we have the following equality between quadratic forms on S:
It is well-known that the quadratic form q V typically arises in the context of thin elastic shells, because it is just the first variation of the metric of S under the displacement V . For example, in [GSP95] it is denoted (in coordinates) by γ αβ and in [LMP10] it is denoted by sym ∇V . A displacement V : S → R 3 is called an infinitesimal bending of S provided that q V = 0, i.e., that
Infinitesimal bendings have been studied extensively both in the applied literature (see e.g. [Cia00] , [Cho97] , [GSP95] ) and in the geometry literature (see e.g. the references in [Hor12] ). Recently, they have been found to be relevant as well to fully nonlinear bending theories, cf. [Hor] .
For any displacement V , we define µ V : S → R 3 by setting
Note that
In fact, we compute
Proof. Clearly n · Ω V n = n · µ V = 0 and for any tangent vector field τ along S we have
by (13). For any tangent vector field σ we have
If V is an infinitesimal bending, then
An infinitesimal bending V determines a linearized second fundamental form b V , which can be regarded as the first order change of the second fundamental form of the surface ψ under the displacement V . In coordinates, the (negated) linearized second fundamental form of V is given by
cf. [Hor12] and the references therein. The linearized second fundamental form also occurs e.g. in the analysis in [GSP95] .
The following lemma justifies our use of the symbol b V here.
Proof. We write µ, V , n etc. instead of µ V , V , n, and the coordinates of the second fundamental form are denoted h ij , and we use the common convention regarding the raising and lowering of indices. By definition of the linearised Weingarten map, we have
Hence using n · ∂ i V + µ · ∂ i ψ = 0 (which follows from n · ∂ i ψ = 0), we see
This indeed agrees with (b V ) ij as defined in (17), because the last terms cancel by the definition of infinitesimal bendings.
We will frequently need the following diffeomorphism Φ h : S h → S 1 :
The following lemma summarizes a computation that will later be used for the generic type of ansatz functions.
Lemma 2.4. Let h ∈ (0, 1/2), let V ∈ H 2 (S; R 3 ), and for x ∈ S h define
Then the following equality holds on S h :
where we extend
Since clearly ∇t = n, formula (8) shows that on S h :
By the definition of Ω V and b V this is the claim.
Elasticity framework and main result
Throughout this paper we assume that the limit
We will frequently write ε instead of ε(h), but always with the understanding that ε depends on h via γ. 
W is minimal at I, i.e. (W3)
W admits a quadratic expansion at I, i.e. (W4)
where Q : R 3×3 → R is a quadratic form.
Definition 3.2 (admissible composite material). Let 0 < α ≤ β and ρ > 0. We say
for all x ∈ S 1 and almost every y ∈ R 2 . Assumption 3.3. We assume that
• W describes an admissible composite material of class W(α, β, ρ) in the sense of Definition 3.2.
• Q is the quadratic energy density associated to W through expansion (W4) in Definition 3.1.
• The following uniformity is valid
We collect some basic properties of admissible W and the associated quadratic forms Q; a proof can be found in [Neu12, Lemma 2.7].
Lemma 3.4. Let W and Q satisfy the assumption (3.3). Then
is Y -periodic and measurable for all x ∈ S 1 and all F ∈ R 3×3 , (Q3) for all x ∈ S 1 and almost every y ∈ R 2 the map Q(x, y, ·) is quadratic and satisfies
Furthermore, there exists a monotone function m :
for all x ∈ S 1 and almost every y ∈ R 2 .
Let W be an energy density satisfying Assumption 3.3. The elastic energy per unit thickness of a deformation u h ∈ H 1 (S h ; R 3 ) of the shell S h is given by
We denote by B the L 2 -closure of the set
As this is a linear space, its strong and its weak L 2 -closure coincide. The set B is a closed linear subspace of L 2 (S; S). The space B is also encountered in the context of shell models derived from linearized elasticity; see [SP89a, SP89b, GSP95] for details.
Before we give the main statement we have to define the limit functionals. To do that we need the definition of the relaxation fields and the cell formulas.
Definition 3.5. We define the following operators:
For γ ∈ (0, ∞) we introduce the function spaces of relaxation fields
For γ = ∞ and γ = 0 we define
We also introduce
and for x ∈ S, γ 1 ∈ (0, ∞) we define
Remark 1. Notice that all the operators U and the appropriate spaces also depend on x ∈ S. For simplicity of writing we do not write x in the notation.
For γ ∈ (0, ∞] and x ∈ S we define the functions Q γ (x) : S(x) sym × S(x) sym → R as follows:
Remark 2. We discuss the cell formula in the limiting cases γ = 0 and γ = ∞.
It is easy to see that Q ∞ is, for a fixed x ∈ S, t ∈ I, a quadratic in q 1 , q 2 . We have
Also define
It can be easily seen that we have for the cell formula
for i=0,2 i.e.
In the case when Q does not depend on t we have that
Remark 3. In the same way as in [NV] we can prove the following: For every q 1 , q 2 ∈ S(x) sym and x ∈ S we have that
Remark 4. Notice that when S = 0 then all spaces L 0 0 and L 1 0,γ 1 coincide for γ 1 ∈ (0, ∞). This corresponds to the observation in the von Kármán plate theory that for γ = 0 one obtains only one relaxation space, cf. [NV] for details.
and define the functionals I 0 0 :
as well as, for γ 1 ∈ (0, ∞), define the functionals
This is our main result:
Theorem 3.6. Let W satisfy Assumption 3.3 and assume that u h ∈ H 1 (S h ; R 3 ) satisfy
Then the following are true:
(i) (compactness). There exists a subsequence, still denoted by (ȳ h ), and there exist Q h ∈ SO(3) and c h ∈ R 3 such that the sequences y h and V h defined by
satisfy the following:
(ii) (lower bound). Defining I γ by (29) and I 0 0 by (30) and I 1,γ 1 0 by (31), we have
(iii) (recovery sequence) For any infinitesimal bending V ∈ H 2 (S, R 3 ) of S and any B w ∈ B, there exist u h ∈ H 1 (S h ; R 3 ) satisfying (32), and such that the conclusions of part (i) are true with Q h = I and c h = 0, and
From now on u h ∈ H 1 (S h ; R 3 ) will always denote a sequence satisfying (32).
Unit thickness rescaling
Recall that Φ h : S h → S 1 is given by
Since ∇t = n, Lemma 2.1 and formula (8) show (recall that n is extended trivially to S 1 ):
Since T S clearly commutes with S, we see that T S commutes with (I + tS) −1 as well. Hence
where
We define the rescaled gradient of y by the condition
To compute ∇ h more explicitly, insert the definition of y into (34) and use (33) to find
In order to express the elastic energy in terms of the new variables, we associate with y : S 1 → R 3 the energy
By a change of variables we have
Using (33) it is easy to see that
FJM-compactness
The following lemma proves the first part of Theorem 3.6. It is a direct consequences of [FJM02, Theorem 3.1] and of arguments in [FJM06] . We refer to [LMP10] for the extension to the present setting.
Lemma 3.7. There exist a constant C > 0, independent of h, and a sequence of matrix fields (R h ) ⊂ H 1 (S; SO(3)) (extended trivially to S h ) and there exists a sequence of matrices (Q h ) ⊂ SO(3) such that:
Moreover, there exists a matrix field A ∈ H 1 (S, so (3)) taking values in the space of skew symmetric matrices, such that (after passing to subsequences)
Moreover, the following are true:
Introduce the (average) midplane displacements V h : S → R 3 by setting
Then ffl S V h = 0 and (after passing to a subsequence)
(iv) There exists an infinitesimal bending V ∈ H 2 (S; R 3 ) of S with Ω V = A and such that V h → V strongly in H 1 (S; R 3 ).
In what follows we replace the sequence R h by (Q h ) T R h and the sequence y h byȳ h , so we assume without loss of generality that Q h = Id. Expressed in the unrescaled variables, we have
.
Moreover, (V h s ) is uniformly bounded in H 2 (S) and
Proof. We follow [NV, Proposition 3.1]. For i = 1, 2, 3 denote by p i the i-th row of the matrix
among all v ∈ H 1 (ω) satisfying´ω v = 0, and we define V h s via V h s (ψ) =Ṽ h s . The bound (38) follows from the minimality of V h s . Combining the tangential components of (40) and (41) below, we obtain
Hence (37) follows from Poincaré's inequality on S. Since ∂ω is C 1,1 , standard regularity estimates for minimisers imply that V h s ∈ H 2 (S) with bounds
the bound (37) therefore implies (39).
Lemma 3.9. There exist maps
Proof. For brevity, we set µ h s = µ V h s and µ h = µ V h . We first verify the tangential component of (40)
where we have introduced
Clearly,ˆS
To verify the normal component of (40), we compute using the tangential part of (40):
In the last step we used (13). As
by Lemma 3.7, we conclude that
But again by (42) we have
Since R h n = (n · R h n) n + T S R h n, we conclude that R h n agrees -up to an error term whose L 2 (S)-norm is dominated by h 2 -with n + hµ h . This concludes the proof of (40).
The tangential component of (40) together with (38) imply that the tangential component of (41) is satisfied. But then the normal component of (41) follows from its tangential component in exactly the same way in which the normal component of (40) followed from its tangential component.
Two-scale convergence
Recall that we extend the chart r trivially from S to S 1 .
Definition 3.10 (two-scale convergence). We say that a sequence g h ∈ L 2 (S 1 ), weakly two-scale converges in
. We say that g h strongly two-scale converges to g if, in addition,
We write
For the basic properties of two-scale convergence we refer to [Ngu89, All92, Vis06] . If
then it has subsequence which weakly two scale converges to some g ∈ L 2 (S 1 ; L 2 (Y)).
The following lemma summarizes standard results about two scale convergence and adapts them to a possibly curved surface. Its proof follows easily from the analogous statements for the planar case (see v) and vi) of Lemma A.1 in the Appendix).
Lemma 3.11. (i) if (g h ) h>0 ⊂ H 1 (S 1 ) is bounded, then there exist g 0 ∈ H 1 (S 1 ) and g 1 ∈ L 2 (S 1 ;Ḣ 1 (Y)) such that, after passing to a subsequence, ∇g h 2,γ − − ⇀ g, where
such that, after passing to a subsequence,
(iii) if (g h ) is bounded in H 1 (S 1 ; R 3 ) then we have ∇g h 2,γ − − ⇀ g, along a subsequence, and there exist g 0 ∈ H 1 (S 1 ; R 3 ) and g 1 ∈ L 2 (S 1 ;Ḣ 1 (Y; R 3 )) such that
(iv) if (g h ) is bounded in H 2 (S 1 ; R 3 ) then we have ∇ 2 g h 2,γ − − ⇀ g, along a subsequence, and there exist g 0 ∈ H 2 (S 1 ; R 3 ) and g 1 ∈ L 2 (S 1 ;Ḣ 2 (Y; R 3 )) such that
Two-scale compactness and lower bound
Next we will identify the space of possible two scale limits of symmetrized gradients.
The following auxiliary result is standard and it can be easily derived, e.g., using Fourier transforms.
Lemma 4.1. Let B ∈ L 2 (ω; L 2 (Y; R 2×2 sym )) have the following property: for every
Then there exist unique B ∈ L 2 (ω; R 3×3 sym ) and w ∈ L 2 (ω;Ḣ 1 (Y; R 2 )) such that
In what follows, we will use the notation osc,γ − −− ⇀ introduced in the appendix. We prove the next proposition in local coordinates; of course, this is equivalent to performing computations on the level of the surface. Proposition 4.2. Let (w h ) be a bounded sequence in H 2 (S; R 3 ) such that 1 h q w h is bounded in L 2 (S; S). Then there exist w 0 ∈ H 2 (S), w 1 ∈ L 2 (S;Ḣ 2 (Y; R 3 )) and B ∈ L 2 (S × Y ; S) such that, after passing to a subsequence,
Set B w =´Y B(·, y) dy. Then the following are true:
(ii) If h ∼ ε 2 and if we set lim h→0
Proof. The existence of w 0 and w 1 follows from Lemma 3.11. In local coordinates (45) can be expressed as ∇
where by slight abuse of notation we write (w 1,i • ψ)(x, y) = w 1,i (ψ(x), y), for (x, y) ∈ ω × Y. Denote alsō w h α =w h · ∂ α ψ,w 0,α = w 0 · ∂ α ψ, for α = 1, 2 andw 1 = (w 1,1 ,w 1,2 ). By Lemma A.4 in the appendix we have Now let F ∈ C ∞ (Y) and ϕ ∈ C ∞ 0 (ω). With (9) in mind, we compute:
We used that the term sym ∇w h is L 2 -orthogonal to test matrix fields of the form cof ∇ 2 F . From this and from (9) and (47) we deduce that
Recall the identity
Assume first that h ≫ ε 2 . From the assumption HereB w = B w • ψ. This is i) in local coordinates, after defining v i = (v • ψ −1 ) · τ i for i = 1, 2, 3. Case ii) we conclude as follows: By dividing the identity (49) by ε and using
as well as (46) and (47) we conclude thatw 1 = 0 from Korn's inequality. Using (48) and the identity (49), after dividing it by ε 2 , we conclude
Lemma 4.1 again shows that there exists v such that
For the case (iii) we argue similarly: as in the case of ii) we concludew 1 = 0. Also we know that q h /ε 2 → 0 strongly in L 2 . Hence the left-hand side of (50) converges to zero, soˆω
which by Lemma 4.1 implies the claim.
Then there exists a map w 0 ∈ H 1 (S; R 3 ) and a field H γ ∈ L(S × I × Y; R 3×3 ) such that
such that, up to a subsequence, w h → w 0 in L 2 and
Here, w 0 is the weak limit in H 1 (S) of´I w h (x + tn(x))dt.
Proof. The lemma is an analogue of Proposition 6.3.5 in [Neu10] , adapted to the manifold S and the definition of two scale convergence on the manifold. Thus we will only prove the case γ ∈ (0, ∞). Since the sequence is bounded in H 1 norm there exists a weak limit w 0 ∈ H 1 (S 1 ; R 3 ). Let us denote byw h ,w 0 the elements of H 1 (Ω; R 3 ), defined by:
e .
By Proposition 6.3.5 in [Neu10] , which is proved for planar domains,w 0 does not depend on t and there existsw 1 ∈ L 2 (ω;Ḣ 1 (I × Y; R 3 )) such that:
Then we have thatw 1 ∈ L 2 (S;Ḣ 1 (I × Y; R 3 )). Using (5) and (35) we conclude
By using (53) we conclude that
where (w 1 ) i = (w 1 • r e ) · τ i . The last property follows from the fact thatw 0 does not depend on t.
The following lemma is fairly straightforward; we refer to [Neu10, Corollary 2.3.4] for a proof.
and assume that there is B w ∈ L 2 (S; S) such that
Assume also that
and set
such that (after passing to a subsequence)
where E is given by
and whereḂ = B −´Y B(·, y) dy.
In particular, the following are true:
Proof. By Lemma 3.11, there exists a subsequence such that E h 2,γ − − ⇀ E for some E. Denote by E h app the approximate strain
By Lemma 4.4 it is enough to identify the two-scale limit of sym E h app . Let us write
We have sym(R h E h app )
2,γ − − ⇀ E, because R h → I boundedly in measure. By property (vi) of Lemma 3.7 the symmetric part of the second term converges strongly in L 2 (and thus two-scale) to Ω 2 V /2. So we need to identify the two scale limit of
For brevity we set µ h s = µ V h s . As usual, we extend V h s , n and µ h s trivially to S h . In what follows we abuse notation using t also as an independent variable. We define the maps z h : S h → R 3 by setting
Define Q(x) as in (19) and define (compare (16))
and (compare (14))
Then Lemma 2.4 shows that
In what follows Θ h ∈ L 2 (S h ) denote maps which may change from expression to expression, but which always satisfy Θ
We see from (63) that
by (41). On the other hand, Lemma 3.7 shows that ∇u h = R h + Θ h . Hence
However, by the definition of V h and of z h we have, for x ∈ S,
Hence Poincaré's inequality implies that
by (64) and (37). Defining Z h : S 1 → R 3 by setting Z h (Φ h ) = z h on S h , we have the equivalent bounds
Thus, using Lemma 4.3, we conclude that there exists
of the form given in Lemma 4.3 and c ∈ H 1 (S; R 3 ) such that (after passing to a subsequence)
Here c is a weak limit in H 1 (S; R 3 ) of
We will now identify the two scale limit on S 1 of the quantity sym
. By (63) we have for all x ∈ S h :
We must therefore identify the two-scale limits on S of the first two terms. Lemma 2.2 implies
It remains to identify the two-scale limit of b h on S. Its weak L 2 -limit clearly is b V . This follows by comparing the definition of b h with (16). Next note that, since V h s → V strongly in H 1 (S), we know that ∇ tan V h s S does not contribute to the oscillating part. On the other hand, we have from (13):
The last term converges strongly in L 2 (S) to ∇ tan (V · S), so it does not contribute to the oscillating part. The contribution of the term ∇ tan ∇ tan n · V h s is given by the assumption.
We conclude that
By (66), the above convergence results on S imply that
weakly two-scale on S 1 .
We conclude from (65) and (69) that
Hence (57) is proven, using the identity (15). The remaining claims now follow from Proposition 4.2. Namely, ii) and iii) are direct and i) is the consequence of the identity
For lower bound we need the following lemma.
and assume that E h 2,γ − − ⇀: E. Then we have
Proof. For the first claim we refer to [Vis06, Vis07] . The second claim then follows from the standard truncation argument.
The lower bound parts of Theorem 3.6 and Theorem 6.3 is now a direct consequence of Proposition 4.5 and of Lemma 4.6.
Upper bound
We start with the following observation.
Remark 5. It is easy to see, by using Korn's inequality, that L γ (I × Y, R 3×3 sym ) as well as
sym ). Also by using Korn's inequality it is easy to see (see also [Neu12, Neu10, NV] ) that the following coercivity bounds are satisfied:
Here the constant absorbed into the symbol depends on η 1 , η 2 .
The following two lemmas and remark are analogous to [NV, Lemma 2.10, 2.11].
Lemma 5.1. For γ ∈ (0, ∞] there exists a bounded linear operator
such that for almost every x ∈ S we have
is continuous as well.
Lemma 5.2. The function Q γ : S × S × S → R + is continuous. Moreover for any x ∈ S the function Q γ (x) : S(x) sym × S(x) sym → R satisfies
The constant in depends only on α, β, η 1 , η 2 .
Lemma 5.1 and Lemma 5.2 remain true for the quadratic forms
, and the appropriate operators
We need the following auxiliary result concerning the linearization of the square root of a matrix. Its proof is straighforward by Taylor expansion.
Lemma 5.3. There exists η > 0 and a nondecreasing function m : (0, η) → R + such that m(δ) → 0 as δ → 0 such that the following is true: Let G h ∈ L 2 (S 1 , R 3×3 ) and K h ∈ L 4 (S 1 , R 3×3 ) satisfy the following conditions:
Then we have
and lim sup
If, moreover, E h app 2,γ − − → E(x, y) strongly two scale, then
Proof. We will just give the sketch of the proof. By Taylor expansion there exists η 1 > 0 and nondecreasing function m 1 : (0, η 1 ) → R + such that m 1 (δ) → 0 as δ → 0 and for every A ∈ R 3×3 which satisfies |A − I| < η 1 we have
If we plug into this identity A = hK h + h 2 G h , divide by h 2 and integrate and let h → 0 we obtain lim sup
Using the assumptions it is easy to prove that 
as h → 0 which is the consequence of the continuity of the integral functionals with respect to strong two scale convergence, see [Vis06, Vis07] .
We give here a general computation that will be needed in the proof of the next proposition. Let P ∈ C 1 (S 1 ; C 1 (Y; R 3 )) define P h : S 1 → R 3 by P h = P (·, r/ε), where, as usual, r is extended trivially from S to S 1 . Then by (35)
because having extended r trivially to S 1 , we have ∂ n r = 0 and (8) applies. We use the notation ∂ n P to denote the n-derivative with respect to the first argument only. Since (I + htS) −1 agrees with I up to a term that on S 1 is uniformly bounded by h, and since h ≤ Cε, we conclude that
Note that the linear operator ∇ tan rT S on the tangent space can be expressed as, see (6),
which is just the pullback operator ψ * from the tangent space to R 2 .
Proposition 5.4. For every B w ∈ B and for every infinitesimal bending V ∈ H 2 (S; R 3×3 ) of S, there exists a sequence (y h ) ⊂ H 1 (S 1 , R 3 ) satisfying the following:
(iii) We have
Proof. The proof is a modification of the proof of the recovery sequence in [LMP10] , cf. also [FJM06] .
By definition and by density, since B w ∈ B, there exist w n ∈ C ∞ 0 (S; R 3 ) such that q wn → B w strongly in L 2 (S). Hence In order to have common proof for all cases (see the case γ = 0) we will assume that there exists a constant M 1 > 0 such that and double index sequence q w δ,h such that
and for all δ > 0 we have
Now let V ∈ H 2 (S, R 3 ) be an infinitesimal bending of S. We approximate V by a sequence v δ,h ∈ W 2,∞ (S; R 3 ) such that, for each δ > 0 we have:
The existence of such v δ,h follows by Proposition A.5 in the appendix. We claim that
and this converges to zero by (82) and because q v δ,h is uniformly bounded in L ∞ (S) (see below). From this we deduce (83). To see that q v δ,h is uniformly bounded in L ∞ (S), note that the Lipschitz constants of all q v δ,h are bounded by δ/h. Since q v δ,h = 0 almost everywhere on {v δ,h = V }, we have
The last estimate is true because (due to (82) and bounded curvature of S) for small h the set {v δ,h = V } cannot contain a disk of radius h.
Now let o δ , p δ ∈ C 1 (S 1 ; C 1 (Y; R 3 )) and set p δ,h = p δ (·, r/ε) and o δ,h = o δ (·, r/ε).
We define z δ,h : S h → R 3 by
and we define y δ,h : S 1 → R 3 by y δ,h (Φ h ) = z δ,h . Clearly, for each δ, as h → 0 we have
Here we have introduced o δ,h : S → R 3 by
and p δ,h is defined similarly.
From (81) and (83) we deduce that for each δ, as h → 0 we have
Thus the first two parts of the claim are satisfied (for each δ). Also from (83) we deduce lim sup
for some R > 0. Notice that for w δ,h that satisfies (78) we have for all δ > 0
In order to prove the third part, we need to understand the limiting behaviour of
Define Q : S h → R 3×3 by (19). Lemma 2.4 shows that
where G δ,h : S 1 → R 3×3 is defined by the following equation on S h :
In the case γ = lim h/ε is nonzero, we deduce from (76) (applied with P = p δ and P = o δ ) that, as h → 0,
Here we have introduced Ξ δ :
Observe that (88) remains true for γ = 0 provided that ∂ n o δ ≡ 0, and for γ = ∞ provided that p δ,h does not depend on y. This follows from (76). Lemma 2.2 and (78) shows that
And
This holds for each δ > 0 as h → 0.
We now wish to apply Lemma 5.3 to E δ,h and E δ,h app in order to conclude that
where |Ẽ(δ)| → 0 as δ → 0. In order to prove this, it remains to verify that the hypotheses of Lemma 5.3 are indeed satisfied. But in fact, it is not difficult to see that there exists a constant M such that for all δ > 0 small enough
This follows from (86) and the construction of p δ , o δ below.
Moreover, hypotheses (ii) and (iii) of Lemma 5.3 are clearly satisfied by virtue of Sobolev embedding and by (80), (82), (83). Hypothesis (iv) is a direct consequence of (80) and that, as h → 0,
which follow from (80) and (82). Hence the hypotheses of Lemma 5.3 are indeed satisfied, and (91) follows.
It remains to choose the oscillations p δ and o δ in an optimal way. We have to distinguish the three cases.
The case γ ∈ (0, ∞). Let A δ ∈ C 2 (S; so(3)) be such that
Then clearly ∇ y p δ ≡ 0. We claim that
In fact,
because A δ is skew symmetric. And this equals 2 sym(∂ n p δ ⊗ n) because clearly
Thus (93) is proven. From (93) and from the definition of E δ and Ξ δ we conclude:
as δ → 0. Here, the operator Π γ is as in Lemma 5.1. Then
. By (95) and by the above results, we see that
defined in the following way: For K > 0 we know there exists a metric d K which defines the weak topology on the ball of radius K. We define:
we choose in a way that the right hand side of (86) is bounded by e.g.
as δ → 0. We will use the following fact: if f :
f (s, y) ds satisfies ∂ n F (x, y) = f (t(x), y). Again we wish to have p δ independent of y, in order to ensure the validity of (88). We define
Since γ = ∞, we have
From now on the proof is analogous to the case γ ∈ (0, ∞).
Construction for γ = 0 and lim h→0
In this one has to modify, in addition, the maps w δ,h . Let A δ be as before. In the case lim h→0
Extend ζ δ trivially to S 1 and define o δ (x, y) = ζ δ α (x, y)τ α (x). Then ∂ n o δ ≡ 0, so (88) remains true. We define
We define the modified fieldsw
where w δ,h is defined by the property (77).
Notice thatw δ,h satisfies the condition (80) with M 1 ≤ C ∇ 2 y ϕ δ , for some constant C > 0, independent of δ. Also using the following facts valid for every fixed δ > 0:
we can repeat the same argument as in the case γ ∈ (0, ∞). Namely, notice that (79) is valid and thus the right hand side of (86) can be bounded, by a bound independently of δ. It can be easily seen that (80), (81) are valid. Instead of (89) we have (101).
Convex shell
In this chapter we shall identify the Γ-limit for convex shells in the remaining case, i.e. h ≪ ε 2 . We want to demonstrate the stronger influence of the geometry in this case. We work under the assumption that there exists C > 0 such that
Definition 6.1. For x ∈ S we define the following operator
and function space of relaxation fields
Again as before it can be seen that L Q x + tn(x), y, q 1 + tq 2 + U dt dy.
As before, it is easy to see that the definition is equivalent to the following one: In the case when Q does not depend on t we have that Lemma 6.2. Assume (102) and letḂ ∈ L 2 (S;L 2 (Y; S)). Then there exist unique w ∈ L 2 (S;Ḣ 1 (Y; R 2 )) and ϕ ∈ L 2 (S;L 2 (Y )) such that
i,j=1,2 sym ∇ y w ij τ i ⊗ τ j + ϕS =Ḃ.
Moreover, ifḂ ij ∈ F L(S;Ċ ∞ (Y)) for every i, j = 1, 2 then w i ∈ F L(S;Ḣ 1 (Y)), for i = 1, 2 and ϕ ∈ F L(S;Ḣ 1 (Y))
Proof. One possible proof is to apply the operator curl y curl y to both sides of (108), which leads to the PDE cof S : ∇ 2 y ϕ = curl y curl yḂ , which by virtue of (102) is an elliptic PDE with constant coefficients (for each x). We prefer to give a direct proof. There exist b k ij such that for all i, j = 1, 2:
B(x, y) ij = We assume that for i = 1, 2: The equation (108) is equivalent to the following problem for every (k 1 , k 2 ) ∈ Z 2 find complex coefficients c k j , b k ij , d k such that
By (2) and (102) it is easy to see that there exists C > 0 such that the determinant of the system is bounded from below by C(k 2 1 + k 2 2 ). Using this it follows that there exists C > 0 such that
Now all claims follow easily.
Theorem 6.3. Assume (102) and that h ≪ ε 2 and that W satisfies Assumption 3.3. Let (u h ) ⊂ H 1 (S h ; R 3 ) satisfy (109) lim sup
where E h (u h ) = 1 hˆShW (Φ h (x), r(x)/ε, ∇u h )dx.
Define y h ∈ H 1 (S 1 ; R 3 ) by the equationȳ h (Φ h (x)) = u h (x). Then the following are true (i) (compactness). There exists a subsequence of (ȳ h ), still denoted by (ȳ h ) and there exist Q h ∈ SO(3) and c h ∈ R 3 such that the sequences y h := (Q h ) Tȳh − c h and V h := 1 h ´I y h (x + tn(x)) dt − x satisfy the following (a) y h → π strongly in H 1 (S 1 ; R 3 ).
(b) There exists an infinitesimal bending V ∈ H 2 (S; R 3 ) of S such that V h → V strongly in H 1 (S; R 3 ).
(c) There exists B w ∈ L 2 (S; S) such that 1 h q V h ⇀ B w weakly in L 2 (S; S).
(ii) (lower bound). Defining I (iii) (recovery sequence) For any infintesimal bending V ∈ H 2 (S 1 , R 3 ) and B w ∈ L 2 (S; S) there exists u h ∈ H 1 (S h ; R 3 ) satisfying (109) and such that conclusions of part (i) are true with Q h = I and c h = 0. Moreover, equality holds in (ii).
Proof. We will only give the sketch of the proof since it is analogous to the previous cases. Since V is an infinitesimal bending, we have (110) ∂ τ V (x) = A(x)τ, for all τ ∈ T x S for some A ∈ H 1 (S; so(3)),
Let us assume as in Proposition 4.5 that
for some ϕ ∈ L 2 (S;Ḣ 2 (Y). Using (iii) of Proposition 4.2 as well as Lemma 6.2 we conclude that ϕ = 0. Thus from Proposition 4.5 we conclude that for E h defined in (56) we have E h 2,γ − − ⇀ E(x, y) where
for some U ∈ L 2 (S; L 0 (I × Y)) andḂ ∈ L 2 (S;L 2 (Y; S)). The lower bound easily follows from Lemma 4.6 and the definition of the functional I 2,c 0 .
To prove the upper bound we follow the proof of Proposition 5.4, the case γ = 0. Namely, let us again take A δ ∈ C 2 (S; so(3)) such that lim δ→0 A δ − A H 1 = 0 andḂ δ such that for every i, j = 1, 2, (Ḃ δ ) ij ∈ F L(S;Ċ ∞ (Y)), g δ ∈ C 1 (S; C 1 (I × Y; R 3 )) and Then there is a monotone function (0, ∞) ∋ h → δ(h) ∈ (0, ∞) with lim h→0 δ(h) = 0 and lim sup h→0 g(δ(h), h) = 0.
