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ABSTRACT
Water balance models (WBMs) are often employed to understand regional hy-
drologic cycles over various time scales. Most WBMs, however, are physically-based,
and few employ state-of-the-art statistical methods to reconcile independent input
measurement uncertainty and bias. Further, few WBMs exist for large lakes, and
most large lake WBMs perform additive accounting, with minimal consideration
towards input data uncertainty. Here, we introduce a framework for improving a
previously developed large lake statistical water balance model (L2SWBM). Focus-
ing on the water balances of Lakes Superior and Michigan-Huron, we demonstrate
our new analytical framework, identifying L2SWBMs from 26 alternatives that ad-
equately close the water balance of the lakes with satisfactory computation times
compared with the prototype model. We expect our new framework will be used to
develop water balance models for other lakes around the world.
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1. Introduction
As global freshwater demand increases [51, 76], there is a growing need for a compre-
hensive understanding of changes and drivers of hydrologic cycles over a wide variety
of hydrologic systems [9, 34, 42, 49, 75]. Water balance models (WBMs) are often
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Figure 1. The Laurentian Great Lakes and their basin (light brown region) including location of major cities,
interbasin diversions, and connecting channels.
employed to understand hydrological systems in numerous practical applications in-
cluding water resources management decision support, and guidance on policies for
consumptive use and irrigation practices [77]. Within a WBM, the balance may be
expressed as the flow through a primary river – otherwise known as a rainfall-runoff
model [3, 54], the change in water elevation of a lake [39, 46], or the soil moisture
content within an area of focus [18, 62]. Modeling at the scale of the large Laurentian
Great Lakes (figure 1), of which Superior and Michigan-Huron are the focus in this
publication, is challenging as the lakes under study may span multiple countries and
data are sparse [71], both in terms of temporal density and spatial coverage.
Existing large lake WBMs typically perform additive accounting with minimal ac-
counting of uncertainty. Some water balance components are described by a single
source of data while others are described by a single, potentially biased method which
generates estimates. Gibson et al. (2006) [28] developed an additive WBM of the Great
Slave Lake (GSL) in Canada. The GSL WBM was calibrated on observed water levels
and incoming streamflow estimates which they believed contained the greatest amount
of uncertainty. Additionally, the GSL WBM incorporated a large measurement record
of the outflows through the Mackenzie River, Thiessen weighted precipitation gauge
estimates, and simulated evaporation. Additive WBMs have also been developed for
Lake Tana and Lake Victoria. Utilizing 1) precipitation data from Bahr Dar Station
near southern Lake Tana, 2) the Penman equation [57] for evaporation given net short-
wave radiation data from Addis Ababa Geophysical Observatory, and 3) available river
discharge data, Kebede et al. (2006) solved an additive water balance equation for Lake
Tana using Microsoft Excel’s (Redmond, Washington, USA) Solver utility [42]. Piper
et al. (1986) [58] conducted a similar analysis of Lake Victoria, averaging 8 precipi-
tation gauges around the lake, partially simulated inflows, and Penman evaporation
estimates.
As an enhancement of the additive WBM, we developed a prototype large lake sta-
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tistical water balance model (L2SWBM) [30], seeking an understanding of drivers in
the 2013-2014 record-setting water level rise on Lakes Superior and Michigan-Huron
[31], the two largest lakes on Earth by surface area [33]. We leveraged state-of-the-art
software for Markov chain Monte Carlo (MCMC) simulation of Bayesian Networks to
assimilate regional estimates of water balance components (see section 1.1), develop-
ing a first-of-its-kind model that incorporates measurement uncertainty, correlation,
and bias [6, 43, 65, 66], while closing the water balances of the lakes. We recognize
that Bayesian WBMs have been developed previously for rainfall-runoff models [5],
including WBMs utilizing frameworks such as Generalized Likelihood Uncertainty Es-
timation (GLUE) and the Water And Snow Balance Modeling (WASMOD) system
[11, 22, 23, 40]. Prior to our prototype, however, we did not know of other studies
that developed a Bayesian WBM for large lakes incorporating multiple independent
estimates of water balance components.
Additionally, in developing a prototype L2SWBM, we knew of limited, if any,
methodological guidance for developing and selecting a suitable WBM in light of
criteria relevant to water resource management agencies, policy makers, and other
model end-users. A lack of guidance in L2SWBM development may have enabled
development of a computationally expensive prototype. Our prototype Superior and
Michigan-Huron L2SWBM described the lakes’ water balances as cumulative sums of
monthly changes in water level or height (∆Hl,t,C), a proxy for water storage, starting
at a specified base month. For the prototype, the base month was January of 2005,
with the period of study ending December 2014, for a total of T = 120 months. At
each time step, t, the prototype model aggregated all components of the water balance
of each lake, l, from the base month through t, conceptually following the continuous
time, or long-term yield, model of the Soil and Water Assessment Tool (SWAT [4, 41]):
∆Hl,t,C =
t∑
i=1
(Pl,i − El,i +Rl,i + Il,i −Ql,i ±Dl,i + ǫl,i), t ∈ [1, T ] (1)
where (all in mm over each lake surface area) ∆H is assumed to be the difference be-
tween water levels at the beginning of months 1 and t+1, P is over-lake precipitation,
E is over-lake evaporation, R is lateral tributary runoff into the lake, I is inflow from
an upstream connecting channel, Q is outflow to a downstream connecting channel,
D represents diversions into or (expressed as a negative value) out of the lake basin,
and ǫ is a process error [1] term accounting for thermal expansion, glacial isostatic
rebound, groundwater fluxes, and other sources of variability in monthly water levels
not explained by water balance components P,E,R, I,Q, and D alone, nor are consis-
tently measured in terms of impact on water level. The prototype L2SWBM, according
to results in this manuscript, can take roughly 16 hours to simulate the network and
acquire reliable water balance component estimates.
While the prototype L2SWBM differentiated hydrologic drivers of the 2013-2014
water level rise on Lakes Superior and Michigan-Huron under a closed water balance
[56] for the 120 months of analysis, regional water resource management authorities
have expressed interest in an expanded version of the model applied to all of the
Laurentian Great Lakes and across a longer historical period – about 65 years (or 780
months), compared to just 10 (or 120 months) for the prototype. Long run times hinder
exploration and formal assessment of different model formulations, and a 16 hour run
time is problematic considering that the prototype model only includes Lake Superior
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and Lake Michigan-Huron for the 120 months between 2005 to 2014. Our need to
explore different model formulations arises, in part, from water managers’ comments
that St. Clair River flows inferred from the prototype L2SWBM are biased with a
broad, unrealistic range of uncertainty, and that future L2SWBM development should
reflect stronger a priori opinions about the accuracy of in situ measurements in the St.
Clair and other connecting rivers, or connecting channels [55, 60]. Prototype L2SWBM
channel flow inference bias may reflect unresolved uncertainties in individual lake
water balance component estimates, which may propagate and accumulate through
the Laurentian Great Lakes hydrologic system as represented by Bayesian networks. In
essence, our goal is to limit the amount of cumulative uncertainty from Lake Superior
through Lake Ontario and the St. Lawrence River in an expanded version of the
L2SWBM.
The objective of this study, therefore, is the development of a framework for sys-
tematic experimentation, evaluation, and selection of alternative formulations of an
L2SWBM. In this manuscript, we applied the framework to the prototype L2SWBM
for Lakes Superior and Michigan-Huron to demonstrate how it can be used to improve
model efficiency while incorporating a priori opinions about biases and uncertainties
in existing data sources for components of the Great Lakes hydrologic cycle. We expect
the new framework will be useful to improve not just the Great Lakes L2SWBM, but
also variations for other large lakes of the world, and that the resulting new Great
Lakes L2SWBM, following implementation of our recommended improvements, will
be suitable for deployment in operational environments and for expansion across the
entire Great Lakes system over a longer historical period.
1.1. Data
We used monthly, 1-dimensional (depth over lake surface), time-series data from a
variety of independent sources to develop and test the Great Lakes L2SWBM (table
1). Data are used specifically in deriving water balance component prior probability
distributions and likelihood functions described in sections 2.2 and 2.3. Data sources
include the National Oceanic and Atmospheric Administration’s Great Lakes Envi-
ronmental Research Laboratory (NOAA-GLERL), Environment and Climate Change
Canada (ECCC), and the Coordinating Committee on Great Lakes Basic Hydraulic
and Hydrologic Data (CCGLBHHD, hereafter referred to as the Coordinating Com-
mittee), an ad hoc group of science agencies from both the United States and Canada.
NOAA-GLERL has, for many years, developed the Great Lakes Monthly Hydrome-
teorological Database (GLM-HMD) [36]. The GLM-HMD utilizes a suite of models to
generate 1-dimensional estimates of precipitation, evaporation, and runoff. GLM-HMD
precipitation estimates are derived from Thiessen weighting of meteorological station
precipitation estimates across the Great Lakes basin [16]. 1-dimensional estimates of
evaporation in the GLM-HMD utilize regional meteorological measurements of wind
speed, dew point, cloud cover, and temperature input into the Large Lake Thermo-
dynamics model (LLTM, [14, 15, 38]). United States Geological Survey (USGS) and
Water Survey Canada (WSC) streamflow estimates across the basin are aggregated
into GLM-HMD estimates of runoff for each lake via a conventional Area-Ratio Method
(ARM) [24]. Lastly, in addition to the ARM runoff model estimates, we utilized runoff
estimates from the Large Basin Runoff Model (LBRM)[17], which simulates water
movement in a watershed through two soil layers (upper and lower), groundwater de-
posits, and evaporation, using meteorological station temperature and precipitation
4
Variable Data source Year range used Mean Median S.D. 2.5% 97.5%
ySUP,∆H,t,1 CCGLBHHD [12] 2005-2014 0.19 -10 72.07 -110 150
ySUP,∆H,t,12 CCGLBHHD [12] 2005-2014 -1.69 0 152.88 -300 320
ySUP,∆H,t,C CCGLBHHD [12] 2005-2014 NA NA NA NA NA
ySUP,P,1,t GLM-HMD [36] 1950-2014 65.53 61.65 28.13 21.60 128.05
ySUP,P,2,t CaPA [45] 2005-2014 75.27 74.32 28.26 29.00 134.57
ySUP,E,1,t GLM-HMD (LLTM) [36] 1950-2014 46.06 40.69 42.18 -4.96 128.79
ySUP,E,2,t GEM-MESH [19] 2005-2014 48.85 45.56 41.18 -7.74 122.08
ySUP,R,1,t GLM-HMD (ARM) [36] 1950-2014 47.07 37.63 27.20 18.24 119.33
ySUP,R,2,t NOAA-GLERL LBRM [17] 1950-2014 50.77 44.15 23.41 23.24 111.27
ySUP,Q,1,t CCGLBHHD [12] 1950-2014 69.71 66.44 16.67 47.65 108.38
ySUP,Q,2,t IGS [73] Nov. 2008-2014 58.20 51.61 16.31 37.60 100.50
ySUP,D,1,t CCGLBHHD [12] 1950-2014 4.91 4.22 2.59 1.27 11.21
yMHU,∆H,t,1 CCGLBHHD [12] 2005-2014 0.80 -10 72.65 -120 155.25
yMHU,∆H,t,12 CCGLBHHD [12] 2005-2014 1.46 -20 250.49 -470 488
yMHU,∆H,t,C CCGLBHHD [12] 2005-2014 NA NA NA NA NA
yMHU,P,1,t GLM-HMD [36] 1950-2014 70.16 68.25 27.16 24.35 132.99
yMHU,P,2,t CaPA [45] 2005-2014 81.09 79.14 28.75 35.40 140.73
yMHU,E,1,t GLM-HMD (LLTM) [36] 1950-2014 42.68 35.12 37.36 -4.53 118.31
yMHU,E,2,t GEM-MESH [19] 2005-2014 63.18 61.53 44.47 0.93 146.12
yMHU,R,1,t GLM-HMD (ARM) [36] 1950-2014 60.73 53.1 31.81 22.22 137.90
yMHU,R,2,t NOAA-GLERL LBRM [17] 1950-2014 62.26 56.40 28.66 25.32 131.77
yMHU,Q,1,t CCGLBHHD [12] 1950-2014 119.77 119.42 14.26 90.39 144.42
yMHU,Q,2,t IGS [73] Nov. 2008-2014 112.19 113.74 10.11 86.13 128.42
yMHU,D,1,t CCGLBHHD [12] 1950-2014 2.05 2.02 0.56 1.16 3.22
Table 1. Summary of data sets used to develop water balance component prior probability distributions
and as a basis for likelihood functions. Units for statistics – mean, median, standard deviation (S.D.), 2.5%
and 97.5% quantiles – are millimeters over the respective lake surface. Unless otherwise specified, year range
specified for each data set indicates availability from January of the first year through December of the second
year. See table 2 for definitions of variables in the first column.
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measurements as inputs.
Additional 1-dimensional, over-lake precipitation estimates are derived from grid-
ded outputs of Environment and Climate Change Canada’s (ECCC) version of the
Canadian Precipitation Analysis (CaPA). CaPA utilizes short-term numerical weather
prediction (NWP) models, along with meteorological station precipitation estimates
from a collection of networks across Canada and the United States. NWP models de-
pend on the Global Environmental Multiscale (GEM) model, which along with the
Mode´lisation Environmentale - Surface et Hydrologie’s (MESH) surface model, pro-
duce additional evaporation estimates utilized in this paper [19, 45].
The Coordinating Committee produces daily surface water elevation, or water level
estimates, which we used to compute observations of ∆H. Water levels for the Lau-
rentian Great Lakes are estimated via a series of water level gauges around the coasts
maintained by NOAA National Ocean Service’s Center for Operational Oceanographic
Products and Services (NOAA/NOS CO-OPS) and the Canadian Department of Fish-
eries and Oceans’ Canadian Hydrographic Service (DFO-CHS). To adjust for geolog-
ical phenomena such as isostatic rebound, or the continued expansion of the Earth’s
crust from glacial retreat, water level estimates reference the International Great Lakes
Datum (IGLD).
Additionally, the Coordinating Committee has historically developed connecting
channel and diversion flow estimates within the Great Lakes basin. Connecting channel
flows are estimated using a variety of methods, depending on the physical environment
at the outlet of each lake. Flow estimates for the St. Marys river connecting Lakes
Superior and Michigan-Huron, for example, are computed from the flows through a
collection of dams and marine navigation locks between Sault Ste. Marie, Michigan in
the United States, and Sault Ste. Marie, Ontario, Canada. For the St. Clair River, a
combination of Acoustic Doppler Velocity Meter (ADVM) measurements and stage-
fall discharge equation estimates produce the time-series data implemented in the
L2SWBM. As a second source of channel flow estimates, ADVMs are used within
International Gauging Stations (IGS). IGS used in this study are located at Sault
Ste. Marie (for outflows from Lake Superior) and Port Huron (for outflows from Lake
Michigan-Huron) and are maintained through a partnership between the USGS and
WSC.
Measurements of diversions into (or out of) each lake basin include the Ogoki River
and Long-Lac diversions into Lake Superior, and the Chicago River diversion out
of Lake Michigan-Huron. We assumed that channel flows and diversions make their
contribution to the water balance of a lake at the lake’s outlet, downstream lake’s
inlet, or the point where a diversion enters or exits a lake. A notable challenge to this
assumption includes the Ogoki diversion. Water diverted from the Ogoki River must
first pass through Lake Nipigon (northern-most lake in figure 1) before it arrives in
Lake Superior, thus there is an unknown amount of residence time before the water is
actualized in the Lake Superior balance. As the diversion is small compared to other
components of the water balance, however, we assume the impact uncertainty has on
the water balance is minimal.
For further reading on coordinated estimates of water level, channel flows, and
diversions, see [30].
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Symbol Description
Subscripts and related variables
t An individual month, spans [1, T ]
T Total months in analysis, 120 from January 2005 through December 2014 in this manuscript
c(t) Calendar month [1, 12] that month t is in
w Rolling window for water balance analysis
j Start month for an individual water balance window spanning [1, T − w + 1]
n Independent estimate of θ
l An individual lake, either SUP (Superior) or MHU (Michigan-Huron) in this manuscript
True, but unobserved parameters (mm over lake surface)
∆Hl,j,w Change in water level for lake l from beginning of month j to beginning of month j + w
∆Hl,t,C Change in water level for lake l from beginning of month 1 to beginning of month t
Pl,t Precipitation (total) over lake l in month t
El,t Evaporation (total) from lake l in month t
Rl,t Basin runoff (total) into lake l in month t
Il,t Connecting channel inflow (total) for lake l in month t
Ql,t Connecting channel outflow (total) for lake l in month t
Dl,t Diversion from or to a lake (total) for lake l in month t
θ Used to represent P,E,R,Q, and D
Observed variables for likelihoods (mm over lake surface)
yl,H,t Water level estimate for lake l at beginning of month t
yl,∆H,j,w Coordinated estimate of ∆Hl,j,w
yl,∆H,t,C Coordinated estimate of ∆Hl,j,C
yl,θ,n,t nth Independent estimate of θl,t
Water balance component prior distribution parameters
µˆl,E,c(t), µˆl,Q,c(t), µˆl,D,c(t) Mean of historical data for E, Q, and D by calendar month c(t) and lake l
µˆl,ln(R),c(t) Mean of natural logarithm of historical data for R by calendar month c(t) and lake l
τˆl,E,c(t), τˆl,Q,c(t), τˆl,D,c(t) Precision of historical data for E, Q, and D by calendar month c(t) and lake l
τˆl,ln(R),c(t) Precision of natural logarithm of historical data for R by calendar month c(t) and lake l
ψ1,l,c(t), ψ2,l,c(t) Shape and rate parameters for the prior distribution for P by calendar month c(t) and lake l
Hyperparameters
τl,θ,n Precision of yl,θ,n,t for all t
τl,∆H,w Precision of yl,∆H,j,w for all j
τl,∆H,C Precision of yl,∆H,t,C for all t
ǫl,t Process error in water balance equation for lake l in month t in mm over lake surface
ǫl,c(t) Seasonal process error by calendar month c(t)
τl,ǫ,c(t) Seasonal precision of monthly process error by calendar month c(t)
ηl,θ,n,t Bias of yl,θ,n,t in mm over lake surface
ηl,θ,n,c(t) Seasonal bias of yl,θ,n,t by calendar month c(t)
τl,η,c(t) Seasonal precision of yl,θ,n,t bias by calendar month c(t)
π(...) Prior distribution for variable or parameter
τ Precision 1/σ2, an expression of variance, σ2, and standard deviation, σ
Table 2. Summary of variables and parameters employed in this manuscript
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2. Methodology
Given the available data, we discuss the modeling frameworks, or Bayesian networks,
we employed to infer values for each lake’s water balance in this section. Further,
we define a new water balance formulation designed to increase efficiency relative to
the prototype L2SWBM. Lastly, we review parameter structures of the L2SWBM
throughout this section, along with combinations of L2SWBM parameter structures
that we tested in developing the model. For convenience, definitions of all variables
and parameters in this section are in table 2.
2.1. Modeling framework
2.1.1. Encoding the Bayesian Network
With all variations of the L2SWBM, we inferred values for each component of each
lake’s monthly water balance, along with the other model parameters (e.g. process
error described in section 2.2), through statistical models known as Bayesian networks
[20, 50]. We programmed the Bayesian networks in the BUGS modeling language
(Bayesian inference Using Gibbs Sampling [47, 48]), describing prior distributions,
likelihoods, and posterior predictive distributions highlighted in all of section 2. For
other examples of BUGS applications, see Armero et al. (2008) [2] and Blangiardo
and Baio (2014) [7]. To compile and sample the complete likelihood function, joint,
and conditional posterior distributions of the Bayesian Networks, we used JAGS [Just
Another Gibbs Sampler; see 59], and the ‘rjags’ package in the R statistical software
environment [61]. JAGS, despite what its name implies, utilizes a variety of samplers,
and for our models, JAGS utilized Gibbs and slice samplers. Slice samplers are used
on distributions describing non-negative, asymmetrically distributed variables, being
precipitation and runoff (see section 2.3.1).
2.2. Water balance
For our new, experimental L2SWBMs, instead of a cumulative water balance (equa-
tion 1), we programmed a formulation in which changes in lake storage on lake l are
considered across a period of w months. ∆Hl,j,w is defined as the difference between
the lakewide-average surface water elevation at the beginning of month j, and the
lakewide-average surface water elevation at the beginning of month j + w (we here-
after refer to w as the length, in months, of the water balance rolling window). Changes
in lake storage are then related to monthly-total water balance components as follows:
∆Hl,j,w = Hl,j+w −Hl,j =
j+w−1∑
i=j
(Pl,i − El,i +Rl,i + Il,i −Ql,i +Dl,i + ǫl,i) (2)
We note ISUP,t = 0 because Lake Superior is the most upstream of the Laurentian
Great Lakes and there is no inflow from a connecting channel. IMHU,t = 0.7(QSUP,t),
where 0.7 is a scaling factor accounting for the difference between surface areas of the
two lakes. Through QSUP,t and IMHU,t, we linked the lakes in the model and ensured
consistent inferences of flows through the St. Marys river.
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Observations yl,∆H,t,w were computed from coordinated beginning of month esti-
mates, and linked to the true value ∆Hl,j,w (equation 2) via the likelihood:
yl,H,j+w − yl,H,j = yl,∆H,j,w ∼ N(∆Hl,j,w, τl,∆H,w) (3)
where precision τl,∆H,w is given a vague Gamma(0.01, 0.01) prior. No variations of this
formulation were considered.
We recognize identifiability [21, 29, 63, 64] is a challenge with the additive balance
in equation 2 being a part of the L2SWBM. In fact, the challenge of identifiability in
WBMs was indirectly highlighted by Piper et al. (1986) [58], who noted that “it is not
possible to distinguish easily between underestimates of rainfall and over-estimates of
evaporation”. By analyzing convergence of our experimental L2SWBMs (elaborated
upon in section 2.4.1), we discover identifiable models, even though defining identifi-
ability is difficult in a Bayesian context, where inferences are best given a model and
data, not just a model [25]. The odds of finding an identifiable model are thus increased
given strong prior distributions for the components θ, component estimates’ biases η,
and process error ǫ (described later in this section), along with prior distributions for
estimates’ precisions τ that grant more weight to other parameters of the network.
Prior specifications for θ, η, and τ are described in section 2.3.
In discovering an identifiable L2SWBM, we compared three sets of models in the
experiment design detailed in section 2.4, where each set has a different water balance
formulation. The first set uses the balance computation in equation 1 as a basis of
comparison. Observations of change in storage in the first set of models are denoted
yl,∆H,t,C in table 1, where C indicates a cumulative water balance over the analysis
period. Further, ∆Hl,t,C = Hl,t+1 − Hl,1, i spans [1, t] in the summation in equation
2, and yl,H,t+1 − yl,H,1 = yl,∆H,t,C for equation 3. The other two sets of experimental
models with respect to water balance formulation use equation 2 with rolling windows
of w = 1 and w = 12 months. We not only intend to demonstrate a reduction in model
computation time with the latter two sets in contrast to the first, but also assess the
impact of different rolling window lengths on water balance estimates (e.g. monthly,
seasonal, and inter-annual scales) relevant to regional water resource management
decisions.
2.2.1. Process error
Additionally, we considered three alternative structures for process error ǫl,t. The first,
and simplest, is where we assume ǫl,t = 0 as in the prototype model’s implementation
and unexplained variability in observed changes in storage propagates into water level
measurement uncertainty (equation 3) and the uncertainty of other water balance
components (see section 2.3). The second structure for process error strictly tracks
potential seasonal variation, mapping each ǫl,t to one of twelve ‘fixed’, calendar-month
c(t) specific terms such that:
ǫl,t = ǫl,c(t)
π(ǫl,c(t)) ∼ N(0, 0.01) (4)
where variance (σ2 = 100) is expressed in terms of precision (τ = 1/σ2 = 0.01) in
the vague, zero-mean prior. The third and final alternative structure for process error
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is hierarchical, where each ǫl,t is given a vague prior. For each monthly process error
prior, the mean is mapped to a calendar-month-specific term as in equation 4, while
the precision is also calendar-month-specific, with all twelve precisions given a vague
prior:
π(ǫl,t) ∼ N(ǫl,c(t), τl,ǫ,c(t)) (5)
π(ǫl,c(t)) ∼ N(0, 0.01)
π(τl,ǫ,c(t)) ∼ Gamma(0.05, 0.05)
Alternative structures for ǫ represented in equations 4 and 5 are intended to isolate wa-
ter level measurement uncertainty from uncertainty in the balance model. We therefor
modeled ǫ at seasonal and monthly temporal resolutions, respectively, while τl,∆H,w
(equation 3) is assumed to be constant throughout the analysis period.
2.3. Water balance component (θ) priors and likelihoods
We treat water balance components (θ ∈ [P,E,R,Q,D]) as random variables in the
L2SWBM, attributing informative prior distributions and likelihoods, the latter of
which we link input independent estimates. In this sub-section we first describe the
prior distributions we develop, and then the likelihoods.
2.3.1. Prior distributions
For water balance component prior distributions (π(θl,t)), we fitted probability density
functions to historical monthly data, aggregated by the 12 calendar months (sample
of distributions shown in figure 2). To calculate prior distribution parameters, we used
data for the period 1950 thru 2004 from the GLM-HMD and coordinated data sets
– consistently available data from before the analysis period of 2005-2014. While we
could have used less informative priors, we believe it would have been indefensible
to use vague or non-informative priors given available data and expert hydrological
knowledge.
True values of evaporation (E), channel flow (Q), and diversion (D) variables were
given normal prior distributions:
π(El,t) ∼ N(µˆl,E,c(t), 0.5τˆl,E,c(t)) (6)
π(Ql,t) ∼ N(µˆl,Q,c(t), 0.5τˆl,Q,c(t)) (7)
π(Dl,t) ∼ N(µˆl,D,c(t), τˆl,D,c(t)) (8)
with means (µˆl,∗,c(t)) and precisions (τˆl,∗,c(t)) calculated from the historical data. Be-
cause the range of historical values of evaporation and channel outflows is quite narrow
for the late spring and early summer months of the year, we halved the calculated
precisions of the prior probability distributions for evaporation and channel outflows
to accommodate factors such as climate change [52]. We do not expect empirically-
derived prior probability distributions for other, more intrinsically variable water bal-
ance components to restrict the estimation of their respective posterior probability
distributions.
10
Ja
n
0.
00
0.
03
M
ar
0.
00
0.
03
M
ay
0.
00
0.
03
Ju
l
0.
00
0.
03
Se
p
0.
00
0.
03
N
ov
0 50 100 200
0.
00
0.
03
P (mm)
0.
00
0.
10
0.
00
0.
10
0.
00
0.
10
0.
00
0.
10
0.
00
0.
10
−50 50 150
0.
00
0.
10
E (mm)
0.
00
0.
06
0.
00
0.
06
0.
00
0.
06
0.
00
0.
06
0.
00
0.
06
0 50 100 200
0.
00
0.
06
R (mm)
0.
00
0.
06
0.
00
0.
06
0.
00
0.
06
0.
00
0.
06
0.
00
0.
06
0 50 100 200
0.
00
0.
06
Q (mm)
Figure 2. Sample of prior distributions for all θ, except diversions (D), for every other month starting with
January and ending with November. We constructed prior distributions in such a way to capture seasonal
variability, if any, across components. Histograms represent the available historical data supporting the fitted
prior distributions while the lines represent the fitted density functions. Dark gray histogram bars with solid
black density fit lines represent Lake Superior’s priors, and light gray bars with dotted density fit lines represent
Lake Michigan-Huron’s priors.
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For the true values of non-negative components precipitation and runoff, we fitted,
respectively, Gamma [37] and log-normal prior distributions:
π(Pl,t) ∼ Gamma(ψ1,l,c(t), ψ2,l,c(t)) (9)
π(Rl,t) ∼ ln N(µˆl,ln(R),c(t), τˆl,ln(R),c(t)) (10)
For runoff, we calculated the means (µˆl,ln(R),c(t)) and precisions (τˆl,ln(R),c(t)) for
the prior distributions with the natural logarithms of the historical data. Gamma
distributions for precipitation require non-trivial maximum likelihood shape (ψ1,l,c(t),
equation 11) and rate (ψ2,l,c(t), equation 12) parameters (per Thom (1958) [72]) which
we calculated from the historical data such that:
ψ1,l,c(t) =
1
4φl,c(t)
(
1 +
√
1 +
4φl,c(t)
3
)
(11)
φl,c(t) = ln(µˆl,P,c(t))− µˆl,ln(P ),c(t)
ψ2,l,c(t) = ψ1/µˆl,P,c(t) (12)
where µˆl,P,c(t) and µˆl,ln(P ),c(t) are the means of the historical precipitation observa-
tions for a given calendar month c(t) and natural logarithms thereof, respectively.
While channel flow and diversion values are generally non-negative over the course of
a calendar month, we believe inferences of channel flows and diversions will not be
negative, and that any negative inferences of diversions will be negligible given their
scale compared to other water balance components.
We included in supplementary material for this manuscript histograms of all sea-
sonal historical data for each water balance component and each lake, along with the
fitted prior distributions. No variations in π(θl,t) formulations are examined for this
manuscript.
2.3.2. Likelihoods
We linked the water balance and independent estimates of water balance components
via normal distributions. Incorporating our beliefs of a data source’s potential bias,
we established for lake l a relationship between the observed value of a component θ
from data source n on month t (yl,θ,n,t) to the true value of θl,t via the likelihood:
yl,θ,n,t ∼ N(θl,t + ηl,θ,n,t, τl,θ,n), θ ∈ [P,E,R,Q,D] (13)
with ηl,θ,n,t representing observation bias, and component likelihood precision τl,θ,n
given a vague Gamma(0.1, 0.1) prior. For non-negative variables precipitation and
runoff, we assumed that the non-negative, asymmetric priors we applied will ensure
non-negative inferences of the components’ true values, despite the application of sym-
metric and potentially negative normal likelihoods.
We formally considered two alternative structures for bias ηl,θ,n,t of data sources
yl,θ,n,t (equation 13). Unlike process error (ǫ), we did not consider an alternative where
ηl,θ,n,t = 0, as we believe biases are inherent in independent water balance component
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estimates, such as precipitation (see Holman et al. (2012), [35]). Thus, the first al-
ternative for ηl,θ,n,t we used, following the structure of equation 4 and the prototype
model’s implementation, strictly tracks seasonal variation:
ηl,θ,n,t = ηl,θ,n,c(t)
π(ηl,θ,n,c(t)) ∼ N(0, 0.01) (14)
The second alternative structure for bias, following the structure of equation 5, is
hierarchical:
π(ηl,θ,n,t) ∼ N(ηl,θ,n,c(t), τl,η,θ,n,c(t)) (15)
π(ηl,θ,n,c(t)) ∼ N(0, 0.01)
π(τl,η,θ,n,c(t)) ∼ Gamma(0.05, 0.05)
Lastly, we reflected the a priori opinions of regional water resource management
authorities regarding the accuracy of channel flow (Q) and diversion (D) estimates
through similar bias constructions. Following informal protocols for soliciting a priori
expert opinions [8, 74], we found that regional water management authorities believe
that monthly channel flow data can depart from true channel flows by between roughly
180 and 270 cubic meters per second (cms) – 6 to 9mm of water over the surface of Lake
Superior, and 4 to 6mm of water over the surface of Lake Michigan-Huron. Departure of
diversion estimates from their true values, given their smaller magnitudes, are less (see
table 1). In a theoretical 95% credible interval produced from the previously defined
ηl,θ,n,t (equations 14 and 15), water balance component observations may depart from
the true value of components by about 20 mm (precision = 0.01, standard deviation
is thus 10), more than double the suggested departure of channel flow and diversion
estimates.
Thus, for ζ ∈ (Q,D) in equations below, we modified equations 14 and 15, increasing
the prior precision of the seasonal bias parameter (ηl,ζ,n,c(t)). We recognize we could
have done a more specific prior for each estimate of each channel flow or diversion.
However, in the interest of minimizing experimental models to run and testing solely
the impact of restricting bias on channel flow and diversion estimates, we applied
a prior precision of 0.25 for the seasonal bias of all estimates of channel flows and
diversions (standard deviation of 2 mm, maximum theoretical 95% credible interval
departure of 4 mm), accounting for a second set of experiments in section 2.4. Equation
14 thus becomes:
ηl,ζ,n,t = ηl,ζ,n,c(t) (16)
π(ηl,ζ,n,c(t)) ∼ N(0, 0.25)
and equation 15 thus becomes:
ηl,ζ,n,t ∼ N(ηl,ζ,n,c(t), τl,η,ζ,n,c(t)) (17)
ηl,ζ,n,c(t) ∼ N(0, 0.25)
τl,η,ζ,n,c(t) ∼ Gamma(0.05, 0.05)
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Structures of ηl,θ,n,t represented in equations 14, 15, 16, and 17 are intended to, like
structures of ǫ (equations 4 and 5), isolate water balance component observation uncer-
tainty from uncertainty in the water balance. We therefor modeled ηl,θ,n,t at seasonal
and monthly temporal resolutions, respectively, while τl,θ,n (equation 13) is assumed
to be constant throughout the analysis period.
We recognize that we utilized three different Gamma distributions as prior distribu-
tions for precisions (τ), which expressed different beliefs in the variability of particular
parameters. τl,∆H,w (equation 3) were given Gamma(0.01, 0.01) priors, which have their
greatest densities towards the lower precision values, reflecting our desire for the model
to explore a range of change in storage and water balance component values in pro-
ducing a closed water balance. τl,θ,n (equation 13) were given Gamma(0.1, 0.1) priors,
and have higher densities for higher precision values to propagate uncertainty into
component observation bias terms ηl,θ,n,t. Lastly, τl,ǫ,c(t), and τl,η,θ,n,c(t) (equation 5
and 15 respectively) were given Gamma(0.05, 0.05) priors, expressing our belief that
monthly process errors and observation biases may vary from an unobserved, seasonal
cycle at a magnitude less than the variability of y∆H,j,w and more than the variability
of yl,θ,n,t.
Inferences of τ and η are analyzed and discussed in section 4.2.
2.4. L2SWBM Variations
We formally analyzed combinations of L2SWBM parameter structures, or L2SWBM
variations, detailed in sections 2.2 and 2.3 using a modified factorial experiment design
[53]. Table 3 lists the 26 models we assessed, incorporating options laid out in sections
2.2 and 2.3. Only two L2SWBMs, PROT and fPROT (for prototype) used the balance
computation in equation 1 due to computational expense, differing by the modification
to the prior on channel flow and diversion bias detailed in equation 16. The prototype
L2SWBMs may be compared directly to models (f)01NF and (f)12NF as while they
utilize balance equation 2, all other experimental factors are the same as the prototype.
The remaining 24 L2SWBMs vary by rolling window length (1 or 12 months), whether
and how they modeled process error (‘N’one, ‘F’ixed, or ‘H’ierarchical), how they
modeled water balance component observation bias (‘F’ixed or ‘H’ierarchical), and
whether or not they constrained inference of bias for channel flows and diversions
(equation 16 or 17, indicated by prefix ‘f’ for the model ID in the left-most column).
We consider the prototype model, utilizing balance equation 1, to be computation-
ally cost prohibitive for temporal and spatial expansion (across all Great Lakes). The
number of calculations required per analysis time step in the prototype increases as
the model iterates through the analysis period. For our non-prototype experimental
models utilizing equation 2, however, the number of required calculations per time
step is fixed.
2.4.1. Model evaluation
Experimentation is intended to find a robust L2SWBM formulation that adequately
closes the water balance, comparable to the prototype, while doing so more efficiently.
With our experiment design and 24 non-prototype L2SWBMs, we aimed to identify
L2SWBM structures that better close the water balance and better converge [26]
on true values for our parameters of interest. We also aimed to identify L2SWBM
structures that should not be employed due to inadequate performance in terms of
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Model ID w π(ǫl,t)) π(ηl,θ,n,t) π(ηl,ζ,n,t)
PROT C (eq. 1) None Fixed (eq. 14)
01NF 1 (eq. 2) (N)one (F)ixed (eq. 14)
01NH 1 (eq. 2) (N)one (H)ierarchical (eq. 15)
01FF 1 (eq. 2) (F)ixed (eq. 4) (F)ixed (eq. 14)
01FH 1 (eq. 2) (F)ixed (eq. 4) (H)ierarchical (eq. 15)
01HF 1 (eq. 2) (H)ierarchical (eq. 5) (F)ixed (eq. 14)
01HH 1 (eq. 2) (H)ierarchical (eq. 5) (H)ierarchical (eq. 15)
12NF 12 (eq. 2) (N)one (F)ixed (eq. 14)
12NH 12 (eq. 2) (N)one (H)ierarchical (eq. 15)
12FF 12 (eq. 2) (F)ixed (eq. 4) (F)ixed (eq. 14)
12FH 12 (eq. 2) (F)ixed (eq. 4) (H)ierarchical (eq. 15)
12HF 12 (eq. 2) (H)ierarchical (eq. 4) (F)ixed (eq. 14)
12HH 12 (eq. 2) (H)ierarchical (eq. 4) (H)ierarchical (eq. 15)
fPROT C (eq. 1) None Fixed (eq. 15) (eq. 16)
f01NF 1 (eq. 2) (N)one (F)ixed (eq. 14) (eq. 16)
f01NH 1 (eq. 2) (N)one (H)ierarchical (eq. 15) (eq. 17)
f01FF 1 (eq. 2) (F)ixed (eq. 4) (F)ixed (eq. 14) (eq. 16)
f01FH 1 (eq. 2) (F)ixed (eq. 4) (H)ierarchical (eq. 15) (eq. 17)
f01HF 1 (eq. 2) (H)ierarchical (eq. 4) (F)ixed (eq. 14) (eq. 16)
f01HH 1 (eq. 2) (H)ierarchical (eq. 4) (H)ierarchical (eq. 15 (eq. 17)
f12NF 12 (eq. 2) (N)one (F)ixed (eq. 14) (eq. 16)
f12NH 12 (eq. 2) (N)one (H)ierarchical (eq. 15) (eq. 17)
f12FF 12 (eq. 2) (F)ixed (eq. 4) (F)ixed (eq. 14) (eq. 16)
f12FH 12 (eq. 2) (F)ixed (eq. 4) (H)ierarchical (eq. 15) (eq. 17)
f12HF 12 (eq. 2) (H)ierarchical (eq. 4) (F)ixed (eq. 14) (eq. 16)
f12HH 12 (eq. 2) (H)ierarchical (eq. 4) (H)ierarchical (eq. 15) (eq. 17)
Table 3. Summary of our experimental design in which alternative models are configured with variations in
the length of monthly water balance window (used in model inference) w, prior probability distributions for
process error π(ǫl,t), and prior probability distribution for data bias π(ηl,θ,n,t). A window of C indicates the
water balance of equation 1 was used in the model (see section 2.2).
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balance closure or convergence. In fact, some of the proposed L2SWBM structures
may be erroneous [11], and may be exposed through poor closure or convergence in
comparison with other L2SWBMs. Water balance closure addresses a need in data
to support water resource management decisions, while increased L2SWBM efficiency
enables exploration of alternative L2SWBMs, which will be critical when we expand
L2SWBMs to include the remaining Laurentian Great Lakes.
In analyzing water balance closure of the experimental L2SWBMs, we assessed
closure across all 1, 12, and 60-month periods from 2005 through 2014, instead of
closure through the entire 120 month period of study, which is less practical from
an operational standpoint. Posterior predictive distributions [27, 44] simulate what
observations of a variable could be given all other information in a model except the
observations. We constructed the posterior predictive distributions for observations of
change in storage such that:
y˜l,∆H,j,1 ∼ N(∆Hl,j,1, τl,∆H,w) (18)
y˜l,∆H,j,12 ∼ N(∆Hl,j,12, τl,∆H,w) (19)
y˜l,∆H,j,60 ∼ N(∆Hl,j,60, τl,∆H,w) (20)
where w is the rolling window used in an experimental L2SWBM. We used the same
change in storage observation precision learned in the model to generate posterior
predictive samples. Using MCMC samples from distributions 18, 19, and 20, we de-
rived 95% credible intervals for, respectively, changes in storage across all 1, 12, and
60-month periods from 2005 through 2014. We then calculated the corresponding
observed changes in storage: yl,∆H,j,1, yl,∆H,j,12, yl,∆H,j,60. Hence, an experimental
L2SWBM closes the water balance at a rate equal to the number of observations
(yl,∆H,j,1, yl,∆H,j,12, yl,∆H,j,60) that are within the 95% credible intervals of their re-
spective posterior predictive distributions (y˜l,∆H,j,1, y˜l,∆H,j,12, y˜l,∆H,j,60), divided by
the respective number of observations (120, 109, and 61).
We recognize that our L2SWBM evaluation design (table 3) does not include water
balance component inference using an L2SWBM with a rolling window (w) of 60
months and, furthermore, that a range of different rolling windows could have been
explored for inference in our experiment design. Regardless, our approach addresses
the question of whether water balance components inferred from an L2SWBM with
only a 1-month rolling window (which may have the advantage of a relatively short
computation time) close the water balance over periods longer than one month, or if
a longer rolling window (in our case, assessed using a 12-month window) is needed.
For water balance closure assessment, we ran each L2SWBM alternative for K =
250, 000 MCMC iterations across three parallel MCMC chains, and thinned the last
125,000 iterations of each chain (omitting the first 125,000 iterations as a ‘burn-in’
period) at even intervals such that the resulting chains each have 1,000 values. The
resulting 3,000 MCMC samples for each parameter then serve as the basis for our
posterior predictive water balance closure assessment, along with our posterior infer-
ences of other parameters of interest (e.g. channel flows and diversions). We ran the
L2SWBMs on a Windows 7 Professional (Microsoft, Redmond, WA, USA) worksta-
tion with a 64-bit Intel Core i7-3770 (3.4 GHz) processor with 32 GB of RAM. JAGS
model code is included in the supplementary material.
Additionally, for each L2SWBM in our experimental design, we analyzed model con-
vergence through K = 250, 0000 MCMC iterations by calculating the potential scale
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reduction factor (PSRF), also referred to as the Gelman-Rubin convergence statistic
or Rˆ [26], every 10,000 iterations for all L2SWBM parameters. We, again, at every
10,000 iterations, treated half of the samples of each chain as burn-in, and thinned the
latter half of each chain down to 1,000 samples. We calculated the PSRF using the
gelman.diag function in the R package ‘CODA’ which returned both the median (Rˆ50)
and 97.5% quantile (Rˆ97.5) of the PSRF. We assessed convergence by testing whether
Rˆ50 and Rˆ97.5 approached (or decreased below) 1.1, per guidance from Gelman and Ru-
bin (1992), with additional MCMC iterations. Parallel to assessing L2SWBM efficiency
in terms of iterations required for convergence, we recorded the total time required for
each L2SWBM to generate K = 250, 000 MCMC iterations. The L2SWBM runs we
executed for monitoring computation time did not include calculations for posterior
predictive distributions because they serve as a basis for model verification only and
would not, we believe, be encoded in a future version employed in routine operations.
In concluding L2SWBM comparison, we calculated the Deviance Information Cri-
teria (DIC, [70]), as an MCMC-friendly substitute for the Akaike information crite-
ria (AIC) and Bayesian information criteria (BIC). We drew 1000 samples via the
dic.samples function in the R package ‘CODA’ using the ‘pD’ penalty type and cal-
culated a mean score for each L2SWBM in our experimental design. We then compared
the scores to the other tests we perform.
3. Application of Methodology
3.1. Analysis of water balance closure
Our analysis of 95% posterior predictive intervals for simulated changes in lake stor-
age across 1, 12, and 60-month periods (table 4) indicates that most L2SWBMs con-
ditioned on changes in storage across a 1-month window close the water balance for
Lakes Superior and Michigan-Huron in simulations over a 1-month period, but do not
effectively close the water balance in simulations over 12 and 60-month periods. Wa-
ter balance component estimates conditioned on a rolling 12-month storage window,
however, close the water balance for 12- and 60-month periods for Lakes Superior
and Michigan-Huron, and come close to closing the water balance for both lakes on a
1-month storage window. For example, 95% posterior predictive intervals for monthly
changes in storage derived from 12-month rolling window models included between
91% and 100% of the observed monthly changes in storage for Lake Superior, and be-
tween 79% and 98% of observed monthly changes in storage for Lake Michigan-Huron.
Similarly, 95% posterior predictive intervals for 12- and 60-month changes in storage
derived from 12- month rolling window models contained 97% to 100% of the observed
monthly changes in storage for both Lakes Superior and Michigan-Huron.
Our results show slight improvements in balance closure occur through either a)
the introduction alone of an explicit process error term or b) the relaxation of prior
probability distributions for the bias of data sources via the introduction of a hierarchi-
cal structure. Applying a reduced range of bias in channel flow measurements yielded
mixed results in terms of improving balance closure in an L2SWBM. L2SWBMs that
inferred changes in storage over a 1-month window exhibited little impact on 1-month
window closure rates post-application, in contrast to a maximum 17% drop (01NH to
f01NH) post-application for 12 and 60 month closure rates. 12-month rolling window
models were more robust, with the only decreases in performance occurring with 1-
month changes in storage on Michigan-Huron — the percentage of observed changes
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Simulation with rolling window (months) of:
1 12 60 1 12 60
Model SUP MHU SUP MHU SUP MHU Model SUP MHU SUP MHU SUP MHU
NULL 98 98 99 100 100 100 fNULL 98 98 99 100 100 98
01NF 97 99 27 29 21 15 f01NF 98 98 24 17 13 7
01NH 98 100 35 38 21 23 f01NH 98 99 29 21 13 13
01FF 97 99 28 50 25 26 f01FF 98 99 28 39 23 23
01FH 99 100 39 52 25 34 f01FH 99 100 35 50 21 30
01HF 100 100 51 79 30 38 f01HF 100 100 45 75 25 36
01HH 100 100 55 74 41 38 f01HH 100 100 50 76 28 38
12NF 92 85 99 100 100 97 f12NF 91 79 100 100 100 97
12NH 95 84 100 100 100 100 f12NH 95 79 100 100 100 98
12FF 98 88 99 100 100 97 f12FF 98 86 99 100 100 97
12FH 98 92 100 100 100 100 f12FH 98 88 100 100 100 100
12HF 93 92 100 100 100 100 f12HF 95 88 100 100 100 100
12HH 98 98 100 100 100 100 f12HH 100 87 100 100 100 100
Table 4. Percent (%) of observed changes in lake storage within 95% posterior predictive intervals of model-
simulated changes in storage across 1, 12, and 60 month periods for Lakes Superior (SUP) and Michigan-Huron
(MHU) across all experimental models.
in lake storage within 95% posterior predictive credible intervals dropped between 2%
and 11% after application.
A visual inspection of a representative time series (from the f01FF and f12FF mod-
els) comparing observed and simulated changes in storage over 1, 12, and 60-month
periods (figure 3) underscores the degradation in skill when water balance components
inferred from an 1-month window L2SWBM are used to simulate changes in lake stor-
age across longer time periods. The visual inspection of the representative time series
also indicates that while the percentage of observations within the 95% posterior pre-
dictive interval for the f12FF model (right column, figure 3) exceeds 95% when used
to simulate 12- and 60-month cumulative changes in storage, overdispersion does not
appear to be a significant problem. L2SWBMs that infer over narrower windows allow
more freedom in the exploration of values for components in a given month. Due to a
lack of information from other months, however, it is difficult to close the balance over
longer time periods with those models. Larger windows for inference, however, shrink
the range of possible values of water balance components, as the values must close a
larger number of w month balance periods.
3.2. Model convergence and computation time
Results of our convergence analysis (figure 4) indicate that most experimental
L2SWBMs approached convergence within 250,000 iterations, but that at least one of
the several hundred parameters (up to 4,350 parameters) in each of our experimental
L2SWBMs (represented by the maximum PSRF) did not fully converge. We found, for
under half the models, just two or tree of the parameters in each model have a PSRF
above 1.1. Models with a hierarchical data source bias structure, or a combination of
1) a 12-month rolling window for inference of changes in storage and 2) hierarchical
process error and bias structure, had significantly more than three parameters not con-
verge. We found it most common, with L2SWBMs that nearly converged completely,
for two or three of the water balance component observation precision(s) τl,η,θ,n,c(t)
to be the parameter(s) that did not converge. For further reading on analyzing the
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Figure 3. Comparison between observed (black line) and simulated (95% posterior predictive intervals; grey
regions) changes in lake storage (mm over lake surface) across a period of 1, 12, and 60 months (indicated
adjacent to left-hand vertical axes) for Lake Superior. Simulated changes are based on water balance components
inferred using either a 1-month (left column) or 12-month (right column) window. Simulation results shown
are based on the f01FF and f12FF models (per table 4). We note that models with a 1-month balance window
do not adequately simulate long-term changes in storage, indicated by the black line falling outside of the
gray regions plotted for those models and simulation windows. Visual comparison for Lake Michigan-Huron is
omitted due to redundancy.
convergence of a model with many variables, see Brooks and Gelman (1998)[10]. We
omit a figure illustrating convergence of models without informative prior probability
distributions on channel flow and diversion estimate bias as the results are redundant.
We also find that the time to run an L2SWBM (to 250,000 iterations) with a
12-month rolling inference window (also figure 4) is roughly 14 hours less than the
time required for the prototype L2SWBM, but roughly three times longer than the
time to run a model with a 1-month inference window. The time required to run
L2SWBMs with different process error structures are about equal, while implementing
a hierarchical structure for data source bias adds up to 10 minutes compared with
a fixed structure. These run times are dependent on the technical specifications of
the computer used, as well as other applications being run simultaneously on the
same computer. Run times will, therefore, likely differ across different computational
environments.
3.3. DIC results
Table 5 shows the DIC scores for our experimental L2SWBMs. Model f12HH is fa-
vored over the rest of the experimental L2SWBMs based on the presented DIC scores.
Interestingly, the two L2SWBMs that converge well and satisfactorily close the water
balance – (f)12NF and (f)12FF – received comparable scores to the (f)PROT models,
with only f12NF receiving a slightly worse score. We note that the DIC scores shown
exhibit how DIC are not invariant to reparameterization [69]. In fact, a change in
L2SWBM structure results in roughly a 1,000 to 4,000 DIC point difference.
19
f01NF
23 min
1
2
3
4
5
6
f01FF
25 min
f01HF
23 min
f01NH
34 min
1
2
3
4
5
6
f01FH
32 min
f01HH
34 min
f12NF
93 min
1
2
3
4
5
6
f12FF
97 min
f12HF
89 min
f12NH
110 min
1
2
3
4
5
6
f12FH
100 min
0 5 10 15 20 25
f12HH
100 min
0 5 10 15 20 25
0 5 10 15 20 25
1
2
3
4
5
6
fPROT
950 min
Max(R^ 50)
Max(R^ 97.5)
Reference (R^  = 1.1)
Iterations (x10000)
R^
Figure 4. Evolution of the maximum value of convergence statistics Rˆ50 and Rˆ97.5 (from all parameters in a
given model) across JAGS sampling iterations for L2SWBMs with informative prior probability distributions
on channel flow and diversion estimate bias. Run times are beneath the L2SWBM label in each panel. We omit
figures illustrating convergence of L2SWBMs without informative prior probability distributions on channel
flow and diversion estimate bias as those results are redundant.
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Model DIC Model DIC Model DIC Model DIC
PROT 12665.06 fPROT 12649.40
01NF 11992.45 f01NF 12142.76 12NF 12582.83 f12NF 12733.59
01NH 10271.64 f01NH 10031.27 12NH 10831.3 f12NH 10595.51
01FF 12347.55 f01FF 12118.43 12FF 12558.21 f12FF 12507.05
01FH 9870.43 f01FH 9814.96 12FH 10622.67 f12FH 10579.13
01HF 12323.85 f01HF 12031.26 12HF 10824.23 f12HF 11221.91
01HH 10124.29 f01HH 10263.95 12HH 9143.96 f12HH 8237.85
Table 5. DIC scores for our experimental L2SWBMs using the pD penalty.
3.4. Incorporating expert opinions on channel flow bias
Reducing the a priori range of potential bias in channel flow measurements signif-
icantly reduced the uncertainty and central tendency of our inferred channel flow
estimates (figure 5) relative to the prototype model without significantly impacting
variability and bias in the other inferred water balance components (table 6). For ex-
ample, we find that uncertainty, or the standard deviation, in a sample of inferred
posterior distributions for precipitation, evaporation, and runoff increased by no more
than 2 mm from the prototype model to the f12FF and f12NF models.
4. Conclusion and Discussion
4.1. L2SWBM selection
Our experiment indicates that month-to-month water balance inference, or inference
using only a one month rolling window, does not close the balance over time periods of
12 months or greater. As also exposed through our experiment design, MCMC conver-
gence is greatly hindered, if not prevented, given a more complex hierarchical process
error or component observation bias structure. DIC scores favored the more com-
plex, non-convergent L2SWBMs, but we believe that is an artifact of DIC’s sensitivity
to reparameterization. Therefore, two model options can be recommended: f12NF and
f12FF. Both options have a 12-month rolling water balance window, a fixed data source
bias structure as in the prototype model, and constrained priors on bias for channel
flow and diversion estimates. Whether or not process error is explicitly estimated on
a seasonal basis is the difference between the two options, where the advantage in the
former, or f12FF, is 7% more months with a closed water balance on a monthly basis.
Additionally, both models required roughly 1.5 hours to compute 250,000 MCMC iter-
ations – compared to 16 hours for the prototype model – and closed the water balance
at a rate comparable to the prototype model over 1, 12, and 60 month periods, incor-
porating current opinions of regional water management authorities. These results give
water resource managers and analysts flexibility in choosing to estimate process error,
which may estimate the collective impact of groundwater fluxes, isostatic rebound,
thermal expansion, and other unmeasured phenomena.
4.2. Impact of vague priors on posterior inferences of bias and precision
We found that vague Gamma(0.01, 0.01) and Gamma(0.1, 0.1) priors we applied for
the precision of observed changes in storage (τl,∆H,w) and independent water bal-
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PROT f12NF f12FF
Parameter Mean S.D. 2.5% 97.5% Mean S.D. 2.5% 97.5% Mean S.D. 2.5% 97.5%
PSUP,10 121.04 7.68 106.52 136.33 119.77 8.35 103.41 136.10 124.91 8.40 109.03 141.89
ESUP,10 69.52 5.98 57.92 81.27 70.32 6.11 58.55 82.17 66.69 6.18 54.76 78.52
RSUP,10 50.52 4.73 41.29 60.57 50.30 5.29 40.15 60.68 52.04 5.09 42.06 62.26
QSUP,10 66.66 4.82 57.01 75.85 61.97 1.80 58.51 65.53 61.91 1.84 58.33 65.58
PMHU,10 24.59 6.14 13.00 37.15 28.08 7.17 15.14 42.57 31.68 7.15 18.34 46.70
EMHU,10 91.58 5.80 80.49 102.90 88.62 6.44 76.22 101.17 84.90 6.31 72.91 97.52
RMHU,10 19.97 3.47 13.51 27.28 21.64 3.96 14.56 29.96 23.35 4.13 15.60 31.66
QMHU,10 129.83 3.89 122.55 137.63 118.56 1.60 115.43 121.65 118.31 1.63 115.15 121.62
PSUP,101 109.59 7.57 94.81 124.36 95.58 8.02 80.25 111.27 98.99 8.00 82.99 114.95
ESUP,101 1.31 3.34 -5.37 7.75 2.80 3.28 -3.40 9.36 2.42 3.31 -3.90 9.05
RSUP,101 178.75 6.32 165.44 190.24 166.60 7.85 150.24 180.91 171.56 7.54 156.37 185.58
QSUP,101 56.61 4.28 48.42 65.32 51.68 1.71 48.36 55.08 51.53 1.74 48.15 54.96
PMHU,101 90.60 6.95 76.64 104.32 81.48 7.40 67.22 95.56 85.29 7.63 70.69 100.32
EMHU,101 -0.66 3.01 -6.54 5.32 0.21 3.06 -5.94 6.16 -0.16 3.12 -6.28 6.08
RMHU,101 132.20 4.91 122.90 141.78 126.54 5.17 116.79 136.63 129.92 5.44 119.40 140.39
QMHU,101 120.16 3.87 113.07 128.10 113.73 1.54 110.75 116.85 113.46 1.53 110.44 116.46
PSUP,113 85.72 8.02 70.16 101.75 77.04 8.10 60.91 92.57 80.12 8.42 63.93 96.47
ESUP,113 -4.74 3.47 -11.49 2.05 -3.98 3.34 -10.31 2.90 -4.28 3.31 -10.69 2.43
RSUP,113 165.55 11.63 142.87 188.04 148.18 12.49 124.26 172.95 153.13 12.95 128.21 178.71
QSUP,113 82.30 4.25 74.29 90.90 77.33 1.67 73.97 80.63 77.21 1.72 73.72 80.60
PMHU,113 85.26 7.73 70.19 100.71 80.70 8.21 64.92 97.11 84.11 8.20 67.99 100.04
EMHU,113 -6.81 3.16 -12.93 -0.44 -6.72 3.08 -12.51 -0.64 -6.81 3.14 -12.80 -0.79
RMHU,113 134.12 10.90 113.24 156.45 129.10 11.43 107.10 152.20 133.63 11.38 111.09 156.16
QMHU,113 126.45 3.84 119.27 134.40 119.93 1.51 117.00 122.89 119.72 1.50 116.86 122.74
Table 6. Monte Carlo statistics – mean, standard deviation (S.D.), 2.5% and 97.5% quantiles – for select
inferred water balance component parameters (in millimeters). We present the inferred parameters for October
2005 (t = 10), May 2013 (t = 101), and May 2014 (t = 113).
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Figure 5. Representative estimates (95% credible intervals) of flow (in mm over the respective lake surface)
through the connecting channels from Lake Superior (i.e. St. Marys River) and from Lake Michigan-Huron (i.e.
St. Clair River) from the prototype L2SWBM (light grey bars) and experimental L2SWBM f12FF (dark grey
bars). Historical flow measurements are represented by solid dots (CCGLBHHD) and circles (IGS).
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Figure 6. Comparison of vague Gamma priors (dotted lines) and inferred posterior histograms (gray bars)
for the precision of input estimates for Lakes Superior and Michigan-Huron’s water balance parameters. Plots
utilize representative MCMC samples drawn for model f12FF. Rows represent individual balance parameters
and columns indicate which lake and input estimate for τ is plotted. Subscript θ for column labels is omitted.
Priors were non-informative for approximately 16/20 or 80% of precision parameters.
ance component estimates’ (τl,θ,n) were, for the most part, non-informative in our
selected models. Figure 6 shows that, for more than half of the τ parameters in model
f12FF, the MCMC samples of the posterior distribution appear approximately normal
in great contrast to the prior Gamma distribution applied. Table 7 further supports
the vague priors as non-informative, listing the inferred precisions as standard de-
viations. None of the inferred precisions are, on average, significantly low. Notably,
LBRM estimates were inferred to be more imprecise compared to other water balance
component estimates, and inferred precisions for ARM estimates were sharply higher,
possibly highlighting better accuracy of stream-gauge based over model-based esti-
mates of runoff into large lakes. Additionally, constraining bias on channel flow and
diversion estimates did not result in significantly lower inferred precisions for the same
estimates, comparing the prototype and experimental L2SWBMs.
Inferred seasonal biases for independent water balance component estimates ηl,θ,n,c(t)
were not strongly influenced by their vague N(0, 0.01) priors (figure 7). While data
support negligible bias over the late spring and early summer for estimates of all com-
ponents of the water balance, strong biases were inferred for the cooler fall, winter,
and spring months. Many factors may explain the inferred biases, including inaccu-
rate, land-based precipitation measurements in freezing or snowy conditions, poor
representation of lake thermodynamics for evaporation estimates, frozen streams in-
terfering with the accurate measurement of surface runoff into the lakes, and (despite
constrained bias priors for ηl,ζ,n,c(t)) a lack of compensation for ice jams in channel
flow measurements.
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PROT f12NF f12FF
Parameter Mean 2.5% 97.5% Mean 2.5% 97.5% Mean 2.5% 97.5%
σSUP,P,1 9.90 12.09 8.19 9.60 11.82 7.89 9.66 12.02 7.90
σSUP,P,2 9.99 12.16 8.27 10.32 12.65 8.61 10.43 12.61 8.72
σSUP,E,1 9.54 11.32 8.14 9.80 11.53 8.47 9.84 11.60 8.48
σSUP,E,2 4.67 6.65 3.18 4.02 6.11 2.62 4.01 6.06 2.64
σSUP,R,1 1.85 6.10 0.65 2.36 6.59 1.08 2.81 7.00 1.88
σSUP,R,2 14.57 17.20 12.54 14.17 16.82 12.09 13.90 16.44 11.89
σSUP,Q,1 0.50 2.31 0.22 0.49 2.13 0.22 0.50 2.04 0.23
σSUP,Q,2 2.76 3.61 1.99 2.87 3.72 2.26 2.94 3.72 2.26
σSUP,D,1 0.78 1.25 0.49 0.76 1.22 0.47 0.77 1.24 0.49
σSUP,∆H,w 10.06 12.94 8.06 11.17 14.60 8.71 11.18 14.47 8.76
σMHU,P,1 8.84 10.91 7.25 8.81 10.92 7.25 8.83 10.97 7.25
σMHU,P,2 10.56 12.82 8.80 10.94 13.33 9.17 11.04 13.48 9.23
σMHU,E,1 10.06 11.81 8.64 10.04 11.82 8.67 10.06 11.85 8.70
σMHU,E,2 3.23 6.14 2.10 3.42 6.27 2.17 3.71 6.36 2.29
σMHU,R,1 0.67 3.89 0.26 0.66 4.19 0.27 0.69 4.15 0.27
σMHU,R,2 13.60 15.91 11.91 13.34 15.66 11.61 13.25 15.50 11.49
σMHU,Q,1 0.47 1.59 0.22 0.47 1.64 0.21 0.48 1.66 0.22
σMHU,Q,2 1.41 2.06 0.82 1.29 2.02 0.70 1.36 2.03 0.76
σMHU,D,1 0.18 0.27 0.12 0.18 0.27 0.12 0.18 0.27 0.13
σMHU,∆H,w 8.62 11.28 6.77 9.02 12.57 6.63 9.14 12.65 6.81
Table 7. Monte Carlo statistics for the inferred precisions from L2SWBMs PROT, f12NF, and f12FF, shown
as standard deviations (in millimeters), with the 2.5 percentile being the high part of the 95% credible interval,
and the 97.5 percentile being the low part of the 95% credible interval.
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Figure 7. Inferred biases via MCMC samples for model f12FF of independent water balance estimates for
(respective of the column labels at the top of the figure) precipitation, evaporation, runoff, and channel outflow
for Lakes Superior and Michigan-Huron. Each tick along the vertical axes represents a calendar month, while
the bias value is represented along the horizontal axes. Dark gray bars represent the biases’ inferred 95% credible
interval for the first set (n = 1) of independent estimates for each component, while light gray bars represent
the biases’ inferred 95% credible interval for the second set (n = 2) of independent estimates. Black squares
correspond to the mean inferred bias for the first set (n = 1) of independent estimates for each component,
while black dots correspond to the mean inferred bias for the second set (n = 2) of independent estimates.
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4.3. Future work
The experiment described in this paper led to the evolution of an L2SWBM for the
Laurentian Great Lakes, and has the potential to support the development of similar
L2SWBMs for other large lake systems around the world. The experiment design
can be modified to experiment with other inference windows and error structures.
Expansion of the new model (or models) to Lakes St. Clair, Erie, and Ontario, as well
as back in time to 1950, is expected to be non-trivial. The number of parameters to
estimate and required computation time will increase, and there will be other factors
to consider, such as water flow through the Huron-Erie Corridor, and meteorological
station and stream gauge availability over time. As the models are tested and improved,
possibly with different model structures, we expect that the resulting water balance
component estimates will be employed not only by water management authorities, but
will be distributed to the public as well through (among other interfaces) the NOAA
Great Lakes Dashboard Project [13, 32, 68].
5. Supplementary material
Supplementary material related to this article can be found with the on-line version
of this journal article. Plots of time series of inferred water balance components from
the prototype, model f12NF, and model f12FF are included. Additionally, compressed
folders containing Superior and Michigan-Huron L2SWBM code and data may be
downloaded from https://www.glerl.noaa.gov/data/WaterBalanceModel/. Necessary
software packages are available for all major computing platforms (e.g. Windows, Mac,
and Linux).
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