Abstract. In this paper (a) after detailed investigation of the previous equivalent rate regions for general interference channel, i.e., the Han-Kobayashi (HK) and the Chong-Motani-Garg (CMG) regions, we define modified CMG region the equivalency of which with the HK region is readily seen; (b) we make two novel changes in the HK coding. First, we allow the input auxiliary random variables to be correlated and, second, exploit the powerful technique of random binning instead of the HK -CMG superposition coding, thereby establishing a new rate region for general interference channel, as an improved version of the HK region; (c) we make a novel change in the CMG coding by allowing the message variables to be correlated and obtain an equivalent form for our new region in (b), as an improved version of the CMG region. Then, (d) in order to exactly demarcate the regions, by considering their different easily comparable versions, we compare our region to the HK and CMG regions. Specifically, using a simple dependency structure for the correlated auxiliary random variables, based on the Wyner and Gacs-Korner common information between dependent variables, we show that the HK and the CMG regions are special cases of our new region.
Therefore, the study of the IC for: dependent and correlated variables with random binning technique and superposition coding, is a new issue and also, may explain and demarcate the regions more exactly.
Our work
By taking into account the above points and specifically two common similarities of the HK-CMG coding, i.e.,the independency of message variables and superposition coding, and also, generally accepted fact of the equivalency of the HK and the CMG regions:
(a) having reviewed the HK and CMG regions in full detail, we define modified CMG region the equivalency of which with the HK region is readily seen; (b) we make two novel changes in the HK -CMG coding strategy. First, we allow the input auxiliary random variables to be correlated or consider a general input distribution and, second, exploit the powerful technique of random binning [40] as in [41] , instead of the HK-CMG superposition coding. Then, by using of the HK jointly decoding scheme, we obtain a new rate region for general IC. Then, (c) in the CMG coding, we allow the message variables to be correlated and obtain an equivalent form for our new region in (b) as an improved version of the CMG region. Finally, (d) we exactly demarcate the regions, by considering their different easily comparable versions. Specifically, in view of the latest studies on the Wyner and Gacs-Korner common information [42] between dependent random variables, we use a simple dependency structure and show that, term by term, our region is an improved version of the previous regions (the HK and CMG equivalent regions).
Paper organization
The remainder of the paper is as follows. In section II, we define the IC and the modified IC. In section III, we explain the common information between dependent variables and review some points regarding separately coding, superposition coding and random binning scheme for point to point and multiple access sub-channels of the IC. In section IV and V, we have a fully detailed investigation of the HK and the CMG, modified CMG regions, respectively. In section VI, we establish our new rate region (improved HK region) for general IC accompanying with deriving its different versions. In section VII, we derive a simplified description for our region as an improved CMG region. Section VIII consists of detailed comparison of the regions. Finally, we have a conclusion in section IX.
II. BASIC DEFINITIONS
We denote random variables by 1 , 2 , 1 , ⋯ with values 1 , 2 , 1 , ⋯ in finite sets 1 , 2 , 1 , ⋯ respectively; ntuple vectors of 1 , 2 , 1 , ⋯ are denoted with , , , ⋯. We use the symbol ( 1 , 2 , ⋯ , ) to indicate the set of -typical n-sequences ( , , ⋯ , ) [43] .
Interference Channel (IC)
A discrete and memoryless IC ( 1 × 2 , ( 1 2 | 1 2 ), 1 × 2 ) consists of two sender-receiver pairs ( 1 ⟶ 1 and 2 ⟶ 2 ) in Fig.1 , where 1 , 2 are two finite input alphabet sets; 1 , 2 are two finite output alphabet sets, and ( 1 2 | 1 2 ) is a conditional channel probability of ( 1 , 2 ) ∈ 1 × 2 given ( 1 , 2 ) ∈ 1 × 2 . The nth extension of the channel is:
A code ( , 1 = ⌊2 1 ⌋, 2 = ⌊2 2 ⌋, ) is a collection of 1 codewords ∈ 1 , ∈ ℳ 1 ; 2 codewords ∈ 2 , ∈ ℳ 2 ; two decoding functions 1 :
⟶ ℳ 1 , 2 : ⟶ ℳ 2 ; and the average error probabilities at the receivers ( 1 , 2 ) are defined conveniently [6] , [8] . A pair ( 1 , 2 ) of non-negative real values is called an achievable rate if there exists a sequence of codes such that under some decoding scheme, max� 1 , 2 � < .
The capacity region of the IC is the set of all achievable rates. 
1 + 1 , 2 = 2 + 2 ) is achievable rate for the IC) if there exists a sequence of codes such that the maximum of average error probabilities under some decoding scheme is less than . An achievable region for the modified IC is the closure of a subset of the positive region 4 of achievable rate quadruples ( 1 , 1 , 2 , 2 ). Therefore, we can consider auxiliary random variables , 1 , 1 , 2 , 2 , defined on arbitrary finite sets , 1 , 1 , 2 , 2 , respectively; 1 and 2 defined on the input alphabet sets 1 , 2 , and 1 , 2 , defined on the output alphabet sets 1 and 2 . Let = ( 1 1 2 2 1 2 1 2 ) and let be the set of all distributions of the form (for Fig.2 ): (hereafter, for brevity, let
.
III. EXPLANATORY PRELIMINARIES
In this section, firstly, we review the important concept of common information; secondly we show that for a point to point channel with two independent message variables, separately coding and superposition coding both result to the same rates, and random binning for dependent message variables improves the rate. Then, the same claim is pointed out for multiple access channels.
a. Common information
Here, we exemplify the concept of common information between dependent and independent variables, aiming at our interest to use the difference between mutual information ( ; , ) and ( ; ), where , and , are independent and dependent variables, respectively. Finding the extent of common information between dependent random variables has received much attention [29] - [34] , [42] due to its potential applications in information theory and other research areas. Suppose that = ( , ) and = ( , ) where , , are independent. In view of Wyner's definition [30] , a natural measure of common information between and is the entropy of common part ( ); and conditioned on , there is no residual information or ( ; | ) = 0. Gacs-Korner common information is a generalized version and is the largest ( ) for which the random variables = ( , ) , = ( , ) consist of possibly dependent , , . A generalization of Gacs-Korner has been presented in [44] , [42] . Here, we consider a simple dependency structure between = ( , ) and = ( , ), assuming that , , are independent and in an example, we compute ( ), ( ), ( ), ( , ), ( , ), ( ; ) for = + , and ( ; ) for = + . Example: Suppose that = ( , ) , = ( , ) with alphabets = {0,1} , = = {0,1,2,3} and probability distribution as follows. 
We observe that in this example, ( , ) are dependent and the corresponding variables ( , , ) are independent. We have: ( , , ) = ( ) ( ) ( ) and ( ) = 1 , ( ) = ( ) = 3 , ( , ) = −32 × A simple lemma For = ( , ) , = ( , ) with independent , , and for any arbitrary and for any independent of , , , we have:
In view of = ( , ) , = ( , ) with independent , , and ( ; ) ≤ ( ; | ) for independent , , the inequalities are obvious.
b. Coding schemes for IC virtual sub-channel ( ) ⟶ We explain and show that for the channel with two message variables, two coding techniques, i.e., separately coding and superposition coding, both lead to the same rate, and binning scheme improves the rate for dependent message variables.
Let us consider the sub-channel( 1 1 ) 1 ⟶ 1 or ( 2 2 ) 2 ⟶ 2 , and generally ( ) ⟶ where the message auxiliary variables are described by , with the rates , , respectively, and sent through . We obtain the achievable rates in two cases, (i) , are independent variables, (ii) , are dependent variables and considered as = ( , ) , = ( , ), with independent , , .
(i-1) Separately coding and jointly decoding for independent , , are independent and are mapped to signal space through deterministic function = ( | ) with time sharing variable and hence, we have a modified channel ⟶ , with distribution
. Using separately coding and jointly decoding, it is easily proved that the following rate (d-1,2,3) is achievable:
Superposition coding and jointly decoding for independent , In this case, for every distribution ( ) with independent ( , ) we examine the distribution
where ⟶ ⟶ (f) According to (e), the message conveyed by in (c) is superimposed on through . Using superposition coding and jointly decoding, it can be proved that the following rate is achievable:
(g-2) Therefore, the rate = + is ( ; | ) in (d-3) for the case (i-1) and is ( ; | ) in (g-2) for the case (i-2) and from = ( | ) and (f), we have ( ; | ) = ( ; | ) (h) ,i.e., the two strategies for independent , have the same rates.
(ii) Random binning and jointly decoding for dependent
, the achievable rate of the channel, using random binning and jointly decoding, can be proved to be the following rate :
The rates in (i-1,2,3) are obviously larger than the rates in (g-1,2) or (d-1,2,3), in accordance with the above simple lemma (in the subsection common information), for a simple dependency structure = ( , ) , = ( , ).
c. Coding schemes for IC virtual multiple access sub-channel
In Fig. 3 
IV.THE HK RATE REGION

The HK input distribution
Han and Kobayashi [6] considered input auxiliary random variables to be independent and the general distribution (1) in the following form:
,1}, = 1,2 and the input distribution is :
(2-b) By using superposition coding of 1 , 1 , 2 , 2 over , with the rates 1 , 1 , 2 , 2 , respectively, and jointly decoding strategy, they derived the best achievable rate region known to date as follows. In the HK coding, the common and private message code-words ( , 1 , 1 ), ( , 2 , 2 ) are mapped into signal spaces ( 1 ), ( 2 ), through arbitrary deterministic functions 1 , 2 respectively, [6] .
The HK region in terms of ( , , , ) Theorem 1 ([6] , Theorem 3.1): For the modified IC (Fig.2) , let = ( 1 1 2 2 1 2 1 2 ) and let be the set of all distributions of the special form (2-a,b). For any ∈ let ( ) be the set of all quadruples ( 1 , 1 , 2 , 2 ) of non-negative real numbers such that Proof. Refer to [6] . Note. Hereafter, , , , , , and , = 1, 2 are the same as in Theorem 1, unless otherwise stated.
Polymatroidal inequalities for the HK region
It is easy to verify that the following polymatroidal inequalities between the bound constants , , , , , and , = 1, 2 hold [7] :
The HK region in terms of ( , )
Now, we transform the above region into the rate pair ( 1 = 1 + 1 , 2 = 2 + 2 ) using the Fourier-Motzkin elimination technique accompanying with polymatroidal inequalities (HK-ineq-1,2,…,30) and apply the independence of and given , = 1,2 in the distribution (2-b) to the results and amend Theorem B in [7] . Theorem 2 [ Theorem B in [7] ]: The region in Theorem 1 can be described as ℛ being the set of ( 1 , 2 ) satisfying:
(4-9), where , , , , , and , = 1, 2 are the same as in Theorem 1. Proof. Refer to the proof of Theorem B in [7] . However, in theorem B [7] there are two additional inequalities:
. The inequalities (4-10,11) are obtained from (4-2,5) and (4-4,6), respectively, as follows and hence are redundant, merely as a result of the independence of and given , = 1,2 in (2-b):
(5), and the independence of 2 and 2 given results in
, from where we have:
Therefore, in accordance with (7), the relation (5) yields (4-10), i.e. ,(4-10) is redundant. Similarly, (4-4,6) result in the redundancy of (4) (5) (6) (7) (8) (9) (10) (11) .
Note that the fact we have considered in Theorem 2 is the intrinsic independence of and given , = 1,2 in the HK region.
An easily comparable form for the ( , ) HK region Theorem 3. Explanatory and easily comparable form of ℛ in Theorem 2 can be described as ℛ − .
satisfying thirteen relations for ( 1 , 2 ).
In addition to (4-1,..9) and (4-10), (4) (5) (6) (7) (8) (9) (10) (11) in Theorem B [7] , in view of ≤ , = 1,2 , (4-2) and (4-4) yields (4-12) and (4-13), respectively. Therefore, ( 1 , 2 ) satisfies (4-1,…13), where the inequalities (4-10,11,12,13) are redundant.
The HK region with modified error definition in terms of ( , , , ) Theorem 4 Assuming that the incorrect decoding of 1 ( 2 ) by the receiver 2( 1) is not considered as an error, the region in Theorem 1 is changed as follows, as
Proof. The proof of Theorem 1 is repeated, considering the modified error definition.
The HK region with modified error definition in terms of ( , )
Theorem 5 (Theorem C in [7] ). Assuming that the incorrect decoding of 1 ( 2 ) by the receiver 2( 1) is not considered as an error, the region in Theorem 4 can be described as follows, as ℛ . .
We apply the Fourier-Motzkin algorithm to the region in Theorem 4 without the inequalities (3-3,10) in the same manner as in Theorem 2.
Note that in this case, we do not have and hence ≤ , ≤ , = 1,2. Therefore, (4-2,4) in Theorem 2 are substituted by 3, 5, 6) . And also, (8) (9) (10) (11) 13) are not redundant.
For brevity the details are omitted.
V. The CMG and modified CMG Rate Regions and the Equivalency with the HK Region
A. The CMG Region The input distribution in the CMG region
In the CMG coding, the message random variables are independent as in the HK coding. Reduced auxiliary random variables , 1 , 2 are used instead of , 1 , 1 , 2 , 2 , and the message conveyed by 1 ( 2 ) is superimposed over , 1 ( , 2 ) by 1 ( 2 ). In other words,( 1 , 2 ) is removed and substituted by ( 1 , 2 ), through the following distribution:
, where the input distribution is:
, where, the notations 1 ( 1 ) and 2 ( 2 ) emphasize on superposition of 1 and 2 by 1 and 2 , respectively.
It is worth noting that, first, due to the independence of and given , = 1,2 in the HK region, there is always (9-b) for every distribution (2-b):
, we have Markov chains:
, Third, obviously and in comparison with the HK coding, the receiver 1 knowing 2 1 , knows 1 and the superimposed message 1 and is the case for the receiver 2 or
The CMG region in terms of ( , , , )
The CMG superposition coding with distribution (9-b), by modifying the error definition and simplifying properties of (10) and (11), leads to the following region which is a simplified version of the HK region. Theorem 6 ( Lemma 3, [8] ). For the modified IC in Fig. 2 , let 1 = ( 1 2 1 2 1 2 ) and let be the set of all distributions of the form (9-c). For any 1 ∈ let
( 1 ) be the set of all quadruples ( 1 , 1 , 2 , 2 )
of non-negative real numbers such that
then, any element of the closure of ⋃
1 ∈ is achievable.
Proof. Refer to [8] . To explain the proof in [8] , it is worth noting that the relations (3-3,10) in Theorem 1 are removed due to modifying the error definition. Also, besides (12-1,…,8), we have four relations resulting from (10), (11) , in the decoding error analysis of the proof [8] :
≤ ́= ́ , = 1,2 (12-9,10)
11,12) which become redundant due to 6 ) and 8) respectively. Therefore, for the CMG coding, 14 inequalities in the HK region are reduced to 8 inequalities (12-1,…8).
The equality of bound constants in the HK and CMG regions Theorem 7. For , , , , = 1,2 in Theorem 1 and ́ , ́ , ́ , ́ , = 1,2 in Theorem 6, we have generally: , that, equalities (=) hold for the corresponding distributions (2-b) and (9-c). Proof. For the HK coding with encoding function 1 = 1 ( 1 , 1 | ), we have:
and similarly 2 ≥ ́2 and (13-2)-(13-8) are proved. As explained in [8] (p. 3190, the relation 29), due to the independence of from , = 1,2 in the HK region, there are always corresponding distributions (2-b) , (9-b) with results (10), (10-a) and (11), (11-a) resulting in the (=) in (13-1) - . Specifically, 1 = 1 ( 1 , 1 | ) and (10-a) yields 1 = ́1 and etc.
The inequalities satisfied by the bound constants in the CMG region
It is easy to verify, in view of (9-c), (10) and (11) that the following inequalities between the bound constants ́ , ́= ́ , ́ , ́= ́ , = 1, 2 in Theorem 6, hold:
́= ́
An easily comparable form for the ( , , , ) CMG region Theorem 8. The CMG region in Theorem 6, in view of the equality of the bound constants in Theorem 7, can be described in the following form comparable to the HK region in Theorem 4:
Proof. Due to modifying the error definition, the results and the proof of Theorems 6 and 7, the proof is obvious.
The CMG region in terms of ( , ) Theorem 9 ( Lemma 4, [8] and Theorem D, [7] ). By using the Fourier-Motzkin algorithm, the CMG region in Theorem 6 can be described as ℛ being the set of ( 1 , 2 ) satisfying:
≤ ́+ ́ (14-4)
, where ́ , ́ , ́ and ́ , = 1,2 are the same as in Theorem 6. Proof. Refer to [7] .
An easily comparable form for the CMG ( , ) region
versions (Theorems 5,9) must be the same. However, due to the differences on the corresponding inequalities related to the bound constants, ( 1 , 2 ) regions are different as below.
Theorem 10. Explanatory and easily comparable form of ℛ in Theorem 9 can be described as ℛ − .
(comparable to ℛ . in Theorem 5) satisfying thirteen relations for ( 1 , 2 ).
Proof. According to (CMG-ineq,equ-1,2,…,20), it is obvious that (14-10), are redundant due to (14-2),(14-4), respectively. And also, (14-2,5) and (14-4,6) yield (14-12) and (14-13), respectively.
B. Modified CMG Region
The CMG region, at first, was claimed to be a new region due to its seemingly difference with the HK region, as you see in Theorems (1,6) and (2,9). Later, it was proved that the two regions are equivalent. Now, we define the CMG region without modifying the error definition as the modified CMG region the equivalency of which with the HK region is readily seen.(See Theorems 2,12 instead of Theorems 2,9.) Aiming at this definition, we have the following theorems for this region.
Theorem 11. Modified CMG region
− is the set of all quadruples ( 1 , 1 , 2 , 2 ) of non-negative real numbers such that
The proof is the same as the proof of Theorem 6. It is worth noting that, here, we have ten inequalities rather than eight ones in Theorem 6. Also, as in Theorem 6, modified CMG region like the CMG region has redundant inequalities (12-9,10,11,12).
The inequalities satisfied by the bound constants in the modified CMG region
It is easy to verify, in view of (9-c), (10) and (11) 
́= ́
The mod-CMG region in terms of ( , )
Among the above inequalities, the inequality ́≤ ́ and the result ́+ ́≤ ́+ ́ , determine the mod-CMG region as follows.
Theorem 12. The region in Theorem 11, by using the Fouriet-Motzkin elimination technique, can be described as ℛ − being the set of ( 1 , 2 ) satisfying:
where ́ , ́ , ́ , ́ and ́ , = 1,2 are the same as in Theorem 11. Proof. In view of (mod-CMG-ineq,equ-1,2,…,26), the proof is identical to the proof of Theorem 2.
C. Equivalency of the HK, the CMG and mod-CMG regions
The regions can be compared with the help of the above twelve theorems in detail. It can be proved that the HK, the CMG and mod-CMG regions are equivalent.
C.1 Equivalency of the HK and mod-CMG regions
By considering Theorems 2 and 12, due to the equalities in Theorem 7 and the equality of ́ in Theorem 11 with in Theorem 1, = 1,2 , the HK and mod-CMG regions are easily proved to be equivalent, in contrast to the dissimilarity in Theorems (2,9) resulting in the hardness to prove the equivalency.
C.2 Equivalency of the HK and the CMG regions
As mentioned above, to prove the equivalency of the HK and the CMG regions is hard as you see below.
Theorem 13.. The HK and the CMG ( 1 , 2 ) regions are equivalent such that:
, where (15-1,…,7) are as follows.
(15-6) 2 2 + 1 ≤ ́2 + ́2 + ́1 = 2 + 2 + 1 (15-7). Proof. Due to the independence of from , = 1,2 in the HK region, there are always corresponding distributions (2-b) (with = ( , | ) , = 1,2) and (9-b) (with results (10), (11)), thereby holding (=) in Theorem 7 and resulting in the above equivalences, as proved in [8] ( Theorem 2 for (15-1)-(15-7) ); Lemma 1 for (4-1)-(4-9); Lemma 4 for (14-1)-(14-9); Lemma 2 for proving the equivalency of the two regions).
In [8] , it is proved that the rate region (15-1,..7) is the union of three HK regions (the HK region, the HK region with 1 = ∅, the HK region with 2 = ∅, ) for three different superposition coding strategies. Also, it can be proved that the region (15-1,..7) is obtained as the union of three rate regions in Theorem 6 (
( 2 = ∅) for three different superposition coding schemes [28] .
VI. NEW RATE REGION FOR GENERAL INTERFERENCE CHANNEL ( The Hodtani Region)
As mentioned in section I, we make two novel changes in the HK and CMG coding. First, we allow input auxiliary random variables to be correlated and second, exploit random binning technique and jointly decoding strategy, in order to obtain a new rate region for general IC and to improve the HK and CMG regions, where message variables are independent. We describe our work in the following parts.
(
i) To explain the input distribution. (ii)
To obtain the new rate region in terms of ( 1 , 1 , 2 , 2 ) .
To interpret the region and to intuitively see its newness (iv)
To determine the inequalities satisfied by the bound constants in our region in contrast to polymatroidal inequalities of the HK region.
To describe the region in terms of ( 1 , 2 ).
(vi) To obtain our ( 1 , 2 ) region with modified error definition.
(i) The input distribution in the Hodtani rate region
We consider the general distribution (1) for the IC or allow the auxiliary variables in the HK distribution (2) to be correlated in the following form: is achievable, where , , , , , , , = 1,2 all differ from the corresponding terms , , , , , , , = 1,2 in the HK-CMG region (see the Theorem 22 in section VIII).
Proof: Refer to Appendix A.
(iii) An interesting interpretation of the Hodtani region (to intuitively explain the differences between the HK and the Hodtani regions) :
In accordance with the distribution (16), we have allowed 1 1 (and also 2 2 ) to be correlated and used a binning scheme (see the proof of Theorem 14 in Appendix). Therefore, we have added two additional terms to every rate in the HK region, with dependent variables: One positive term ( 1 ; 1 | ) or ( 2 ; 2 | ) indicating the input correlation, and one negative term − ( 1 ; 1 | ) or − ( 2 ; 2 | ) illustrating the binning scheme.
In the rates including 1 or 2 , where we have applied the binning scheme, we have both positive and negative terms cancelling each other. In the rates including 1 and or 2 , where we don not have the binning scheme, we see only additional positive term ( 1 ; 1 | ) or ( 2 ; 2 | ) illustrating the dependency of the variables in our coding.
As it will be proved in Theorem 22, based on the the Wyner common information, that all of the rate terms in our region are greater than the corresponding terms in the HK-CMG region.
(iv)
The inequalities satisfied by the bound constants in the Hodtani region
We prove that six inequalities of 30 polymatroidal inequalities (HK-ineq-1,2,…,30) of the HK-CMG bound constants in section IV are not satisfied by the bound constants in our region as follows.
Theorem 15. For the bound constants , , , , , , , = 1,2 in Theorem 14, we have:
It is sufficient to prove the theorem for = 1.
• • The other relations in the theorem hold and the verification does not have anything new and the details are omitted.
(v)
The Hodtani region in terms of ( , )
Now, we describe our region as ( 1 , 2 ) rates. Theorem 16. The ( 2 ) region in Theorem 14 can be described, using the Fourier-Motzkin algorithm, as ℛ being the set of ( 1 , 2 ) satisfying: Second, in our general distribution (16), , , = 1,2 are not independent given , the result of which is violating (7) . Therefore, the inequalities (18-11) and (18-13) remain and are not redundant due to (18-2,7) and 8) , respectively, despite the case in Theorem 2 for the HK region.
(vi)
The Hodtani ( , ) region with modified error definition
As we have described the HK region with modified error definition in terms of ( 1 , 1 , 2 , 2 ) in Theorem 4, ( 1 , 2 ) in Theorem 5, now we obtain our region only in ( 1 , 2 ) with modifying the error definition.
Theorem 17. Assuming that the incorrect decoding of 1 ( 2 ) by the receiver 2( 1) is not considered as an error, the region in Theorem 14 can be described as follows, as ℛ . .
(19-13) where, the bound constants , , , , , , , = 1,2 are the same as in Theorem 14. Proof. By considering the rates in Theorem 14 without (17-3,10) and applying Fourier-Motzkin elimination technique the same as in the proof for Theorem 16 in Appendix B, and then removing redundant inequalities in view of Theorem 15, we reach readily to (19-1,…13 ). As expected, (19-1,…13) are (8-1,…,13) , where , , , , , and , = 1, 2 in the HK region are replaced in our region by , , , , , , , = 1,2, respectively.
VII. The HK-CMG Region and The Hodtani-CMG Region For comparison purposes and in order to exactly demarcate the regions, first, we redefine the CMG region as the HK-CMG region. Second, we define the Hodtani-CMG region as a new and improved CMG region and obtain different versions for this region.
a. The HK-CMG region Definition.The HK-CMG region is defined to be the CMG region in section V obtained through distribution (9-c) which is the result of adding the HK distribution (2-b) with independent ( 1 , 2 , 1 , 2 ) over ( 1 , 2 ) as in (9-c).
The input distribution in the HK-CMG region is (9-c), where the message variables are independent. Therefore, the HK-CMG region is obtained using superposition coding-jointly decoding and is the same as the CMG region and hence, is equivalent to the HK region as stated before in Theorem 13. Now, we make the message variables dependent in the CMG region and define a new region as the Hodtani-CMG region which is an improved version for the CMG region. b. The Hodtani-CMG region Definition. The Hodtani-CMG region is defined to be the CMG region obtained through the Hodtani input distribution (16) as follows.
where, the message variables ( , ) , = 1,2 are dependent, whereas ( , ) , = 1,2 in (9-c) are independent. The noticeable contrast between the Hodtani-CMG region and the HK and the HK-CMG regions is this dependency. In order to explain (20), we derive its different versions.
The other versions of (20): In applying superposition coding, the message superimposed over , = 1,2 by , = 1,2 is independent of or in our notation ( = ( , ) , = ( , ) , = 1,2 , with independent , , , = 1,2):
and also,the relation (21) can be written as follows. .
, and, mathematically, in general,
. Obviously and in comparison with the Hodtani coding, the receiver 1 knowing 2 1 , knows 1 and the superimposed message 1 and is the case for the receiver 2 or
The Hodtani-CMG region in terms of ( , , , ) According to (20) and or its other versions, by using superposition coding, the new region is obtained as follows.
Theorem 18. For the modified IC in Fig. 2 , let 3 = ( 
3 ∈ − is achievable. Proof. By modifying the error definition and simplifying properties of (24) and (25) Proof. The equalities in Theorem 19 and Theorem 7 are similar, therefore, in view of the mathematical similarity between (9-c) and (23) , and also, between (10-a, 11-a) and (24-a, 25-a) , the proof is the same as the proof for Theorem 7.
The Hodtani-CMG region in terms of ( , ) Theorem 20. By using the Fourier-Motzkin algorithm, the Hodtani-CMG region in Theorem 18 can be described as ℛ 0 − being the set of ( 1 , 2 ) satisfying:
where ́ , ́ , ́ , ́ , = 1,2 are the same as in Theorems 18. Proof. The proof is the same as the proof for Theorem 9 and hence, is omitted. .
where ́ , ́ , ́ , ́ , = 1,2 are the same as in Theorems 18. Proof. In view of easily provable relation ́≤ ́= ́ and the inequalities in Theorem 20, and are redundant due to and (29-4), respectively ; and also, 5) and 6) yield and , respectively.
VIII. COMPARISON OF THE REGIONS
In this important section, first we prove a basic theorem (Theorem 22) and then, compare our region with the HK region, the HK-CMG or the so called CMG region and newly defined Hodtani-CMG region, as follows.
A. An exemplifying theorem for comparison purposes of the regions
First of all, based on the Wyner common information and on the latest studies on common information [42] as explained and exemplified in section III-a , we consider a simple dependency structure between input auxiliary random variables and prove a basic theorem for comparing the regions. Theorem 22 [exemplifying theorem, accompanied with the equalities in Theorems 19 and 7] . Based on the Wyner common information (as in [42] and explanations in section III-a), by considering message random variables in the Hodtani region and distribution (16) as 1 = ( 1 , 1 ), 1 = ( 1 , 1 ), 2 = ( 2 , 2 ), 2 = ( 2 , 2 ), with all independent variables 1 , 1 , 2 , 2 (the HK and the CMG message variables), 1 , 2 (common information random variables), we have:
, where, = 1,2 and = ́, , , = ́, = ́, , = ́ (Theorems 14., 18, 19) are the bound constants in the Hodtani and the Hodtani-CMG regions, and = ́ , , , = ́ , = ́ , , = ́ (Theorems 1,6, 7) are the bound constants in the HK and the CMG regions. And the inequalities in (30-1,. .,7) turn out to be the equalities for independent situation of random variables or for
Proof. The equalities in (22-I) and (22-II) have been proved in Theorems 19 and 7, respectively. Therefore, it is sufficient to prove that the inequalities (30-1,…,7) hold. Due to the independency of variables , , , = 1,2, the inequality ( ; | ) ≥ ( ; ) for independent ( , ), and other information theory inequalities, the proof is done easily as follows (for = 1). 
The proof for = 2 is the same as the above. For the case of independent variables ( 1 = 2 = ∅) , all of the above inequalities obviously turn out to be equalities.
Therefore, the proof is completed.
B. Comparisons
In the previous section, we had the equivalency of the HK region to the HK-CMG (the CMG) region. Hence, the comparisons of the HK region with the Hodtani region, the HK-CMG or the CMG region to the Hodtani-CMG region and the Hodtani region to the Hodtani-CMG region suffice.
We show that the previous known regions (the HK and the CMG regions) are special cases of our new region (the Hodtani and the Hodtani-CMG regions) as follows.
•
First Comparison: The HK region is included in the Hodtani region Input distributions and coding strategies
The input distribution in the HK coding is (2) , where the message variables are independent. The HK region has been obtained using superposition coding-jointly decoding.
In the Hodtani region, (16) is input distribution where the message variable are dependent and the region has been obtained by random binning technique-jointly decoding.
Comparing the HK and Hodtani regions
It is sufficient to compare the Hodtani region to the HK region, by reviewing in • Second Comparison: In accordance with Theorem 13, the CMG region is equivalent to the HK region.
• Third Comparison: As a result of first and second comparisons, the CMG and the mod-CMG regions like the HK region are included in the Hodtani region.
• Fourth Comparison: The HK-CMG region or the so called CMG region is included in the Hodtani-CMG region We explained the CMG region in detail (section V ), and defined the HK-CMG region and the Hodtani-CMG region in section VII. Now, we compare the two regions.
Input distributions and coding strategies
The input distribution in the HK-CMG coding is (9-c), where the message variables are independent. The HK-CMG region has been obtained using superposition coding-jointly decoding. In the Hodtani-CMG region, (23) is the input distribution where the message variables are dependent and the region has been obtained by superposition coding-jointly decoding.
Comparing the HK-CMG (or CMG) and the Hodtani-CMG regions Theorem 26.
in Theorem 6 is a special case of 
IX. CONCLUSION
By making two novel changes in the HK coding, i.e., allowing the input auxiliary random variables to be correlated and using binning scheme and jointly decoding, first, we obtained an improved version of the HK region for the general IC, as the Hodtani region. And, second, we obtained the Hodtani-CMG region as an improved version of the CMG region. We have shown that the previous regions (the HK and the CMG regions) are special cases of our new region (the Hodtani and the Hodtani-CMG regions). In our region, interestingly, every rate for the IC, has generally three terms: the first is a general HK term with dependent variables, the second is due to the input correlation and the third is a result of binning scheme. where, a (b) follows from the independence of 2 ( 1 ) from 1 ( 2 ) given ( 1 ) respectively. These independences are also used in the following 2 − 7 .
• ∑ �( , Error probability analysis for the receiver 2 can be done similarly and the inequalities (17-8)- can be proved (for brevity, the details are omitted).
) yield to the constraints (17-1)-(17-7) in Theorem 14.
APPENDIX B The proof of Theorem 16
In Theorem 14, we set = − , = 1,2 in (17-1)- and in ≥ 0 , ≥ 0 , = 1,2 .Then, in the first step, we collect the inequalities not including 1 , also we collect the inequalities including + 1 and including − 1 and by adding these terms we determine the inequalities not including 1 . Then, similarly in the second step we eliminate 2 , ultimately we obtain 36 inequalities: 
