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Abstract
There has been considerable recent interest in optimization methods associated with a
multi-agent network. The goal is to optimize a global objective function which is a sum of
local objective functions only known by the agents through the network.
The focus of this dissertation is the development of optimization algorithms for the spe-
cial class when the optimization problem of interest has an additive or separable structure.
Specifically, we are concerned with two classes of convex optimization problems. The first
one is called as multi-agent convex problems and they arise in many network applications,
including in-network estimation, machine learning and signal processing. The second one
is termed as separable convex problems and they arise in diverse applications, including
network resource allocation, and distributed model prediction and control. Due to the struc-
ture of problems and privacy of local objective functions, special optimization methods are
always desirable, especially for large-scale structured problems.
For the multi-agent convex problems with simple constraints, we develop gradient-free
distributed methods based on the incremental and consensus strategies. The convergence
analysis and convergence rates of proposed methods are provided. By comparison, existing
distributed algorithms require first-order information of objective functions, but our methods
only involve the estimates of objective function value. Therefore, the proposed methods are
suitable to solve more general problems even when the first-order information of problems
is unavailable or costly to compute.
In practical applications a wide variety of problems are formulated as multi-agent opti-
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mization problems subject to equality and (or) inequality constraints. Methods available
for solving this type of problems are still limited in the literature. Most of them are based
on the Lagrangian duality, and there is no estimates on the convergence rate. In the thesis,
we develop a distributed proximal-gradient method to solve multi-agent convex problems
under global inequality constraints. Moreover, we provide the convergence analysis of the
proposed method and obtain the explicit estimates of convergence rate. Our method relies
on the exact penalty function method and multi-consensus averaging, not involving the La-
grangian multipliers.
For the separable convex problems with linear constraints, on the framework of Lagrangian
dual decomposition, we develop fast gradient-based optimization methods, including a fast
dual gradient-projection method and a fast dual gradient method. In addition to parallel im-
plementation of the algorithm, our focus is that the algorithm has faster convergence rate,
since existing dual subgradient-based algorithms suffer from a slow convergence rate. Our
proposed algorithms are based Nesterov’s smoothing technique and several fast gradient
schemes. The explicit convergence rates of the proposed algorithms are obtained, which are
superior to those obtained by subgradient-based algorithms. The proposed algorithms are
applied to a real-pricing problem in smart grid and a network utility maximum problem.
Dual decomposition methods often involve in finding the exact solution of an inner sub-
problem at each iteration. However, from a practical point of view, the subproblem is never
solved exactly. Hence, we extend the proposed fast dual gradient-projection method to the
inexact setting. Although the inner subproblem is solved only up to certain precision, we
provide a complete analysis of computational complexity on the generated approximate solu-
tions. Thus, our inexact version has the attractive computational advantage that the subprob-
lem only needs to be solved with certain accuracy while still maintaining the same iteration
complexity as the exact counterpart.
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Introduction
In the modern age, our world has become more and more connected through infrastruc-
tures such as wireless network and Internet. A common feature of these systems is that
they are composed of many subsystems that are interconnected through certain protocols.
This class of system is referred to as network system and their subsystems are referred to as
agents. In such multi-agent network there may be a multitude of agents who are decision
makers yet, none of which possess all relevant information. Often the information to be
processed is only known by single agent. On the other hand, some computation platforms
have become increasingly decentralized. For example, computers are now equipped with
several processors, allowing for parallel computation. Also, complex network systems such
as power grid systems are composed of several interconnected subsystems, each with some
processing power, and thus are distributed by nature.
All these factors have motivated much interest in designing decentralized algorithms that
relies only on local information over a multi-agent network. However, it is challenging. Part
of the reason is that efficient centralized algorithms, such as interior-point methods, cannot be
easily adapted to decentralized scenarios. How to design high-level decentralized algorithms
for solving optimization problems has become a research topic in the recent years.
Many problems associated with a multi-agent network possess the special structure, which
have been taken considerable attention into optimization community. Among them, we
are especially concerned with two prototypes, including multi-agent convex optimization
(MCO) and separable convex optimization (SCO). In the problem (MCO), the network ob-
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jective is that the agents cooperatively solve a global optimization problem through local
computations and information exchange over a network. This class of problems has the
characteristic that the global objective function is an additive form of many-terms compo-
nent functions, which each agent has only access to its private component function but share
a global decision vector. It arises in many network applications, including in-network esti-
mation, machine learning and signal processing. The other class of the problem (SCO) has
the characteristic that the objective function is separable in the decision vector, which each
agent has only access to its private component function but the components of the decision
vector are often coupled as constraints. It is quite general arising in diverse applications,
including network resource allocation, and distributed model predictive control.
Considering the structure of problems and privacy of local objective functions, special
optimization methods are always desirable for both theory research and engineering applica-
tions, especially for large-scale structured problems.
In the literature there exist several useful techniques for solving the problem (MCO) in a
distributed manner. In terms of the update strategies, they can be classified as the incremen-
tal based approach and the consensus based approach. Most of these methods are based on
the assumption that the subgradients of objective functions are available and easy to eval-
uate. However, there exist a large number of problems where the subgradient information
is unavailable or costly to compute. Typical examples often appear in stochastic program-
ming. Moreover, for many practical engineers, derivative-free methods are always preferred
because the input of subgradient requires the knowledge of convex analysis. In addition,
subgradient-based methods may suffer from the slow convergence since an arbitrary anti-
subgradient direction does not guarantee the decrease of the function value. Thus, in the
distributed setting, the development of derivative-free optimization schemes attracts many
research interests.
In practical applications a number of problems, ranging from urban traffic networks to
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interconnected chemical process subject to certain physical constraints, are modeled as the
problem (MCO) with equality and (or) inequality constraints. Methods available for solving
these problems are still limited in the literature. These methods are mainly based on the
Lagrangian duality and consensus averaging scheme, and there is no estimate on the conver-
gence rate. Due to introducing Lagrangian multipliers, there is an obvious increase in the
dimensions of solutions.
The alternating direction method of multipliers (ADMM) is suitable to solve the problem
(SCO) with equality constraints using the augmented Lagrangian method. ADMM performs
well in earlier iterations, but is slow to converge to high accuracy. The work on ADMM is
still limited with the more general case when the number of separable blocks are greater than
two.
Dual decomposition methods are powerful tools for solving the problem (SCO). They are
based on the Lagrangian duality, since the coupling constraints can be moved into the cost
function using Lagrange multipliers and then the primal subproblems with simple constraints
are solved in parallel and the dual variables are updated with first-order methods. However,
the dual problem is, in general, nonsmooth. Thus, the use of subgradient-based methods
seems to be inevitable. It is well-known that subgradient-based methods have the slow con-
vergence rate and are numerically sensitive to stepsize. Hence, there is a sustained effort in
devising algorithms that have faster convergence rate and more robustness.
There is an additional issue for dual decomposition methods that they often involve in find-
ing the exact solution of an inner subproblem at each iteration. However, from a practical
point of view, the subproblem is never solved exactly. What will happen for dual decom-
position methods when the inner subproblems are solved inexactly, thus, this is worthy of
consideration.
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Motivation
Despite the widespread use of distributed and parallel optimization methods mentioned
above for solving structural problems, there are some aspects of these methods that have not
been fully studied. In particular, the previous work has several limitations:
(1) Existing distributed methods are mainly based on the assumption that subgradients of
objective functions are available and easy to evaluate. In distributed setup, there is no con-
sideration when the subgradient information is unavailable or prohibitive.
(2) Existing distributed methods available for solving the problem (MCO) with global in-
equality and (or) inequality constraints are limited in the literature. Moreover, there is no
estimate on the convergence rate.
(3) Dual subgradient-based methods have the slow convergence rate. There are limited re-
sults on convergence rates for dual gradient-based methods, while solving exactly the inner
subproblems.
(4) There are limited results on convergence rates for dual gradient-based methods, while
solving inexactly the inner subproblems.
All these limitations motivate our work in this thesis.
Contributions of the thesis
The main purpose of this thesis is the development of efficient decentralized algorithms
and the convergence rate analysis of these proposed algorithms. We are specially interested
in two classes of structured convex optimization problems, which arise in a variety of prac-
tical applications.
We now describe the contributions of the thesis in more detail:
Chapter 2. In this chapter, we develop distributed gradient-free methods for the problem
(MCO) with simple constraints, including an incremental gradient-free method and a consen-
sus gradient-free method. The convergence analysis and convergence rates of the proposed
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methods are provided. Extensive numerical results are illustrated. By comparison, existing
distributed algorithms require first-order information of objective functions, but our methods
only involve the estimates of objective function values. Therefore, the proposed methods are
suitable to solve more general problems even when the first-order information of problems
is unavailable or costly to compute. The distributed consensus-based gradient-free method
in this chapter is based on the publication [J1].
Chapter 3. In this chapter, we develop a distributed proximal-gradient method for solving
the problem (MCO) subject to global inequality constraints by using the exact penalty func-
tion method and multi-consensus scheme. We establish the convergence rates of the method,
depending on number of iterations, the network topology and number of agents. Simula-
tion experiments on a distributed state estimation problem illustrate the performances of our
proposed method. The method is different from existing distributed primal-dual consensus
methods, not involving Lagrangian multipliers. This chapter is based on the publication [J2].
Chapter 4. This chapter is divided into two parts. In the first part, we develop a fast
gradient-projection method for solving the problem (SCO) when the inner subproblem is
solved exactly. In the sense of averaging, we show that the computational complexity bound
of the method for achieving an -optimal feasible solution is O(1=). To further accelerate
the proposed algorithm, we modify it by using a restart technique. The advantage of our
algorithm is fast, parallelizable and allows us to simultaneously obtain the dual solutions and
primal solutions. The proposed algorithm is applied to a real-time pricing problem for smart
grid. Numerical experiments illustrate the effectiveness of the proposed algorithms. This
part is based on the work [J3].
In the second part, we extend the fast dual gradient-projection method to the situation
when all inner subproblems are solved inexactly. We prove the convergence of the proposed
algorithm. In particular, we provide explicit convergence rates on the dual suboptimality,
primal suboptimality and primal infeasibility of the generated approximate solutions. Nu-
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merical simulations are presented to illustrate the effectiveness of the proposed algorithm.
The advantage of the algorithm is allows us to solve the inner subproblems up to a certain
precision while still maintaining the same iteration complexity as the exact counterpart. The
results of this part is based on the work [C3].
Chapter 5. In this chapter, we develop a fast dual gradient method for solving the prob-
lem (SCO) with linear constraints based on Nesterov’s smoothing technique and a simple
fast gradient scheme. We show that the computational complexity bound of the method for
achieving an -optimal feasible solution is O((1=) ln(1=)). By comparison, the iteration
complexity of the proposed method is at most a factor O(ln 1=) worse than that of the fast
dual gradient-projection method. But the method is simpler and we do not need any running
average of sequences of dual and primal solutions. This chapter is based on the work [J4].
The remainder of the thesis is organized as follows. In Chapter 1, a literature review
closely related to this thesis is given. In Chapter 6, some remarks and recommendation for
future work are given.
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Chapter 1.
Literature review
The history of decentralized optimization is only a few decades old but has attracted an
extensive research interest in recent years. In contrast to the centralized optimization coun-
terparts, they offer several advantages, for examples, the ability to process distributed data,
easy collaboration with neighbors, enhanced reliability and availability. In the context of op-
timization, research on parallel methods, including decomposition methods, date back to the
sixties with the works of Dantzig andWolfe [30], Benders [12], and Everett [39]. Distributed
methods started later, in the mid-eighties, with the work of Tsitsiklis, Bertsekas, and Athans
[123] and has boomed in the past ten years, motivated by the widespread of networks.
In this chapter, we first overview the convex optimization with special structure includ-
ing multi-agent convex optimization and separable convex optimization, then we overview
existing work on distributed and parallel optimization methods for solving these structured
problems under consideration.
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1.1. Structural convex problems
We focus on the following form of structural problems:
(SCP) min f(x) :=
NX
i=1
fi(xi)
s.t. (x1; : : : ; xN) 2 C;
where (x1; : : : ; xN) is a vector in Rn1++nN with components xi 2 Rni ; i = 1; : : : ; N , and
C is a constrained set in Rn1++nN .
We are interested in the case when fi(xi) : Rni ! R is a convex function for each i
and C is a convex subset of Rn1++nN . Thus, the above problem belongs to the context of
convex optimization. Here we refer to it as structural convex programming (SCP, for short).
In particular, when all the ni = 1, the minimization problem (SCP) is called as monotropic
programming, which was introduced and extensively analyzed by Rockfellar [104]. In his
recent book [16], Bertsekas generalizes the monotropic programming to a more general case,
termed as the extended monotropic programming. In this thesis, we focus on two special
cases of problem (SCP) arising in many applications.
Multi-agent convex problems
By letting all the xi be equal to x and the subspace C = f(x; : : : ; x)jx 2 Xg in problem
(SCP), an important class of problems can be obtained as follows:
min f(x) :=
NX
i=1
fi(x) (1.1)
s.t. x 2 X;
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where fi(x) : Rn ! R is a convex function for each i, and X is a subspace of Rn. This
class of problem (1.1) has the characteristic that the cost function f(x) is additive and all
component functions fi(x) share a global decision vector x. Problem (1.1) is often termed
multi-agent convex optimization or distributed convex optimization [20, 79, 36], and arises
in many network applications, including in-network estimation, machine learning, signal
processing, resource allocation, and distributed model prediction and control [17, 99, 111,
130, 72]. For such applications the number N of component functions may be very large,
in which case special methods that take advantage of the additive structure of the cost are
desirable.
We provide two such applications, including the parameter estimation problems in sensor
networks and l1-regularization problems.
Parameter estimation problems in sensor networks. A typical problem involving the
additive structure is the parameter estimation problem in a sensor network. This consists
in finding a set of parameters or functions of interest that best fits a certain criterion based
on the measurements collected by the sensors. For example, we consider a network with N
sensors and assume that each sensor i collects a set ofM measurements (1i ; : : : ; 
M
i ). Now
we aim to estimate a common parameter x according to these measurements. For example,
our objective is to compute the average value of all the measurements. In particular, many
estimation criteria possess the following form:
f(x) =
1
N
NX
i=1
fi(x);
where x is the parameter to be estimated, and f(x) is the cost function which can be ex-
pressed as a sum of N local functions fi(x), in which fi(x) only depends on the data mea-
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sured by sensor i. In the average case, we often have
fi(x) =
1
M
MX
j=1
jjx  ji jj1 or fi(x) =
1
M
MX
j=1
jjx  ji jj2:
Hence the parameter estimation problem in sensor networks can be recast to the form of
problem (1.1). We can refer to the literature [98, 111] for more details.
l1-regularization problem. In data analysis and machine learning, many problems usu-
ally involve an additive cost function, where each term fi(x) corresponds to error between
data and the output of a parametric model, with x being a vector of parameters. A classical
example is least squares problems, where fi has a quadratic structure. A regularization func-
tion is often added to the least squares objective. Recently, nondifferentiable regularization
functions have become increasingly important. For example, the following l1-regularization
problem,
min
x2Rn
NX
i=1
(aTi x  bi)2 + jjxjj1;
which arises in statistical inference and image processing. Note that the term jjxjj1 is used
to induce the sparsity of the solution. There are several interesting variations of the l1-
regularization approach with many applications, for which we refer to the literature [16, 5,
70, 69]. The l1-regularization problem can be posed in the form of problem (1.1) by letting
fi(x) = (a
T
i x  bi)2 + jjxjj1=N .
Separable convex problems
Next we introduce two typical examples which can be viewed as a special case of the
problem (SCP).
Network utility maximum problem. Utility maximum problem is a classical problem in
network optimization. The problem is characterized by a fixed network and a set of sources
S, which send information over the network along a predetermined set of links L. Each
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source has a local utility function over the rate xs which it sends information. Denote the
rate vector by x = [xs]; s 2 S and the link-source incidence matrix by A. The goal is
to determine the source rates that maximize the sum of utilities subject to link capacity
constraints [58, 66, 115]:
max f(x) :=
X
s2S
Us(xs)
s.t. Ax  c; xs 2 Is;
where the utility function Us is often concave and only known by resource s. Note that the
explicit structure of the cost function f(x) is separable in the components of the decision
vector x. Moreover, the global constraint set C = fxjAx  c; xs 2 Isg is given by the link
capacity constraints and local constraint sets Is. Thus, network utility maximum problems
fall into the class of problem (SCP).
Network minimum cost problem. Consider a network represented by a directed graph
G = (N ; E) with node set N and edge set E . Denote the flow vector by x = [xe]; e 2 E ,
where xe denotes the flow on edge e. The flow conservation conditions at the nodes can be
compactly expressed as Ax = c, where A is the node-edge incidence matrix of the graph.
Each edge e is equipped with a convex cost function e (only known by this edge). The
problem [20, 53] can be written as follows:
min f(x) :=
X
e2E
e(xe)
s.t. Ax = c:
Clearly, the network minimum cost problem, involving a separable convex cost function and
linear equality constraints, can be also converted to the problem (SCP).
Motivated by the above two prototypes, we are interested in the following more general
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problem considered in this thesis:
min
x
f(x) :=
NX
i=1
fi(xi) (1.2)
s.t.
NX
i=1
Aixi   b
8><>:  0= 0 ;
xi 2 Xi; i = 1; : : : ; N;
where for i = 1; : : : ; N , fi : Rni  ! R is convex, Xi  Rni is a nonempty closed convex
set, Ai 2 Rmni , and b 2 Rm. x = (xT1 ; : : : ; xTN)T with xi 2 Rni ; i = 1; : : : ; N and
n1 + n2 +   + nN = n.
Note that the problem (1.2) is a special form of problem (SCP), which has the character-
istic that the cost function is separable in the decision vector x and the components of the
decision vector x are linearly coupled as constraints. This class of problem (1.2) is often
termed separable convex optimization, which is quite general arising in diverse applications.
Except for network utility maximum problems and minimum cost problems, many others
problems including distributed model predictive control [73, 38, 95], real-time pricing prob-
lems for smart grid [108, 109], the optimal power flow problems for a power system [139],
can also model this class of problems.
Related to the problems above, we are concerned with two types of optimization meth-
ods to solve them over a multi-agent network, including distributed methods and parallel
methods.
An optimization method is considered distributed if it shares two characteristics: (i) the
information associated with each agent is processed locally; (ii) no central agent coordinates
the network and all the communications occur only between neighboring agents. An opti-
mization method that satisfies the first characteristic but not the second one is usually called
a parallel method. According to [20], parallel methods run on systems where computing
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devices are at a small distance of each other and may be controlled by a central entity. Dis-
tributed methods, in contrast, run on systems where computing devices are located far apart,
making centralized coordination inconvenient.
1.2. Distributed optimization methods
In this section we review existing distributed optimization methods, designed for solving
problem (1.1). Since no central coordinator has the ability to access to all the information
in problem (1.1), centralized methods are often unavailable. In the literature, there exist
several useful techniques for solving problem (1.1) in a distributed manner. In terms of
the update strategies, most of them can be classified as the incremental based approach
[113, 75, 76, 19, 59] and the consensus based approach [79, 82, 100, 36, 138].
Incremental-based methods
For solving the problem (1.1), the incremental (sub)gradient method behaves with the
same scheme as the classical (sub)gradient method. However, instead of using the full
(sub)gradient of the cost function f1+   +fN , it only uses the (sub)gradient of one function
fi at each iteration [113, 76, 16]. More specifically, the update consists of
xk+1 = X [xk   kgik(xk)]; (1.3)
where gik(xk) is the (sub)gradient of component function fik at xk, k is a positive stepsize
chosen suitably and X denotes the Euclidean projection onto the setX . The sequence fikg
takes values in f1; : : : ; Ng and determines the order of the updates, which can be determin-
istic or randomized.
Incremental methods are surveyed, including convergence analysis and convergence rate
analysis, by Bertsekas in his recent book [16]. The methods have been very successful
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in solving parameter estimation in networks of wireless sensors [99, 111], stochastic pro-
gramming [37]. In terms of the strategies that the sequence fikg is selected, most of existing
incremental based approach can be classified into as cyclic incremental methods [76, 17, 18],
equiprobable randomized incremental methods [76, 17, 18], and Markov randomized incre-
mental methods [57, 101]. In [76], the authors developed the cyclic incremental subgradient
method and a new equiprobable randomized incremental subgradient method for distribution
optimization, and provided the convergence and convergence rate analysis. Unlike the cyclic
incremental method, the authors have extended the equiprobable randomized incremental
subgradient method to a more general case where the sequence fikg is selected in a time ho-
mogeneous Markov chain [57] or a time nonhomogeneous Markov chain [101]. The recent
work [17] surveys these methods and, in addition, presents a unified view of incremental
(sub)gradient methods, incremental proximal methods, and their combination.
In general, incremental (sub)gradient methods progress simpler and faster than their non-
incremental counterparts far from the solution, but are slower near the solution [17]. Since
they use the (sub)gradient of only the component function at each iteration, they can be im-
plemented naturally in a distributed manner, with a single agent performing the update (1.3)
at each iteration. The disadvantage of incremental (sub)gradient methods is that they have
the slow asymptotic convergence rate not only because they use subgradient-based meth-
ods, but also because they require a diminishing stepsize for convergence. If the stepsize is
instead taken to be constant, an oscillation arises.
Consensus-based methods
In the consensus based approach, the agents (nodes) achieve the minimizer globally through
sharing the information locally (the agent only shares information with its neighbors). The
implementations of the consensus strategy relies on the use of two time-scales: one time-
scale for the collection of measurements across the agents and another time-scale to iterate
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sufficiently enough over the collected data to attain agreement before the process is repeated
[82, 79] until optimization is achieved. There are two different types of strategies in the
second time scale: the synchronous strategy and the asynchronous strategy.
Average consensus scheme [131, 132] has triggered the increasing interest on the design
of distributed methods for problem (1.1), since distributed methods have the motivating ap-
plications in sensor networks [98]. The important pioneer work includes subgradient-based
distributed algorithms by Nedic´ et al. [77, 79, 80, 82, 100], whose work was inspired by
[124, 123].
Consensus averaging. The consensus averaging algorithm consists in computing the av-
erage of states distributed among the multiple agents in the network in a distributed and
iterative fashion. The consensus algorithm means that each agent in the network gets its
state updated by using its own and its neighboring agents’ states, i.e., for each agent i
xk+1i =
X
j2N (i)
Wijx
k
j ; (1.4)
where N (i) represents the neighbors of agent i including itself, the weight matrix [Wij] is
often assumed to be a doubly stochastic matrix. Xiao et al. [132] have proved that the
consensus averaging algorithm enforces that all the agents’ states converge to the average
of their initial states, and the convergence rate of the consensus algorithm is determined by
(W   1
N
11T ) (the notation () denotes the spectral radius).
In terms of consensus manners, we can classify existing consensus-based distributed ap-
proaches into three classes: primal consensus distributed methods (the consensus strat-
egy directly enforces all estimates of primal variables to an agreement on the optimum)
[56, 79, 82, 100], dual consensus distributed methods (the consensus strategy enforces all
estimates of dual variables to an agreement on the optimum) [36, 122, 121] and primal-dual
consensus distributed methods (the consensus strategy simultaneously enforces all estimates
of primal and dual variables to an agreement on the optimum) [138, 136, 135]. Next we
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overview them respectively.
Primal consensus distributed method. The primal consensus distributed method based
on (sub)gradients is formally written as follows [79]:
zk+1i =
X
j2N (i)
Wijz
k
j   kgi(zki ) and xk+1i = X [zk+1i ]; (1.5)
where gi(zki ) is the (sub)gradient of local function fi at z
k
i , k is a positive stepsize and
X [x] := argminx2Xfjjy   xjjg is the Euclidean projection onto the set X . Note that the
point zki is nothing but an intermediate parameter just for convenient comparison with the
dual consensus methods later. For more compact form we can refer to [79, 100]. At each
iteration k, agent i receives the estimates zkj from its neighbors j 2 N (i), averages them
with its own estimate zki , and then performs a projected (sub)gradient update, where the
(sub)gradient that is used is the one given by its private function fi. The role of consensus
averaging is to bring all the estimates of primal variables xi to an agreement. Observe that
when all local functions fi = 0 and the set X are the entire space Rn, (1.5) reduces the
consensus averaging algorithm (1.4); and when the network is reduced to a single node,
(1.5) becomes the traditional (sub)gradient algorithm.
In [79], the convergence of algorithm (1.5) for solving unconstrained distributed opti-
mization problem has been established for the first time over a time-varying connectivity
structure. The work in [100] has analyzed a projected distributed subgradient algorithm for
problem (1.1). Variations of algorithm (1.5) have also been explored [56, 82]. For example,
in [56], the authors have surveyed a multi-consensus version. The work by [79, 100] pro-
vided a much tighter analysis that yields the convergence rates that scale polynomially in the
number of agents in the network, but they are independent of the network topology [36].
Dual consensus distributed method. The dual consensus distributed method is based on
a projected dual averaging algorithm [89, 130]. Duchi et al. [36] extended the projected
dual averaging algorithm to the distributed setting and proposed a distributed dual averaging
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algorithm. Since the consensus averaging strategy is used to bring all the estimates of dual
variables to an agreement rather than the estimates themselves, we also call it as a dual
consensus distributed algorithm. At each iteration k, the algorithm maintains pairs of vectors
(xki ; z
k
i ) and the updates are performed as follows [36]: for each agent i,
zk+1i =
X
j2N (i)
Wijz
k
j + gi(z
k
i ) and x
k+1
i = 
 
X [z
k+1
i ; k]; (1.6)
where gi(zki ) is the (sub)gradient of local function fi at z
k
i , k is a positive stepsize. Here the
projection X is defined as
 
X [z; ] := argminx2XfzTx+ 12 (x)g;where  is a 1-strongly
convex function, which can viewed as a proximal projection onto the set X . In words, for
algorithm (1.6) agent i computes the new dual estimate zk+1i from a weighted average of
its own subgradient gi and the estimates fzkj ; j 2 N (i)g in its own neighborhood, and then
computes the next local iterate xk+1i by a proximal projection with a stepsize k. The work
[36] has shown that the number of iterations required by algorithm (1.6) scales inversely in
the spectral gap of the network. The authors in [122] considered the communication delay
based on the dual consensus distributed algorithm.
Both algorithms (1.5) and (1.6) are based on the consensus averaging scheme, which have
the advantage of making all agents active and communications with neighbors at each it-
eration. By comparison, however, the dual consensus distributed algorithm (1.6) is quite
different from the primal consensus distributed algorithm (1.5). First, the consensus aver-
aging strategy is used to bring all the estimates of dual variables to an agreement rather
than the estimates of primal variables. Second, a more general proximal projection with
non-Euclidean geometry is used in the dual consensus distributed algorithm (1.6) while the
Euclidean projection is used in the primal consensus distributed algorithm (1.5). Finally, the
convergence analysis of both algorithms is also distinct (see e.g., [79, 100, 36]).
Primal-dual consensus distributed methods. The primal-dual consensus distributed
method is designed for solving the problem (1.1) with global inequality constraints under
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the framework of Lagrangian duality. Consider the following problem:
min
x2X
f(x) :=
NX
i=1
fi(x) (1.7)
s.t. gs(x)  0; s = 1; 2; : : : ; p;
where gs : Rn ! R; s = 1; 2;    ; p, are the global inequality constraints known by all the
agents in the network. Define the Lagrangian function for problem (1.7) as
L(x; ) =
NX
i=1
fi(x) + 
Tg(x) =
NX
i=1
Li(x; );
where  2 Rp+ is the vector of dual variables, g(x) = (g1(x); : : : ; gp(x))T and Li(x; ) =
fi(x) + 
Tg(x)=N . Based on the characterization of the primal-dual optimal solutions as
the saddle points of the Lagrangian function, Zhu et al. [138] first proposed the primal-dual
consensus distributed algorithm:
zk+1i =
P
j2N (i)W
k
ijx
k
j ; 
k+1
i =
X
j2N (i)
W kij
k
j ;
xk+1i = X [z
k+1
i   kgi1(zk+1i ; k+1i )]; k+1i = [k+1i + kgi2(zk+1i ; k+1i )]+;
where gi1(zk+1i ; 
k+1
i ) 2 @1Li(zk+1i ; k+1i ) and gi2(zk+1i ; k+1i ) 2 @2Li(zk+1i ; k+1i ). The
algorithm involves each agent updating its estimates of the saddle points via a combination
of an average consensus step, a subgradient step and a primal (or dual) projection step onto its
constraint set. Unlike algorithms (1.5) and (1.6), the consensus averaging is simultaneously
acted on the estimates of primal and dual variables. In [138], the authors have proved that
the algorithm asymptotically converge to a pair of primal-dual optimal solutions under the
Slater’s condition and the periodic strong connectivity assumptions. Variants of the primal-
dual consensus distributed algorithm have been discussed in [136, 135].
The advantage of the primal-dual consensus distributed algorithm is that it can deal with
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global equality and inequality constraints by assorting to Lagrangian duality. However, the
drawback of this method is the increase of variables due to introducing Lagrangian multiplier.
In addition, there is no convergence rate available up to now.
In conclusion, incremental-based methods and consensus-based methods are distributed
with each agent only involving its private cost function. But they are different in distributed
fashions. In incremental methods, only one agent updates at each iteration, whereas in dis-
tributed methods, every agent operates and maintains an estimate of the global optimum.
Moreover, incremental methods relies on a cyclic or uniformly random order of passing the
iterate, while distributed methods consider more generic communication networks in which
the agents pass iterates to multiple neighboring agents, and also combines the estimate re-
ceived from different agents.
1.3. Parallel optimization methods
We start by reviewing several methods that work as building blocks of parallel implemen-
tation. These methods are mainly decomposition methods, alternating direction method of
multipliers and block-coordinate minimization methods.
Decomposition methods
Decomposition methods in optimization have a long history and derive from the early
1960s, see the well-known work by Dantzig and Wolfe [30] and Benders [12] on large-
scale linear programming. Good references on decomposition methods include the books
by Bertsekas [20, 15] and by Boyd [23]. Some recent references on decomposition applied
to networking problems are Kelly et al. [58], Palomar et al. [93] and Chiang et al. [28].
The basic idea is to decompose a complex problem into smaller, simpler ones in parallel or
sequentially. However, they are not regarded as distributed, because they generally require
a master agent coordinating several slave agents. Most of existing decomposition methods
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can be divided into primal decomposition methods and dual decomposition methods. The
former indicates that the optimization problems are solved using the original formulation
and variables, whereas the latter indicates that the original problem has been rewritten using
Lagrangian relaxation. Next we overview them to solve problem (1.2), respectively.
Primal decomposition. To solve problem (1.2) via primal decomposition, we rewrite it
as
min
y1;:::;yN
g1(y1) +   + gN(yN) (1.8)
s.t. y1 +   + yN  (or =)b;
yi 2 Yi; i = 1; : : : ; N;
where each yi 2 Yi  Rm and gi : Rm ! R is defined as
gi(yi) := min
xi2Xi
fi(xi) (1.9)
s.t. yi = Aixi:
Given a master agent and N slave agents, the master agent solves the master problem (1.8)
in charge of updating the coupling variable yi, while slave agent i solves the decoupled
subproblems (1.9) in parallel. In general, the master problem (1.8) is solved with first-order
methods, such as subgradient-based methods. It can be shown that the subgradient of gi
at a point yi is given by  i, where i is the dual optimal solution corresponding to the
constraint of (1.8); see [15] for more details. Therefore, in primal decomposition, the master
agent updates y = (y1; : : : ; yN)T as
yk+1 = Y [y
k + k
k]; (1.10)
where Y denotes the projection onto the set Y = fy 2 RN jy1 +    + yN  (or =)bg.
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At each iteration, the master agent sends yi to slave agent i, who then solves the problem in
(1.9) and returns ki to the master agent. The master agent, in turn, updates y as in (1.10)
and moves on to the next iteration. Note that primal decomposition is not distributed since it
requires a master agent playing the role of a central coordinator.
Dual decomposition. By considering the special structure of problem (1.2), the dual
decomposition method is motivated by the dual ascent method [22]. Dual decomposition
methods, rather than solving problem (1.2) directly, solve dual problem instead. For simplic-
ity, we consider problem (1.2) with equality constraints. In this case, letting  2 Rm be the
dual variable, the Lagrangian function for problem (1.2) is
L(x; ) =
NX
i=1
Li(xi; ) =
NX
i=1
[fi(xi) + 
TAixi   T b=N ];
which is separable in x. Therefore, the dual problem becomes
max

d1() +   + dN(); (1.11)
where each di() : Rm ! R is defined as
di() = min
xi2Xi
Li(xi; ) = min
xi2Xi
ffi(xi) + TAixi   T b=Ng: (1.12)
It is interesting that the Lagrangian dual of separable convex problem (1.2) is a distributed
convex problem like problem (1.1). In addition, assuming that all the functions fi are convex,
when the dual problem is dualized, it yields the primal problem, and the duality is fully
symmetric [16].
Given a master agent and N slave agents, the master agent solves the master problem
(1.11) while slave agent i solves subproblems (1.12). Whenever each function fi is strictly
convex (in general, fi is not necessarily strictly convex), there is only one minimizer xi()
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of the problem in (1.12) for a given . Hence, in this case, after the master agent finds a
dual solution  to problem (1.11), the ith block of the optimal primal solution of problem
(1.2) can be found in the ith slave agent as xi(). In other words, when each function fi
is strictly convex, a primal solution is immediately available after solving the dual problem
(1.11). Again, the master problem (1.11) can be solved with first-order methods, such as
subgradient-based methods. The subgradient of di() at a point  is Aixi(), where xi()
solves the problem in (1.12) [15]. Hence, in dual decomposition, the master agent updates 
as
k+1 = k + k[
NX
i=1
Aixi(
k)  b]: (1.13)
At each iteration, the master agent sends k to all slave agents and each slave agent i, in turn,
returnsAixi(k) to the master agent. Similarly to primal decomposition, dual decomposition
also requires the master agent as a central coordinator and, therefore, it is not distributed.
Finally, the dual decomposition algorithm is summarized as follows:
xk+1i = arg min
xi2Xi
Li(xi; ); i = 1; : : : ; N;
k+1 = k + k[
NX
i=1
Aix
k+1
i   b];
For each i = 1; : : : ; N , the xi-minimization step is carried out independently, in parallel.
Sometimes, we refer to it as Lagrangian dual decomposition. There also exist other dual de-
composition techniques, including the Dantzig-Wolfe decomposition [30, 15] and the Ben-
ders decomposition [12].
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Alternating direction method of multipliers
The alternating direction method of multipliers (ADMM, for short) can solve problem
(1.2) with equality constraints using the augmented Lagrangian method. For simplicity, we
consider the case when N = 2 in the following form:
min
x1;x2
f1(x1) + f2(x2) (1.14)
s.t. A1x1 + A2x2 = b;
where for i = 1; 2, fi : Rni  ! R is convex, Ai 2 Rmni is full column rank matrix. The
augmented Lagrangian function of problem (1.14) is
L(x1; x2;) = f1(x1) + f2(x2) + T (A1x1 + A2x2   b) + 
2
jjA1x1 + A2x2   bjj2;
where  is the dual variable and  is a positive penalty parameter. ADMM minimizes L
first with respect to x1, then with respect to x2, and it finally updates the dual variable :
xk+11 = argmin
x1
L(x1; xk2;k); (1.15)
xk+12 = argmin
x2
L(xk+11 ; x2;k); (1.16)
k+1 = k + (A1x
k+1
1 + A2x
k+1
2   b): (1.17)
ADMM can be considered as an application of the method of multipliers [15], but they
are different with the update of primal variables. In the method of multipliers for problem
(1.14), it minimizes L jointly with respect to the primal variables (x1; x2) as (xk+11 ; xk+12 ) =
argmin(x1;x2) L(x1; x2;k), whereas, in ADMM, the minimization of L with respect to the
primal variable (x1; x2) consists of just one Gauss-Seidel pass, see (1.15) and (1.16).
ADMM was originally introduced in the mid-seventies by Glowinski and Marrocco [43]
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and Gabay and Mercier [41]. The convergence of ADMM has been explored by many
researchers, including Gabay [40] and Eckstein and Bertsekas [63]. A recent survey on
ADMM is given by Boyd et al. in [22]. The work that establishes the convergence rates for
modified versions of ADMM includes [44, 50, 48] and references therein. The recent interest
on ADMM has been extensively motivated by its application in many areas, such as image
processing, statistical and machine learning problems [22]. Under the strong convexity as-
sumption on the component function fi for problem (1.2), Han et al. proved the convergence
of ADMM for the case when N > 2 by using the tool of variational inequalities [46]. How-
ever, the work on ADMM is still limited with the more general case when N > 2 and fi is
convex in problem (1.2) [48, 46, 47]. Numerical examples show that ADMM performances
well in the earlier iterations, but is slow to converge to high accuracy [22]. In practice, the
performance of ADMM is significantly affected by the penalty parameter , which is adapted
by heuristics.
Block coordinate descent methods
Block coordinate descent (BCD, for short) methods are appropriate in contexts where the
cost function and constraints have a partially decomposable structure with respect to the
variables for the optimization problems under consideration. Consider, for example,
min
x=(x1;:::;xN )
f(x1; : : : ; xN) (1.18)
s.t. x 2 X1     XN ;
where x = (xT1 ; : : : ; x
T
N)
T 2 Rn with xi 2 Rni and n1 +    + nN = n. We assume that
the cost function f : Rn  ! R is convex, and each set Xi  Rni is closed and convex.
As working with all the variables of problem (1.18) at each iteration may be difficult or
prohibitive, the variables are partitioned into manageable blocks, with each iteration focused
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on updating a single block only, the remaining blocks being fixed, i.e.,
min
xi2Xi
f(x1; : : : ; xi 1; ; xi+1; : : : ; xN); i = 1; : : : ; N: (1.19)
Here it is necessary to assume that each subproblem above is easy to solve. There exist two
important types of BCD methods, including nonlinear Jacobi and nonlinear Gauss-Seidel.
Nonlinear Jacobi. Given the current iterate xk = (xk1; : : : ; xkN)T , the nonlinear Jacobi
method generates the next iterate xk+1 = (xk+11 ; : : : ; x
k+1
N )
T as follows:
xk+1i = arg min
xi2Xi
f(xk1; : : : ; x
k
i 1; ; x
k
i+1; : : : ; x
k
N); i = 1; : : : ; N:
Since updating xki to x
k+1
i requires all the other block components to be fixed at x
k
j ; j 6= i,
the updates can be carried out in parallel.
Nonlinear Gauss-Seidel. Given the current iterate xk = (xk1; : : : ; xkN)T , the nonlinear
Gauss-Seidel method generates the next iterate xk+1 = (xk+11 ; : : : ; x
k+1
N )
T as follows:
xk+1i = arg min
xi2Xi
f(xk+11 ; : : : ; x
k+1
i 1 ; ; x
k
i+1; : : : ; x
k
N); i = 1; : : : ; N:
In contrast with Jacobi methods, updating xi at iteration k + 1 requires knowing the current
estimates of the first (i   1) blocks, i.e., xk+1j ; j < i. Hence, all updates have to be carried
out sequentially.
The results of convergence for BCD methods were studied extensively in the literature
(see, e.g., [15, 117, 120] and the references therein). A renewed interest in BCD methods
for large-scale problems was sparked recently by their successful applications in several
areas, including training support vector machines [24], regression [129]. Randomized BCD
methods become increasingly popular by the Nesterov’s work [91]. In [102], the authors
extended them to the setting to the problem of minimizing a composite function, i.e., the
sum of a smooth convex and a (possibly nonsmooth) convex block-separable functions.
28
The main advantages of the BCD method are two: (i) updating one or just a few blocks of
variables are computationally much cheaper than the batch update; (ii) it is well suited for
parallel computation [15]. However, there exist several shortcomings for BCD methods, for
examples, (i) the algorithm is much slower near the optimum than more sophisticated meth-
ods; (ii) if the single subproblem (1.19) is hard to solve, the BCD seems to be unavailable.
1.4. First-order optimization methods
Due to simplicity of computations per iteration, first-order methods have gained popularity
in the last few years. In this section, we review several first-order methods for convex op-
timization, including subgradient-based methods for nonsmooth optimization and gradient-
based methods for smooth optimization. In particular, we are interested in convergence rates
of these methods.
Computational complexity issues
Suppose that f : Rn ! R is a convex function and X  Rn is a closed convex set, we
consider the following optimization problem:
min
x2X
f(x): (1.20)
We assume that there exists an optimal solution for problem (1.20). We focus on first-order
algorithms that have good performance guarantees, in the sense that they require a relatively
low number of iterations (in the worst case) to achieve a given optimal solution tolerance.
For any given  > 0, we want to estimate the number of iterations required by a particular
algorithm to obtain a solution with cost that is within  of the optimal. If we can show that
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any sequence fxkg generated by a method has the property that for any  > 0, we have
inf
kN()
f(xk)  f  + ;
where f  is the optimal value of problem (1.20),N() is a function that depends on , as well
as the problem data and the starting point x0. We say that xk is an -optimal solution and the
method has iteration complexity O(N()) to achieve an -optimal solution [16].
The iteration complexity is characterized in terms of the number of iterations required to
reach an -optimal solution. For examples, the subgradient method for solving nonsmooth
problem (1.20) has anO(1=2) iteration complexity [86]; the gradient method has anO(1=)
iteration complexity when applied to smooth problem (1.20) with Lipschitz continuous cost
gradient [86]. But the iteration complexity for the latter is not optimal [86]. In [84], Nesterov
proposed an accelerated gradient method by employing an intricate extrapolation device, and
has obtained the optimal iteration complexity of O(1=p).
Next we distinguish two convergence notions between exact convergence and convergence
to an error neighborhood [25].
For example, assume that a sequence fxkgk0 generated by a method satisfies
f(xk)  f   C
k
; (1.21)
for some scalar C > 0. Letting the right-hand side of (1.21) to , we see that it takes at most
k = C= iterations to find an -optimal solution. We say that the iteration complexity of
the method is O(1=). In this case, we also say that the method converges exactly, and the
convergence rate is O(1=k).
Another type of convergence, which usually arises in methods that use a constant step
size, involves terms that depend on the step size  and do not diminish as k increases. As an
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example, we consider the bound
f(xk)  f   C1
k2
+ C2; (1.22)
for some scalars C1; C2 > 0. Under the characterization of -optimality convergence rate,
if we first fix the number of iterations k that this method is allowed to execute, then choose
 =
p
C1=(k2C2) by minimizing C1=(k2) + C2 with respect to , the bound becomes
f(xk)  f  
p
C1C2
k
:
Therefore, with a budget of k iterations, the best solution we can achieve is a
p
C1C2=k-
optimal solution. In other words, to reach an -optimal solution, at least k =
p
C1C2=
iterations are required. In this case, since  =
p
C1C2=k, we say that the convergence rate of
this method is O(1=k).
Although the convergence rates, e.g., see (1.21) and (1.22), are equal, the mechanism of
the convergence between them is quite different. The expression (1.21) does not require
fixing a budget of iterations in advance so as to find the optimal constant step size, and it
approaches the optimal solution as the method continues to run for more iterations. On the
other hand, once the constant step size is fixed, (1.22) does not reach the optimal solution
even if the method continues for more iterations; however, in the early stages, the rate of de-
crease in the function value is 1=k2, and it may outperform than (1.21), until (1.21) decreases
beyond the error neighborhood of (1.22). Therefore, as an alternative interpretation of con-
vergence rate in the latter case, it is often helpful explicitly state the rate at which the error
neighborhood is being reached. Taking (1.22) as an example, we also said that it converges
to an error neighborhood C2 with rate O(1=k2).
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Subgradient-based methods
Subgradient-based methods are principal methods for solving nonsmooth convex prob-
lems (1.20). We review two important classes of methods based on subgradients, including
subgradient projection methods and mirror descent methods.
Subgradient projection method. The update of a subgradient projection method is de-
scribed as follows:
xk+1 = X [x
k   kgk] := argmin
x2X
fgkTx+ 1
2k
jjx  xkjj2g; (1.23)
where gk is the subgradient of f at xk, i.e., gk 2 @f(xk), X [] is the Euclidean projection
onto the set X , and k > 0 is the stepsize chosen suitably.
The key advantage of the subgradient method is its simplicity. It seems like the ordinary
gradient projection method for smooth convex optimization, but with several notable ex-
ceptions. For examples, the subgradient method uses a single subgradient at each iteration,
rather than the entire subdifferential; it can uses a constant stepsize, instead of an exact or
inexact line search as in the gradient method. Unlike the gradient method, the subgradient
method is not a descent method, that is, it does not guarantee that the cost function f(xk)
decreases at every iteration. Therefore, the main drawback of the method is that it has a very
slow rate of convergence with O(1=pk) [19, 86]. When a small constant stepsize is used
in the subgradient method, it is only guaranteed that the best cost function estimate f(xk)
converges to a neighborhood of f.
The subgradient method was originally developed by Shor in the 1970s [112]. By com-
bining the subgradient method with primal or dual decomposition techniques, it is possible
to develop a simple decentralized algorithm for problem (1.2) (see, e.g., [15, 93]).
Mirror-descent method. The mirror-descent method can be viewed as an extension of
the subgradient projection method to a non-Euclidean setup. The mirror-descent method
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computes the update [4]:
xk+1 = argmin
x2X
fgkTx+ 1
k
B'(x; x
k)g; (1.24)
where gk is the subgradient of f at xk, B' is the Bregman distance, and k > 0 is the
stepsize. By comparison, the essential difference between the subgradient projection method
and mirror descent method is that the Euclidean norm of the former is replaced with a generic
Bregman distance function of the latter. The method (1.24) reduces to the method (1.23) with
the choice '(x) = (1=2)jjxjj22, since B'(x; y) = (1=2)jjx  yjj22. The mirror descent method
has the same convergence rate as the subgradient method, but shows good robustness in
numerical performance. Extensive information about this method can be found in [11, 4, 83].
Gradient-based methods
We are interested in gradient-based methods in the context of smooth convex problems
(1.20) by using only first-order information (f(xk);rf(xk)) at some search points xk.
Gradient projection method. When the cost function f is differentiable in problems
(1.20), @f = frfg and the update (1.23) becomes the gradient projection method. In
contrast with subgradient methods, gradient methods are descent and converge. When f
is continuously differentiable and rf is Lipschitz continuous, the convergence rate of the
gradient projection method is O(1=k) [86, 16]. Gradient methods and their variants have
been studied extensively. We can refer to the books of [97, 15, 86] and references therein.
Fast gradient method. Assuming that f is continuously differentiable and its gradient
rf is Lipschitz continuous in problems (1.20), the classical gradient methods show a com-
putational complexity O(1=k). However, such complexity is not optimal, see [86]. For
gradient-based methods, we are interested in methods which are amenable to reach the op-
timal complexity O(1=k2). These methods with various variants have been developed by
Nesterov (see [84, 85, 86, 87, 92]) and are known as fast gradient methods, or optimal first-
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order methods or accelerated gradient methods.
Fast gradient methods have inspired various extensions and variants [118, 6, 61], as well
as applications to compressed sensing, sparse covariance selection, matrix completion, etc.
[88, 116, 67, 8, 42]. In particular, Tseng [118, 119] has extended fast gradient methods in a
unified framework to solve more general convex optimization problems.
1.5. Smoothing techniques
It is well-known that subgradient-based methods may suffer from the slow convergence
for nonsmooth optimization. In order to address the difficulty associated with nonsmooth
cost functions and explore more efficient gradient-based methods, a natural methodology is
to replace the original nonsmooth problems by a sequence of approximating smooth prob-
lems. Different smoothing techniques to various classes of nonsmooth problems have been
proposed, including Moreau-Yosida regularization (e.g., [63, 7]), methods based on reces-
sion functions [10] and Nesterov’s approach using proximal regularization [87]. Some earlier
works have studied methods to smooth exact penalties of the form maxf0; f(x)g in convex
problems, where smoothing is applied to the maxf0; g operator (see, e.g., [26] and refer-
ences therein).
Nesterov’s smoothing. Nesterov’s smoothing technique [87] has attracted a lot of inter-
est recently (see, e.g., [88, 8, 7]). The advantage of using Nesterov’s smoothing is allow
us to explore the problem structure (specific “max” type cost functions) and further de-
velop gradient-based methods with better computational complexity. Therefore, if we use
subgradient-based methods to solve nonsmooth convex problems (1.20), we cannot expect
a better complexity than O(1=pk) [86]. However, using the particular max-structure of f ,
it is possible to develop a gradient-based method (for example, fast gradient methods) with
complexity on the order of O(1=k) [87, 88].
Gaussian smoothing. Gaussian smoothing technique is often used to solve nonsmooth
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stochastic optimization, since the first-order information in nonsmooth stochastic optimiza-
tion is possibly unavailable [37]. It utilizes a fact that the convolution of two functions is at
least as smooth as the smoother of the two original functions (see, e.g., [20]). In particular,
letting  denote the Gaussian distribution with respect to Lebesgue measure and f : Rn ! R
be a nonsmooth function, consider the following function:
f (x) :=
Z
Rn
f(x+ y)(y)dy:
Then, the function f  can be guaranteed to be differentiable (see [20]). Moreover, the func-
tion f  is convex when f is convex. There are different choices of the smoothing distribution
 (see [37]). Some applications on Gaussian smoothing can be found in [90, 37, 64].
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Chapter 2.
Distributed gradient-free methods
In this chapter we propose and analyze distributed gradient-free methods aimed at solving
multi-agent convex optimization problems with simple global constraints. The layout of this
chapter is as follows. In Section 2.1, we give an introduction of this chapter and describe
some preliminaries that we need later. In Section 2.2, we propose an incremental gradient-
free method and prove the convergence analysis of the method. In Section 2.3, we propose a
consensus gradient-free method and provide its convergence analysis. Finally, we conclude
this chapter and give some remarks in Section 2.4.
2.1. Introduction and preliminaries
2.1.1. Introduction
With the advancement of technology, the world we are living in becomes more and more
connected. For example, wireless networks and the Internet are now vital infrastructures.
A common feature of these systems is that they are composed of many subsystems that
are interconnected through certain protocols. This class of system is referred to as network
system and their subsystems are referred to as agents. Many real problems arising from
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these networks are too large for classical decision making to be applicable. There may be a
multitude of agents who are decision makers, none of which possess all relevant knowledge.
In addition, there may be limitations on the amount of communications allowed between
distinct agents so that it is impractical to exchange all available information and convert the
problem to a centralized one (see, e.g., [124, 123]). In fact, even if the communications are
perfect between different agents, the centralized approach is still hard to apply because no
agent may have the capability of tackling the overall problem by itself. Motivated by the
mentioned reasons, there is a trend to study the distributed optimization in the recent years,
see, e.g., [20, 132] and references therein.
There exist several useful techniques for solving optimization problems in a distributed
manner. In terms of the update strategies, they can be classified as the incremental based
approach [76, 18, 57] and the consensus based approach [82].
In the incremental approach, the basic idea is to perform the (sub)gradient-based update
incrementally, by sequentially taking steps along the (sub)gradients of the component func-
tions, with intermediate adjustment of the variables after processing each component func-
tion [113, 76]. The approach has been very successful in solving parameter estimation in
networks of wireless sensors [99, 111], stochastic programming [37]. In [76], the authors
developed the cyclic incremental subgradient method and the new equiprobable randomized
incremental subgradient method for distribution optimization, and provided the convergence
and convergence rate analysis. Unlike the cyclic incremental method, the authors have ex-
tended equiprobable randomized incremental subgradient method to a more general case
where the component function is selected in a time homogeneous Markov chain [57] or a
time nonhomogeneous Markov chain [101]. The work [17, 18] surveys these methods and,
in addition, presents a unified view of incremental (sub)gradient methods, incremental prox-
imal methods, and their combination.
In the consensus based approach, the nodes achieve the minimizer globally through shar-
37
ing the information locally (the node only shares information with its neighbors). The im-
plementations of the consensus strategy relied on the use of two time-scales: one time-scale
for the collection of measurements across the nodes and another time-scale to iterate suf-
ficiently enough over the collected data to attain agreement before the process is repeated
[82, 79]. There are two different types strategies in the second time scale: the synchronous
strategy and the asynchronous strategy. In [79], the local information sharing in the first time
scale is controlled by a doubly stochastic matrix. In that model, every agent generates and
maintains estimates of the optimal solution of the global optimization problem through the
gradient based methods. These estimates are communicated to other agents asynchronously
and over a time-varying connectivity structure. Their contribution is that the explicit error
bounds between the objective function values of the estimates at each agent and the optimal
value of the global optimization problem are established. However, there only unconstrained
optimization is discussed. In [36], a constrained distributed optimization is discussed based
on dual subgradient averaging [89, 130]. The contribution of that paper is to show that the
number of iterations required by their proposed algorithm scales inversely in the spectral gap
of the network. Very recently, various types of distributed optimization algorithms have been
extensively developed, for examples, [81, 21, 100].
Most of the methods mentioned above are based on the assumption that the subgradients
of objective functions are available and easy to evaluate. However, it is well-known that
there exist a large number of problems where the subgradient information is unavailable or
costly to compute [114, 37]. On the other hand, for many practical engineers, derivative-
free methods are always preferred since the input of subgradient requires the knowledge
of convex analysis. Thus, the development of derivative-free optimization schemes attracts
many research interests. For the centralized optimization problems, there are many gradient-
free methods available. For details we can refer to the references [114, 2, 9, 90]. However,
to the best of authors’ knowledge, there is still no any method available in the distributed
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setting.
Consider a network with N agents, indexed by i = 1; : : : ; N . Each agent i has a local
objective function fi. The network objective is that the agents cooperatively solve a global
optimization problem through local computations and information exchange over the net-
work. More specifically, the multi-agent optimization problem seeks to solve :
min
NX
i=1
fi(x) s.t. x 2 X; (2.1)
where x is a global decision vector,X  Rn is a closed, convex set, and each fi(x) : X ! R
is a convex function, only known by agent i. We are interested in the case when the problem
(2.1) is convex but nonsmooth. Our goal in this chapter is to deal with the situation in which
each agent i has only access to its private cost function value fi, i = 1; : : : ; N .
For simplicity, we define
F (x) =
NX
i=1
fi(x); F
 = min
x2X
F (x); X = fx 2 X : F (x) = F g:
Throughout this chapter, we assume that X is nonempty and F  is finite. We need the
following assumption.
Assumption 2.1.1 Each function fi is L-Lipschitz with respect to l2-norm jj  jj.
Note that Assumption 2.1.1 implies the boundedness of subgradient for the function fi, i.e.,
jjgi(x)jj  L; 8gi(x) 2 @fi(x); x 2 X; i = 1; : : : ; N;where @fi(x) is the set of subgradients
for the function fi(x) (see e.g., [51]).
In this chapter, we develop distributed gradient-free schemes for problem (2.1), includ-
ing incremental-based gradient-free distributed methods and consensus-based gradient-free
distributed methods.
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2.1.2. Preliminaries
In this section we present some preliminaries, including network communication, consen-
sus averaging algorithm and Gaussian smoothing, which will be used in this chapter.
Network
Denote G = (V;E) as an undirected connected graph, where V = f1; : : : ; Ng and E 
f(i; j)ji; j 2 V; i 6= jg denote the set of vertices and edges, respectively. Each vertex of
the graph is referred to as an agent. The set of neighbors of agent i is denoted as N (i) :=
fjj(i; j) 2 Eg. The edge (i; j) 2 E indicates that agent i and agent j can establish a
bidirectional and noise-free communication link with each other.
Definition 2.1.1 A matrixW 2 RNN+ is said to be stochastic if the entries in each row sum
up to 1, i.e., for each i = 1; : : : ; N ,
PN
j=1Wij = 1. The matrix W 2 RNN+ is said to be
doubly stochastic ifW and its transposeW T are both stochastic.
The following are some examples of how to ensure in a distributed manner that the weight
matrix W satisfies Assumption 2.1.1 in the network. For more examples, we can refer to
[80, 36] and references therein.
Example 2.1.1 Max-degree weights [132]. Let
Wij =
8>>>><>>>>:
1
d+1
; i 6= j; (i; j) 2 E;
1  di
d+1
; i = j; (i; j) 2 E;
0; i 6= j; (i; j) =2 E;
where di is the degree of node i, and d = maxi di is the degree of the graph.
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Example 2.1.2 Metropolis-Hastings weights [132, 80]. Let
Wij =
8>>>><>>>>:
1
maxfdi;djg+1 ; i 6= j; (i; j) 2 E;
1 Pj2N (i) 1maxfdi;djg+1 ; i = j; (i; j) 2 E;
0; i 6= j; (i; j) =2 E:
Let W be a doubly stochastic matrix defined over a connected graph G = (V;E) with
jV j = N . For any positive integer k, we denote [W k]ji as the (j; i) entry of the matrix W k.
From the Perron-Frobenius theory [52], we have
jjW kei   1
N
1jj1 
p
N2(W )
k; (2.2)
where 2(W ) is the second largest eigenvalue ofW , 1 is a vector that all components are 1.
Gaussian smoothing
In order to address difficulty associated with the nonsmooth objective function, we con-
sider a smooth approximation of the objective function. It is well-known (see, e.g., [20]) that
the convolution of two functions is at least as smooth as the smoother of the two original
functions. In particular, letting  denote the density of a random variable with respect to
Lebesgue measure and f : Rn ! R be a nonsmooth function, we consider the following
function:
f (x) :=
Z
Rn
f(x+ y)(y)dy = EZ [f(x+ Z)];
where Z is a random variable with density . Since  is a density with respect to Lebesgue
measure, the function f  can be guaranteed to be differentiable (see [20]). Moreover, the
function f  is convex when f is convex. In addition, we have different choices of the
smoothing distribution . For example,  is uniform distributed on the l2-ball or l1-ball
(see [37]).
We use the Gaussian distribution in the convolution, and let u be n-dimensional standard
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Gaussian random vector and  > 0 be the smoothing parameter. Then, a smooth approxima-
tion of f is defined by
f(x) =
1
(2)
n
2
Z
Rn
f(x+ u)e 
1
2
jjujj2du = Eu[f(x+ u)]: (2.3)
The advantage of using normal random variables (e.g., opposed to Z uniform on l2-ball) is
that no normalization of Z is necessary.
In what follows, we give several lemmas, which will be needed in Sections 2.2 and 2.3.
Lemma 2.1.1 [90] Assume that f(x) is convex and L-Lipschitz onX , the following proper-
ties hold
(i) f(x)  f(x)  f(x) + pnL;
(ii) f(x) is convex and L-Lipschitz on X;
(iii) f(x) is continuously differentiable and the gradientrf(x) is given by
rf(x) = 1
(2)
n
2
Z
Rn
f(x+ u)  f(x)

ue 
1
2
jjujj2du;
(iv) For  > 0, define the following random gradient-free oracle:
~g(x) =
f(x+ u)  f(x)

u; (2.4)
then Eu[~g(x)] = rf(x);
(v) Eu[jj~g(x)jj]  nL, Eu[jj~g(x)jj2]  (n+ 4)2L2.
From Lemma 2.1.1, it can been seen that the function f can be viewed as a smooth
approximation of the function f . As expected, f is well-behaved when compared with f .
However, the bound Eu[~g(x)] is scaled as the dimension of the variable n, which can be
regarded as an additional penalty induced by the use of the gradient-free oracle.
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Lemma 2.1.2 [64] Assume that f(x) is convex and L-Lipschitz on X , then
f(x)  f(x)  rf(x)T (x  x) + pnL; 8x; x 2 X:
Lemma 2.1.3 (Supermartingale Convergence Theorem) [18] Let Yk, Zk, andWk; k = 0; 1; 2; : : :,
be three sequences of random variables and let Fk; k = 0; 1; 2; : : :, be sets of random vari-
ables such that Fk  Fk+1 for all k. Suppose that:
(1) The random variables Yk, Zk, and Wk are nonnegative, and are functions of the ran-
dom variables in Fk.
(2) For each k, we have E[Yk+1jFk]  Yk   Zk +Wk.
(3) There holds, with probability 1,
P1
k=0Wk <1.
Then, we have
P1
k=0 Zk < 1, and the sequence Yk converges to a nonnegative random
variable Y , with probability 1.
Lemma 2.1.4 [100] Let fkgk0 be a scalar sequence. If limk!1 k =  and 0 <  < 1,
then limk!1
Pk
l=0 
k ll = 1  .
2.2. Incremental gradient-free methods
In this section, we propose incremental-based gradient-free methods for solving problem
(2.1).
2.2.1. Cyclic incremental gradient-free method
We first propose a cyclic incremental gradient-free algorithm for solving problem (2.1),
then give the convergence results of the algorithm. Our method is based on the cyclic incre-
mental subgradient method [76, 19].
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Assuming that all agents are connected in a directed network with ring structure, we briefly
recall the cyclic incremental subgradient method: in each iteration time, agent i first receives
the iterate from agent (i   1), and updates the received estimate using a subgradient of its
own objective function fi; the updated iterate is then communicated to the next agent in the
cycle.
We are interested in the case where the subgradient evaluations of the agents are unavail-
able or prohibitive. Formally, our cyclic incremental gradient-free (CIGF, for short) algo-
rithm is described as follows: choose an initial point x0 2 X , for k  0, do
z0;k+1 = zN;k = xk; (2.5)
zi;k+1 = X [zi 1;k+1   k+1~gi;k+1(zi 1;k+1)]; i = 1; : : : ; N; (2.6)
where fk+1gk0 is a sequence of positive stepsize chosen suitably and X denotes Eu-
clidean projection onto the set X . The vector xk is the estimate at the end of cycle k, zi;k+1
is the intermediate estimate obtained after agent i updates in (k+1)st cycle, ~gi;k+1(zi 1;k+1)
is the gradient-free oracle computed by (2.4) as follows:
~gi;k+1(zi 1;k+1) =
fi(zi 1;k+1 + iui;k+1)  fi(zi 1;k+1)
i
ui;k+1;
where ui;k+1 is an i.i.d. random vector generated by Gaussian random vector generator,
i > 0 is the smoothness parameter.
In terms of (2.5) and (2.6), Algorithm CIGF generates a random sequence fxkgk1. De-
note the -field U ik+1 generated by the entire history of the random variables uj;l to iterations
(k + 1), i.e.,
U ik+1 = f(uj;l)jj = 1; : : : ; i; l = 1; : : : ; k + 1g; i = 1; : : : ; N:
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To simplify notation, we assume that i   for all i = 1; : : : ; N . Next we study the
convergence properties of Algorithm CIGF.
For any stepsize rules, we firstly establish a lemma to reveal a basic relation for the iterates
generated by Algorithm CIGF, which plays a key role in our subsequent analysis. All the
results and proofs in this section parallel those of the incremental subgradient method (see
e.g., [76, 19]). The essential difference is that we only use the evaluation of the agents’
function values rather than the subgradients.
Lemma 2.2.1 Let fxkgk1 be the sequence generated by Algorithm CIGF and 1 = 1 +
(n + 4)2=N . For any non-increasing sequence fkgk1 of positive stepsizes, and for any
 > 0; y 2 X , we have
E[jjxk+1   yjj2jUNk ]  jjxk   yjj2   2k+1(F (xk)  F (y)) + 2k+11N2L2 + 2k+1
p
nNL:
(2.7)
Proof. Using the iterate update (2.6) and the nonexpansion property of the projection X ,
we have for any y 2 X ,
jjzi;k+1   yjj2 = jjX [zi 1;k+1   k+1~gi;k+1]  yjj2  jj(zi 1;k+1   y)  k+1~gi;k+1jj2
= jjzi 1;k+1   yjj2   2k+1~gTi;k+1(zi 1;k+1   y) + 2k+1jj~gi;k+1jj2:
Taking the expectations in U i 1k+1, we further obtain
E[jjzi;k+1   yjj2jU i 1k+1]  jjzi 1;k+1   yjj2   2k+1E[~gi;k+1jU i 1k+1]T (zi 1;k+1   y)
+2k+1E[jj~gi;k+1jj2jU i 1k+1]:
Using Lemma 2.1.1 and letting f = fi; x = zi 1;k+1; x = y in Lemma 2.1.2, the above
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relation yields
E[jjzi;k+1   yjj2jU i 1k+1]  jjzi 1;k+1   yjj2   2k+1(fi(zi 1;k+1)  fi(y))
+2k+1(n+ 4)
2L2 + 2k+1
p
nL:
Summing the above inequality over i = 1; : : : ; N , we have for any y 2 X ,
E[jjxk+1   yjj2jUNk+1]
 jjxk   yjj2   2k+1
PN
i=1(fi(zi 1;k+1)  fi(y)) + 2k+1(n+ 4)2NL2 + 2k+1
p
nNL
= jjxk   yjj2   2k+1(F (xk)  F (y))  2k+1
PN
i=1(fi(zi 1;k+1)  fi(xk))
+2k+1(n+ 4)
2NL2 + 2k+1
p
nNL:
We now estimate the term
PN
i=1(fi(zi 1;k+1)   fi(xk)) in the preceding relation. By using
Assumption 2.1.1 and the iterate updates (2.5) and (2.6), we have
PN
i=1(fi(xk)  fi(zi 1;k+1)) 
PN
i=1 Ljjzi 1;k+1   xkjj  L
PN
i=1 jj
Pi 1
j=1(zj;k+1   zj 1;k+1)jj
 LPNi=1(i  1)k+1L = k+1N(N 1)2 L2  k+1N22 L2:
By combining the preceding relations and letting 1 = 1 + (n + 4)2=N , we can obtain the
desired result. 4
We first consider the case with a constant stepsize rule.
Theorem 2.2.1 Let fxkgk1 be the sequence generated by Algorithm CIGF, with a constant
stepsize rule, i.e., k =  > 0 for all k  1. Then, we have
lim inf
k!1
E[F (xk)]  F   1N
2L2
2
+ 
p
nNL: (2.8)
Proof. By contradiction, suppose that the result of the theorem does not hold, there exists an
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 > 0 and an index k > 0 such that for all k  k,
E[F (xk)]  F   1N
2L2
2
+ 
p
nNL+ :
Letting y = x; k+1 =  in (2.7) and then taking all expectations, this implies
E[jjxk+1   xjj2]  E[jjxk   xjj2]  2(E[F (xk)]  F ) + 21N2L2 + 2
p
nNL:
By combining the above relations, we have
E[jjxk+1   xjj2]  E[jjxk   xjj2]  2(k   k);
which cannot hold for k sufficiently large. Hence, (2.8) must hold. 4
Let K represent the number of cycles. The following theorem provides an estimate of K,
required to reach a given level of optimality up to an error tolerance. Let the notation dae
stand for the smallest integer greater than or equal to a 2 R.
Theorem 2.2.2 Let fxkgk1 be the sequence generated by Algorithm CIGF, with a constant
stepsize rule, i.e., k =  > 0 for all k  1. Then, for any  > 0, we have
min
1kK
E[F (xk)]  F   1N
2L2
2
+ 
p
nNL+

3
; (2.9)
whereK = d3jjx0   xjj2=(2)e.
Proof. Suppose that (2.9) dose not hold, then for all k with 1  k  K, we have
E[F (xk)]  F   1N
2L2
2
+ 
p
nNL+

3
:
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Letting y = x; k+1 =  in (2.7) and taking all expectations, give rise to
E[jjxk+1   xjj2]  E[jjxk   xjj2]  2
3
;
Summation of the above inequalities over k for k = 0; : : : ; K, gives
E[jjxK+1   xjj2]  jjx0   xjj2   2(K + 1)
3
;
which contradicts to the definition of K. 4
Remark 2.2.1 According to the iterates (2.5) and (2.6), every cycle requires N subitera-
tions, so the total number Kc of component functions that must be evaluated in order for
satisfying (2.9) is given by Kc = NK = N d3jjx0   xjj2=(2)e : In Theorem 2.2.2, for
any given  > 0, if we choose the smoothness parameter  and the constant stepsize 
satisfied:
  =(3pnNL);   2=(31N2L2); (2.10)
we can achieve min1kK E[F (xk)]  F   . This implies that the total number of neces-
sary iterations is
Kc(; n;N) = O(n2N3L2=2): (2.11)
Note that this iteration complexity bound (2.11) of the proposed Algorithm CIGF is inO(n2)
times worse than that of the cyclic incremental subgradient method proposed in [75, 76, 19].
This can be explained by the upper bound E[~gi]  nL provided by Lemma 2.1.1 (v), which
is different from the subgradient upper bound jjgijj  L; 8gi 2 @fi provided in [75, 76, 19].
When N >> n (means that 1 trends to 1), both algorithms share almost the same iteration
complexityO(N3L2=2). However, our method is only required the evaluation of the function
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values rather than subgradients. When N = 1, the method reduces to the case considered in
[90].
We now consider a convergence result for a diminishing stepsize case.
Theorem 2.2.3 Let fxkgk1 be the sequence generated by Algorithm CIGF, with a dimin-
ishing stepsize rule satisfied k > 0, limk!1 k = 0 and
P1
k=1 k =1. Then,
lim inf
k!1
E[F (xk)] = F
: (2.12)
Proof. By contradiction, suppose that (2.12) does not hold, then there exists an  > 0 and an
index k > 0 such that for all k  k,
E[F (xk)]  F   2:
Letting y = x in (2.7) and taking all expectations, we obtain
E[jjxk+1   xjj2]  E[jjxk   xjj2]  2k+1(E[F (xk)]  F ) + 2k+11N2L2 + 2k+1
p
nNL:
Taking a  > 0 such that   =(2pnNL) in the above inequality and then combining the
preceding relations, we have
E[jjxk+1   xjj2]  E[jjxk   xjj2]  2k+1+ 2k+11N2L2:
Since limk!1 k = 0, without loss of generality, we may assume that k is large enough
such that
k+1  =(1N2L2); 8k  k:
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Thus, for all k  k, we have
E[jjxk+1   xjj2]  E[jjxk   xjj2]  k+1      E[jjxk   xjj2]  
kX
l=k
l+1;
which cannot hold for k sufficiently large due to the condition
P1
k=1 k =1. Hence, (2.12)
holds. 4
2.2.2. Randomized incremental gradient-free method
Based on the randomized incremental subgradient method developed in [76, 19], we first
propose a randomized incremental gradient-free algorithm, then give the convergence anal-
ysis of the algorithm under different stepsize rules.
Now assuming that the network of agents is fully connected, we consider an incremental
algorithm where the agent (only known its component function value) that updates is selected
randomly at each iteration. Formally, the randomized incremental gradient-free (RIGF, for
short) algorithm is given as follows: choose an initial point x0 2 X , for k  0, do
xk+1 = X [xk   k+1~g!k+1(xk)]; (2.13)
where f!k+1g is a sequence of independent random variables, each uniformly distributed
over the set of agents f1; : : : ; Ng, and ~g!k+1(xk) is the gradient-free oracle of the component
function f!k+1 computed by
~g!k+1(xk) =
f!k+1(xk + !k+1u!k+1)  f!k+1(xk)
!k+1
u!k+1 ;
where u!k+1 is an i.i.d. random vector generated by Gaussian random vector generator,
!k+1 > 0 is the smoothness parameter. For the simplified notation, we assume that !k+1 
 for all !k+1. Denote the -field Fk+1 generated by the entire history of the random vari-
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ables u!k+1 and xk+1 to iterations (k + 1).
We first deal with the case of a constant stepsize.
Theorem 2.2.4 Let fxkgk1 be the sequence generated by Algorithm RIGF, with a constant
stepsize rule, i.e., k =  > 0 for all k  1. Then, with probability 1, we have
inf
k1
F (xk)  F   2NL
2
2
+ 
p
nNL: (2.14)
where 2 = (n+ 4)2.
Proof. By adapting the proof of Lemma 2.2.1 to the case where fi is replaced by f!k+1 , for
any y 2 X and k  1, we have
E[jjxk+1   yjj2jFk+1]
 jjxk   yjj2   2k+1E[f!k+1(xk)  f!k+1(y)jFk+1] + 2k+1(n+ 4)2L2 + 2k+1
p
nL
= jjxk   yjj2   2k+1
NX
i=1
1
N
(fi(xk)  fi(y)) + 2k+1(n+ 4)2L2 + 2k+1
p
nL
= jjxk   yjj2   2k+1
N
(F (xk)  F (y)) + 2k+12L2 + 2k+1
p
nL; (2.15)
where in the first equality we use the fact that !k+1 takes the values 1; : : : ; N with equal
probability 1=N , in the second equality we let 2 = (n + 4)2. Similar to the proof of
Proposition 3.1 in [76], for a fixed positive scalar , we construct the following level set:
L = fx 2 X jF (x) < F  + 2

+
2NL
2
2
+ 
p
nNLg;
and let y 2 X be such that F (y) = F  + 1 . Obliviously, y 2 L by construction. Define
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a sequence fx^kg as follows:
x^k+1 =
8><>: xk+1; if x^k =2 L;y; otherwise:
Thus, the process fx^kg is identical to the process fxkg, except that once xk enters the level
set L , the process terminates with x^k = y . Letting y = y and k+1 =  in (2.15), we
have
E[jjx^k+1   yjj2jFk+1]  jjx^k   yjj2   2
N
(F (x^k)  F (y)) + 22L2 + 2
p
nL
 jjx^k   yjj2   k+1; (2.16)
where
k+1 =
8><>:
2
N
(F (x^k)  F (y))  22L2   2
p
nL; if x^k =2 L;
0; if x^k = y:
Now we show that k+1  0. If x^k =2 L , by the definition of k+1, we have
k+1  2
N
(F  +
2

+
2NL
2
2
+ 
p
nNL  F    1

)  22L2   2
p
nL =
2
N
:
Hence, k+1  0 for all k. By (2.16) and the Supermartingale Convergence Theorem (see,
Proposition 2 in [18]), with probability 1, we obtain
P1
k=0 k+1  1, which implies that
x^k 2 L for sufficiently large k. By letting  !1, we can obtain (2.14). 4
Similar to the proof of Theorem 2.2.2, we can obtain the following estimate on the ex-
pected number of iterations for Algorithm RIGF.
Theorem 2.2.5 Let fxkgk1 be the sequence generated by Algorithm RIGF, with a constant
stepsize rule, i.e., k =  > 0 for all k  1. Then, for any  > 0, with probability 1, we
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have,
min
1kKr
F (xk)  F   2NL
2
2
+ 
p
nNL+

3
; (2.17)
whereKr is a random variable with E[Kr]  3N jjx0   xjj2=(2).
Remark 2.2.2 For any given  > 0, if we choose the smoothness parameter  and the
constant stepsize  in Theorem 2.2.5 such that:
  =(3pnNL);   2=(32NL2);
we can achieve min1kKr F (xk)   F   , which implies that the expected number of
iterations is at most
E[Kr(; n;N)] = O(n2N2L2=2): (2.18)
By compared the bounds (2.18) with (2.11), Algorithm RIGF is much faster than Algorithm
CIGF (a factor of N ) in the sense of expectation. In addition, due to the replacement of sub-
gradient by using only the evaluation of the objective function values, the iteration complex-
ity of our algorithm RIGF is in O(n2) times worse than that of the randomized incremental
subgradient method proposed in [75, 76, 19].
In parallel with the result of Theorem 2.2.3, we give the following convergence result for a
diminishing stepsize case, whose proof is similar to the proof of Theorem 2.2.3 and omitted
here.
Theorem 2.2.6 Let fxkgk1 be the sequence generated by Algorithm RIGF, with a dimin-
ishing stepsize rule satisfied k > 0, limk!1 k = 0 and
P1
k=1 k = 1. Then, with
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probability 1, we have
lim inf
k!1
F (xk) = F
: (2.19)
2.2.3. Numerical experiments
In this subsection, we illustrate some experimental results on the convergence behaviors
of the proposed incremental gradient-free algorithms as a function of number of agents N
as well as the dimension of the agent n. The comparisons between our algorithms and the
cyclic incremental subgradient (CISG, for short) algorithm and the randomized incremental
subgradient (RISG, for short) algorithm proposed in [76] under the same stepsize updating
rules are also presented.
Consider a robust linear l1-regression problem commonly studied in system identification
[96]. Specifically, given N pairs of the form (ai; bi) 2 Rn R, we want to estimate a vector
x 2 Rn such that aTi x t bi. The linear l1-regression problem can be formulated as follows:
min
x2Rn
F (x) :=
NX
i=1
jaTi x  bij; s.t. jjxjj  R; (2.20)
where jjxjj  R is the l2 norm constraint. Clearly, fi(x) = jaTi x   bij is non-differentiable
at any point with aTi x = bi. However, fi(x) is convex and L-Lipschitz by setting L =
maxi jjaijj.
For a given network size N , we generate a random instance of a regression problem with
N data points. In all tests, we set R = 10 and choose the parameter  that satisfies (2.10).
We first consider the constant stepsize case by setting  = 0:001, dimensions of the
agent n = 1 or 4 and number of agents N = 100 or 500. Figure 5.1 depicts the value of
F (xk) F  versus the number of cyclesK by using algorithms CIGF and CISG, Figure 2.2
plots the value of F (xk)  F  versus the number of iterationsKr by using algorithms RIGF
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Figure 2.1.: Function value error versus number of cycles K with a constant stepsize  =
0:001:
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Figure 2.2.: Function value error versus number of iterations Kr a constant stepsize  =
0:001:
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Figure 2.3.: (a) Function value error versus number of cycles K with diminishing step-
size choices: 1(k) = 1=(m(k   1) + i); 2(k) = 1=(m(k   1) + i) 23 ; k =
0; 1; : : : ; i = 1; : : : ;m; (b) Function value error versus number of iterations Kr
with diminishing stepsize choices: 1(k) = 1=k; 2(k) = 0:1=k
2
3 ; k = 1; 2; : : :.
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Figure 2.4.: For a fixed target accuracy  = 0:01 and a constant stepsize 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number of iterationsKc versus dimension of the agent n; (b) number of iterations
Kc versus number of agents N .
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and RISG. From both figures, we can clearly see that all algorithms can achieve good conver-
gence results. By comparison, we find that our algorithms CIGF and RIGF can converge to a
better suboptimal value than that of algorithms CISG and RISG, although algorithms CIGF
and RIGF require more iterations than algorithms CISG and RISG. More importantly, our al-
gorithms illustrate much smaller oscillation than algorithms CISG and RISG under the same
setting with the constant stepsize. This can be explained that our algorithms CIGF and RIGF
are based on a smooth approximation of original objective functions, but subgradient-based
algorithms CISG and RISG may often suffer from the case that F (xk+1)  F (xk). Finally,
in contrast to subgradient-based algorithms, our algorithms do without the calculation of
subgradient. They depend only on the evaluation of function values, which are preferred by
practical engineers. This is because for nonsmooth optimization problems, some substantial
efforts of the computation of the subgradient require a certain knowledge of convex analysis.
To illustrate the incremental gradient-free method with the diminishing stepsize rule, we
fix N = 100 and n = 2, and consider two diminishing stepsize cases as 1=k and 1=k2=3.
Figure 2.3 plots the value of F (xk) F  versus number of iterations under these diminishing
stepsize choices. It can been observed from Figure 2.3 that all algorithms can achieve the
good convergence, but all of them are sensitive to the choice of diminishing stepsizes. The
performance of achieving the optimal value for algorithms chosen the stepsize 1=k is much
better that of algorithms chosen the stepsize 1=k2=3. Under the choice of the stepsize 1=k,
the convergence performance of our algorithms CIGF and RIGF is slightly better than that
of algorithms CISG and RISG.
In Figure 2.4, we present the actual behaviors of algorithm CIGF related to the dimension
of agents n and number of agentsN with a pre-fixed target accuracy  = 0:01 and a constant
stepsize  = 0:001. In each panel, each point on the heavy red curve is the average of 20
trials for algorithm CIGF, on the dotted blue curve is the average of 20 trials for algorithm
CISG, and the vertical bars are the corresponding standard errors. Figure 2.4(a) shows the
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value ofKc(; n;N) for algorithm CIGF versus dimensions of the agent for a fixed number of
agents N = 100. The value of Kc(; n;N) increases dramatically as n increases when com-
pared with the number of iterations required by algorithm CISG. This is becauseKc(; n;N)
obtained in (2.11) for the fixed  and N , which is at most O(n2) times worse than that of
algorithm CISG. Figure 2.4(b) depicts the value of Kc(; n;N) versus the number of agents
N for a fixed dimension of the agent n = 2. In Figure 2.4(b), some small fluctuations on
the number of iterations for both algorithms arise as N increases. The number of iterations
Kc(; n;N) of algorithm CIGF is slightly greater than that of algorithm CISG. This is be-
cause we fix the dimension of the agent n = 2, thus, the number of iterations for algorithm
CIGF is at most n2 = 4 times worse than that of algorithm CISG according to the given
estimate given (2.11) in theory. These results show the excellent agreement of the empirical
behavior with our theoretical predictions.
2.3. Consensus gradient-free method
In this section, we propose a consensus-based gradient-free method for problem (2.1), in
which we replace fi by fi=N .
2.3.1. The algorithm
Our algorithm is based on Nesterov’s recent random gradient-free algorithm [90], de-
signed for minimization of (potentially nonsmooth) convex functions f(x) : Rn ! R sub-
ject to the constraint x 2 X . We begin by describing the standard version of this algorithm
and then discuss the extensions for the distributed setting of interest in this part.
Centralized gradient-free algorithm
The random gradient-free algorithm generates a sequence of iterates according to the fol-
lowing steps. At time step k of the algorithm, it first generates a random vector uk by Gaus-
sian random vector generator and call the gradient-free oracle for computing ~gk = ~g(xk) by
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(2.4), and then performs the update
xk+1 = X [xk   k~gk]; (2.21)
where fkgk0 is a sequence of positive steps chosen suitably. X is an Euclidean projection
operator, defined by
X [z] = argminx2X jjx  zjj; 8z 2 Rn:
Noting that the Euclidean projection operator has the non-expansive property on a nonempty,
closed and convex set X , that is,
jjX [z]  X [w]jj  jjz   wjj; 8z; w 2 Rn: (2.22)
In light of (2.21), the algorithm generates a random sequence fxkgk0. Denote by
Uk = (u0; : : : ; uk)
a random vector composed by i.i.d. variables fukgk0 attached to each iteration of the
scheme. Next we show that a simple analysis of the convergence of the above proce-
dure (2.21) allows us to relate it to the following distributed algorithm we describe. Now
we suppose that X is compact on Rn and denote by D the diameter of X , i.e. D =
maxx;y2X jjx  yjj <1.
Lemma 2.3.1 Let fxkgk0 be generated by the scheme (2.21). For any non-increasing se-
quence fkgk0 of positive stepsizes, and for any x 2 X , we have
KX
k=1
rf(xk)T (xk   x)  D
2
2K
+
(n+ 4)2L2
2
KX
k=1
k:
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Proof. By (2.21) and (2.22), we have
jjxk+1   xjj2 = jjX [xk   k~gk]  xjj2  jj(xk   x)  k~gkjj2
= jjxk   xjj2   2k~gTk (xk   x) + 2kjj~gkjj2:
That is to say
~gTk (xk   x) 
jjxk   xjj2   jjxk+1   xjj2
2k
+
kjj~gkjj2
2
:
Summing up the inequalities above leads to
PK
k=1 ~g
T
k (xk   x) 
PK
k=1[
jjxk xjj2 jjxk+1 xjj2
2k
+ kjj~gkjj
2
2
]
= jjx1 xjj
2
21
  jjxK+1 xjj2
2K
+ 1
2
PK
t=2(
1
k
  1
t 1
)jjxk   xjj2 + 12
PK
k=1 kjj~gkjj2
 jjx1 xjj2
21
+ 1
2
PK
t=2(
1
k
  1
t 1
)jjxk   xjj2 + 12
PK
k=1 kjj~gkjj2
 D2
21
+ 1
2
PK
t=2(
1
k
  1
t 1
)D2 + 1
2
PK
k=1 kjj~gkjj2 = D
2
2K
+ 1
2
PK
k=1 kjj~gkjj2:
Taking the expectation in Uk and combing Lemma 2.1.1, we can get
PK
k=1rf(xk)T (xk   x)  D
2
2K
+ 1
2
PK
k=1 kE[jj~gkjj2]  D
2
2K
+ (n+4)
2L2
2
PK
k=1 k:
4
Consensus distributed random gradient-free algorithm
To solve problem (2.1) with its inherent decentralized information access, we now con-
sider an appropriate and novel extension of Nesternov’s random gradient-free algorithm to
the distributed setting. The iterations are distributed accordingly among the agents, whereby
each agent i is minimizing its private convex objective fi over the setX and locally exchang-
ing the information with its neighbors based on a weight matrix P . To model this weighting
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process, we use the following standard assumption on these weights (see also [36]):
Assumption 2.3.1 Assume P is a doubly stochastic matrix.
At each iteration k, the algorithm maintainsN pairs of vectors (zi;k; xi;k), with the ith pair
associated with agent i. Each agent i 2 V computes an element ~gi;k by the gradient-free
oracle of the local function fi(x) at x = xi;k, and receives information about the parameters
fzj;k : j 2 N (i)g associated with agents j in its neighborhood N (i) := fj 2 V j(i; j) 2 Eg.
Its update of the current estimated solution xi;k is based on a convex combination of these
parameters. More specifically, given the non-increasing sequence fkg of positive stepsizes,
each agent i 2 V performs the updates
zi;k+1 =
NX
j=1
Pjizj;k   k~gi;k and xi;k+1 = X [zi;k+1]; (2.23)
where the projection X was defined previously. Thus, agent i computes the new gradient-
free oracle averaging parameter zi;k+1 from a weighted average of its own gradient-free ora-
cle with a stepsize and the parameters fzj;k : j 2 N (i)g in its neighborhood N (i), and then
computes the next local iterate xi;k+1 by a projection X .
Remark 2.3.1 We call the algorithm (2.23) proposed here as the distributed gradient-free
averaging (DGFA, for short) algorithm. This algorithm differs from the distributed dual
averaging algorithm described in [36], where the proximal projection is used rather than the
Euclidean projection. Also, in contrast to the distributed subgradient algorithms described
in [79, 100], DGFA maintains a gradient-free averaging variable in zi;k+1, which is updated
using zj;k as opposed to the primal feasible variables xi;k. Finally, key to achieving the
convergence for DGFA is the locally gradient-free oracle (~gi;k) information exchange among
fi; i 2 V . It is interesting that ~gi;k is a gradient-approximate of fi while fi is smoothed
approximately by the smoothing function fi , see (2.3).
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2.3.2. Rate analysis of convergence
Disagreement estimates
The agent disagreements are typically thought of as the norms jjxi;k   xj;kjj of the dis-
crepancy between the iterates xi;k and xj;k generated by different agents according to (2.23).
Alternatively, the agent disagreements can be measured with respect to two auxiliary se-
quences fzkgk0 and fxkgk0, which we define as follows:
zk :=
1
N
NX
i=1
zi;k and xk := X [zk]: (2.24)
In particular, we study the behavior of jjzk zi;kjj and provide a basic estimate for jjxk xi;kjj.
Lemma 2.3.2 Let Assumptions 2.1.1 and 2.3.1 hold. Assume that the sequence fzi;kgk0 is
generated by (2.23). Then, for any non-increasing sequence fkgk0 of positive stepsizes,
all i 2 V and k  0, we have
E[jjzk+1   zi;k+1jj] 
p
N2(P )
k+1maxi2V E[jjzi;0jj]
+
p
NnL
Pk
s=1 s 12(P )
k s+1 + 2nLk:
Proof. From the update (2.23), we rewrite recursively
zi;k+1 =
NX
j=1
[P k+1]jizj;0  
kX
s=1
NX
j=1
[P k s+1]jis 1~gj;s 1   k~gi;k: (2.25)
According to the update of zi;k+1 defined in (2.23) and making use of the doubly stochasticity
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of the weights P , we can rewrite zk+1 as follows:
zk+1 =
1
N
PN
i=1 zi;k+1 =
1
N
PN
i=1[Pjizj;k   k~gi;k]
= 1
N
PN
j=1 zj;k
PN
i=1 Pji   1N
PN
i=1 k~gi;k = zk   1N
PN
i=1 k~gi;k
= z0   1N
Pk+1
s=1
PN
j=1 s 1~gj;s 1:
Therefore,
zk+1 =
1
N
NX
j=1
zj;0   1
N
k+1X
s=1
NX
j=1
s 1~gj;s 1: (2.26)
Combining (2.26) and (2.26), we have
jjzk+1   zi;k+1jj = jj  
PN
j=1([P
k+1]ji   1N )zj;0
+
Pk
s=1
PN
j=1([P
k s+1]ji   1N )s 1~gj;s 1
+k(~gi;k   1N
PN
j=1 ~gj;k)jj
PNj=1 j[P k+1]ji   1N jjjzj;0jj
+
Pk
s=1
PN
j=1 s 1j[P k s+1]ji   1N jjj~gj;s 1jj
+kjj~gi;k   1N
PN
j=1 ~gj;kjj:
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Taking the expectation in Uk+1 of the above inequality gives rise to
E[jjzk+1   zi;k+1jj] 
PN
j=1 j[P k+1]ji   1N jE[jjzj;0jj]
+
Pk
s=1
PN
j=1 s 1j[P k s+1]ji   1N jE[jj~gj;s 1jj]
+k(E[jj~gi;kjj] + 1N
PN
j=1 E[jj~gj;kjj]):
Making use of Lemma 2.1.1 and (2.2), we obtain
E[jjzk+1   zi;k+1jj]  maxj2V E[jjzj;0jj]jjP k+1ei   1N jj1
+nL
Pk
s=1 s 1jjP k s+1ei   1N jj1 + 2nLk
 pN2(P )k+1maxi2V E[jjzi;0jj]
+
p
NnL
Pk
s=1 s 12(P )
k s+1 + 2nLk:
4
Next we provide a bound on the expected disagreement E[jjxk+1  xi;k+1jj] for the nondi-
minishing stepsize. We later use this bound to provide an estimate for the algorithm’s per-
formance in the sense of expectation. The bound is given in the following theorem.
Theorem 2.3.1 Let Assumptions 2.1.1 and 2.3.1 hold. If the stepsize fkg satisfies limk!1 k =
 for some   0, then, for all i 2 V ,
lim
k!1
E[jjxk+1   xi;k+1jj]  nL
" p
N
1  2(P ) + 2
#
:
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Proof. Since xk+1 = X [zk+1], xi;k+1 = X [zi;k+1] and (2.22), we have
jjxk+1   xi;k+1jj = jjX [zk+1]  X [zi;k+1]jj  jjzk+1   zi;k+1jj:
Thus, by taking the expectation in Uk+1 of the above inequality, we obtain
E[jjxk+1   xi;k+1jj]  E[jjzk+1   zi;k+1jj]:
In addition, the conditions of Lemma 2.3.2 are satisfied. Then, it follows from Lemma 2.3.2
that for all i 2 V and all k,
E[jjxk+1   xi;k+1jj] 
p
N2(P )
k+1max
i2V
jjzi;0jj+
p
NnL
kX
s=1
s 12(P )k s+1 + 2nLk:
(2.27)
From Lemma 2.1.4 and 0 < 2(P ) < 1, we can obtain the result by letting k ! 1 in the
preceding relation. 4
When the stepsize is diminishing (i.e., = 0), the result of Theorem 2.3.1 implies that the
expected disagreements E[jjxk+1   xi;k+1jj] converge to 0 for all i 2 V . We formally state
this as a corollary.
Corollary 2.3.1 Let the conditions of Theorem 2.3.1 hold with  = 0. Then, for all i 2 V ,
lim
k!1
E[jjxk+1   xi;k+1jj] = 0.
Now we consider the case of a constant stepsize for its simplicity, i.e., for all k, k =  
0. Thus, it needs not to be coordinated among agents. Without loss of generality, we simply
assume that for all i 2 V , zi;0 = 0. Thereby, the following result can be obtained.
Corollary 2.3.2 Let the conditions of Theorem 2.3.1 hold with a constant stepsize sequence
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k = ; k = 1; 2; : : :. Then, for all i 2 V ,
E[jjxk+1   xi;k+1jj] < 3
p
NnL
1  2(P ) :
Proof. From (5.12) and 0 < 2(P ) < 1, we have
E[jjxk+1   xi;k+1jj] 
p
NnL
Pk
s=1 2(P )
k s+1 + 2nL
 pNnL2(P ) [2(P )]k+1
1 2(P ) + 2nL
< nL(
p
N+2)
1 2(P )  3
p
NnL
1 2(P ) :
The desired result is followed. 4
Results of convergence rate
In the sequel, we show the convergence of the local sequence to the optimum of problem
(2.1) via the running local average:
x^i;K =
1
K
KX
k=1
xi;k: (2.28)
Note that the average vector, x^i;K , admits the following simple recursion,
x^i;K+1 = (1  1
K + 1
)x^i;K +
1
K + 1
xi;K+1:
The important implication is that each agent can access the running average locally and does
not need to store all previous iterates to obtain x^i;K+1.
We start with a result on the convergence of the distributed gradient-free averaging algo-
rithm that provides a decomposition of the error into an optimization term, a smoothing term
and the cost associated with network communication.
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Theorem 2.3.2 Suppose that Assumptions 2.1.1 and 2.3.1 hold. Let the sequences fzi;kgk0
and fxi;kgk0 be generated by (2.23) with a non-increasing sequence fkgk0 of positive
stepsizes. For any x 2 X and for all i 2 V , we have
E[F (x^i;K)]  F (x)  D
2
2KK
+
(n+ 4)2L2
2K
KX
k=1
k + 
p
nL
+
L
K
KX
k=1
 
n+ 1
N
NX
j=1
E[jjxj;k   xkjj] + E[jjxi;k   xkjj]
!
:
(2.29)
Proof. Since F (x) is convex on X ,
F (x^i;K)  F (x)  1
K
KX
k=1
F (xi;k)  F (x) = 1
K
KX
k=1
[F (xi;k)  F (x)]:
By Assumptions 2.1.1, 2.3.1, and the triangle inequality, we have
PK
k=1[F (xi;k)  F (x)]
=
PK
k=1[F (xk)  F (x) + F (xi;k)  F (xk)]
PKk=1[F (xk)  F (x)] +PKk=1 Ljjxi;k   xkjj
PKk=1 1N PNi=1[fi(xi;k)  fi(x)] +PKk=1 1N PNi=1[fi(xk)  fi(xi;k)] +PKk=1 Ljjxi;k   xkjj

KX
k=1
1
N
NX
i=1
[fi(xi;k)  fi(x)]| {z }
A1
+
PK
k=1
1
N
PN
i=1 Ljjxi;k   xkjj+
PK
k=1 Ljjxi;k   xkjj:
69
For the first summand, using Lemmas 2.1.1, 2.1.2 and 2.3.1, we obtain
A1 =
PK
k=1
1
N
PN
i=1[fi(xi;k)  fi(x)]
PKk=1 1N PNi=1[rf i(xi;k)T (xi;k   x) + pnL]
PKk=1 1N PNi=1rf i(xi;k)T (xk   x) +PKk=1 1N PNi=1rf i(xi;k)T (xi;k   xk) + pnLK
PKk=1[ 1N PNi=1rf i(xi;k)]T (xk   x) +PKk=1 1N PNi=1 E[jj~gi;kjj]jjxi;k   xkjj+ pnLK
 D2
2K
+ (n+4)
2L2
2
PK
k=1 k +
PK
k=1
1
N
PN
i=1 nLjjxi;k   xkjj+ 
p
nLK:
Collecting now all the partial results and bounds gives rise to
F (x^i;K)  F (x)  D22KK +
(n+4)2L2
2K
PK
k=1 k + 
p
nL
+ L
K
PK
k=1[
(n+1)
N
PN
j=1 jjxj;k   xkjj+ jjxi;k   xkjj]:
Taking the expectation of the above inequality, the desired results are followed. 4
Theorem 2.3.2 shows that afterK steps of the algorithm, every agent has access to a locally
defined quantity such that the difference is upper bounded by a sum of five terms. The first
two terms in (2.29) are standard optimization error and the third term is the smoothing error.
The last two terms captures the network error due to the discrepancy at different agents of this
network. Theorem 2.3.2 can guarantees that as long the bound on the deviation jjxi;k   xkjj
is tight enough and the smoothing error is small enough, for a appropriately chosen stepsize,
the error of F (x^i;K) F (x) is small uniformly in the sense of expectation across all agents,
and asymptotically approaches zero.
The following result shows that the convergence rate of the distributed gradient-free av-
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eraging algorithm is controlled by the dimension of the agent n and the network size N as
well as the spectral gap 1  2(P ).
Theorem 2.3.3 Let Assumptions 2.1.1 and 2.3.1 hold. For any  > 0, if we choose the
smoothness parameter , the stepsize k and the iterationK as follows:
 =

2L
p
n
; k =
D
p
1  2(P )
3L(n+ 4) 4
p
N
p
K
; t = 1; 2; : : : ; T; (2.30)
K =
36D2L2(n+ 4)2
p
N
2(1  2(P )) ; (2.31)
and let the sequences fzi;kgk0 and fxi;kgk0 be generated by (2.23), then, for any x 2 X
and for all i 2 V ,
E[F (x^i;K)]  F (x)  :
Proof. It is a straight result from Theorem 2.3.2 and Corollary 2.3.2. 4
Remark 2.3.2 From Theorem 2.3.3, we can obtain the following estimate, for any x 2 X
and for all i 2 V ,
E[F (x^i;K)]  F (x) = O
 
np
1  2(P )
4
p
Np
K
!
: (2.32)
Note that this complexity bound (2.32) is in O(n) times worse than the complexity bound of
the distributed subgradient methods in [79, 36]. This can be explained by the upper bound
E[~gi]  nL; 8i 2 V provided by Lemma 2.1.1 (v), which is different from the subgradient
upper bound jj@fijj  L; 8i 2 V provided in [79, 36]. However, we have removed the
logarithmic factor log(K) presented in [36] due to using different bounding technique. In
addition, Theorem 2.3.3 implies that at most
KP (;N; n) = O
 
1
2
n2
p
N
1  2(P )
!
(2.33)
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iterations are required to achieve an -accurate solution when using communication matrix
P under Assumption 2.3.1.
2.3.3. Numerical experiments
We report and illustrate some experimental results on the convergence behaviors of the
distributed gradient-free averaging algorithm as a function of the graph structure and number
of agents N as well as the dimension of the agents n. Then the comparisons between our
proposed algorithm and the subgradient-based distributed algorithm (SGA) in [79] under the
same updating strategy are presented.
We consider a robust linear l1-regression problem commonly studied in system identifi-
cation [13]. Specifically, given N pairs of the form (ai; bi) 2 Rn  R and want to estimate
a vector x 2 Rn such that aTi x t bi. The linear l1-regression problem can be proposed as
follows:
min
x2Rn
F (x) :=
1
N
NX
i=1
jaTi x  bij; s.t. jjxjj  R; (2.34)
where jjxjj  R is usually the norm constraint on the solution of (2.34). Clearly, F (x) is
non-differentiable at any point with aTi x = bi. However, F (x) is convex and L-Lipschitz by
setting L = maxi jjaijj.
For a given graph size N , we generate a random instance of a regression problem with
N data points. The weight matrix P is generated randomly according to the graph size and
satisfies Assumption 2.3.1. We set R = 10. In all cases, the step size k and the parameter
 are chosen by (2.30).
Figure 2.5 depicts the value of max error maxi2V [F (x^i;K)   F (x)] versus the number
of iterations for N = 100 with a varying dimensions of the agent n = 1 and 2. Figure 2.6
shows the value of max error versus the number of iterations for N = 500 with a varying
dimensions of the agent n = 1 and 2. From the two figures, we can clearly see that all
algorithms achieve good convergence results. Although the algorithm DFGA may suffer
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Figure 2.5.: Max error versus number of iterations with N = 100
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Figure 2.6.: Max error versus number of iterations with N = 500
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Figure 2.7.: (a) number of iterations required to reach a fixed accuracy  (vertical axis) versus
network sizeN (horizontal axis) for fixed n = 2; (b) number of iterations versus
dimensions of the agent n for fixed network size N = 20
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from the low convergence rate up to a factor n over that of the usual subgradient algorithms
SGA in theory, our numerical results show that the performance of the algorithm DFGA is
even better than that of SGA. This may be caused by the slow convergence of SGA. In fact,
for the nonsmooth convex optimization problem, the convergence rate is about O(1=
p
K),
where K is the iteration number. For the smooth case, the convergence rate can be down to
O(1=K). This illustrates why our method can achieve better performance since our method
is based on the smooth approximation. The calculation of the vector of the subgradient is
not required for our algorithm. It depends only on computation of the function value, which
is preferred by practical engineers. This is because for nonsmooth optimization problems,
some substantial efforts of the computation of its subgradient require a certain knowledge of
convex analysis. These figures also shows how the convergence accuracy scales as a function
of the dimension of the agent and network size.
In Figure 2.7, we show the actual behaviors of DFGA related to the network size and
dimension of the agent for the fixed value  = 0:1. In each panel, each point on the heavy
red curve is the average of 20 trials, and the red bars are standard errors. Figure 2.7(a)
shows the value of KP (;N; n) versus the network size N for the fixed dimension of the
agent n = 2. The value of KP (;N; n) increases slowly as N increases. This is because
KP (;N; n) = O(
p
N) defined in (3.23) for the fixed  and n. Figure 2.7(b) presents the
value of KP (;N; n) versus the dimensions of the agent for the fixed network size N = 20.
The value of KP (;N; n) increases dramatically as n increases, because KP (;N; n) =
O(n2) defined in (3.23) for the fixed  andN . These results show the excellent agreement of
the empirical behavior with our theoretical predictions.
2.4. Conclusion
In this chapter we have developed distributed methods for solving multi-agent convex op-
timization over a network, including the incremental gradient-free method and the consensus
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gradient-free method. We have proved the convergence of the proposed algorithms and pro-
vided the iteration complexity bounds. Numerical examples have been used to show the
excellent agreement of the empirical behavior with our theoretical predictions. In particular,
our proposed methods depend only on the evaluations of the function value rather than sub-
gradients, which may be preferred by practical engineers. Furthermore, for some nonsmooth
problems, our methods can even achieve better performance than that of subgradient-based
methods.
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Chapter 3.
Distributed proximal-gradient
method
In this chapter we develop a distributed proximal-gradient method for solving multi-agent
convex optimization problems subject to global inequality constraints. The layout of this
chapter is as follows. In Section 3.1, we give an introduction of this chapter and recall some
preliminaries that we need in sequent analysis. In Section 3.2, we propose the distributed
proximal-gradient algorithm. In Section 3.3, we provide the convergence rate analysis of the
algorithm. To show the performance of the proposed algorithm, we give numerical exper-
iments in Section 3.4. Finally, we conclude this chapter and give some remarks in Section
3.5.
3.1. Introduction and preliminaries
3.1.1. Introduction
In practical applications a wide variety of problems ranging from urban traffic networks
[32] to interconnected chemical process [125] subject to certain physical constraints, are
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modeled as multi-agent optimization problems with equality and (or) inequality constraints.
There are a fewmethods available for solving multi-agent optimization problems with simple
constraints. In [82], the authors presented an extension of their distributed subgradient algo-
rithm [79] by taking closed convex constraint sets into account and projecting the original
algorithm onto the local constraint sets, and then established the convergence with a dimin-
ishing step size rule. But there was no estimates on the convergence rate. More recently,
a distributed primal-dual subgradient method [138] was proposed to solve a distributed op-
timization problem with equality or inequality constraints assorting to Lagrangian duality.
Their method can deal with global equality and inequality constraints. Variants of the primal-
dual consensus distributed algorithms have been extensively discussed in [136, 135].
However, the drawback of this method is the increase of variables due to introducing
Lagrangian multipliers. In this chapter, we will propose a new distributed proximal-gradient
algorithm for multi-agent convex optimization problems with global inequality constraints,
which not involve the Lagrangian multipliers. Our method is based on the exact penalty
method (See Appendix C). We give an explicit estimate of convergence rate for the proposed
algorithm.
3.1.2. Preliminaries
In this section, we first present some preliminaries, including network communication
model, the proximal operator and the proximal-gradient methods of composition convex
functions, which will be used frequently in this chapter.
Information exchange model
To ensure that the information state of every agent influences the information state of other
agents in the agent network, we assume that the network is connected. We now present the
information exchange model developed in [124, 79] that we need in subsequent distributed
algorithm. In the model, the agents form a communication network, and in the communica-
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tion step at the time k, every agent takes a linear combination of other agents’ estimates based
on a weight matrixW (k) = [wij(k)]; k = 1; 2; : : :, where the weigh matrix may change over
time.
Assumption 3.1.1 For a time-varying weight matrix W (k) = [wij(k)]; k = 1; 2; : : : on the
communication graph G = (V;E) with jV j = N , assume that
(i) (weights rule) There exists a scalar  2 (0; 1) such that for all i, wii(k)  , and for
j 6= i, either wij(k)  , in which case j is said to be a neighbor of i, and j receives
the estimate of i, at time k; or wij(k) = 0, in which case j is not a neighbor of i at
time k.
(ii) (double stochasticity) For every k,W (k) is doubly stochastic.
(iii) (connectivity and bounded intercommunication intervals) The graph (V;E1) is con-
nected and there exists an integer B  1 such that (j; i) 2 Et [ Et+1 [ : : : [ Et+B 1
for all (j; i) 2 E1 and t  0, where Et = f(j; i)jwij(t) > 0g, E1 = f(j; i)j(j; i) 2
Et for infinitely many tg:
Assumption 3.1.1(i) ensures that each agent gives significant weight to its current estimate
and the estimates received from its neighbors. Assumption 3.1.1(ii) guarantees that each
agent’s estimate imposes an equal influence on the estimates of others in the network. As-
sumption 3.1.1(iii) shows that the overall communication network is capable of exchanging
information between any pair of agents in finite time. This implies that Ek [ El+1 [ : : : [
Ek+B0 1 = E1 with B0 = (N   1)B.
We next present a result on the convergence property of a matrix (k; s) defined in the
following, which shows that the difference between the entries of [(t; s)]ij and 1=N con-
verges to zero with a geometric rate. This is important in establishing the convergence of our
algorithm.
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Proposition 3.1.1 [79] Let Assumption 3.1.1 hold, and for k  s, let(k; s) = W (k)W (k 
1) : : :W (s+ 1)W (s). Then, for all i; j 2 V and all k; s with k  s,
[(k; s)]ij   1N
   k s;
where   = 21+
 B0
1 B0 and  = (1  B0)
1
B0 .
Proximal operator
For a closed proper convex function h : Rn ! ( 1;1] and a scalar  > 0, we define
the proximal operator with respect to h as
Proxhfxg = argmin
z2Rn
fh(z) + 
2
jjz   xjj2g:
The optimization problem above is attained at its unique minimizer y = Proxhfxg, since
the objective function minimized on the righthand side is strongly convex. In variational
analysis,
~h(x) = inf
z2Rn
fh(z) + 
2
jjz   xjj2g
is known as the Moreau envelope or Moreau-Yosida regularization of h, and is connected
to the theory of the proximal point algorithm [103, 106]. Proximal methods are most useful
when all the relevant proximal operators can be evaluated efficiently. There are many reasons
to study proximal methods [22]. We can refer to the book by Boyd [23] and the recent survey
by Parikh and Boyd [94] on proximal algorithms. Next we give several useful properties of
the proximal operator that we will use later.
Proposition 3.1.2 [6] Let h : Rn ! ( 1;1] be a closed proper convex function. For a
scalar  > 0 and x 2 Rn, let y = Proxhfxg, we have
(i) (x  y) 2 @h(y), and y can be represented as y = x  1

z; z 2 @h(y);
(ii) jjProxhfug   Proxhfvgjj  jju  vjj;8u; v 2 Rn;
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(iii) h(w)  h(y)  1

hx  y; w   yi, 8w 2 @h(y).
Proximal-gradient method of composite functions
We now focus on the proximal-gradient method of composite functions, which combines
the use of the gradient for the smooth part of the function and the proximal operator for the
nonsmooth part. Again, this method is particularly favorable when the proximal operator
for the nonsmooth part is easy to be calculated. Formally, the proximal-gradient method
optimizes
min
x2Rn
fg(x) + h(z)g; (3.1)
where g(x) : Rn ! R is convex, continuously differentiable, and has Lipschitz continuous
gradient with Lipschitz L > 0, and h(x) : Rn ! ( 1;+1] is convex, proper and lower-
semicontinuous, but may not differentiable.
The following iterative updates are executed by the proximal-gradient method:
xk := Proxhfxk 1   rg(xk 1)g;
where  is the constant stepsize satisfying   L. The iteration complexity of the method is
O(1=k) [97, 86, 120, 6], which is better than subgradient-based methods O(1=pk) [86].
Inexact proximal-gradient method of composite functions
The inexact proximal-gradient method of composite functions is considered under the
situation that the proximal operator of proximal-gradient method is instead of an approximate
proximal operator and there an error in the calculation of the gradient of g. For solving
problem (3.1), the iterative updates of the inexact proximal gradient method is as follows:
8><>: z
k = xk 1   [rg(xk 1) + ek];
xk 2 Proxh;"kfzkg;
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where
Proxh;"fzg =

x 2 Rnjh(x) + 
2
jjx  zjj2  min
y2Rn

h(y) +

2
jjy   zjj2

+ "

is the set of all "-optimal solutions for the proximal operator and the sequences fekg1k=1 and
f"kg1k=1 represent the error terms with ek 2 Rn and "k 2 R. The result of convergence
rate for the inexact proximal-gradient method, which is the basic analysis of our distributed
proximal-gradient method, is given as follows.
Proposition 3.1.3 [110] Let g : Rn ! R be a convex function which has a Lipschitz con-
tinuous gradient with Lipschitz constant L, and let h : Rn !! ( 1;+1] be a lower
semi-continuous proper convex function. Suppose the function f = g + h attains its mini-
mum at a point x 2 Rn. Given two sequences fekg1k=1 and f"kg1k=1 where ek 2 Rn and
"k 2 R, and consider the inexact proximal gradient method described above with  = L.
Then, for all k  1, we have
f(xk)  f(x)  L
2
 jjx0   xjj+ Ak +Bk2 1
k
;
where
Ak =
2
L
kX
i=1

jjeijj+
p
2L"i

; Bk =
 
2
L
kX
i=1
"i
! 1
2
:
Remark 3.1.1 By Proposition 3.1.3, the (centralized) inexact proximal-gradient method achieves
the convergence rate ofO( 1
k
) when sequences fAkg and fBkg are both bounded. A sufficient
condition to achieve this is that error sequences fjjekjjg and f
p
"kg decrease as O(1=k1+)
for any  > 0. In [110], this bound also holds for the the average of xi, i.e.,
f
 
1
k
kX
i=1
xi
!
  f(x)  L
2
 jjx0   xjj+ Ak +Bk2 1
k
:
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3.2. The algorithm
In this section, we propose and analyze the distributed proximal-gradient method with
multi-consensus for solving the multi-agent convex optimization under global inequality
constraints.
Consider a multi-agent optimization problem over a network G = (V;E). The network
objective is to minimize the sum of several objective functions which are distributed among
the multiple agents in the network, subject to global inequality constraints. More specifically,
it can be expressed as:
min
x2Rn
F (x) :=
NX
i=1
fi(x)
s.t. gs(x)  0; s = 1; 2; : : : ; p; (3.2)
where x 2 Rn is a global decision vector; fi : Rn ! R is the objective function of agent i,
only known by agent i; gs : Rn ! R; s = 1; 2; : : : ; p are the global inequality constraints
known by all the agents in the network.
We adopt the following assumptions on the functions fi(x) and gs(x). These assumptions
are standard in the analysis of first-order methods (see [6, 110, 92]).
Assumption 3.2.1 (i) For every i, fi : Rn ! R is convex, continuously differentiable,
and its gradient rfi is L-Lipschitz with respect to the norm jj  jj. And there exists a
scalarMf > 0 such that jjrfi(x)jj Mf ; 8x 2 Rn.
(ii) For every s; s = 1; 2; : : : ; p, gs : Rn ! R is convex, and there exists a scalarMg > 0
such that for every x 2 Rn, jjSgs(x)jj Mg; 8Sgs(x) 2 @gs(x).
(iii) The Slater’s condition holds, i.e., there exists a vector x 2 Rn such that gs(x) < 0; s =
1; 2; : : : ; p:
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(iv) The problem (3.2) attains its minimum at a point x 2 Rn and its optimal value F (x)
is finite.
Transformation using exact penalty method
To handle the inequality constraints, we impose the inequality constraints into the objec-
tive function through the exact penalty method. Then, the problem (3.2) becomes:
min
x2Rn
Fc(x) :=
NX
i=1
fi(x) + cP (x); (3.3)
where c is a penalty parameter and
P (x) = maxf0; g1(x); : : : ; gp(x)g:
Obviously, P (x) is convex but nondifferentiable on Rn and jjSP (x)jj  Mg, 8SP (x) 2
@P (x).
Under certain conditions [14], the solutions of the penalized problem (3.3) are also the so-
lutions of the constrained problem (3.2). To explain it in details, we introduce the Lagrangian
function for problem (3.2):
L(x; ) =
NX
i=1
fi(x) + 
Tg(x) =
NX
i=1
Li(x; ); (3.4)
where  = (1; : : : ; p)T 2 Rp+ is the vector of dual variables, g(x) = (g1(x); : : : ; gp(x))T
and
Li(x; ) = fi(x) + Tg(x)=N:
The dual problem of problem (3.2) is
max
2Rp+
d() with d() = inf
x2Rn
L(x; ): (3.5)
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For the convex optimization problem we consider, it can be verified that there is no duality
gap between the primal problem (3.2) and its dual (3.5) if the Slater’s condition is satis-
fied, see Proposition B.0.6. Furthermore, the set of dual optimal solutions is nonempty and
bounded. Thus, according to Proposition C.0.9, there exists a penalty parameter that satisfies
c >
Pp
s=1 

s (
 is a dual optimal solution) such that the solutions of the penalized problem
(3.3) coincides with the solutions of the constrained problem (3.2).
Letting gc(x) = cP (x)=N , problem (3.3) is equivalent to
min
x2Rn
Fc(x) =
NX
i=1
[fi(x) + gc(x)]: (3.6)
Now the transformed unconstrained optimization problem (3.6) is ready for distributed com-
putations among the agents over a network since the function fi(x) + gc(x) can be inter-
preted as a private objective function associated with agent i. Furthermore, the local objec-
tives fi(x) + gc(x) have distinct differentiable components fi(x), but they share a common
nondifferentiable component gc(x), which have a favorable structure suitable for effective
computation of the proximal operator.
How to choose penalty parameter
Based on the above analysis, the choice of penalty parameter is very important. If the
penalty parameter is greater than a threshold, the equivalence of solutions of the problem
(3.2) and its exact penalized problem (3.3) holds. If we choose the parameter c >
Pp
s=1 

s,
we had to solve the dual problem (3.5). The dual problem itself is impractical since it is
hard to solve. Here we offer an alternative way to find the upper bound on the norm of
dual optimal solutions for the dual problem (3.5), since the set of dual optimal solutions is
nonempty and bounded. The Proposition B.0.6 shows that the Slater’s condition guarantees
the boundedness of the dual optimal set. Denote the dual optimal value of the dual problem
(3.5) by d and its dual optimal set by D = f 2 Rp+jd()  dg.
Under the characterization of Proposition B.0.7, we can provide a bound on the norm of
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any dual optimal solution. Since jj  jj1  jj  jj, by Proposition B.0.7, we have the following
bound
jjjj1  F (x)  d(
)
(x)
;
where (x) = min1spf gs(x)g and x is a Slater’s vector. Such boundaries play a key role
in finding the penalty parameter. Furthermore, since
jjjj1  F (x) d()(x) < 1(x)
hPN
i=1 fi(x)  infx2Rn
nPN
i=1 Li(x; )
oi
+ 
 1
(x)
PN
i=1

fi(x)  infx2Rn
Li(x; )	+ ;
where  is a small positive constant. We let
 =
1

NX
i=1

fi(x)  inf
x2Rn
Li(x; )	+ : (3.7)
Note that the vectors x 2 Rn,  2 Rp+ and  > 0 are predetermined, and (x) = min1spf gs(x)g
can be calculated easily. For given x and , (3.7) is an unconstrained convex problem with
the sum of several local convex functions. It is interesting that  can be calculated effectively
in a distributed way by adopting the consensus algorithm. In terms of  and some results
discussed above, now we can choose the penalty parameter c  .
Distributed proximal-gradient algorithm with multi-step consensus
Next we focus on solving the penalized problem (3.6). To utilize the distributed method,
we assume that the penalty parameter is chosen such as c  . Thus, the solutions of
the penalized problem (3.6) are the same as the solutions of the constrained problem (3.2).
Since the local objective function fi can be accessed only by the agent i itself, the traditional
centralized optimization methods do not work for the optimization problem (3.6). To over-
come this difficulty, we propose a distributed proximal-gradient algorithm with multi-step
consensus (DPGMC, for short) under a time-varying information exchange model.
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Algorithm DPGMC for solving problem (3.6)
Initialization: Given x0i 2 Rn, the Lipschitz constant L and the penalty parameter c.
Iteration: For each agent i 2 V , k  1,
1. Local state update
zki = x
k 1
i  
1
L
rfi(xk 1i ): (3.8)
2. Multi-step consensus update
z^ki =
NX
j=1
kijz
k
j : (3.9)
3. Proximal step update
xki = Prox
L
gcfz^ki g; (3.10)
where the weights kij; i; j 2 V are given by kij = [(Kk + k;Kk)]ij; and Kk is the total
number of consensus steps before iteration k.
At each iteration k, the algorithm maintains N pairs of vectors (zki ; z^
k
i ; x
k
i ) with the ith
pair associated with agent i. Each agent i 2 V first make a local gradient update, see (3.8),
then receive information about fzkj jj 2 N ki g associated with agents j in its neighborhood
N ki := fj 2 V j(j; i) 2 E and j 6= ig and make a convex combination among them to obtain
z^ki , see (3.9). Finally, the current estimated solution x
k
i for agent i is given by a local proximal
step update related to the function gc, see (3.10). Based on the computational mechanism of
this algorithm, it can be implemented in distributed fashion.
It is worth remarking that the idea of multi-step consensus derived from [56], developed
in [54, 25]. Here we introduce it to ensure the convergence of the algorithm with a constant
step size. In addition, we can replace the Lipschitz constant L appeared in (3.8) and (3.10)
with  satisfied   L. Under some cases, an explicit expression to the proximal operator
in (3.10) can be computed analytically [22].
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3.3. Rate analysis of convergence
We analyze the convergence rates of Algorithm DPGMC by considering the evolution of
the global averages at iteration k:
xk =
1
N
NX
i=1
xki and z
k =
1
N
NX
i=1
zki :
We first present some useful recursive estimates.
Proposition 3.3.1 Let fxki g1k=1; fz^ki g1k=1 and fzki g1k=1 be the sequences generated by Algo-
rithm DPGMC. For every k  2, we have
(i) jjz^ki   zkjj   k
PN
j=1 jjzkj jj;
(ii)
PN
j=1 jjzkj jj 
PN
j=1 jjzk 1j jj+ 1L(NMf + cMg).
Proof. (i) In light of (3.9) and Proposition 3.1.1, we have
jjz^ki   zkjj = jj
PN
j=1 
k
ijz
k
j   1N
PN
j=1 z
k
j jj
PNj=1 kij   1N  jjzkj jj   kPNj=1 jjzkj jj:
(ii) Using Proposition 3.1.2 (i), (3.10) can be written as
xki = z^
k
i  
1
L
vki ; v
k
i 2 @gc(xki ):
Since the subgradient of gc is bounded, this means
jjxki jj  jjz^ki jj+
cMg
NL
:
89
Summing over i for the above inequality, it follows from the stochasitcity ofW (k) that
NX
i=1
jjxki jj 
NX
i=1
jjz^ki jj+
cMg
L

NX
i=1
jjzki jj+
cMg
L
:
Integrating (3.8), the above inequality gives rise to
PN
i=1 jjzki jj =
PN
i=1 jjxk 1i   1Lrfi(xk 1i )jj 
PN
i=1 jjxk 1i jj+ NMfL
PNi=1 jjzk 1i jj+ 1L(NMf + cMg);
and we complete the proof. 4
Formulation as inexact proximal-gradient framework
Our distributed proximal-gradient algorithm is to cast it as an inexact proximal-gradient
method in which the errors are controlled by multi-step consensus at each iteration. This
enables us to utilize the result on the convergence rate of a centralized inexact proximal-
gradient method of composite functions to establish the convergence rate of our distributed
algorithm. The advantage of the centralized inexact proximal-gradient method is that its
convergence rate is order ofO(1=k) for non-smooth optimization problems, while traditional
subgradient-based methods only achieve a rate ofO(1=pk) after k iterations. Now we show
that our algorithm can be cast into a centralized inexact proximal-gradient framework.
Proposition 3.3.2 Let fxki g1k=1; fz^ki g1k=1 and fzki g1k=1 be the sequences generated by Algo-
rithm DPGMC. Then, Algorithm DPGMC can be expressed as
8><>: z
k = xk 1   1
L
[rf(xk 1) + ek];
xk 2 ProxLgc;"kfzkg;
(3.11)
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whererf(xk 1) = 1
N
PN
i=1rfi(xk 1) and error sequences fekg1k=1 and f"kg1k=1 satisfy
jjekjj  2L k 1
NX
j=1
jjzk 1j jj (3.12)
and
"k  2cMg
N
 k
NX
j=1
jjzkj jj+
L
2
"
 k
NX
j=1
jjzkj jj
#2
: (3.13)
Proof. By (3.8), we have
zk = xk 1   1
L
[rf(xk 1) + ek];
where
rf(xk 1) = 1
N
NX
i=1
rfi(xk 1);
and
ek =
1
N
NX
i=1
[rfi(xk 1i ) rfi(xk 1)]:
Since the gradient of fi is L-Lipschitz continuous, we obtain
jjekjj  L
N
PN
i=1 jjxk 1i   xk 1jj  LN
PN
i=1 jjxk 1i   1N
PN
j=1 x
k 1
j jj
 L
N
PN
i=1[
1
N
PN
j=1 jjxk 1i   xk 1j jj];
where the last inequality above follows from the convexity of the norm jjjj. The combination
of (3.10) and Proposition 3.1.2 (ii) yields to
jjxk 1i   xk 1j jj = jjProxLgcfz^k 1i g   ProxLgcfz^k 1j gjj  jjz^k 1i   z^k 1j jj
 jjz^k 1i   zk 1jj+ jjz^k 1j   zk 1jj  2 k 1
PN
j=1 jjzk 1j jj:
91
Combined with the above inequalities, it gives rise to the relation (3.12).
Denote
uk = ProxLgcfzkg = argminx2Rnfgc(x) +
L
2
jjx  zkjj2g:
Then,
xk =
1
N
NX
i=1
xki =
1
N
NX
i=1
ProxLgcfz^ki g
can be regarded as an approximation of uk. Next we link uk with xk by formulating the latter
as an inexact proximal step with the error "k. Considering the convexity of gc(x) and the
boundedness of @gc(x), we have
gc(x
k) +
L
2
jjxk   zkjj2
 gc(uk) + cMg
N
jjxk   ukjj+ L
2
[jjxk   ukjj2 + 2hxk   uk; uk   zki+ jjuk   zkjj2]
 min
x2Rn
fgc(x) + L
2
jjx  zkjj2g+ jjxk   ukjj(cMg
N
+ Ljjuk   zkjj) + L
2
jjxk   ukjj2;
where the last inequality above follows from the fact that uk is the unique minimizer of
gc(x) +
L
2
jjx  zkjj2. Now we can write
xk 2 ProxLgc;"kfzkg;
where
"k = jjxk   ukjj(cMg
N
+ Ljjuk   zkjj) + L
2
jjxk   ukjj2:
In light of Proposition 3.1.2 (i), uk = ProxLgcfzkg implies L(zk uk) 2 @gc(zk). Thus, again
by the boundedness of @gc(x), we have
"k  2cMg
N
jjxk   ukjj+ L
2
jjxk   ukjj2:
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Making use of the nonexpansiveness of the proximal operator and Proposition 3.3.1 (i), we
have
jjxk   ukjj = jj 1
N
PN
i=1 Prox
L
gcfz^ki g   ProxLgcfzkgjj
 1
N
PN
i=1 jjProxLgcfz^ki g   ProxLgcfzkgjj
 1
N
PN
i=1 jjz^ki   zkjj   k
PN
j=1 jjzkj jj:
Therefore, the desired relation (3.13) can be obtained. 4
Proposition 3.3.2 indicates that Algorithm DPGMC can be viewed as an inexact central-
ized proximal-gradient method. Moreover, error sequences fjjekjjg and f"kg can be bounded
upper by the term
PN
j=1 jjzkj jj, which are in turn controlled by the multi-step consensus. Ac-
cording to Proposition 3.1.3, if fAkg and fBkg are both finite, then the centralized inexact
proximal-gradient method achieves the convergence rate of O( 1
k
) after iteration k. Next we
shall see that our proposed Algorithm DPGMC is indeed the case.
Results of convergence rate
We now bound
PN
i=1 jjzki jj with a first-order polynomial of k by using Proposition 3.3.1.
Lemma 3.3.1 Let fxki g1k=1; fz^ki g1k=1 and fzki g1k=1 be the sequences generated by Algorithm
DPGMC. Then there exist scalars c0 =
PN
j=1 jjx0j jj and c1 = (NMf + cMg)=L such that for
all k  1
NX
j=1
jjzkj jj  c0 + c1k: (3.14)
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Proof. Proposition 3.3.1 (ii) yields that
PN
j=1 jjzkj jj 
PN
j=1 jjzk 1j jj+ 1L(NMf + cMg)
PNj=1 jjz(k 2)j jj+ 2L(NMf + cMg)
    PNj=1 jjz(1)j jj+ k 1L (NMf + cMg)
PNj=1 jjx0j jj+ kL(NMf + cMg):
This completes the proof. 4
We next prove the sequence fAkg and fBkg are both bounded.
Lemma 3.3.2 Let
Ak =
2
L
kX
i=1

jjeijj+
p
2L"i

and Bk =
 
2
L
kX
i=1
"i
! 1
2
;
where the estimates jjeijj and "i are given by (3.12) and (3.13), respectively. Then, for all
k  1, we have
Ak < 4
r
cMg 
NL
p
c0 +
p
c1
(1 p)2 + 6 
c0 + c1
(1 p)2 (3.15)
and
Bk < 2
r
cMg 
NL
p
c0 +
p
c1
(1 p)2 + 2 
c0 + c1
(1 p)2 : (3.16)
Proof. Since  2 (0; 1) given in Proposition 3.1.1, we have
1X
k=0
k =
1
1   ;
1X
k=0
kk =

(1  )2 ;
1X
k=0
k2k =
 + 2
(1  )2 : (3.17)
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From (3.12), Lemma 3.3.1 and (3.17), we can obtain
kX
i=1
jjeijj 
kX
i=1
2L i 1[c0 + c1(i  1)]
< 2L [
c0
1   +
c1
(1  )2 ]
< 2L 
c0 + c1
(1  )2 < 2L 
c0 + c1
(1 p)2 : (3.18)
Similarly, from (3.13), Lemma 3.3.1 and (3.17), we have
kX
i=1
"i 
kX
i=1
2cMg
N
 i(c0 + c1i) +
L
2
[ i(c0 + c1i)]
2
<
2cMg
N
 
c0 + c1
(1  )2 +
L
2
 2[i(c20 + 2c0c1i+ c
2
1i
2)]
<
2cMg
N
 
c0 + c1
(1  )2 + L 
2 (c0 + c1)
2
(1  )2 : (3.19)
By using the fact that
p
a+ b  pa+pb for any a; b 2 R+, it follows from (3.19) that
Bk =
 
2
L
kX
i=1
"i
! 1
2
< 2
r
cMg 
NL
p
c0 +
p
c1
1   + 2 
c0 + c1
1  
< 2
r
cMg 
NL
p
c0 +
p
c1
(1 p)2 + 2 
c0 + c1
(1 p)2 : (3.20)
Since "k  2cMg
N
 k(c0 + c1k) +
L
2
[ k(c0 + c1k)]
2, we have
p
"k 
r
2cMg 
N
p
k(
p
c0 +
p
c1k) +
r
L
2
 k(c0 + c1k);
where we used the fact that
p
k  k for all k  1. Making use of the above inequality, we
obtain
kX
i=1
p
"i <
r
2cMg 
N
p
c0 +
p
c1
(1 p)2 +
r
L
2
 
c0 + c1
(1 p)2 : (3.21)
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Combined with inequalities (3.18) and (3.21), the relation (3.15) is obtained. 4
Using the lemmas above, we can establish the convergence rate of our proposed Algorithm
DPGMC for solving problem (3.6).
Theorem 3.3.1 Suppose that Assumptions 1 and 2 hold. Let fxki g1k=1; fz^ki g1k=1 and fzki g1k=1
be the sequences generated by Algorithm DPGMC. Let xc be the optimal solution of problem
(3.6) for a given penalty parameter c > 0. Then, for all k  1, there exists a scalar
C(N; c; L; ;Mf ;Mg) =
L
2
[jjx(0)   xc jj + 8(
p
cMg =(NL)(
p
c0 +
p
c1) +  (c0 + c1))]
2
such that
Fc(x
k)  Fc(xc)  C(N; c; L; ;Mf ;Mg)
1
(1 p)4
1
k
:
Furthermore, for all K  1, we have
Fc(x
(K))  Fc(xc)  C(N; c; L; ;Mf ;Mg)
1
(1 p)4
1pK ;
where K is the total number of consensus steps taken.
Proof. According to Proposition 3.3.2, Algorithm DPGMC can be formulated as an inex-
act centralized proximal-gradient method in the framework of Proposition 3.1.3. Thus, the
conclusion of Proposition 3.1.3 holds. Next we need to estimate the term
L
2
 jjx0   xc jj+ Ak +Bk2 :
From Lemma 3.3.2, we have
L
2
 jjx0   xc jj+ Ak +Bk2
<
L
2
"
jjx0   xc jj+
 
6
r
cMg 
NL
(
p
c0 +
p
c1) + 8 (c0 + c1)
!
1
(1 p)2
#2
 L
2
"
jjx0   xc jj+ 8
 r
cMg 
NL
(
p
c0 +
p
c1) +  (c0 + c1)
!#2
1
(1 p)4 :
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Thus, we can obtain the first assertion of this theorem by using the constantC(N; c; L; ;Mf ;Mg).
The second assertion follows from the multi-step consensus of Algorithm DPGMC, since
it takes k consensus steps to complete iteration k. 4
Remark 3.3.1 Since c1 = (NMf + cMg)=L from Lemma 3.3.1, we have c1 = O(N) by
neglecting the other constants. Then C(N; c; L; ;Mf ;Mg) = O(N2) and
Fc(x
k)  Fc(xc) = O

N2
(1 p)4
1
k

: (3.22)
Thus, the optimality gap bound obtained depends on the number of iteration k, the number
of agentsN and the parameter of network topology . If the communication matrixW (k) 
W;k = 1; 2; : : :, then  = 2(W ), where 2(W ) is the second largest singular value of W ,
and it characterizes the connectivity of the network considered.
Remark 3.3.2 This theorem together with (3.22) implies that at most
K(; ;N) = O

1

N2
(1 p)4

; (3.23)
iterations are required to achieve an -accurate solution if the communication matrix Wk
satisfies Assumption 3.1.1. It is clear that K(; ;N) in (3.23) is a monotone increasing
function of . This shows that the more well connected the underlying network topology
is, the less the number of iterations that we need to run in Algorithm DPGMC. In addition,
K(; ;N) is also monotone increasing in terms of the number of agents N . Thus, the more
agents in the network, the more iterations are required to achieve the given accuracy.
Combining Theorem 3.3.1 and Proposition C.0.9, the following result becomes clear if
c >
Pp
s=1 

s.
Theorem 3.3.2 Assume that the conditions of Theorem 3.3.1 hold. Let fxki g1k=1, fz^ki g1k=1 and
fzki g1k=1 be the sequences generated by Algorithm DPGMC. Let x be the optimal solution
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of problem (3.2). If the parameter c >
Pp
s=1 

s (e.g., taking c = ), then, for all k  1, xk
solves the problem (3.2) and
F (xk)  F (x)  C(N; c; L; ;Mf ;Mg) 1
(1 p)4
1
k
:
3.4. Numerical experiments
To demonstrate the effectiveness of Algorithm DPGMC proposed, we consider a dis-
tributed state estimation problem, see Example 2.1 in [72], which is formulated as an opti-
mization problem with a common decision variable x subject to linear inequality constraints:
min
x2Rn
F (x) :=
NX
i=1
xTHix+ q
T
i x
s.t. Ax  b; (3.24)
where A 2 Rmn, b 2 RN , qi 2 Rn and matrices Hi 2 Rdn are positive definite. Note
that Fi := xTHix + qTi x is a private function, only known by agent i. The local function
Fi is convex and differentiable. Its gradient rFi is Li-Lipschitz continuous by setting Li =
jjHTi Hijj. Let L = maxifLig. The corresponding penalized problem is given by
min
x2Rn
Fc(x) :=
NX
i=1
h
xTHix+ q
T
i x+
c
N
maxf0; Ax  bg
i
;
where c is the penalty parameter. In general, there are two ways to choose c such that it
satisfies (3.7). One is by heuristic and the other one is by solving the unconstrained opti-
mization problem defined by (3.7). If c is determined by solving (3.7), we first require to
find a feasible solution x satisfied Ax < b. Then, for any given   0, the average consensus
algorithm is applied to solve (3.7). To simulate the time-varying weight matrix, we firstly
98
generate a pool of 20 weight matrices from connected random graphs and each weight matrix
satisfies Assumption 3.1.1. Then, the matrix [kij] in (3.9) is the product of k weight matrices
randomly drawn from the above pool.
In order to compare, we introduce the following distributed Lagrangian primal-dual sub-
gradient (DLPDS, for short) algorithm in [138] for solving the saddle points of the corre-
sponding Lagrangian function, see (3.4):
8>>>>>>><>>>>>>>:
zki =
PN
j=1W
k 1
ij x
k 1
j ;
ki =
PN
j=1W
k 1
ij 
k 1
j ;
xki = z
k
i   k[rfi(zki ) + 1Nk
T
Sgc(z
k
i )];
ki = [
k
i + 
kgc(z
k
i )]
+;
(3.25)
where g(x) = Ax  b, k = 1=k satisfies the step size rule in [138], []+ is a projection oper-
ator projected on Rp+ and [W k 1ij ] is the randomly chosen weight matrix satisfied Assumption
3.1.1.
For simplicity, we assume that Hi is a diagonal matrix with elements generated randomly
in the interval [1,2], qi is a vector with elements generated randomly in [-1,1], A is reduced
to a vector in Rn with elements generated randomly in [-1,1], b  0 and the initial point x0i
are generated randomly. In this numerical experiment, we take the penalty parameter c = 5
heuristically.
We report preliminary experimental results on the convergence behavior of proposed
DPGMC and DLPDS developed in [138]. Figures 3.1 and 3.2 depict the value of max error
maxi2V [F (xki ) F (x)] versus number of iterations with different nodes and dimensions for
500 iterations.
For all the four tested cases, Figure 3.1 clearly show that our proposed Algorithm DPGMC
achieves faster convergence than DLPDS in [138]. More specifically, from Figure 3.1(a), we
can see that after 500 iterations, our proposed Algorithm DPGMC reaches an accuracy of
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Figure 3.1.: Max error versus number of iterations with different dimensions for N = 100
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Figure 3.2.: Max error versus number of iterations with different dimensions for N = 500
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approximately 10 5, while DLPDS only reaches an accuracy of approximately 10 2. Fur-
thermore, we observe that the value of max error obtained by DLPDS at 300 iterations were
already obtained by DPGMC at iteration 18. The similar results are also observed in the
another figure in Figure 3.1. Thus, the performance of DLPDS is worse than that of our
proposed DPGMC. This is mainly caused by the slow convergence of subgradient based
methods. Comparing Figure 3.1(a) with Figure 3.2(b), we can also observe that the more the
number of nodes and dimensions, the smaller the accuracy reaches for both algorithms.
3.5. Conclusion
In this chapter we have developed a distributed proximal-gradient algorithm with multi-
step consensus for minimizing the sum of local convex functions subjected to global inequal-
ity constraints over a network. Our method is based on the exact penalty function approach.
The convergence for the proposed algorithm has been established. In particular, the explicit
convergence rate has been given in terms of the number of iterations, the network size and its
topology. A numerical experiment on the state estimate problem has been utilized to show
that our method achieves better performances than those achieved by primal-dual subgradi-
ent methods. Compared to existing distributed primal-dual subgradient methods for solving
the multi-agent convex optimization under global inequality constraints, our method is faster
and simpler since no dual variable is involved.
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Chapter 4.
Parallel and fast dual
gradient-projection methods
In this chapter we propose and analyze parallel optimization methods for solving separable
convex problems subject to coupling linear inequality constraints. Under the framework of
Lagrangian dual decomposition, these methods can be executed in parallel that each smaller
scale subproblems are solved. The layout of this chapter is as follows. In Section 4.1, we give
an introduction of this chapter and recall some preliminaries that we use in sequent analysis.
In Section 4.2, we propose a dual fast gradient-projection method to solve separable convex
problems with linear inequality constraints. In Section 4.3, we extend the method proposed
in Section 4.2 to the inexact case when the inner subproblems are solved only approximately,
and then propose an inexact dual fast gradient-projection method for solving the same class
problems. Finally, we conclude this chapter and give some remarks in Section 4.4.
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4.1. Introduction and preliminaries
4.1.1. Introduction
In recent years, there is a trend focusing on solving large scale convex optimization prob-
lems [73, 34, 29, 6]. This class of optimization problems has extensive practical applications,
such as in networks [115, 58, 66], transportation [32], smart grid [108, 109], distributed
model predictive control [38], distributed estimation [126] and multistage stochastic opti-
mization [107]. However, methods and algorithms for solving large scale convex optimiza-
tion problems are still limited [20, 29].
Convex optimization problems with a separable objective function subject to coupling
linear constraints are often encountered in many disciplines. They are known as separable
convex optimization problems, which can be written as follows:
min
x
f(x) :=
NX
i=1
fi(xi) (4.1)
s.t.
NX
i=1
Aixi  b; xi 2 Xi; i = 1; : : : ; N;
where for i = 1; : : : ; N , fi : Rni  ! R is convex, Xi  Rni is a nonempty closed convex
set, Ai 2 Rmni , and b 2 Rm. x = (xT1 ; : : : ; xTN)T with xi 2 Rni ; i = 1; : : : ; N and
n1 + n2 +    + nN = n. Problem (4.1) is quite general arising in diverse applications.
For examples, distributed model predictive control [73, 38, 95], network utility maximum
[115, 58, 66], real-time pricing problems for smart grid [108, 109], the optimal power flow
problems for a power system [139] can model this class of problems.
In the literature there are several approaches being proposed to solve problem (4.1), such
as (augmented) Lagrangian relaxation and subgradient methods of multipliers [107, 73, 20],
alternating direction methods [22], proximal point methods [27], and interior point meth-
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ods [137, 35]. Among them, considering the large dimension and separable structure of the
problems, decomposition methods have become an appropriate tool for solving such prob-
lems. The basic idea of the methods is to decompose the original large optimization problem
into smaller subproblems which are then coordinated by a master problem. Existing de-
composition methods can be divided into two main classes: primal and dual decomposition
methods [93]. In primal decomposition the optimization problem is solved by using the orig-
inal formulation and variables, while the coupling constraints are handled via methods such
as interior point, penalty functions, feasible directions or coordinate descent [107, 20, 72].
In dual decomposition the original problem is rewritten by using Lagrangian relaxation and
then the dual problem is solved [73, 20, 29, 22].
When the original problem is characterized by some coupling constraints, dual decom-
position may represent a powerful machinery since the coupling constraints can be moved
into the cost using Lagrange multipliers and then the primal subproblem with simple con-
straints is solved and the dual variables are updated with first-order methods. However, the
dual problem is, in general, nonsmooth. Thus, the use of subgradient-based methods is in-
evitable. However, it is well-known that subgradient-based methods often suffer from the
slow convergence [86] and they are numerically sensitive to step size [73]. Dual methods
based on subgradient iteration and averaging can be found in [60, 62]. The computational
complexity analysis for the dual subgradient method has been studied in [78], where the au-
thors have shown that the iteration complexity of their algorithm for achieving an -optimal
primal solution is the order of O(1=2) ( is a specified and desired accuracy). In order
to guarantee the smoothness of the dual objective, the augmented Lagrangian is introduced
(see [20, 107, 22]). However, it cannot be used here because the quadratic penalty term of
augmented Lagrangian will destroy the separability of problem (4.1).
Fast dual gradient methods based on exact gradient information with provable convergence
on suboptimality are given in [73] for general convex problems and [95] for quadratical pro-
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gramming problems. Based on the framework of inexact first-order oracle [34] and dual
decomposition, the authors in [71, 74] have extended the fast gradient scheme [87] to the
inexact setting for tackling general convex optimization problems with complex constraints.
Although the proposed dual fast gradient methods use inexact gradient information, they
provide much better bounds of convergence rate on suboptimality and constraint violation in
terms of the generated approximate solutions. However, the inexact dual fast gradient algo-
rithm proposed in [71, 74], involving an accumulated history of all the past inexact gradient
information and two projections per iteration, needs quite expensively computational cost
for large scale optimization problems.
The fast gradient method, first proposed by Nesterov for minimizing smooth convex func-
tions [84], later extended to composite convex objective functions in [6], and studied in a
unifying manner by Tseng [118, 119], has demonstrated to be highly efficient in solving sev-
eral classes of large scale structured convex optimization problems such as l1 minimization
problems in compressed sensing [6]. The method has superior iteration complexity over the
classical gradient method and usually has good practical performance on problems with ap-
propriate structures. In [55], the authors extended the fast gradient-projection method [118]
to the inexact setting for solving large scale convex quadratic semidefinite programming
problems, where the subproblem in each iteration is solved only approximately, and showed
that their method shares the same iteration complexity as the exact counterpart if the sub-
problems are solved to sufficient accuracy. Recently, many works showed impressive results
in both theory and empirical performance for fast gradient-projection methods that use an
approximate proximity operator [31, 127, 110, 49]. However, most of them are interested in
the unconstrained optimization for minimizing composite convex functions and there is no
consideration of constrained optimization for minimizing separable convex objective func-
tions.
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4.1.2. Preliminaries
In this section, we first recall some background materials, including Nesterov’s smoothing
technique [87] and fast gradient methods [86], which will be used later.
Nesterov’s smoothing technique
The use of the problem structure in nonsmooth convex optimization has attracted a lot of
interest recently (see, e.g., [87, 6, 8]) and allows us to solve several classes of nonsmooth
convex problems efficiently. The goal of the smoothing is that we can explore the prob-
lem structure to develop first-order methods with better computational complexity. In the
following we introduce Nesterov’s smoothing technique (see [87, 88]).
We first introduce the definition of a proximity function.
Definition 4.1.1 [87] A function pX is called a proximity function (prox-function, for short)
of a given nonempty, closed and convex set X  Rn if pX is continuous, strongly convex
with a convexity parameter X > 0 and X  dom(pX).
Let xc = argminx2X pX(x) be the prox-center of X . Without loss of generality, we assume
that pX(xc) = 0. Otherwise, we set the function pX(x) = pX(x)   pX(xc). Thus, for any
x 2 X we have pX(x)  X2 jjx  xcjj2.
Consider the following convex optimization problem
min
x2X
f(x); (4.2)
whereX is a bounded closed convex set and the objective function that we want to minimize
shows the following max-structure:
f(x) := max
y2Y
fhAy; xi   ^(y)g: (4.3)
Here we assume that Y  Rm is a bounded convex set, A : Rm ! Rm is a linear operator
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and ^ : Y ! R is a continuous convex function.
The function f is convex but nonsmooth in general. Indeed, the subproblem (4.3) defining
f(x) at a given x has multiple optimal solutions, thus, the subdifferentiable of f(x)
@f(x) = fAyxjhAyx; xi   ^(yx) = f(x)g;
contains typically more than one element. So, f(x) is nondifferentiable.
Therefore, if we use subgradient-based methods to solve nonsmooth convex problems
(4.2), we cannot expect a better complexity than O(1=2) (see [86]). However, using the
particular max-structure of f , it is possible to develop a first-order method with complexity
on the order of O(1=).
First, let us construct a smoothing approximation of f using a prox-function PY () on Y
and a smoothness parameter u > 0:
fu(x) := max
y2Y
fhAy; xi   ^(y)  uPY (y)g:
With this modification, for a given x 2 X , the objective function hAy; xi   ^(y)   uPY (y)
defined in the above subprobelm becomes a strongly convex function with respect to y 2 Y .
Then, this subproblem has only one optimal solution. This means that @fu(x) contains one
and only one element for all x 2 X and the function fu(x) is therefore differentiable.
More precisely, the function fu(x) has the following gradient [87]
rfu(x) = Ayx; where yx = argmax
y2Y
fhAy; xi   ^(y)  uPY (y)g:
Moreover,rfu(x) is Lipschitz continues with the Lipschitz constant
Lu =
jjAjj2
u
:
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In addition, the function fu(x) can be viewed as a smoothing approximation of the original
nonsmooth function f(x) in the sense:
fu(x)  f(x)  fu(x) + uDY ;
where DY := maxy2Y PY (y).
Therefore, in order to find an -solution for the original problem (4.2), we can apply
any efficient gradient-based methods to the smoothed problem. If we utilize fast gradient
methods proposed by Nesterov and choose a smoothness parameter u appropriately, we can
realize the goal that the complexity for solving the nonsmooth convex problem (4.2) with
max-structure (4.3) can achieve O(1=), instead of O(1=2) with a subgradient method.
Fast proximal-gradient methods for general convex problems
Fast gradient methods have inspired various extensions and variants [118, 6, 61], as well
as applications to compressed sensing, sparse covariance selection, matrix completion, etc.
[88, 116, 67, 8, 42]. In particular, Tseng [118, 119] has extended fast gradient methods in a
unified framework to solve more general convex optimization problems.
Now we introduce the fast proximal-gradient method [118, 119] and consider the follow-
ing convex optimization problem:
min
x2Rn
F (x) := f(x) + P (x); (4.4)
where  > 0, P (x) : Rn ! ( 1;1] is lower semicontinuous, convex, with dom(P ) =
fxjP (x) < 1g closed, and f(x) : Rn ! ( 1;1] is convex and smooth on dom(f). A
special case of (4.4) is smooth constrained convex optimization, for which P is the indicator
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function for a nonempty closed convex set X  Rn, i.e.,
P (x) =
8><>: 0; if x 2 X;1; else:
Problem (4.4) has been extensively studied in theory, see [92, 118, 120, 119] and refer-
ences therein. In applications, many problems, including l1 regularization problems in signal
processing [6, 5], total variation regularization problems in image denoising [45, 128], ma-
trix rank minimization problems in multivariate linear regression and multi-task learning
[67, 116, 1] etc., can be formulated as problem (4.4).
The problem (4.4) is characterized by minimizing the sum of a smooth convex function f
and ”simple” nonsmooth convex function P . Denote the linearization of f in F at y 2 X by
`F (x; y) := f(y) +rf(y)T (x  y) + P (x);8x 2 X:
The fast proximal-gradient (FPG) method for solving problem (4.4) [118] is presented as
follows:
Fast proximal-gradient method for solving problem (4.4)
Initialization: Set x0 = x 1 2 dom(P ) and 0 =  1 = 1.
Iteration: For k = 0; 1; : : :, do
Step 1. yk := xk + k( 1
k 1   1)(xk   xk 1).
Step 2. xk+1 := argmin
x
f`F (x; yk) + L2 jjx  ykjj2g:
Step 3. k+1 :=
p
(k)4+4(k)2 (k)2
2
.
The FPG method shares the same iteration complexity O(pL=) as the fast gradient
method [84] for solving problem (4.4). But it can solve more general convex problems
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with the simpler convergence analysis. The FPG method is computationally inexpensive
when compared with another fast gradient method proposed by Nesterov[87] which requires
a weighted sum of all past gradients and two projections per iteration. In particular, we are
interested in the case when P is the indicator function for a nonempty closed convex set
X  Rn in problem (4.4). Under this case, we call the fast proximal-gradient method as fast
gradient-projection method (also see [16]).
4.2. Dual fast gradient-projection method
In this section we develop a dual fast gradient-projection method for solving problem
(4.1), based on Nesterov’s smoothing technique and the fast proximal-gradient method.
4.2.1. The algorithm
Denote by X =
QN
i=1Xi, X
 and f the feasible set, the optimal solution set and the
optimal value of problem (4.1), respectively. Problem (4.1) is said to satisfy the Slater’s
condition if there exists a vector x = (xT1 ; : : : ; x
T
N)
T 2 X such thatPNi=1Aixi < b.
We make the following assumptions.
Assumption 4.2.1 The optimal solution set X is nonempty and the Slater’s condition of
problem (4.1) holds. For each i = 1; : : : ; N , the function fi is proper, lower semicontinuous
and convex (not necessarily smooth) in Rni .
Assumption 4.2.2 Each feasible set Xi is compact and equipped with a prox-function pi
which has a convexity parameter i > 0.
The Lagrangian function for problem (4.1) is
L(x; ) =
NX
i=1
Li(xi; ) with Li(xi; ) = fi(xi) + TAixi   T b=N: (4.5)
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Note that L(x; ) is separable in x. The dual problem of problem (4.1) can be written as
d = max
2Rm
d(); (4.6)
where
d() := min
x2X
L(x; ); (4.7)
is the dual function. Note that the dual function d() can be computed in a separable form
as follows:
d() =
NX
i=1
di(); (4.8)
where
di() := min
xi2Xi
ffi(xi) + TAixig   T b=N; i = 1; : : : ; N: (4.9)
It is obvious that the dual function d is concave but nonsmooth in general. By Assumption
4.2.1, we see that the strong duality holds, that is,
d = max
2Rm+
d() = min
x2X
ff(x)j
NX
i=1
Aixi  bg = f : (4.10)
Next we offer an alternative way to find an upper bound on the norm of the dual optimal
solution for the dual problem (4.6), which plays a key role in subsequent analysis. The
following proposition shows that the Slater’s condition guarantees the boundedness of the
dual optimal set. Let  be the dual optimal solution set of the dual problem (4.6).
Proposition 4.2.1 Assume that the Slater’s condition of problem (4.1) hold at a point x. Let
 =
1
(x)
NX
i=1

fi(xi)  di()

+ ;
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where (x) = minfb PNi=1Aixig and  is a small positive constant. Then, it holds that
jjjj  ; 8 2 :
Proof. From Proposition B.0.7, we have
max
2
jjjj  f(x)  d

(x)
 f(x)  d(
)
(x)
:
Further, for any  2 , it follows from (4.8) that
jjjj  1
(x)
[
PN
i=1 fi(xi) 
PN
i=1 di()]
< 1
(x)
[
PN
i=1 fi(xi) 
PN
i=1 di()] + 
= 1
(x)
PN
i=1

fi(xi)  di()

+  , :
This proof is completed. 4
It is interesting to note that  can be calculated easily in a separable form, since x 2 Rn,
 2 Rm+ and  > 0 are predetermined. So, throughout this section, we always assume that
the bound
jjjj  ; 8 2 ; (4.11)
is available for some  2 R+.
For comparison purpose, the standard dual subgradient (for short, DSG) algorithm for
solving problem (4.6) is described as follows:
Algorithm DSG
Initialization: Set 0 2 Rm+ .
Iteration: For k = 0; 1; : : :, do
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Step 1. Update primal variables by k in parallel over xi:
xki := arg min
xi2Xi
ffi(xi) + Tk (Aixi   bN )g; i = 1; : : : ; N:
Step 2. Update dual variables by xk for a positive stepsize k:
k+1 := [k + k @
@
d(k)]+.
In Step 1 of Algorithm DSG, the xi-minimization is carried out independently, in parallel,
for each i = 1; : : : ; N . In this case, we refer to the dual subgradient method as a dual
decomposition, see Appendix B.
Since the dual function d may not differentiable, the use of the subgradient information
in Step 2 seems to be unavoidable. Thus, the Algorithm DSG often suffers from the slow
convergence on order O(1=2) for achieving an -optimal dual solution, see [86, 78]. More-
over, the choice of the stepsize parameter k is numerically sensitive, with the difficulty in
practice to obtain the best convergence rate.
Nesterov’s smoothing
As was shown above, the dual objective d is, in general, nondifferentiable. In order to
solve problem (4.6) effectively, we use Nesterov’s smoothing technique. The goal of the
smoothing is to obtain a differentiable objective function with Lipschitz-continuous gradient,
for which we can apply more efficient algorithms for smooth convex optimization.
For any given smoothness parameter u > 0, we smooth the dual objective d as follows:
du() =
NX
i=1
min
xi2Xi
ffi(xi) + T (Aixi   b=N) + upi(xi)g: (4.12)
It is clear that the objective function du defined in (4.12) is still separable. Let xi() be
the optimal solution of the minimization problem (4.12) in xi; i = 1; : : : ; N . Let Di :=
maxxi2Xi pi(xi). By the continuity of pi on the compact set Xi, we have 0  Di :=
maxxi2Xi pi(xi) < 1, for i = 1; : : : ; N . The following theorem shows the main proper-
ties of du(), whose proof is motivated by [87, 73].
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Proposition 4.2.2 The function u() has the following properties:
(i) u() is convex and continuously differentiable on  2 Rm;
(ii) its gradient ru() =  [
PN
i=1Aixi()   b] is Lipschitz continuous with Lipschitz
constant Lu = 1u
PN
i=1
jjAijj2
i
;
(iii)
u()  ()  u() + u
NX
i=1
Di; 8 2 Rm: (4.13)
Proof. Since the functions pi(xi); i = 1; : : : ; N , are strongly convex, it follows that the op-
timal solution x() of (4.12) is unique for any  and thus the function u() is well defined
at any . Convexity and continuous differentiability of u() follows from Danskin’s the-
orem [20, 106]. It remains to show that its gradient ru() is Lipschitz continuous. For
the sake of notation, without loss of generality, we assume that all the functions involved in
the minimization problem (4.12) are differentiable. Let 1 and 2 be two Lagrange multi-
pliers. Using first-order optimality conditions for the minimization problem (4.12) in xi, for
i = 1; : : : ; N , we have
hrfi(xi(1)) + ATi 1 + urpi(xi(1)); xi(2)  xi(1)i  0;
hrfi(xi(2)) + ATi 2 + urpi(xi(2)); xi(1)  xi(2)i  0:
Adding these two inequalities and using convexity of fi and strong convexity of pi(xi), (see
Propositions A.0.1 and A.0.2), we obtain
hATi (1   2); xi(1)  xi(2)i  uijjxi(1)  xi(2)jj2; i = 1; : : : ; N:
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From the last relation and Cauchy-Schwartz inequality, for i = 1; : : : ; N , we obtain
jjAi[xi(1)  xi(2)]jj2  jjAijj2jjxi(1)  xi(2)jj2
 jjAijj
2
ui
jj1   2jjjjAi[xi(1)  xi(2)]jj:
Thus,
jjru(1) ru(2)jj =
NX
i=1
jjAi[xi(1)  xi(2)]jj 
NX
i=1
jjAijj2
ui
jj1   2jj:
Finally, we prove (iii). From the definition of prox-function, for any xi 2 Xi, we have
pi(xi)  i2 jjxi   xicjj2  0, where xic is the prox-center. Therefore, the first inequality of
(4.13) holds. By Assumption 4.2.2, for any xi 2 Xi, we have
NX
i=1
[ fi(xi)  T (Aixi   b
N
)]  upi(xi) 
NX
i=1
[ fi(xi)  T (Aixi   b
N
)]  uDi:
Thus, the second inequality in (4.13) follows from the above inequality. 4
Fast dual gradient-projection algorithm
Now we focus on solving the following smoothed dual problem
max
2Rm+
du(): (4.14)
Based on Proposition 4.2.2, we utilize a fast gradient-projection method [118] to solve the
smoothed problem (4.14). We call this algorithm as a dual fast gradient-projection (for short,
DFGP) algorithm:
Algorithm DFGP
Initialization: Set 0 =  1 2 Rm+ ; 0 =  1 = 1.
Iteration: For k = 0; 1; : : :, do
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Step 1. k := k + k( 1
k 1   1)(k   k 1).
Step 2. Receive k and update primal variables in parallel: for i = 1; : : : ; N
xki := arg min
xi2Xi
ffi(xi) + kT (Aixi   bN ) + upi(xi)g:
Step 3. Receive xk and update dual variables:
k+1 := [k + 1
Lu
rdu(k)]+.
Step 4. k+1 :=
p
(k)4+4(k)2 (k)2
2
.
Remark 4.2.1 For both of algorithms DFGP and DSG, the xi-minimization is carried out
in parallel. This kind of parallel mechanism is computationally helpful for solving the large-
scaled separable optimization. Compared to Algorithm DSG, we utilize the gradient infor-
mation instead of the subgradient information. We do not need any stepsize tuning owe to
using the Lipschitz constant. However, the main computational effort in both algorithms
DSG and DFGP remains the same. The requested additional computation for Algorithm
DFGP in Step 1 and Step 4 is clearly marginal. The main difference between algorithms
DFGP and DSG is that Algorithm DFGP exploits a specific linear combination of the pre-
vious two points fk; k 1g (see Step 1 and Step 4 of Algorithm DFGP), but the latter does
only at previous point fkg (see Step 2 of Algorithm DSG).
Remark 4.2.2 In Algorithm DFGP, we find that the main computational cost is consumed
in Step 2, which is dependent on the choice of prox-function. The simplest prox-function is
pi(xi) =
1
2
jjxi   xci jj2 for a given proximal center xci 2 Xi, which is also adopted in [33].
However, in some applications, through choosing a customized prox-function for the given
feasible set Xi, we can reduce the computational complexity of Step 2 in Algorithm DFGP.
See [87] for more details.
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4.2.2. Rate analysis of convergence
According to Proposition 4.2.1, we assume that the bound (4.11) is available for some
 2 R+. Our goal is to compute an approximate optimal solution for the primal problem
(4.1). An -optimal feasible solution of the primal problem (4.1) is defined below.
Definition 4.2.1 For any given target accuracy  > 0, if there exist nonnegative constants
c1; c2 such that
j
NX
i=1
fi(x^i)  fj  c1 and jj[
NX
i=1
Aix^i   b]+jj1  c2:
We say that x^ = (x^T1 ; : : : ; x^
T
N)
T 2 Rn is an -optimal feasible solution of the primal problem
(4.1).
The definition bounds the distance of the corresponding primal cost from the optimal
value and the maximum primal constraint violation for the primal suboptimal solution, re-
spectively.
In terms of Step 4 of Algorithm DFGP, it holds the following induction [118],
#k :=
kX
i=0
1
i
=
1
(k)2
: (4.15)
Moreover, by Step 4, an inductive argument shows that k  2
k+2
for all k.
Denote by `du(;) := du()+rdu()T ( ) the linear approximation of du at  2 Rm
and4du(;) = `du(;)  du(). Since du is concave with Lipschitz continuous gradient
from Theorem 4.2.2, we have 0  4du(;)  Lu2 k   k2 (see Theorem 2.1.5 in [86]).
Let
k := k 1 +
1
k 1
(k   k 1) (4.16)
= k +
1
k
(k   k); (4.17)
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where 0 = 0 because of 0 =  1.
To prove the convergence for Algorithm DFGP, we provide the following useful lemma.
For notational simplicity, let D =
PN
i=1Di and A =
PN
i=1 jjAijj2=i. Clearly, both of them
are constants.
Lemma 4.2.1 [118] Let fk; k; xk; kgk0 be the sequence generated by Algorithm DFGP.
Then, for any k  0 and  2 Rm+ , it holds that
du()  du(k+1)
(k)2
+
Lu
2
k  k+1k2 + 4du(;
k)
k
 1  
k
(k)2
(du()  du(k)) + Lu
2
k  kk2:
Summing over j = 0; : : : ; k for the inequality of Lemma 4.2.1 and using (4.15), for any
  0, it yields
du()  du(k+1)
(k)2
+
kX
j=0
4du(;j)
j
+
Lu
2
k  k+1k2  Lu
2
k  0k2:
Since d()  du() for any   0 and d(k+1)  du(k+1)  uD from (4.13), we obtain
d()  d(k+1)  uD
(k)2
+
kX
j=0
4du(;j)
j
+
Lu
2
k  k+1k2  Lu
2
k  0k2; (4.18)
for any   0, which plays an important role in our sequel analysis.
We now consider the running average for the iteration sequence of fxki gk0:
xki =
1
#k
kX
j=0
1
j
xji = (1  k)xk 1i + kxki ; i = 1; : : : ; N; (4.19)
where x 1i = 0. The important implication in the second equality in (4.19) is that each x
k
i ; i =
1; : : : ; N can access the running average locally and does not need to store all previous
iterates to obtain xki . Several convergence results for the running average sequence (4.19)
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have been reported in [73, 87, 118, 95].
Dual suboptimality bounds
The next result establishes an upper bound on the distance of the objective value d(k+1)
from the optimal dual value d().
Proposition 4.2.3 Let fk; k; xk; kgk0 be the sequence generated by Algorithm DFGP.
Then, for any k  0 and  2 , it holds that
0  d()  d(k+1)  Lu(
k)2
2
k   0k2 + uD: (4.20)
Proof. Taking  =  2  in (4.18) and dropping two non-negative termsPkj=0 4du (;j)j
and Lu
2
k   k+1k2, we have
d()  d(k+1)  uD
(k)2
 Lu
2
k   0k2:
By d()  d(k+1), rearranging terms in the above inequality yields (4.20). 4
The next theorem provides the accuracy of Algorithm DFGP for approximating the opti-
mal dual objective value of d().
Theorem 4.2.1 For any given accuracy  > 0, let fk; k; xk; kgk0 be the sequence gen-
erated by Algorithm DFGP and u = =(2D). Then, there exists a k1 = O(1 ) such that for
all k  k1,
0  d()  d(k+1)  : (4.21)
Proof. From (4.20) of Proposition 4.2.3 and the fact k  2
k+2
, we obtain
0  d()  d(k+1)  2Lu
(k + 2)2
k   0k2 + uD:
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Due to (4.11), we let
R0 = maxfk   0k :  2 g: (4.22)
Thus,
0  d()  d(k+1)  2Lu
(k + 2)2
R20 + uD:
It follows from the choice of u that
Lu =
A
u
=
2AD

: (4.23)
Therefore,
0  d()  d(k+1)  R
2
0
(k + 2)2
4AD

+

2
:
If we take a
k1 =
2
p
2ADR0

  2;
i.e., k1 = O(1 ), then, for any k  k1, we have (4.21). This completes the proof. 4
Primal constraint violation bounds
In order to reconstruct a near optimal and feasible primal solution efficiently, we need to
provide an upper bound on the running average of frdu(k)gk0.
Proposition 4.2.4 Let fk; k; xk; kgk0 be the sequence generated by Algorithm DFGP.
Then, for any k  0, it holds that
1
#k
kX
j=0
rdu(j)
j
 Lu(k)2(k+1   0): (4.24)
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Proof. From Step 3 of Algorithm DFGP, we have
k +
1
Lu
rdu(k)  [k + 1
Lu
rdu(k)]+ = k+1:
Dividing by k and rearranging terms, it gives rise to
rdu(k)
k
 Lu
k
(k+1   k) (4:16);(4:17)= Lu(k+1   k):
Summing up for the above estimate and using 0 = 0, we have
kX
j=0
rdu(j)
j
 Lu(k+1   0):
Dividing by #k and using (4.15), it yields the desired result. 4
Theorem 4.2.2 For any given accuracy  > 0, let fk; k; xk; kgk0 be the sequence gen-
erated by Algorithm DFGP and u = =(2D). Then, there exists a k2 = O(1 ) such that for
all k  k2,
jj[
NX
i=1
Aix
k
i   b]+jj1  : (4.25)
Proof. Sincerdu() =
PN
i=1Aixi()  b from Theorem 4.2.2, we have
NX
i=1
Aix
k
i   b
(4:19)
=
1
#k
kX
j=0
PN
i=1Aix
j
i   b
j
=
1
#k
kX
j=0
rdu(j)
j
(4:24)
 Lu(k)2(k+1   0):
Hence, using the facts that a  b) [a]+  [b]+ and ka+k  kak, we get
jj[
NX
i=1
Aix
k
i   b]+jj  Lu(k)2jj[k+1   0]+jj  Lu(k)2jjk+1   0jj
 Lu(k)2(jjk+1   jj+ jj   0jj): (4.26)
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Taking  =  2  in (4.18) and dropping the non-negative termPkj=0 4du (;j)j , we have
d()  d(k+1)  uD
(k)2
+
Lu
2
jj   k+1jj2  Lu
2
jj   0jj2:
Due to d()  d(k+1) and rearranging terms, we obtain
jj   k+1jj2  jj   0jj2 + 2uD
Lu(k)2
:
Making use of
p
a+ b  pa+pb for a; b  0, the above inequality yields
jj   k+1jj  jj   0jj+
s
2uD
Lu(k)2
:
Combining the estimates obtained above with (4.26) gives rise to
jj[
NX
i=1
Aix
k
i   b]+jj  2Lu(k)2jj   0jj+ k
p
2uLuD  8Lu
(k + 2)2
R0 +
2
k + 2
p
2uLuD;
where the last inequality uses the fact that k  2
k+2
. Because of u = =(2D) and (4.23), the
above inequality yields
jj[
NX
i=1
Aix
k
i   b]+jj 
R0
(k + 2)2
16AD

+
2
p
2AD
k + 2
: (4.27)
If we take a
k2 =
(1 +
p
1 + 8R0)
p
2AD

  2;
i.e., k2 = O(1 ), then, for any k  k2, (4.27) gives
jj[
NX
i=1
Aix
k
i   b]+jj  : (4.28)
By using the fact that k  k1  k  k, we can obtain (4.25) from (4.28). 4
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Primal suboptimality bounds
Next we will show that an -optimal solution of the primal problem (4.1) can be con-
structed from the dual sequence fkgk0.
Theorem 4.2.3 For any given accuracy  > 0, let fk; k; xk; kgk0 be the sequence gen-
erated by Algorithm DFGP and u = =(2D). Then, there exists a k3 = O(1 ) such that for
all k  k3,
NX
i=1
fi(x
k
i )  f  : (4.29)
Proof. From (4.12) and Step 2 in Algorithm DFGP, we have
du(
k) =
NX
i=1
fi(x
k
i ) + 
kT (
NX
i=1
Aix
k
i   b) + u
NX
i=1
pi(x
k
i ) (4.30)
and
rdu(k) =
NX
i=1
Aix
k
i   b: (4.31)
It follows from the expression of4du , (5.30) and (4.31) that
4du(;k) = du(k) +rdu(k)T (  k)  du()
=
NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b) + u
NX
i=1
pi(x
k
i )  du()

NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b)  du()  L(xk;)  du():
Now dividing by k and summing from 0 to k, yields
kX
j=0
1
j
4du(;j) 
kX
j=0
1
j
[L(xj;)  du()]
 #k[L(xk;)  du()] (4:15)= 1
(k)2
[L(xk;)  du()];
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where the second inequality uses the convexity of L(;) for   0. Taking the above
estimate into (4.18) while dropping the non-negative term Lu
2
k  k+1k2 gives rise to
L(xk;)  du(k+1)  Lu
2
(k)2k  0k2; 8  0:
By (4.5) and (4.13), for any   0, the above inequality yields
NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b)  d(k+1) 
Lu
2
(k)2k  0k2 + uD:
By letting  = 0 in the above relation, we obtain
NX
i=1
fi(x
k
i )  d(k+1) 
Lu
2
(k)2k0k2 + uD: (4.32)
Thus, by using d(k+1)  d = f , k  2
k+2
, (4.32) yields
NX
i=1
fi(x
k
i )  f 
2Lu
(k + 2)2
k0k2 + uD:
It follows from the selection of u and (4.23), the above inequality gives rise to
NX
i=1
fi(x
k
i )  f  
k0k2
(k + 2)2
4AD

+

2
: (4.33)
If we take a
k3 =
2
p
2ADk0k

  2;
i.e., k3 = O(1 ), then, for any k  k3, we have the desired result (4.29). 4
Now we can give a lower bound on
PN
i=1 fi(x
k
i )  f from Theorem 4.2.2.
Corollary 4.2.1 For any given accuracy  > 0, let fk; k; xk; kgk0 be the sequence gen-
125
erated by Algorithm DFGP and u = =(2D). Then, for all k  k2, it holds that
NX
i=1
fi(x
k
i )  f    : (4.34)
Proof. By making use of the saddle point inequality f = L(x;)  L(x;) for all
x 2 X , x 2 X and  2 , see Proposition B.0.8, we obtain
NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b) = L(xk;)  f:
Hence,
NX
i=1
fi(x
k
i )  f    T (
NX
i=1
Aix
k
i   b)   T [
NX
i=1
Aix
k
i   b]+
  jjjjjj[
NX
i=1
Aix
k
i   b]+jj:
In terms of the above estimates, (4.25) and (4.11), we can arrive at (4.34). 4
From Theorems 4.2.2, 4.2.3 and Corollary 4.2.1, we have the following corollary, which
shows that after at mostO(1

) iterations, the -optimal feasible primal solution can be achieved.
Corollary 4.2.2 For any given accuracy  > 0, let fk; k; xk; kgk0 be the sequence gen-
erated by Algorithm DFGP and u = =(2D). Then, after
k4 = maxfk2; k3g = O(1

)
iterations, we can obtain an -optimal feasible solution of problem (4.1) satisfying
  
NX
i=1
fi(x
k
i )  f    and jj[
NX
i=1
Aix
k
i   b]+jj1  :
Remark 4.2.3 If the inequality constraints are replaced by the equalities
PN
i=1Aixi = b in
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(4.1), we can use the same reasoning as given above. However, the bound for the optimal
dual solutions in (4.11) does not satisfy anymore for the dual problem d = max2Rm d()
under consideration. Fortunately, based on Theorem 3.5 in [73], it follows that there exists
a sufficiently large R > 0 such that the set f 2 Rm : jjjj  Rg contains  which means
that jjjj  R. Thus, all the above results are still true for problem (4.1) with coupling
linear inequality and equality constraints.
4.2.3. The modified algorithm
Algorithm DFGP implement
For a preset target accuracy  > 0 and a fixed smoothness parameter u = =(2D), Corol-
lary 4.2.2 provides a theoretical bound on the worst-case number of iterations required by
Algorithm DFGP to compute an -optimal feasible primal solution. However, there exists
the unknown quantity, such as the optimal value f of the primal problem. On the basis of
Theorem 4.2.1 and Corollary 4.2.2, we now provide a practical termination criteria without
requiring the knowledge of f . Since f = d and 0  d()  d(k+1)  , we have
  
NX
i=1
fi(x
k
i )  d(k+1)  2; (4.35)
where d(k+1) can be computed during the course of the algorithm. Therefore, at every iter-
ation one can test -optimality and -feasibility of the iterates by examining whether (4.35)
and (4.25) are satisfied or not. If both of them are satisfied, the algorithm terminates.
Assume  > 0 and 0 2 Rm+ are given, let the fixed smoothness parameter u = =(2
PN
i=1Di),
we rewrite Algorithm DFGP (for short, F-DFGP) as follows:
F-DFGP (0; )
Set u = =(2
PN
i=1Di), 
0 =  1 2 Rm+ and 0 =  1 = 1.
For k = 0; 1; : : :, repeat Steps 1-4 of Algorithm DFGP,
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if (4.35) and (4.25) are satisfied, then stop.
Remark 4.2.4 From Corollary 4.2.2, we know that Algorithm M-DFGP must stop in finite
steps. Moreover, the final solution obtained by Algorithm M-DFGP is an -optimal feasible
solution of the primal problem (4.1).
The modified algorithm with restart
Based on the previous analysis, the effectiveness of Algorithm M-DFGP is dependent
upon the choice of the smoothness parameter, which also determines the accuracy of the
smoothing approximation. A large smoothness parameter yields a very smooth problem and
the function value will quickly decrease in the early iterations of the algorithm, but less ac-
curate. On the other hand, a sufficiently small smoothness parameter gives a less smooth
but more accurate approximation. In this case, the function value will slowly decrease but
the convergence within the required accuracy is guaranteed. To further decrease the number
of iterations, we use a restart method. It starts by solving a much smoother problem than
the original problem and then subsequently solve lesser smooth problems, using the previ-
ous estimate as the starting point at each restart (see [8, 42]). Now we simply modify the
Algorithm M-DFGP (0; ): at each restart we call the basic F-DFGP (0; ) subroutine with
a target accuracy; between the restarts, we reduce the target accuracy by a positive scalar
 < 1. We present the details of the modified algorithm (for short, M-DFGP) as follows:
M-DFGP (0; ; ) with restart
Set 0 = maxfg(x 1)  d(0); g, 0 =  1 2 Rm+ ; 0 =  1 = 1 and I := 0.
For k = 0; 1; : : :, repeat
k+1 := k,
(xk; k+1; Ik) := F-DFGP(k; k+1),
I := I + Ik,
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if (4.35) and (4.25) are satisfied, then stop.
In AlgorithmM-DFGP, Ik is the iteration counter of the subroutine F-DFGP with the starting
point k and the target accuracy k+1.
Proposition 4.2.5 For k  0, the iteration number of the kth call to F-DFGP in Algorithm
M-DFGP satisfies
Ik  C
0k+1
: (4.36)
Consequently, the total iteration counter of Algorithm M-DFGP satisfies
I  C
(1  )
1

; (4.37)
where C = 2
p
2ADmaxfjj0jj; 1+
p
1+8R0
2
g is a constant.
Proof. By Corollary 4.2.2, the kth call to F-DFGP in AlgorithmM-DFGP terminates at most
C=k+1 iterations. Since k+1 = k = k+10, the bound Ik in (4.36) follows readily from
Corollary 4.2.2. Suppose that Algorithm M-DFGP will be terminated after at most K outer
iterations, where K satisfies
K0 = K   < K 1 = K 10;
where K represents the accuracy achieved at the outer iterationK. From the above inequal-
ities and (4.36), the total iteration number of the Algorithm M-DFGP is at most
K 1X
k=0
Ik 
K 1X
k=0
C
0k+1
 C
0K(1  ) 
C
(1  )
1

;
and the result (4.37) is obtained. 4
Proposition 4.2.5 shows that AlgorithmM-DFGP can achieve an -optimal feasible primal
solution after O(1

) iterations, which has the same iteration complexity as that of Algorithm
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F-DFGP. Nevertheless, numerical experiments later show that M-DFGP has less iterations
than that of F-DFGP. It can be shown that the parameter  = 0:5 is the optimal choice for
Algorithm M-DFGP by minimizing the right-side of (4.37) with respect to .
4.2.4. Application to a real-time pricing problem in smart grid
The algorithms proposed in this section for solving a separable convex optimization prob-
lem with coupling linear inequality constraints has an interesting application to the real-time
pricing and demand side management problems for smart grid considered in [108, 109].
From a social fairness point of view, it is desirable to utilize the available capacity provided
by the energy provider in such a way that the sum of the utility functions of all the users is
maximized and the cost imposed to the energy provider is minimized. Mathematically, the
real-time pricing problem of smart grid is modeled as follows:
max
xi;t2Ii;t; Lt2Jt
X
t2T
X
i2N
U(xi;t; !i;t)  Ct(Lt)
s.t.
X
i2N
xi;t  Lt; 8t 2 T ; (4.38)
where T is the set of all time slots, N is the set of all users; Ii;t = [mi;t;Mi;t], where mi;t
and Mi;t denote the minimum and maximum power consumption of user i, respectively;
Jt = [J
min
t ; J
max
t ], where J
min
t =
P
i2N mi;t; 8t 2 T . We assume the maximum generating
capacity Jmaxt is equal to the maximum total power requirements of all the users, that is,
Jmaxt =
P
i2N Mi;t;8t 2 T . We consider a quadratic utility function U(xi;t; !i;t) of user i at
each time slot t 2 T , reflecting the level of salification obtained by the user as a function its
power consumption [108, 109]:
U(xi;t; !i;t) =
8><>: !xi;t  

2
x2i;t; if 0  xi;t  !i;t ;
!2i;t
2
; if xi;t  !i;t ;
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where xi;t denote the power consumption level of user i at the time slot t, the utility parameter
!i;t is private for each user i, which may vary among users and also at different times of the
day.  is pre-determined parameter. A quadratic cost function Ct(Lt) indicating the cost of
providing Lt units of energy offered by the energy provider in the time slot t, is given by
[108, 109] as follows:
Ct(Lt) = atL
2
t + btLt + ct;
where at > 0 and bt; ct  0 are pre-determined parameters.
The problem (4.38) is a concave maximization problem. However, since the utility pa-
rameter !i;t for each user i 2 N is private, only known by user i, the energy provider may
not have sufficient information to solve problem (4.38). Thus, the pricing model for smart
grid arising in (4.38) can not be solved in a centralized manner. The parallel dual subgradi-
ent method (see, Algorithm DSG or [108]) was introduced to solve it. However, there are
no convergence analysis and the estimate of iteration complexity in [108]. Fortunately, we
can resort to the Algorithm DFGP developed in this section to efficiently solve this problem,
since our algorithm has a strong theoretical guarantee and gives the explicit error bounds on
the primal optimality and feasibility violation.
Notice that problem (4.38) can be solved independently for each time slot t 2 T . In other
words, for each fixed time slot t 2 T , we have the following separable convex programming
with single coupling linear inequality constraint:
max
xi;t2Ii;t; Lt2Jt
X
i2N
U(xi;t; !i;t)  Ct(Lt)
s.t.
X
i2N
xi;t  Lt: (4.39)
We assume the utility parameter !i;t of each user i is selected randomly from the interval
[1,4] and let  = 0:5. We set the parameters of the energy cost function as at = 0:01; bt =
ct = 0. All the values of these parameters are taken from [108]. Under the settings, the en-
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ergy cost function is strongly convex with the convexity parameter 2at, without introducing
the prox-function. The user utility function U(xi;t; !i;t); i = 1; : : : ; N is concave, hence, for
simplicity, we can set a prox-function as p(xi;t) = 12 jjxi;tjj2 with the convexity parameter
i = 1.
In order to show the performance of our algorithms, including algorithms F-DFGP and M-
DFGP (setting  = 0:5), we compare them with the standard dual subgradient algorithm (see
Algorithm DSG) and fixed pricing algorithm (for short, FPA). For comparison and fairness
purposes, all algorithms are terminated when the following conditions are satisfied with a
required accuracy  = 0:01, for each t 2 T
(1) dual variable satisfies jkt   k 1t j  ;
(2) primal objective function value satisfies
max
(
max
i2N
(U(xki;t)  U(xk 1i;t )U(xk 1i;t )

)
;
Ct(Lkt )  Ct(Lk 1t )Ct(Lk 1t )

)
 ;
(3) primal feasibility satisfies maxf0;Pi2N xki;t   Lkt g  .
Comparison with Algorithm FPA
In this simulation, we consider that the entire time cycle is divided into 24 time slots
representing the 24 hours of the day and the users N = 10. Figure 4.1 shows the simulation
results for the total consumed power and capacity provided when the proposed algorithms
F-DFGP and M-DFGP are used. After interaction between the users and the energy provider,
the aggregated load and capacity coincide for each time slots. It can seen that the total power
consumption can be controlled below the desired threshold meanwhile the aggregated load
utilize the available resources. In each time slot, as expected, the generating capacity and
total power consumption are bounded between Jmint and J
max
t .
For the fixed pricing algorithm (see [108]), the energy provider broadcasts a price for each
time slot t 2 T at the beginning of the time slot which guarantees for any type of users
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Figure 4.1.: Total power consumption and capacity required for F-DFGP and M-DFGP
0 5 10 15 20 25
−20
0
20
40
60
80
100
120
Time (Hour)
Ag
gre
ga
ted
 U
tili
ty
 
 
F−DFGP  M−DFGP
FPA
Figure 4.2.: Aggregated utility of all users for FPA, F-DFGP and M-DFGP
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with different choices of the ! parameter that the total consumption level will not exceed
the generating capacity. A very conservative case is by setting !max = 4 for all the users.
Hence, the price can be computed as P tfixed = !max Lt=N; t 2 T . Simulation results for
the aggregate utility of all users are illustrated in Figure 4.2 when algorithms FPA, F-DFGP
and M-DFGP are used. It can be observed that the aggregate utility is much higher for
our proposed algorithms than for the fixed pricing algorithm, because there is no interactions
between the users and the provider for the latter. From the result of Algorithm FPA, it implies
that some users may suffer from the high price when they are actually using a less amount
of energy at each time slot.
Comparison with Algorithm DSG
In this simulation, we show the performance of our proposed algorithms by compared
with Algorithm DSG when the scale size of the problem becomes bigger. For simplicity,
we consider problem (4.39) at a fixed time slot t 2 T in numerical simulations later. We
record the number of iterations upon the termination above for three algorithms. The results
are illustrated in Figures 4.3 and 4.4 with the cases N = 100 and N = 500, respectively.
Figures 4.3(a) and 4.4(a) depict the value of primal objective function
P
i2N U(xi;t; !i;t)  
Ct(Lt) in terms of the number of iterations. Figures 4.3(b) and 4.4(b) show the reference
price of electricity (the value of dual iterates t) that the energy provider broadcasts, versus
number of iterations. The total power consumption of all users (
P
i2N xi;t) and the total
electricity power (Ct(Lt)) offered by the energy provider against the number of iterations
are demonstrated in Figures 4.3(c) and 4.4(c).
The preliminary experimental results clearly show that three algorithms are convergent.
But the convergence of our proposed algorithms F-DFGP and M-DFGP is faster than that
of algorithm DSG. More specifically, from Figure 4.3(a), we can see that after at most 100
iterations and 800 iterations, our proposed algorithmsM-DFGP and F-DFGP reach the preset
accuracy, respectively, while DSG needs almost 1200 iterations to reach the same accuracy.
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Figure 4.3.: For the users N = 100, (a) value of primal objective function versus number
of iterations; (b) reference price of electricity versus number of iterations; (c)
aggregated load level of all users and capacity required from the energy provider
versus number of iterations.
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Furthermore, we observe from Figure 4.3(c) that the maximum error of constraint violation
obtained by DSG at about 1200 iterations were already obtained by F-DFGP and M-DFGP
at the iteration 100 and 800, respectively. The similar results are also observed in Figure 4.4
with the number of the users N = 500. Comparing with the results from these figures, we
can observe that the more the number of the users, the more the number of iterations need
to achieve the required accuracy for three algorithms, especially for DSG, since the number
of iterations to convergence from Figure 4.4(a) is at most 300 for M-DFGP and 1200 for
F-DFGP, whereas 3300 for DSG. Thus, the performance of DSG is worse than those of
our proposed F-DFGP and M-DFGP. This is mainly caused by the slow convergence of
subgradient-based methods. In addition, we find that the modified Algorithm M-DFGP is
much better than F-DFGP in terms of the number of iterations from Figures 4.3 and 4.4,
thanks to the simple restart technique.
4.3. Inexact dual fast gradient-projection method
In this section, we extend the dual fast gradient-projection methods proposed in Section
4.2 to the inexact setting for solving problem (4.1). The method is based on the framework
of the inexact first-order oracle [34] and motivated by [71, 34].
4.3.1. The algorithm
Denote DXi = maxx;y2Xi jjx   yjj as the diameter of the set Xi and assume that DXi <
+1. For i = 1; : : : ; N , we suppose that Xi is simple, i.e., the projection onto this set can
be computed very efficiently (e.g., the half space Rni+ , box, ball, etc.). On the other hand, we
assume that the projection onto the set defined by the coupling linear constraints is hard to
compute numerically. Throughout this section, we make the following assumption.
Assumption 4.3.1 The optimal solution set X is nonempty and the Slater’s condition of
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problem (4.1) holds. For each i = 1; : : : ; N , the function fi is i-strongly convex and con-
tinuously differentiable in Rni .
When the strong convexity assumption on the function fi does not hold, we can apply
Nesterov’s smoothing technique by adding a prox-function term to the function fi in order
to ensure the strong convexity of the smoothed function.
We also call the dual problem (4.6) as the outer problem. For a given  2 Rm+ , let xi()
be the unique optimal solution of the subproblems (4.9), i.e.,
xi() = arg min
xi2Xi
Li(xi;); i = 1; : : : ; N: (4.40)
We also call the subproblems (4.40) as the inner subproblems. From Assumption 4.3.1 and
(4.9), it can be obtained that for i = 1; : : : ; N , di() is concave and continuously differen-
tiable on  2 Rm+ , and its gradient rdi() = Aixi()   bN is Lipschitz continuous with
Lipschitz constant Ldi =
jjAijj2
i
. Thus, d() is concave and continuously differentiable on
 2 Rm+ , its gradient
rd() =
NX
i=1
Aixi()  b (4.41)
is Lipschitz continuous with Lipschitz constant Ld =
PN
i=1
jjAijj2
i
. Moreover, the strong
duality holds (see the relation (4.10)).
Based on the framework of dual decomposition, we solve the dual problem (4.6) with
gradient-based methods, which generates a sequence of multipliers fkg that will approxi-
mately converge to  2 . Then, we also produce a sequence of primal variables that will
converge to the optimal solution of the original problem (4.1). Note that any gradient-based
method for solving the dual problem (4.6) requires the computation of the dual gradient
(4.41), which depends on the exact solution xi() of the inner subproblems (4.40). How-
ever, solving the inner subproblems (4.40) exactly is impossible in practice, except when all
the inner subproblems (4.40) have a closed-form solution. Therefore, we need to consider
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solving these subproblems with certain inner precision and obtain an approximate optimal
solution ~xi(), that is,
~xi()  arg min
xi2Xi
Li(xi;); i = 1; : : : ; N: (4.42)
Under this situation, we have to use inexact dual gradients and approximate values of the
dual function d(). Now we define the following two notations:
~rd() =
NX
i=1
Ai~xi()  b and ~d() =
NX
i=1
Li(~xi(); ):
We assume that the approximate optimal solution ~xi() is computed inexactly, but satisfy
the following inner -optimality:
~xi() 2 Xi; Li(~xi(); )  Li(xi(); )  
2N
; i = 1; : : : ; N: (4.43)
The relation (4.43) represents the stopping criterion for solving the inner subproblems (4.40).
The goal is to compute an approximate optimal solution for the primal problem (4.1) by
using inexact gradient information. When the inner subproblems (4.40) are solved approx-
imatively and then we use only approximate information of the dual function and of its
gradient, the next lemma provides lower and upper bounds on the dual function in terms of
~xi() satisfying (4.43), whose derivation is similar to Section 3.2 in [34], For completeness,
we give the proof here.
Lemma 4.3.1 Suppose that Assumption 4.3.1 holds. For a given  2 Rm+ and for each
i = 1; : : : ; N , let ~xi() be a solution of the inner subproblems such that (4.43) is satisfied.
Then, for any  2 Rm+ , the following results hold:
~d() + ~rd()T (  )  d()  ~d() + ~rd()T (  )  Ldjj  jj2   : (4.44)
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Proof. We first prove the left-hand side of the inequality (4.44). Since L(x; ) is concave for
all x 2 X , we have
d()
(4:40)
= L(x(); )  L(~x(); )  L(~x(); ) +r2L(~x(); )T (  )
= ~d() + ~rd()T (  );
where the last equality uses the relations ~rd() = r2L(~x(); ) =
PN
i=1Ai~xi()  b.
Next we prove the right-hand side of the inequality (4.44). Since rd() is Lipschtiz
continuous with Lipschtiz constant Ld, from Lemma 1.2.3 in [86], we have
d()  d() +rd()T (  )  Ld
2
jj  jj2
 d() + ~rd()T (  )  Ld
2
jj  jj2 + (rd()  ~rd())T (  )
= d() + ~rd()T (  )  Ld
2
jj  jj2 +
NX
i=1
Ai(xi()  ~xi())T (  )
 d() + ~rd()T (  )  Ld
2
jj  jj2  
NX
i=1
jjAijjjjxi()  ~xi()jjjj  jj
 d() + ~rd()T (  )  Ld
2
jj  jj2  
NX
i=1
[
i
2
jjxi()  ~xi()jj2 + jjAijj
2
2i
jj  jj2]
 d() + ~rd()T (  )  Ldjj  jj2  
NX
i=1
i
2
jjxi()  ~xi()jj2;
where in the last second inequality we have used the fact that ab  a2
2
+ b
2
2
; a  0; b 
0;  > 0. Since for a given  2 Rm+ , Li(; ) is i-strongly convex, from Theorem 2.1.7 in
[86], we have Li(~xi(); )  Li(xi(); )  i2 jjxi()  ~xi()jj2. Thus,
d()  ~d() + ~rd()T (  )  Ldjj  jj2   2
NX
i=1
[Li(~xi(); )  Li(xi(); )]:
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It follows from the above inequality and (4.43) that the right-hand side of the inequality
(4.44) holds. 4
Note that the left-hand side of the inequality (4.44) can be viewed as a linear approxima-
tion of the dual function d() when the approximate values of the function and its gradient
are used. The right-hand inequality can be viewed as a quadratic approximation to bound
from below the dual function d(), which is essential in the convergence analysis of gradient-
based methods [86]. A more general framework for inexact gradient-based methods can be
found in [34, 71].
For ;  2 Rm+ , let
~`
d(;) = ~d() + ~rd()T (  ) and ~4d(;) = ~`d(;)  d():
From Lemma 4.3.1, we have
0  ~4d(;)  Ldjj  jj2 + : (4.45)
Now we consider a fast gradient scheme for solving the dual problem (4.6) with inexact
gradient information. Fast gradient methods were first proposed by Nesterov [87] and have
also been discussed in the framework of dual decomposition in [34, 71, 74] with inexact
gradient information. Note that the algorithm proposed in this section with inexact gradient
information is based on a fast gradient-projection method [118], which is different from
that developed in [34, 71, 74], since our algorithm is simpler than the more computationally
demanding scheme of them, in which involves an accumulated history of the past iterates and
two projections per iteration. We call this algorithm as inexact dual fast gradient-projection
(for short, IDFGP) algorithm and present it as follows:
Algorithm IDFGP
Initialization: Set 0 =  1 2 Rm+ ; 0 =  1 = 1.
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Iteration: For k  0, do
Step 1. k = k + k( 1
k 1   1)(k   k 1).
Step 2. Receive k and update primal variables in parallel: for i = 1; : : : ; N
~xki  arg min
xi2Xi
Li(xi;k) such that (4.43) is satisfied:
Step 3. Receive ~xk and update dual variables:
k+1 = [k + 1
2Ld
~rd(k)]+, where ~rd(k) =
PN
i=1Ai~x
k
i   b.
Step 4. k+1 =
p
(k)4+4(k)2 (k)2
2
.
4.3.2. Convergence analysis with inexact gradient
To prove the convergence for Algorithm IDFGP, we first provide the following useful
lemma, whose proof is similar to Proposition 2 in [118] by using Lemma 4.3.1.
Lemma 4.3.2 Let fk; k; xk; kgk0 be the sequence generated by Algorithm IDFGP. Then,
for any k  0 and  2 Rm+ , it holds that
d()  d(k+1)
(k)2
+
kX
l=0
~4d(;l)
l
+ Ldk  k+1k2  Ldk  0k2 + 
kX
l=0
1
(l)2
: (4.46)
142
Proof. For any  2 Rm+ , let  = (1   k)k + k. By the second inequality in (4.44), we
have
d(k+1)  ~`d(k;k+1)  Ldjjk   k+1jj2   
 ~`d(;k)  Ldjj  kjj2 + Ldjj  k+1jj2   
 ~`d((1  k)k + k;k)  Ldjj(1  k)k + k  kjj2
+Ldjj(1  k)k + k  k+1jj2   
= (1  k)~`d(k;k) + k ~`d(;k)  Ld(k)2jj  1=k(k   k)  kjj2
+Ld(
k)2jj  1=k(k+1   k)  kjj2   
= (1  k)~`d(k;k) + k ~`d(;k)  Ld(k)2jj  kjj2
+Ld(
k)2jj  k+1jj2   
 (1  k)d(k) + k(d() + ~4d(;k))
 Ld(k)2jj  kjj2 + Ld(k)2jj  k+1jj2   ;
where the second inequality uses Step 3 of Algorithm IDFGP and Property 1 in [118], the
first equality uses the fact that ~`d(;k) is a linear function for given k, the second uses
Step 1 of Algorithm IDFGP, and last inequality uses (4.44) and the definition of ~4d(;k).
Subtracting d() from both side in the last inequality above and then dividing (k)2, we have
d()  d(k+1)
(k)2
 1  
k
(k)2
[d()  d(k)] 
~4d(;k))
k
  Ldjj  kjj2
+Ldjj  k+1jj2   
(k)2
:
Using the fact that (1  k)=(k)2 = 1=(k 1)2 from Step 4 of Algorithm IDFGP and sum-
ming from 0 to k, the above inequality yields (4.46). 4
Dual suboptimality bounds
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The next theorem provides an estimate on the dual suboptimality bound for Algorithm
IDFGP by using Lemma 4.3.2.
Theorem 4.3.1 Let fk; k; xk; kgk0 be the sequence generated by Algorithm IDFGP.
Then, for all k  0 and  2 , we have
0  d()  d(k+1)  4Ld
(k + 2)2
jj   0jj2 + 4
3
(k + 2): (4.47)
Proof. Using  =  2  in (4.46) and dropping bothPkl=0 ~4d(;l)l and Ldk   k+1k2
since they are nonnegative, we obtain
0  d()  d(k+1)  Ld(k)2k   0k2 + (k)2
kX
l=0
1
(l)2
: (4.48)
Now we need to estimate
Pk
l=0
1
(l)2
. Note that the sequence fkgk0 generated by Step 4 is
decreasing and satisfies
1
k + 1
 k  2
k + 2
; 8k  0: (4.49)
From (4.49), we can get
kX
l=0
1
(l)2

kX
l=0
(l + 1)2  (k + 2)
3
3
: (4.50)
It follows from (4.48), (4.49) and (4.50) that (4.47) holds. 4
We now consider the running average for the iteration sequence of f~xki gk0:
xki =
1
#k
kX
l=0
1
i
~xli = (1  k)xk 1i + k~xki ; i = 1; : : : ; N; (4.51)
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where x 1i = 0. The important implication in the second equality of (4.51) is that each
xki ; i = 1; : : : ; N can access the running average locally and does not need to store all previ-
ous iterates to obtain xki .
In order to reconstruct a near optimal and feasible primal solution efficiently, we need to
provide an upper bound on the running average of the sequence f ~rd(k)gk0.
Proposition 4.3.1 Let fk; k; xk; kgk0 be the sequence generated by Algorithm IDFGP.
Then, for any k  0, it holds that
1
#k
kX
l=0
~rd(l)
l
 2Ld(k)2(k+1   0): (4.52)
Proof. From Step 3 of Algorithm IDFGP, we have
k +
1
2Ld
~rd(k)  [k + 1
2Ld
~rd(k)]+ = k+1:
Dividing by k and rearranging terms, it gives rise to
~rd(k)
k
 2Ld
k
(k+1   k) (4:17)= 2Ld(k+1   k):
Summing up for the above estimate and using 0 = 0, we have
kX
l=0
~rd(l)
l
 2Ld(k+1   0):
Dividing by #k and using (4.15), it yields the desired result. 4
Primal constraint violation bounds
The theorem below provides an estimate on primal constraint violation for xk in problem
(4.1).
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Theorem 4.3.2 Let fk; k; xk; kgk0 be the sequence generated by Algorithm IDFGP.
Then, for any k  0, we have
jj[
NX
i=1
Aix
k
i   b]+jj1  e(k; ); (4.53)
where e(k; ) = 16Ld
(k+2)2
jj   0jj+ 8
q
Ld
3(k+2)
.
Proof. By Proposition 4.3.1, we have
NX
i=1
Aix
k
i   b =
1
#k
kX
l=0
PN
i=1Ai~x
l
i   b
l
=
1
#k
kX
l=0
~rd(l)
l
(4:52)
 2Ld(k)2(k+1   0):
Hence, using the facts that a  b) [a]+  [b]+ and ka+k  kak for a; b 2 Rm, we get
jj[
NX
i=1
Aix
k
i   b]+jj  2Ld(k)2jj[k+1   0]+jj  2Ld(k)2jjk+1   0jj
 2Ld(k)2(jjk+1   jj+ jj   0jj): (4.54)
Taking  =  2  in (4.46) and dropping bothPkl=0 ~4d(;l)l and d()   d(k+1) since
both of them are nonnegative, we have
Ldjj   k+1jj2  Ldjj   0jj2 + 
kX
l=0
1
(l)2
(4:49)
 Ldjj   0jj2 +  (k + 2)
3
3
:
Making use of
p
a+ b  pa+pb for a; b  0, the above inequality yields
jj   k+1jj  jj   0jj+ (k + 2)
r
k + 2
3Ld
:
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Combining the estimates obtained above with (4.54) gives rise to
jj[
NX
i=1
Aix
k
i   b]+jj 
16Ld
(k + 2)2
jj   0jj+ 8
s
Ld
3(k + 2)
;
where we uses the fact that k  2
k+2
. This completes the proof. 4
Primal suboptimality bounds
Next we show that an -optimal feasible solution of primal problem (4.1) can be con-
structed from the dual sequence fkgk0 produced by Algorithm IDFGP. The following
results give an estimate on primal suboptimality for xk in problem (4.1).
Proposition 4.3.2 For any given  2 Rm+ and for i = 1; : : : ; N , let ~xi()  argminxi2Xi Li(xi; )
satisfy (4.43). Then,
~4d(;)  L(~x(); )  d()  
2
; 8 2 Rm+ : (4.55)
Proof. From Lemma 4.3.1, we have
~`
d(;)  d() (4:40)= L(x(); )
(4:43)
 L(~x(); )  
2
:
Hence, ~4d(;) = ~`d(;)  d()  L(~x(); )  d()  2 . 4
Theorem 4.3.3 Let fk; k; xk; kgk0 be the sequence generated by Algorithm IDFGP.
Then, for any k  0, we have
NX
i=1
fi(x
k
i )  f  
4Ld
(k + 2)2
k0k2 + 2(k + 2): (4.56)
Proof. Taking  = l in (4.55) and using Step 2 of Algorithm IDFGP yield
~4d(;l)  L(~xl;)  d()  
2
:
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Now dividing by l and summing from 0 to k, the above inequality gives rise to
kX
l=0
1
l
~4d(;l) 
kX
l=0
1
l
[L(~xl;)  d()  
2
]
 #k[L(xk;)  d()  
2
]
(4:15)
=
1
(k)2
[L(xk;)  d()  
2
];
where the second inequality uses the convexity of L(;) for any given  2 Rm+ . Taking the
above estimate into (4.46) while dropping the non-negative term Ldk  k+1k2 gives
L(xk;)  d(k+1)  Ld(k)2k  0k2 + (k)2
kX
l=0
1
(l)2
+

2
; 8  0:
By (4.5), for any   0, the above inequality yields
NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b)  d(k+1)  Ld(k)2k  0k2 + (k)2
kX
l=0
1
(l)2
+

2
:
By letting  = 0 in the above relation, we obtain
NX
i=1
fi(x
k
i )  d(k+1)  Ld(k)2k0k2 + (k)2
kX
l=0
1
(l)2
+

2
: (4.57)
By using d(k+1)  d = f , (4.49) and (4.50), (4.57) yields
NX
i=1
fi(x
k
i )  f 
4Ld
(k + 2)2
k0k2 + [4
3
(k + 2) +
1
2
]  4Ld
(k + 2)2
k0k2 + 2(k + 2):
4
In addition, we can give a lower bound on
PN
i=1 fi(x
k
i )  f  from Theorem 4.3.2.
Corollary 4.3.1 Let fk; k; xk; kgk0 be the sequence generated by Algorithm IDFGP.
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Then, for any k  0, it holds that
NX
i=1
fi(x
k
i )  f    (k   0k+ k0k)e(k; ); (4.58)
where e(k; ) is defined in Theorem 4.3.2.
Proof. By making use of the saddle point inequality f = L(x;)  L(x;) for all
x 2 X , x 2 X and  2 , we obtain
NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b) = L(xk;)  f:
Hence,
NX
i=1
fi(x
k
i )  f   T (
NX
i=1
Aix
k
i   b)   T [
NX
i=1
Aix
k
i   b]+
  jjjjjj[
NX
i=1
Aix
k
i   b]+jj
(4:53)
  (k   0k+ k0k)e(k; ):
4
From Theorems 4.3.1, 4.3.2 and 4.3.3, we can observe that the first term in these estimates
is the standard rate of convergence of the fast gradient method for the class of smooth func-
tions [118], while the second term represents the error induced by the fact that the gradient is
computed only approximately. Thus, it shows that Algorithm IDFGP accumulates the errors.
The results we obtain also confirm the conclusion of [34, 71].
The next theorem gives a bound on the squared distance of the averaged primal sequence
from the unique optimizer, jjxk   xjj2.
Theorem 4.3.4 Suppose that Assumption 4.3.1 holds. Let fk; k; xk; kgk0 be the se-
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quence generated by Algorithm IDFGP. Then, for any k  0, we have
jjxk   xjj2  8Ld(k
0k2 + 4kkk   0k)
(k + 2)2
+
16kk

s
Ld
3(k + 2)
; (4.59)
where  = min
i
fig.
Proof. By the assumption of the theorem, we have f(x) =
PN
i=1 fi(x) is continuously
differentiable and -strongly convex on X . Thus, for any given  2 Rm+ , L(x;) =PN
i=1 fi(xi) + 
T (
PN
i=1Aixi   b) is also -strongly convex on X . From Theorem 2.1.7
in [86], we have, for x 2 X;  2 ,

2
jjxk   xjj2  L(xk;)  L(x;) =
NX
i=1
fi(x
k
i ) + 
T (
NX
i=1
Aix
k
i   b)  f 

NX
i=1
fi(x
k
i )  f  + jjjjjj[
NX
i=1
Aix
k
i   b]+jj1:
Combining with the inequality above with (4.56) and (4.53), we can obtain (4.59). 4
For a given target accuracy , we now are interested in finding the number of outer itera-
tions k and a relation between  and  such that primal constraint violation and suboptimality
satisfying Definition 4.2.1. For simplicity, we denote D = jj   0jj;  2  and let the
initial iterate 0 = 0 and thus D = jjjj. Using Theorems 4.3.1, 4.3.2, 4.3.3, 4.3.4 and
Corollary 4.3.1, if we take
k =
2D
p
Ldp

  2 and  = 
p

2D
p
Ld
; (4.60)
i.e., k = O(  12 ) and  = O( 32 ), then, for any k  k, we can ensure the following bounds
for primal constraint violation and suboptimality, and dual suboptimality:
xk 2 X; jj[
NX
i=1
Aix
k
i   b]+jj1 
7
D
; jjxk   xjj2  13

;
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 7 
NX
i=1
fi(x
k
i )  f  2; and 0  d   d(k+1) 
7
3
:
From the choice of  in (4.60), we can see that in the Algorithm IDFGP the inner subprob-
lems (4.40) need to be solved with higher accuracy than the desired accuracy of the outer
problem, i.e.,  = O( 32 ).
Remark 4.3.1 (i) The results above also hold in the case when the inner subproblems are
solved exactly per outer iteration, i.e.  = 0 in (4.43). Under this case, Algorithm IDFGP
reduces to Algorithm DFGP.
(ii) In practice we usually cannot calculate exactly the value of D = jj   0jj, but we
can offer an upper bound on the norm of dual optimal solutions for the dual problem (4.6)
by using Proposition 4.2.1, i.e.,
max
2
fjjjjg  f(x)  d(
)
(x)
, ; (4.61)
where (x) = minfb  PNi=1Aixig, x is a Slater’s vector,  2 Rm+ . Note that  can be
calculated easily in a separable form:
 =
1
(x)
NX
i=1
[fi(xi)  min
xi2Xi
Li(xi; )]:
Thus, the upper bound of the norm of the dual optimal solution is always available. Obvi-
ously, we have D  .
4.3.3. Solving inner subproblems inexactly
Based on a fast gradient algorithm in [86], we now consider solving the inner subproblems
(4.40) in parallel, with certain inner precision. For a fixed k, the inner subproblems (4.40)
can be written as:
xki = arg min
xi2Xi
Li(xi;k); i = 1; : : : ; N; (4.62)
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where Li(xi;k) = fi(xi) + kT (Aixi   bN ). We assume that these problems are solvable.
Assumption 4.3.2 Suppose that for i = 1; : : : ; N , the gradient of the function fi(xi) is
Lipschitz continuous with Lipschitz constant Li > 0.
Under Assumptions 1 and 2, for a given k, we note that Li(xi;k) is i-strongly convex
and has Lipschitz continuous gradient rLi(xi;k) = rfi(xi) + ATi k with Lipschitz con-
stant Li on Xi. Thus, we can utilize a simple fast gradient method (see, Subsection 2.2.4 in
[86]) to solve the inner subproblems (4.62) in parallel (for short, IFG):
Algorithm IFG (k)
Initiation: For a given k and every i = 1; : : : ; N , choose yk;0i = x
k;0
i 2 Xi and set
i =
p
Li pip
Li+
p
i
.
Iteration: For p = 0; 1; : : :, compute in parallel:
Step 1. xk;p+1i = PXi [y
k;p
i   1LirLi(y
k;p
i ;
k)].
Step 2. yk;p+1i = x
k;p+1
i + i(x
k;p+1
i   xk;pi ).
Until the condition (4.43) is satisfied.
The following theorem provides the iteration complexity of Algorithm IFG.
Theorem 4.3.5 Suppose that Assumptions 1 and 2 hold. For given k and k, let the se-
quences fxk;pi gp0; i = 1; : : : ; N be generated by Algorithm IFG. For i = 1; : : : ; N , then
there exists a pi = O(ln 1 ) such that the stopping criterion (4.43) is satisfied.
Proof. From Theorem 2.2.3 in [86], we have
Li(xk;pi ;k)  Li(xki ;k)
 (Li(xk;1i ;k)  Li(xki ;k) +
i
2
jjxk;1i   xki jj2)e (p 1)
q
i
Li : (4.63)
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From Assumptions 1 and 2, we know that Li(xi;k) is i-strongly convex (also convex) and
has Lipschitz continuous gradient with Lipschitz constant Li. By Lemma 1.2.3 [86], then,
for any xi; yi 2 Xi, we obtain
0  Li(xi;k)  [Li(yi;k) +rLi(yi;k)T (xi   yi)]  Li
2
jjxi   yijj2: (4.64)
Next we upper bound the term Li(xk;1i ;k)  Li(xki ;k) in (4.63):
Li(xk;1i ;k)
(4:64)
 Li(xk;0i ;k) +rLi(xk;0i ;k)T (xk;1i   xk;0i ) +
Li
2
jjxk;1i   xk;0i jj2
= min
xi2Xi
fLi(xk;0i ;k) +rLi(xk;0i ;k)T (xi   xk;0i ) +
Li
2
jjxi   xk;0i jj2g
(4:64)
 min
xi2Xi
fLi(xi;k) + Li
2
jjxi   xk;0i jj2g
 Li(xki ;k) +
Li
2
jjxki   xk;0i jj2;
where the equality uses Step 1 of Algorithm IFG for p = 0. Combining the last inequality
above with (4.63), we have
Li(xk;pi ;k)  Li(xki ;k)  (
Li
2
jjxk;0i   xki jj2 +
i
2
jjxk;1i   xki jj2)e (p 1)
q
i
Li :
 i + Li
2
D2Xie
 (p 1)
q
i
Li ;
where DXi is the diameter of the set Xi. In order to guarantee that the stopping criterion
(4.43) is satisfied, thus, from the above inequality, we can take a
pi =
$r
Li
i
ln
ND2Xi(i + Li)

%
+ 1; (4.65)
i.e., pi = O(ln 1 ). This completes the proof. 4
To sum up, we now rewrite the inexact dual fast gradient-projection algorithm for solving
the original problem (4.1) as follows:
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Algorithm IDFGP
Initiation: Choose an outer target accuracy . Set 0 =  1 2 Rm+ ; 0 =  1 = 1; x 1i 2
Xi; i = 1; : : : ; N . Compute the number of the outer iteration k and the inner accuracy
 as in (4.60).
Outer loop: For k = 0; 1; : : : ; k, execute:
Step 1. k = k + k( 1
k 1   1)(k   k 1).
Step 2. Receive k. Inner loop: For i = 1; : : : ; N , choose xk;0i = x
k 1
i and compute
pi as in (4.65). For p = 0; 1; : : : ; pi, implement Steps 1 and 2 of Algorithm IFG
to obtain ~xki := x
k;pi
i .
Step 3. Receive ~xk. Compute approximate gradient ~rd(k) = PNi=1Ai~xki   b and
implement Steps 3 and 4 of Algorithm IDFGP.
Step 4. Update averaged primal sequence xki = (1  k)xk 1i + k~xki as in (4.51).
Output: an -optimal and feasible primal solution xk and an -optimal dual solution k+1
for problem (4.1).
At per outer iteration k, for a given multiplier k, we terminate Algorithm IFG after pi
inner iterations of each inner subproblem and obtain its output ~xki , which is viewed an ap-
proximation for the optimal solution xi(k) of the inner subproblems (4.40) for a given k.
For the initialization of Algorithm IFG, we can use any feasible point xk;0i 2 Xi. In order to
speed up the convergence of this algorithm, we have used a warm start technique in Step 2
by setting xk;0i = x
k 1
i .
4.3.4. Numerical experiments
To illustrate the efficiency of the proposed algorithms, we consider numerical simula-
tions on separable convex quadratic programming (SCQP) problems. It is well-known that
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some engineering problems can be formulated as problem (SCQP) subject to coupling lin-
ear constraints, including finite-horizon linear model predictive control problems [95, 71]
and network utility maximum problems [66, 93]. In these simulations, we first analyze the
behavior of Algorithm IDFGP that depends on the parameters D and , then compare our
algorithm with Algorithm (IFDG) proposed in [71]. The simulation procedure is motivated
by Algorithm (IFDG), but the algorithm we use is different from Algorithm (IFDG).
Let us consider the following separable convex quadratic programming problem:
min
x2Rn
f(x) :=
NX
i=1
1
2
xTi Qixi + q
T
i xi
s.t.
NX
i=1
Aixi  b; (4.66)
xi 2 [li; ui]  Rni ; i = 1; : : : ; N;
whereQi is symmetric, positive definite and [li; ui] is a bounded box inRni for i = 1; : : : ; N .
The data of the test for problem (4.66) was generated as follows:
 MatrixQi := RTi Ri+Ii, whereRi was an bni2 cni matrix generated randomly from
a uniform distribution over [lQ; uQ], Ii was an identity matrix in Rnini ,  2 (0; 1) was
a random number.
 Matrix Ai 2 Rmni was generated randomly from a uniform distribution over [lA; uA].
 Vectors b :=PNi=1Aixi 1m1 and qi =:  Qixi, where xi was generated randomly
from a uniform distribution over [li; ui] and 1m1 = (1; : : : ; 1)T .
Note that for the problems generated as above, x is a Slater’s vector. Moreover, the function
fi(xi) :=
1
2
xTi Qixi + q
T
i xi (i = 1; : : : ; N ) is strongly convex and twice differentiable. In
the following simulations, we let [li; ui] = [ 1; 1], [lQ; uQ] = [ 0:5; 0:5], [lA; uA] = [ 1; 1],
 = 0:1,m = 2ni, N = 10 and the initial point 0 = 0 2 Rm; x 1i = 0 2 Rni .
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We first analyze the behavior of Algorithm IDFGP in terms of the parameters choice
D. For different dimensions of QP problems, we set n = Nni; ni = 10; 20; : : : ; 100 and
consider two different estimates for the number of outer iterations depending on the ways
we estimate D. In the first way, we compute the upper bound  given in (4.61), where
we choose  = 0 and x generated by the above data. In the second way, we calculate the
exact bound D = jjjj, where  is computed exactly using Matlab’s quadprog. We run
10 random QP problems and let k; be the average number of iterations obtained using the
upper bound  and k;D be the average number of iterations obtained with D = jjjj.
We also compute the average number of outer iterations k;real obtained by imposing the
following stopping criteria
jf(xk;real)  f(xk;real 1)j   and jj[
PN
i=1Aix
k;real
i   b]+jj1
maxf1; jjbjjg  : (4.67)
For all the above three ways, we set =1e-2. We report the average number of iterations
as in the Table 4.1. We can observe from Table 4.1 that the real number of iterations of our
algorithm k;real offer a good approximation for the expected number of outer iterations k;D
obtained from our derived estimate in (4.60). Thus, these simulations show that our derived
estimate is tight. But, when we use  in our derived estimate, then k; is about dozens of
times greater than the real number of iterations k;real.
Table 4.1.: Average number of iterations of k;D , k;real, k;D with different dimensions
n 100 200 300 400 500 600 700 800 900 1000
k;D 81 103 135 198 492 588 650 676 819 1143
k;real 121 119 128 180 608 706 789 896 1224 1675
k; 2165 2414 4097 4752 18450 25125 35607 50355 55989 63229
We next analyze the behavior of the algorithms with respect to , since the estimates for
primal suboptimality and constraint violation are also dependent on the choice of the inner
accuracy . We apply Algorithm IDFGP to solve a random QP problem in the setting of
n = 300;m = 60; N = 10; ni = 30; i = 1; : : : ; N and a fixed outer accuracy =5e-3. For
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the purpose of comparison, in the simulations we caculate the inner accuracy 1  3e-4 by
(4.60), and set 2=1e-2 and 3=1e-1, respectively. Figure 4.5 shows the primal suboptimality
and constraint violation in terms of the number of outer iterations with different values of .
It can be observed from Figure 4.5 that the desired accuracy of both primal suboptimality
and constraint violation can be reached when we set the inner accuracy as in our derived
estimate (4.60). But if the inner accuracy  is chosen too large, the desired accuracy of the
primal suboptimality cannot be attained, see Figure 4.5(a). We can also see that Algorithm
IDFGP is sensitive to the choice of inner accuracy  due to the fact that it accumulates
errors. We also compare the performance of our Algorithm IDFGP with the Algorithm
(IDFG) proposed in [71] for solving a random QP problem. The data of the QP problem
comes from the simulation of Figure 4.5 above. Both algorithms are terminated when the
stopping criteria (4.67) are satisfied by setting the outer accuracy =5e-3 and the initial point
0 = 0 2 Rm; x 1i = 0 2 Rni . We report the primal suboptimality and constraint violation
versus the number of outer iterations in Figure 4.6. It can be seen from Figure 4.6 that
both algorithms are convergent. But the convergence of our proposed Algorithm IDFGP is
faster than that of Algorithm (IDFG). More specifically, from Figure 4.6(a), we can observe
that after at most 310 iterations, our proposed Algorithm IDFGP reach the preset accuracy,
while Algorithm (IDFG) needs almost 450 iterations to reach the same accuracy. The similar
results are also observed in Figure 4.6(b) in terms of constraint violation.
4.4. Conclusion
In this chapter, based on Lagrangian dual decomposition and fast gradient methods, we
have proposed several dual fast gradient-based algorithms for solving separable convex op-
timization problems subject to coupling linear inequality constraints.
In Section 4.2, by using Nesterov’s smoothing technique, we have proposed the dual fast
gradient-projection method for problem (4.1). The convergence of the algorithm has been
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Figure 4.5.: Results of Algorithm IDFGP for =5e-3 with different inner accuracy: (a) primal
suboptimality versus number of outer iterations; (b) constraint violation versus
number of outer iterations
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Figure 4.6.: Results of algorithms IDFGP and IDFG with =5e-3: (a) primal suboptimality
versus number of outer iterations; (b) constraint violation versus number of outer
iterations
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analyzed and the explicit iteration complexity of O(1=) on primal suboptimality and con-
straint violation has been established. An application on pricing problems in smart grid has
been presented to show the performance of the proposed algorithm. The proposed algorithm
is fast and parallelizable, which allows us to obtain the dual and primal approximate solutions
simultaneously.
In Section 4.3, we have extended the algorithm developed in Section 4.2 to the inexact set-
ting and proposed an inexact dual fast gradient-projection method for solving problem (4.1).
Although the inner subproblems are solved only up to certain precision, we have provided
a complete analysis of computational complexity on primal suboptimality and constraint vi-
olation for the generated approximate solutions. From a practical point of view, it has the
attractive computational advantage that the subproblems need only be solved with certain
better accuracy while still maintaining the same iteration complexity as the exact counter-
part.
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Chapter 5.
Parallel and fast dual gradient
method
In this chapter we propose and analyze a simple fast dual gradient method for solving sep-
arable convex problems subject to coupling linear equality constraints. Under the framework
of Lagrangian dual decomposition, the method can be executed in parallel that each smaller
scale subproblems are solved. The layout of this chapter is as follows. In Section 5.1, we
give an introduction of this chapter and recall some preliminaries that we use in sequent
analysis. In Section 5.2, we propose a simple fast dual gradient algorithm. In Section 5.3,
we provide the convergence rate analysis of the algorithm. An application on network utility
maximum problems is given in Section 5.4. Finally, we conclude this chapter and give some
remarks in Section 5.5.
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5.1. Introduction and preliminaries
5.1.1. Introduction
Separable convex problems arise in diverse applications, including network utility maxi-
mum [115, 58, 66], distributed model predictive control [73, 38, 95]. However, methods and
algorithms for solving this types of the problems are still limited [20, 29].
Nesterov [87] propose a novel smoothing technique for solving nonsmooth convex opti-
mization problems. In [73], Nesterov’s smoothing technique is applied to the dual problem
under the framework of Lagrangian dual decomposition for solving separable convex prob-
lems, where it is proved that the complexity of the algorithm for achieving an -optimal
solution is O(1=). It is much superior to O(1=2) achieved by dual subgradient-based
methods [86, 78]. We note that the proximal center algorithm proposed in [73] requires
two maximizations, where the gradient information in all the previous iterations is needed.
This algorithm may suffer from quite high computational cost for large scale optimization
problems. Recently, a double smoothing technique introduced in [33] for solving large scale
optimization problems in an infinite-dimensional space is considered as a generalization of
Nesterov’s smoothing technique. The complexity bound of the algorithm obtained in [33]
for achieving an -optimal solution is the order of O((1=) ln(1=)).
Motivated by the work [87, 33, 73], we develop a simple fast dual gradient method for
solving separable convex problems with linear equality constraints. By comparison, the
method is different from the method proposed in Chapter 4. Although the iteration com-
plexity of the proposed method is slightly worse than that of the exact fast dual gradient-
projection method, the method is simpler and not require any running average of sequences
of dual and primal solutions.
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5.1.2. Preliminaries
Consider the following unconstrained optimization problem
inf
x2Rn
f(x); (5.1)
where f : Rn ! R is assumed to be proper, convex, continuously differentiable and its
gradientrf is Lipschitz continuous with Lipschitz constant L > 0. We additionally assume
that f is strongly convex with parameter  > 0 (see Definition A.0.2). A remarkably simple
fast gradient method has been proposed by Nesterov for solving this class of smooth strongly
convex problems, which can reach the optimal complexity O(pL= ln(L=)) (see Section
2.2 in [86]). We describe it as follows:
A simple fast gradient method for solving problem (5.1)
Initialization: Set y0 = x0 2 Rn.
Iteration: For k  0, do
Step 1. xk+1 = yk   1
L
rf(yk).
Step 2. yk+1 = xk+1 +
p
L pp
L+
p

(xk+1   xk).
5.2. The algorithm
In this section, we propose a simple fast dual gradient method to solve the following
separable convex problems with linear equality constraints:
min
x2Rn
f(x) :=
NX
i=1
fi(xi) (5.2)
s.t.
NX
i=1
Aixi = b; xi 2 Xi; i = 1; : : : ; N;
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where for i = 1; : : : ; N , fi : Rni  ! R is convex, Xi  Rni is a nonempty closed convex
set, Ai 2 Rmni , and b 2 Rm. x = (xT1 ; : : : ; xTN)T with xi 2 Rni ; i = 1; : : : ; N and
n1 + n2 +   + nN = n.
Denote by X =
QN
i=1Xi, X
 and f the feasible set, the optimal solution set and the
optimal value of problem (5.2), respectively. Problem (5.2) is said to satisfy the Slater’s
condition if there exists a vector x = (xT1 ; : : : ; x
T
N)
T 2 X such thatPNi=1Aixi = b.
Besides Assumption 4.2.2, we also need the following assumption.
Assumption 5.2.1 The optimal solution set X is nonempty and the Slater’s condition of
problem (5.2) holds. For each i = 1; : : : ; N , the function fi is proper, lower semicontinuous
and convex (not necessarily smooth) in Rni .
The Lagrangian function for problem (5.2) is
L(x; ) =
NX
i=1
Li(xi; ) with Li(xi; ) = fi(xi) + TAixi   T b
N
:
The dual problem of problem (5.2) can be written as
d = max
2Rm
d(); (5.3)
where
d() := min
x2X
L(x; ); (5.4)
is the dual function. Note that the dual function d() can be computed in a separable form
as follows:
d() =
NX
i=1
di(); (5.5)
where
di() := min
xi2Xi
ffi(xi) + TAixig   T b
N
; i = 1; : : : ; N:
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It is obvious that the dual function d is concave but nonsmooth in general. By Assumption
5.2.1, we see that the strong duality holds, that is,
d = max
2Rm
d() = min
x2X
ff(x)j
NX
i=1
Aixi = bg = f:
From Corollary 8.7.1 in [105] or Theorem 3.5 in [73], it follows that there exists a sufficiently
large number  > 0 such that the set f 2 Rm : jjjj  g contains , which means that
jjjj  : (5.6)
According to (5.4), let
() = max
x2X
f L(x; )g = max
x2X
f 
NX
i=1
fi(xi)  T (
NX
i=1
Aixi   b)g: (5.7)
Hence, d() =  () and the dual problem (5.3) can be rewritten as
d = max
2Rm
d() =   min
2Rm
() =  :
Now we consider
 = min
2Rm
(): (5.8)
As shown above, the function  is, in general, nondifferentiable and not strongly convex.
However, the properties of the differentiability and strong convexity for the function  can
be realized by twice Nesterov’s smoothing. The goal of the first smoothing is to obtain an
objective function with Lipschitz-continuous gradient, for which we can apply more efficient
algorithms for smooth convex optimization. The goal of the second smoothing is to obtain
a strongly convex dual objective, which is necessary to allow us to reconstruct efficiently a
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near feasible and optimal primal solution from a near optimal dual solution.
Nesterov’s smoothing
For any given smoothness parameter u > 0, we smooth the dual objective  as follows:
u() := max
x2X
f 
NX
i=1
fi(xi)  T (
NX
i=1
Aixi   b)  u
NX
i=1
pi(xi)g
=
NX
i=1
max
xi2Xi
f fi(xi)  T (Aixi   b
N
)  upi(xi)g: (5.9)
It is clear that the objective function u defined in (5.9) is separable in xi; i = 1; : : : ; N .
Let xi() be the optimal solutions of the maximization problem (5.9) in xi; i = 1; : : : ; N .
The following proposition shows the main properties of u(), whose proof is similar to
Proposition 4.2.2.
Proposition 5.2.1 The function u() has the following properties:
(i) u() is convex and continuously differentiable on  2 Rm;
(ii) its gradient ru() =  [
PN
i=1Aixi()   b] is Lipschitz continuous with Lipschitz
constant Lu = 1u
PN
i=1
jjAijj2
i
;
(iii)
u()  ()  u() + u
NX
i=1
Di; 8 2 Rm: (5.10)
If the function fi is i-strongly convex, there is no need to apply the first smoothing to
(). As in this case, the gradient of the function  is already Lipschitz-continuous with
constant 1

PN
i=1 jjAijj2, where  = minifig.
In order to reconstruct an approximately optimal solution to the primal problem (5.2), it is
not sufficient to ensure a faster convergence of f() to f . The main reason for a slow conver-
gence comes from the convergence of jjru()jj (see [33]). So, we need good convergence
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properties for the decrease of jjru()jj. The next task is to show the second smoothing is
applied to the dual objective u(), making it strongly convex.
Dual smoothing
The second smoothing is applied to u, which allow us to use a fast gradient method with
a good convergence for the decrease of jjru()jj. Therefore, we simply add a strongly
convex function v
2
jj  jj2 to u() for a scalar v > 0, which is a special prox-function. This
gives rise to the following objective function
u;v() := u() +
v
2
jjjj2:
Similarly, the new objective function u;v() has the following good properties.
Proposition 5.2.2 For the function u;v(), it holds that
(1) u;v() is v-strongly convex and continuously differentiable on  2 Rm;
(2) its gradient ru;v() = ru() + v is Lipschitz continuous with Lipschitz constant
Lu;v = Lu + v.
Proof. Since for any  2 Rm, the function v
2
jjjj2 is v-strongly convex, continuously differ-
entiable with Lipschitz continuous gradient. Thus, combined with Proposition 5.2.1, we can
obtain these properties of u;v() easily. 4
We now focus on solving the optimization problem below:
min
2Rm
u;v(): (5.11)
From Proposition 5.2.2, we utilize a simple fast gradient method (FGM, for short) de-
scribed in preliminaries to solve problem (5.11) as follows:
Algorithm FGM for solving problem (5.11)
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Initialization: Set 0 = 0 =: 0 2 Rm.
Iteration: For k  0,
Compute k+1 = k   1
Lu;v
ru;v(k).
Update k+1 = k+1 +
1 p v
Lu;v
1+
p
v
Lu;v
(k+1   k).
5.3. Rate analysis of convergence
Let ~ be the unique optimal solution of problem (5.11) and let  be an optimal solution
of the dual problem (5.3). We assume that the bound (5.6) is already available.
From Theorem 2.2.3 in [86] and 0 = 0, we obtain the sequence fkgk0 satisfying
u;v(
k)  u;v(~)  (u;v(0)  u;v(~) + v
2
jj~jj2)e k
p
v
Lu;v
= (u(0)  u(~))e k
p
v
Lu;v : (5.12)
Since ~ is the optimal solution of problem (5.11), we have ru;v(~) = 0. Therefore, by
Theorem 2.1.5 in [86], we obtain
jjru;v(k)jj2  2Lu;v

u(0)  u(~)

e
 kp v
Lu;v : (5.13)
Because of the v-strong convexity of u;v, it follows from Theorem 2.1.8 in [86] that
jjk   ~jj2  2
v
(u;v(
k)  u;v(~))
(5:12)
 2
v
(u(0)  u(~))e k
p
v
Lu;v : (5.14)
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Using Theorem 2.1.8 in [86] again, we obtain
jj~jj2  2
v
(u;v(0)  u;v(~)) = 2
v
(u(0)  u(~)  v
2
jj~jj2);
which implies that
jj~jj 
r
1
v
(u(0)  u(~)): (5.15)
The goal is to compute an -optimal feasible solution for the primal problem (5.2). We
first prove that the iteration complexity for the decrease of (k)   (~) and jjru(k)jj
coincide, being equal to O(1=) ln(1=)). Then, we shall show how -optimal feasible so-
lutions to the primal problem (5.2) can be recovered from the sequence of the dual iterates
fkgk0.
Dual suboptimality bounds
The next result establishes an upper bound on the distance of the objective values of (k)
from the optimal objective value ().
Proposition 5.3.1 Let fkgk0 be the sequence of iterates generated by Algorithm FGM.
Then, for all k  0, it holds that
(k)  ()  (2 +
p
2)
 
(0)  () + u
NX
i=1
Di
!
e
  k
2
p
v
Lu;v
+u
NX
i=1
Di +
v
2
2:
Proof. From (5.10), we have u(0)  (0) and
()  u
NX
i=1
Di  (~)  u
NX
i=1
Di  u(~):
169
Then,
u(0)  u(~)  (0)  () + u
NX
i=1
Di: (5.16)
Since u(~) + v2 jj~jj2  u() + v2 jjjj2, we have
u(~
)  u() + v
2
jjjj2
(5:10)
 () + v
2
jjjj2;
and therefore,
u(
k)  u(~)
(5:10)
 (k)  u
NX
i=1
Di   ()  v
2
jjjj2:
It follows from the above inequality and (5.6) that
(k)  ()  u(k)  u(~) + u
NX
i=1
Di +
v
2
2: (5.17)
Since u;v() = u() + v2 jjjj2, we have
u(
k)  u(~)
(5:12)
 (u(0)  u(~))e k
p
v
Lu;v +
v
2
(jj~jj2   jjkjj2): (5.18)
Now we estimate jj~jj2   jjkjj2 as follows:
jj~jj2   jjkjj2  jj~   kjj(jj~   kjj+ 2jj~jj)
(5:14)(5:15)
 2 + 2
p
2
v
(u(0)  u(~))e 
k
2
p
v
Lu;v : (5.19)
Combining (5.16)-(5.19), the result of the theorem follows readily and this completes the
proof. 4
The next theorem provides the accuracy of Algorithm FGM for achieving the optimal
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objective value of ().
Theorem 5.3.1 For any given accuracy  > 0, let fkgk0 be the sequence of dual iterates
generated by Algorithm FGM. Then, there exists a k1 = k1()  0 such that for all k  k1,
(k)  ()  .
Proof. In order to achieve (k)   ()  , we require all the three terms in Proposition
5.3.1 to be less than or equal to =3. Therefore, we choose the corresponding smoothness
parameters in view of the given accuracy  > 0 to be
u = u() =

3
PN
i=1Di
; v = v() =
2
32
: (5.20)
This yields
(k)  ()  (2 +
p
2)((0)  () + 
3
)e
  k
2
p
v
Lu;v +
2
3
: (5.21)
Choosing
k1() = 2
r
Lu;v
v
ln
3(2 +
p
2)
 
(0)  () + 
3


; (5.22)
from (5.21), we can obtain
(2 +
p
2)((0)  () + 
3
)e
  k
2
p
v
Lu;v  
3
;
for any k  k1(). This completes the proof. 4
Remark 5.3.1 By the definition of Lu, u, v and Lu;v, we have
Lu;v
v
=
1
uv
NX
i=1
jjAijj2
i
+ 1 =
92
PN
i=1Di
22
 
NX
i=1
jjAijj2
i
!
+ 1: (5.23)
Substituting (5.23) to (5.22) and taking into consideration of (5.21), we need at most k =
O(1

ln 1

) iterations such that (k)  ()  .
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In order to reconstruct a near optimal and feasible primal solution efficiently, we need to
provide an upper bound on the norm of ru(k).
Theorem 5.3.2 For any given accuracy  > 0, let fkgk0 be the sequence of dual iterates
generated by Algorithm FGM. Suppose that (5.20) holds. Then, there exists a k2 = k2()  0
such that, for all k  k2,
jjru(k)jj  

: (5.24)
Proof. From Proposition 5.2.2, it gives rise to
jjru(k)jj = jjru;v(k)  vkjj  jjru;v(k)jj+ vjjkjj:
The first term on the right-hand side of the inequality above can be estimated as follows:
jjru;v(k)jj
(5:13)

r
2Lu;v

u(0)  u(~)

e
  k
2
p
v
Lu;v :
For the second term jjkjj, we have
jjkjj  jjk   ~jj+ jj~jj
(5:14)

r
2
v

u(0)  u(~)

e
  k
2
p
v
Lu;v + jj~jj: (5.25)
Moreover, we note that
() +
v
2
jjjj2
(5:10)
 u() + v
2
jjjj2  u(~) + v
2
jj~jj2
 ()  u
NX
i=1
Di +
v
2
jj~jj2;
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which implies that jj~jj2  jjjj2 + 2u
v
PN
i=1Di. Hence,
jj~jj 
vuutjjjj2 + 2u
v
NX
i=1
Di
(5:20)
=
p
jjjj2 + 2 
p
2: (5.26)
Combining the above estimates, we obtain
jjru(k)jj 
p
Lu;v +
p
v
r
2

u(0)  u(~)

e
  k
2
p
v
Lu;v +
p
2v
(5:16)(5:20)

p
Lu;v +
p
v
r
2

(0)  () + 
3

e
  k
2
p
v
Lu;v +
2
p
2
3
:
For  > 0 fixed, the first term of the above inequality decreases in terms of the iteration
counter k. To achieve jjru(k)jj   , we only need to choose
k  2
r
Lu;v
v
ln
3
 p
Lu;v +
p
v
q
2
 
(0)  () + 
3

(3  2p2) = k2(): (5.27)
This completes the proof. 4
Remark 5.3.2 Now we investigate the iteration complexity of kr(k)k . For notational
simplicity, we set c = (
PN
i=1Di)(
PN
i=1
jjAijj2
i
). It is obvious that c is a constant. From
(5.20), k2 can be written as
k2 = 2
r
Lu;v
v
ln
3
q
3c

+ 2
32
+
q
2
32
q
2
 
(0)  () + 
3

(3  2p2)
= 2
r
Lu;v
v
"
ln
 r
3c+
22
32
+
r
22
32
!
+
1
2
ln
1

+ ln
3
q
2
 
(0)  () + 
3

(3  2p2)
35 ;
which means that k2 = O(1 ln 1 ). Thus, kr(k)k has the same iteration complexity as that
of (k) (), up to a constant factor. Let k0 = maxfk1; k2g. Then, for any k  k0, from
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Theorems 5.3.1 and 5.3.2, we have
(k)  ()   and jjr(k)jj  

: (5.28)
Primal suboptimality and constraint violation bounds
Next we will show how an -optimal feasible solution of the primal problem (5.2) can be
constructed from the dual sequence fkgk0 produced by Algorithm FGM. For this purpose
we consider the following sequences fxki gk0; i = 1; : : : ; N , which is the unique optimal
solution of the maximization problem (5.9) for a given k, i.e.,
xki := arg max
xi2Xi
f fi(xi)  kT (Aixi   b
N
)  upi(xi)g; i = 1; : : : ; N: (5.29)
Theorem 5.3.3 For any given  > 0, let the sequences fkgk0 and fxki gk0; i = 1; : : : ; N ,
be generated by Algorithm FGM and (5.29), respectively. Suppose that (5.20) holds. Then,
for any k  k0 = maxfk1; k2g, it holds that
j
NX
i=1
fi(x
k
i )  fj  5 and jj
NX
i=1
Aix
k
i   bjj 


:
Proof. From (5.9) and (5.29), we have
u(
k) =  
NX
i=1
fi(x
k
i )  (k)T (
NX
i=1
Aix
k
i   b)  u
NX
i=1
pi(x
k
i ):
Noting that f  = d =  () and
ru(k) =  (
NX
i=1
Aix
k
i   b); (5.30)
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it follows that
NX
i=1
fi(x
k
i )  f  = (k)Tru(k)  u
NX
i=1
pi(x
k
i )  u(k) + ():
Since u(k)  ()  (k)  ()   and
u(
k)  ()
(5:10)
 (k)  u
NX
i=1
Di   ()
(5:20)
 (k)  ()  
3
   
3
;
we have ju(k)  ()j  . Therefore,
j
NX
i=1
fi(x
k
i )  f j  jjkjjjjru(k)jj+ u
NX
i=1
Di + 
(5:20)
 jjkjjjjru(k)jj+ 2:
In light of (5.25) and (5.26), it holds that
jjkjj 
r
2
v

u(0)  u(~)

e
  k
2
p
v
Lu;v +
p
2
(5:20)
= 
r
3


u(0)  u(~)

e
  k
2
p
v
Lu;v +
p
2:
Due to the choice of k0 and the above estimates, we obtain
j
NX
i=1
fi(x
k
i )  f j
(5:28)

r
3

u(0)  u(~)

e
  k
2
p
v
Lu;v + (2 +
p
2)
(5:27)
 (3  2
p
2)+ (2 +
p
2)  5:
Finally, we get from (5.30) that
jj
NX
i=1
Aix
k
i   bjj = jjru(k)jj
(5:28)
 

:
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4Improving convergence rate under strong convexity
In this part we show that the additional assumptions on the primal objective function f can
be used to improve the iteration complexity. More specifically, for each i = 1; : : : ; N , if the
function fi is i-strongly convex, then the iteration complexity for achieving an -optimal
solution can be reduced from O((1=) ln(1=)) to O((1=p) ln(1=)).
Since for each i = 1; : : : ; N , fi is i-strongly convex, () is already differentiable. So
the smoothing of the dual problem can be omitted. Now Algorithm FGM is applied to the
minimization problem
min
2Rm
v() (5.31)
where v() = () + v2 jjjj2 with v > 0. Clearly, v() is a v-strongly convex and
differentiable. The Lipschitz constant of its gradient is Lv = 1
PN
i=1 jjAijj2 + v.
Let ~ be the unique optimal solution of problem (5.31). Algorithm FGM yields a se-
quence fkgk0 satisfying
v(
k)  v(~)  (v(0)  v(~) + v
2
jj~jj2)e k
p
v
Lv
= ((0)  (~))e k
p
v
Lv ; (5.32)
jjrv(k)jj2  2Lv((0)  (~))e k
p
v
Lv ; (5.33)
jjk   ~jj2  2
v
((0)  (~))e k
p
v
Lv : (5.34)
In addition, we have
jj~jj 
r
1
v
((0)  (~)); (5.35)
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and
jj~jj2   jjkjj2  jj~   kjj(jj~   kjj+ 2jj~jj)
(5:34)(5:35)
 2 + 2
p
2
v
((0)  (~))e  k2
p
v
Lv : (5.36)
Combining with the relations obtained above, we have
(k)  (~)
(5:32)
 ((0)  (~))e k
p
v
Lv +
v
2
(jj~jj2   jjkjj2)
(5:36)
 (2 +
p
2)((0)  (~))e  k2
p
v
Lv :
Let  be an optimal solution to the dual optimization problem (5.8). Since (~) 
u(~
)  u() = () + v2 jjjj2 and ()  (~), we obtain, for any k  0,
(k)  ()  (k)  (~) + v
2
jjjj2
 (2 +
p
2)((0)  (~))e  k2
p
v
Lv +
v
2
2
 (2 +
p
2)((0)  ())e  k2
p
v
Lv +
v
2
2:
In order to guarantee -accuracy, we force both terms in the above estimate to be less than or
equal to 
2
. To achieve this aim, we only need to take v = v() = 
2
and
k  2
r
Lv
v
ln
2(2 +
p
2)((0)  ())

:
Thus, after k = O( 1p

ln 1

) iterations, we can obtain (k)  ()  .
On the other hand, note that () + v
2
jj~jj2  u(~)  u() = () + v2 jjjj2
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yields jj~jj  jjjj  . Thus, we have
jjr(k)jj  jjrv(k)jj+ vjjkjj  jjrv(k)jj+ v(jjk   ~jj+ jj~jj)
(5:33)(5:34)
 (
p
Lv +
p
v)
p
2((0)  ())e  k2
p
v
Lv +


:
Therefore, in order to guarantee jjPNi=1Aixki   bjj = jjru(k)jj  2 , we need to take
k  2
r
Lv
v
ln
(
p
Lv +
p
v)
p
2((0)  ())

;
i.e., k = O( 1p

ln 1

), which has the same order as that of (k) to ().
In conclusion, when fi is a i-strongly convex function for i = 1; : : : ; N , the iteration
complexity for achieving an -optimal feasible solution for the primal problem (5.2) can be
reduced to O((1=p) ln(1=)).
Fast dual gradient algorithm
The parallel and fast dual gradient algorithm for solving a separable convex problem (5.2)
can be described as follows:
Algorithm PFDGA
Initialization: Given u > 0; v > 0 by (5.20) and  =
1 p v
Lu;v
1+
p
v
Lu;v
. Set 0j = 
0
j := 0 2
R; j = 1; : : : ;m.
Iteration: For k  0, execute the following steps.
Step 1. Receive k and update primal variables in parallel: for i = 1; : : : ; N
xk+1i = arg max
xi2Xi
f fi(xi)  kT (Aixi   bN )  upi(xi))g:
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Step 2. Receive xk+1 and update dual variables in parallel: for j = 1; : : : ;m
rju;v(k) =  (
NX
i=1
Aix
k+1
i   b)j + vkj ; (5.37)
k+1j = 
k
j  
1
Lu;v
rju;v(k); (5.38)
k+1j = 
k+1
j + (
k+1
j   kj ): (5.39)
Step 3. If a given stopping criterion is satisfied, then terminate.
Remark 5.3.3 The parallel computation appearing in Steps 2 and 3 of Algorithm PFDGA
is helpful for solving large-scale separable convex optimization. Based on Theorem 5.3.3,
a terminating criterion that does not involve unknown quantities, such as the optimal value
f , can be established. More specifically, since f  =   and 0  (k)     , it
follows from Theorem 5.3.3 that  5  PNi=1 fi(xki ) + (k)  6, where d(k+1) can
be computed during the course of the algorithm. Therefore, at each iteration, one can test
-optimality and -feasibility by examining whether  5  PNi=1 fi(xki ) + (k)  6 and
jjPNi=1Aixki   bjj  = are satisfied or not. If both of them are satisfied, the algorithm
terminates.
In Algorithm PFDGA, the intermediate variables kj are adopted so as to achieve fast
convergence. Clearly, if k+1j = 
k+1
j is taken to replace (5.39), then the expected step
number to achieve an -optimal solution will increase toO(1=2). Compared to the proximal
center algorithm proposed in [73], the iteration complexity is slightly slower than that of the
proximal center algorithm, but at per iteration we do not need the running average of the
sequence of primal solutions fxkg (see Theorem 3.4 in [73]). The cost that we pay for this
simplicity is a logarithmic term ln(1=) in the complexity, where the logarithmic factor is
not distinguishable from an absolute constant.
Choosing prox-function
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In Algorithm PFDGA, we find that the main computational cost is consumed in Step 1
which is dependent on the choice of prox-function. The simplest prox-function is pi(xi) =
1
2
jjxi   xicjj2 for a given proximal center xic 2 Xi, which is adopted from the one considered
in [33]. However, in some applications, through choosing a customized prox-function for the
given feasible set Xi, we can reduce the computational complexity of Step 1 in Algorithm
PFDGA. See [87] for more details.
In our experiments, we choose the Euclidean distance to construct the prox-function. In
general, we can use a generalized Bregman distance function, instead of the Euclidean dis-
tance, to construct a prox-function [118]. For instance, if fi is strictly convex and differen-
tiable (the differentiability of fi is not essentially necessary) on Xi, a Bregman distance p
fi
i
induced by fi is defined as
pfii (xi; x
k
i ) = fi(xi)  fi(xki ) rfi(xki )T (xi   xki );
which can be considered as higher order residuals in Taylor series expansion of fi at xki .
Therefore, the linearization of fi at xki can be done by removing p
fi
i (xi; x
k
i ) from fi, i.e.,
fi(xi)  pfii (xi; xki ) = fi(xki ) +rfi(xki )T (xi   xki ):
Let pi(xi; xki ) = pi(xi; x
k
i )  1upfii (xi; xki ), where pi(xi; xki ) is a new Bregman distance defined
on Xi. Dropping constant terms, Step 1 of Algorithm PFDGA becomes
xk+1i = arg max
xi2Xi
f rfi(xki )T (xi   xki )  kTAixi   upi(xi; xki )g:
This is extremely useful when the difficulty of solving Step 1 of Algorithm PFDGA is caused
by fi. In particular, if we choose pi(xi; xki ) =
1
2
jjxi   xki jj2, the xi update has a simple
closed-form solution. Clearly, our first smoothing is different from the one proposed in [33],
the latter one is a special case of ours.
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5.4. Application to network utility maximum
The separable convex optimization problems subject to coupling equality constraints has
an interesting application to network utility maximization (NUM) problem considered in
[58] (see also [66],[68] and [28]). More specifically, a network is modeled as a set of links
L with finite capacities C = (Cl; l 2 L). They are shared by a set of sources S indexed by
s. Each source s uses a set L(s)  L of links. Let S(l) = fs 2 Sjl 2 L(s)g be the set of
sources using link l. The set fL(s)g defines an jLj  jSj routing matrix A with entries given
by Als = 1 if l 2 L(s), Als = 0 otherwise. Each source s is associated with a utility function
Us : R+ ! R, i.e., source s gains a utility Us(xs) when it sends data at rate xs that satisfies
0  ms  xs Ms. Notice that the local utility function Us is private and often assumed to
be smooth, increasing, concave and depend on local rate only. Let Is = [ms;Ms].
Since the aggregate source rate at any link utilizes the available link capacity, we assume
that the aggregate source rate at each link is equal to the link capacity. Then, the NUM prob-
lem is to determine the source rates that minimize the sum of disutilities with link capacity
constraints:
(NUM) min
xs2Is
gN(x) :=
X
s2S
 Us(xs)
s.t. Ax = C:
Standard utility functions used in the literature (such as the -fair utility functions, see
[68]) also satisfy the strong concavity assumption over the compact interval Is. For numerical
simulation, we consider the -fair utility function, taken as Us(xs) = ws log(xs + 0:1).
Setting Cl = 1 for all l 2 L and ws = 10;ms = 0;Ms = 1; s 2 S. Then, the disutility
function  10 log(xs + 0:1) is s-strongly convex on [0,1] with s = 10=(1 + 0:1)2 = .
Under these settings, the objective function of the NUM problem is s-strongly convex.
Thus, its dual problem is differentiable. Therefore, the first smoothing is omitted and u is set
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as 0 in Algorithm PFDGA. As it has been proven, the estimate of the number of iterations to
achieve an -optimal solution is O((1=p) ln(1=)).
We compare the performance of our proposed method with the dual gradient algorithm
(DGA, for short) in [66] which is presented below for easy reference.
Algorithm DGA
Initialization: Set 0l 2 R; l 2 L.
Iteration: For k  0, do
Step 1. Receive k and update x, for all s 2 S
xks = arg min
xs2Is
f Us(xs) + (
P
l2L(s) 
k
l )xsg:
Step 2. Receive xk and update , for all l 2 L
k+1l = 
k
l + (
P
s2S(l) x
k
s   Cl).
The scalar  > 0 is a stepsize and the term
P
s2S(l) x
k
s   Cl in Step 2 is the gradient of the
objective function for the dual problem of the NUM problem. Based on the choice of utility
functions with Us(xs) = ws log(xs+0:1) and Kuhn-Tucker theorem, the explicit expression
of xs in Step 1 is given by
xks =
"
wsP
l2L(s) 
k
l
  0:1
#Ms
ms
; (5.40)
where the projection operator []Msms = minfmaxf;msg;Msg. Let NL = maxs2S jL(s)j
and NS = maxl2L jS(l)j be the longest path length among all sources and the maximum
number of sources sharing a particular link, respectively. During the implementation of the
dual gradient algorithm, the stepsize  = 2
NLNS
is adopted (see Theorem 1 in [66]). For our
algorithm, we choose the stepsize as that in Subsection 5.3 with u = 0; Lv = NLNS + v.
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The following numerical procedure is motivated by [3], but the optimization method used is
different from [3].
We first generate a random routing matrix A with elements 0 and 1, with the number of
links L = 50 and the number of resources S = 20. Figure 5.1(a) depicts the objective
function values with the iterations. Figure 5.1(b) depicts the constraint violations in terms
of the iterations. Figure 5.1(a) shows that PFDGA achieves a faster convergence than DGA.
More specially, after 1000 iterations, the objective function values obtained by PFDGA is
very close to the optimal value of the primal problem. To achieve a similar accuracy, DGA
requires at least 3000 steps. Figure shows similar results for PFDGA and DGA. Furthermore,
it also shows that the constraint violations always exist even after 10000 iterations for DGA.
However, this problem does not seems to happen for PFDGA.
In order to test and compare the performances of the two algorithms over general networks,
we generated 50 random networks, with number of links being a random integer taking
values between 20 to 50, and number of sources being another independent random integer
taking values between 10 and 20. Each routing matrix A is a random matrix with elements
either 0 or 1. Both algorithms are terminated when either k  10000 or all of the following
conditions are satisfied [3]:
(1) dual variable satisfies maxl2L jk+1l   kl j  ,
(2) primal objective function value satisfies maxs2S jUs(x
k+1
s ) Us(xks )
Us(xks )
j  ,
(3) primal constraint violation satisfies maxl2L j[Axk+1   C]lj  ,
where  = 0:01. We record the number of iterations upon termination for both algorithms.
The results are depicted in Figure 5.2 which clearly shows that the number of iterations of
PFDGA is much less than that required by DGA. The mean number of iterations to conver-
gence from the 50 trials is 4826.4 for DGA and 2564.7 for PFDGA. Thus, PFDGA achieves
a better performance than DGA.
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Figure 5.1.: Objective value and maximum value of constraints violation versus number of
iterations on a random network with 20 sources and 50 links.
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Figure 5.2.: Number of iterations for both algorithms implemented over 50 randomly gener-
ated networks with L 2 [20; 50] and S 2 [10; 20].
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Figure 5.3.: Number of iterations for both algorithms implemented over 50 randomly gener-
ated networks, each with 40 sources and 100 links.
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We further generate a set of 50 random trials, with the number of links L = 100 and
the number of resources S = 40 for studying the scaling properties of both algorithms with
respect to the network size. Under the same computational environment and parameters
setting, the results obtained are reported in Figure 5.3. For all 50 trials, DGA cannot achieve
the targeted accuracy  = 0:01 while PFDGA are successful for all the trials. The average
number of iterations to achieve convergence for PFGDA is 6022.5. Compared Figure 5.2
with Figure 5.3, we observe that the number of iteration to achieve a given accuracy becomes
larger as the size of network is increasing. But the increasing rate of PFDGA is far less than
that of DGA. This is because PFDGA is based on a fast gradient method without any stepsize
tunning, while DGA is only based on (sub)gradient method.
5.5. Conclusion
In this chapter we have proposed a simple fast dual gradient algorithm for solving sep-
arable convex optimization problems subject to coupling linear equality constraints. The
convergence of the algorithm has been analyzed and the explicit iteration complexity of
O((1=) ln(1=)) on primal suboptimality and constraint violation has been established. The
theoretical results obtained have been validated by numerical experiments. The algorithm is
simple and can be implemented in parallel, which allows us to obtain the dual and primal
approximate solutions simultaneously.
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Conclusions and future work
This thesis studies the structured convex optimization, where each agent possesses its
own private local objective function and exchanges information through the network. The
goal is to design algorithms that the agents cooperatively optimize a global objective func-
tion, which is a sum of the local objective functions, subject to local and global constraints.
In particular, we are interested in two classes of structured problems: multi-agent convex
problems and separable convex problems. They arise in many applications, including in-
network estimation, machine learning, signal processing, network resource allocation, and
distributed model predictive and control. By taking advantage of the structure of problems
and privacy of local objective functions, we develop several optimization methods for the
structured problems under consideration.
The development of this thesis focuses on two key approaches. The first approach is used
to solve multi-agent convex optimization (see Chapters 2 and 3). It can be implemented in
a distributed manner, based on the incremental or consensus scheme. When the subgradient
information of objective function is unavailable or prohibitive, we present two gradient-free
distributed methods. Then we provide the convergence analysis and the explicit rates of con-
vergence. Extensive numerical experiments and comparisons are illustrated. The proposed
methods has the advantage that it only requires the estimates of objective function value,
not involving the first-order information of problems. Based on the exact penalty function
method and consensus averaging, we propose the distributed proximal-gradient method for
solving the multi-agent convex problems subject to global inequality constraints. We estab-
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lish the convergence rates of the method, depending on number of iterations, the network
topology and number of agents. Simulation experiments on a distributed state estimation
problem illustrate the performances of our proposed method. The method is different from
existing distributed primal-dual consensus methods, not involving Lagrangian multipliers.
The second approach is used to solve separable convex optimization (see Chapters 4 and
5). It can be executed in a parallel fashion based on Lagrangian duality and dual gradient
methods. Since these methods operate in the dual space, a particular interest is in producing
primal near-feasible and near-optimal solutions using the information generated by dual gra-
dient algorithms. We are concerned with the convergence rates of proposed methods. First,
we present a fast gradient-projection method for solving separable convex problems when
each inner subproblem is solved exactly. We discuss the recovery for approximate primal
solutions and provides convergence rate estimates on the generated solutions. Second, we
extend the fast dual gradient-projection method to the case when all inner subproblems are
solved inexactly. We prove the convergence of the proposed algorithm and provide explicit
convergence rates on the dual suboptimality, primal suboptimality and primal infeasibility
of the generated approximate solutions. Numerical simulations and an application to the
real-time pricing problem of smart grid are presented to illustrate the effectiveness of the
proposed algorithms. Finally, we propose a fast dual gradient method for solving separable
convex optimization based on Nesterov’s smoothing technique and a fast gradient scheme.
We obtain the computational complexity bound of the proposed method. The algorithm is
applied to the network utility maximum problem and show good performance. The method
is different from the previous dual fast gradient-projection method, since it is simpler and
not require any running average of sequences of dual and primal solutions.
Future work
We outline possible and natural extensions, as well as broader ideas for future work.
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First, we present two possible extensions related closely to Chapters 3 and 5. In Chapter
3, for solving multi-agent convex optimization subject to global inequality constraints, we
have proposed a distributed proximal-gradient method and proved its convergence. Note
that we take k consensus steps in the kth iteration of Algorithm DPGMC to guarantee the
summability of error sequences. A natural question arises: can we do better? In particular,
will the error sequences still converge if we took less than k consensus steps at the kth
iteration? In Chapter 5, although the proposed fast dual gradient algorithm is simple, results
of the convergence is based on the assumption that the inner subproblems are solved exactly.
A natural problem should be asked: what will happen when the exact solutions of inner
subproblems can not be attainable? Can we extend the analysis of inexact fast dual gradient-
projection in Chapter 4 to this case?
Second, we present a full list of possible future directions that have not been investigated
in this thesis:
1. Further development to gradient-free methods
Since there exist a large number of practical problems where the subgradient informa-
tion is unavailable or prohibitive, gradient-free methods are always preferred. On the
other hand, mirror descent methods are more general and robust. A future research
direction is the design of decentralized gradient-free algorithms using mirror descent
methods.
2. Second-order methods
Most of the research on decentralized algorithms has focused on first-order methods
that only use first-order information, since first-order methods have a consistent per-
formance and amenable theoretical base. However, for many large-scale problems, it
has a substantial demand on the computational speed. On the other hand, many prob-
lems of interest are smooth and second-order information are also available. In the
literature, second-order methods, such as Newton methods, are known to convergence
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in very few iterations. It would be important to design the decentralized algorithms
based on second-order information to solve certain structural convex problems in or-
der to improve computational speedups.
3. Nonconvex optimization with structural problems
Until now most of the literature has restricted to solving convex structural problems,
since the convexity of the problems can ensure that any local optimum is also global
one. However, there exist many optimization problems, in which the local objective
functions and constraints are not convex. Naturally, nonconvex optimization would
be very desirable in decentralize environments. However, nonconvexity adds an extra
degree of difficulty since it becomes hard to guarantee convergence even to a local
minimum. Nonconvex optimization is a highly unexplored field that merits further
investigation.
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Appendix A.
Notions
In this appendix we collect notations, definitions, several results without proof from con-
vex analysis. All the these are needed in this thesis. For more details, we can refer to [16, 86].
Vectors and matrices
We denote by Rn the set of n-dimensional real vectors. For any x 2 Rn, we use xi to
indicate its ith coordinate, also called its ith component. Vectors in Rn can be viewed as
column vectors, unless the contrary is explicitly stated. For any x 2 Rn, xT denotes the
transpose of x, which is an n-dimensional row vector. The inner product of two vectors
x; y 2 Rn is defined by hx; yi = xTy = Pni=1 xiyi. Let Rn+ represent the nonnegative
orthant and denote by [x]+ the projection of x 2 Rn onto Rn+. For any real number , de
denotes the largest integer, which is greater than or equal to . 1 represents a vector that all
its components are 1.
Given sets Xi 2 Rni ; i = 1; : : : ; N , the Cartesian product of the Xi, denoted by X1 
   XN , is the set f(x1; : : : ; xN)jxi 2 Xi; i = 1; : : : ; Ng, which is a subset of Rn1++nN .
The Euclidean norm of a vector x = (x1; : : : ; xn)T 2 Rn is defined by
jjxjj = (xTx)1=2 =
 
nX
i=1
jxij2
!1=2
:
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We will use the Euclidean norm almost in this thesis. For any two vectors x; y 2 Rn, we
have the following Schwarz inequality jxTyj  jjxjjjjyjj:
Two other important norms are the maximum norm jj  jj1 (also called sup-norm or l1),
defined by
jjxjj1 = max
i=1;:::;n
jxij;
and the l1 norm, defined by
jjxjj1 =
nX
i=1
jxij:
For any matrix A, we use Aij , [A]ij , or aij to denote its ijth element. The transpose of
A, denoted by AT , is defined by [AT ]ij = aji. A norm jj  jj on the set of n  n matrices
is a real-valued function that has the same properties as vector norms do when the matrix is
viewed as a vector in Rn2 . The norm of an n n matrix A is denoted by jjAjj.
An important class of matrix norms are induced norms, which are constructed as follows.
Given any vector norm jj  jj, the corresponding induced matrix norm, also denoted by jj  jj,is
defined by
jjAjj = sup
jjxjj=1
jjAxjj:
Convex functions
Definition A.0.1 Let C be a convex subset of Rn. A function f : C ! R is called convex if
f(x+ (1  )y)  f(x) + (1  )f(y); 8x; y 2 C; 8 2 [0; 1]: (A.1)
A convex function f : C ! R is called strictly convex, if the inequality (A.1) is strict for
all x; y 2 C with x 6= y, and all  2 (0; 1). A function f : C ! R, where C is a convex set,
is called concave if  f is convex.
For differentiable functions, there is an alternative characterization of convexity, given in
the following proposition.
208
Proposition A.0.1 Let C  Rn be a convex set and let f : Rn ! R is differentiable over C.
(i) The function f is convex over C if and only if
f(y)  f(x) +rf(x)T (y   x); 8x; y 2 C: (A.2)
(ii) If the inequality (A.2) is strict when x 6= y, then f is strictly convex over C.
Except the convexity of f , in some cases, we have to consider a stronger notion:
Definition A.0.2 Let C be a convex subset of Rn. A function f : C ! R is called strongly
convex with respect to the norm jj  jj if there exists a constant  > 0 such that for all x; y 2 C
and  2 [0; 1], we have f(x+ (1  )y)  f(x) + (1  )f(y)  (1  )
2
jjx  yjj2;
where the parameter  is called as the strong-convex parameter of the strong function.
When the function is differentiable, the following equivalent definition can be given.
Proposition A.0.2 [86] Let C  Rn be a convex set and let f : C ! R be differentiable.
Then f is strongly convex with parameter  > 0 if and only if for all x; y 2 C, f(y) 
f(x) +rf(x)T (y   x) + 
2
jjy   xjj2:
Obviously, any strongly convex function is also convex and a convex function can be seen as
a strongly convex one but with parameter  = 0. The sum of a -strongly convex function
and a convex function is a -strongly convex function. Notice that the strong convexity
depends on the choice of norms.
We give some examples of strongly convex functions: for any x 2 Rn,
1. f(x) = 1
2
jjxjj2 is a strongly convex function with parameter  = 1 with respect to the
Euclidean norm jj  jj.
2. f(x) = xTAx, where A  In, is a strongly convex function with parameter  with
respect to the Euclidean norm jj  jj.
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3. f(x) = ln(n) +
Pn
i=1 xi ln(xi) is a strongly convex function with parameter  = 1
with respect to the l1 norm jj  jj1.
Subgradients of nonsmooth convex functions
For a differentiable function f , the convexity can be characterized by the inequality below
(see, Proposition A.0.1): f(y)  f(x)+rf(x)T (y x); 8x; y 2 C: This inequality, satisfied
by the gradient of a differentiable convex function, leads to the notion of subgradients of a
nondifferentiable convex function that generalizes the gradient of the differentiable convex
function.
Definition A.0.3 Let f : C ! R be a convex function. A vector Sf (x) is called a subgradi-
ent of f at point x 2 C if for any y 2 C, we have f(y)  f(x) + Sf (x)T (y   x): The set of
all subgradients of f at point x, @f(x) is called the subdifferential of the function f at point
x.
For a differentiable function, the subdifferential @f(x) contains only one element Sf (x) =
@f(x). But this definition makes sense also for nondifferentiable functions.
The following result guarantees the existence of subgradients for a closed convex function
(a convex function being closed if its epigraph is a closed set, see Theorem 3.1.13 in [86]).
Proposition A.0.3 Let f be closed and convex and x 2 int (domf). Then @f(x) is a
nonempty bounded set.
Lipschitz continuity of functions
Lipschitz continuity is a smoothness condition for functions which is stronger than regular
continuity.
Definition A.0.4 A function f : X ! R is called Lipschitz continuous if there exists a real
constantK  0 such that, jf(x)  f(y)j  Kjjx  yjj; 8x; y 2 X:
Any such K is referred to as a Lipschitz constant for the function f . Note that any function
with a bounded derivative must be Lipschitz continuous.
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In the context of smooth optimization, we often need the condition that a function with
Lipschitz-continuous gradient. The gradient of a function f is Lipschitz-continuous, i.e.,
there exists a constant L > 0 such that jjrf(x)   rf(y)jj  Ljjx   yjj; 8x; y 2 X: This
condition implies [86, 16] f(x)  f(y) +rf(y)T (x   y) + L
2
jjx   yjj2;8x; y 2 X; which
is called as the descent lemma in [16, 6].
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Appendix B.
Primal and dual problem
Convex optimization algorithms have a broad range of applications, but they are partic-
ularly useful for large-scale problems with special structure, usually connected to duality.
Next we introduce the Lagrange duality, which arises by assigning dual variables to inequal-
ity constraints.
Consider the following constrained optimization problem:
min
x2X
f(x)
s.t. g(x)  0;
where f : Rn ! R is a convex function, g = (gj; : : : ; gm)T and each gj : Rn ! R is a
convex function, and X  Rn is a nonempty closed convex set. We refer to problem (B.1)
as the primal problem. We denote the primal optimal value by f  and the primal optimal set
by X. We always assume that the value f is finite.
The problem (B.1) is typically a convex optimization problem with inequality constraints.
It has received much attention in the literature due to the property given in the following
proposition.
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Proposition B.0.4 [16] For the convex constrained optimization problem (B.1), any local
optimal solution is also a global optimal solution.
The implication of this proposition is that, for convex optimization problems, it is enough
to find a local optimal solution, which is in general a much easier problem than finding a
global optimal solution. Many efficient algorithms exist with the purpose of finding a local
optimal solution.
We next define the dual problem for problem (B.1). The dual problem is obtained by first
relaxing the inequality constraints g(x)  0 in problem (B.1), which yields the dual function
d : Rm ! R given by
d() = inf
x2X
L(x; ); (B.1)
where L(x; ) = f(x) + Tg(x); is the Lagrangian function of the problem (B.1).
The dual problem is then given by
max d()
s.t.  2 Rm+ : (B.2)
We often refer to the vector  2 Rm+ as a multiplier. We denote the dual optimal value by d
and the dual optimal set by .
Regardless of the structure of the cost and constraints of the primal problem, the dual
function d : Rm ! R is concave and upper semicontinuous on Rm. Another important
property is that the optimal dual value is always an underestimate of the optimal primal
value, i.e., the following weak duality relation d  f  holds.
Proposition B.0.5 [16] (Weak Duality Theorem) For any feasible solutions x and  of the
primal and dual problems, respectively, we have d()  f(x). Moreover, d  f.
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When f  = d, we say that there is no duality gap or strong duality holds (see [16, 23]).
Dual theory is most useful when there is no duality gap. The next condition guarantees that
there is no duality gap for problem (B.1).
Assumption B.0.1 (Slater’s condition) There exists a vector x 2 X such that gj(x) < 0 for
all j = 1; : : : ;m.
We refer to a vector x satisfying Slater’s condition as a Slater’s vector.
The following strong duality result has been shown in Proposition 5.3.1. in [16].
Proposition B.0.6 [16] (Strong Duality Theorem) Consider the convex problem (B.1). As-
sume that the Slater’s condition holds. Then f = d and the set of optimal solutions of the
dual problem is nonempty and compact.
Proposition B.0.6 also shows that under the Slater’s condition, the dual optimal set is
bounded (see [51]). In particular, the following result shows that the Slater’s condition can
guarantee the boundedness of the level set f  0jd()  d()g.
Proposition B.0.7 [78] (Boundedness of Multiplier Set) Consider the convex problem (B.1).
Assume the Slater condition holds. Then, the set L = f  0jd()  d()g is bounded
and, in particular, we have
max
2L
jjjj  f(x)  d(
)
(x)
;
where (x) = min1jmf gj(x)g,  2 Rm;   0, and x is a Slater vector.
By using Proposition B.0.7 and noting that  = f  0jd()  dg, we see that
max
2
jjjj  f(x)  d(
)
(x)
:
As discussed in [16], the primal and dual problems can be viewed in terms of the minimax
problem involving the Lagrangian function L(x; ). The primal problem (B.1) is equivalent
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to
min sup
2Rm;0
L(x; )
s.t. x 2 X;
while the dual problem (B.2) is, by definition,
max inf
x2X
L(x; )
s.t.  2 Rm;   0:
Based on this view, we can obtain a powerful characterization of the primal and dual
optimal solution pair, given in the following proportion. Note that the characterization is
useful only when there is no dual gap.
Proposition B.0.8 [16] (Lagrangian Saddle Point Theorem) The vector (x; ) is a primal
and dual optimal solution pair if and only if (x; ) is a saddle point of the Lagrangian
function L(x; ) in the sense that x 2 X;  0, and
L(x; )  L(x; )  L(x; );8x 2 X; 2 Rm;   0:
Dual decomposition
We first recall the standard dual ascent method. By considering the particular structure of
optimization problems, the dual decomposition method is then motivated by the dual ascent
method. The materials come from a recent survey [22].
Dual ascent
We consider the constrained problem (B.1) and its dual problem (B.2), see Appendix B.
Assuming that strong duality holds, the optimal values of the primal and dual problems are
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the same. We can recover a primal optimal point x from a dual optimal point  as
x = argmin
x2X
L(x; );
provided that there is only one minimizer of L(x; y). This is the case when f is strictly
convex. In the sequel we use the notation argminx F (x) to denote any minimizer of F , even
when F does not have a unique minimizer.
In the dual ascent method, we solve the dual problem using gradient ascent. Assuming
that d is differentiable, the gradient rd() can be evaluated as follows: we first find x+ =
argminx L(x; ), then we compute rd() = g(x+). The dual ascent method consists of
iterating the updates:
xk+1 := argmin
x2X
L(x; k); (B.3)
k+1 := k + kg(x
k+1); (B.4)
where k > 0 is a step size. The first step (B.3) is an x-minimization step, and the second step
(B.4) is a dual variable update. The dual variable  can be interpreted as a vector of prices,
and the -update is then called a price update or price adjustment step. This algorithm is
called dual ascent since, with appropriate choice of k, the dual function increases in each
step, i.e., d(k+1) > d(k).
The dual ascent method can be used even in some cases when d is not differentiable. In
this case, the term g(xk) is not the gradient of d, but the negative of a subgradient of  d
(see [19]). This case requires a different choice of the k than when d is differentiable, and
the convergence is not monotone; it is often the case that d(k+1)  d(k). In this case, the
algorithm is usually called the dual subgradient method [112]. If k is chosen appropriately,
then xk approximately converges to an optimal solution and k approximately converges to
an optimal dual solution as k tends to infinity.
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Dual decomposition
The major benefit of the dual ascent method is that it can lead to a decentralized algorithm
in some cases. Suppose, for example, that the objective f is separable (with respect to a
partition or splitting of the variable into subvectors), meaning that
f(x) =
NX
i=1
fi(xi);
where x = (xT1 ; : : : ; x
T
N)
T 2 Rn and the variables xi 2 Rni are subvectors of x with n1 +
   + nN = n. Further, we consider the linear constraints and suppose that g(x) = Ax   b,
where A 2 Rmn; b 2 Rm. Partitioning the matrix A accordingly as A = [A1; : : : ; AN ];
where Ai 2 Rmni , i = 1; : : : ; N , so, g(x) =
PN
i=1Aixi   b.
The Lagrangian function of problem (B.1) is L(x; ) =PNi=1 Li(xi; ) =PNi=1[fi(xi) +
TAixi T bN ]; which is also separable in x. This means that the x-minimization step (B.3)
splits into N separate problems that can be solved in parallel. Explicitly, the algorithm is
xk+1i := arg min
xi2Xi
L(x; k); i = 1; : : : ; N; (B.5)
k+1 := k + k[
NX
i=1
Aix
k+1
i   b]; (B.6)
For each i = 1; : : : ; N , the xi-minimization step (B.5) is carried out independently, in paral-
lel. In this case, we refer to the dual ascent method as Lagrangian dual decomposition. Each
iteration of the dual decomposition method requires a broadcast and a gather operation. In
the dual update step (B.6), all the xk+1i ; i = 1; : : : ; N , are collected (gathered) in order to
compute the k+1. Once the (global) dual variable k+1 is computed, it must be distributed
(broadcast) to the processors that carry out the N individual xi-minimization steps (B.5).
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Appendix C.
Exact penalty functions
In this appendix we introduce a transformation that is often useful in the context of al-
gorithmic solution of constrained convex optimization problems. In particular, we derive a
form of equivalence between a constrained convex optimization problem, and a penalized
problem that is less constrained or entirely unconstrained. This is useful to be able to work
with an equivalent problem that is unconstrained. Furthermore, some convex optimization
algorithms do not have constrained counterparts, but can be applied to a penalized uncon-
strained problem. The materials can be found in [19]. For the exact penalty methods, we can
also refer to the recent references [65, 133, 134].
For problem (B.1), we define a convex function P : Rm ! R, called penalty function
which satisfies
P (u) = 0; u  0;
P (u) > 0; if uj  0 for some j = 1; : : : ;m:
Now we consider solving, in place of the original problem (B.1), the “penalized” problem
min f(x) + P (g(x)) s.t. x 2 X; (C.1)
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where the inequality constraints have been replaced by the extra cost P .
Typical examples of penalty functions are
P (u) =
c
2
mX
j=1
(maxf0; ujg)2;
and
P (u) = c
mX
j=1
maxf0; ujg;
where c is a positive penalty parameter.
Proposition C.0.9 [14, 16] For the convex problem (B.1) and its penalized problem (C.1),
the following results hold:
(i) The penalized problem (C.1) and the original constrained problem (B.1) have equal
optimal values if and only if there exists a dual optimal solution  such that  2
@P (0).
(ii) In order for some optimal solution of the penalized problem (C.1) to be an optimal so-
lution of the constrained problem (B.1), it is necessary that there exists a dual optimal
solution  such that
uT  P (u); 8u 2 Rm:
(iii) In order for the penalized problem (C.1) and the constrained problem (B.1) to have the
same set of optimal solutions, it is sufficient that there exists a dual optimal solution
 such that
uT < P (u); 8u 2 Rm with uj > 0 for some j:
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To elaborate on Proposition C.0.9, we consider the penalty function
P (u) = c
mX
j=1
maxf0; ujg;
where c > 0. The condition  2 @P (0), or equivalently, uT  P (u) for u 2 Rm (see, (ii)
in Proposition C.0.9), is equivalent to
j  c; 8j = 1; : : : ;m:
Similarly, the condition uT < P (u) (see, (ii) in Proposition C.0.9), for all u 2 Rm with
uj > 0 for some j is equivalent to
j < c; 8j = 1; : : : ;m:
If we take a penalty function as
P (u) = cmaxf0; u1; : : : ; umg;
where c > 0, from Proposition C.0.9, then there exists a penalty parameter c that satisfies
c >
mX
j=1
j ;
such that the solutions of the penalized problem (C.1) coincides with the solutions of the
constrained problem (B.1).
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