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INTRODUCTION 
Over the last few decades the analysis of spatial interactions (moves 
of house, labour place or business location, migration, commuting, 
etc.) has shown various fashions. After the popularity of the 
macro-oriented gravity and entropy models, which reached its summit 
around 1970 a definite need arose under many researchers for less 
technocratie models. Models should enable to give better explanations 
of the underlying behaviour that drive peoples actions at the 
micro-level. 
It were especially the "haute-couturiers" (or fashion kings) from the 
world of traffic and transportation research who advertised in their 
windows a whole series of disaggregate choice models. From that series 
one real (cash-)success arose: the Multinomial Logit model: since the 
mid-seventies popular among many regional and urban economists, traffic 
and transportation engineers, regional scientists, geographers, housing 
market planners etc. 
In geography the introduction of models for spatial interaction 
analysis was in some sense confronted with the common practice in this 
discipline of paying relatively more attention to exploration than 
having an urgent drive for explanation. In this respect the loglinear 
model had become a widely used instrument for a relatively easy and 
quick interpretation of cross-tables. 
The (euphemistic) expectations attributed in the seventies to the 
analysis of spatial interactions by means of disaggregate choice models 
(perhaps stimulated by the creation of a number of commercial research 
institutes specialized in "selling" these models) did certainly not all 
come true. More and more the opinion gained ground that the analysis of 
choice patterns is very difficult if one does not know anything about 
the disaggregate processes in which the choices take place (the 
influences of former choices, future expectations, constraints, habits, 
etc). This resulted in a call for more attention for dynamics. As a 
consequence the first micro-level longitudinal panels were formulated 
to collect the necessary data for empirical studies of dynamic aspects 
of spatial interaction behaviour. Directly also the development started 
of specific methods to analyse these dynamic data sets. Three main 
directions can be distinguished in this respect: 
descriptive models, straightforward, robust and easily applicable 
simple explorative models, like for example, Lazarsfelds' 
sixteen-fold table, Markov type approaches, loglinear models, 
analysis of variances and homogeneity analysis (for an extensive 
overview see, for instance, van Lierop and de Neef, 1985). Some of 
these models can also be used for simple causal studies. 
correlative models, like, for example, the Lisrei or the Anota 
approach (see, respectively, Joreskog, 1977) or the ANOTA (analysis 
of tables) approach (see Keiler and Verbeek, 1984). This type of 
models can provide reasonable results, but they need - a priori -
specified assumptions about causal relationships between the 
collected data. Notwithstanding the problems that lack of 
information about these causal relationships can cause, correlative 
methods seem so-far to have become quite popular in the first large 
scale empirical analyses of disaggregate longitudinal panel data; 
dynamic disaggregate model attempts, mostly based on the work of 
Heekman (1981a). Although this line of research offers many options 
to introducé dynamics, which are certainly interesting from a 
theoretical point of view, it is still very much in an experimental 
phase and far from being suited for wide application in empirical 
analyses for real-world policy-making. 
This paper tries to present an inventory of the developments to study 
dynamics with loglinear and disaggregate choice models. In the next 
chapter three alternative "partial" ways are described to study 
dynamics with the existing framework of the well-known loglinear model. 
They are also evaluated for their possibilities to provide a starting 
point for the definition of a more general approach to study dynamics 
in a comparable straightforward way as traditional longlinear analysis 
has often been used in static (one period) descriptive studies. 
Chapter 3 deals with recent developments in the field of dynamic 
discrete choice models. A first theoretical description of a general 
dynamic disaggregate model as a direct spinn-of of the model 
formulated by Heekman (1981a) - is presented and evaluated, together 
with a whole series of problems and topics for future research in this 
area. The paper ends with a short conclusion. 
2. DYNAMIC ANALYSIS WITH LOGLINEAR MODELS 
2.1 I n t r o d u c t i o n 
In a static context loglinear models have proven to be straightforward 
and quite robust explorative methods to systematically screen relations 
between variables in a dataset (see, amongst others, Birch, 1963, 
Nelder, 1974, Bishop, Fienberg and Holland, 1975, Payne, 1977 and van 
Wissen and van Lierop, 1983). These models do not differentiate between 
dependent and independent variables. They test hypotheses about pair 
relationschips (or associations) between variables. Especially for the 
analysis of categorial data in contingency tables they have become 
increasingly popular. Also in doing preparatory work for more detailed 
analyses with explanatory models they offer interesting perspectives. 
For instance, by identifying interesting sub-groups which may next be 
analyzed more carefully with a disaggregate choice model. Consequently 
in such case, the relatively expensive disaggregate choice analysis 
then needs to be executed for only part of the population. If the 
explorative analysis focuses on a classification of the population into 
groups. with distinct choice constraints, it may be possible to avoid 
problems of interdependencies between alternatives in a next to apply 
discrete choice analysis. Drawbacks of loglinear models are: 
(a) the hypothesis that all variables are categorial which may result 
in loss of information; although the definition of so-called 
'mixed' models solved a substantial part of this drawback (see: 
Payne, 1977); 
(b) they are difficult to apply in case of limited observations of 
relations between variables; 
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(c) 
(d) 
(e) 
Especial problematic for the interpretation of the model 
performance are structural zero-frequencies in the cells of the 
relevant cross-tables; see, for instance, Willekens and Baydar 
(1985) or Bishop et al., (1975); 
higher order interaction-effects may be-difficu.lt to interpret; 
all change in a variable between two points in time is considered 
to be "true" change, whereas part of the actual change may be 
caused by temporal disturbances and measurement errors which 
easily can cause specification mistakes; 
Nevertheless, a straightforward, robust and easily applicable way to 
use the framework of the loglinear model for dynamic analysis would 
come in very handy to study developments in relations between one or 
more variables which have been measured at different points in time. It 
would be very much welcomed for a first screening of longitudinal micro 
paneldata. Of course, it will be clear that such dynamic approach 
should be able to avoid the pictured drawbacks as much as possible. 
In this chapter we will describe three alternative attempts to 
explicitely study the factor time with the framework of the loglinear 
model. To our best knowledge these attempts give a good illustration of 
the state of the art in analyzing multitemporal data sets with the 
loglinear model. Turn-over-tables take a central place in these 
attempts. An example of such table is given by Table 2.1, which is an 3 
x 3 turn-over cross-table. Variable A is divided in Table 2.1 into 3 
categories and for all elements (persons, households etc.) of a sample 
represented by Table 2.1 it is known to which category they belong in 
period t as well as in period t + 1 (fij stands in the table for the 
frequency with which actual observations from category i of variable A 
at time t belong to category j of that variable at time t + 1. In the 
same way it is possible to define turn-over tables for more variables. 
Table 2.1: 3 x 3 turn-over cross-table 
Variab] .e A at Va: riable A at time t + 1 (A t +i) 
time t (At) 
cat. 1 
fll 
cat. 2 
f12 
cat. 3 
f13 
total 
cat. 1 
*1 + 
cat. 2 f21 f22 f23 f2+ 
cat. 3 f31 f32 f33 *3 + 
total f+l f+2 f+3 f++ 
Turn-over tables can be used to get an insight into typical panel 
topics, like among others: 
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whether changes in classifications among categories are identical or 
not, which is possible to study with"turn-over tables for various 
sub-groups; 
analysis if changes in classifications among categories are the same 
for specific variables, which is possible with turn-over tables for 
different variables; this can be relevant for variables which are 
related to each other; 
analysis whether or not connections between variables changed over 
time or if the degree of changes varied between observation periods, 
which is possible in case several panel waves are available; 
- tests for reversibility, i.e. to check if relations also hold 
reversily; 
analyses if symmetry (or 'quasi'-symmetry) exists in developments in 
cells (for example, between age or income groups); 
research for the existence of Markov-chains, equilibria, etc; 
All the three attempts to study dynamics with the framework of the 
loglinear model use special cases of a "hybrid" model (see Willekens 
and Baydar, 1985, pp. 142-143). They are defined by imposing 
alternative restrictions upon one or more parameters in that model. 
This can easily be done in the loglinear model by preparing a so-called 
design-matrix. 
Section 2.2 summarizes briefly the most crucial general aspects of the 
loglinear model and deals with this matrix-notation of the model. Next, 
section 2.3 describes the three different hybrid forms of the loglinear 
model for dynamic analyses: 
1. the basic parameter-model, in which analogous to the linear 
programming simplex-method (basic) parameter values are found by a 
series of row-manupulations; 
2. the cohort-analysis, which is used in case age is one of the main 
elements in a turn-over table. A restriction of this method is that 
the interaction-parameters which define the interaction-effects 
between various periods and age-groups have to be identical for each 
cohort; 
3. the trend-analysis, in which the factor time is introduced as an 
independent variable into the loglinear model. Interaction-effects 
are considered to be a linear or quadratic function of time in this 
model. 
In the final section 2.4 of this chapter it will tried to present a 
general evaluation of the state of the art of dynamic analysis with the 
loglinear model. 
It should be stressed that for all dynamic applications of the 
loglinear model dealt with here the general assumptions underlying the 
static loglinear model yield as well, i.e.: 
no dif f erentiation takes place into independent and dependent 
variables; consequently all kind of pair relations between (groups 
of) variables can be analyzed; 
the model is meant to test hypotheses which have been defined 
beforehand; 
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all cells of the cross-table in which the relations between 
variables are studied should contain a reasonable number of 
observations (viz: expected marginal frequencies have to be >5). 
Also, throughout this chapter it is supposed that several waves of 
longitudinal panel data are available, i.e. with measurements over time 
concerning the same variables for the same people. 
2.2 T h e i o g l i n e a r m o d e l a n d t h e 
d e s i g n - m a t r i x n o t a t i o n 
Starting point for the description of the design-matrix is Table 2.1 
with in each cell the expected frequency Fij of observations for 
category i of variable At and category j of variable At+1 (see also, 
Willekens and Baydar, 1985). These frequencies can be derived with the 
classical "iterative proportional estimation method" (see, Bishop et 
al., 1975, p. 217). For each cel of Table 2.1 a Ioglinear model can be 
defined as (see Birch, 1963): 
In F£j = u + uA(i) + pB(J) <2-D 
with: 
u = 1/IJ S.ln F^ j - the mean of the natural logarithm of ij the 
J
 expected cel frequencies 
uA(i) = l/J S In Fij - ]i = the deviation from the general mean in the 
categories i of variable A 
MB(J) " 1/1 S In F^ - \x = the deviation from the general mean in the 
categories j of variable B. 
This model has the same structure as a general linear model: the 
logarithm of the expected cel frequencies in (2.1) equals the sum of a 
set of systematic components (parameters) (see, for instance, van 
Lierop and de Neef, 1985, p. 14). These parameters can be estimated and 
tested for their significance. uA and HJJ are called the main-effects in 
the model. Alternatively these main-effects are often notated as: [A] 
resp. [B]. The independent model, i.e. with the hypothesis of no 
dependence between the variables, is then written as L = [A][B]. In 
this case only the "rim"-totals of A and B are important for the 
definition of the expected cel frequencies. 
The deviation between the observed and the expected cel frequencies can 
be tested by means of the Pearson X2 of the likelihood ratio ^ \, which 
can be defined as: 
'
 fij 
X = 2 f^ E In ( ) . (2.2) 
IJ rlJ 
This measure is approximately X2 distributed, so that statistical 
testing of the hypothesis is possible. The hypothesis of independence 
has to be rejected if the Xa value of the model exceeds the critical 
value at a - a priori - chosen interval level (for instance, 95%). In 
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such case the model has to be extended with an interaction parameter 
HA^ij), describing the relation between A and B. The resulting model 
is often written as L «• [AB] and is called the "saturated" or maximum 
model for two variables. This because it contains as much parameters as 
cells, by which the model presents an exact reproduction of the 
observed table. In contrast to this saturated model is the minimum 
model, only consisting of one constant: the p-parameter. Usually 
loglinear analysis means looking for an acceptable model that can be 
described with as limited a number of parameters as possible. The 
result is often some kind of compromis in between the minimum and 
maximum (saturated) model. The here described case has only 
illustrative value and can easily be extended for more than 2 variables 
and more categories per variable. Only the interpretation may then 
become more difficult. 
In design-matrix notation the maximum or saturated loglinear model can 
be written as: 
Y = X|3 (2.3) 
with: 
Y = a (m x l)-vector of (log)expected frequencies (m = the number of 
cells in a cross-table) 
X = a (m x n)-design matrix, in which each row refers to a certain 
equation and each column to a specific parameter (n = the number 
of parameters in the loglinear model) 
|3 = a (n x l)-vector with n parameters which have to be estimated. 
For example, for Table 2.1, with in the cells the log-expected 
frequencies, the system of equations takes the following form in the 
design-matrix-notation: 
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u 
\ 
( i ) 
\ 
(2 ) 
(3 ) 
PA (1 ) 
Vl 
^A ( 2 ) A t+1 
MA (3 ) A t+1 
Mt+1 
(11) 
A , A .. 
t t+ i 
(12) 
Vfi 
(13) 
** * « + i 
(21) 
t t+1 
(22) 
A A , . 
t t+ i 
(23) 
t t + i 
(31) 
t t+ i 
(32) 
t t + i 
(33) 
\ V ' ^ w ' N w 1 
Y - X |3 
The design-matrix in (2.3) has m rows and n columns (m > n). Imagine 
the rank of X (the number of independent columns) to equal r. In that 
case n - r restrictions have to be made in order to be able to 
calculate the parameters. These restrictions consist of the 
normalization restrictions (which have to be made to satisfy the 
restrictions of formula 2.1) and the identification specifications 
(i.e. restrictions necessary to abolish the linear independence between 
the columns). 
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In F 11 
In F 12 
In F 13 
In F 21 
In F 22 
In F 23 
In F 31 
In F 32 
In F 33 
1 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 
1 1 0 0 0 1 0 0 1 0 0 0 0 0 0 0 
1 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 
1 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 
1 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 
1 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 
1 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 
1 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 
1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 
In case X is complete in rank (i.e. a non-singular matrix with a 
determinant unequal to zero) than it is possible to define its inverse 
and to solve the system of equations from (2.3) in an iterative way by 
means of the method of weighted least squares (this procedure is 
foliowed by GLIM). 
Thus, if F=P(.), with no constant variance, then: 
(3 = (X'VX)-'x'VY 
in wich: V= f(|3). 
(2.5) 
In order to get an unambiguous solution for the parameters from a 
system of equations as represented in (2.4) the design-matrix X will 
have to be defined in such a way that a series of linear independent 
columns arises which together form a matrix that is complete in rank. 
In the next section three methods of imposing restrictions (hypotheses) 
on the loglinear model are dealt with by which this desired result for 
X can be reached. 
2.3 A n a l y s i s o f 
r e s t r i c t i o n s 
d y n a m i c s b y i m p o s i n g 
2.3.1 General 
The nature of the analysis of associations between various variables at 
various points in time, makes that the number of parameters to be 
estimated is usually large. Especially in the case of large 
longitudinal panel data sets the number of restrictions on the 
parameters will consequently be extensive in order to make estimation 
possible. This should be taken into account in evaluating the 
'pragmatic' versions of the loglinear model for the analysis of dynamic 
relations as presented in the next three subsections. 
2.3.2 The basic-parameter method 
The basic-parameter method (see, amongst others, Willekens and Baydar, 
1985) utilizes, analogous to the simplex-method from linear programming 
(see, for instance, Luenberger, 1973), a search procedure to achieve 
the non-singularity status for matrix X. The idea behind this method is 
that starting from a possible basic- solution (i.e. columns which are 
independent of each other), it should be possible to derive a new 
basic-solution by means of a number of row-manupulations. To that end a 
set of artificial parameters is defined (one for each row of X) which 
together result into a "starting basic-solution". The new system of 
equations will have the following form: 
Y = [X I] 
(2.6) 
P 
Pa 
with: 
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with: 
I = a (m x m) unity-matrix and 
Pa = a vector of m artificial parameters. 
The m column vectors (ej, e2> •••» em) in I, which belong to the 
artificial parameters, are linear independent and can be used as basis. 
Each column ei contains all zero's, exept for in the i-th position 
where they hold a value one. Using this framework all column vectors of 
X can be written as linear combinations of the basic-vectors ei. All 
parameters which are related to these basic-vectors are called 
basic-parameters. They can be estimated unambiguous in case all 
non-basic-parameters are defined zero (these are the restrictions 
imposed on the parameters under the basic-parameter-method). It is now 
possible to arrive at a new basic-solution by, analogous to the 
simplex-method, replacing from the basis all column-vectors related to 
the artificial parameters by column-vectors of X. If X is complete in 
rank (and consequently r = m) all e^ vectors can be removed (omitted) 
from the basis. In case, however, r < " m then m - r artificial 
parameters will have to stay in the basis. And the rank of X equals 
then m minus the number of artificial parameters that stay in the 
basis. The m - r equations that correspond in this case with the 
artificial parameters in the basis are superfluous and can be therefore 
omitted. The resulting design-matrix X* has r rows and is complete in 
rank. The newly derived vector of expected cel-frequencies is denoted 
Y*. Consequently the system of equations from (2.6) can for this case 
be rewritten into: 
= [X* X* ] 
B NB 
NB 
(2.7) 
with: 
X* B = a (r x r) non-singular matrix corresponding with the basic-parameters (PB) 
NB 
" a [r x (n -r)] matrix corresponding with the non-basic-
parameters (PNB) 
PB = a series of r basic-parameters 
PjjB = a series of n - r non-basic-parameters. 
When the n - r non-basic parameters, which correspond with the 
non-basic-vectors are defined equal to zero, then it is possible to 
derive the r basic-parameters from the submatrix X of the renewed 
JU 
design-matrix X by means of: 
[3B = [xJ]~V\ (2.8) 
Consequently X in (2.8) consists of a series of linear independent 
columns. 
Possible other basic solutions can be derived by the introduction of a 
new vector into the basis (i.e. by exchanging a basic-vector for a 
non-basic-vector). As a result a new basic-parameter will arise, while 
another non-basic parameter is set equal to zero. The various vectors 
that can be introduced into the basis impose different restrictions on 
the parameters which makes it possible to analyse alternative series of 
restrictions for their impact on all parameters. 
In a general evaluation of the usefulness of this basic-parameter 
method to estimate the parameters of a loglinear model in an analysis 
of longitudinal panel-data, it should first be remarked that the method 
is relatively simple and that its (computerized) calculation will 
usually be fast. Also the changes in the basic-parameters and the 
analysis of their consequences for the other parameters can be done 
relatively easily. Another benifit of this method is that it provides 
an efficiënt way to achieve a system of independent column-vectors. 
Disadvantages of the method that should be mentioned are; 
the way in which restrictions are defined. Often theoretical 
considerations lack to assume a value of zero for the 
parameters which are not included into the basis. 
Restrictions should only be introduced in case such 
theoretical considerations do exist, for instance, when a 
researcher knows from former studies that there will be no 
interaction-effeet; 
the definition of the basis happens quite "at random". The 
basis should consist of a series of well defined theoretical 
considerations. 
In cohort analysis restrictions are usually made more well- considered 
as will be described in next subsection. 
2.3.3. Cohort-analysis 
In case longitudinal panel data can be classified by age- categories 
over time it becomes possible to execute cohort- analysis. Hagenaars 
(1985) defines a cohort as: a collection of people that in a specific 
period all experienced the same fundamental event (for instance, the 
cohort of all people bom in the same period or the cohort of people 
that all started at the labour market in a specific year). In 
cohort-analysis such cohorts are studied in their developments over 
time. To that end the variables age and period play, next to the 
cohorts itself, an important role as can be seen in Table 2.2. 
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Table 2.2 Schematic presentation of a cohort-analysis. 
Period 
As in examples of the type of Table 2.2 age-, period- and cohort-
effects are interrelated, it will be practically impossible to apply 
simple straigthforward analytical techniques to study the seperate 
impacts of the developments of these three variables (see also: 
Hagenaars, 1985, pp. 321-327). Imagine that for all cells of Table 2.2 
car-ownership is known. Following one cohort over time (see, for 
instance, the diagonal development of cohort number 5 in Table 2.2) one 
could easily be tempted to interpret differences between the various 
time-steps only as age-effects. This would be incorrect as also each 
time-period with its specific characteristics of economie development, 
fashion etc. has a strong impact on the behaviour of cohorts. It would 
even have been possible to explain differences in car-ownership only in 
terms of period-effects. Consequently it is impossible to disentangle 
the separate effects of age and period in a relatively easy way in 
longitudinal panel research. Between the variables-age (A), period (P) 
and cohort (C) a linear relation exists: A = P - C. Age is the 
difference between the date of birth and the moment of observation. It 
is clear that once two out of these three components are defined also 
the value of the third one is known. Thus, it is impossible to vary the 
value of the third factor independently of the other two, and so an 
identification problem arises: it is impossible to distinguish the 
effects of the three variables independent of each other; in other 
words, the parameters cannot be identified. 
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Hagenaars (1985) mentions the following possibilities to solve this 
identification problem: 
correct the cell-values in Table 2.2 for period-effects by first 
estimating the trend by means of the column totals, and next using 
this trend to correct all values in the table. This, however, does 
not result into unbiased estimations as the trend in the column 
totals is not only based on period-effects, but is also influenced 
by unequal representations of cohorts in each column and by 
possible interactions between age and period; 
tracking down interactions between two variables as proof for the 
existence of effects of the third component. For example, an 
interaction between period and age would indicate the existence of 
cohort-eff ects on car-ownership. But the presence of such 
indications for interactions does, of course, not necessarily have 
to imply the existence of cohort-effects. It could simply indicate 
a more general interrelation between age- and period-effects; 
working with only two out of the three variables. This solves the 
identification problem, although one directly also strips of all 
deeper theoretical meaning from the variables time-period, age and 
cohort. 
An alternative variant to this last solution to tackle the 
identification problem is the following: suppose that for the cells in 
the outlined part of Table 2.2 (the period from 1961 until 1965) the 
number of car-owners is known and that we concentrate our analysis on 
only two variables: period and age. Next to the usual main-effects of 
these variables an interaction- effect exists. Assurae that this 
interaction-effeet differs per cohort, irrespective of period and 
age-group. Consequently 14 different interaction-effects arise. For 
each cohort (diagonal) one. In formula this can be described as: 
In F.ij - u + uA(i) + up(j) + uAP(k) (2.9) 
with: 
i = 1, ...,10; j = 1, ...,5 and k = 1, ...,14 cohorts. 
The design matrix X is of the rank 50 x 30 (50 cells and 30 parameters 
that have to be estimated). After the introduction of the 
normalization-restrictions 27 unknown parameters remain. Next it 
depends on the rank of X if these parameters can be estimated uniquely. 
In case X is complete in rank it is possible to derive its inverse and 
then the parameters can_ easily be calculated by means of ordinary least 
squares. To define the rank of X the simplex method could again be 
applied. 
Summerizing in terms of our car-ownership example: car-ownership 
differs per age-class and per time-period of observation. The age-
classes react differently to events occuring in specific periods. This 
is because each age-class belongs to another cohort. The 
interaction-effeet between period and age varies per cohort. For each 
cohort it is, however, assumed that this interaction-effeet remains 
constant. 
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Concluding it can be stated that cohort-analysis can reasonably 
successfull be applied in panelanalyses that aim to study certain 
effects for different age-groups. An - a priori - condition is that the 
intervals between the age-groups and the periods are identical. And 
furthermore indicates Table 2.2 that satisfying (interaction) results 
can only be obtained with cohort-analysis in case longitudinal panel 
data are available for a number of periods. 
2.3.4. Time as independent variable. 
A third method to study dynamics with an adapted loglinear model arises 
from the introduction of time as an independent variable into the 
model . Instead of time also other options are possible. The method 
defines the moments of observation as the categories of a variable T. 
By doing that it is, for example, possible to analyse changes over time 
in car-ownership among the various age-groups. Also in this method we 
are again readily confronted with the problem that the number of 
parameters to be estimated is too large. Restrictions on the parameters 
(based on certain hypotheses) should solve this problem in order to 
achieve an unique solution. 
A possible hypothesis could be to assume linearity for the effects of 
the factor time on car-ownership. In terms of the loglinear model: the 
interaction-effeet u^y(ij) is a linear function of T (with: T is time 
and W representing car-ownership). Under this condition the saturated 
model can be defined as: 
MTWUJ) - VW* (JHi (2.10) 
in which: -
Hw(J) = a parameter that has to be estimated, and 
t^ = the score for category i of variable T (for 4 categories of 
T, with equal intervals, t^ is: -3, -1, 1, 3). 
Consequently the complete model has the following form: 
In Fy = u + uT(i) + uw(j) + uw(j)ti (2.11) 
with: 
2 uT(i) - 2 uw(j) = 0 
i 
2 PTW^J) " HWÜ') 2 ti = 0 i - i 
— > S ti = 0 . (2.12) 
Instead of time also other options are possible. 
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S JITWUJ) - ti S UW(J) - ° j * 
—> z uwCO - ° 
Of course, it is also possible to represent the systera of formula 
(2.11) in the design-matrix notation. Depending on the rank of X the 
parameter can be solved uniquely. 
In the same way other restrictions can be introduced. For instance the 
effects of T on W do not develop in time according to a linear pattern, 
but follow a certain curve (parabola). Such restrictions has the 
following form: 
HTW^i) * VwÜ')ti + Pw O'Hi (2.13) 
i 
in which the scores t^ are defined in such way that the effect has a 
quadratic form. 
The likelihood ratio /\ can be used to study whether the various 
hypothesis (restrictions) should be rejected or not. 
Application of this method is also possible in case more than just two 
variables are introduced. After a linear relation has been found 
between time and car-ownership it is next, for instance, possible to 
study if this is caused by an additional variable. Furthermore, the 
method permits to have restrictions as defined in (2.10) and (2.13) 
yield for only a few cells of a cross-table. 
In a general evaluation of the usefulness of this method for panel 
analysis it should be stated that the avaulable of a series of waves of 
information is a hard condition for its application. Besides, the 
introduction of a restricting linear or quadratic trend will have to be 
justified fundamentally. At random assuming a linear or quadratic trend 
for an interaction-ef f eet has little value, but in case such 
restriction has firm theoretical foundation the method is reasonably 
suited for the analysis of longtidudinal panals. 
2.4. A G e n e r a l e v a l u a t i o n o f t h e s t a t e 
o f t h e a r t o f d y n a m i c a n a l y s i s 
w i t h l o g l i n e a r m o d e l s 
Any study of developments in certain relationship between variables by 
means of analysis of longtitudinal panel data with a loglinear model 
will imply estimation of a series of interaction-parameters. This is 
only possible after introduction of restrictions for some parameters 
(based on various hypotheses). In the previous section (2.3) three 
methods have been dealt with to study - in this way - dynamic patterns 
by means of a loglinear model. The restrictions for the parameters that 
have to be estimated vary for each problem. It is important that they 
are well-considered and based on theoretical reflections. If this is 
not the case, the relevant models will be difficult to justify and 
interpret. 
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The basic-parameter method defines some parameters to equal zero after 
which the remaining parameters can be estimated uniquely. However, a 
clear theory describing which parameters should be included into the 
basis does not exist. The cohort-analysis assumes equal interaction-
effects between age and period withinthe various cohorts. This method 
can only be applied in case age is included as a variable into the 
analysis (which of course, will occur frequently in panels). The 
introduction of time as independent variable provides the opportunity 
to define interaction-effects as (linear or quadratic) trends. This 
restriction will only be realistic in case it has a firm theoretical 
foundation. 
It seems to be difficult to produce a more general method to apply the 
loglinear model for analyses of dynamic developments. In the remaining 
part of this section we will present an example model that combines 
some of the elements of all methods dealt with above. This should give 
a ralatively integral overview of what recent research has achieved so 
far in this interesting field of dynamic analyses with loglinear 
models. 
Imagine one has the availability of panal data for periods t and t + 1 
for variable W (car-ownership or not) and variable B (car-use or not in 
commuting between home and work). This makes it possible to define the 
following table: 
Table 2.3 Changes in car-owner hip and car-use. 
car-ownership 
at time t + 1 i = 1 i - 2 total 
car-ownership 
at period t 
^v car-use 
^\^ to commute 
car-use \\^at period 
to commute^. t + 1 
at period t \ ^ 
j = 1 j = 2 j = 1 j = 2 
i = 1 
j = 1 
j = 2 
Fl F2 
_F5 F6 
F3 F4 
F7 F8 
nl 
n2 
i = 2 
j = 1 
5 - 2 
F9 F10 
F13 F14 
Fll F12 
Fl5 F16 
n3 
n4 
Total n5 n6 n7 n8 N 
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For each cel (1,...,16) in Table 2.3 it is possible to define the 
ecpected frequency with the method of "iterative proportional 
estimation" (see Bishop et al., 1975, p. 217) or with weighted least 
squares. 
It is then again possible to split-up the (log)expected frequency into 
a general mean, a .main row-effect, a main column-effect and an 
interaction-ef f eet. And also here the number of parameters to be 
estimated is too large in case no restrictions are introduced. To get 
around that problem we introducé the - a priori - hypothesis that for 
all "stayers" (people in cells 1, 6, 11 and 16 who do not change their 
behaviour over time) the interaction-effects are the same (interaction 
C^) and that the interaction-effects of the remaining cells are 
symmetrical in relation to this diagonal, but have an opposite sign 
(consequently cell 5 will have an interaction-effeet of C2 en cell 2 of 
-C2). This is based on the theoretical idea that peopl who own a car in 
period t which they do not use to commute between home and work, while 
in period t + 1 they have become car-commuters, that those people have 
an opposite interaction-ef f eet compared to people who own a car which 
they used to commute in period t, what they do not do any longer in 
period t + 1 (compare with Lazarfelds' sixteen-fold table approach; 
see, for instance, Kessler, 1977). As a result the following 
interaction-effects can be defined: 
1) Cl for the cell • s 1, . 6, 11 and 16 
2) c2 for cel 5, -c2 for cel 2 
3) C3 for cel 9, -C3 for cel 3 
4) C4 for cel 10, 
-C4 for cel 7 
5) C5 for cel 13, -C5 for cel 4 
6) c6 for cel 14, -c6 for cel 8 
7) c7 for cel 15, -c7 for cel 12 
Next it is possible to draw up the design-matrix which is of the rank 
16 x 16 (16 cells, a general mean, 4 (main) row-effect parameters, 4 
(main) column-effect parameters and 7 interaction parameters). After 
the introduction of the normalization restrictions the design-matrix is 
of rank 16 x 13. In case this matrix is complete in rank it is again 
possible to apply the method of ordinary least squares to estimate the 
parameters. 
It should be stressed that this example describes a specific case with 
a somewhat 'ad hoc' character which will make it difficult to 
generalize. However, a structure of the interactions-effects (the 
restrictions) comparable to the ones pictured here will often appear in 
panelanalyses, which might make the described framework a reasonable 
starting point for comparable practical analyses. Important is to pay 
enough attention to the interpretation of the restrictions. 
16 
Concluding: it will be clear from this chapter that in trying to 
analyze dynamics with a loglinear model one will always be confronted 
with restrictions that have to be defined in order to be able to 
achieve an unique solution for the model. These restrictions will vary 
for each research problem. Next the problem of parametrization exists. 
Yet, the loglinear model seems quite flexible in practical analyses. 
Especially when a combination of the methods described here is used. 
That seems to offer enough of a framework for many empirical studies 
that aim to analyse dynamic hypotheses for discrete variables. 
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3. DYNAMIC DISAGGREGATE CHOICE MODELS 
3.1 I n t r o d u c t i o n 
In the late sixties researchers started to use disaggregate models of 
choice to study spatial interactions, because they wanted to get a 
better insight into the determinants of behaviour. The direct linkage 
of disaggregate models of choice with the micro- economie theory of 
individual utility maximization seemed to offer interesting prospects. 
Especially discrete choice analyses with the computationally 
straightforward logit model became very popular. While experimenting 
with such models during the seventhees, many researchers discovered 
that the behaviour of people is usually very difficult to analyse with 
only cross- sectional data. It became obvious that often feedback 
exists, i.e. dependence of current behaviour upon previous behaviour. 
Not taking this into account may cause serious misleading results, or 
neglection of good possibilities to improve behavioural analyses. The 
consequently alraost natural development of dynamic disaggregate models 
of choice is, however, confronted with many problems. 
Next to the issue of how to take into account feedback (state 
dependence), these models face problems of how to cope with 
heterogeneity (variation between individuals due both to observed and 
unobserved exogenous variables) and with nonstationarity (variation 
over time). And measuring the seperate effects of heterogeneity and 
state dependence can be difficult as well. Analogies between the 
classical time-series problem of discriminating between a distributed 
lag model and a serial correlation model and the problem of 
discriminating between heterogeneity and state dependence in a discrete 
data model, while of some heuristic value, are not precise and, if 
pushed too far, are misleading. 
Given these problems it will not be surprising that the methods 
developed so-far are not yet suitable for real large scale 
applications. Methodologically they are usually very complex. Still, 
more attention for dynamics by means of the analysis of longitudinal 
panels clearly provides good perspectives when the proces to be studied 
is recurrent and important influences on individual choices cannot be 
identified using single cross-section approaches. So, it could be 
remarked that the increasing availability of longitudinal data (panels 
in particular) offers a growing prospect for widespread development of 
empirical models of individual behaviour that can incorporate the 
often-recognised (but seldom allowed for) underlying dynamic 
(intertemporal) causality associated with most economie and social 
decisions. This section will picture some developments in this respect. 
3.2 A M o d e l F o r D i s c r e t e P a n e l D a t a 
As an extension of previous work by, among others, McFadden (1976), 
Heekman (1981a) formulated a general dynamic model for the analysis of 
dicrete panel data that can be used to study the structure of discete 
choices made over time, or more specifically, to study intertemporal 
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relationships among discrete variables instead of the usual analysis of 
consumer choice from a collection of alternatives at one point in time. 
The general model developed by Heekman is based on the notion that 
discrete outcomes in consumer decision making over time are generated 
by continuous variables that cross thresholds. In formula the model can 
(conform Standard utility theory notation) be described in binary form 
(two travel modes n) as follows: 
Y(i,t) = Z(i,t)|3 + f y(t-j,t)d(i,t-j) + 
j = l 
j 
2 A(j,t-j) Ti d(i,t-l) + G(L)Y(i,t) + e(i,t) (3.1) 
j=l 1-1 
i-1,...,1; t-1,.. ,j,..,1,...T 
in which: 
Y(i,t) = the random (choice determining) utility of choice alternative 
n (n=l,2=N) for an individual or household i at period t. n 
is only been chosen if Y(i,t) crosses a threshold, which for 
convenience sake is assumed to be zero. Then (i.e. Y(i,t) > 
0) dummy variable d^ j- = 1. In case no choice for n is made 
d(i,t) = 0 (initial conditions d(i,t'), t'=0,-l,..., 
Y(i,t'),t'=0,-1,... , are assumed to be fixed outside of the 
model). 
Z(i,t) = is a vector which may include past exogenous variables, 
current exogenous variables, and expectations of future 
exogenous variables that determine current choices. In 
principle the parameters may depend on time, but this 
generality is foregone here. The total term Z(i,t)|5 stands 
usually for an indirect utility function. Consisting, for 
instance in the case of mode choice, of a relation in which 
exogenous elements are represented (wich are consequently 
independent of the disturbance term), like free disposable 
income, Y(t), leisure time, T(t), the price of goods and 
services, Pg(t), the mode specific average travel costs per 
distance, pm(n,t), and the mode specific average travel time 
per distance, tm(n,t). 
G(0) = 0 and G(L) is a general lag operator of order K, [G(L) = 
glL + g2L2 + ... + gKLK, LKY(i,t) = Y(i.t-K)]. 
y and A= coefficients. 
e(i,t) = a normally distributed disturbance with mean zero. 
The first term on the right-hand side of formula (3.1) represents the 
effect of exogenous variables (past, current or future expectations) on 
current utility comparisons (which determine current choices). The 
second term on the right hand side represents the influence of all past 
events on the current choice. The coefficients in this term are 
therefore assumed to be functions of the current period t and the 
period (t-j) in which each event relevant for the actual choice 
decision occurred. The third term stands for the cummulative effect of 
the most recent experiences on current choices. This explains that once 
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a certain choice has been made, an accumulation proces begins. For 
instance, if one has been working for some years with IBM-type personal 
computers a replacement decision can hardly result in buying an Apple 
Macinthosh because the old software would not run on such machine. The 
fourth term represents habit persistence. This can be seen as: the 
effect of previous relative evaluations of the two alternatives in the 
relevant discrete choice situation. The fifth term, the disturbance 
terra, finally brings in the uncertainty under which the choice is made. 
Some additional explanation for formula (3.1) can be given by means of 
the following illustrative example (see also: Van Lierop and Scheele, 
1983). The every year returning problem for many Dutch whether or not 
to go to Spain for their summer holidays or is used to visualize a bit 
more what is happening in formula (3.1). As before the decision depends 
on the random utility Y(i,t), which indicates here the utility of the 
Spanish destination in this' years summer (year t) for individual i. The 
first term of equation (3.1) is then the already wellknown indirect 
utility derived under the money budget constraint (costs) and under the 
time budget constraint (travel time to Spain). The second term 
considers all the past decisions. The third term takes account of the 
fact that these people always visited Spain for the last few summer 
holidays and the fourth term relates the utility of going again this 
summer t in relation to the extent they enjoyed their stay 
(hypothetical or not) in the past summers. 
Heekman shows that formula (3.1) is in principle sufficiently flexible 
to accommodate time-varying exogenous explanatory variables, quite 
general serial correlation patterns for unobservable variables (i.e. 
heterogeneity in the population, which has an unmeasarable impact on 
the choices made), and complex structural economie interrelationships 
among decisions taken at different times. 
A variety of models useful in applied work can be derived as special 
cases of the general model of formula (3.1). Imposing restrictions on 
it does emerge a rich set of discrete time- discrete data stochasitic 
processes: Markov models, renewal processes, Polya schemes, Bernouilli 
models and other familiar stochastic processes (see Heekman, 1981a, pp. 
124-149). Each of these models can accommodate heterogeneity of a very 
general sort, as well as time-varying explanatory variables. It is 
possible to test for nonstationarity of the errors as well as special 
hypotheses about the correlation structure of the unobservables. Also 
it should be mentioned that given current computing technology, the 
models are estimable. The one-factor probit model and fixed effect 
probit model are, for instance, particularly simple to implement, as 
well as some more inexpensive methods for estimating the general model. 
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3.3 A G e n e r a l D y n a m i c D i s a g g r e g a t e 
Heekman claimes that the above binary model is easy to generalize, or 
as he puts it "the model can readily be extended to accommodate more 
states": providing us in that way with a general dynamic model to 
analyze longitudinal panels with more choice options then just between 
2 alternatives. Below we describe a theoretical attempt to realize such 
new generalization. It will become clear that things are much more 
complicated than Heekman suggests. 
Instead of 2 choice alternatives in time we differentiate to any random 
number of N choice alternatives. Y(n,i,t) is the utility of alternative 
n for individual i in period t. The choice of a specific alternative in 
period t is indicated by means of a variable d(i,t). Consequently 
d(i,t) is n means that Y(n,i,t) > Y(n',i,t) (with n' e 
{1,..,n-l,n+l,..,N}). Analogous to formula (3.1) the utility of a 
specific alternative n is dependent on: 
1. some characteristics of the alternative itself (in a linear form 
comparable to the first term right of the equality sign in formula 
3.1). This influence can be written as K(n)y; with K(n) a vector of 
characteristics of alternative n and y a vector of weights). This 
term does not depend on i or t. Consequently, for a specific 
alternative this term can be considered to be a constant. 
2. endogenous variables which may differ not only by individual and 
per period (compare the term Z(i,t) of formula 3.1), but also per 
alternative. Consequently the vector (3 of weights will be 
alternative specific. This results in a second term influencing 
Y(n,i,t): Z(i,t)|3n. 
3. choices made in the past. To define these in a handsome way we use 
functions fn(n,...,N) of positive integers, with: 
fn(x) = 1 if x = n, and 
fn(x) • 0 if x,£n. 
Then the influence of the choice of n', j periods ago, on the 
evaluation of individual i for alternative n in the current period 
can be written as: y(n,n',i,t-j). And the sum of all these 
influences on the evaluation of alternative n is: 
N 
E 2 y(n,n',i,t-j)f [d(i,t-j)] . 
n'=l j=l n' 
4. the cumulative effect on the evaluation of alternative n in period 
t of the choices in the most recent periods that went continuously 
The authors acknowledge the contribution of Drs. J.Rouwendal 
in part of this section. 
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to the same alternative. This can be written as: \(n,n' ,t-j, t), 
resulting in a f ourth. term of our generalization of formula (3.1): 
N » j 
E 2 A(n,n',t-j,t) ir f [d(i,t-l)J 
n'=l j=l 1=1 n' 
(Analogous to Heekman 1981a, we made the constant terms \ not 
individual-specifie, although that could easily be hypothesized). 
5. the impact of past evaluations of alternative n on the evaluation 
in the current period or, in other words, habit persistence. This 
can be written as: Gn(L)Y(n,i,t). 
6. the combined impact of all kind of unobserved variables in a 
disturbance term en 
The utility of alternative n in period t for individual i can now be 
presented in one formula as: " 
N 
Y(n,i,t) - K + Z(i,t)|3 + 2 2 y (n,n',i,t-j) f (d(i,t-j)] + 
n n n'=l j=«l n' 
N
 j 
+ 2 2 A(n,n',t-j,t) ir f [d(i.t-l)] + G(L)Y(i,t) + e(i,t) (3.2) 
n'=l j=l 1=1 n' 
This is analogous to (3.1). Main difference is the very first term. 
Y(i,t) from (3.1) is not the same as Y(n,i,t) in (3.2). It can better 
be compaired with a term Y (n,n',i,t) defined as: Y*(n,n',i,t) = 
Y(n,i,t) - Y(n',i,t). If N = 2 we expect for formula (3.2) that 
Y*(l,2,i,t) has the same form as Y(i,t) in (3.1). Recalculating this 
delivers: 
Y*(l,2,i,t) = Y(l,i,t) - Y(2,i,t) = 
- (KX - K2 ) + Z(i,t)(|31 - |32 ) + 
2 
+ S 2 { y (l,n',i,t-j) - y (2,n',i,t-j)} f [d(i,t-j)] + 
n'=l j=l n' 
2 „ j 
+ 2 2 { ^ (n',t-j,t) - ^ (2,n',t-j,t)} TT f [d(i,t-l)] + 
n'=l j=l 1=1 n* 
+ {GX (L)Y(l,i,t) - G2 (L)Y(2,i,t)} + 
+ (ei - 62 ) (3-3) 
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The first term to the right of the equivalence sign in (3.3) is a 
constant which in (3.1) is part of the term Z(i,t)|3. The second term 
here corresponds to the rest of that term in (3.1). It can easily be 
seen that the third term of (3.3) corresponds to the second one of 
(3.1) by substitution of 1 - fj [d(i,t-j)] for f2fd(i,t-j)]. It is true 
that this leaves a constant term equal to 
E y (2,n',i,t-j), but that term can be taken into account in the 
j=l 
first term of the equation. The fourth term of (3.3) gives some 
problems. This term only corresponds to the third one of (3.1) if it is 
assumed that the ^(2,n',t-j,t)'s are equal for all n's (with as a 
special case: all ^(2,n',t-j,t)'s equal to zero if ^(l,n',t-j,t)=l). 
This extra assumption is necessary because of the implicit asymmetry 
between the two choice alternatives in the third explanatory term of 
formula (3.1). Also the habit persistence structure of Y(n,i,t) and 
Y(n',i,t) needs an extra assumption to guarantee equivalence with 
(3.1): i.e. GX(L) = G2(L). 
Concluding it can be stated that formula (3.2) is a generalization of 
formula (3.1) which was developed by Heekman (1981a) as a model for the 
analysis of dynamic binary disaggregate panel data. The new formula 
(3.2) makes this approach available for any n alternatives, while 
avoiding some specific assumptions implicit to Heekman's original 
model. From the elaborate work that this generalization took - even 
without paying attention to any of the computational problems in 
applying it to a real large scale panel - it should, however, be clear 
that these kind of models still have a long way to go before they can 
be used in the daily practice of research for direct policy-making. 
3.4 E v a l u a t i o n a n d R e s e a r c h O u t l o o k 
A great advantage of this type of dynamic disaggregate models is that 
they can be used to analyse - although so-far only in theory - choice 
behaviour in an intertemporal setting. Structural dependence among time 
ordered discrete events can be investigated in that way. This means 
that the longstanding statistical problem of distinguishing between 
spurious and true state dependence can be addressed: i.e. it is 
possible to analyse the existence of a conditional probability 
relationship between the occurrence of an event in one period and its 
occurrence in previous periods due to (1) serial correlation in the 
unobservables (termed: spurious state dependence, which generates the 
event), or because (2) past experiences affect the choice set and 
preferences relevant to choices taken in subsequent periods (termed: 
structural or true state dependence). This goes much further than in 
loglinear models, which in fact defy structural interpretation and may 
consequently provide misleading results (see also Davies and Pickles, 
1985, p. 1324, referring to the use of the loglinear model for the 
analysis of cross-tabulations. 
Some big problems still to be solved in dynamic disaggregate choice 
models are, amongst others, still: 
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just as it would be impossible to identify and measure all factors 
causing temporal dependencies in human behaviour, so will many of 
the exogenous determinants of behaviour be inadequately measured, 
be unmeasurable, or have their relevance unsuspected. And the most 
obvious method of avoiding such problems, omit-ting no relevant 
variable from the analysis, is unfortunately not available to the 
social science researcher. This results in violating the assumption 
of 'independence between regressor variables and the error term. The 
well-known consequence of such violation is to preclude consistent 
parameter estimation. That is, there is no guarantee that parameter 
estimates will tend to get closer to their true values as the 
sample size increases (Davies and Pickles, 1985); 
theoretically, the non-parametric maximum likelihood estimates of 
the variation due to omitted variables can (under conditions 
specified by Laird, 1978) be concentrated at a finite number of 
mass points. This method of accounting for omitted variables 
enables the integrals which complicate the numerical evaluation of 
the marginal likelihood function in a dynamic disaggregate analysis 
to be replaced by finite summations, without sacrificing consistent 
estimation of the structural parameters in the model (see Davies 
and Crouchley, 1984). Although this appears to offer an effective 
and computationally relatively simple method of overcoming the 
nuisance parameter problem, it should, however, be stressed that 
this procedure does not relate to the actual variation due to 
omitted variables. 
an in a sense more practical solution to overcome at least part of 
the above pictured problems can be reached through economic-
psychological research. For instance in-depth interviews or group 
discussions can be extremely helpful in tracing relevant 
"behavioural" causal elements (preferences, feelings, habits, 
expectations about future options, uncertainties, constraints, 
learning processes, etc.) and structures of decision processes (for 
more information see Van Lierop, 1986, section 8.2). More 
technically advanced economic-psychological models are the human 
activity based choice models which use interactive simulation (see, 
for instance, Carpenter and Jones, 1983). Theoretically interesting 
are also worthwhile mentioning (1) the psychometrie behavioural 
models, which focus on individual psychological responses or 
attitutes regarding choice possibilities (like for instance 
experimental conjoint measurement models; see, Dix, 1981), or (2) 
the dynamic disaggregate choice model experiments aiming at 
simultaneously handling effects of both past experiences, current 
variables and future expectations as discussed in the previous 
subsection. Given that current psychological research has found 
that together (and at the same time) with past and current 
experiences and variables future expectations can be important for 
current choice decisions, it would be highly valuable if such a 
model would work empirically. It is so far, however, unclear if the 
technical and computational problems connected to it can soon be 
solved (see also, among others, Heekman, 1978 and Schmidt, 1981). 
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where disaggregate longitudinal analyses study various classes in 
the population (age, social, income, etc.) problems may arise 
concerning the handling of shifts between classes over time. (A 
possible simple solution for this problem could be offered by a 
kind of "cohort" approach in which shifts between classes are 
defined by the weighted averages of two originally successive 
classes, i.e. a dynamic weighting procedure based on changes in the 
population). 
a very practical drawback of dynamic disaggregate models is that 
the longitudinal panels on which they have to be based should 
(certainly in the beginning) be rather large, in order to avoid 
that the sample becomes too small af ter a few years due to 
drop-out. This factor consequently increases the price of this type 
of analysis. 
dynamic disaggregate choice models have so-far only limited 
flexibility options. Some initial key steering variables of the 
system studied may become irrelevant during the period of analysis, 
for instance, due to global economie changes. Or the importance of 
the original policy-issue behind they analysis may change with 
time. Clearly, this can cause serious adaptation problems as the 
model framework (and the data collection!) is normally quite fixed 
once the analysis has started). 
the problem of initial conditions that arises in estimating a 
dynamic process of choice behaviour and the problem of incidental 
parameters that besets one potentially attractive solution to the 
problem of inital conditions. 
So, estimating relations from a panel data set when serially correlated 
unobservable variables generate the process to be studied, confront the 
researcher still with many problems, although in the mean time various 
exact and approximate solutions are proposed and some limited Monte 
Carlo evidence is presented on the performance of certain simple 
estimation procedure (like the fixed effect probit model) likely to be 
used in applied work. The method of Maximum Likelihood seems, however, 
not very suited for this type of analyses. In many experiments so-far 
it produced biased estimators even under ideal conditions. This finding 
deserves much further study, before we can definitive advise on the use 
of this type of models for large scale real world disaggregate 
analyses. 
It can be stated, however, that although the experiments still have to 
go a long way before the approach becomes really suited for emperical 
analyses, the potential theoretical richness of disaggregate dynamic 
analyses, together with the demonstrated tractability of the few so-far 
undertaken (illustrative) empirical applications, seem to justify 
further work in this direction. 
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4. CONCLUSION 
This paper dealt with two topics in current spatial interaction 
research: 
the evaluation of dynamic analyses with the well-known framework of 
the loglinear model for the exploration of cross-tables over time; 
and 
the developrnent of a general dynamic disaggregate choice model 
aiming at a better expanation of (spatial interaction) patterns 
measured by means of longitudinal panel data sets. 
Concerning the first topic it can be concluded from the paper that in 
trying to study dynamics with the loglinear model one will so-far 
always be confronted with restrictions that have to be defined in order 
to be able to achieve an unique solution for the model. These 
restrictions will vary for each empirical case. A general yielding-
dynamic version of the loglinear model seems as yet consequently 
illusionary, but it can be remarked that a variety of existing 
pragmetic approaches that use the loglinear model to analyse dynamics 
(see the three alternative methods described in section 2.3 of this 
paper) can offer a framework that may be enough satisfying for many 
empirical studies. 
The conclusion on the topic of dynamic disaggregate choice models drawn 
from the paper is: that still many problems exist which prevent their 
large-scale application for real policy-analyses. The theoretical 
richness of this type of approach is, however, very interesting and 
justifies together with the few illustrative applications published in 
the literature so f ar a strong plea for further research into this 
area. 
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