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For the Volterra integral equation x(t) = f(t) - j: a(t, s)(x(s) + g[s, x(s)]) ds, 
if the resolvent kernel of a(t, s) is sufficiently well-behaved, and if / g(t, x)1 -+ 0 
as t + CO in some sense, then 1 x(t) - y(t)1 + 0 as t + CO, where y(t) is the 
solution of y(t) = f(t) - J: a(t, s) y(s) ds. 
1. INTRODUCTION 
Consider the system of Volterra integral equations 
x(t) = f(t) - j; 4~ 4 {x(s) + ds, +)I> ds (2 2 O), (1) 
where x, f, and g are vectors in E, , a(t, S) is an n by n matrix, and E, is 
Euclidean n-dimensional space. Let 1 j denote any vector norm in E,, . Our 
main result is that if the resolvent kernel of a(t, s) is suficiently well-behaved, and 
if 1 g(t, x)1 + 0 as t + co in a sense to be made precise below, then 
I x(t) - r(t)1 + 0 as t -+ 00, where y(t) is the solution of the unperturbed 
linear system 
r(t) = f  (t) - 1; 44 s) Y(S) ds (t > 0). (2) 
Unless explicitly stated otherwise, it is assumed throughout this paper 
that the following hypotheses hold: 
ljz 1’ 1 a(T + h, s) - a(T, s)I ds = 0, 
0 
9-d 
t+h 
1 a(t + h, s)l ds = 0 uniformly for 0 < t < T, WI 
+ t 
sup j 
t 
O<t<T o 
1 a(t, s)l ds < 03, 
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for every T > 0, and 
a(4 s) is locally L1 in (t, s), WI 
f(t) is continuous for O<t<co, (H3) 
&* 4 is continuous for O<t<m, IxI<o. (H4) 
These conditions guarantee the local existence of continuous solutions 
of (l), uniqueness if g(t, X) is locally Lipschitz, and continuability of each 
solution so long as it remains bounded ([2], Chap. 2). Furthermore, if 
g(t9 4 = w + I x I> as I I x -+ co, then (Hl-H4) imply that all solutions of 
(1) exist on 0 < t < co. However, this fact does not seem to be explicitly 
proved in [Z], so we prove it below (Proposition 1). 
The resolvent system corresponding to the system (2) is 
r(t, s) = a(t, s) - 1’ a(t, u) T(U, s) du (O<s<t<m), (3) 
s 
and its solution is called the resolvent kernel. We shall assume throughout 
that (3) possesses a solution r(t, S) such that 
r(t, 4 is locally I2 in (t, s). (H5) 
Thus, the system (1) may be written in the equivalent form (“variation of 
constants formula”) 
x(t) = r(t) - /I r(t, 4 gb, Ml ds (t 3 01, 
where y(t) is the solution of the linear system (2), also given by 
r(t) =-f(t) - 1; r(t> s)fN ds (t 2 0). 
The two special assumptions on r(t, s) that we will consider later are 
;;t ,: I r(t, 41 ds = B < ~0, 
;+c jr 1 r(t, s)l ds = 0 for each T > 0. 
(4) 
(5) 
(6) 
(7) 
DEFINITION. If a vector function z(t) is bounded on 0 < t < co, we 
define 
II z II = “Et I 49; II x II- = limt_smup I +)I . (8) 
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Our program is as follows: in Section 2 we present a “stability” result 
(Theorem 1) for (4) which was proved earlier by Miller, Nohel, and Wong 
[3]. We discuss their proof and present a different one, assuming slightly 
more about r(t, s) and slightly less about g(t, X) (Theorem l*). In Section 3 
we present and discuss our main result (Theorem 2) mentioned above. We 
show that Theorems l* and 2 allow us to conclude the following: 
if I A4 41 G $(t> I x IMY C(t) - 0 as t -+ 50, 0 < CL < co, and if r(t, s) satisfies 
(6) and (7), then for sz@cientZy smaZ1 Ij f  11 , we have 1 x(t) -y(t)1 -+O as 
t -+ co. The proof of Theorem 2 is given in Section 4. In Section 5 we discuss 
rather briefly the condition (HI) on a(t, s) and the conditions (6) and (7) 
on r(t, s). 
2. ON A RESULT OF MILLER, NOHEL, AND WONG 
The following theorem was proved in [3] by using the contraction fixed 
point theorem. They assumed (H2-H5) but they did not assume (Hl). 
THEOREM 1. Let r(t, s) satisfy (6) and suppose that for each E > 0, there 
exists 7 > 0 such that 
I g(t9 4 - d4 Y)l G l I x -Y I for t>O and 1x1, lyl6y. (9) 
Then for every A, 0 < A < 1, there exists E,, > 0 such that 0 < E < l 0 and 
ji y  ii 2 he together imply that there is exactly one solution x(t) of (4) satisfying 
X \ E* 
Remarks. A sufficient condition for 11 y 11 < he is that llfll < Ae(1 + B)-1. 
The advantage of using a fixed point theorem is that they obtained, as the 
fixed point, a solution x(t) of (4) on the entire interval 0 < t < co satisfying 
1 x(t)/ < E. In this way, they avoided the necessity of using a continuation 
theorem. The disadvantage of their proof is that it does not seem to apply to 
the case where (9) is replaced by the somewhat more natural, and slightly 
more general, condition that 
for each E > 0, there exists 7 > 0 such that 
I g(t7 %>I e E I 32 I for t>O and 1x1 <T, 
However, if we use (10) and do not use a fixed point theorem, then we must 
add a hypothesis which enables a solution of (1) to be continued so long as it 
remains bounded. One such condition is (Hl). Thus, we can now prove the 
following related result. [From now on we assume (Hl-H5).] 
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THEOREM l*. Let r(t, s) sutisfr (6). Let g(t, x) satisfy (10). Then for each 
X,O<X<l,thereexists~~>OS~hthutO<~~<~andI[y116X~i~~ly 
that eoery solution x(t) of (4) sutisjies 11 x II < E. If g(t, x) is 1ocuZZy Lipschitz, 
there is 0nZy one such x(t). 
Proof. Given 0 < h < 1, choose l a > 0 so that 
for t>O and ]xl<q,. 
Let 0 < E < es and )I y 1) < he; then ) x(O)\ < e. Suppose there were to 
exist t > 0 such that I x(s)] < E for 0 < s < t and I x(t)1 = E. Then 
I #I < I r@)l + j-1 I r(t, 4 I As, x(4)l ds 
a contradiction. Thus, I x(s)1 can never reach the value a: hence, X(S) exists on 
0 < s < 00 and satisfies I x(s)] < B for s > 0. Thus, 11 x II < E. 
Further Remarks. It was shown in [3] that if (7) also holds, and if 
I y(t)1 + 0 as t + 00, then 1 x(t)1 + 0 as t --f co. This means 1 x(t) - y(t)! -+ 0 
as t -+ co. However, if I y(t)] + 0 as t --+ co, then (7) is not sufficient for 
I x(t) - y(t)1 + 0 as is shown by the following result in [3]. 
If r(t, s) = r(t - s) belongs to L1 on the ha&f-line, if g(t, x) = g(x) sutisfies 
(9), and ify(t) -+ y( co) us t + co, then x(t) -+ x( cx)), where 
Thus, if we demand that x( co) = y(co), it follows in general that 
g[x(co)] = 0; hence, x(co) = 0. This shows that we cannot ignore significant 
dependence of g(t, x) upon t, roughly amounting to g[co, x(co)] = 0, moti- 
vating our main result. 
3. MAIN RESULT 
THEOREM 2. Let r(t, s) satisfy (6) and (7). Let g(t, x) sutisfr 
I & 41 G w> u + I x I> for t>o, Ixl<oo. (11) 
Let d(t)-0 us t+a. Let IIy([ < 0~). Then Ix(t) -y(t)l+O us t+oO. 
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Remark. Condition (11) includes the special case (g(t, x)[ < C(t) / x /a 
for any 0 < 01 < 1, +(t) -+ 0 as t -+ co. A sufficient, but not necessary, 
condition for 11 y 11 < co is //f/i < CO. Thus, Theorems 1* and 2 together 
yield the following corollary. 
COROLLARY TO THEOREM 2. Let r(t, s) sutisjy (6) and (7). Let 
/ g(t, x)1 <d(t) 1 x IoL for all t > 0 and all x E E,, , where 0 < (y. < co. Let 
$(t) -+ 0 us t --+ co. Then there exists a positive constant c, depending on OL and 
II $ Ij , such that llfll < c implies / x(t) - y(t)1 -+ 0 us t +co. 
Of course, from Theorem 2 we see that if 01 < 1, then c may be chosen 
arbitrarily. If 01 > 1, then it follows from Theorem I* that (1 x 11 < co for 
sufficiently small c. Then, by Proposition 3 below, j x(t) -y(t)/ -+ 0 as 
t-m. 
EXAMPLE 1. Choose r(t, s) = e-s and f(t) = c exp[- 1 - exp(- t)]. 
Theny(t) = c. Ifg(t, X) = e-t, then x(t) = c + $ (d-St - 1). Ifg(t, x) = xe-$, 
then x(t) = c exp $ [l - exp(- 2t)J These two examples show that (7) 
is needed in Theorem 2. 
EXAMPLE 2. Choose a(t, s) = - e-ttms) and f(t) = ce-$ then r(t) = C. 
If g(t, X) = x/(t + l), then x(t) = c(t + 1). If g(t, x) = ant+, then 
x(t) = c&t. Thus, Theorems l* and 2 may fail if u(t, s) satisfies (6) and (7) 
rather than r(t, s). 
&vIARK. There is a type of trade-off possible in Theorem 2 between the 
behavior of r(t, s) and of g(t, x). Namely, if r(t, s) satisfies (7) and not (6), 
but r(t, s) 4(s) does satisfy (6), where #(s) - 0 as s + co, then Theorem 2 
holds for those g(t, x) satisfying (11) with $(t)/+(t) -+ 0 as t --+ CO. For 
example, if r(t, s) = A(t) B(s) where 1 A(t)1 < t-$ and B(s) is merely bounded, 
then r(t, s) satisfies (7) but not (6). Nevertheless, if g(t, X) satisfies (11) with 
4(t) = o(t-+) as t -+ co, we may still conclude that 1 x(t) --y(t)1 +O. 
Similarly, if r(t, s) is so well-behaved that r(t, s)/x(s) satisfies (6) and (7), 
where x(s) ---f 0 as s---f 03, then 1 x(t) -r(t)/ - 0 provided that g(t, x) 
satisfies (11) with 1) 4 )I < CO. 
EXAMPLE 3. We show that Theorem 2 may not hold if we assume that 
g(t, x) satisfies (11) in which lr $(t) dt < co rather than d(t) -+ 0 as t -+ CO. 
Let 4(t) > 0 for t > 0 such that 4 E L1 on [0, 00) but 4 4 L2 on [O, co). Let 
4) = 
1 
s 
t 
o 42(s) ds ’ 
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Choose f(t) = c, g(t, X) = 4(t), and 
a(t, s) = a(t) d(s) exp sf 01(u) +(u) du. 
s 
Thus, r(t, s) = a(t)+(~). Since + ELM and a(t) -+ 0 as t --+ co, then r(t, s) 
satisfies (6) and (7). But y(t) + c as t + co and x(t) = y(t) - 1 for all t > 0. 
Thus, the conclusion of Theorem 2 fails. Note that in this case x(t) is bounded. 
If we were to consider this example with 
a(t) = (1; @(s) ds)-l”, 
then we would have 1 x(t) - y(t)1 --f co as t + co. 
4. PROOF OF THEOREM 2 
The proof follows from three propositions, which may be of some interest 
in themselves. The first proposition shows that x(t) exists on 0 < t < co, 
the second shows that it is bounded there, and the third shows that 
1 x(t) - y(t)1 + 0 as t -+ co. 
PROPOSITION 1. Let g(t, x) satisfy (11). Then each solution x(t) of (1) exists 
on 0 < t < co. 
Proof. Fix T > 0. Then choose K = K(T) > 0 such that 
$ft&. (If (t)l + b(t) + 1: I a@, s)I ds) = K. 
Choose h, > 0 so that 
for all 0 < h < h, and all 0 < t ,< T. Suppose x(s) exists on 0 < s < t, 
where t < T - h, . We shall show that x(s) exists on 0 < s < t + h, . 
There exists M > 1 such that 1 x(s)/ < M for 0 < s < t. Choose Q SO 
large that 
K+(l +2K)MK<+Q. 
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Then 1 x(t + h)j < Q for h > 0 sufficiently small. We claim / x(t + h)l < Q 
for all 0 < h < h, . If not, there is some smallest h > 0 for which 
) x(t + h)] = Q. Then 
I x(t + 41 = jf(t + 4 - jt 4 + h, 4 {x(s) + g(s, x(s))) ds 
- ,I+” 4t + I, 4 MS) + g(s, x(s))) ds 1 
,< K + (1 + 2K) M s”‘” ) a(t + h, s)j ds 
0 
+ (1 + 2K)Q j”‘” I a(t + h, s)I ds 
<:+(I +2K)iK+fQ<Q, 
a contradiction. Thus, j x(t + h)l cannot reach the value Q for 0 < h < h, 
and, hence, x(s) exists on 0 < s < t + ho . Since t was arbitrary, X(S) can be 
continued to 0 < s < T. Since T was arbitrary, x(s) exists on 0 < s < CO. 
PROPOSITION 2. Let r(t, s) satisfy (6). Let g(t, x) sutisjy (II), wohere 
lim SAL 4(t) = r/B f orsomeO<y<l.LetJJyll<m. ThmJJxll<~co. 
Proof. Choose T > 0 and y < y.+ < 1 so that $(t) < y*/B for t > T. 
Since x(t) exists on 0 < t < 00 by Proposition 1, there exists M > 1 such 
that 1 x(t)/ ,( M for 0 < t ,< T. Choose P so large that 
II Y II + B II d II (1 + MI + Y* < (1 - Y*) P. 
We claim that / x(t)] < P for 0 < t < co. If not, there exists t > T such that 
( x(s)1 < P for 0 < s < t but I x(t)1 = P. Then 
I x(t)/ < 113’ 11 + j’ I r(t, $11 Ig(s, +))I ds + j; I r(4 s)l l g(s, x(s))1 ds 
0 
a contradiction. Thus, I x(t)] < P for 0 < t < 00; hence, II x II < P <co. 
Remark. If ilfii < co , then II y I/ <co. Actually, it is not hard to see that 
Proposition 2 remains valid if we assume that / g(t, x)1 < &(t) + +s(t) I x I, 
where I\ $i jj < 00 and lim SUP~+~ +s(t) = y/B for some 0 < y < 1. If we 
take the (ordinary differential equations) example of 
f(t) = c, u(t, s) = 1, g(t, 4 = 4(t) x2 w = 1 + & > 
then we have r(t, s) = e-(t-s); hence, l/B = 1 = lim SUP~.+~ 4(t). Since 
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y(t) = cc-t and x(t) = c(t + l), Proposition 2 fails and we see that the 
condition y = 1 cannot be allowed. 
Of course, one cannot expect to be able to relate the numbers 11 x jj and 
11 y Ij , since no assumptions are made on /I 4 II . Nevertheless, if we assume 
more about r(t, s), then we can relate /I x llco and 11 y /joo. 
COROLLARY TO PROPOSITION 2. Let the hypotheses of Proposition 2 hold. 
Assume further that r(t, s) satisfies (7); then 
IIY urn -Y 
l+Y 
< 11 x j/m < “rl” y . 
Y 
(12) 
Remark. That the inequalities in (12) are sharp can be seen from the 
following example: if a(t, s) = 1 and f(t) = c + ct, c 2 0, then 
r(t, s) = e-(t-s) and y(t) = c. If g(t, X) = - y( 1 + x), then 
c+Y !+I x(t) = jy-. 
Y 
If g(t,x) = y( 1 + x), then ;~II x(t) = 5 . 
Proof of Corollary. Let E > 0. Choose T > 0 so that if t 3 T, then 
I YWI G II Y Ilrn + % Nt> d 5 + E and I4 G II x Ilrn + E. 
Then choose 7 > T so that if t > 7, then 
I 
T  
I y(t, 4 ds < o 
II $ II (1 G II x II) * 
Then for t > 7, we have 
I4t)l < IYWI + (,: + 1:) I y(t> 4l4N (1 + I 4) ds 
< (Ilr Ilm + 4 + E + [(+ + e) B + (+- + c) (II x Iloo + 4 B] 
d IIY II’= + Y + Y II x IP + Ok). 
Since E was arbitrary, II x jlrn < I/y /]Oo + y + y II x Ijco. This establishes the 
second inequality of (12). In a similar way, 
IYP>l < I 49 + (1: + f) I r(t, O+(s) (1 + I 44l) ds 
< II ‘x Iloo + Y + Y II x IP + w, 
which establishes the first inequality of (12). 
409/3oi3-7 
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PROPOSITION 3. Let r(t, s) satisfy (6) and (7). Let 1 g(t, x)1 < dM(t) for 
t>O and 1x1 <&I, where for each M>O, $Jt)--+O as t-+a. Let 
11 x 11 < GO. Then j x(t) - y(t)1 --f 0 us t + co. 
Proof. Let j/ x 11 = M. Let E > 0. Choose T > 0 so that qSM(t) < 42B 
for all t 3 T. Then choose 7 > T so large that 
I T I rtt, s)I ds d k for t 3 7. 0 
Then for t 3 T, 
I x(t) - r(t)1 < jr I rtt, 4 hd4 ds + ,I I r(t, 41 MS) ds 
< II h II jT I r(t, s)l h + & j" I r(t> $11 ds G E. 0 0 
Thus, / x(t) --y(t)1 -+ 0 as t + 00. 
Remark. Example 3 shows that Proposition 3 may fail if we replace 
&(t) + 0 by sr #M(t) dt < co. The significance of Proposition 3 is that if 
one already knows that II x 11 < co, then one does not need to assume that 
g(t, x) satisfies (1 l), as in the corollary to Theorem 2. 
5. THE CONDITIONS ON u(t, s) AND r(t, S) 
The Conditions (Hl), (H2), and (H5). 
These three conditions hold if (i) u(t, S) is continuous for 0 < s < t < CO; 
or if (ii) u(t, s) is continuous in t uniformly for s in compact sets and a(& s) 
is bounded on compact (t, s) sets; or if (iii) u(t, s) is of convolution type, 
i.e., u(t, s) = u(t - s), and U(U) is continuous for 0 < u < CD, and locally 
Ll on 0 < u < co; or if (iv) u(t, s) = A(t) B(s), where A(t) is continuous 
on 0 < t < co and B(s) is locally L1 on 0 < s < co. Conditions (i), (ii), and 
(iii) are discussed in [2], Chap. 2 and 4. Condition (iv) clearly implies (Hl) 
and (H2). That (H5) holds follows from the analysis in the case 
1 a(t, s)I < a(t) j?(s) below. 
The Conditions (6) and (7) 
First we remark that in the convolution case, u(t, s) = u(t - s), and in the 
ordinary differential equations case, a(t, s) = u(s), if r(t, s) satisfies (6), then 
it also satisfies (7). 
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Suppose a(t, s) = a(t - s). If a(t - s) satisfies (6), then the Paley-Wiener 
theorem [2], Chap. 4 says that r(t - s) satisfies (6) if, and only if, 
O” det I - 
( s 
e-%(t) dt + 0 
0 1 
for all complex u such that Re u > 0. If a(t - s) does not satisfy (6), then 
r(t - s) still might, and it was shown in [l] that if a(u) is scalar, nonconstant, 
locallyL1, Cm on 0 < u < CO, and satisfies 
(- 1)” u’“‘(u) > 0 (k = 0, 1, 2 ,..., 0 < u < co), 
then r(t - s) satisfies (6). 
Suppose 1 a(t, s)j < a(t) /3(s). If I/ 0111 < co, a(t) -+ 0 as t-+ co, and 
jz ,3(s) ds < co, then r(t, s) satisfies (6) and (7). To see this, choose y(t) so 
that II y II =C ~0, y(t) -+ 0 as t --+ co, and 0 < a(t) < y(t) for all t 3 0. From (3) 
~(4 4 d y(t) B(s) + 1’ At) B(u) y(u, 4 du 
s 
for 0 < s < t < co. Holding s fixed, and using Gronwall’s inequality on 
r(t, s)/y(t), we obtain 
where 
K = exp (II Y II 1,” W du) . 
In the general case, we can prove the following. 
PROPOSITION 4. Let 
;F$ j” I a(4 s)I ds = A < 1. (13) 
0 0 
Tken r(t, s) satisfies (6). If in addition u(t, s) satisfies (7), then so does r(t, s). 
Note that Example 2 above shows that the assumption A < 1 is crucial. 
Proof. If a(t, s) satisfies (13), then from (3) 
W = j’ I r(t, 41 ds < j” I a(t, 41 ds + j”j” I 4, 41 I y(u, s)l du d.t 
0 0 0 s 
t ,<A+ ss u 1 a(t, u)I 1 Y(U, s)I ds du 0 0 
< A + 
s 1 I u(t, u)l X(U) du. 
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Let L(t) = sup X(S) for 0 < s < t. Then X(S) < A + AL(t) for all 0 < s < t; 
hence, L(t) < A + AL(t). Thus, L(t) < A/( 1 - A), so that r(t, S) satisfies(b). 
Now let a(t, S) satisfy (13) and (7). Let T > 0. Then, interchanging the 
order of integration and using A(t) < A/(1 - A), we have 
v(t) = jr I ~(4 4 ds G j: I ~(6 s)l ds +,,‘i: Ia(4 41 I r(u, s)l du ds 
< 1+ ( A -) fb I ~(4 s)I ds + j; I a(~, u)I v(u) du. 1-A 
We have that v(t) < h(t) < A/(1 - A) for all t > 0. Choose t1 > T so large 
that 
( A T l+l-A IS / u(t, s)l ds < -f!? for t > t, , o 1-A 
Then for t > tr , v(t) < 2A2/(1 - A). Then choose t, > t, so large that 
2A 
‘+1-A ,, )I 
” / u(t, s)l ds < & for t > t, . 
Then for t 3 t, , we have 
v(t) d (1 + j-$) jT I a(4 s)I ds + (j; + j;) I a(4 41 v(u) du 
0 
1 a(6 s)l ds + & jt’ 1 u(t, u)j du + -.?f?- 
T  1-A 
In exactly this way, an induction argument shows that, having chosen 
t, < t, < a.. < t, so that v(t) < (n + 1) An+l/(l - A) for t > t, , if we 
choose tn+l > t, so that 
Ala+2 
1 a& s>l ds < 1 _ A for t 3 G&+1 ,
it then follows that 
v(t> < (n + 2) An+’ 
1-A 
for t 2 tn+1 - 
Thus, v(t) + 0 as t -+ co, proving Proposition 4. 
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In [3] and [2], Chap. 4, there is given a class of examples of scalar r(t, S) 
which satisfy (6) and (7), but which are not separable nor of convolution 
type, but rather a combination, arising from a(t, S) = ol(t - S) p(s). 
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