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Abstract: The present study deals with the estimation of unknown variance 
using two auxiliary variates under simple random sampling without 
replacement (SrSWOr) scheme. We have also extended our work to the case 
of double sampling scheme. The asymptotic expressions for the mean squared 
errors of the proposed estimators are derived and their optimum values have 
been obtained. a comparison between the existing and the proposed class of 
estimators of Sy
2  has been made empirically with the help of two population 
data taken from [1] and [10].
Keywords and phrases: proposed estimator, Double sampling technique, 
Bias(B), Mean Square error (MSe), Optimum estimator. 
1. InTrodUcTIon
In theory of sample surveys, we are estimating the population variance Sy
2  of 
study variable y. It is well known that use of auxiliary information improves the 
precision of proposed estimator. If information on an auxiliary variable is readily 
available then it is a well-known fact that the ratio-type and regression-type 
estimators can be used for estimation of parameters of interest, due to increase in 
efficiency of these estimators. The problem of estimating the population variance 
of Sy
2  of study variable y received a considerable attention of the statistician in 
survey sampling including [2], [3], [4], [5-7], [12], [13], [14], [15-16], [20] and 
[18] and have suggested improved estimators for estimation of Sy
2
 let ϕi (i=1,2,……..,N) be the population having N units such that y is 
highly correlated with the auxiliary variables x and z. We assume that a simple 
random sample without replacement (SrSWOr) of size n is drawn from the 
finite population of size N. let ( ’ , ’ ) ( , , )s s s s sx z x z y
2 2 2 2 2and  be the sample variances 
defined over n’ and n and S S Sx z y
2 2 2,  and  be the population variances of variables 




To estimate the population variance Sy
2  of study variable y, consider two 
cases:
The population variances •	 Sx
2  and Sz
2 of auxiliary variable x and z are 
known.
When both •	 Sx
2  and Sz
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also to the first order of approximation, we have 
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y Y X X z= − − −( ) ( ) ( )∑1 Z ; 
p,q,r, being non negative integers.
3. ESTImATIon oF Sy
2  whEn boTh Sx
2  And Sz
2  ArE Known
In case when Sx
2  and Sz
2  are known, the conventional unbiased estimator is 
given as
The conventional unbiased estimator, Ŝ sy y
2 2=  




























The expressions of the variances and mean square error (MSe) of Ŝy
2  and t
r
, 
up to first order of approximation, are given by




400= ∇γ  (1)
 MSE t SR y( )




400 040 004 220 202 0222 2 2  (2)
a generalised 






Motivated by [8], we proposed a generalised estimator for estimating the 
population variance Sy
2 , as


























































































where, k1,k2 are weights, g1 and g2 are constants a, b, c and d are either real 
numbers or the functions of known parameters.
Note: Here we will use the notations Tp(1) and Tp(2), rather than Tpfor two dif-
ferent cases (ie: k k1 2 1+ =  and k k1 2 1+ ≠ ).
Bias and MSe of the suggested method are derived under two different 
conditions:
case 1:•	  When k k1 2 1+ = , where k1 and k2 are weights.
Theorem 2.1: Estimator Tpr ( )1  {equation (3)}in terms of εi i; ,= 0 1  could be 
expressed as:
 T S k kpr y( )1
2
0 1 1 1 1
2
2 0 1 1 2 2 3 2
2
4 0 2 31= + + + + + + +{ } { }ε ε η ε η ε ε η ε η ε η ε ε η   (4)
















































































































































( ) ( )ε ε exp ( ) ( ) exp ( )a b k c d
g
ε ε ε ε ε
1 1
1
2 2 2 2
1
1 1 12+ + + +
− − −{ } { }[ ]
 (5)
Here we assume ε ε ε ε1 1 2 2, ,b and d < 1, so that the terms 
( ) ,( ) ,( )1 1 11 1
1
2
1 2+ + +− − −ε ε εg gb  
and ( )1 2
1+ −dε  are expandable. By expanding the right hand side of equation 
(5) and neglecting the terms of εi'shaving power greater than two, we have
 
T S k kpr y( ) ( ) ( )1
2
1 0 1 1 1
2
2 2 0 2 3 2
2
41 1 1 1= + + + + + + +{ } { } ε ε η ε η ε ε η ε η 
{ }= + + + + + + +T S k kpr y( )1 2 0 1 1 1 12 2 0 1 1 2 2 3 22 4 0 21 ε ε η ε η ε ε η ε η ε η ε ε η3{ } 
 (6)
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proof: B T E T Spr pr y( ) [ ]( ) ( )1 1
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Theorem 2.3: Mean square error of T
p(1)
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Where, A B C D E1 12 040 1 32 004 1 1 220 1 3 202 1 1 3 02= ∇ = ∇ = ∇ = ∇ = ∇η η η η η η* * * *, , , and 2*
proof:
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 (9)
Differentiating equation (9) w.r.t k
1
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putting the optimum value of k
1
in equation (9), we get the minimum MSe of 
the suggested method T
p(1)
.
case 2:•	  When k k1 2 1+ ≠ , where k1and k2 are weights.
Theorem 2.4: The estimator Tp(2) (equation.3) in terms of εi's, could be expressed as:
T S k kpr y( )2
2
1 0 1 1 1
2
2 0 1 1 2 0 2 3 2
2
4 01 1= + + + + + + + + +{ }ε ε η ε η ε ε η ε ε η ε η ε ε2 3η{ } 
a generalised 
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Here we assume ε ε ε ε1 1 2 2, ,b dand < 1, so that the terms 
( ) ,( ) ,( )1 1 11 1
1
2
1 2+ + +− − −ε ε εg gb  and ( )1 2
1+ −dε  are expandable. By expand-
ing the right hand side of equation (10) and neglecting the terms of εi's having power greater than two, we have 
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Theorem 2.6: Mean square error of Tpr ( )2 , up to the first order of approximation 
is:
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proof: From equation (10), we have
[ ]
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T S S k k
pr y y2
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and then taking expectations of both sides, we get
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
Minimising equation (13) with respect to k1 and k2, we get the optimum values 
k1 and k2, respectively given as
k
B C D E
A B E
k
A D C E
A B E1
2 2 2 2
2 2 2
2 2














in equation (13), we get the minimum MSe of 
the suggested estimatorTpr ( )2 .
4.ESTImATIon oF Sy
2  whEn boTh Sx
2  And Sz
2 ArE UnKnown
Consider a finite population with N (< ∞) identifiable units. let y be the 
variable under study taking values y i Ni ( , ,........... )=1 2 for ith unit of the 
population. To estimate the population variance Sy
2
 
of y in the presence of two 
auxiliary variables, when the population variances of x and z are not known 
and SrSWOr scheme is used in selecting samples for both the phases. The 
following two phase sampling scheme may be recommended.
1) The first phase sample s' of size (n’< N) is drawn in order to observed x 
and z.
2) The second phase sample s of size n (n<n') is drawn in order to observe 
y, x and z.
a generalised 







2  and ′sz
2 be the unbiased estimators of Sx
2 and Sz
2 respectively, based on 
first phase sample s’; ′ ′s sy x
2 2, and ′sz
2  be the unbiased estimators S Sy x
2 2,  and Sx
2
, respectively, based on second phase sample‘s’. When Sx
2 and Sz
2 unknown, 
then usual unbiased and ordinary ratio estimator are given as
usual unbiased estimator Ŝ sy y
2 2=




























MSe’s expressions for the estimators Ŝy
2  and tR
’  , up to the first order of 
approximation are ,respectively, given by
 MSE S Sy y( )
*2 4
1 400= ∇γ  (14)
 MSE t SR y( )





2 are not known a priori, then under double sampling technique, 
suggested estimator T
p
 takes the following form:
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where, k1,k2are weights, g1 and g2 are constants and a, b, c and d are either real 
numbers or the functions of known parameters.
note: here we have taken the notation T pr’ ( )1  andT pr’ ( )2  , rather than T pr’ for 
two different cases (ie: k k1 2 1+ =  and k k1 2 1+ ≠  ).
To obtain the bias and mean square error of the suggested estimator we have 
the following two conditions given as -
case 1: When k k1 2 1
’ ’+ = , where k1
’  and k2
’ are defined weights.
Theorem 3.1: The suggested estimator Tpr ( )
’
1 (say equation 16) in terms of εis
’ , 
could be expressed as:
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k a g Q Q Q a
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after expanding and arraigning the above equation up to the first order of 
approximation, we have:
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 (17)
where, coefficient term of εi s’  are already defined.
Theorem 3.2: Bias of Tpr ( )
’
1  is given as
B T S k Q Q Q a gpr y( ) ( ) ( )( )
’ ’ * * *
1
2
1 1 1 040 2 040 2 3 1 220= ∇ + ∇ + + − ∇{ } γ γ γ
{ }+ ∇ + ∇ + + − ∇k Q Q Q c g2 4 1 040 2 040 5 6 2 220
’ * * *( ) ( )γ γ γ
proof: Subtracting Sy
2  from both sides and taking expectations of equation 
(17), we have
 B T S
k Q Q Q a g
k
pr y( )
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Theorem 3.3: Mean square error ofTpr ( )
’
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proof: from equation (18), we have 
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’ ’ ’ ’ ’T S S k kpr y y o1
2 2 4
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ε η ε ε η ε ε
after squaring and taking expectations of both sides of the above equation, up 
to the first order of approximation, we get
 MSE T S n
k A k B k C k D
pr y
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Differentiating equation (19) partially w.r.t. to k1
’ , we get the optimum value of 
k1
’  for minimum MSe as:
k
B D C E
A B E1











putting the optimum value of k ’
*
1 in (19), we get the minimum MSe of the 
suggested estimator Tpr ( )
’
1 .
case.2: When k k1 2 1
’ ’+ ≠ , where k1
’  and k2
’  are defined weights.
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Theorem 3.4: The suggested estimator Tpr ( )
’
2  in terms of εi s’  , is written as 
T S k Q Q Q
pr y( )
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where, η η1 3 1 2 3 4 5, , , , , ,Q Q Q Q Q  and Q6 are defined in theorem 3.1 and 3.2.
Proof:
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where, coefficient term of εi s’  are already defined.
Theorem 3.5: Bias of suggested method Tpr ( )
’
1  is given as
b( )( )
’
’ * * * *
T S
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pr y2
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Theorem 3.6: Mean square error of the suggested estimatorTpr ( )
’
2 , is given by
MSE T S k A k B k C k D k k Epr y( ) ’ ’( )
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proof: we have 
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after squaring and taking expectations 6f both sides of the above equation up 
to the first order of approximation, MSe of the estimator
 MSE T S k A k B k C k D k k Epr y( ) ’ ’( )
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The optimum value of k1
’  and k2
’ is obtained by partially differentiating equation 
(24) w.r.t. k1
’  and k2




























Putting the optimum values of k ’*1  and k ’
*
2 in (19), we get the minimum 




Population 1: For empirical study we have taken the data of [10], which 
contain the data of 34 villages. The variables are:
y- area under wheat in 1964.
x- area under wheat in 1963.
z- Cultivated area in 1961.
also,
∇ = ∇ = ∇ = ∇ = ∇ = ∇400 040 004 220 202 023 726 2 912 2 808 3 105 2 979. , . , . , . , . , 2 2 738= .
S S S S Sy x z yx yz
2 2 222564 56 197095 3 2652 05 60304 01 221= = = = =. , . , . , . , 58 05.
n = 7, n’=15 N = 34
Population 2: The data for the empirical study are taken from [1]. The 
population consists of 340 villages. The variables are:
y- Number of literate persons. 
x- Number of household. 
z- Total population in the village.
To estimate the variance of y, we have used x and z as the prior information. 




Table 1: percentage relative efficiency (pre) for population-1.












1 1 -1 1 1 1 658.7851
0 1 -1 1 1 1 927.2479
0 1 1 1 1 1 897.380 
T
pr(2)
1 1 -1 1 1 1 4417.39 
1 1 -1 1 1 0 5256.36




1 1 1 1 1  -1 182.6071
-1 1 -1 1 1 -1 190.078




1 -1 -1 1 -1 1 404.3805
1 0 -1 1 -1 1 347.8099
1 -1 -1 1 0 1 342.1697
note: here the notations Tpr ( )1 ,Tpr ( )2  stands for suggested estimators in single 





2  is for two phase sampling.
N n n S S Sy x z= = = = = =340 120 50 71379 47 11838 85 691820 23
2 2 2, ’ , , . , . , .
∇ = ∇ = ∇ = ∇ =400 040 004 2209 90334289 7 05448224 8 2552346 6
* * * *. , . , . , .31398563
∇ = ∇ =202 0228 12904924 6 13646859
* *. , .

















Table 2: percentage relative efficiency (pre) for population-2.











1 1 -1 1 1 1 521.62661
0 1 -1 1 1 1 342.12
0 1 - 1 1 0 1  409.4370 
 Tpr ( )2  
1 1 -1 1 1 1 868.2550 
1 0 -1 1 1 1 2494.1349
1 1 1 0 1 -1 709.3792
 Tpr ( )
’
1  
1 1 -1 1 1 1 189.21
01 -1  1 1 1 170.3568




  1 -1 -1 1 1 1 315.53
1 -1 -1 1 0 1 342.16
1 -1 -1 1 -1 1 404.38 
note: here the notations Tpr ( )1 ,Tpr ( )2  stands for suggested estimators in single 






 stands for suggested estimators in two phase sampling.
concLUSIon
From the above Table 1 and Table 2, we observed that, the suggested estimators
Tpr ( )1 , Tpr ( )2 (in single phase sampling) andTpr ( )
’
1 ,Tpr ( )
’
2 (in two phase sampling) 
perform much better than the usual unbiased and ratio estimator.
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