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1. Introduction
In this paper, we will be concerned with the following well-known reaction–diffusion Sel’kov model, which has been
used for the study of morphogenesis, population dynamics and autocatalytic oxidation reactions; the equations take in the
following form,
⎧⎪⎨
⎪⎩
ut − d1uxx = λ
(
1− uvp), (x, t) ∈ (0,kπ) × (0,∞),
vt − d2vxx = λ
(
uvp − v), (x, t) ∈ (0,kπ) × (0,∞),
ux(x, t) = vx(x, t) = 0, x = 0,kπ, t > 0,
(1.1)
where u and v stand for the concentrations of two reactants or densities of two species, and thus are considered to be
non-negative; d1 and d2 are the diffusion coeﬃcients of u and v respectively; λ and p are positive numbers.
Recently, there has been much attention focused on the study of morphogenesis, population dynamics and autocatalytic
oxidation reactions, for examples, see [1–12] and references therein. But to the best of our knowledge, few people considered
Hopf bifurcation of the reaction–diffusion Sel’kov system.
The present work is motivated by recent papers [9–12], where Wang et al. studied the non-constant positive steady
states of the following elliptic system:
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⎪⎪⎪⎩
−θu = λ(1− uvp), x ∈ Ω,
−v = λ(uvp − v), x ∈ Ω,
∂u
∂ν
= ∂v
∂ν
= 0, x ∈ ∂Ω.
(1.2)
By ﬁxing p and λ (or equivalently p and θ respectively), and θ (or equivalently λ) using as a bifurcation parameter, Wang
obtained the existence and non-existence of non-constant positive solutions of the system (1.2).
Peng et al. [9] discussed the non-negative steady-state solutions of the following reaction–diffusion system known as the
Sel’kov model:{
ut − θu = λ
(
1− uvp) in Ω × (0,∞), u = 0 on ∂Ω × (0,∞),
vt − v = λ
(
uvp − v) in Ω × (0,∞), v = 0 on ∂Ω × (0,∞). (1.3)
By using the theory of ﬁxed point index in a positive cone of a Banach space, the authors presented a prior estimates of
non-negative steady-state solutions.
Peng [10] also considered the Sel’kov model subject to the homogeneous Neumann boundary condition (1.2), and derive
some non-existence results for non-constant positive solutions of (1.2).
The purpose of the present paper is to consider the Hopf bifurcation of the system (1.1) by using the parameter p as Hopf
bifurcation parameter. Our results show that, for system (1.1), it not only has spatially homogeneous periodic orbits, but also
has spatially non-homogeneous periodic solutions. Our results extend and include the main results of [9–11]. We note that,
the choice of p as the Hopf bifurcation parameter is somewhat unnatural and physically less meaningful than using the
parameter λ; however, when one use p as Hopf bifurcation parameter, one can ﬁnd it possible for us to understand the
dynamical behavior clearly from the mathematical point of view.
Since few paper has appeared in the literature which discusses Hopf bifurcation of the reaction–diffusion Sel’kov system,
this paper attempts to ﬁll this gap in the literature. For the research of Hopf bifurcation on the general reaction–diffusion
equations has been considered for many researchers, we refer to [12–15] and references therein for details.
The rest of the paper is arranged as follows. We state some preliminaries in Section 2; Section 3 is devoted to consider
the existence and stability analysis of the bifurcating spatially homogeneous/non-homogeneous periodic solutions of the
system.
2. Preliminaries
In this section, we recall some preliminaries of Hopf bifurcation results on general reaction–diffusion equations, obtained
in [14].
We consider the following general R–D equations subject to Neumann boundary condition on spatial domain Ω = (0,kπ),
with k ∈ R+ ,⎧⎪⎨
⎪⎩
ut − d1uxx = f (p,u, v), x ∈ (0,kπ), t > 0,
vt − d2vxx = g(p,u, v), x ∈ (0,kπ), t > 0,(
ux(x, t), vx(x, t)
)∣∣
x=0,kπ = 0, t > 0,
(2.1)
where we suppose that for any p ∈ R, f (p,0,0) = 0, g(p,0,0) = 0, f , g : R × U2 → U are Ci (i  5), having real values
when restricted to U × U2, where U is a neighborhood of 0 in R.
To begin with, we deﬁne
X := {(u, v) ∈ H2(0,kπ) × H2(0,kπ) ∣∣ (u, v)∣∣x=0,kπ = 0}. (2.2)
We also deﬁne the complexiﬁcation of X to be XC := X ⊕ i X = {x1 + ix2 | x1, x2 ∈ X}.
The linearized operator of the steady states of system (2.1) evaluated at (p,0,0) is
J (p) =:
(
A(p) + d1 ∂2∂x2 B(p)
C(p) D(p) + d2 ∂2∂x2
)
, (2.3)
with the domain DL(p) = XC , where A(p) = fu(p,0,0), B(p) = f v(p,0,0), C(p) = gu(p,0,0), D(p) = gv(p,0,0).
As in [14], we make the following assumptions on Hopf bifurcation.
(H1): There exists a neighborhood O of p˜ such that for p ∈ O , J (p) has a pair of complex, simple, conjugate eigenvalues
α(p) ± iω(p), continuously differentiable in p, with α(p˜) = 0, ω(p˜) = ω0 > 0, and α′(p˜) = 0; all other eigenvalues of J (p)
have non-zero real parts for p ∈ O .
We assume that (H1) holds. Then by (H1), we can let q = (an,bn)T cos nk x, with an,bn ∈ C, be such that J (p˜)q = iω0q.
Deﬁne Qqq , Qqq¯ and Cq,q,q¯ in the following,
Qq,q =
(
cn
d
)
cos2
n
x, Qq,q¯ =
(
en
f
)
cos2
n
x, Cq,q,q¯ =
(
gn
h
)
cos3
n
x, (2.4)n k n k n k
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
cn = fuua2n + 2 fuvanbn + f vvb2n,
dn = guua2n + 2guvanbn + gvvb2n,
en = fuu|an|2 + fuv(anb¯n + a¯nbn) + f vv |bn|2,
fn = guu|an|2 + guv(anb¯n + a¯nbn) + gvv |bn|2,
gn = fuuu|an|2an + fuuv
(
2|an|2bn + a2nb¯n
)+ fuvv(2|bn|2an + b2na¯n)+ f vvv |bn|2bn,
hn = guuu|an|2an + guuv
(
2|an|2bn + a2nb¯n
)+ guvv(2|bn|2an + b2na¯n)+ gvvv |bn|2bn,
(2.5)
with all the partial derivatives of f and g evaluated at (p˜,0,0).
Denote by J∗(p), the adjoint operator of the operator J (p),
J∗(p) :=
(
A(p) + d1 ∂2∂x2 C(p)
B(p) D(p) + d2 ∂2∂x2
)
, (2.6)
with the domain D J∗(p˜) = XC , and if (H1) holds, we can write q∗ := (a∗n,b∗n)T cos nk x ∈ X ⊕ i X be such that
J∗(p˜)q∗ = −iω0q∗, 〈q∗,q〉 = 1 and 〈q∗,q〉 = 0.
Deﬁne⎧⎨
⎩q1 = −
[
J (p˜)
]−1 · [Qqq − 〈q∗, Qqq〉q − 〈q∗, Qqq〉q],
q2 =
(
2iω0 I − J (p˜)
)−1[
Qqq − 〈q∗, Qqq〉q − 〈q∗, Qqq〉q
]
,
(2.7)
and let
c1(p˜) = i
2ω0
〈q∗, Qqq〉 · 〈q∗, Qqq¯〉 + 〈q∗, Qq1,q〉 +
1
2
〈q∗, Qq2,q¯〉 +
1
2
〈q∗,Cq,q,q¯〉. (2.8)
Then, from [14], we are in a position to state the following Hopf bifurcation lemma for the general R–D equations (2.1).
Lemma 2.1. Suppose (H1) is satisﬁed. Then (2.1) possesses a family of real-valued T (s)-periodic solutions (p(s),u(s)(x, t), v(s)(x, t)),
for s suﬃciently small, bifurcating from (p˜,0,0) at p = p˜ in the space R × X, and (u(s)(x, t), v(s)(x, t)) can be parameterized in the
following form,{
u(s)(x, t) = s(ane2π it/T (s) + ane−2π it/T (s)) cos(nx/k) + o(s2),
v(s)(x, t) = s(bne2π it/T (s) + bne−2π it/T (s)) cos(nx/k) + o(s2). (2.9)
Furthermore:
1. The bifurcation is supercritical (resp. subcritical) if
1
α′(p˜)
Re
(
c1(p˜)
)
< 0 (resp. > 0). (2.10)
2. If in addition all other eigenvalues of J (p˜) have negative real parts, then the bifurcating periodic solutions are stable (resp. unsta-
ble) if Re(c1(p˜)) < 0 (resp. > 0).
3. Stability and Hopf bifurcation analysis in Sel’kov model
To begin with, we will analyze the stability of the equilibrium solution to disclose its vulnerability at parameter varia-
tions. Straightforward calculation shows that system (1.1) has a unique nontrivial ﬁxed point U∗ = (1,1).
For convenience, we copy (1.1) in the following equation:⎧⎪⎨
⎪⎩
ut − d1uxx = λ
(
1− uvp), (x, t) ∈ (0,kπ) × (0,∞),
vt − d2vxx = λ
(
uvp − v), (x, t) ∈ (0,kπ) × (0,∞),
ux(x, t) = vx(x, t) = 0, x = 0,kπ, t ∈ (0,∞).
(3.1)
Denote the linearized operator of steady state of (3.1) evaluated in (1,1) by
J (p) :=
(
d1
∂2
∂x2
− λ, −pλ
λ, d ∂
2 + λp − λ
)
. (3.2)2 ∂x2
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eigenfunctions as follows:
μ0 = 0, φ0(x) = 1; μn = n
2
k2
, φn(x) = cos n
k
x; n = 1,2,3, . . . .
Like in Section 2, we introduce the auxiliary operator Jn(p), which is given by
Jn(p) =:
(
− d1n2
k2
− λ, −pλ
λ, − d2n2
k2
+ λp − λ
)
. (3.3)
Due to [14], the eigenvalues of J (p) are given by the eigenvalues of Jn(p) for n = 0,1,2, . . . , where the characteristic
equation of Jn(p) is
γ 2 − γ Tn(p) + Dn(p) = 0 (n = 0,1,2, . . .), (3.4)
where⎧⎪⎪⎨
⎪⎪⎩
Tn(p) := tr Jn = λp − 2λ − (d1 + d2)n
2
k2
,
Dn(p) := det Jn =
(
−λ − d1n
2
k2
)(
λp − λ − d2n
2
k2
)
+ pλ2.
In what follows, we shall construct the elements of which are the potential critical points for the Hopf bifurcations to
occur.
There exists n ∈ N ∪ {0}, such that
Tn(p) = 0, Dn(p) > 0; T j(p) = 0, D j(p) = 0 for j = n;
and let the unique pair of complex eigenvalues near the imaginary axis be α(p) ± iω(p), then the transversality condition
α′(p) = 0 (3.5)
holds.
If Tn(p) = 0, we have
λp − 2λ − (d1 + d2)n
2
k2
= 0, (3.6)
then p = (d1+d2)n2
k2λ
+ 2, and
Dn(p) =
(
−λ − d1n
2
k2
)(
λp − λ − d2n
2
k2
)
+ pλ2
=
(
−λ − d1n
2
k2
)(
(d1 + d2)n2
k2
+ 2λ − λ − d2n
2
k2
)
+ (d1 + d2)n
2
k2
λ + 2λ2
= −
(
λ + d1n
2
k2
)(
λ + d1n
2
k2
)
+ (d1 + d2)n
2
k2
λ + 2λ2
= λ2 + (d2 − d1)n
2
k2
λ −
(
d1n2
k2
)2
.
To let Dn(p) > 0, we need to prove the following inequality:
−d21
(
n2
k2
)2
+ (d2 − d1)λ
(
n2
k2
)
+ λ2 > 0, (3.7)
that is
d21
(
n2
k2
)2
− (d2 − d1)λ
(
n2
k2
)
− λ2 < 0, (3.8)
or equivalently,
(d2 − d1) −
√
(d2 − d1)2 + 4d21
2d2
λ <
n2
k2
<
(d2 − d1) +
√
(d2 − d1)2 + 4d21
2d2
λ. (3.9)
1 1
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0 n
2
k2
<
(d2 − d1) +
√
(d2 − d1)2 + 4d21
2d21
λ. (3.10)
Then,
0 n2 <
(d2 − d1) +
√
(d2 − d1)2 + 4d21
2d21
λk2. (3.11)
So all the possible bifurcating values of the parameter p can be labeled as Λ = {pHn }Nn=0 for some N ∈ N ∪ {0}, satisfying
2 = pH0 < pH1 < pH2 < · · · < pHN < +∞. (3.12)
Such that
0 (p
H
N − 2)λk2
d1 + d2 <
(d2 − d1) +
√
(d2 − d1)2 + 4d21
2d21
λk2. (3.13)
Recall that
α(p) = 1
2
[
(p − 2)λ − (d1 + d2)n
2
k2
]
, ω(p) =
√
Dn(p) − α2(p), (3.14)
and clearly,
α′(p)|p=pHn =
T ′n(p)
2
∣∣∣∣
p=pHn
= 1
2
λ > 0. (3.15)
So far, by Lemma 2.1, we have the following dynamics of system (3.1).
Theorem 3.1. Suppose that λ > 0. Then for any pHn (deﬁned above), system (2.1) undergoes a Hopf bifurcation at p = pHn , and the
bifurcating periodic solution can be parameterized in the form of (2.9);more precisely, at p = pH0 = 2, the bifurcating periodic solution
is spatial independent, which coincides with the bifurcating periodic solutions from the same bifurcation point of the corresponding
ODE system by the local uniqueness of the Hopf bifurcation; while at p = pHn (n = 0), the bifurcating periodic solution is spatial
dependent.
In what follows, we concentrate on the bifurcation direction and the stability of the bifurcating periodic solutions.
Theorem 3.2. At p = pH0 , the bifurcating (spatial independent) periodic solution is supercritical and asymptotically stable.
Proof. It is obvious that J (pH0 ) satisﬁes the assumption (H1), thus by Lemma 2.1, in order to determine the stability and
bifurcation direction of the bifurcating periodic solution, we need to calculate Re c1(pH0 ), which is deﬁned by (2.9). When
p = pH0 , thus we put
q :=
(
a0
b0
)
=
(
1
− 12 (1+ i)
)
, q∗ :=
(
a∗0
b∗0
)
=
(
(1− i)/(2kπ)
−i/(kπ)
)
. (3.16)
In order to simplify our problems, we translate (2.1) into the following system by the translation uˆ = u−1 and vˆ = v−1,⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut − d1uxx = λ
[
1− (u + 1)(v + 1)p], x ∈ (0,kπ), t > 0,
vt − d2vxx = λ
[
(u + 1)(v + 1)p − (v + 1)], x ∈ (0,kπ), t > 0,(
ux(x, t), vx(x, t)
)= 0, x = 0,kπ, t > 0,
u(x,0) = u0(x) 0, v(x,0) = v0(x) 0, x ∈ (0,kπ),
(3.17)
where without loss of generality we have dropped the hats above u and v for the convenience of our notation. For conve-
nience, we denote{
f (p,u, v) = λ[1− (u + 1)(v + 1)p],
g(p,u, v) = λ[(u + 1)(v + 1)p − (v + 1)]. (3.18)
We calculate all the partial derivatives of f and g at (pH ,0,0) = (2,0,0). Apart from0
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fuu, guu, fuuu, guuu, fuuv , guuv , f vvv , gvvv are all zero. Then, it follows that
c0 = 2λ + λi = −d0, e0 = λ = − f0, g0 = (−2− i)λ = −h0, (3.19)
and
Qq,q =
(
c0
d0
)
=
(
2λ + λi
−2λ − λi
)
, (3.20)
Qq,q¯ =
(
e0
f0
)
=
(
λ
−λ
)
, Cq,q,q¯ =
(
g0
h0
)
=
(
(−2− i)λ
(2+ i)λ
)
. (3.21)
Then, we have
〈q∗, Qqq〉 =
(
3
2
− 1
2
i
)
λ, 〈q∗, Qqq〉 =
(
1
2
− 1
2
i
)
λ, 〈q∗,Cqqq〉 =
(
−3
2
+ 1
2
i
)
λ,
〈q∗, Qqq〉 =
(
1
2
+ 3
2
i
)
λ, 〈q∗, Qqq〉 =
(
1
2
+ 1
2
i
)
λ, 〈q∗,Cqqq〉 =
(
−1
2
− 3
2
i
)
λ. (3.22)
Thus, (
c0
d0
)
− 〈q∗, Qqq〉
(
a0
b0
)
− 〈q∗, Qqq〉
(
a0
b0
)
= 0,(
e0
f0
)
− 〈q∗, Qqq〉
(
a0
b0
)
− 〈q∗, Qqq〉
(
a0
b0
)
= 0. (3.23)
Then,
q1 = − J−10
(
pH0
) · [( e0
f0
)
− 〈q∗, Qqq〉
(
a0
b0
)
− 〈q∗, Qqq〉
(
a0
b0
)]
=
(
0
0
)
, (3.24)
and
q2 =
(
2iω0 I − J0
(
pH0
))−1 · [( c0
d0
)
− 〈q∗, Qqq〉
(
a0
b0
)
− 〈q∗, Qqq〉
(
a0
b0
)]
=
(
0
0
)
. (3.25)
We can calculate by the formula:
Qq1,q =
(
0
0
)
, Qq2,q =
(
0
0
)
. (3.26)
Then,
〈q∗, Qq1,q〉 = 〈q∗, Qq2,q〉 = 0. (3.27)
So far, a straightforward calculation shows that
Re c1
(
pH0
)= Re{ i
2ω0
〈q∗, Qqq〉 · 〈q∗, Qqq〉 + 〈q∗, Q w11,q〉 +
1
2
〈q∗, Q w20,q〉 +
1
2
〈q∗,Cq,q,q〉
}
= Re
{
i
2ω0
〈q∗, Qqq〉 · 〈q∗, Qqq〉 + 12 〈q
∗,Cq,q,q¯〉
}
= Re
{
i
2λ
(
3
2
− 1
2
i
)
λ ·
(
1
2
− 1
2
i
)
λ + 1
2
·
(
−3
2
+ 1
2
i
)
λ
}
= −1
4
λ < 0. (3.28)
By (3.14), it follows that α′(pH0 ) < 0, and then by Lemma 2.1, we complete the proof. 
Theorem 3.3. At p = pHn (n = 0), the bifurcating (spatial dependent) periodic solution is unstable;moreover, the bifurcating periodic
solution is supercritical (resp. subcritical) if 1′ H Re c1(p
H
n ) < 0 (resp. > 0), with c1(p
H
n ) deﬁned as in the form of (2.8).α (pn )
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real part, then by Remark 2.1 in [14], the bifurcating periodic solution is always unstable. In what follows, we determine the
bifurcation direction of the bifurcating periodic solution, by calculating Re c1(pHn ). When p = pHn (n = 0), then, we set⎧⎪⎪⎪⎨
⎪⎪⎪⎩
q =: (an,bn)T cos n
k
x =
(
−d1n
2
k2π
− 1+ iω0
λ
,1
)T
cos
n
k
x,
q∗ =: (a∗n,b∗n)T cos nk x =
(
λi
kπω0
,
1
kπ
+
(
d1n2
ω0k3π
+ λ
kπw0
)
i
)T
cos
n
k
x,
(3.29)
where
ω0 =
√
Dn
(
pHn
)
.
We calculate all the partial derivatives of f and g at (p0,0,0) = (pHn ,0,0),
fuu = 0, fuv = −pHn λ, f vv = −pHn
(
pHn − 1
)
λ,
guu = 0, guv = pHn λ, gvv = pHn
(
pHn − 1
)
λ,
fuuu = 0, fuuv = 0, fuvv = −pHn
(
pHn − 1
)
λ, f vvv = −pHn
(
pHn − 1
)(
pHn − 2
)
λ,
guuu = 0, guuv = 0, guvv = pHn
(
pHn − 1
)
λ, gvvv = pHn
(
pHn − 1
)(
pHn − 2
)
λ,⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
cn = fuua2n + 2 fuvanbn + f vvb2n = 2p
H
n d1n
2
k2
+ pHn (3− pHn )λ − 2pHn ω0i = −dn,
en = fuu|an|2 + fuv(anbn + anbn) + f vv |bn|2 = 2p
H
n d1n
2
k2
+ pHn (3− pHn )λ = − fn,
gn = fuuu|an|2an + fuuv(2|an|2bn + a2nbn) + fuvv(2|bn|2an + b2nan) + f vvv |bn|2bn
= 3pHn (pHn −1)d1n2
k2
+ pHn (pHn − 1)(5− pHn )λ − pHn (pHn − 1)ω0i = −hn,
(3.30)
and
Qq,q =
(
cn
dn
)
cos2
n
k
x =
(
2pHn d1n
2
k2
+ pHn (3− pHn )λ − 2pHn ω0i
− 2pHn d1n2
k2
− pHn (3− pHn )λ + 2pHn ω0i
)
cos2
n
k
x, (3.31)
Qq,q¯ =
(
en
fn
)
cos2
n
k
x =
(
2pHn d1n
2
k2
+ pHn (3− pHn )λ
− 2pHn d1n2
k2
− pHn (3− pHn )λ
)
cos2
n
k
x, (3.32)
Cq,q,q¯ =
(
gn
hn
)
cos3
n
k
x =
(
3pHn (p
H
n −1)d1n2
k2
+ pHn (pHn − 1)(5− pHn )λ − pHn (pHn − 1)ω0i
− 3pHn (pHn −1)d1n2
k2
− pHn (pHn − 1)(5− pHn )λ + pHn (pHn − 1)ω0i
)
cos3
n
k
x, (3.33)
〈q∗, Qqq〉 = 0, 〈q∗, Qqq〉 = 0, 〈q∗,Cqqq〉 =
(
3
8
− 3d1n
2
8k2ω0
i
)
hn,
〈q∗, Qqq〉 = 0, 〈q∗, Qqq〉 = 0, 〈q∗,Cqqq〉 =
(
3
8
+ 3d1n
2
8k2ω0
i
)
hn. (3.34)
In order to calculate Re c1(pHn ), it remains for us to calculate
〈q∗, Q w11q〉, 〈q∗, Q w20q〉 and 〈q∗,Cqqq〉. (3.35)
It is straightforward to compute that
[
2iω0 I − J2n
(
pHn
)]−1 = D−11
(
− 4d2n2
k2
+ (pHn − 1)λ pHn λ
−λ − 4d1n2
k2
− λ
)
, (3.36)
with
D1 := 12d1d2n
4
k4
− 3λ2 +
(
8(d1 + d2)n2ω0
k2
− 2ω0pHn λ + 4ω0λ
)
i; (3.37)
and
[
2iω0 I − J0
(
pHn
)]−1 = D−12
(
2iω0 − pHn λ + λ −pHn λ
λ 2iω0 + λ
)
, (3.38)
with
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(
λ2 − 4ω20
)+ (8λω0 − 2pHn λω0)i. (3.39)
Then, we claim that, when n = 0,
w20 =
[ [2iω0 I − J2n(pHn )]−1
2
cos
2n0
k
x+ [2iω0 I − J0(p
H
n )]−1
2
]
·
(
cn
dn
)
= D
−1
1
2
(
(− 4d2n2
k2
+ pHn λ − λ)cn + pHn λdn
−λcn − ( 4d1n2k2 + λ)dn
)
cos
2nx
k
+ D
−1
2
2
(
(2iω0 − pHn λ + λ)cn − pHn λdn
λcn + (2iω0 + λ)dn
)
= D
−1
1
2
(
(− 4d2n2
k2
− λ)cn
4d1n2
k2
cn
)
cos
2nx
k
+ D
−1
2
2
(
(2iω0 + λ)cn
−2iω0cn
)
. (3.40)
Likewise, we have, when n = 0. It is straightforward to compute that
J−12n
(
pHn
)= D−13
(
− 4d2n2
k2
+ (pHn − 1)λ pHn λ
−λ − 4d1n2
k2
− λ
)
, (3.41)
with
D3 := 16d1d2n
4
k4
+ λ2 + 4n
2(d1 + d2 − d1pHn )λ
k2
; (3.42)
and
J−10
(
pHn
)= D−14
(
(pHn − 1)λ pHn λ−λ −λ
)
, (3.43)
with
D4 := λ2. (3.44)
Then, likewise, when n = 0,
w11 = −
[
J−12n (pHn )
2
cos
2n
k
x+ J
−1
0 (p
H
n )
2
]
·
(
en
fn
)
= − D
−1
3
2
(
(− 4d2n2
k2
+ pHn λ − λ)en + pHn λ fn
−λen − ( 4d1n2k2 + λ) fn
)
cos
2nx
k
− D
−1
4
2
(
(pHn − 1)λen + pHn λ fn−λen − λ fn
)
= D
−1
3
2
(
( 4d2n
2
k2
+ λ)en
− 4d1n2
k2
en
)
cos
2nx
k
+ D
−1
4
2
(
λen
0
)
. (3.45)
In what follows, without additional statements, we always regard all the partial derivatives of f and g to be evaluated
at (pHn ,0,0). Then, we have
Q w20,q¯ =
(
fuuξ + fuvη + fuvbnξ
guuξ + guvη + guvbnξ
)
cos
nx
k
cos
2nx
k
+
(
fuuτ + fuvχ + fuvbnτ
guuτ + guvχ + guvbnτ
)
cos
nx
k
, (3.46)
and
Q w11,q =
(
fuu ξ˜ + fuv η˜ + fuvbn ξ˜
guu ξ˜ + guv η˜ + guvbn ξ˜
)
cos
2nx
k
cos
nx
k
+
(
fuu τ˜ + fuv χ˜ + fuvbnτ˜
guu τ˜ + guv χ˜ + fuvbnτ˜
)
cos
nx
k
, (3.47)
with
ξ = D
−1
1
2
((
−4d2n
2
k2
− λ
)
cn
)
, η = D
−1
1
2
(
4d1n2
k2
cn
)
,
τ = D
−1
2
2
(
(2iω0 + λ)cn
)
, χ = D
−1
2
2
(−2iω0cn),
ξ˜ = D
−1
3
2
((
−4d2n
2
k2
− λ
)
en
)
, η˜ = D
−1
3
2
(
4d1n2
k2
en
)
,
τ˜ = − D
−1
4 λen, χ˜ = 0. (3.48)
2
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kπ∫
0
cos2
nx
k
dx = 1
2
kπ,
kπ∫
0
cos
2nx
k
cos2
nx
k
dx = 1
4
kπ,
kπ∫
0
cos4
nx
k
dx = 3
8
kπ,
we have
〈q∗, Q w20,q〉 =
kπ
4
{
a∗n( fuuξ + fuvη + fuvξbn) + b∗n(guuξ + guvη + guvξbn)
}
+ kπ
2
{
a∗n( fuuτ + fuvχ + fuvτbn) + b∗n(guuτ + guvχ + guvτbn)
}
,
〈q∗, Q w11,q〉 =
kπ
4
{
a∗n( fuu ξ˜ + fuv η˜ + fuv ξ˜bn) + b∗n(guu ξ˜ + guv η˜ + guv ξ˜bn)
}
+ kπ
2
{
a∗n( fuu τ˜ + fuv χ˜ + fuv τ˜bn) + b∗n(guu τ˜ + guv χ˜ + guv τ˜bn)
}
, (3.49)
and
〈q∗,Cq,q,q〉 = 3kπ8
(
a∗n gn + b∗nhn
)
. (3.50)
Since kπa∗n = − λω0 i, and kπb∗n = 1− ( d1n
2
ω0k2
+ λω0 )i, it follows that
Re〈q∗,Cq,q,q〉 = −3p
H
n (p
H
n − 1)d1n2
4k2
− 3
8
pHn
(
pHn − 1
)(
5− pHn
)
λ. (3.51)
Thus, we have
Re c1
(
pHn
)= Re{ i
2ω0
〈q∗, Qqq〉 · 〈q∗, Qqq〉 + 〈q∗, Q w11,q〉 +
1
2
〈q∗, Q w20,q〉 +
1
2
〈q∗,Cq,q,q〉
}
= Re〈q∗, Q w11,q〉 +
1
2
Re〈q∗, Q w20,q〉 +
1
2
Re〈q∗,Cq,q,q〉. (3.52)
So far, we left the Re c1(pHn ) in the form of (3.52) instead of the ﬁnal complicated one. By Lemma 2.1, we can easily
obtain the properties of the bifurcating (spatially independent) periodic solutions. We complete the proof. 
Remark 3.4. Hopf bifurcation analysis can also be performed by using λ as the bifurcation parameter, since the parameter
λ is physically more meaningful, however, the results will be less clearer from mathematical point of view.
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