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Illumination strategies for intensity-only imaging
Alexei Novikov ∗§ ∗∗, Miguel Moscoso† ¶††, and George Papanicolaou‡ ‖ ‡‡
Abstract. We propose a new strategy for narrow band, active array imaging of weak localized scatterers when
only the intensities are recorded and measured at the array. We consider a homogeneous medium so
that wave propagation is fully coherent. We show that imaging with intensity-only measurements can
be carried out using the time reversal operator of the imaging system, which can be obtained from
intensity measurements using an appropriate illumination strategy and the polarization identity.
Once the time reversal operator has been obtained, we show that the images can be formed using
its singular value decomposition (SVD). We use two SVD-based methods to image the scatterers.
The proposed approach is simple and eﬃcient. It does not need prior information about the sought
image, and guarantees exact recovery in the noise-free case. Furthermore, it is robust with respect
to additive noise. Detailed numerical simulations illustrate the performance of the proposed imaging
strategy when only the intensities are captured.
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1. Introduction. Imaging using intensity-only (or phaseless) measurements is challenging
because much information about the sought image is lost in the unrecorded phases. The prob-
lem of recovering an image from intensity-only measurements, known as the phase retrieval
problem, arises in many situations in which it is diﬃcult, or impossible, to measure and record
the phases of the signals received at the detectors. This is the case, for example, in imaging
from X-ray sources [27, 24, 32], or from optical sources [38, 16, 36], where one seeks to recon-
struct an image from the spectral intensities. This problem arises in various ﬁelds, including
crystallography, optical imaging, astronomy, and electron microscopy. Therefore, the images
to be formed from intensity-only measurements vary from galaxies to microscopic objects.
In this paper, we consider the problem in active array imaging when the sensors only
record the intensities of the signals. This can be the case because less expensive sensors are
used, the data need to be collected faster, or because the phases are diﬃcult to measure at
the frequencies used for imaging. For frequencies above 10 GHz or so, it is diﬃcult at present
to record the phase of the scattered signals directly.
There are at least two diﬀerent approaches for imaging using intensity-only measurements.
In the ﬁrst approach, the phases are retrieved from the experimental set-up before doing the
imaging. This is done, for example, in holographic based methods where an interferometer
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2records the interference pattern between a reference signal and the analyzed signal [31, 33].
The interferometric image depends on the phase diﬀerence between the two signals and, hence,
holds the desired phase information. An experimental strategy is also proposed for diﬀrac-
tion tomography in [22], which requires measurements of the signal on two planes spaced at
distances smaller than a wavelength. Such techniques are, however, hard to implement in
practice.
The second approach carries out imaging directly, without previous estimation of the
missing phases, using reconstruction algorithms. A frequently used method is based on al-
ternating projection algorithms, proposed by Gerschberg and Saxton (GS) [21]. This method
uses two intensity measurements to form the image: the magnitude of the image itself, and the
magnitude of its Fourier transform, i.e., the spectral intensity. The GS algorithm alternates
between the spatial and the frequency domains, correcting the current iterate by imposing
constrains in the spatial domain and scaling the Fourier coeﬃcients in the frequency domain.
Fienup [16] proposed a successful modiﬁcation of the GS algorithm, the Hybrid-Input-Output
(HIO) algorithm, which is less prone to stagnation and only requires one intensity measure-
ment, the spectral intensity of the image one wishes to form. The HIO algorithm is, probably,
the algorithm used most widely at present. However, it is a non-convex algorithm and it does
not converge in general to the exact solution, even with noiseless data. To increase the like-
lihood of convergence, HIO often requires image priors (ﬁnite spatial extent, real-valuedness,
positivity, etc), but this additional information is not always available.
In [19], the authors propose to use a phase modulator which randomly modiﬁes the phases
of the original image by a known mask. They prove that random illuminations often lead to
a unique solution and remove the stagnation problem associated to GS and HIO algorithms.
In [20], the uniqueness result is extended to the case where only rough information about the
mask’s phases is assumed. Newton-type and other gradient-based optimization methods have
also been proposed. However, these methods may fail due to the high non-linearity of the
phase retrieval problem [37]. See also [29] for a survey and comparison of iterative projection
and gradient-based algorithms.
To overcome the problems of convergence of these algorithms, and motivated by the recent
developments in compressed sensing [9, 17], the authors in [12] proposed a convex approach
that is capable of solving the problem of imaging using only intensities. In [12], the non linear
vector problem in phase retrieval is replaced by a linear matrix one, which is solved by using
nuclear norm minimization. This makes the problem convex and solvable in polynomial time,
and yields the unique solution in the noise-free case. In [7], this approach is combined with
the use of masks. They show that a few simple structured illumination patterns can determine
the solution uniquely using this formulation.
While this convex approach is an important advance for intensity-only imaging problems,
it is computationally expensive for large scale problems, for example, for images with a large
number K of pixels. This is so, because it requires the solution of a K × K optimization
problem with K2 unknowns, instead of the original one with K unknowns. In other words,
it transforms the phase retrieval problem into one of recovering a rank-one matrix, which
leads to very large optimization problems that are not feasible if the images are large. As a
consequence, it is desirable to have other approaches that guarantee convergence to the exact
solution and, at the same time, keep the size of the problem small so the solution can be found
3more eﬃciently. It is important that any such approaches be robust to noise.
The main contribution of this paper is the introduction of a new strategy for imaging
when only the intensities are recorded. This strategy has the desired properties mentioned
above: exact recovery, robustness with respect to noise, and eﬃciency for large problems. We
show that imaging of a small number of localized scatterers can be accomplished using the
time reversal operator M̂(ω) = P̂
∗
(ω)P̂ (ω), where P̂ (ω) is the full array response matrix of
the imaging system. We show that the time reversal operator can be obtained from the total
power recorded at the array using an appropriate illumination strategy and the polarization
identity. Once the time reversal operator has been obtained, we show that the location of the
scatterers can be determined using its singular value decomposition (SVD).
We consider two methods that make use of the SVD of M̂(ω). The ﬁrst method ﬁnds
the locations of the scatterers from the perspective of sparse optimization, using a Multiple
Measurement Vector (MMV) approach. The second method ﬁnds the locations of the scat-
terers by beamforming. We use the MUSIC (MUltiple SIgnal Classiﬁcation) method, which
is equivalent to beamforming, using the signiﬁcant singular vectors as illuminations. Both
methods recover the location of the scatterers exactly in the noise-free case and are robust
with respect to additive noise.
The imaging methods described here are eﬃcient, do not need prior information about
the object to be imaged, and guarantee exact recovery. We note, however, that recording
all the intensities needed for the time reversal operator may not be possible. Indeed, the
number of illuminations involved is N2, where N is the number of transducers in the array.
In order to simplify the data acquisition process, we also propose two methods that reduce
the number of illuminations needed for imaging. The ﬁrst method selects pairs of transducers
randomly, and ﬁnds the missing entries in the time reversal operator via matrix completion.
This method reduces the number of illuminations to one half. The second method does not
select the transducers randomly, but uses only a few transducers at the edges of the array.
This method reduces the number of illuminations even more.
Some aspects of the overall strategy proposed here have been discussed in [12, 13] when
the full data set (both amplitude and phase) is recorded at the array. In [12], we showed
that arrays with diameter comparable to the range, and when scatterers are well separated
so multiple scattering is negligible, 1 minimization using a single illumination and only one
frequency can recover the location and reﬂectivity of point scatterers exactly from noiseless
data. For multiple illuminations, we introduced a hybrid method which combines the SVD of
the full array response matrix P̂ (ω) and 1 minimization. In [13], we extended the previous
work to the full nonlinear inverse problem when multiple scattering between the scatterers is
important. In this case, we formulated the nonlinear optimization problem for imaging in two
steps. In the ﬁrst step, we treated the scatterers as equivalent sources of unknown locations
and strengths. In the second step, once the location of the scatterers is ﬁxed, the reﬂectivities
are recovered using the known relationship to the source strengths obtained in step one. Both
works [12, 13] assume that both amplitude and phase can be measured and recorded.
The paper is organized as follows. In Section 2, we formulate the active array imaging
problem using intensity-only measurements. In Section 3, we show how to obtain the time
reversal operator when only the intensities of the signals are recorded at the array, and we
discuss the relation of the time reversal operator with the full data matrix (that also contains
4the information about the phases of the signals). We also discuss in Section 3 imaging with
an incomplete set of illuminations, i.e., when some entries of the time reversal operator are
missing. In Section 4, we brieﬂy review MMV and MUSIC methods, the two imaging meth-
ods used in the paper to form the images. In Section 5, we show the results of numerical
experiments. Section 6 contains our conclusions.
2. Active array imaging. In active array imaging we seek to locate the positions and
reﬂectivities of a set of scatterers using the data recorded on an array A. By an active array,
we mean a collection of N transducers that emit spherical wave signals from positions xs ∈ A
and record the echoes with receivers at positions xr ∈ A. The transducers are placed at
distance h between them, which is of the order of the wavelength λ = 2πc0/ω, where c0 is
the wave speed in the medium and ω is the frequency of the probing signal. In this paper,
we focus on imaging of localized scatterers, which means that the scatterers are very small
compared to the wavelength (point-like scatterers). Furthermore, for ease of exposition, we
assume that multiple scattering between the scatterers is negligible. The imaging methods
considered here can be implemented when multiple scattering is important too (see [13] for
details). A typical conﬁguration is given in Figure 2.1.
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Figure 2.1. A general setup of array imaging problem
Let the active array with N transducers at positions xs, s = 1, · · · , N , be located on the
plane z = 0. Assume that there are M point-like scatterers in a image window (IW), which
is at a distance L from the array. We discretize the IW using a uniform grid of K  M
points yj , j = 1, . . . ,K. The scatterers have reﬂectivities αj ∈ C, and are located at positions
yn1 , . . . ,ynM , which we assume coincide with one of these K grid points. If the scatterers are
far apart or the reﬂectivities are small, interaction between scatterers is weak and multiple
scattering can be neglected. Then, with the Born approximation, the response at xr due to a
narrow-band pulse of angular frequency ω sent from xs and reﬂected by the M scatterers is
given by
P̂ (xr,xs, ω) =
M∑
j=1
αjĜ0(xr,ynj , ω)Ĝ0(ynj ,xs, ω) , (2.1)
5where
Ĝ0(x,y, ω) =
exp{iκ|x− y|}
4π|x− y| (2.2)
is the Green’s function that characterizes wave propagation from x to y in a 3-dimensional
homogeneous medium. In (2.2), κ = ω/c0. To write the data received on the array in a more
compact form, we deﬁne the Green’s function vector ĝ0(y, ω) at location y in IW as
ĝ0(y, ω) = [Ĝ0(x1,y, ω), · · · , Ĝ0(xN ,y, ω)]T , (2.3)
where .T means the transpose. This vector can also be interpreted as the illumination
vector of the array targeting the position y. We also deﬁne the true reﬂectivity vector
ρ0 = [ρ01, . . . , ρ0K ]
T ∈ CK such that
ρ0k =
M∑
j=1
αjδynjyk
, k = 1, . . . ,K, (2.4)
where δ·· is the classical Kronecker delta. Using (2.3) and (2.4), we can write the response
matrix as sum of outer products as follows,
P̂ (ω) ≡ [P̂ (xr,xs, ω)]Nr,s=1 =
M∑
j=1
αj ĝ0(ynj , ω)ĝ
T
0 (ynj , ω) =
K∑
j=1
ρ0j ĝ0(ynj , ω)ĝ
T
0 (ynj , ω).
(2.5)
Using (2.3), we also deﬁne the N ×K sensing matrix G0 as
G0 = [ĝ0(y1, ω) · · · ĝ0(yK , ω)] , (2.6)
and write (2.5) in matrix form as
P̂ (ω) = G0 diag(ρ0)G
T
0 . (2.7)
We note that the full response matrix P̂ (ω) is symmetric due to Lorentz reciprocity.
Given an array imaging conﬁguration, all the information for imaging is contained in
the full response matrix P̂ (ω), including phases. In this case, given a set of illuminations
{f̂ (j)(ω)}j=1,2,..., the imaging problem is to determine the location and reﬂectivities of the
scatterers from the data
b(j)(ω) = P̂ (ω)f̂
(j)
(ω) , j = 1, 2, . . . (2.8)
received on the array. The components of illumination vectors f̂
(j)
(ω) = [f̂
(j)
1 (ω), . . . , f̂
(j)
N (ω)]
T
in (2.8) are the signals f̂
(j)
1 (ω), . . . , f̂
(j)
N (ω) sent from each of the N transducers in the array.
If only the intensities of the signals are available, the imaging problem is to determine the
location and reﬂectivities of the scatterers from the absolute value of each component in (2.8),
i.e., from the intensity vectors
b
(j)
I (ω) = diag((P̂ (ω)f̂
(j)
(ω))(P̂ (ω)f̂
(j)
(ω))∗) , j = 1, 2, . . . . (2.9)
In (2.9), the superscript ∗ denotes conjugate transpose. This problem is, however, nonlinear
and, therefore, there is much interest in ﬁnding algorithms that give the true global solution
eﬀectively.
63. The time reversal operator. In this paper, we propose a novel imaging strategy for
the case in which only data of the form (2.9) is recorded and known. The main idea behind
the approach proposed here is that we can use a related matrix to the full response matrix
P̂ (ω) that has good properties for imaging and can be obtained from data of the form (2.9).
This related matrix is the time reversal matrix M̂(ω) = P̂
∗
(ω)P̂ (ω). In this Section, we will
show ﬁrst how to obtain it from the intensity vectors (2.9) using the polarization identity, and
how to use it for imaging using its singular value decomposition.
3.1. Evaluation of the time reversal operator from quadratic measurements. The key
point in active array imaging is that we control the illuminations that probe the medium and,
therefore, we can design illumination strategies favorable for imaging. In our case, we seek
an illumination strategy from which can obtain the time reversal matrix M̂(ω) = P̂
∗
(ω)P̂ (ω)
from (2.9). Suppose we can put any illumination f̂(ω) on the array, but we can only measure
quadratic measurements as in (2.9), i.e., only the intensity of the data can be recorded. In
that case, we also have access to the quadratic form
〈f̂(ω),M̂ (ω)f̂(ω)〉, M̂(ω) = P̂ ∗(ω)P̂ (ω) . (3.1)
Indeed,
〈f̂(ω),M̂ (ω)f̂(ω)〉 = 〈f̂(ω), P̂ ∗(ω)P̂ (ω)f̂(ω)〉 = 〈P̂ (ω)f̂(ω), P̂ (ω)f̂(ω)〉 = ‖P̂ (ω)f̂(ω)‖2.
(3.2)
Note that only the total power
‖P̂ (ω)f̂(ω)‖2 =
N∑
i=1
|P̂ (ω)f̂(ω)|2i (3.3)
received at the array is involved in (3.2). In (3.3), |P̂ (ω)f̂(ω)|2i is the intensity of the signal
received at the i-th transducer. Note that M̂(ω) represents a self-adjoint transformation from
the illumination space CN to the illumination space CN . The entries of this N × N square
matrix can be obtained from the total power received at the array using multiple illuminations
as follows.
The i-th entry in the diagonal Mii(ω), i = 1, . . . , N , is just the total power received at
the array when only the i-th transducer of the array ﬁres a signal. In other words, Mii =
‖P̂ (ω)êi‖2, where the illumination vector êi = [0, 0, . . . , 1, 0, . . . , 0]T is the vector whose entries
are all zero except the i-th entry which is 1.
The oﬀ-diagonal terms Mij(ω), i 	= j can be found from the polarization identity in the
complex-valued (Hermitian) inner product spaces. Namely, using the polarization identity
2〈x,y〉 = ‖x+ y‖2 − ‖x‖2 − ‖y‖2 + i (‖x− iy‖2 − ‖x‖2 − ‖y‖2) , (3.4)
we obtain
Re(Mij(ω)) = Re(Mji(ω)) =
1
2
(
‖P̂ (ω)êi+j‖2 − ‖P̂ (ω)êi‖2 − ‖P̂ (ω)êj‖2
)
, (3.5)
7using the illumination vector êi+j = êi + êj , and
Im(Mij(ω)) = −Im(Mji(ω)) = 1
2
(
‖P̂ (ω)êi−ij‖2 − ‖P̂ (ω)êi‖2 − ‖P̂ (ω)êj‖2
)
, (3.6)
using the illumination vector êi−ij = êi − iêj. In (3.5) and (3.6), Re(·) and Im(·) denote
the real and imaginary parts of a complex number, respectively. Again, only the total power
received on the array is involved in these formulas.
From (3.5) and (3.6) it follows that we can recover all the entries in matrix M̂(ω) by
using the following illumination strategy. Send in the illuminations ê1 = (1, 0, 0, . . . , 0), ê2 =
(0, 1, 0, . . . , 0), ê1+2 = (1, 1, 0, . . . , 0), and ê1−i2 = (1,−i, 0, . . . , 0). Then, from the above
elementary formulas we can determine the entries M11, M22 and M12 = M21. Following the
same procedure for each pair of transducers i and j in the array we can determine all four
entries Mii, Mjj, Mij , and Mji. This means that if we measure the total power received at
the array from N2 illuminations then we can determine M̂(ω) completely.
3.2. Incomplete set of illuminations. In the previous subsection we used the polarization
identity to obtain the time reversal matrix M̂(ω) using N2 illuminations. In this case, all the
entries of the matrix M̂(ω) can be found. However, there are situations in which the data
from some illuminations are corrupted and must be discarded. In this case, some entries of
the matrix M̂(ω) are unknown, and the images have to be formed from an incomplete set of
data. We may model these situations by using randomly selected pairs of transducers, and
recovering the entries of M̂ (ω) that can not be found from those illuminations by using matrix
completion. This is possible because the data matrix M̂(ω) is of low rank since the image is
sparse, and the rank is at most the number of scatterers. The reconstruction of M̂(ω) can be
accomplished by minimizing its nuclear norm subject to agreement with its known entries. In
more detail, we ﬁrst recover M̂ (ω) by solving the optimization problem
min ‖Ĉ‖ s.t. Ĉij = M̂ij, (i, j) ∈ Ω, (3.7)
with the singular value thresholding algorithm [6], and then we apply the two imaging methods
proposed in Section 4 to the reconstructed matrix Ĉ. In (3.7), ‖ · ‖ denotes the nuclear norm
of a matrix, and Ω denotes a random subset of M̂(ω). In [8], it was proven that most N ×N
matrices of rank r can be perfectly recovered from noiseless data by solving (3.7), provided
that the cardinality of Ω is greater than cN6/5r logN , for some constant c. Our numerical
experiments in Section 5 show that in practice we can recover the noiseless signal when only
no more than 50% of entries of M̂(ω) are missing.
Another interesting intensity-only imaging situation with an incomplete set of illumina-
tions is when one has access to reliable data but wants to minimize their number. In this
case, one can form the images from data obtained from a few good illuminations. In other
words, it means we can use here a strategy to choose the set Ω where the entries of M̂ (ω) are
known. The key point here is that the illumination done from the sources at the edges of the
array are optimal in the sense that they carry most of the information needed for imaging [5].
On Figure 2.1 we depicted an example of illumination from a single source at the edge of the
array. Note that, in this situation, the entries of the data matrix M̂(ω) are not selected at
8random, and matrix completion cannot be accomplished because many rows and columns of
M̂(ω) are unsampled. When the illumination is done using only a few sources at the edges
of the array, only the submatrices at the four corners of M̂(ω) are known. Our numerical
experiments in Section 5 show that intensity-only imaging can be carried out with this partial
knowledge of M̂(ω) directly, that is, without matrix completion. Furthermore, the numerical
experiments show that if the data quality is good, i.e., if the signal to noise ratio is high, the
number of illuminations needed for imaging can be quite small.
3.3. The singular value decomposition of the time reversal operator. In this section,
we describe how to use two well known imaging methods to obtain images from intensity
measurements. We use an optimization-based method and a subspace projection method.
In both methods, we exploit the fact that the SVD of the time reversal matrix M̂(ω) =
P̂
∗
(ω)P̂ (ω) is similar to the SVD of the full data matrix P̂ (ω), which also contains the
information about the phases of the signals received at the array. Indeed, if we write the SVD
of P̂ (ω) in the form
P̂ (ω) = Û(ω)Σ(ω)V̂
∗
(ω) =
M˜∑
j=1
σj(ω)Ûj(ω)V̂
∗
j (ω) , (3.8)
it follows from the deﬁnition of M̂(ω) (3.1) that the SVD of M̂(ω) is given by
M̂(ω) = V̂ (ω)Σ2(ω)V̂
∗
(ω) =
M˜∑
j=1
σ2j (ω)V̂j(ω)V̂
∗
j (ω) . (3.9)
In these equations V̂ (ω), Û(ω) are unitary, and Σ2(ω) is diagonal. Further, σ1(ω) ≥ · · · ≥
σM˜ (ω) > 0 are the nonzero singular values, and Ûj(ω), V̂j(ω) are the corresponding left and
right singular vectors, respectively. They fulﬁll the following equations:
P̂
∗
(ω)Ûj(ω) = σj(ω)V̂j(ω) , P̂ (ω)V̂j(ω) = σj(ω)Ûj(ω) , j = 1, . . . , N. (3.10)
Suppose the singular values σi > 0 are pairwise distinct. Since P̂ (ω) is complex-valued but
symmetric, then the SVD of P̂ (ω) is essentially unique and Ûj(ω) = e
iθj V̂ j(ω) for some
unknown global phase θj, j = 1, . . . , N . Hence, it follows from (3.10) that
P̂ (ω)V̂j(ω) = σj(ω)e
iθj V̂j(ω) , j = 1, . . . , N, (3.11)
for an unknown global phase eiθj which is diﬀerent for each singular vector V̂j(ω). If the
singular values σi > 0 are not pairwise distinct, then the SVD is not unique, and a generic
SVD may not give rise to vectors, that satisfy (3.11). This case is rare in practice and we do
not address it here for simplicity. Formula (3.11) implies that if the singular vector V̂j(ω) is
the illumination used at the array, then the data on the array is known up to a global phase.
This observation is the key point for the proposed optimization-based algorithm described
in Section 4. As the idea of using the symmetry property of P̂ (ω) is not new. It was ﬁrst
9mentioned in the scientiﬁc literature in [4, 3]. Recently it was used in [10] to construct space-
time focusing acoustic waves.
Subspace projection algorithms requires another observation. Namely, the matrices P̂ (ω)
and M̂(ω) have the same kernel. Then, it immediately implies that subspace projection
algorithms, e.g. MUSIC type algorithms, can be applied to ﬁnd the locations of the scatterers
if the matrix M̂(ω) is known.
Note that if M̂(ω) = V̂ (ω)Σ2(ω)V̂ (ω)∗ has been obtained, then P̂ (ω) is the complex-
valued symmetric matrix of the form P̂ (ω) = V̂ (ω)DΣ(ω)V̂ (ω)∗, where D is an unknown
diagonal matrix with eiθk on the kth diagonal entry. Thus, the problem of imaging from
intensity-only measurements can be reduced to one in which the full data at the array is
known, as it is explained next.
3.4. Sensitivity to noise. Robustness to noise of the proposed approach is a consequence
of the central limit theorem, and the fact that we measure the total power (3.3) to construct
the N × N time-reversal matrix M̂(ω). Indeed, suppose the noise at the i-th receiver is
modeled by adding a random variable ζi uniformly distributed on [(1−ε)bIi, (1+ε)bIi], where
bIi = |P̂ (ω)f̂ (ω)|2i is the noiseless intensity received on the i-th receiver, and ε ∈ (0, 1) is a
parameter that measures the noise strength. If we deﬁne the signal-to-noise ratio at the i-th
receiver (SNRi) as the mean to standard deviation of the received power, then the SNRi on
each receiver is the same, and is given by
SNRi =
bIi√
V ar (ζi)
=
√
3
ε
.
Therefore, the signal-to-noise ratio for the total power is
SNR =
∑N
i=1 bIi√∑N
i=1 V ar (ζi)
=
√
3
ε
∑N
i=1 bIi√∑N
i=1 b
2
Ii
∼ O(
√
N/ε),
if the intensity does not vary too dramatically from one receiver to another. For example, it
suﬃces to assume there exists C > 0 so that
max
i
bIi  Cmin
i
bIi.
It is straightforward to see that if the intensity at the i-th receiver is a random variable
uniformly distributed on [(1−ε)bIi, (1+ε)bIi], then the noise in each entry of the time reversal
matrix M̂(ω) is a family of zero-mean, uncorrelated Gaussian random variables with variance
σ2 = δ‖M̂ (ω)‖2F /N2 .
Here, ‖ · ‖F is the Frobenius matrix norm, and the positive constant is given by
δ = O
(
ε2/N
)
.
Hence, the larger the number of transducers N in the array, the smaller the noise in the
resulting time reversal matrix used for imaging.
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4. Methods for array imaging. In this section, we describe the two imaging methods we
use to form the images. At the beginning of each subsection we will assume that the full data
matrix P̂ (ω) is recorded and known, i.e., that the amplitudes and the phases of the signals
received at the array are available for imaging. At the end of each subsection we show how
these methods can be applied to the time reversal matrix M̂(ω).
4.1. Multiple Measurement Vector imaging method. We now describe an optimization-
based imaging method that exploits the sparsity of the scatterers in the IW. We will formulate
active array imaging as a joint sparsity recovery problem where we seek an unknown matrix
whose columns share the same support but possibly diﬀerent nonzero values. The support of
a column vector is the set of its nonzero entries. Here we assume that all the column vectors
are sparse. When they have a common support, the unknown matrix has many identically
zero rows. This is known as the Multiple Measurement Vector (MMV) approach that has
been widely studied in passive source localization [26] and active array imaging problems with
non negligible multiple scattering [13] with success. This method can recover the location and
reﬂectivity of the scatterers exactly from full data in the noise-free case, and is robust with
respect to noise (see [13] for details). Next, we brieﬂy describe the MMV approach assuming
that the full data matrix P̂ (ω) is known.
Assume that the number of scatterers M is much smaller than the number of grid points
K, so M  K. Hence, the reﬂectivity vector ρ0 = (ρ01, ρ02, . . . , ρ0K) ∈ CK , is sparse. From
(2.8), the signal scattered back from the scatterers and received on the array is given by
P̂ (ω)f̂(ω), where f̂(ω) is the illumination sent from the array. Then, we can deﬁne the linear
operator A
f̂(ω)
that relates the reﬂectivity vector ρ0 with the received signals through the
identity
P̂ (ω)f̂(ω) =
K∑
j=1
ρ0j(ĝ
T
0 (yj , ω)f̂(ω))ĝ0(yj, ω) = Af̂(ω)ρ0. (4.1)
Hence, A
f̂(ω)
is the N ×K matrix
A
f̂(ω)
=
[
gˆfˆ (y1, ω)ĝ(y1, ω) gˆfˆ (y2, ω)ĝ(y2, ω) · · · gˆfˆ (yK , ω)ĝ(yK , ω)
]
(4.2)
that depends on the illumination. In (4.2), ĝ
f̂
(yj , ω) = ĝ
T
0 (yj, ω)f̂ (ω), j = 1, . . . ,K, are
scalars that represent the ﬁeld at yj due to the illumination f̂(ω) sent from the array. With
this notation, active array imaging with a single illumination amounts to solving for ρ0 from
the system of equations
A
f̂(ω)
ρ0 = b(ω). (4.3)
Since the number of transducers N  K in the IW, the system of equations (4.3) is under-
determined and, therefore, there are many conﬁgurations of scatterers that match the data
vector b(ω). However, due to the known sparsity of the reﬂectivity vector ρ0, one can use 1
minimization
min ‖ρ‖1 s.t. Af̂(ω)ρ = b(ω) , (4.4)
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to ﬁnd the sparsest solution from noiseless data. It is well known that under certain condi-
tions on the operator A
f̂(ω)
, and on the sparsity of ρ0, 1 minimization is equivalent to 0
minimization [9, 17]. When the data b(ω) is contaminated by a noise vector e, then one can
solve the relaxed problem
min ‖ρ‖1 s.t. ‖Af̂(ω)ρ− b(ω)‖2 < ε , (4.5)
for some given positive constant ε. The full data vector b(ω) in (4.3)-(4.5), which contains both
the amplitudes and the phases of the collected signals, is obtained from a single illumination
f̂(ω).
When multiple illuminations are available, one could solve the 1 minimization problem
min ‖ρ‖1 s.t. ‖Af̂(j)(ω)ρ− b(j)(ω)‖2 ≤ ε for j = 1, 2, . . . , ν (4.6)
to capture the sparsity of ρ0. Here, ν is the number of illuminations. This formulation, how-
ever, does not exploit the data structure optimally, as the solution vectors from diﬀerent illu-
minations have the same support. To take advantage of the data structure, one can formulate
the problem of array imaging with multiple illuminations as a joint sparse recovery problem,
also known as the MMV formulation. The MMV formulation aims to recover unknown sparse
matrices with nonzero entries restricted to a small number of rows [15, 26, 14, 18].
We use this formulation for active array imaging in two steps as in [13]. In the ﬁrst step, we
determine the locations of the scatterers that are treated as equivalent sources. The equivalent
sources have unknown locations but strengths related, in a known way, to the reﬂectivities
of the scatterers and to the used illuminations. In the second step, once the locations of
the scatterers have been obtained, we recover the true reﬂectivities easily from these known
relationships.
4.1.1. Locations of the scatteters. In the ﬁrst step, the sought matrix is the K × ν
matrix X0 = [γ
(1)
0 . . . γ
(ν)
0 ] whose j
th column corresponds to the eﬀective source vector γ
(j)
0
whose components are given by
(γ
(j)
0 )k = ĝf̂(j)(yk, ω)ρ0k , k = 1, . . . ,K, (4.7)
under illumination f̂
(j)
(ω), j = 1, . . . , ν. This matrix variable X0 ∈ CK×ν has columns that
share the same sparse support but possibly have diﬀerent nonzero values due to the diﬀerent
illuminations.
The MMV formulation for active array imaging is to solve for X0 from the matrix-matrix
equation
G0X = B, (4.8)
where G0 is the N ×K sensing matrix (2.6), and B = [b(1) . . . b(ν)] is the N × ν data matrix
whose columns are the full data vectors generated by the ν illuminations. In the MMV
framework, the sparsity of the matrix variable X is characterized by the number of nonzero
rows, i.e., by the row-wise 0 norm of X. More precisely, we deﬁne the row-support of a given
matrix X by
rowsupp(X) = {i : ‖Xi·‖2 	= 0},
12
so the sparsity of X is measured as Ξ0(X) = | rowsupp(X)|. Here, the ith row of X is denoted
by Xi·. With these deﬁnitions, the sparsest solution to (4.8) is given by
minΞ0(X) s.t. G0X = B. (4.9)
Since (4.9) is an NP hard problem, we solve instead the convex relaxed problem
min J2,1(X) s.t. G0X = B, (4.10)
with the (p, q)-norm function Jp,q(·) deﬁned as
Jp,q(Y) =
(
m∑
i=1
‖Yi·‖qp
)1/q
. (4.11)
The (p, q)-norm function (4.11) is simply the q norm of the vector formed by the p norms of
all the rows of a matrix.
When the data is contaminated by additive noise vectors e(j), j = 1, . . . , ν, we solve
min J2,1(X) s.t. ‖G0X −B‖F < ε , (4.12)
for some pre-speciﬁed constant ε.
Formulations (4.10) and (4.12) have been studied thoroughly during the last few years, see
for example [15, 26, 14, 18, 13]. Under certain conditions on the matrix G0 and the sparsity
of X0, (4.10) recovers the sparsest solution exactly if the data is noise-free. If the data is
contaminated by additive noise, then (4.12) recovers the sparsest solution upon a certain
error bound. See [13] for more details.
4.1.2. Using MMV with intensity-only measurements. It follows from the discussion
in Section 3 that the active array imaging problem with intensity-only measurements can be
solved from the knowledge of M̂ (ω) using the MMV framework if the data is generated with
illumination vectors equal to the right singular vectors of M̂(ω). More speciﬁcally, we can
consider the MMV formulation (4.10) or (4.12) with B = [b1 . . . bν ] being the matrix whose
columns are the full data vectors generated by the illuminations V̂j(ω) (up to a global phase),
that is, b(j) = σj(ω)V̂j(ω). In (4.10) and (4.12), X = [γ
1 . . . γν ] is the unknown matrix
whose jth column corresponds to the eﬀective source vector deﬁned in (4.7) including a global
phase e−iθj. Then, we can use (4.10) or (4.12) to ﬁnd the locations of the eﬀective sources.
There are diﬀerent algorithms for solving (4.10) and (4.12). We use an extension of an
iterative algorithm proposed in [30] for matrix-vector equations. This method, called GeLMA,
is a shrinkage-thresholding algorithm for solving 1-minimization problems which has proven
to be very eﬃcient and whose solution does not depend on the regularization parameter that
promotes sparse solutions, see [30] for more details. We summarize it for MMV problems in
Algorithm 1 below.
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Algorithm 1 GeLMA-MMV for solving (4.10) and (4.12).
Require: Set X = 0, Z = 0, and pick the step size β and the regularization parameter τ .
repeat
Compute the residual R = B− G0X
X ⇐ X + βG∗0(Z +R)
Xi· ⇐ sign(‖Xi·‖2 − βτ)
‖Xi·‖2−βτ
‖Xi·‖2
Xi·, i = 1, . . . ,K
Z ⇐ Z + βR
until Convergence
4.1.3. Reﬂectivities of the scatterers. In MMV reﬂectivities could be recovered up to a
global phase, because we can compute full data vectors for special illuminations, that corre-
spond to singular vectors (3.11). Once we obtain from (4.10) or (4.12) the matrix X whose
columns are the eﬀective sources corresponding to the diﬀerent illuminations, we estimate the
reﬂectivities easily by using (4.7). More precisely, for each component i in the support of the
solution given by (4.10) or (4.12), we compute the estimated reﬂectivities ρ
(j)
i corresponding
to each illumination j as
ρ
(j)
i = (γ
(j)
 )i/ĝf̂(j)(yi, ω). (4.13)
We then take the average 1ν
∑ν
j=1 ρ
(j)
i as the estimated reﬂectivity. We note that if the noise
in the data is high, this last step can bring some ghosts to the ﬁnal image because ĝ
f̂(j)
(yi, ω)
can be very small at some locations. Nevertheless, this last step can be easily avoided by
a further regularization as, for example, carrying on the division only at those pixels where
ĝ
f̂(j)
(yi) is above a certain threshold.
4.2. Multiple signal classiﬁcation method. The MUltiple SIgnal Classiﬁcation method
(MUSIC) is a subspace projection algorithm that uses the SVD of the full data array response
matrix P̂ (ω) to form the images. It is a direct algorithm widely used to image the locations
of M < N point-like scatterers in a region of interest. Once the locations are known, their
reﬂectivities can be found from the recorded intensities using convex optimization as shown
below.
4.2.1. Locations of the scatterers. The search of the locations of the M scatterers is the
combinatorial part of the imaging problem and, hence, by far the most diﬃcult task. Note
that P̂ (ω) is a linear transformation from the illumination space CN to the data space CN .
According to (3.8), the illumination space can be decomposed into the direct sum of a signal
space, spanned by the principal singular vectors V̂j(ω), j = 1 . . . ,M , having non-zero singular
values, and a noise space spanned by the singular vectors having zero singular values. Since the
singular vectors V̂j(ω), j = M + 1, . . . , N , span the noise space, the probing vectors ĝ0(yj , ω)
will be orthogonal to the noise space only when yj corresponds to a scatterer location ynj .
Hence, it follows that the scatterer locations must correspond to the peaks of the functional
I(ys) =
1∑N
j=M+1 |ĝT0 (ys, ω)V̂j(ω)|2
, s = 1, . . . ,K. (4.14)
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We can interpret (4.14) in terms of the images created by the singular vectors having zero sin-
gular value, as ĝT0 (ys, ω)V̂j(ω) is the incident ﬁeld at the search point ys due to a illumination
vector V̂j(ω) on the array. According to this interpretation, the singular vectors having zero
singular value do not illuminate the scatterers locations and, hence, (4.14) has a peak when
ys = ynj .
Since in our application the number of scatterers is small, the signal space is much smaller
than the noise space and, therefore, it is more eﬃcient to compute the equivalent functional
IMUSIC(ys) =
min1≤j≤K ‖Pĝ0(yj , ω)‖2
‖Pĝ0(ys, ω)‖2
, s = 1, . . . ,K, (4.15)
with the projection onto the noise space deﬁned as
Pĝ0(y, ω) = ĝ0(y, ω)−
M∑
j=1
(ĝT0 (y, ω)V̂j(ω))V̂j(ω). (4.16)
The numerator in (4.15) is just a normalization. We note that (4.15) is robust to noise, even
for single frequency and for non-homogeneous, random media, and it is quite accurate for
large arrays [1]. Generalizations of MUSIC for multiple scattering and extended scatterers
have also been developed (see, for example, [23] and [25]).
4.2.2. Using MUSIC with intensity-only measurements. It is an immediate consequence
of the discussion in subsection 3.3 that (4.15) can also be used in the case in which the phases
of the data are not recorded. Both, M̂ (ω) and P̂ (ω), share the same right singular vectors
and, hence, (4.15) can be applied, without any modiﬁcation, to determine the location of the
scatterers, once the time reversal matrix M̂ (ω) has been obtained.
4.2.3. Reﬂectivities of the scatteters. MUSIC by itself cannot recover reﬂectivities of
the scatterers. We ﬁnd them using ideas from [11]. Once the locations of the scatterers have
been found from (4.15), we may want to estimate their reﬂectivities in a second step. This
is still a nonlinear problem as only the intensities are available. To linearize the problem we
follow the same approach proposed in [11], but restricted to the support of the solution found
from (4.15). Thus, we introduce the positive semideﬁnite matrix
Y = ρρ
∗
 ∈ RL×L , (4.17)
associated with the unknown reﬂectivities ρ = [ρ1, . . . , ρL]
T ∈ CL deﬁned in the support
Λ recovered in the ﬁrst step. Note that now |Λ| = L  K and, therefore, Y has small
dimensions. Following [11], we could obtain Y from intensity-only measurements by solving
L
f̂(ω)
(Y) = bI(ω) , (4.18)
where L
f̂(ω)
(Y ) := diag(A
f̂(ω)
YA∗
f̂(ω)
) is a linear map from RL×L to RN . An estimate for Y
could be found, in principle, by solving (4.18) by least squares. Note, however, that Y is of
low rank (in fact rank 1 since it is deﬁned via an outer-product), so we obtain Y from the
following aﬃne rank minimization problem
min rank(X) subject to L
f̂(ω)
(X) = bI(ω), (4.19)
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in order to take advantage of the additional information on the unknown Y . Once Y is found
from this optimization problem, we can obtain the amplitude of the reﬂectivities by taking
ρ =
√
diag(Y ) on the support Λ.
However, (4.19) is an NP-hard problem and, therefore, there is no simple algorithm that
gives the true global solution eﬀectively. Therefore, we replace rank(X) by the nuclear norm
‖X‖∗ in the objective function of (4.19), and consider the following optimization problem as
given in [11]
min ‖X‖∗ subject to Lf̂(ω)(X) = bI(ω). (4.20)
The nuclear norm ‖ · ‖∗ is the sum of the singular values of the matrix while the rank is the
number of nonzero singular values and, hence, it can be used as a convex surrogate for the
rank functional [34]. Problem (4.20) is now convex and can be solved in polynomial time.
To solve (4.20), we follow [35] and use the gradient descent method with singular value
thresholding, as outlined below in Algorithm 2. In Algorithm 2, the soft-thresholding opera-
tion is given by
Sτ (G) = Ûdiag(σ − τ)+V̂ ∗, (4.21)
where σ is the vector of positive singular values arranged in descending order, τ > 0 is the
thresholding parameter, superscript + means positive part, and Û and V̂ are the orthogonal
matrices from the SVD of G. We stress that through step one, i.e. by using MUSIC to locate
the scatterers, we have eﬀectively reduce the dimension of the unknown X in (4.20) and, thus,
the optimization problem is very easy to solve.
Algorithm 2 Iterative algorithm for (4.20)
Require: Set Y−1 = Y0 = 0 and t−1 = t0 = 1, and pick the initial value for step size β.
repeat
Compute weight w =
tk−1−1
tk
.
Compute Wk = (1 + w)Yk −wYk−1.
Compute the matrix G = W − βL∗
f̂(ω)
(L
f̂(ω)
(W )− bI(ω)).
Set Yk+1 = Sτ (G).
Compute tk+1 =
1+
√
1+4t2
k
2 .
until Convergence
In Algorithm 2, the adjoint operator L∗
f̂(ω)
: RN → RL×L+ is given by
L∗
f̂(ω)
(c) = A∗
f̂(ω)
diag
(
c
)A
f̂(ω)
for c ∈ RN , (4.22)
which is found from the relation 〈L
f̂(ω)
(Y ), c〉 = 〈Y,L∗
f̂(ω)
(c)〉.
We have seen in our numerical experiments that replacing the soft-thresholding operation
by a rank 1 enforcement, that is, setting Yk+1 = σ1Û1V̂
∗
1 at each iteration in Algorithm 2,
also gives excellent results. This can be understood as solving the least squares problem with
the rank constrain
min ‖L
f̂(ω)
(Y )− bI(ω)‖ subject to rank(Y ) = 1. (4.23)
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This problem is, however, non-convex due to the non-convexity of the set of low-rank matrices
and, therefore, it might not converge to the true solution in general.
5. Numerical experiments. In this section we present numerical simulations in two di-
mensions. The linear array consists of 100 transducers that are one wavelength λ apart. For
simplicity of graphical representation of our results we assume all the scatterers lie in a plane.
They are placed within an IW of size 30λ × 30λ which is at a distance L = 100λ from the
linear array. We, however, use here the 3-dimensional Green’s function (2.2). The amplitudes
of the reﬂectivities of the scatterers and their phases are set randomly in each realization. The
scatterers are within an IW that is discretized using a uniform lattice with points separated
by one wavelength λ. This results in a 30× 30 uniform mesh. Hence, we have 900 unknowns.
We assume that all the scatterers in the IW are located exactly on the pre-discretized grid.
The oﬀ-grid problem will be consider elsewhere. In all the images shown below, we normalize
the spatial units by the wavelength λ.
Figure 5.1 shows the images obtained with MUSIC (middle row) and with the MMV
formulation (bottom row) using noisless data. The top row shows the distribution of scatterers
to be recovered. The left and right columns are two diﬀerent conﬁgurations with 5 and
9 scatterers, respectively. When there is no noise in the data, both methods recover the
positions and reﬂectivities of the scatterers exactly. The exact locations of the scatterers in
these images are indicated with small white dots.
Next, we examine the performance of these two methods when noise is added to the data.
We simulate instrument noise by adding a random variable uniformly distributed, ζi, to the
noiseless intensity b
(j)
Ii = |P̂ (ω)f̂
(j)
(ω)|2i received on each transducer i, i = 1, . . . , N , when the
vector f̂
(j)
illuminates the IW (see subsection 3.4). With this model, the intensity recorded
at the i-th transducer is [(1 − ε)b(j)Ii , (1 + ε)b(j)Ii ], where ε ∈ (0, 1) denotes the strength of the
noise.
Figure 5.2 illustrates the results with 10% of noise added to the data. The top row displays
the original conﬁguration of the scatterers, which is the same for both MUSIC (left column)
and MMV (right column) reconstructions. In the left column, the middle plot shows the
locations of the scatterers given by the MUSIC imaging function (4.15). The bottom plot in
the left column shows the ﬁnal image, obtained once the reﬂectivities have been estimated by
solving the nuclear norm minimization problem (4.20). We observe very accurate scatterer
locations, although oversmoothed in two of the scatterers. The right column displays the
images obtained with the MMV formulation. The middle plot shows the locations of the
eﬀective sources given by the solution to (4.12). The bottom plot shows the ﬁnal image
obtained with MMV, once the reﬂectivities of the scatteters have been found in the second
step. Both, the locations and the reﬂectivities of the scatterers obtained with the MMV
formulation are very accurate.
Figure 5.3 is similar to Figure 5.2 but with 20% of noise added to the data. The arrange-
ment of the images is the same as in that ﬁgure. The left column shows the results obtained
with MUSIC, and the right column the results obtained with MMV. Both methods still work
well in locating the scatterers with 20% of noise. The amplitudes of the reﬂectivities given by
the MMV formulation are more accurate than those obtained with MUSIC and nuclear norm
minimization.
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Figure 5.1. Noiseless data. Left and right columns are two diﬀerent conﬁgurations with 5 and 9 scatterers,
respectively. The top row shows the original conﬁgurations of the scatterers. The middle and bottom rows show
the amplitudes of the reﬂectivities obtained with MUSIC after nuclear norm minimization, and with the MMV
formulation, respectively.
Next, we study the performance of the two methods with partial illumination, i.e., when
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Figure 5.2. 10% noise. The left and the right column show the images obtained with MUSIC and MMV,
respectively. Left column from up to down (MUSIC): original conﬁguration of the scatterers, locations of the
scatterers given by MUSIC, and amplitudes of the reﬂectivities obtained after nuclear norm minimization. Right
column from up to down (MMV): original conﬁguration of the scatterers, locations of the eﬀective sources, and
amplitudes of the reﬂectivities obtained after the second step (4.13).
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Figure 5.3. Same as Fig. 5.2 but with 20% noise.
the images are formed from an incomplete set of illuminations as discussed in subsection 3.2.
First, we consider the case in which the data are corrupted. Only data from some pairs
of transducers, randomly selected, are available. In this case, the missing entries of M̂ (ω)
are found by using matrix completion, i.e., by solving (3.7). Figure 5.4 shows the results
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when data from 50% of the pairs of transducers in the array, randomly selected, are used
to form the images. This means that we have to recover the low rank data matrix M̂ (ω)
from a random sampling of 50% of its (noisy) entries. 10% of noise was added to the data in
this experiment. The distribution of scatterers to be recovered is shown in the left column,
and the images obtained with MUSIC and MMV in the top and bottom plots of the right
column, respectively. Both images are very good. However, we note that, as expected, matrix
completion does not work well with more than 50% of the entries of M̂ (ω) missing, even with
noiseless data. This is in agreement with the theoretical results on the number of randomly
sampled entries required to reconstruct an unknown low rank matrix [8].
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Figure 5.4. Incomplete set of illuminations with 10% of noise added to the data. Only 50% of the illumina-
tions are used. The missing entries of M̂(ω) are found by matrix completion (3.7). The original conﬁguration
of the scatterers is shown in the left column, the image obtained with MUSIC in the top right image, and the
image obtained with the MMV formulation in the bottom right image.
Finally, we examine the results when only a few transducers at the edges of the array
are used to illuminate the IW. In this case, intensity-only imaging is applied directly to the
matrix formed by the submatrices at the four corners of M̂ (ω), without matrix completion.
Figure 5.5 shows two reference images used for the study of the performance of MUSIC and
MMV when illumination from the edges of the array is used. In the next experiments, we
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Figure 5.5. Original conﬁgurations of the scatterers used for the numerical experiments shown in Fig. 5.6
(left image), and Figs. 5.7, and 5.8 (right image).
only show the location of the scatterers recovered by these two methods. We do not carry out
the second steps to estimate the reﬂectivities of the scatterers.
In the left column row of Figure 5.6 we show the locations of the scatterers given by
MUSIC when 4 (top image), 16 (middle image), and 28 (bottom image) transducers at each
edge of the array are active and illuminate the image window. There is no noise in data in
these experiments. The original conﬁguration of the scatterers is displayed in the left image
of Figure 5.5. It is remarkable that only a few transducers at the edges of the array are
enough to ﬁnd the location of the scatterers accurately using MUSIC when there is no noise
in the data. In fact, even with only Nactive = 8 transducers (4 at each edge of the array)
MUSIC locates the scatterers accurately. This is so because the image is sparse, with only
M = 6 scatterers in the image window, and Nactive > M transducers are enough to compute
the signal and noise subspaces, where Nactive is the number of transducers used during the
illumination process. We note, though, that the peaks are sharper at all the scatterer locations
when more transducers are used. Hence, it is expected that the robustness of MUSIC with
respect to noise increases when more transducers are used.
In the right column of Figure 5.6, we show the locations of the scatterers given by the
MMV approach. It is apparent that the MMV approach is not able to ﬁnd the locations of the
scatterers using only a few transducers. More data are necessary to achieve good results with
MMV. We remind that, through the polarization identity, the MMV approach uses complete
data, including phases, only at those (pairs) of transducers used to illuminate the image
window. Hence, the less pairs of transducers are used, the less data are available for MMV
and the less constrains there are in (4.12). Indeed, the top right image in Figure 5.6 shows
that MMV completely fails to locate the scatterers using 4 transducers at the each edge of
the array, and the right middle image shows a few ghosts using 16 transducers, even though
there is no noise in the data. Only with 28 transducers, around 50% of the transducers in the
array, the image obtained with MMV is accurate (right bottom image in Figure 5.6). Hence,
we observe that when only a few transducers at the edges of the array are used to illuminate
the IW, MUSIC is the preferred method for intensity-only imaging.
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Figure 5.6. Incomplete set of illuminations with no noise in data. Only partial illumination from the edges
of the array is used. 4 (top row), 16 (middle row), and 28 (bottom row) transducers at each edge of the array
are used. The original conﬁguration of the scatterers is shown in the left image of Fig. 5.5. Left column:
location of the scatterers obtained with MUSIC. Right column: location of the scatterers obtained with MMV.
To verify the robustness of the proposed illumination strategy with respect to additive
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Figure 5.7. Partial illumination from the edges of the array with 5% of noise added to the data. From left
to right and from top to bottom 4, 8, 12, 16, 20 and 24 transducers at each edge of the array illuminate the
image window. The locations of the scatterers have been obtained with MUSIC. The original conﬁguration of
the scatterers is shown in the right image of Fig. 5.5.
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Figure 5.8. Partial illumination from the edges of the array with 10% (left column) and 20% (right column)
of noise added to the data. 4 (top row), 12 (middle row) and 24 (bottom row) transducers at each edge of the
array illuminate the image window. The locations of the scatterers have been obtained with MUSIC. The original
conﬁguration of the scatterers is shown in the right image of Fig. 5.5.
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noise we show in Figure 5.7 the images obtained with MUSIC when 5% of noise is added to
the data, and in Figure 5.8 the images obtained with MUSIC when 10% of noise (left column)
and 20% of noise (right column) in added to the data. In Figure 5.7 we show from left to
right and from top to bottom the images obtained using 4, 8, 12, 16, 20 and 24 transducers
at each edge of the array. We see that 16 transducers at each edge of the array are enough to
locate the scatterers accurately when 5% of noise is added to the data. In Figure 5.8 we see,
as expected, that the higher the noise, the more transducers we need to obtain good images.
The top, middle and bottom rows show the images obtained with 4, 12 and 24 transducers at
each edge of the array, respectively.
6. Conclusions. We give a novel approach to imaging localized scatterers from intensity-
only measurements. The proposed approach relies on the evaluation of the time reversal
matrix which, we show, can be obtained from the total power recorded at the array using an
appropriate illumination strategy and the polarization identity. Once the time reversal matrix
is obtained, the imaging problem can be reduced to one in which the phases are known and,
therefore, one can use phase-sensitive imaging methods to form the images. These methods
are very eﬃcient, do not need prior information about the desired image, and guarantee the
exact solution in the noise-free case. Furthermore, they are robust with respect to noise.
At the algorithmic level, a key property of the proposed approach is that it signiﬁcantly re-
duces the computational complexity and storage consumption compared to convex approaches
that replace the original vector problem with K unknowns by a matrix one with K2 unknowns
[11, 7] that create optimization problems of enormous sizes. Furthermore, solving the prob-
lem at the matrix level is very expensive, as it requires to produce a low-rank matrix which
is usually found by nuclear norm minimization. The algorithms often used for nuclear norm
minimization involve a singular value decomposition to apply a soft-thresholding operator on
the singular values at each iteration. The role of singular value thresholding in these algo-
rithms is equivalent to the vector soft-thresholding applied in the MMV approach. However,
the singular value thresholding is much harder to compute and, as the size of the matrix
increases, it becomes prohibitive. With our approach, the algorithms keep the original K
unknowns of the imaging problem and, hence, images of larger sizes can be formed in much
shorter times.
As recording all the intensities that are needed for obtaining the time reversal matrix can
be cumbersome, we also give two solutions that simplify the data acquisition process. They
greatly reduce the number of illuminations needed for the proposed imaging strategy, but
they increase the sensitivity to noise. When a small number of illuminations are used, we
observe that MUSIC is more robust and gives better images. Otherwise, the MMV approach
often produces sharper images. We illustrated the performance of the proposed strategies
with various numerical examples.
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