Recommender systems are firmly established as a standard technology for assisting users with their choices; however, little attention has been paid to the application of the user model in recommender systems, particularly the variability and noise that are an intrinsic part of human behavior and activity. To enable recommender systems to suggest items that are useful to a particular user, it can be essential to understand the user and his or her interactions with the system. These interactions typically manifest themselves as explicit and implicit user feedback that provides the key indicators for modeling users' preferences for items and essential information for personalizing recommendations. In this article, we propose a classification framework for the use of explicit and implicit user feedback in recommender systems based on a set of distinct properties that include Cognitive Effort, User Model, Scale of Measurement, and Domain Relevance. We develop a set of comparison criteria for explicit and implicit user feedback to emphasize the key properties. Using our framework, we provide a classification of recommender systems that have addressed questions about user feedback, and we review state-of-the-art techniques to improve such user feedback and thereby improve the performance of the recommender system. Finally, we formulate challenges for future research on improvement of user feedback.
INTRODUCTION
With the overwhelming information on the Internet and limitations of one-fit-all search engines, advanced tools are required to enable users to find the right information and make choices meeting their needs and expectations, thus enhancing their engagement and overall satisfaction with online services. Recently, recommender systems have been increasingly popular in assisting users with their choices. A recommender system can be abstracted to consist of a user model, a community, an item (product) model, a recommender algorithm, and an interaction style [Zanker and Jessenitschnig 2009 ].
The user model provides all of the information for personalizing the user's experience. It captures the user interactions with items in user profiles. Mainly, these user interactions consist of explicit and implicit information about the user's interest or preference for items. Typically, recommender systems use ratings as a mechanism to proactively express their interests in items and seamlessly collected clickstream data for inferring users' interests or preferences. This explicit and implicit information are usually referred to as explicit feedback or explicit rating and implicit feedback, or implicit rating [Konstan et al. 1997; Jannach et al. 2011] . There has been significant research activity in this area since the 1990s. However, relatively little attention has been given to questioning how user feedback is applied to recommender systems. Several recommendation algorithms do not account for the variability in human behavior and activity. Often, they are hardwired for explicit ratings rather than implicit ratings.
User feedback is an indispensable part of most recommender systems. Thus, studying user feedback can have a profound impact on recommender systems' technology and understanding of the user. As an illustration, Amatriain et al. [2009b] showed that a simple strategy of removing the noise in 20% of explicit ratings can improve the root mean square error (RMSE) of the predictions made by the recommender system by more than 5%. In this research field, much emphasis has been laid on algorithmic improvements of recommender systems. However, recently, there has been a growing body of work looking at other aspects of recommender systems; in particular, the issues around explicit and implicit user feedback have received prominent attention [Amatriain et al. 2009a; Koren and Sill 2011; Hu et al. 2008] .
Improvements in the user feedback of recommender systems can be an efficient way to enhance their performances across a wider domain of input data compared to purely algorithmic improvements due to the pervasiveness of user feedback in recommender systems and the fact that algorithmic improvements largely depend on the area under study, particularly the dataset used [Huang 2007; Herlocker et al. 2004] . For example, researchers have shown that a technique like re-rating can be a more efficient way of improving the overall performance of recommender systems compared to purely algorithmic variants [Amatriain et al. 2009b] .
In this article, we propose a classification framework for the use of explicit and implicit user feedback in recommender systems based on a set of distinct properties. According to this framework, we classify recommender systems by utilizing explicit and implicit user feedback as key indicators for modeling users' preferences and compare techniques of improving the elicitation and application of user feedback to recommender systems. We focus on recommender systems' use of user feedback for the purpose of this article rather than considering all literature on user feedback. However, we include overlapping research especially in the area of implicit user feedback in information retrieval. In addition, most of research reviewed falls into collaborative filtering-based recommender systems. We describe ways to elicit user feedback and discuss its application in recommender systems to enhance their performance. According to our classification framework, we discuss the distinct properties of each form of user feedback and provide a comparison in terms of their properties, key differences, and similarities. We also suggest the ways to improve user feedback in recommender systems and present a comparison of state-of-the-art techniques. Finally, we describe some challenges in the area and future directions.
DEFINITIONS, NOTATIONS, AND DATASETS
We start with some definitions and notations relevant to the domain. We will also briefly describe the datasets that are commonly used by researchers and discuss several issues related to datasets, particularly the scarcity of implicit feedback datasets.
Definitions and Notations
We will use the generic formal definition of recommender systems given by Adomavicius and Tuzhilin [2005] . Given that we have a user u ∈ U , where U is the set of all users, and an item i ∈ I, where I is the set of all items that can be recommended. Assume that we have a utility function that measures the usefulness or interest of an item i to user u such that μ : U × I → R.
(
Information about the users and items can be stored in user and item profiles, respectively. In recommender systems, the utility function μ is typically known over only a subset of space U × I, and thus the problem in recommender system is to extrapolate the utility function μ over the space U × I [Adomavicius and Tuzhilin 2005] . Typically, the utility function maps the user-item matrix to explicit user ratings. Let explicit user feedback and implicit user feedback between user u and item i be expressed as f exp u,i and f imp u,i , respectively. Hence, for a more generic definition that includes implicit feedback, we assume that
Recently, we have seen research that uses both forms of feedback in recommender systems Koren 2010] . However, traditionally, most recommender systems have either used one or the other form of user feedback. This could be due to the lack of publicly available datasets that contain both explicit and implicit user feedback.
Note that in this article we employ a simple user model. A useful augmentation is considering the context of the user feedback [Ricci et al. 2010; Adomavicius et al. 2011] -that is,
where C represents the contextual factors [Adomavicius et al. 2011 ] that affects the user feedback and hence the recommendations. The notion of context in recommender systems is outside the scope of this article, and instead we point readers to Ricci et al.
[2010] for references.
Datasets
Recommender systems are very useful when applied to assisting users with choices for online items, typically music, books, movies, or resources. In fact, as long as there is data captured about the interactions of users with an item and some notion of preference between users and items, the use of a recommender system becomes a theoretical possibility. For research purposes, however, publicly available datasets are actively used for empirical offline evaluations of recommender systems. But datasets should be used with caution. Herlocker et al. [2004] warned of the inappropriate use of datasets, stressing that evaluations will be meaningful if the dataset has the same characteristics of the target recommender system, such as the ratio of users over the items, the rating density, the rating sparsity, and the rating scale. Generalization of the results of offline evaluations of recommendation algorithms must be scrupulously analyzed. A trio of datasets consisting of explicit user ratings of movies appears very often in recommender systems literature, namely the Netflix, MovieLens, and EachMovie datasets. Although still used by researchers, the Netflix [Bennett and Lanning 2007] and the EachMovie datasets [GroupLens Research 2011a] are no longer publicly available. The MovieLens dataset is divided into three parts: 100,000 movie ratings (943 users and 1,682 movies), 1 million movie ratings (6,040 users and 3,900 movies), and 10 million movie ratings (71,567 users and 10,681 movies) [GroupLens Research 2011b] . Ratings in the MovieLens dataset are on a 5-point integer scale. While the use of these datasets enables comparative studies, it limits the generalizations of results to other domains.
As for implicit user feedback, a popular and publicly available dataset is the Last.fm dataset [Herrada 2009a ], which contains the full playing history for about 1,000 users and the total number of artist playcounts (the number of times an artist's album was played) for about 360,000 users from the Last.fm online music recommender system.
There is only one publicly available dataset having both explicit user feedback and implicit user feedback, namely the book-crossing dataset [Ziegler 2004 ], which includes 1,149,780 explicit and implicit ratings from 278,858 users on 271,379 books. Explicit ratings in the book-crossing dataset are on a 1 to 10 integer scale, whereas implicit user feedback is expressed with the value of zero.
Another potential source of explicit and implicit user feedback in a recommender system is Last.fm. Although the publicly available dataset mentioned previously [Herrada 2009a ] includes only implicit user feedback, using the Last.fm API, one gets access to both explicit user feedback (binary ratings-users can "love" or "ban" tracks) and implicit user feedback (playcount). Our previous works have collected both implicit and explicit user feedback using the Last.fm API [Jawaheer et al. 2010a [Jawaheer et al. , 2010b . It is our hope to make our dataset publicly available in the future.
Another approach for the lack of datasets that include both explicit and implicit user feedback is to convert explicit ratings into pseudoimplicit ratings. This approach was taken by Koren [2010] . He used the Netflix dataset, which contains movie ratings by users as explicit user feedback [Bennett and Lanning 2007] . In regard to implicit user feedback, he used a binary value to represent whether a user has rated a movie or not (i.e., pseudoimplicit ratings). The reasoning behind this approach is that a user rating a movie is not a random act, and thus the user is implicitly providing some information about her or his preferences [Marlin and Zemel 2009] . Hence, any dataset with explicit user feedback also contains a pseudoimplicit user feedback counterpart with binary values. But such implicit user feedback is not very rich. Nevertheless, Koren [2010] found that incorporating this naive implicit user feedback with explicit user feedback increases the prediction accuracy compared to solely using explicit user feedback.
Using datasets provides quick and repeatable evaluations of recommender systems. Such evaluations using explicit user feedback are well researched with some defined metrics [Herlocker et al. 2004] . On the other hand, evaluations of recommender systems using implicit user feedback are still under research and development. We will revisit the issue of evaluation in Section 7.5.
EXPLICIT USER FEEDBACK IN RECOMMENDER SYSTEMS
Although implicit user feedback can be seamlessly collected and seems a natural candidate for modeling user online behavior and preferences, recommender systems research has predominantly focused on explicit feedback. Explicitly asking the user to rate an item using a scale has become the de facto way of expressing user interest about an item in recommender systems. In the following sections, we will give examples of the use of ratings in recommender systems and discuss reliability and other issues affecting its use. Finally, we will discuss other ways of capturing explicit user feedback in recommender systems.
Ratings
Typically, to elicit explicit user feedback, recommender systems have used an N point Likert response scale. Points on the scale are converted to numerical values representing user preferences [Jannach et al. 2011] . There are different rating interfaces that can be used. The MovieLens recommender system allowed users to rate movies on a 5-point scale [GroupLens Research 2011b] . The Jester Joke recommender system used a continuous scale of real values from -10 to +10 [Goldberg et al. 2001; Jester Dataset 2012] . Ratings can also have binary values. Last.fm allows users to express explicit user feedback through a binary rating; a user can either "Love a track" (positive user feedback) or "Ban a track" (negative user feedback) [Jawaheer et al. 2010a] . Binary ratings are also available in other systems like Facebook or YouTube [Davidson et al. 2010] . Interfaces can also capture unary ratings (i.e., only positive ratings) such as the "Favorite" feature on Twitter.
Several researchers have investigated the use of ratings in recommender systems. Cosley et al. [2003] studied the reliability of ratings -we will discuss this in Section 3.1.1 -, the influence of showing rating predictions at the time of asking users to rate and the granularity of the rating interface used. Cosley et al. [2003] showed statistically significant results that users re-rated more often at their original ratings when they were shown the predictions. It could be that showing the predictions helped users remember their ratings or they were influenced by the predictions. They showed that the latter hypothesis was more plausible as statistical significant results showed that when users were presented with deliberately incorrect predictions (±1 star), they rated above or below their original rating more often than when they are presented with original ratings [Cosley et al. 2003 ]. Cosley et al. [2003] confirmed their hypothesis that users are influenced by showing predictions with another experiment where users were shown movies that they have not rated before. An experimental group was presented with ratings without predictions, ratings with predictions, and ratings with manipulated predictions at the ±1 level. In a control group, users were shown ratings with the actual predictions. The two groups were also subject to satisfaction surveys. Statistically significant results showed that altering the predictions downward caused users to rate lower than when actual predictions were shown and that altering the predictions upward caused users to rate higher than when actual predictions were shown. In addition, users rated their predictions more often compared to those when they were not shown any predictions. These results provided further evidence that showing predictions influenced the users. However, the satisfaction survey showed that users in the control group were more satisfied than the experimental group, leading the researchers to conclude that users could detect that the predictions were not accurate.
In another experiment, Cosley et al. [2003] asked users to re-rate movies in different scales than their original ratings (1 to 5 levels). Three scales were used for re-rating, namely binary, -3 to +3 without zero, and half-level (0.5 to 5 levels in increments of 0.5). Users were also subjected to a satisfaction survey. From the satisfaction survey, the order of preference of the rating scales was as follows: the most liked scale being the half-level scale, then the non-zero -3 to +3 scale, and finally the binary scale. However, all ratings on the three scales correlate strongly with the original ratings, meaning that they all are useful. However, the researchers were unable to provide conclusive evidence between the choice of scales and the performance of the predictions made by the recommender system.
But which best rating interface to use for recommender systems is an open question. Goldberg et al. [2001] employed a continuous scale for the Jester Joke recommender system because it provides finer granularity and argued that it avoids the loss of information when a discrete scale is converted to a scalar value. Cosley et al. [2003] also found that users prefer finer-grain scales. However, whether finer scales lead to an improvement in the recommendations is still an open question, as Cosley et al. [2003] noted that their findings on this aspect were not conclusive. Recent research has shown that rating with finer granularity puts higher cognitive load on the user and that better user satisfaction is observed with binary or five-star ratings rather than unary or slider scales ratings [Sparling and Sen 2011] . Kluver et al. [2012] proposed an information theoretic model for studying the preference information in ratings and their predictions. The model provides a means for comparing different rating interfaces. However, considering that they evaluated their model on a synthetic dataset, they acknowledge that further work is required to evaluate its performance on natural datasets.
3.1.1. Reliability of Ratings. Cosley et al. [2003] also studied the reliability of ratings. Their experiments on re-rating described in the previous section showed that users re-rated to their original rating 60% of the time and that the correlation between the original ratings and the re-rated values was 0.70. A similar study of re-rating by Hill et al. [1995] used an email interface to recommend movies and acquire ratings. Users were asked to re-rate the same list of movies after a 6-week gap. The Pearson correlation coefficient between the original and re-rated list was 0.83. This higher correlation, compared to that of Cosley et al. [2003] , could be because Cosley et al. [2003] restricted re-ratings only to movies with original ratings in the middle of the range (2 to 4 integer values); middle ratings have twice as much chance to re-rate at different values than extreme ratings (1 or 5). One shortcoming of the work by Cosley et al. [2003] is that they did not consider the time gap between the original ratings and the re-ratings. Thus, they did not isolate the effect of the user's memory on the re-ratings. Nevertheless, the results showed that ratings have a certain level of uncertainty.
O'Mahony et al. [2006] investigated noise in ratings and how to eliminate such noise. They distinguished between natural noise and malicious noise. Their work was based around the notion of the consistency of ratings defined as the mean absolute error between the actual and predicted rating. Ratings above a threshold were classed as noise and removed from the recommendation process. The threshold can be regarded as the value within which normalized predicted ratings are allowed to vary from the normalized actual ratings. We will review and discuss their findings in Section 6.1. Amatriain et al. [2009a] studied the reliability of ratings. They performed experiments asking users to rate and re-rate movies randomly selected from the Netflix dataset [Bennett and Lanning 2007] . In contrast to the work by Cosley et al. [2003] , the researchers tried to isolate the effects of the time gap between the original ratings and the re-ratings. The researchers used the test-retest method from classical test theory to estimate reliability. As they explained, in a test-retest method, two ratings may be different because of the reliability of the instrument or the stability of the user's judgment. Thus, the researchers computed estimation for reliability and stability. They found that using rating for movies was a reliable metric for judging the like and dislike of movies (overall reliability of 0.93). However, this does not mean that it is also a reliable metric for conferring user preference. They found that there was one anomaly on the stability measures; in one pair of experiments, the lowest stability did not correspond to the longest time interval between the experiments. This anomaly suggests that other factors could be involved in stability. They also found that extreme ratings in the scale have a greater influence of the reliability rather than middle ratings. They demonstrated that user ratings inherently had noise: users were unable to distinguish movies that they had seen or not even if the re-rating experiment was separated by 1 day. They found that the ratings in the middle of the rating scale are more prone to inconsistencies. The order of presentation of the movies was shown to have an effect on inconsistencies, as grouping movies with similar likelihood of receiving a rating will reduce the inconsistencies. They also showed that the speed of providing rating does not have an effect on inconsistency. Finally, they found that rating does not provide an appropriate way to measure user interest over the long term.
The most important aspect of the preceding reviewed research is that ratings should not be considered as absolute truth. But most recommendation algorithms consider ratings as such. We will further expand on this when we discuss the characteristics of user feedback in Section 5.
Applications of User Ratings in Recommendation
Algorithms. Recommender systems literature shows that ratings are the de facto means of eliciting explicit user feedback. Several recommendation algorithms are hardwired to use ratings for computing recommendations. But as seen in the previous section, ratings should not be considered as the absolute truth. However, most recommendation algorithms do not account for this unreliability. In a broader sense, there have been questions raised about whether the research community has been using ratings in the correct way in recommendation algorithms. In an article by Robertson [2011] , it was stated that although ratings are ordinal data, 92% of papers presented at the CHI 2009 Conference considered rating as interval data rather than ordinal data. This finding has implications in recommender systems, as several similarity measures and performance metrics like RMSE also regard rating data as being interval data rather than ordinal data [Amatriain 2011 ]. Koren and Sill [2011] have argued that although expressing user feedback (both explicit and implicit) as numerical values is intuitive, it is not a natural representation because it limits the expressiveness of the user feedback and is hard to quantify the various levels of user feedback. They also argued that each individual has different internal scales on which they rate items of interest, and by using ratings as absolute numerical preferences, we lose information about these individual scales. Hence, they proposed a framework called OrdRec, which models user feedback as ordinal data. Its implementation uses matrix factorization referred to as SVD++ [Ricci et al. 2010] but with the ratings as ordinal data. They evaluated their framework on standard datasets using RMSE and a metric that considers the ranking of the ratings. They found different relative performances between OrdRec and the baselines depending on the datasets they used. Recently, other researchers have also modeled ratings as ordinal data ].
Other Means of Explicit User Feedback in Recommender Systems
Although ratings have been established as the key method for eliciting explicit user feedback, we now describe other possible means of explicit user feedback.
There is literature on the use of comments and product reviews as explicit user feedback that helps the community of users [Leino and Raiha 2007; Lu et al. 2009; Siersdorfer et al. 2010] , and there is literature on how such explicit user feedback can be applied to recommender systems [Garcia Esparza et al. 2012; Aciar et al. 2006] . Furthermore, Desrosiers and Karypis [2010] proposed an alternative algorithm for computing similarities-a key function of collaborative-based recommender systems-using nonnumerical ratings. In the context of conversational recommender systems, two techniques have been proposed as alternatives to ratings, namely critiquing [McGinty and Smyth 2005] and preference-based user feedback [McGinty and Smyth 2002] . The notion of user feedback in conversational recommender systems is close to the information retrieval domain. For example, conversational recommender systems start with a query and then employ user feedback to refine this query and eventually the recommendations. Despite these attempts, ratings remain a prominent way of eliciting explicit user feedback for recommender systems and cannot be substituted by critiquing or preference-based user feedback in collaborative-based, content-based, or hybrid recommender systems without major changes to the interface and the algorithms. Szomszor et al. [2007] have used tagging as an additional source of explicit user feedback in content-based recommendations. Their approach was motivated by the assertion that the performance of recommender systems can be improved by combining data from different sources to build richer profiles. Their experiments consisted of improving recommendations using the Netflix dataset by harvesting tag clouds from IMDB. They used an ontological framework to combine and query the two datasets. They evaluated their algorithms over 500 randomly chosen users from the Netflix dataset and got promising results over the baselines. However, these results cannot be generalized, because they evaluated their algorithms on a very small sample (0.10% of the users) of the Netflix dataset (480,189 users). Nevertheless, it provides encouraging results for using other types of explicit user feedback in recommender systems.
Summary
The preceding sections demonstrate that recommendation algorithms should not consider ratings as the absolute truth about user choices and cannot be relied on 100% for modeling user preferences and decision-making process. Nevertheless, there is paucity in research that challenged the use of ratings in recommender systems. Converting the user's explicit interest-in itself a complex concept-into a numerical value causes loss of information [Koren and Sill 2011] . Recommender systems research has been focused on purely new algorithms or improvement of existing algorithms. Thus, in this context, ratings provide researchers with an intuitive and simple process of using explicit user feedback in recommendations while they concentrate on other aspects of the algorithm. Furthermore, evaluating the performance of recommendation algorithms through prediction of ratings is easier and more reliable than evaluating the unknown preferences of users. But recent research by Koren and Sill [2011] showed that there is other less intuitive but more principled ways of using ratings in recommender systems.
Following this review of the literature on using explicit user feedback in recommender systems, we now discuss the key points in applying implicit user feedback in recommender systems.
IMPLICIT USER FEEDBACK IN RECOMMENDER SYSTEMS
Although widely available and seamlessly collected in recommender systems research, implicit feedback is considered secondary to explicit user feedback in such research. The recommender systems literature is focused on explicit user feedback rather than implicit user feedback [Hu et al. 2008] . However, Adomavicius and Tuzhilin [2005] argued that future recommender systems will need to be less intrusive, thus relying more on implicit user feedback to provide recommendations. Implicit user feedback is based on observable behaviors exhibited by a user. Nichols [1997] first surveyed a list of useful behaviors. Later, Oard [1998] extended this list, building a framework to categorize these behaviors into three sets, namely examination, retention and reference. Finally, Oard and added a further refinement by adding annotation as an additional category and breaking down these observable behaviors based on the scale at which the observations were made, as shown in Table I . Detailed explanations and justifications of these behaviors are available in Oard and .
The addition of the Annotate category can be seen as a way of unifying explicit user feedback and implicit user feedback onto the same framework, as the Rate and Publish behaviors are associated with explicit user feedback . This is useful because it provides a means of discussing all categories of user feedback in recommender systems by using a single theme of observable behaviors. Based on this approach, we introduced the "scale" variable in line with our feedback unification paradigm.
There are a number of studies within the recommender systems literature that looked at the observable behaviors relating to user preference. Konstan et al. [1997] , who Organize implemented and evaluated a collaborative filtering system applied to Usenet news, found that the time spent reading (implicit user feedback) was correlated with rating (explicit user feedback), where the greater the time spent reading meant the higher the ratings. The authors claimed that predictions made using such implicit user feedback were as accurate as predictions made using explicit user feedback. Unfortunately, they did not provide any quantitative measure to justify their claim. The researchers also found that implicit user feedback could be part of a solution to the "early adopter problem," which meant that users need to rate articles to see the benefit of the system and that only a few articles would get ratings in the beginning, making predictions available for only a few articles. This line of research requires further investigation. Claypool et al. [2001] have found that the time spent on a Web page ("examine" behavior) is a statistical indicator of interest and was linearly proportional to explicit rating of interest. Their research also found that scrolling was useful as an indicator of interest but that it did have a linear proportional relationship with interest, whereas mouse clicks were found not to be an indicator of interest. This research by Claypool et al. [2001] is often quoted in the recommender systems literature. However, it is important to analyze the research in context. The experiments from this research were carried out using a special browser that measured several user behaviors on the client side, whereas most of the recommender systems had been implemented on the server side. In terms of coverage, implicit interest indicators based on reading time had less coverage (70%) on the server side than on the client side (100%), which in turn had more coverage than the explicit interest indicators (only 80% of Web pages). Implicit interest indicators on the server side have less coverage than on the client side, because on the server side, reading time can only be computed within a session using the access time for consecutive pairs of Web pages, making it impossible to compute the reading time for the last page. The researchers assumed that explicit interest indicators are 100% accurate; based on this assumption, they calculated the client-side implicit interest indicators to be 70% accurate. Hence, combining the two metrics of accuracy and coverage, explicit interest indicators had 80% accurate coverage, clientside implicit interest indicators had 70% accurate coverage, and server-side implicit interest indicators had 50% accurate coverage.
As the researchers pointed out, this experiment was conducted in a controlled environment, whereas in normal conditions, the users would have more distractions, thus possibly making the correlation between time spent on a page and interest less strong. In addition, this research was done in 2001 using Internet Explorer. Since then, there have been new browser features such as tabbed browsing, which makes it even more unreliable to calculate the time spent on a page. Furthermore, another limitation is that the researchers assumed the explicit interest indicator to be 100% accurate, which in turn was used to calculate both the client-side and server-side implicit interest indicators. Thus, the researchers failed to take the user variance of ratings into consideration. For example, although the works done by Cosley et al. [2003] , Hill et al. [1995] , and Amatriain et al. [2009a] were in different domains (rating movies vs. Web pages), they nevertheless showed that explicit user feedback was not 100% accurate. conducted two experiments between reading time and explicit relevance judgments among students who are reading journal articles. They found that the mean reading time generally increases with explicit high relevance. However, it was not a proportional increase: in one experiment, the articles with a "moderate interest" rating had the highest mean reading time, whereas in the other experiment, the articles with "low interest" had the highest rating, followed by the moderate interest rating and high interest rating, respectively. Based on this result, the researchers argued that the reading time was not able to distinguish between degrees of interest while being able to distinguish between relevant and nonrelevant articles (relevant articles had higher mean reading time than nonrelevant articles), suggesting that implicit user feedback like reading time can only be binary. A potential bias in these experiments is that the number of relevant articles to nonrelevant articles was 5:1 rather than 1:1. Another point is that using median rather than the mean time reading may have been a better way of comparing reading time against interest. Claypool et al. [2001] used median reading time because they observed that the outliers make the median a better statistic than the mean.
Applications of Implicit Feedback in Recommendation Algorithms
Although researchers in recommender systems have long been interested in implicit user feedback, there is relatively little published research on implementation and design of algorithms that use implicit user feedback for generating recommendations. This is likely due to the lack of datasets with implicit user feedback. On the other hand, datasets like MovieLens or Netflix have galvanized research on recommender systems that process explicit user feedback. However, recently we have seen several papers that deal with the implementation of recommendation algorithms using implicit user feedback (e.g., namely Gadanho and Lhuillier Rendle et al. [2009] ). To be consistent with the structure of this article, we will only review the papers by Hu et al. [2008] and Rendle et al. [2009] in this section, as they solely process implicit user feedback. We will review the rest of the papers [Gadanho and Lhuillier 2007; Koren 2010; Moling et al. 2012] in Section 6, discussing improvement of user feedbackspecifically, the techniques of improving explicit user feedback by using implicit user feedback in Section 6.5 and improving the uncertainty in implicit user feedback in Section 6.4. Hu et. al. [2008] argued that to use implicit user feedback as user preference in a recommender system, we need to convert the expressed confidence into user preference. The implication is that explicit user feedback quantifies a user's interest in an item, whereas implicit user feedback can only approximate the confidence of the user's interest-that is, explicit and implicit user feedback are not directly comparable. Hu et al. [2008] suggested mapping observable behaviors r ui as an expression of confidence c ui using
This expression is not prescriptive and would most likely depend on the domain and the observed behaviors. Hu et al. [2008] also suggested that a simple strategy of setting a binary user preference could be to set user preference p ui = 1 when observable behaviors r ui > 0 and p ui = 0 otherwise. Other researchers have also suggested using binary user preference values when it comes to implicit feedback Koren 2010] . For example claimed that using reading time as an observable behavior in an implicit user feedback recommender system was not able to go beyond binary user preference. The approach taken by Hu et al. [2008] is to weigh the binary preference by c ui . Hu et al. [2008] evaluated their algorithms using a private dataset that they used for building a TV show recommender system. In their case, expressions of implicit user feedback, r ui , referred to how many times a user watched a particular show. They implemented a latent factor model based on the implicit user preference p ui weighted by the confidence c ui . As baselines, they implemented an item-based neighborhood model and a model based on recommending shows solely based on popularity. Their results showed that latent factor model based on confidence performed better than the baselines. Unfortunately, as their evaluations of performance of the three models used a domain-dependent metric of the ranking of the shows, we cannot generalize these findings. In fact, having a standard metric for comparing the accuracy of predictions across different experiments is still a challenge in the context of recommender systems that process implicit user feedback. Rendle et al. [2009] model item recommendation using implicit user feedback as the prediction of a personalized ranking on a set of items. In fact, modeling item recommendation as personalized ranking has the benefit of opening a gamut of machine learning techniques than can be applied to the problem. Rendle et al. [2009] provided a Bayesian solution to the ranking problem that they called Bayesian personalized ranking (BPR). They apply BPR to two common recommendation algorithms, namely adaptive kNN and matrix factorization. They evaluate their model using a private dataset of Webbased transactions of an online shop and a sample of the Netflix dataset. But as the latter does not contain implicit user feedback, the researchers converted explicit ratings into pseudoimplicit ratings as described in Section 2.2. They used the area under the curve (AUC) as an evaluation metric [Herlocker et al. 2004] . SVD and weighted regularized versions of matrix factorization and cosine-kNN served as baselines. Their evaluation results show that the BPR versions of both matrix factorization and kNN outperformed the other versions.
Summary
In this section, we described how implicit user feedback can be used in recommender systems. However, despite interest in this area, we note that there is paucity in research that implements recommendation algorithms that process implicit user feedback. In the following section, we now discuss the various characteristics of the two forms of user feedback to highlight their key pertinent differences.
CHARACTERISTICS OF USER FEEDBACK IN RECOMMENDER SYSTEMS
It is crucial to identify the characteristics of the two forms of user feedback in recommender systems in order to make the right design choices when having to choose between explicit user feedback and implicit user feedback or both. In addition, Hu et al. [2008] highlighted the fact that it is important to identify the unique characteristics of implicit user feedback that prevent the direct use of recommendation algorithms that have been designed for explicit user feedback.
To help us discuss these two forms of user feedback with a view of highlighting the key aspects, in our framework we developed a set of comparison criteria for implicit and explicit feedback as listed in Table II .
Cognitive Effort: Acquiring implicit user feedback is seamless, whereas explicit user feedback requires some cognitive effort [Gadanho and Lhuillier 2007] . This is one of the reasons only a small percentage of users contribute explicit user feedback. However, the motivations to explain why users provide explicit user feedback are complex. In a study of MovieLens users, Harper et al. [2005] found that users rate movies for a variety of reasons, namely to make a list for themselves, to influence others, for their enjoyment of the activity, or because they think that it improves their recommendations. Improving our understanding of the explicit behavior of users in recommender systems can help us improve recommendations.
User Model: As we mentioned in Section 2, we employed a simple user model without contextual factors. In this case, we highlight only one aspect of the user model, namely how we represent user feedback in the recommender system. Hu et al. [2008] argued that the numerical values of explicit user feedback denote user preference, whereas numerical values of implicit user feedback denote confidence. In the case of explicit user feedback, converting ratings as numerical values of user preference is intuitive, albeit with some information loss as Koren and Sill [2011] argued. In the case of implicit user feedback, the recommender system must interpret observable behaviors. The school of thought adopted by Hu et al. [2008] is that there are many reasons a user may behave in a particular way. However, recent work by and modeled implicit feedback as explicit user ratings (i.e., user preferences) using linear regression and ordinal regression. This provides a counterargument to the view of implicit feedback by Hu et al. [2008] . Another school of thought is that preference is complex and converting user preference to a numerical value is nontrivial [Lichtenstein and Slovic 2006] . There is substantial literature in psychology on the notion of preference. According to one school of thought, users do not really know what they prefer; instead, they construct their preferences as the situation evolves [Lichtenstein and Slovic 2006] .
Scale of Measurement:
Explicit feedback is usually expressed as ratings (e.g., Likert scale) that have an ordinal scale [Field and Hole 2003 ]. Implicit feedback is typically measured as some form of counting of repeatable behaviors. For example, in a music recommender system, implicit user feedback could be the number of times that a track was played. Thus, typically implicit user feedback will have a ratio scale of measurement. This makes it difficult to include explicit and implicit feedback in the same user model . Furthermore, having different scales of measurement makes it impossible to compare explicit and implicit feedback. For example, given the option, should we choose explicit feedback or implicit feedback when building a recommender system? Recent work by Kluver et al. [2012] has addressed this problem. Their information theoretic model can be used to compare different scales of measurement, as it uses the same scale to measure explicit and implicit feedback, namely the preference information in ratings and their predictions. Domain Relevance: Interpretation of explicit user feedback is irrelevant to the domain under study, whereas domain knowledge is essential to interpret implicit user feedback.
Sensitivity to Noise: Intuitively, by its nature, implicit user feedback is sensitive to noise [Gadanho and Lhuillier 2007] . Noise in implicit user feedback may be caused by the user, the model used for inferring the user preference, and the system noise, which includes noise generated by the tools used for capturing the user feedback. Amatriain et al. [2009a] have shown that explicit user feedback is also sensitive to noise. In the latter case, noise in explicit user feedback is caused by the user and the system. Polarity: Explicit user feedback can be positive and negative, whereas implicit user feedback can only be positive [Hu et al. 2008] . In explicit user feedback, users can express what they like and don't like. In implicit user feedback, the recommender system can only infer what the users may like. For example, in a music recommender system, the latter may deduce the user preference based on the number of times a track is played. But it is impossible for the recommender system to deduce the reasons for not playing a track-the user may not like the track or may not be aware of the track. Hu et al. [2008] argue that using implicit user feedback without accounting for the missing negative user feedback will misrepresent the user profile.
Range of Users:
In explicit user feedback, only a subset of the users of a recommender system expresses user feedback, whereas in implicit user feedback, all users express user feedback. Thus, expressions of implicit user feedback are likely to have less data sparsity than explicit user feedback.
User Transparency: Explicit user feedback is transparent to the user, which has its advantages and disadvantages. The user knows that user feedback may change recommendations, thus providing reasons for providing user feedback. On the other hand, the user may also manipulate the user feedback such that it alters the recommendations [Herlocker et al. 2004] . In contrast, in implicit user feedback, the user may not know which observable behavior leads to recommendations. This makes recommender systems less likely to be manipulated, but at the same time, makes it difficult to explain the recommendations to users.
Bias: Explicit user feedback may be biased toward users who are more expressive than others. The Harper et al. [2005] study of MovieLens users who rate movies found that a disproportionate number of power users contribute ratings. Hence, a recommender system based solely on explicit user feedback may be biased toward a particular subset of users.
Importantly, we described earlier that explicit user feedback and implicit user feedback have different properties. But there is no common scale to compare these two forms of user feedback, which gives rise to this open question: which is the better form of user feedback? Intuitively, there is the notion of uncertainty associated with implicit user feedback. This is reflected in the paper by Hu et al. [2008] , where the view was taken that explicit user feedback refers to user preference, whereas implicit user feedback refers to the confidence in that user preference. On the other hand, Cosley et al. [2003] , Hill et al. [1995] , and Amatriain et al. [2009a] have shown that explicit user feedback has a degree of uncertainty as well. Other researchers have suggested that in certain systems, implicit user feedback can be more reliable than explicit user feedback [Gadanho and Lhuillier 2007] . Schafer et al. [2007] suggested that implicit user feedback may be more accurate than explicit user feedback in representing the user preference in a music recommender system, although they did not substantiate this claim. Furthermore, when considering the fact that these different properties of explicit and implicit user feedback have a bearing on the performance of the recommender system, a proper design choice between explicit and implicit user feedback is possible only if these two forms of feedback are evaluated within a single framework. Obviously, the inherent assumption in this discussion is that the choice of user feedback in a recommender system is a design choice rather than fixed.
TECHNIQUES FOR IMPROVING USER FEEDBACK IN RECOMMENDER SYSTEMS
User feedback constitutes the key input in the user model. Improvements in user feedback imply a better fidelity of the user model and hence better performance of the recommender systems. For example, Amatriain et al. [2009b] have shown that removing noise in 20% of ratings improves the RMSE by more than 5%. In the following sections, we give an overview and comparison of such state-of-the-art techniques. These include reducing the noise in the ratings, using the variance of the ratings, aggregating the ratings from different sources, accounting for the uncertainty in implicit feedback, and combining explicit and implicit user feedback. Note that these techniques are not just about increasing the willingness of users to provide user feedback or the quantity of user feedback available. Instead, they are primarily about increasing the quality of data available.
Reducing Noise in Rating Data
Noise in a recommender system is divided into natural noise, which refers to noise that the recommender system encounters in the process of collecting, or inferring user preferences and malicious noise, which refers to noise being deliberately inserted into the recommender system [O'Mahony et al. 2006] . In this article, we limit our discussions to natural noise. Explicit and implicit user feedback are inevitably open to natural noise. O'Mahony et al. [2006] detected and eliminated such natural noise in recommender systems by defining a threshold th within which normalized predicted ratings are allowed to vary from the normalized actual ratings. They carried out experiments to remove noise in the MovieLens and EachMovie datasets, showing that at certain threshold values, discarding those ratings above the threshold value from the recommendation process increased accuracy, albeit at reduced coverage. However, there are two shortcomings to this research. First, experiments lacked a baseline to compare the effect of removal ratings on the accuracy of predictions. A useful baseline could have been randomly removing certain proportions of the ratings. Second, the authors did not explain how they will compute the threshold value th. A possible solution could be to minimize a cost function of th over the prediction accuracy. Amatriain et al. [2009b] studied a novel algorithm for removing natural noise in the ratings of movies by re-rating (a process the researchers called denoising). In their experiments, they asked users to rate the same movies randomly chosen from the Netflix dataset at three different points in time and different order of movies, hence constituting three datasets. They computed the performance of the three recommendation algorithms (user-based kNN, item-based kNN, and SVD). Their results showed that all three algorithms are affected by natural noise. To denoise the ratings, they computed the agreement between ratings from the three datasets. Denoising was carried out in two steps: first, they denoised the ratings from the first dataset using ratings from the second dataset (they called this one-source re-rating); second, they denoised the ratings a second time using ratings from the third dataset (called two-source rerating). Accuracy improved by more than 11% by denoising using one-source re-rating and by up to 14.1% using two-source re-rating. They also studied three types of partial denoising of rating data, namely random denoising (improvement of 5% in accuracy over 75% of original ratings using one-source re-rating), data-dependent denoising (removing extreme ratings brought 5% accuracy gain over less than 25% of the original ratings using one-source re-rating), and user-based denoising (removing most inconsistent users brought 5% accuracy gain over 10% of original ratings by 30% of users). User-dependent denoising strategy had the highest performance. In addition, onesource re-rating seems similar in performance to partial denoising. The researchers also calculated that re-rating is a more efficient way of improving the performance of a recommender system than eliciting a new rating. Their results showed that in datadependent denoising, re-rating contributes 10 times more than a new rating in terms of the improvement of the performance of a recommender system using their denoising algorithm. However, the shortcoming of this solution is that re-rating is not practical. Rating is a very prohibitive process for the user in terms of effort, and thus users have a high inertia to providing ratings. Thus, even with a partial denoising strategy, it may be difficult to get users to re-rate items (i.e., one-source re-rating). Thus, we propose a more practical solution, which is to use implicit user feedback to denoise explicit user feedback.
Rating Variance
Another technique for improving the performance of recommender systems uses the natural variance in human behavior and activity. There are two forms of variances in ratings, namely user rating variance and item rating variance. User rating variance refers to the variance of ratings given by a user u ∈ U for a set of items I u ⊆ I, whereas item rating variance refers to the variance of ratings given by a set of users U i ⊆ U for an item i ∈ I. Amatriain et al. [2009b] , discussed in the previous section, deals with user rating variance. Kwon [2008] showed that the accuracy of recommendation algorithms decreases as item rating variance increases. Item rating variance affects the recommendation process irrespective of the recommender system algorithm used just as user rating variance, as shown by Amatriain et al. [2009b] . As Kwon [2008] argued, using ratings with small item rating variance will improve the accuracy of recommender systems. Kwon's novel variation on the standard top-N algorithm [Deshpande and Karypis 2004] , which can be abstracted as filtering and ranking processes, is based on three approaches to alter the recommendation set. First, by changing the filtering process (subtracting a portion of the standard deviation of item rating from all item ratings); second, by altering the ranking process (subtracting a portion of standard deviation from the predicted ratings after they were filtered in the standard way); or finally, changing both processes (both filtering and ranking is adjusted by subtracting a portion of the standard deviation of item rating). The evaluation was done on metrics of diversity and accuracy [Herlocker et al. 2004] . In empirical results, Kwon [2008] shows that the combined approach had the highest accuracy at the expense of diversity, the ranking approach had the highest diversity, and the filtering approach was more accurate than the ranking approach. Kwon [2008] also showed that the impact of the variation on the algorithm depended on the recommendation algorithm used. In addition, Kwon [2008] experimented with the proportion of the standard deviation applied to the adjusted ratings and found that accuracy increases and diversity decreases with increasing proportion of the standard deviation. The adjusted filtering approach is the least dependent on the proportion of standard deviation used, whereas the combined approach had the highest dependency.
One shortcoming of this study is that Kwon [2008] did not measure the coverage, making it impossible to objectively analyze the benefit of improved accuracy for the recommender system. Using a similar item rating variance approach, Adomavicius and Kwon [2008] were able to show that they can improve both accuracy and diversity in traditional neighborhood-based collaborative filtering recommender systems. 
Aggregate Rating
Traditional recommender systems estimate unknown ratings from known ratings using techniques such as user-based collaborative filtering [Adomavicius and Tuzhilin 2005] . Umyarov and Tuzhilin [2009] proposed a novel way of enhancing the estimator of an unknown rating by using an external source to provide an optimal linear combination of aggregate average rating and aggregate rating variance, thus called the aggregate estimator with the individual estimator. They referred to this as the hierarchical linear regression (HR) model. HR estimates the rating of user u for item i according to Equation (5): ) are known, whereas a 0 , a i , β 0 , β 1 , γ 0 , and γ 1 are unknown and must be estimated from the training sample as described by Umyarov and Tuzhilin [2009] . In fact, as the HR model represents special cases of the classical recommendation algorithm, Umyarov and Tuzhilin [2009] empirically evaluated several cases using the MovieLens dataset and samples of the Netflix dataset to empirically validate their theoretical findings with the mean square error (MSE) accuracy metric. As the external of source of aggregate information, they used the Internet Movie Database [IMDB.com Inc. 1990] . They found that across all of their datasets, the MSE decreased as the number of aggregate ratings added to the recommender system increased. This demonstrated that using aggregate rating in a recommender system can potentially improve its performance. However, their findings cannot be generalized, especially given the surprising result showing that using just the aggregate ratings for prediction outperformed classical recommendation algorithms. This meant that predicting an unknown rating is better done using the mean rating provided by an external source than by using a recommender system. Amatriain et al. [2009b] , which we reviewed earlier, showed that classical recommendation algorithms outperformed item average in both intra-and inter-dataset tests. The surprising result obtained by Umyarov and Tuzhilin [2009] may be limited to the movie domain; Herlocker et al. [2004] explained that uniqueness of a dataset can affect the recommender system algorithm. Another interesting finding from the research by Umyarov and Tuzhilin [2009] is that the variance of the aggregate rating did not have an impact as aggregate information. Thus, using only aggregate mean rating was sufficient to improve performance of predicting unknown ratings compared to the traditional recommendation algorithms. Although there are preceding variations on this problem, namely Umyarov and Tuzhilin [2007] and Umyarov and Tuzhilin [2008] , the work by Umyarov and Tuzhilin [2009] has presented a generic HR model that is applicable without constraints.
Uncertainty in Implicit User Feedback
Gadanho and Lhuillier [2007] investigated uncertainly in implicit user feedback in the recommender system domain. In contrast to the work by Amatriain et al. [2009a] on explicit ratings, Gadanho and Lhuillier [2007] did not characterize the uncertainty. They empirically measured the performances of a content-based recommender system algorithm, namely the naïve Bayes classifier. Their evaluations were carried out using implicit and explicit user feedback collected from a recommender system for TV programs. Gadanho and Lhuillier [2007] dealt with the uncertainty of user preference using three approaches. The first approach classified programs that are watched for more than 50% of their duration as matching the user preference and classified them nonmatching otherwise (called neutral classification). The second approach follows the same classification rule as the first approach, except it uses the weighting function f (w) = cos( wπ 100 ) 2 , where w is the percentage of the program watched, as a means of providing a measure of confidence in the user preference. The final approach is the most brutal, as it classified programs watched for a duration of 90% or higher as matching the user preference and as nonmatching otherwise. A distribution of the percentage of the duration watched showed that those two extremes had the highest proportion of user sessions. However, about half of user sessions fell into the 10% to 90% duration. Thus, this approach classified only the behavior that is the most likely to infer user preference and ignores the ambiguous behaviors. The metrics for evaluation included prediction accuracy, Breese score, precision, and recall [Herlocker et al. 2004] . Gadanho and Lhuillier [2007] evaluated their recommender system by dividing the dataset into 26-week periods, with the recommender system trained iteratively and cumulatively for 1 week, then tested on the following week, with results being averaged over the 26-week period. The results showed similar performances for each approach in terms of accuracy, Breese score, and precision; they were also better than the 'random' recommender system that was used as a baseline. Their results proved inconclusive in terms of determining which is better: the weighting approach or the high-confidence approach. But both were better than the neutral classification. One of the shortcomings of this study is the evaluation; the assumptions used to test the recommendations (i.e., the classification rules and weighting function) were the same ones for inferring user preference. It would have been better to evaluate the recommendations against explicit user preferences. Furthermore, considering that they did not use the coverage metric, the improvement in accuracy cannot objectively be analyzed.
Combining Implicit User Feedback with Explicit User Feedback
Just like research to unify collaborative and content-based filtering for improved performance [Basilico and Hofmann 2004] , unification of explicit and implicit feedback seems a natural step. Gadanho and Lhuillier [2007] and Bell and Koren [2007] have suggested that combining the two forms of feedback would yield the best performance out of recommender systems. In fact, Koren [2010] has shown that using both explicit and implicit user feedback together provides better performance than explicit user feedback on its own. Nevertheless, until recently, there has been a paucity of research examining the unification of the two forms of user feedback into a single framework for modeling user preferences in recommender systems. The key literature on combining explicit and implicit user feedback in the recommender systems include Claypool et al. [2001] (see Section 4), Koren [2010] , , , , and Moling et al. [2012] . Koren [2010] has shown that is possible to get better performance compared to solely using explicit user feedback just by using binary implicit user feedback data. For his evaluations, he used the pseudo-implicit user feedback in the Netflix dataset (see Section 2.2). Koren [2010] admitted that such implicit user feedback was not rich but found that nevertheless incorporating this simple implicit user feedback increases the prediction accuracy. Koren [2010] introduced a new neighbor model:
wherê r ui is the predicted value of the unknown rating r ui , b ui is the baseline estimate of the unknown rating r ui , w ij is the weight from j to i, representing offsets to the baseline estimates and r uj − b uj viewed as coefficients to these offsets, and R(u) contains all items for which ratings by u are available.
To add implicit user feedback, the equation is modified as follows:
where N(u) contains all items for which u has implicit rating, and c ij is the weight from j to i, representing offsets to the baseline estimate due to the implicit user feedback by u to j. Koren [2010] expanded this rating prediction model to include item effects, user effects, normalized the sums in the model, and controlled the normalization using coefficients. When evaluated on the Netflix dataset, the model performed better than a model without implicit user feedback. However, the lack of richness of the implicit data limits the generalization of this very interesting result, as richer implicit user feedback data might also have more noise than the binary data used by Koren [2010] . built a user model of explicit and implicit feedback using the matrix factorization method as used in Hu et al. [2008] and Koren [2010] . They highlighted two issues, namely that the expressions of explicit user feedback and implicit user feedback have different numerical scales and that their accuracies vary significantly.
To address these problems, they normalized expressions of both forms of user feedback onto a common scale from 0 to 1 and assigned weights to show the difference in the importance between the two forms of user feedback. Results obtained by showed that the performance of their model against the baselines depended on the evaluation metrics used and were able to confirm the results obtained by Koren [2010] . have investigated the relationship between explicit and implicit user feedback. They used implicit user feedback data from Last.fm, namely the number of times an album is played (the playcount) [Herrada 2009b; Jawaheer et al. 2010a] . For the explicit user feedback data, they asked users from which they had the implicit user feedback to rate the albums they listened to. Their objective was to build a model for mapping the implicit user feedback into explicit ratings that could then be used in traditional recommendation algorithms. found that there is a correlation between implicit user feedback and explicit user feedback, with higher playcounts corresponding to higher ratings and that the recentness of the act of listening to an album affects its ratings, and with albums listened more recently tending to have more positive than negative ratings. To find which was the best model for mapping implicit user feedback (the independent variable) into explicit ratings (the dependent variable), they built several models (such as a model solely using playcount or a model using playcount and recentness. Implicit user feedback (i.e., playcount) was always the common denominator in all models. They found that all models can explain the variance in the data. As for predictive power, they found their results inconclusive, although results showed that all models performed better than the user average baseline with implicit user feedback. improved their model of mapping implicit to explicit user feedback by substituting linear regression with ordinal logistic regression due to the shortcomings of linear regression, mainly because linear regression will produce values as interval data, whereas explicit ratings are ordinal data. However, Parra et al. [2011] did not provide any comparison data between the two models for mapping implicit user feedback onto explicit user feedback because they used different metrics for evaluating their models. Clearly, further work needs to be done in this area of modeling implicit user feedback as explicit user feedback. Another point about the research by and is that there is the possibility of equipment bias in their experiments. They used different interfaces to obtain the explicit and implicit user feedback data (implicit user feedback was obtained from Last.fm, and explicit user feedback was from a user experiment) and in possibly different contexts (e.g., the user experiment was designed solely for eliciting explicit user feedback, and the psyche of the user participating in a user experiment is likely to be different from that when a user is listening to music outside of the lab). Moling et al. [2012] combined explicit feedback and implicit feedback in an experiment of a client-side recommender system for listening to Internet radio channels (each channel represented a particular genre). For the experiment, the researchers ripped 24 hours of music for each channel (a total of 3,637 music tracks). In their system, explicit feedback is collected through the user specifying which genres of music he likes (expressed in terms of percentage), whereas implicit feedback is collected through the system recording the proportion of the length of the track in the recommended radio channel that the user listened to. A user can only request to change the track that he is listening to, and the system recommends a channel based on his explicit feedback and implicit feedback. The researchers modeled the recommendation task as a Markov decision problem that is solved using reinforcement learning. The system was evaluated by two groups of users (a total of 70 users) experimenting with two solutions. In the first solution, which was the baseline, the system recommended channels solely on probability distribution of explicit genre preferences of the user. In the second solution, the system recommended channels using the explicit genre preferences as well as the implicit feedback (proportion of the track that the user listened to). Statistically significant results showed that there was a 4.76% improvement in the average length of time a user would listen to a track and a 20% improvement in overall use of the system. The researchers also surveyed the participants in the experiment after being exposed to each solution. When questioned whether the system switched the played channel at the right time, the results showed that the improvements were not statistically significant.
Discussions of the Improvement Techniques Surveyed
In this section, we set up some evaluation criteria and recommender systems' properties to compare the improvement methods and discuss implications for further research.
The metrics used for evaluations such as RMSE, normalized mean absolute error (NMAE), MSE, normalized discounted cumulative gain (NDCG), mean average precision (MAP), coverage, diversity, Breese score, precision, and recall are commonly used in the field. We point readers to Herlocker et al. [2004] for the definitions and references.
The first observation we make is that we are not able to generalize the results of these techniques, as most of them have been evaluated solely on the movie domain. In fact, this criticism can be leveled at most of the published research in the recommender system field. Hence, there is a need for other rich datasets in other domains. On the other hand, using same datasets allows comparative studies. But in this case, we cannot compare the results of the different improvement techniques. Although most of the datasets come from the movie domain, the researchers used different subsets of the dataset [Amatriain et al. 2009b; Umyarov and Tuzhilin 2009 ], different parameters, or different experimental designs [Amatriain et al. 2009b; Koren 2010] .
Another observation is that very often researchers tend to favor accuracy metrics over other metrics. In several cases, the accuracy metrics could not be used to objectively analyze the performance of the recommender system. This criticism applies to papers where performance of the recommender system was due to discarding ratings, and the absence of the coverage metric made it impossible for us to assess the accuracy improvement compared to the utility of the recommender system.
We also note that all evaluations were offline. Hence, these papers could not assess the impact of the improvement techniques on measures like user satisfaction or quality of recommendations.
A final observation is that matrix factorization seems to be the preferred choice of researchers when combining explicit feedback and implicit feedback. Modeling recommender systems as a matrix factorization problem has several benefits, such as superior performance than classic nearest neighbor. Furthermore, matrix factorization model can be extended to cater for implicit feedback, temporal effects, confidence intervals [Koren et al. 2009] , and other special characteristics of the data such as item or user bias [Weimer et al. 2008] . Whereas traditional recommendation algorithms struggle with large datasets and sparse explicit feedback, algorithms based on matrix factorization scale linearly and perform well on sparse datasets [Salakhutdinov and Mnih 2008] .
Having discussed the different forms of user feedback and the state-of-art-techniques for improving user feedback in recommender systems, in the next section we discuss some of the challenges when employing user feedback in recommender systems.
Dynamic Nature of User Feedback
The rating interfaces in recommender systems assume that ratings are static. For example, none of the current interfaces for capturing explicit user feedback in recommender systems allows the user to change his or her ratings. But a user's preference is dynamic, temporal, and contextual in nature. In the implicit feedback domain, researchers have shown that taking into account the temporal properties of datasets lead to improvements in rating prediction and ranking [Yang et al. 2012] . Hence, analyzing the contextual nature of user feedback shows promise of performance improvement. This is an area that is being studied in context-aware recommender systems [Ricci et al. 2010; Adomavicius et al. 2011 ].
Combining Explicit and Implicit User Feedback into a Single User Model for
Recommender Systems
In Section 6.5, we reviewed research that combines explicit and implicit user feedback. There is evidence that performance of recommender systems will improve if we use a combination of explicit and implicit user feedback [Bell and Koren 2007; Koren 2010] . However, more needs to be done in this area. For example, several of the traditional and popular recommendation algorithms, like collaborative filtering using the neighborhood model, have not been adapted for using a combination of explicit and implicit user feedback. Up to now, the algorithms amenable to the combination of explicit and implicit user feedback in recommendations included matrix factorization, linear, and logistic regression [Koren 2010; ].
Evaluation
Evaluation of recommender systems is a subject of enormous interest within the research community, as it is still an open question. Herlocker et al. [2004] have extensively reviewed the literature on the evaluation of recommender systems. Offline evaluations are useful for assessing accuracy of recommendations. They have the advantage of providing quick, repeatable, and cheap evaluations on large datasets. However, the lack of richness (implicit user feedback) and diversification in datasets limits the generalization of results and consequent comparisons. In addition, Herlocker et al. [2004] found that in offline evaluations, one can fine-tune the parameters of the recommendation algorithms according to the dataset such that results are artificially positive. Furthermore, offline evaluations cannot assess less tangible attributes of recommendations such as the usefulness, satisfaction, or quality of recommendations [Herlocker et al. 2004] . The alternative to offline evaluation is conducting live user experiments [Herlocker et al. 2004 ] for a more holistic approach to evaluation where those less tangible yet important features are assessed. However, live evaluations of recommender systems, although highly desirable, are rare, as they are costly and lengthy, and so are virtually nonexistent. This is an important direction for future research. However, it is paramount to draw lessons from body of research from other domains experimenting with evaluation with real-world users and systems and additional challenges identified for collecting user feedback First, users often perceive their online behaviors and preferences differently from their actual behaviors Roy et al. 2010] . Additionally, live user experiments, especially in the case of a prototype or research project, often suffer from unpolished user interfaces and the propensity of bugs, which affects the user experience and hence the outcome of the evaluation [Oliver et al. 2009] .
It is even more challenging to evaluate recommender systems that process implicit user feedback. For example, in contrast to explicit user feedback, where RMSE is quite commonly used in the literature, there is no standard metric for measuring the performance of recommender systems processing implicit user feedback. This makes it difficult to compare the performances of such recommender systems. Given the seamless collection of implicit user feedback, there is a need to research the evaluation of recommender systems that process implicit user feedback.
CONCLUSION
In this article, we presented a classification framework for comparing explicit and implicit user feedback in recommender systems based on a set of distinct properties. These include cognitive effort, user model, scale of measurement, domain relevance, sensitivity to noise, polarity, range of users, user transparency, and bias. This enabled us to classify recommender systems utilizing user feedback and highlight projects that addressed the use of explicit and implicit user feedback in recommender systems as key mechanisms for modeling user preferences in items. We identified avenues for future research, including the need to combine these two forms of feedback in a single framework, as they are not readily comparable at this time. The limited approaches and datasets currently available are subject to noise, uncertainty, and human natural variance in preferences. But little research in recommender systems has accounted for these. Furthermore, we outlined how improvements in recommender systems performance can be achieved more efficiently. In particular, we identified several research challenges lying ahead, such as a unified user model combining explicit and implicit user feedback in the same user model. Further, we also identified that, more importantly, novel approaches are required to assess less tangible features about recommendations through live and holistic evaluations. This article highlights the challenges for future research with focus given to key aspects such as the user model for recommender systems.
