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1. Introduction
LetG = (V, E)be a simple graphwith vertex setV = {v1, v2, . . . , vn} andedge set E. Letd(vi)denote
the degree of the vertex vi ∈ V(G)(i = 1, 2, . . . , n), and D = D(G) = diag(d(v1), d(v2), . . . , d(vn)) be
the diagonal matrix of vertex degrees. The Laplacian matrix L(G) = D(G) − A(G) is the difference of
D(G) and the adjacency matrix A(G). It is well known that L(G) is a positive semideﬁnite symmetric
matrix with the smallest eigenvalue 0 and the corresponding eigenvector is the column vector of all
ones, which is denoted by e. Fiedler [1] showed that the second smallest eigenvalue of L(G) is 0 if
and only if G is disconnected. Thus the second smallest eigenvalue of L(G) is popularly known as the
algebraic connectivity of G and is usually denoted by α(G). Let |V(G)| denote the number of vertices
of G.
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Fig. 1. Separating a cut edge uv.
Fig. 2. Grafting an edge.
Let Y ∈ Rn be a column vector. It will be convenient to associate with Y a labelling of G in which
vertex v is labelled Y(v). Such labelling are sometimes called valuations of the vertices of G [2]. If X is
a unit eigenvector of G corresponding α(G), we commonly call it a “Fiedler vector” of G. It is obvious
that XTe = 0 and
α(G) = XTL(G)X = ∑
vivj∈E
(X(vi) − X(vj))2 = min
Y∈Rn\{0}
YT e=0
YTL(G)Y
YTY
.
Thealgebraic connectivity andFiedler vectors of graphshavebeenwell studied;we refer the readers
to [1,3–9,11] for references on these topics. How the algebraic connectivity behaves under some kind
of graph perturbation was also considered (see [10–13]). Recently, Patra and Lal [15] investigated the
effect on the algebraic connectivity of a tree by grafting or collapsing of edges. In this paper,we consider
how the algebraic connectivity behaves when the graph is perturbed by the following two operations
of graphs. Our results are generalization of theirs.
Separating an edge: Let e = uv be an edge of a graph G. By G′ we denote the graph obtained from G
by contracting the edge e into a new vertex ue, which becomes adjacent to all the former neighbours
of u and of v, and adding a new pendent edge ueve, where ve is a new pendent vertex. We say that G
′
is obtained from G by separating an edge uv (see Fig. 1).
Grafting an edge: Let v be a vertex of a graphG and suppose that two newpaths P : vvkvk−1 · · · v2v1
andQ : vulul−1 · · · u2u1 of length k, l (k, l 1) are attached toG at v, respectively, to form a new graph
Gk,l shown in Fig. 2. Let Gk+1,l−1 = Gk,l − u1u2 + v1u1. We say that Gk+1,l−1 is obtained from Gk,l by
grafting an edge (see Fig. 2).
2. Preliminary results
The following inequalities are known as Cauchy’s inequalities and thewhole theorem is also known
as interlacing theorem.
Lemma2.1 ([16]). LetAbeaHermitianmatrixwitheigenvaluesλ1  λ2  · · · λn andBbeaprincipal sub-
matrix of orderm; let B have eigenvaluesμ1 μ2  · · ·μm. Then the inequalitiesλn−m+i μi  λi (i =
1, 2, . . . , m) hold.
Lemma 2.2 ([5]). Let G = (V, E) be a connected graph, X a Fiedler vector. Let v be a cut vertex of G, and
G0, G1, . . . , Gr be all components of the graph obtained from G by removing the vertex v and all adjacent
edges. If X(v) > 0, then exactly one of the components Gi contains a vertex negatively valuated in X. For
all vertices vj in the remaining components X(vj) > X(v).
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We denote by τ(B) the smallest eigenvalue of a real symmetric matrix B. The next result gives a
relation between the algebraic connectivity and someprincipal submatrices of L(G)which is attributed
to Bapat and Pati [4].
Lemma 2.3. Let G be a connected graph. LetW be a set of vertices of G such that G − W is disconnected. Let
G1, G2 be two components of G − W and let L1 and L2 be the principal submatrices of L(G) corresponding to
G1 andG2, respectively. Suppose thatτ(L1) τ(L2).Theneitherτ(L2) > α(G)orτ(L1) = τ(L2) = α(G).
3. The algebraic connectivity of a graph under separating an edge
Lemma 3.1 ([14]). Let G be a connected graph with a cutpoint v. Then α(G) 1, the equality holds if and
only if v is adjacent to every vertex of G.
Theorem 3.2. Let e = uvbeacut edgeof the connectedgraphGandsupposeG − uv = G1 ∪ G2, |V(Gi)| =
ni  2, (i = 1, 2), u ∈ V(G1), v ∈ V(G2). Let G′ be the graph obtained from G by separating the edge uv.
Then we have α(G′)α(G), and the inequality is strict if X(ve) /= 0, where X is a Fiedler vector of G′
corresponding to α(G′).
Proof. If α(G′) 1, the result is obvious from Lemma 3.1. Now we suppose that α(G′) < 1. Note that
−X is also a Fiedler vector of G′. We can assume that X(ve) 0. From L(G′)X = α(G′)X , we have
(1 − α(G′))X(ve) = X(ue). If X(ve) > 0, then X(ve) > X(ue) > 0. From Lemma 2.2, we have either∑
w∈V(G2)
w /=ue
X(w) > 0or
∑
w∈V(G1)
w /=ue
X(w) > 0.Without lossofgenerality,weassumethat
∑
w∈V(G2)
w /=ue
X(w) >
0. Construct the valuation Z of G such that⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Z(u) = X(ue) − n2−1n (X(ve) − X(ue));
Z(v) = X(ve) − n2−1n (X(ve) − X(ue));
Z(w) = X(w) − n2−1
n
(X(ve) − X(ue)), w ∈ V(G1), w /= u;
Z(w) = X(w) + (n1+1)
n
(X(ve) − X(ue)), w ∈ V(G2), w /= v.
It is easy to see that ZTe = 0, ZT L(G)Z = XTL(G′)X = α(G′), and
ZTZ  1 + 2(X(ve) − X(ue))
∑
w∈V(G2)
w /=ue
X(w) > 1.
Thus, we have α(G′) = XTL(G′)X > ZT L(G)Z
ZT Z
α(G). If X(ve) = 0, then it is easy to see that ZTZ  1.
Thus we have α(G′)α(G). 
Remark 1. The following example indicates that the condition “uv is a cut edge" in Theorem 3.2 is
necessary: Let G′ be the graph obtained from a cycle C3 by attaching a new pendent edge at some
vertex. It is easy to see that G′ can also be obtained from C4 by the operation of Theorem 3.2. However,
by a simple calculation, we have
α(G′) = 1 < 2 = α(C4).
Remark 2. Just as the referee point out that the main inequality of Theorem 3.2 can be also obtained
using Theorems 2.4 and 2.5 of [11]. In order to obtain the strict inequality case, we adopt the present
method.
4. The algebraic connectivity of a graph under grafting an edge
LetBn be thematrix of ordernobtained from L(Pn+1)bydeleting the rowandcolumncorresponding
to some end vertex of Pn+1.
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Lemma 4.1. If k > l 1, then τ(Bl) > τ(Bk). Furthermore, τ(Bk) = α(P2k+1).
Proof. Consider the path P2k+1. From Lemma 2.1, we have τ(Bk) = α(P2k+1). Thus, we have for k >
l 1,
τ(Bk) = α(P2k+1) = 4sin2 π
4k + 2 < 4sin
2 π
4l + 2 = α(P2l+1) = τ(Bl). 
Let (B) = det(xI − B) denote the characteristic polynomial of a square matrix B. In particular, if
B = L(G), we write (L(G)) by (G) or (G; x).
Lemma 4.2. Let f1(x) = 1 − x, fi+1(x) = 2 − x − 1fi(x) , i = 1, 2, . . . Then
(Bn) = (−1)n
n∏
i=1
fi(x).
Proof. We prove the result by induction on n. If n = 1, 2, we have
(B1) = x − 1 = −f1(x)
(B2) =
∣∣∣∣
x − 2 1
1 x − 1
∣∣∣∣ = x2 − 3x + 1 = (−1)2f1(x)f2(x).
The result holds. Suppose that the result holds for any k n − 1. Consider the case for n. It is easy
to see that
Φ(Bn) = (x − 2)(Bn−1) − (Bn−2)
= (−1)n−1(x − 2)
n−1∏
i=1
fi(x) − (−1)n−2
n−2∏
i=1
fi(x)
= (−1)n
n∏
i=1
fi(x). 
Lemma 4.3. Let vk+1vkvk−1 · · · v2v1 be apath of the graphG satisfyingd(v1)=1, d(v2)=· · · = d(vk) =
2, d(vk+1) 1. Suppose λ /= 0 is a Laplacian eigenvalue of G and X is a eigenvector corresponding to λ.
Then we have
X(vi) = f1(λ) · · · fi−1(λ)X(v1)
= X(v1)
i−1∏
j=1
(λj(Bi−1) − λ), i = 2, . . . , k, k + 1,
where λj(Bi−1) denotes the jth largest eigenvalue of Bi−1, (1 j i − 1).
Proof. From (D(G) − A(G))X = λX,we have
⎧⎪⎪⎨
⎪⎪⎩
(1 − λ)X(v1) = X(v2)
(2 − λ)X(v2) = X(v1) + X(v3)· · · · · ·
(2 − λ)X(vk) = X(vk−1) + X(vk+1)
(4.1)
Thus, we have
⎧⎪⎪⎨
⎪⎪⎩
X(v2) = f1(λ)X(v1);
X(v3) = f1(λ)f2(λ)X(v1);· · · · · ·
X(vk+1) = f1(λ) · · · fk(λ)X(v1),
where fi(x), (i = 1, 2, · · · , k) is a function on x deﬁned in Lemma 4.2.
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Furthermore, from Lemma 4.2, we have
X(vi) = X(v1)f1(λ) · · · fi−1(λ)
= X(v1)(−1)i−1(Bi−1; λ)
= X(v1)
i−1∏
j=1
(λj(Bi−1) − λ). 
Now we give the main result of this section which is a generalization of Lemma 2.10 of [12] and
Theorem 2.4 of [15], respectively.
Theorem 4.4. Let G be a connected graph with at least two vertices, and let Gk,l, Gk+1,l−1 (k l 1) be
the graphs deﬁned at Section 1. Let X be a Fiedler vector of Gk,l. Then
α(Gk,l)α(Gk+1,l−1),
and that inequality is strict if either X(v1) /= 0 or X(u1) /= 0.
Proof. Assume that V(G) = {v, w1, . . . , wh}. Then n = |V(Gk,l)| = k + l + h + 1. Let α(Gk,l) = α,
Gk+1,l−1 = Gk,l − u1u2 + v1u1 and Y be a valuation of Gk+1,l−1 such that⎧⎨
⎩
Y(u1) = X(u1) + (n−1)(X(v1)−X(u2))n ;
Y(w) = X(w) − X(v1)−X(u2)
n
, w ∈ V(Gk+1,l−1), w /= u1.
It is easy to see that YTe = 0, XTL(Gk,l)X = YTL(Gk+1,l−1)Y , and
YTY = 1 + 2X(u1)(X(v1) − X(u2)) + n − 1
n
(X(v1) − X(u2))2. (4.2)
Let Z be another valuation of Gk+1,l−1 such that
⎧⎪⎪⎨
⎪⎪⎩
Z(ui) = X(ui−1) − hn (X(ul) − X(v)), i = 1, 2, . . . , l, l + 1;
Z(vi) = X(vi+1) − hn (X(ul) − X(v)), i = 1, . . . , k;
Z(wi) = X(wi) + n−hn (X(ul) − X(v)), i = 1, . . . , h,
where ul+1 = vk+1 = v, u0 = v1.
It is easy to see that ZTe = 0, XTL(Gk,l)X = ZTL(Gk+1,l−1)Z , and
ZTZ = 1 + 2
⎡
⎣
k∑
i=1
X(vi) +
l∑
i=1
X(ui) + X(v)
⎤
⎦ (X(v) − X(ul)) + h(n − h)(X(ul) − X(v))
2
n
.
(4.3)
If X(u1) = 0, then from Lemma 4.3, we have X(u2) = 0. From Eq. (4.2), we have YTY  1, the
inequality is strict if X(v1) /= 0. Thus, we have α(Gk,l)α(Gk+1,l−1), the inequality is strict if X(v1) /=
0. In the following, we assume that X(u1) > 0. We distinguish the following two cases.
Case 1.α < τ(Bk). Since k l,wehave fromLemma4.1 and the assumption thatα < τ(Bk) τ(Bl).
From Lemma 4.3, we have
X(vi) > 0 (1 i k), X(v) > 0 and X(ui) > 0 (1 i l).
From Lemmas 2.2 and 4.3, we conclude that 0 < fi(α) < 1, 1 i k. From Lemma 4.3, X(v) =
f1(α) · · · fk(α)X(v1) = f1(α) · · · fl(α)X(u1). Thus, X(v1) X(u1) > X(u2) > 0. From Eq. (4.2), YTY >
1. So, α > α(Gk+1,l−1).
Case 2.α  τ(Bk). FromLemma2.3,wehaveα  τ(Bl). Thus, FromLemma4.3,wehave ifX(u1) > 0
then X(v) 0. We distinguish the following two subcases:
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Subcase 2.1. X(u1) > 0 and X(v) > 0. From Lemma 4.3 and the assumptionα  τ(Bk), we conclude
that τ(Bk) < α < λk−1(Bk) and X(v1) < 0. From Lemma 2.2, we have
X(s) > X(v) for sv ∈ E(Gk,l), s /= vk. (4.4)
From Eq. (4.1), we have
α
k∑
i=1
X(vi) = X(vk) − X(v), α
l∑
i=1
X(ui) = X(ul) − X(v). (4.5)
From (D(Gk,l) − A(Gk,l))X = αX , we have
αX(v) = d(v)X(v) − ∑
sv∈E(Gk,l)
X(s). (4.6)
Substituting Eqs. (4.5) and (4.6) into Eq. (4.3), we have
ZTZ  1 + 2
α
((d(v) − 2)X(v) − ∑
sv ∈ E(Gk,l)
s /= ul, vk
X(s))(X(v) − X(ul)).
From Eq. (4.4), we have ZTZ > 1. Thus, we have α > α(Gk+1,l−1).
Subcase 2.2. X(u1) > 0, X(v) = 0. Note that α  τ(Bl). From Lemmas 2.3 and 4.3, we have τ(Bl) =
τ(Bk) = α. From Lemma 4.1, we have k = l. So we can assume that X(wi) = 0 for i = 1, 2, . . . , h and
X(vj) = −X(uj) for j = 1, 2, . . . , k. Thus from Eq. (4.3), ZTZ > 1 and the result follows. 
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