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Abstract
Themathematical model proposed by George Soros for his theory
of reflexivity is analyzed under the framework of discrete dynamical
systems. We show the importance of the notion of fixed points for
explaining the behavior of a reflexive system governed by its cog-
nitive and manipulative functions. The interrelationship between
these two functions induces fixed points with different characteris-
tics, which in turn generate various system behaviors including the
so-called “boom then bust” phenomenon in Soros’s theory.
Key words: Soros’s theory of reflexivity, Discrete dynamical sys-
tems
JEL classifications: B41, C69
1 Introduction
The theory of reflexivity is a theoretical construct of George Soros’s
philosophy on prices in financial markets. The theory was first docu-
mented by Soros in his The Alchemy of Finance (Soros, 1987), expanded
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in Open Society (Soros, 2000), and reiterated, using the recent credit
crisis as example, in his latest work The New Paradigm for Financial
Markets (Soros, 2008). From the outset Soros does not believe, that
the methods of natural sciences can be applied to the study of social
sciences such as economics. Simply put, in his ownwords, there is no
hope to obtain Newton’s laws for finance or economics. Specifically
he defies price theories grounded on equilibrium as can be noticed by
the title of the first section of the chapter “The Theory of Reflexivity”
in his The Alchemy of Finance, namely “Anti-equilibrium”. His basic
argument is that human beingswill inevitably participate in any pric-
ing process. Since their perspectives on price, and hence their reac-
tive actions which influence the future price, are ever changing, there
is no room for equilibrium but fluctuations. Exactly from this premise
Soros proposed his theory of reflexivity. Though his approach to re-
flexivity has been mainly philosophical, Soros did attempt to model
his theorymathematically using the following pair of equations from
the very beginning (Soros, 1987):{
y = f (x),
x = φ(y).
(1)
He calls f the cognitive function in which “the participants’ percep-
tions depend on the situation” and φ the manipulative function in
which “the situation is influenced by the participants’ perceptions”.1
The following quote from Soros (Soros, 2008, p.17) may give some
hints on his attitude towards the use of mathematics in economics:
“I was not very good at math, and that led me to question the
assumptions on which the mathematical models of economists
were based.”
According to the inventor himself the theory of reflexivity has re-
ceived no serious attention from the academia since its inception—it
is “totally ignored in departments of economics” (Soros, 2008, p.20).
Soros attributes this phenomenon to the imprecision in his formula-
tions, and “As a result, the professionalswhose positions I challenged
could dismiss or ignore my arguments on technical grounds without
giving them any real consideration” (Soros, 2008, p.20). We cannot
agree him more except that Soros has indeed formulated his theory
by a precise mathematical model, i.e., Equation (1). The real problem
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arises from the meagre attention of this equation by Soros himself or
others. For instance all Soros’s publishedwritings are narrative in na-
ture and neither other representative reviews on the theory of reflex-
ivity have addressed this fundamental equation (Cross and Strachan,
1997; Bryant, 2002). Soros may be excused from the duty of per-
forming the mathematical analysis because he “was not very good
at math”. But for other mathematically inclined researchers in fi-
nance or economics, the lack of such an interest is somewhat puz-
zling since Equation (1) is very amenable to mathematical analysis as
we will show in this paper. The article, published by Birshtein and
Borsevici (Birshtein and Borsevici, 2002), is perhaps the only excep-
tion. There the authors make explicit the recursive nature of Equa-
tion (1) and then use graphical analysis to show that equilibria do
exist in the reflexive model, a result in contrast to Soros’s dubious-
ness on equilibrium theory. Nevertheless, their analysis is incomplete
and the present paper can be considered as the continuation of their
efforts. We believe that such an analysis is indispensable to a real
understanding of the theory of reflexivity as formulated by Soros, no
matter the results are supporting his claims, which go beyond finance
to reach other social science subjects, or otherwise. This is exactly the
purpose of our study.
At this junction it may be worthwhile to consider the role of math-
ematical modeling in studying economics in order to justify our present
effort. The topic is big and controversial (Mirowski, 1986; Debreu,
1991; Beed and Kane, 1991; Velupillai, 2005). However, our view is
simple (and of course, nonsingular) enough to be expressed within
a paragraph. We admit that what social scientists are trying to ex-
plore are systems of extreme complexity. Not only that the number
of variables can be huge but also complicated human behaviors may
be involved. However, it should not, in our opinion, to preclude
the possibility of using some “good” mathematics to effect modeling
and analysis of these complex social systems as we do for physical
or biological systems. The mathematics so used need not be very
advanced and abstract to be effective. The works of Nobel Laure-
ates Daniel Kahneman (Kahneman and Tversky, 1979) and Thomas
C. Schelling (Schelling, 2006) for modeling human behaviors are two
typical examples. It is important to learn from these examples, that in
many cases the effectiveness of mathematics in an applied science lies
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not in providing precise computations of variables but sufficiently
accurate qualitative descriptions of phenomena. This is particularly
true when we study systems that cannot be modeled exactly.
We divide our paper into several sections. In Section 2 we set up a
dynamical systemmodel for the study of Equation (1) and use a sim-
ple example to show the basic characteristics of this model. In Section
3 we analyze the model behavior in detail. Although the mathemat-
ical results we shall use are well documented, we will nevertheless
supply their full descriptions for readers who are not familiar with
these topics. Finally we conclude our work in Section 4 together with
some additional comments.
2 The SystemModel for Reflexivity
Equation (1) can be depicted by the following block diagram which
shows clearly the causal relationships between the variables x and y:
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Figure 1: The system-theoretic model of reflexivity.
The block diagram also suggests the use of “systems theory” to study
reflexivity.2 For instance, in the language of systems theory, x is the
input signal to the cognitive function f and y is the output signal of
the function (treated as a system). The diagram represents a feedback
system since the output y of f is fed back to its input after y is mapped
by the manipulative function φ. We can also say that the output x of
φ is fed back to its input after x is mapped by the cognitive function
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f . Because of this symmetry f takes the same role of φ when it is
considered as a device which modifies the feedback signals. For easy
reference in the future we use S to label this system.
Given a system S of Figure 1 with specific cognitive and manipu-
lative functions, the values of x and y are not arbitrary but governed
by the feedback connection of these two functions. Indeed they are
simply the solution(s) of Equation (1). The significance of this con-
straint on variable values, which is introduced by the feedback con-
figuration or equivalently Equation (1), is illustrated by the following
simple yet elucidative example.
Let x be the exchange rate of a particular currency (say Euro ver-
sus USD) and y be its domestic interest rate. According to the in-
terpretation of Soros, the cognition function f would take the role of
understanding the current exchange rate x and then would form an
opinion on the interest rate y. The manipulative function φ reacts to
this value of y and outputs a new value of exchange rate. For the sake
of further analysis of the reflexive system S we assume the existence
of these two functions without detailing how these functions can be
derived.3 The process continues as dictated by the feedback loop of
Figure 1.
From the above example it is easy to see that the values of x and
y evolve with time step-by-step starting from some initial value of
x. Suppose we label this initial value as x0, then we obtain subse-
quently two sequences of numbers x1, x2, . . . and y1, y2, . . . . Clearly
the subscripts 1, 2, . . . are used to index time. Moreover, we have
y0 = f (x0), x1 = φ(y0), y1 = f (x1), x2 = φ(y1), and so on. Thus we
can write two general expressions for the respective evolutions of x
and y (with time) as
yi = f (xi), i = 0, 1, 2, . . . (2)
and
xi+1 = φ(yi), i = 0, 1, 2, . . . . (3)
In this way we turn S into a discrete dynamical system by “iter-
ation of functions”. Following the tradition of dynamical systems
theory we call the pair (xi, yi), a point on the Euclidean plane, the
state of S and the set of points {(x0, y0), (x1, y1), (x2, y2), . . . } the (for-
ward) orbit of (x0, y0) under S . Dynamical systems of this kind have
been extensively studied (see, for example, (Hale and Koc¸ak, 1996),
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(Holmgren, 1996), and (Robinson, 2004)) and this is why we claim in
the Introduction that Equation (1) is very amenable to mathematical
analysis. In the next section we will frequently apply existing results
from discrete dynamical systems to our study. However, before mov-
ing on to the formal analysis of the dynamics of S , we would like to
use the exchange rate example to motivate our research along this
direction.
As above we let x0 be the initial exchange rate of a currency. The
cognition function f takes x0 as input and outputs the interest rate
y0 = f (x0). Suppose the manipulative function φ reacts to y0 in a
way such that x1 = φ(y0) = x0, then we see immediately that the
value of xi as well as the value of yi will remain unchanged for all
subsequent i, i.e., xi = x0, yi = y0, i = 1, 2, . . . . Mathematically we
call the pair (x0, y0) the ”fixed point” of the dynamical system S ,
which we shall formally define and study in the next section. The
concept of fixed point is significant in applying the theory of reflex-
ivity. This is because the existence of a fixed point (or fixed points)
implies that both parties who determine the respective cognitive and
manipulative functions do agree with the one-one correspondence
between the elements of this particular pair (or pairs) of x and y. For
the exchange rate example that will mean an agreement in which a
particular exchange rate should correspond to a particular interest
rate. The system thus reaches an equilibrium. In the extreme case the
parties agree on all pairs of x and y. This will happen when the ma-
nipulative function φ is the “inverse” of the cognitive function f , or
vice versa. It is worth to note, before giving the details, that even the
initial state does not begin at a fixed point but in its vicinity, the sub-
sequent state may approach and settle at the fixed point after several
iterations. In real terms the parties have different opinions in the be-
ginning but eventually agree with each other. Alternatively the state
leaves the fixed point and does not return. The dynamical behavior
of S as influenced by its fixed points is our immediate topic of study.
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3 The System Behavior
3.1 Background Mathematics
We begin with the definition of a function, assuming that the readers
already know what is a set. We must stress again that all the mathe-
matics presentedhere are standard (see, for example, Gaskill and Narayanaswami
(1998)), and their inclusion here is for easy reference only.
Definition 1. Let A and B be sets. A relation R on A and B is a
collection of ordered pairs (a, b) such that a ∈ A and b ∈ B. ♦
Definition 2. Let A and B be sets. A function f from A to B is a
relation R on A and B such that for every a ∈ A there is one and only
one pair (a, b) ∈ R. We call A the domain of the function and B its
codomain. A function is also called amap. ♦
Quite often we write f : A → B or A
f
−→ B for “a function f from
A to B,” and write a 7→ f (a) to indicate that ”a is mapped to f (a)
under f”.
Definition 3. Let f : A → B be a function. The range of f is the set
{b ∈ B
∣∣ there exists a ∈ A such that f (a) = b}.
♦
Note that the range of f is not necessarily the whole codomain B. For
example, the function represented by y = sin(x) has the set of real
numbers R as both its domain and codomain. However, the range
of this function is only the closed interval [−1, 1]. Another example
is the function f represented by y = log(x), of which the domain is
the set {x ∈ R
∣∣ x > 0}. If we denote this set by R+, we may write
f : R+ → R.
Definition 4. A function f : A → B is injective if whenever (a1, b) ∈
f and (a2, b) ∈ f , then a1 = a2. It is called surjective, or onto if when-
ever b ∈ B, then there exists an a ∈ A such that (a, b) ∈ f . Finally,
the function is called bijective, or one-one if it is both injective and
surjective. ♦
For instance the function represented by y = sin(x) is not injective
and the function represented by y = log(x) is bijective (one-one). As
a consequence, the “inverse” of this latter function exists, which is
the anti-log.
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Definition 5. Let f : A → B be a bijective function. Then the inverse
function f−1 of f is the function f−1 : B → A defined by f (a) 7→ a
for every f (a) ∈ B. ♦
Let A, B, and C be sets and f , g be functions A
f
−→ B and B
g
−→ C.
We may then write
A
f
−→ B
g
−→ C
and introduce a function A
h
−→ C. The function h is called the com-
position of the functions f and g. In this case h is called a composite
function. We write h = g ◦ f . For every a ∈ A, we have
a 7→ h(a) = (g ◦ f )(a) = g( f (a)).
Note that the order of composition is important— f ◦ gmay not even
make sense (for example when the domain of f does not include the
range of g) and if it exists, is in general not identical to g ◦ f .
Differential calculus plays a crucial role in the study of iteration
of functions.
Definition 6. Let f : R → R be a function with domain D and let
a ∈ R. We say that f has a limit A as x tends to a, written as
lim
x→a
f (x) = A,
if, for ǫ > 0, there is a δ > 0 such that for every x ∈ D,
0 < |x− a| < δ implies | f (x)− A| < ǫ.
♦
Definition 7. Let f : R → R be a function with domain D. We say
that f is continuous at a point a ∈ D if, for every ǫ > 0, there is a
δ > 0 such that
0 < |x− a| < δ implies | f (x)− f (a)| < ǫ.
A function is said to be continuous if it is continuous at every point
in D. ♦
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Definition 8. Let f : R → R be a function with domain D and a ∈ R
be a point in the interval (a− c, a + c) ⊆ D for some c > 0. We say
that f is differentiable at a if the following limit
lim
x→a
f (x)− f (a)
x− a
,
exists. The limit, if exists, is called the derivative of f at a and is
labeled f ′(a). A function is said to be differentiable if it is differen-
tiable at every point in D. ♦
Geometrically f ′(a) is the slope of the tangent line to f at a, which can
be positive or negative. The absolute value of this slope is written as
| f ′(a)|.
3.2 Fixed Points
We are now ready to go into the details of the dynamic behavior of
the system S . First, the idea of a “fixed-point”, which we sketch in
Section 2, is formally defined.
Definition 9. The pair of real number (x¯, y¯) is called a fixed point of
S if
f (x¯) = y¯ and φ(y¯) = x¯.
♦
The graph of a function usually gives a lot of information and it is
even more true when we investigate the dynamics of S that consists
of two functions f and φ configured in the present way. In particular,
if we plot f and φ on the same x-y plane as in Figure 2, the intersec-
tions of f and φ, if exist, are exactly the fixed points. If the functions
are inverses of each other, then their graphs overlap at all their defin-
ing points. Furthermore, the dynamics of S , i.e., the evolution of x
and y with time, can be easily visualized by using this graphical rep-
resentation as we will show in Subsection 3.3.
By the notion of composition of functions one may infer that the
dynamics of the systemS may be studied by considering the iteration
9
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Figure 2: The idea of a fixed point.
of the composite function Γ = φ ◦ f or Φ = f ◦ φ. In either case only
one single function (Γ or Φ) and iteration of one single variable (x or
y) are involved. It is indeed true if we focus on the evolution of x or
y alone and in this case the dynamical equations (2) and (3) can then
be written, in terms of Γ, as
xi+1 = Γ(xi), i = 0, 1, 2, . . . , (4)
or, in terms of Φ, as
yi+1 = Φ(yi), i = 0, 1, 2, . . . . (5)
Note that the orbit of x under Γ is the set {x, Γ(x), Γ2(x), . . . } and
the orbit of y under Φ is the set {y,Φ(y),Φ2(y), . . . }. However, if
we consider only the iteration of Γ or Φ, then the interrelationship
between f and φ in determining the system behavior we have just
demonstrated, will become opaque.
Definition 10. The real number x¯ is called a fixed point of the com-
posite function Γ = φ ◦ f if
Γ(x¯) = φ( f (x¯)) = x¯.
Similarly, y¯ is a fixed point of the composite function Φ = f ◦ φ if
Φ(y¯) = f (φ(y¯)) = y¯.
♦
It is easy to establish the following fact.
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Proposition 1. If p = (x¯, y¯) is a fixed point of S , then x¯ is a fixed
point of the composite function Γ = φ ◦ f and y¯ is a fixed point of the
composite function Φ = f ◦ φ.
Proof. If p = (x¯, y¯) is a fixed point of S , then by definition f (x¯) = y¯
and φ(y¯) = x¯. It follows that Γ(x¯) = φ( f (x¯)) = φ(y¯) = x¯ and
Φ(y¯) = f (φ(y¯)) = f (x¯) = y¯. 
In Section 2 we obtain from Equations (2) and (3) that the dynam-
ical system S will not “move” if the initial values of x and y coincide
with that of a fixed point, i.e., (x0, y0) = (x¯, y¯). What will happen if
it is not the case? As briefly mentioned also in Section 2, two natu-
ral scenarios concerning the stability of the fixed point emerge. One
is that the state will evolve towards the fixed point and the other is
that the state will leave further from the fixed point and may not re-
turn. The trajectories of a tiny ball placed near the bottom of a bowl
illustrate very well the first kind of fixed points. Turning the bowl
upside down and trying to keep the ball at the top of the bowl pro-
vides a good experience of the second kind of fixed points. In both
cases the curvature of the bowl clearly determines the nature of the
ball trajectories and that is why we need differential calculus to study
the dynamics of S . A precise mathematical description of these two
kinds of fixed points is given as follow.
Definition 11. Afixed point x¯ of Γ = φ ◦ f is called stable if, for every
ǫ > 0, there is a δ > 0 such that, for every x0 for which |x0 − x¯| < δ,
the n-th iteration Γn(x0) = Γ(· · · Γ(Γ︸ ︷︷ ︸
n
(x0))) of x0 satisfies |Γn(x0) −
x¯| < ǫ for every n ≥ 0. The fixed point is called unstable if it is
not stable. The fixed point is asymptotically stable if it is stable and
furthermore, there is an r > 0 such that, for every x0 satisfying |x0 −
x¯| < r, limn→∞ Γn(x0) = x¯. An asymptotically stable fixed point is
also called an attracting fixed point and an unstable fixed point is
also called a repelling fixed point. ♦
The stability of a fixed point y¯ of the function Φ = f ◦ φ is defined ex-
actly in the same way. The stability of a fixed point of the dynamical
system S is defined as follow, taking note from Proposition 1 that if
p = (x¯, y¯) is a fixed point of S , then x¯ is a fixed point of Γ and y¯ is a
fixed point of Φ, and vice versa.
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Definition 12. A fixed point p = (x¯, y¯) of S is called stable (asymp-
totically stable) if both x¯ and y¯ are stable (asymptotically stable). The
fixed point is called unstable if it is not stable. ♦
Suppose f (x) and φ(y) are differentiable functions. Then their
derivatives f ′(x) and φ′(y) exist at every point in their respective do-
mains. The following result is of vital importance because it tells
us how the stability of a fixed point is determined by the cognitive
function and the manipulative function. We will also use this result
explicitly in Subsection 3.3 to study the behavior of a reflexive sys-
tem. The practical significance of this result, when the exchange rate
example in Section 2 is used, is that the discrepancy in the relation-
ship between exchange rate and interest rate near a stable fixed point
will remain small and can even be eliminated if the fixed point is
asymptotically stable. On the other hand, the discrepancy can never
be narrowed near an unstable fixed point.
Theorem 1. If p = (x¯, y¯) is a fixed point of S and f (x) and φ(y) are
differentiable functions, then p is asymptotically stable if
| f ′(x¯)| <
1
|φ′(y¯)|
, (6)
and it is unstable if
| f ′(x¯)| >
1
|φ′(y¯)|
. (7)
Proof. Since f (x) and φ(y) are differentiable, then the composite func-
tion Γ = φ ◦ f is also differentiable (see (Gaskill and Narayanaswami,
1998) or other standard texts on calculus). Furthermore,
Γ
′(x) = φ′( f (x)) f ′(x). (8)
A fixed point x¯ of a differentiable function, say our function Γ(x), is
asymptotically stable if |Γ′(x¯)| < 1 and is unstable if |Γ′(x¯)| > 1.
(This is a central result of discrete dynamical systems; see, for ex-
ample, (Hale and Koc¸ak, 1996) or (Holmgren, 1996).) It thus follows
from (8) and f (x¯) = y¯ (since p is a fixed point of S) that x¯ is an
asymptotically stable fixed point of Γ if
|φ′(y¯) f ′(x¯)| < 1,
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i.e., | f ′(x¯)| < 1
|φ′(y¯)|
; and it is unstable if
|φ′(y¯) f ′(x¯)| > 1,
i.e., | f ′(x¯)| > 1
|φ′(y¯)|
.
Now consider the composite function Φ = f ◦ φ, which is differ-
entiable with derivative
Φ
′(y) = f ′(φ(y))φ′(y). (9)
As for Γ(x), a fixed point y¯ ofΦ(y) is asymptotically stable if |Φ′(y¯)| <
1 and is unstable if |Φ′(y¯)| > 1. It thus follows from (9) and φ(y¯) = x¯
(since p is a fixed point of S) that y¯ is an asymptotically stable fixed
point of Φ if
| f ′(x¯)φ′(y¯)| < 1,
i.e., | f ′(x¯)| < 1
|φ′(y¯)|
; and it is unstable if
| f ′(x¯)φ′(y¯)| > 1,
i.e., | f ′(x¯)| > 1|φ′(y¯)| . We therefore obtain stability conditions (6) and
(7) for y¯, which are identical to that for x¯ when p = (x¯, y¯) is a fixed
point of S . In view of Definition 12 these are also stability conditions
for the fixed point p of S . The theorem is thus proved. 
3.3 Behavior of A Reflexive System
Recall our discussion in Section 2, that if f and φ are inverses of each
other, then every x in the domain of f is a fixed point of Γ and every
y in the domain of φ is a fixed point of Φ. This is because
φ( f (x)) = f−1( f (x)) = x
and
f (φ(y)) = φ−1(φ(y)) = y.
Consequently, every pair (x, y) is a fixed point of the dynamical sys-
tem S . For the exchange rate example we constantly refer to, the
existence of this inverse relationship implies that both parties who
determine the respective cognitive and manipulative functions agree
13
on certain one-one correspondence between all interest rates and ex-
change rates. In this case a specific exchange rate, once determined
for whatever reason, will remain fixed. However, the theory of re-
flexivity rejects this extreme scenario and in reality the exchange rate
must change with time, not to mention that a function does not nec-
essarily has an inverse. Indeed, a continuous function is invertible
if and only if it is either strictly increasing or decreasing. Therefore
the nonexistence of this inverse relationship is a proper assumption,
resulting in none or finite number (rather than infinite number) of
fixed points that govern the dynamical behavior of the reflexive sys-
tem concerned. Figure 3 shows an example with three fixed points.
Note that the actual dynamics of S can be easily computed via (2) and
(3) once f and φ are given. In other words, the reflexive system can
be studied by computer simulation for various cognitive and manip-
ulative functions without difficulty. Nevertheless, we would like to
take up the following two cases to demonstrate the possible distinct
dynamical behaviors when the exact inverse relationship is broken.
This helps us to understand the emergence of Soros’s “boom then
bust” phenomenon.
Case 1. The inverse relationship is mildly violated
In this case φ(y) is “approximately equal” to f−1(y). Note that we
here fix f and let φ to vary starting from f−1. We can also do the
opposite and it will not change our results. To be precise we define
a distance d (a nonnegative real number) between the two functions
and demand that d is not greater than a certain small number. For
example, we can define the distance as
d = max
y
|φ(y)− f−1(y)|, (10)
i.e., we find the absolute value of the difference between φ(y) and
f−1(y), which is a function having only nonnegative values, then
take the maximum value of this function over all possible values of y
as the distance. In this regard, the distance between φ(y) and f−1(y)
in Figure 3 may be considered relatively small compared with the
two functions in Figure 4.
14
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Figure 3: Case 1: φ(y) is “approximately equal” to f−1(y).
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Figure 4: Case 2: φ(y) is vastly different from f−1(y).
What will be the typical dynamics of S when d is small? Intu-
itively they should be fairly closed to that when φ(y) = f−1(y),
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i.e., disregarding the value of the initial state, the system will con-
verge “rapidly” towards an asymptotically stable fixed point. This is
shown graphically in Figure 3 by using the so-called “staircase di-
agram” for plotting the state evolution according to Equations (2)
and (3). The diagram is a commonly used graphical method to ob-
tain the dynamics of a recursive system. See (Hale and Koc¸ak, 1996)
or (Holmgren, 1996) for details. On the other hand we can also depict
this evolution of system state with time on the x-y plane. The plot is
commonly called the phase portrait of the system. Several examples
of this portrait for the dynamics we have just referred to are shown in
Figure 5.4 Observe that in all these examples the system state evolves
from its initial value (x0, y0) towards a fixed point (x¯, y¯) monotoni-
cally. A non-rigorous explanation of this pattern of dynamics is as
follow.
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Figure 5: The phase portrait for Case 1.
Suppose φ(y) is a “small” variation of f−1(y), then S is likely
to have fixed points of alternating stability signatures along the x or
y axis, i.e., one attracting fixed point followed by a repelling fixed
point, then another attracting fixed point, and so on. This is be-
cause the relationship between the derivatives of φ and f are likely
to switch from satisfying one condition, for example (6), to another
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condition (7) and then back to (6) along the fixed points. The result is
an alternation of fixed-point types according to Theorem 1. Figure 3
provides a typical example and we can easily identify this alternation
by examining the derivatives of φ and f at the three consecutive fixed
points. Then S will exhibit very simple dynamics like that shown in
Figure 3 in which an initial state will be repelled by an unstable fixed
point and at the same time attracted towards a nearby stable fixed
point.
Case 2. The inverse relationship is strongly violated
In this case φ(y) and f−1(y) are vastly different and the distance d be-
tween them is of large value. In real terms the parties who elect their
respective cognitive and manipulative functions disagree strongly at
least in certain range of market values such as that shown in the up-
per part of Figure 4. This can lead to, as demonstrated by Birshtein
and Borsevici in (Birshtein and Borsevici, 2002), the so-called “boom
then bust” phenomenon Soros frequently refers to. The key charac-
teristic of this phenomenon is an obvious reversal of price at some
point such as that depicted in the staircase diagram in Figure 4 or
the phase portrait Figure 6. The return of price back to its starting
value or the neighborhood of this starting value can be modeled by
the following notions in dynamical systems theory.
Definition 13. Given a function f a point p is said to be recurrent for
f if, for any open interval J containing p, there exists n > 1 such that
f n(p) ∈ J. When f n(p) returns exactly to pwe call p a periodic point
with period n. ♦
Remarks. In the case of our reflexive system S , a recurrent point or
a periodic point is a pair of real numbers and the open interval be-
comes an open set on the x-y plane. It is in general impossible to
calculate the periodic points if any. Practical functions may even pre-
clude periodic points completely since they are far from hypothetical
functions which generate periodic points. On the other hand, the
condition for the existence of recurrent points is deemed to be less
stringent.
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Figure 6: The phase portrait for Case 2.
The marked difference between the two behaviors of a reflex-
ive system as described in the above Cases 1 and 2 can be made
precise by using the following concepts in dynamical systems the-
ory ((Devaney, 1989),(Holmgren, 1996),(Robinson, 2004)).
Definition 14. A function is called a homeomorphism if it is continu-
ous, has an inverse, and furthermore, the inverse is also continuous.
♦
Definition 15. Let f : A → A and g : B → B be two functions. Then f is
topologically conjugate to g if there exists a homeomorphism h from
A to B such that h ◦ f = g ◦ h. In this case h is called a topological
conjugacy. ♦
A topological conjugacy can be regarded as a transformation of
coordinates or transformation of functions. Its importance can be
easily seen from the following considerations. First, we note that,
for every x in the domain of f ,
h( f (x)) = g(h(x)).
It follows that if x¯ is a fixed point of f , then
h( f (x¯)) = h(x¯) = g(h(x¯)),
which means h(x¯) is a fixed point of g. Indeed, f and g induce identi-
cal recursive dynamics if they are topological conjugate, in the sense
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that orbits under f and g are related to each other simply by a home-
omorphism, namely,
yi = h(xi), i = 0, 1, 2, . . . .
This important result (its proof can be found in (Robinson, 2004))
leads to a further concept called the structural stability of a dynam-
ical system by considering g as a perturbation (or an approximation)
of f . The central question to ask is whether f and g are topologi-
cal conjugate if the distance between the two functions (such as that
defined in (10)) is small.
Thus, using the language of topological conjugacy, we venture
that the reflexive system S1 in Case 1 is not topologically conjugate to
the reflexive system S2 in Case 2. Here the homeomorphism, which
cannot be found to effect conjugacy, is a function from R2 to R2.
4 Conclusions
It might be Soros’s intention to formalize his theory of reflexivity
when he introduced the recursive equation (1) and its governing func-
tions f and φ. Nevertheless, without a formal mathematical analysis
of the equation, it remains indeterminate whether the equation does
provide an effective modeling of reflexivity for the purpose of expla-
nation at the minimum and prediction at best. Astonishingly there
has been no serious effort to conduct this relatively easy (from the
mathematical point of view) analysis to answer this basic question.
We do not claim we have given a complete answer here. Rather, we
believe that we have elucidated, through the use of a simple exchange
rate example and “naive” mathematics: (i) The essence of Soros’s
theory of reflexivity as modeled by this recursive equation; (ii) The
importance of the notion of fixed points pertaining to the dynamical
behavior of the equation; (iii) The idea of stability of a fixed point and
how it is deduced from the given cognitive and manipulative func-
tions; and (iv) The emergence of equilibria and “boom then bust” as
qualitative behaviors of this equation.
However, a fundamental issue stays unsettled, namely, by what
means can we determine the two governing functions f and φ, even
we believe that the theory of reflexivity can be applied to our prob-
lem? Soros himself has given no explicit form of f and φ though
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he has used, during the past twenty years, many examples extracted
from finance, history, and political science to explain the possible dy-
namics generated by the two functions, in particular phenomena ex-
hibiting “boom then bust”. We have drawn an example proposed by
Birshtein and Borsevici (Birshtein and Borsevici, 2002), that this kind
of behavior can indeed be generated by some simple pair of cognitive
andmanipulative functions. Whether the functions could be inferred
from historical data or derived from “expert opinions” is subject to
further exploration and constitutes a worthwhile research direction.
Would our exchange rate example offer an experimental platform for
such a possibility? However, the problem will become acute when
the reflexive system contains more than two variables—an extension
suggested by Soros for his theory of reflexivity (Soros, 2000). In this
case the cognitive and the manipulative functions are functions of
multi variables.
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Notes
1Originally Soros called φ the participating function. He recently con-
sidered “manipulative function” a better substitute (Soros, 2008, p.3). We
share his view.
2Very roughly speaking systems theory is a theoretical framework for
studying how an object interacts with its environment through interchang-
ing energy and information. It has been applied to many fields of study
including biology, engineering, and social sciences.
3There are well-known theories on the relationship between exchange
rates and interest rates. For instance, the “Chicago” theory (Bilson, 1978)
proposes “a positive relationship between the exchange rate and the nom-
inal interest rate differential” while the “Keynesian” theory (Dornbusch,
1976) suggests a “negative relationship between the exchange rate and the
nominal interest rate differential” (Frankel, 1979).
4Though the portraits should be plotted as sequences of points since S
is a discrete-time system, we use solid lines passing these points for easy
visualization of the direction of state movements.
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