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Abstract 
Given a positive matrix A E M.(C), we introduce two notions of index of A, in terms 
of its action on the positive matrices by Hadamard multiplication: 
1~ = max{.~ >/0: ]IA oBl[ ~> ,~llgl[, 0~<g ~ Mo}, 
IIA =max{2>>.O:AoB>>.2B, 0 ~< B E M,,}. 
We also give formulae to compute these indices. A complete description is given in the 
2 x 2 case. © 1999 Elsevier Science Inc. All rights reserved. 
I. Introduction 
We denote by M, = M,(C) the C*-algebra of  n x n matrices over C and by 
P(n) c Mn = {A E M, :A  >1 0} the set of  positive (or non-negative) matrices. 
We shall be concerned only with the operator  norm of  matrices (for the eu- 
cl idean norm of  C"). 
Given A, B E M,,, we denote by A o B their Hadamard  product,  i.e. the ma- 
trix with entries (A o B)i J =AiiBij. For  A E M, we consider the map 
q~A : M,, ~ M, given by ~A (B) = A o B, for B E M,,. The Schur Theorem (Ref. 
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[17]) says that ifA E P(n), then ~A(P(n)) C P(n), that is ~bA >~ 0 (actually it is 
completely positive, see Ref. [15], Proposition 1.2). 
Haagerup in his unpublished paper [9] has described the norm of q~A for 
A E M, in terms of the factorizations A = B*C. Other authors (see for example 
[1,2,5-7,10,11,13,15] and several references included in them) gave diverse 
characterizations of several norms of q~A. In particular some descriptions were 
given in terms of positive matrix completions of A (see Refs. [15,13] or [2]). 
The aim of this note is to provide similar ways to calculate the infimum of 
q~A for A E P(n), when restricted to the norm one elements in P(n). 
There are some basic examples of conditional expectations (i.e. projections 
of norm one from a C*-algebra onto a sub-C*-algebra) defined in Mn (or M~ (~)  
for a C*-algebra d )  by Hadamard multiplication by a fixed positive matrix. 
There is an extensive bibliography about index of conditional expectations (see, 
for example [16] and its references). Basically, the index of a conditional ex- 
pectation E on the C~-algebra .4, is defined by 
Ind(E)-' : sup{2 ~> 0: IIE(a)ll /> ,tllall,Va ~ ~¢+} 
= sup{2/> 0: E(a) >~ 2a, Va E ~+}. 
This suggests two definitions of index for multiplication by a fixed positive 
matrix A. 
Definition 1.1. Given A E P(n) we define two notions of Hadamard index for A, 
namely IA and IIA: 
IA = max{2 ~> 0: IIA o BII/> 2]IBI] VB E P(n)} 
= min{liA o BII:B E P(n) and IIBI] = 1} 
= min{llB[[-l: 0 ¢ B E P(n) and ]I A oBI[ ~< l}, 
I IA=max{2>~0:AoB~>2B VBEP(n)} 
= max{2 ~> 0:q~A - 2 Id /> 0 onP(n)} 
= max{2/> 0:A - 2P >>- 0} 
where P E P(n) is the matrix with all its entries equal to 1. The last equality 
follows from the fact that for C E M,,, q~c/> 0 ~ C/> 0 (see Ref. [15]). 
Originally the numbers IA and IIA, for A E P(n) were studied in order to get 
sharp constants for some operator inequalities ( ee Ref. [3], Section 4, and Ref. 
[12]). On studying the formulae for IA and IIA we see that they are given in 
terms of positive matrix completions and factorizations of A (see Theorem 
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3.11), very similar as those formulae for the norm of ~A. Furthermore, our 
formulae are closely related with the harmonic mean M: (~+)" ~ I~ + given by 
M(d l , . . .  ,d,,) = 1 , (d l , . . . ,dn)  E (~+)n .  
Actually we use its mean properties in order to compute both indexes for some 
examples of positive matrices (namely, diagonal or block diagonal matrices, see 
Corollary 3.5 and 3.6) and also to characterize those matrices A E P(n) such 
that IA = 0 (see Corollary 3.4). 
On the other hand, Denizeau and Havet (see Ref. [8]) have developed a
theory of index of completely positive maps on von Neumann algebras. The 
examples of completely positive maps q~A for A E P(n) defined in the finite 
dimensional factor M, could be considered among the simplest possible ones. 
Nevertheless the computation of their indexes is not as direct as in the con- 
ditional expectation case. 
It was proved in Ref. [4] that the numbers 1,4 and IIA agree if tbA is a con- 
ditional expectation (in our case this essentially means that the matrix A is 
block diagonal, with copies of P of different sizes on its diagonal). But, as we 
shall see later, this is not true for a general A E P(n). An interesting problem is 
the characterization f the matrices A such that IA = II4. We give an answer in 
the 2 x 2 case in Section 5. 
The results obtained concerning IA can be summarised as follows (Theorem 
3.11). Given A E P(n), the following statements are equivalent: 
1. I4<1.  
2. There exists an invertible diagonal matrix D E P(n) such that 
tr(D - I ) - -~-~D~ l >1 and ~>0. 
i=1 
3. There exists B c M, such that BB* = A and 
7(B) = min{HDxell:x E C', Ilxll -- 1} < l, 
where Dx is the diagonal matrix with the vector x in its diagonal. 
On the other hand, I4 = 0 if and only if A,~ = 0 for some 1 ~< i <~ n. 
About IIA, the formula obtained (Theorem 4.1) is the following: Given an 
invertible A E P(n), then det(A + P) > det(A) and 
d et(A) = ( ',,J~J ,) 1 
II.4 
det(A +P) -  det (A) (A -~)~/  
Section 2 contains the basic properties of I4 and II4. In Section 3 we prove 
two ways for the computation of 1.4, and give formulae for the simplest positive 
matrices. Section 4 includes the exact formula of IIA for positive invertible 
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matrices and a limit version for the non-invertible case. In Section 5 the case of  
2 x 2 matrices is studied. 
2. Basic properties of  IA and IIA 
The first remark is that In = 0 if and only ifAi~ = 0 for some 1 <~i~n. This 
can be proved directly but it is also an easy consequence of  the formulae we 
shall present in Section 3 (see (Corollary 3.4)). Other trivial remarks are that 
for A c P(n),  
IIA ~< IA ~< min Aii 
l <~ i <~ n 
and if A ~< B, then I4 ~< IB and II~ ~< II8. 
Let us fix some notation. We denote by N+ the set of  strictly positive real 
numbers. Given x E C ", denote by Px the rank one matrix (also known as x ® x) 
with entries (x~i)i i. Denote by D~ the diagonal matrix with the vector x in its 
diagonal. Easy calculations show that P~* = P~-  ]]xl]ZPt~t (the orthogonal 
projection onto the subspace generated by x) and therefore [IPxll = [Ixll". Note 
for example that the matrix P defined above is P = Px for x = (1 , . . . ,  1) and 
that IIPI] = n. 
Lemma 2.1. Let  A E P(n). Then there exists x E C", Ilxl[ = 1 such that 
IA = IIA ° PAl. That is, IA is attained at a rank one projection. 
Proof. Let B ~> 0, IIBII = 1 such that [IA o B[[ = IA. Let x E C ~ With I/xll = 1 such  
that Bx=x.  Then B=Px+C with C~>0. Therefore AoB=AoPx+AoC 
>~ A o P x and IlAoBtl /> IlA o Pxll. [] 
Remark 2.2. The vector x of  the previous lemma can be chosen with non- 
negative ntries. Indeed, let xi = ~i[xi[, ]wi[ = 1, 1 <~ i <~ n. If w = (wi) 1 ~ ~ <, and 
Dw is the diagonal and unitary matrix with the vector w in its diagonal, then for 
each B E Mn, 
P,,, o B = (w,~j) oB =D, ,  B D~,.. (2.1) 
Therefore the Hadamard product by Pw does not change norms. Let us denote 
Ixl = ( Ixr l , . . . ,  [x~l). Since 
(i) Pw o Px = PIx[ and 
(ii) [IA o Pxl [[ = ][A o P,~ o Pxll, 
we have IA = [[A o Plxl [[- 
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Example 2.3. Let x E C". Then 
[p~ = mln Ixi{" 
l<~i~n 
and it is attained at the corresponding E. = P<. Indeed, for y E C", 
n 
IIp,~ o gl l  = II(x,y, YjYj)II = ~--~]y, xel 2 > ( ram, }x,12)}lP,,tl. 
i -1  
Note that IIP~ o E.[ I = [xi[ 2, 1 ~<i~< n. Then, by Lemma 2.1, Ie, = mini ~.<.lx~J 2.
In other words, ifA E P(n) has rank one, then IA = mini <.~.A.. 
On the other hand, ifx E C" andx~ ¢;XJ for some 1 <~i,j<~n, then I Ip,= 0. 
Indeed, it reduces to a problem of 2 × 2 matrices. But 
x, ¢x_~ =:> det (P/ . ,~..~/-2P)=-2Ix,-x212 
and the assertion follows. 
3. Some formulae for I A 
Lemma 3.1. Let A E P(n). Then 
{( ) } IA=in f  Zx~ :x~>O,l<~i<<.n and I IAoP<,_~I I I~<I  . 
i= l  
Proof. By Remark ~21, there exists,  = (yl,...,y~) E C" with yi ~> 0,1 ~<i ~<n 
such that [IA opv N and b = tiP d] < = Ilyll By continuity, the lemma 
follows. [] 
Proposition 3.2. Let A E P(n). For a given d = (dl , . . . ,  d,) E (~+)",/et Dd E M, 
be the diagonal matrix with the vector d in its diagonal. Then 
IA = inf d,71 :d E (~+)" and Da >~ 0 . 
Proof. We use that B E M. has IIBII ~<lif and only if the matrix (BI. B )  
Let y = (y~ . . . . .  y.) E (~+)". Then I ~> 0. 
IbAoP,,]l~<l~ A°P,, >_-0~ A D;  2 >/0. 
since, as in Remark 2.2, A o P,, = A o (YiYj) = DyADy. Using that 
n "~ t7 ]IP~II = ~i=~Y? = ~i~1~-2) -1 and Lemma 3.1, the proposition follows by 
letting Dd denote the matrix Df 2. © 
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Remark 3.3. The mean M:(~+)"- -*  ~+ given by M(d)= (~i"-1 d,:-l) -1 is 
closely related to the Hadamard index of positive matrices. We state some of  its 
properties, which can be easily proved: 
(1) ! infl .<i.<n d, <~ M(d) <<. infl ~i~< di. 
(2) Let (d(m)),,~ be a sequence in (~+)" such that M(d (m)) ~ 0 when 
m ~ oc. Then there exists 1 ~< i0 ~< n and a subsequence (d("'))kc~ such that 
d !m~) ~ 0 when k ~ ~.  
t0 
(3) If d, e C (~+)" and d~ ~< e~, 1 ~< i ~< n, then M(d) <~ M(e). 
(4) Let d E ([~+)k and e E (~+)" k. Then 
M(d,e )=M(M(d) ,M(e) )=(M(d)  '+M(e) - ' )  '. 
Corollary 3.4. IA = 0 i f  and only i f  All = O for some 1 ~ i <<. n. 
Proof. Using Remark 3.3 (2), there exists 1 ~< i0 ~< n such that for all e > 0 we 
can take d E (N+)n such that 
and d~,) < e. Then it must be Aioi() < E by taking the principal (i0, n + i0)-minor 
of  the matrix 
Corollary 3.5. I f  A c P(n) is diagonal, then IA = (~i~=1A~il) -  . 
Proof. If A is diagonal, since 
A 
(v~n A -l~-I But it must be the minimum by Remark 3.3 we deduce that IA ~< tz_.,i=l ii J " 
(3). Indeed, if 0 < D c M, is diagonal and 
A >~ 0, 
then for 1 ~< i ~< n, it must be Aii ~< Dii by taking the principal (i, n +/ ) -minor  of  
the matrix 
D " [] 
Corollary 3.6. I f  A = (AO~ ~20 ) E P(n), then IA = (I~, ~ + I~')-'_ . Obviously IA = 0 
/ fb ,  =0 or IA~ =0.  
D. Sto/anoff /  Linear Algebra and its Appfications 290 (1999) 95 108 101 
Proof. The assertion is proved by rearranging the matrices involved and 
applying Remark 3.3 (4). [] 
Corollary 3.7. I f  B c P(n) verifies that B o Ia = la then, for all A ¢ P(n), 
IA >~ IBoA. In particular, Jbr A E P(n) we have the following inequality: 
)' 
M(A11, ,A,,) = A I <~ IA "'" ii " 
Proof. Let 0 < D E P(n) be a diagonal matrix such that 
Since 
the Schur theorem assures that 
B 
Taking infimum over all such matrices D we obtain that [4 /> IBoA. The last 
inequality follows by taking B = Id and using Corollary 3.5. [] 
Now we shall give another description of IA, in terms of the factorizations 
A = B*B. 
Definition 3.8. Let B E M, with rows B1,. . .  ,B,. We define the linear map 
Ts: (C A, I[ 112) ~ (M., II II) by 
TB(x) = yB(x j , . . . , x , )  =Dx/~: 
for x E C ". We denote by 
7(B) = min{][Ts(x)ll : Ilxll2 = 1} = min  IITB(x)II 
x~o Ilxl[2 
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Proposition 3.9. Let A E P(n). Then 
IA = 7(B) z 
for all B ~ M, such that BB* = A. 
Proof. We know that 
IA = min[IA oPxlt = min  LIA °P~[I 
irxri=, x~0 jixll 2 
On the other hand, as in Remark 2.2, A o Px = DrAD~, where as before Dr 
denotes the diagonal matrix with x in its diagonal. Therefore, for all x C C', 
rim o Pxll = I IDxBB*D;II = [IO~BIf = IIZB(x)fl 2 
Therefore 
IA = min  [[A oex l ]  _ min r lTB(x ) l l2  - -  7(B) 2 
r~O Irxll = x~o Ilxll 2 
Remark 3,10. (1) In some sense, the number 7(B) could be interpreted as 
[ITs-ill -1. On the other hand, it is easy to see that [ITBll = maxl<~i<~,[IBi[[2, 
where as before Bi, 1 ~< i ~< n, denote the rows of B. This is exactly the number 
which appears in the Haagerup characterization f the norm of ~A. 
(2) Using Proposition 3.9, and Corollary 3.4 can be proved more clearly 
than before. We can also deduce from Proposition 3.9 that if the rows of B are 
orthogonal, then 7(B) = (~i"--1 [[Bill-2) -1/2' 
We shall summarize all the information obtained thus far in the following. 
Theorem 3.11. Let A E P(n). Then the following are equivalent: 
1. IA< 1. 
2. There exists an invertible diagonal matrix D E P(n) such that 
(;) tr(D-l) = ZDi~l>i=l 1 and AD >10. 
3. There exists B C M, such that BB* = A and 7(B) < 1. On the other hand, 
IA = 0 if and only if Aii = O for some 1 <~ i <. n. 
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4. Computation of IIA 
Recall that if P is the matrix with all its entries equal to 1, then 
IIA = max{2 ~> 0:A - 2P >/0}. 
Theorem 4.1. Let A E P(n). I f  A is invertible, then det(A +P)  > det(A) and 
det (A) 
IIA = det(A +P)  - det(A)" 
Moreover, IIA = O for each A E P(n) such that det (A) = 0 and det(A + P) > 0. 
Proof. Let us first show that det (A - I IAP)= 0. Indeed, for all 0 < 
we have that A - ( I IA -e )PEP(n)  and A- - ( I IA+e)P~P(n) .  Therefore 
A - IIAP E ~P(n), the boundary of P(n). As OP(n) consists of the singular 
positive matrices, the assertion follows. Denote by f : [~ ~ E the function 
given by 
f ( t )  = det (A - tP )  t E ~. 
It is an interesting exercise (see Mirsky's book on Linear Algebra, Ref. [14]) 
that f is linear in the real variable t. More precisely, for t E E, 
f ( t )=det (A - tP )= [ det (A) -det (A+P) ] t+det (A) .  
If A is invertible, then f (0)  = det (A) > 0. But f(IIA) = 0 by the previous as- 
sertion. Hence the function f is not constant and det (A) -  det(A +P)< 0 
(which is also true if det(A) = 0 but det(A + P) > 0). Therefore 
det (A - tP) = 0 
Thus 
det (A) 
det(A + P) - det(A) " 
IIA = det (A) [] 
det (A + P) - det (A)" 
Corollary 4.2. Let A E P(n). Then 
IIA = inf II4+~ l
nE~ " ;; 
det (A + ~ I) 
= lim 
n~ det(A +P+¼I) -  det(A +~I)"  
Proof. We use that the sequence (A +~I),,E ~ converges in norm to A 
decreasingly. Then if 2 = inf, s~IIA+l/,1, it s clear that II~ ~< 2. On the other 
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hand, for any T E P(n), (A + ~ I) o T >~ 2T. Taking the limit, one obtains that 
2 = IIA. [] 
Remark 4.3. A surprising fact is that the map P(n)~ A~IIA fails to be 
continuous, but the map P(n) ~ A~IA  is continuous. Indeed, the following 
properties hold: 
1. The map P(n) ~ A ~ IA is continuous. It is a consequence of the fact that 
the set of positive matrices with norm one is compact. 
2. The map A~IIA is continuous when restricted to the invertible positive ma- 
trices (just look at the formula Theorem 4.1). 
3. I f  P(n) ~ A, --~ A when n -~ cx~ then 
lim supIIA, ~< IIA. 
4. The map P(n) ~ A ~ IIA is not continuous. To prove this we give the fol- 
lowing counterexample. Consider, for a, b E ~+, the matrix A,,b E P(2), 
a 2 + a -2 ab + (ab) -l '~ 
Aa.b = ~ ab + (ab)_ 1 b2 + b_2 j .  
Note that if a = b,  then Aa,, - -  (a 2 + a-2)P and IIA,° = a 2 + a -2 .  On the other 
hand, if a ¢ b then Aa,b is invertible. Using Theorm 4.1 (or Proposition 5.1 
below) one can easily compute that 
IIAa,b 
(ab -1 - a-lb) 2 _ (a + b) 2 
(a -b )2+(a  - I -b  I) 2 a2b2+ 1 
Clearly, if b tends to a, one obtains the limit 4 a 2 ~ + a -2 = IIA°° for all 
a¢ l .  
Now we give another way to compute IIA for 0 < A. 
Proposition 4.4. Let A E P(n). I f  A is invertible, then for  all B ¢ Mn such that 
A = BB*, we have 
IIA = r(PA -1)-1 
= [IB-1P(B*) -1 II-' 
= , , l lB - 'P I I  
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\ i , ./=l / 
where r(C) denotes the spectral radius of the matrix C. 
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Proof .  Let 0 < 2 E IR. Then, for x E C ~, 
(Ax, x> ~<Px,x)~tlg*xll2~ - llPxll 2 ~ IlYlt2 ~ -21lP(B*)-lyl[2 
n n 
for y = B*x. Taking supremum over 2 (and therefore infimum over 2 i), one 
obtains that IIA = nlIP(B*) -I I[ -2 = nl[B IPI1-2. The verification of the remaining 
equalities is now straightforward. [] 
Corollary 4.5. Let D = Dd E P(n) be the diagonal matrix given by the vector 
d =(d l  . . . .  , d~) E (1~+) ~. Then 
l iD  = ID = 1 
IIA = (IIA.' + II~]) -1 
E P(n) is invertible, then, as in Corollary 3.6, 
Proof. The first assertion follows easily using Proposition 4.4. It can be also 
deduced from Theorem 4.1 by just verifying that 
) det (D)  _ I-[',"-1 d, _ " det(D + P) - det (D) ~7-, [L~ dJ dg' 
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5. The 2 x 2 case 
Proposition 5.1. Let 
Then: 
( i ) / f  det (A) > 0, then 
ae - Ibl  2 
114= 
a +c-  2 Re(b) 
( i i ) / f  det(A) : 0, then 
114 = ~ ]x112 i fA  : P(~,, x2),xl : x  2 E C, 
t 0 i f  A : P(x,, .32) and xl ¢ x2. 
Proof. This is a direct consequence of Example 2.4 and Theorem 4.1, since 
det (A+P) -  det (A)=a+c-2Re(b) .  Note that if A=P(x,,x2) with 
Xl = X2 E C, then A = Ix II2P. [] 
Proposition 5.2. Let 
We have that 
(i) I f  Ibl < min{a, c}, then 
ac-  Ibl 2 
IA-- 
a + c - 21b I
(ii) I f  ]b] >~ min{a, e}, then 
14 = min{a, c}. 
Proof. First note that by an argument similar to the one used in (2.3), 
I4=I (  a Ibc] ) " 
rbl 
Then we can suppose that b ~> O. Now, if b /> min{a, c}, for example b/> c, 
then 
A = + 0 /> c =B>~0. 
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Note that B has rank one and bZ/c >1 c. Then by Example 2.4, 
IA ~<C = 18 ~<IA. 
On the other hand, if b < min{a, c}, then det A > 0. By Proposit ion 5.1, 
ac - b 2 
14 ~> IIA - - [(a - b) -1 + (c - -  b) 1] 1 + b. 
• a+c-2b  
By Corol lary 3.5 there exists B E P(2) such that 
0 c - b o = [(a - b) - '  + (c - b)- ' ]  -111gll. 
]IA oB] [ = ( a - c - ) o B + bB 
(a -b  O )o  B 
<" 0 c - b + bl[BJI 
= IIA I[B[[. 
Then 
Therefore 
ac -- b 2 
IA = IIA - [] 
a+c-2b"  
107 
Remark 5.3. From Proposit ions 5.1 and 5.2 we can deduce that 
{O~<b~< min{a,c} if det(A) > 0, 
IA=I IA  ~ A=PIx,o) , Pto,~) orP(~,~/, xEC i fdet (A)=O.  
for 
Indeed, easy calculations show that if det (A)>0 and [4 = I Ia ,  then 
[b[ < min{a,c} or b = min{a,c}. In this case by Proposit ions 5.1 and 5.2 the 
only possibility is that b = ]b I and therefore b E [0, min{a, c)]. 
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