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ANALYTICAL AND EXPERIMENTAL PERFORMANCE OF OPTIMAL 
CONTROLLER DESIGNS FOR A SUPERSONIC INLET 
by John R. Zeller, Bruce  Lehtinen, Luc i l l e  C. Geyser, and Peter G. Batterton 
Lewis Research Center 
SUMMARY 
This report applies the techniques of modern optimal control theory to the design of 
a control system for a supersonic inlet. The inlet control problem was approached as a 
linear stochastic optimal control problem using as the performance index the expected 
frequency of unstarts. The details of the formulation of the stochastic inlet control 
problem a r e  presented. The computational procedures required to obtain optimal con- 
troller designs a re  discussed, and the analytically predicted performance of controllers 
designed for several different inlet conditions is tabulated. The experimental implemen- 
tation of the optimal controllers is described, and the experimental results obtained in 
the Lewis 10- by 10-Foot Supersonic Wind Tunnel (SWT) a r e  presented. 
The design studies showed that the amplitude- frequency distribution of the distur- 
bance seen by the inlet has a large effect on the performance capabilities of the optimal 
controller. In this study two distinct disturbance spectra were assumed. The results 
show that the more disturbance energy there is at high frequency, the more difficult it 
is to control the inlet. 
The experimental program pointed out certain of the problems involved in imple- 
menting a complex modern optimal controller. Controllers were implemented and eval- 
uated with both analog and digital computer components. Analytically predicted and ex- 
perimental frequency response performance compared quite we 11. The analog and 
digital computer implementations of a particular optimal controller design showed com- 
parable performance results. Computer routines which were used to implement the 
digital computer version of an optimal controller a re  included. Recommendations as to 
further activities in using the capabilities of linear stochastic optimal control theory a re  
also included. 
INTRODUCTION 
The techniques of modern optimal control theory have been applied to the design of 
a control system for a supersonic inlet. A supersonic inlet is that portion of a super- 
sonic propulsion system which decelerates air  from supersonic velocity (relative to the 
aircraft) ahead of the aircraft to subsonic velocity at the entrance to the compressor. 
This deceleration is needed because present compressors require subsonic a i r  to oper- 
ate efficiently. The dynamic head of supersonic air  a t  high Mach numbers may com- 
prise a large percentage of the overall propulsion system compression, and, therefore, 
efficient recovery of the pressure head is a critical part of the supersonic propulsion 
system. For subsonic propulsion systems, however, almost all the compression is 
done by the engine's compressor. To aid the supersonic inlet in  operating at peak effi- 
ciency in the face of varying flight conditions, variable geometry features and associated 
controls a r e  required. 
A typical axisymmetric mixed compression inlet is shown in figure 1 in a normal 
operating configuration. Air at supersonic velocity enters the inlet past a weak oblique 
shock wave. It is compressed supersonically past a minimum area  point, or throat, up 
to the terminal normal shock. Thereafter, the flow is subsonic up to the compressor 
face station. 
- 
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Figure 1. - Schematic of axisymmetric mixed compression supersonic inlet. 
A stable operating condition for the inlet is one in which the throat Mach number is 
greater than one and the normal shock is downstream of the throat. This is the so-called 
started condition. An upstream or  downstream disturbance may, however, cause the 
throat Mach number to drop to one, or it may cause the normal shock to move ahead of 
the throat. When either of these occur, the inlet unstarts and enters an undesirable, 
unstable operating region (called unstart). 
During an unstart a shock wave sweeps out of the throat and a strong shock wave 
forms ahead of the inlet. The result is a large increase in drag and a large decrease in  
the pressure recovered at the compressor face. In addition, there may exist an oscilla- 
tory flow pattern within the inlet. Such a condition of unstart occurring in flight may not 
only interact with the engine, producing compressor stall and/or combustor flameout, 
but the increased nacelle drag and thrust loss can cause a sudden yawing of the aircraft. 
Control is required to maintain throat Mach number and terminal shock position within 
acceptable limits while maintaining efficient inlet operation. 
Basic control devices a r e  bypass doors and a variable centerbody. Opening the 
bypass doors allows air to be dumped overboard, causing the shock to move downstream 
away from the throat region. The movable centerbody varies the throat area, thereby 
varying the throat Mach number. A proper combination of these two control variables 
is used to ensure stable (started) inlet operation in the face of upstream and downstream 
disturbances. 
Inlet control systems (refs. 1 and 2 )  have been designed to minimize system re- 
sponse to deterministic disturbances. Designs were obtained using frequency domain 
techniques. In reference 3, J3arry conducted a design study based on an explicit de- 
scription of inlet disturbances. The disturbance treated was atmospheric turbulence 
described by experimentally determined power spectral densities and probability dis- 
tributions. The criterion used for evaluating inlet controls was the expected frequency 
of inlet unstart. 
The control system to be discussed in this report has been designed to minimize 
the unstarts that would be initiated by a downstream (engine compressor face) airflow 
disturbance. This approach is an extension of the work of Barry. Initial work in this  
a rea  has been presented in references 4 and 5. The inlet control problem was ap- 
proached a s  a linear stochastic optimal control problem using, as the performance 
index, the expected frequency of unstarts. References 4 and 5 document the theoretical 
basis and computational procedures required in designing and analytically evaluating 
modern optimal inlet controllers. 
The techniques of modern optimal control theory a s  applied to inlet control design 
a r e  being investigated for several reasons. First, the modern approach provides a 
rigorous solution technique for optimizing a control design to some ppecific performance 
criterion. Second, the resulting control design will be stable. Stability is not neces- 
sarily assured when using conventional techniques. Third, the approach is general 
enough that system constraints can be included in the performance criterion. For ex- 
ample, in the inlet problem, limitations on bypass door position, velocity, and acceler- 
ation can be taken into account by a proper formulation of the criterion. Fourth, noisy 
measurements as well a s  random disturbances f i t  quite well into the modern optimal 
control formulation. Finally, the theory is such that it can handle the multiple-input - 
multiple-output control problem. The inlet control design, although it is not s o  con- 
sidered in this report, can be expanded to a multiple input-output problem. Such an 
approach could sense additional pressures and pressure ratios throughout the inlet duct 
and control with centerbody as well as bypass doors. 
The analytical inlet model used for the controls analysis of reference 4 was a sim- 
plified representation of an actual experimental variable geometry mixed compression 
supersonic inlet under evaluation at Lewis Research Center (refs. 6 to  8). Controller 
performance was evaluated analytically for wide spectrum (white) stochastic disturb- 
ances at two different levels of measurement noise on the sensed output variable. This 
report, however, expands the inlet model to include additional aspects such a s  (1) the 
response limitations of the actuators for the control input (overboard bypass doors) and 
(2) downstream airflow disturbances which have nonwhite (colored) power spectral den- 
sities. These considerations a re  required when the controller designs a re  to be im- 
plemented and evaluated experimentally on an inlet operating in a supersonic environ- 
ment. 
The rigorous solution techniques of modern optimal control design generate a con- 
troller configuration which in most cases is considerably more complex than one ob- 
tained by classical cut-and-try frequency domain techniques. It is the purpose of this 
report to discuss the procedures involved in determining the optimal design and then im- 
plementing with hardware the complex modern controller configuration. In addition, in 
determining the linear state-space inlet representation, several approximations to the 
real  nonlinear distributed parameter inlet model have to be made. This report, there- 
fore, uses results from the experimental operation of the controllers to determine the 
adequacy of these approximations . 
The information is presented in two parts. First, the details of the formulation of 
the stochastic inlet control problem a re  discussed and documented. Along with this is a 
description of the computational procedures required to arrive at the optimal controller 
designs. Finally, a tabulation of the analytical results of controllers for several differ- 
ent inlet conditions is presented. In the second part, the details of the hardware imple- 
mentations of controllers a re  described. This is followed by a presentation of the ex- 
perimental results obtained in the Lewis 10- by 10- Foot Supersonic Wind Tunnel (SWT), 
a s  well a s  a comparison of these results with the frequency responses a s  predicted ana- 
lytically. Finally, some recommendations a re  presented as to further efforts that would 
enhance this initial endeavor at  applying optimal controller design to supersonic inlets. 
CONTROLLER DESIGN AND ANALYTICAL PERFORMANCE 
General Solution Technique 
As stated earlier, the design techniques of modern optimal control theory have been 
applied to the design of a control system for a supersonic inlet. The purpose of the inlet 
4 
control system considered here is to minimize the expected frequency of inlet unstarts to 
a random downstream airflow disturbance. Figure 2 is a block diagram of the general 
configuration chosen for this study. 
As shown in figure 2, there a r e  three distinct transfer functions, two defining the 
inlet and one the downstream (compressor face) disturbance. They a re  (1) the dynamics 
of the subsonic duct designated a s  GINLET(s), (2) the dynamics of the bypass doors to 
be used for control designated as GBpD(s), and (3) the transfer function GNS(s) (noise 
shaping network) which models the dynamics of the airflow disturbance to the duct. 
Each of these is discussed in detail in later sections of this report. 
Figure 2. - Block diagram of typical inlet configuration. 
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The Gaussian compressor face disturbance wd7 shown in figure 2, is modeled a s  a 
white Gaussian airflow disturbance w being operated on by the transfer function GNS(s). 
The control input u operates the bypass doors and results in a corrective control air- 
flow wc. A measurement z of terminal normal shock position ys is measured 
through a noisy channel with measurement noise v . The measurement noise is 
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assumed to be white Gaussian. 
For the inlet control design the following performance index was chosen to be mini- 
mized: 
where 
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expected frequency of inlet unstarts 
positive weighting factor 
mean-square value of control input 
mean- square value of shock velocity 
mean square value of shock position 
shock position tolerance (distance between undisturbed shock position and inlet 
throat, see fig. 1) 
The cost J was selected so  that the control must minimize unstarts X while limiting 
the amount of bypass door control effort 0: needed to do so. (All symbols a r e  defined 
in appendix A. ) 
The X relation (eq. (2)) gives the expected frequency with which the Gaussian ran- 
dom variable ys exceeds the level Q! in the positive direction. The derivation of 
2 equation (2) can be found for instance in reference 9. The weighting factor k for uu 
is selected to penalize the control variable s o  that the level of control effort will not 
exceed that which is available. (Selection of the control effort weighting factor k is 
discussed in a later section. ) In order to use X of equation (2) for this control design, 
the following assumptions must be made: (1) the inlet disturbances are  Gaussian, (2) the 
inlet dynamics a re  linear, and (3) the controller is restricted to being linear and time 
invariant. 
The approach taken in the designs being presented in this report uses the techniques 
of linear stochastic optimal control and estimation theory. This solution involves min- 
imizing a quadratic type of performance index. It should be noted that the performance 
index of equation (1) is not quadratic because of A .  A linear optimal control law can, 
however, be determined by employing a technique termed the quadratic equivalence prin- 
ciple (ref. 10). This technique is used in this report. Since it  has been1 previously de- 
scribed and used in reference 5, it is not repeated here. A summary of the type of 
control system which results is presented in the following section. 
Linear Stochastic Optimal Control and Estimation Solution 
A linear time invariant system can be described in state variable form a s  
where x is an n x 1 state vector, u is a c X 1 control vector, and w is a d x 1 plant 
disturbance vector. An 2 X 1 output vector y is defined as 
and an  m x 1 measurement vector is defined as 
where v is an  m X 1 measurement noise vector. Both w and v a r e  white zero mean 
Gaussian and uncorrelated with each other. Quantities A, B, C, D, and H a r e  matri- 
ces of appropriate dimensions. 
In solving the control and estimation problem (using the approach of ref. 11) for a 
quadratic performance index, the following equations result. The feedback control law 
is defined as 
where % is the optimal estimate of the state vector x and is generated with a Kalman 
filter described by 
f = A% + Bu + Ke(z - H i )  
The computation details for the constant matrices Kc and Ke a r e  given in reference 4. 
The block diagram in figure 3 illustrates the solution to the optimal control and es- 
timation problem showing the state estimator and state estimator feedback. The state 
estimator (Kalman filter, eq. (7)) is basically a model of the plant driven by control u 
and measurement z. Signal z is compared with the estimated measurement 2 to 
form a term which is the e r ro r  in the estimate of the measurement. This e r ro r  is then 
multiplied by Kalman filter gains Ke and added back into the filter as a " ~ o r r e c t i o n ~ ~  
term. The filter output % is weighted by the control gains Kc to form the optimal 
control vector u. The portion of the system with measurement z as the input and con- 
trol u as the output is defined as the optimal controller. 
The following sections discuss the details of the design procedure as applied to the 
inlet problem. 
Measurement 
Plant noise, noise, 
W v 
I 
Figure 3. - Combined optimal regulator - state estimator. 
Linear Continuous Time-Invariant Model Formulation 
Inlet transfer functions. - The experimental mixed compression inlet, for which a n  
optimal controller has been designed, has been the subject of evaluation in several past 
programs at Lewis Research Center. During these programs, the dynamic relations 
between a downstream (compressor face) disturbance and specific measurable variables 
throughout the inlet have been determined. These relations have been obtained through 
a frequency response testing method (refs. 6 and 8). In appendix B is a brief descrip- 
tion of the method and how it was used in evaluating the inlet open loop frequency re- 
sponse performance. Appendix C contains the frequency response data obtained to de- 
scribe the performance of the inlet. Also in appendix C is a complete tabulation of the 
transfer functions which have been curve fit to the experimental data. These transfer 
functions involve transportation lags o r  pure dead-time terms ( e -TdS). This is to be 
expected considering the distributed nature of the inlet duct. F O ~  comparison purposes, 
appendix C contains the frequency responses of the transfer function approximations to 
the experimental data. 
For the inlet controls program being documented in this report, two specific meas- 
urements of shock location have been considered. One configuration uses a sensor 
which provides a stepwise continuous indication of actual inlet shock position. This 
type of sensing of the normal shock position has been accomplished in previous research 
programs (refs. 12 and 13). A brief description of the technique is also included in 
appendix B. The control using this measurement of actual shock position is designated 
as the shock position feedback or SPF system. It is described by the block diagram in 
figure 4. The second shock measurement configuration uses a static pressure down- 
stream of the throat to indicate the position of the inlet normal shock. This is a more 
conventional way of obtaining an  indication of shock position. For this second configura- 
tion, it was assumed that only the throat exit static pressure pte was measurable for 
purposes of control. Thus, the inlet is uncontrolled or open loop to the actual shock 
position location. This configuration, which is shown in the block diagram in figure 5, 
shall be designated a s  the throat exit feedback o r  TEF system. 
- 
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Figure 4. - Block diagram of shock position feedback (SPF) system of 
inlet control. 
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Figure 5. - Block diagram of throat exit feedback (TEF) system of inlet control. 
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For the SPF system (fig. 4), the transfer function relation of shock position ys in 
response to a downstream (compressor face) airflow disturbance is given a s  
Since our intent is to develop a finite-order state variable formulation of the inlet, the 
dead-time term of equation (Cl), which has an infinite number of poles, must be modi- 
fied. A finite-order approximation for the dead time was obtained using a Pad& approx- 
imation. The transfer function for the SPF system inlet model can be written as 
using a third-order pad;. 
For the TEF system (fig. 5), the two transfer functions a re  
Again, as in the case of the S P F  system, pad6 approximations to the delay te rms 
a r e  used. Since the delay te rms in equations (C2) and (C3) a r e  both of shorter duration 
than the total duct delay of equation (Cl), it was determined tha t  first-order Pad6 ap- 
proximations provided sufficient accuracy. The resulting transfer functions a r e  
Bypass door transfer function. - The mechanism used as the control input for the 
mixed- compression inlet under investigation a r e  overboard bypass doors. These a r e  
fast-acting high-performance devices and a r e  discussed in reference 14. Frequency 
response data from reference 14 a r e  displayed in figure 6. As can be seen, the dynam- 
ics  a r e  not linear in that the performance varies as a function of the disturbance ampli- 
tude. Previous tests, however, have shown that a disturbance equivalent to the 14- 
percent level of door movement moves the shock position over a range quite adequate for 
Disturbance amplitude, 
5 cm 
0.254 0 0 O n 0  
.118 0 0 0 0 0 8 ~  
0 
o .046 (14 percent of fu l l  stroke) 
u s
C 
A A A A A A ~  
a 
Frequency, Hz 
Figure 6. - Frequency response of inlet control bypass doors for three disturbance 
amplitudes. 
investigation of inlet controller concepts. At this level of bypass airflow, the transfer 
function of equation (11) adequately describes the bypass door performance: 
Disturbance noise assumptions. - It has been pointed out earlier in this report that 
the inlet controllers were designed to minimize the expected frequency of unstarts to 
downstream disturbances. This is a statistical performance criteria and involves the 
mean-square value of shock position and shock velocity (ref. 4). Thus, a statistical 
description of the downstream disturbances is required. The linear stochastic optimal 
control theory formulation demands that the disturbance w be white Gaussian noise with 
zero mean. For the inlet problem, the disturbance wd was not white. To model the 
spectrum of wd, transfer functions were selected to shape a white noise input w. The 
presence of the required shaping transfer functions is shown by the dotted blocks in fig- 
ures 4 and 5. 
At the time of this program, no data were available to define the specific shape of 
the wd spectrum. Therefore, two different disturbance spectra were assumed. Their 
asymptotic representations are  shown in figure 7. The spectra were selected to allow 
-- I ,-(0.5541 Case 
\ 
10-6 I I \ I 
.01 .I 1.0 10 102 103 
Frequency, radlsec 
Figure 7. - Power spectral density of disturbance wd (asymptotic representa- 
tion). 
the comparison of resulting optimal controller designs over as wide a range as seemed 
reasonable. To model the spectra shown in figure 7 as well as to allow for some flexi- 
bility in modeling other spectra in the future, the following generalized transfer function 
was used: 
For the spectra of cases A and B in figure 7, the a! parameter values a r e  shown in 
table I. To serve as a basis of comparison, it was decided that the mean-sqaare value 
of the disturbance airflow would be the same regardless of the frequency spectrum 
selected. This was accomplished by modifying the power spectral density level of the 
white noise input w in accordance with the particular frequency spectrum selected. For  
the case A and case B spectra, the white noise input power spectral densities PSD(w) 
required to provide a constant mean-square airflow o2 equal to 0.0282 (kilogram 
Wd 
2 per second) a r e  included in table I. 
TABLE I. - FREQUENCY SPECTRUM PARAMETERS 
FOR DISTURBANCE AIRFLOWS 
Parameters 
Noise shaping transfer function 
parameters, rad/sec: 
"1 
"2 
"3 
White noise input power spectral 
density, PSD(w), (kg/sec)Y 
(rad/sec) 
Mean-square value of disturbance 
airnow, ed, (kg/sec12 
Case 
Measurement noise descriptions. - The signals of actual shock position ys and 
throat exit static pressure pte a r e  used as the output measurements for the SPF  and 
TEF systems, respectively. It has been assumed that these measurements a r e  cor- 
rupted by specific levels of additive white Gaussian zero mean noise. This assumption 
is made at  this time, since no spectral information of these measurement signals is 
available. In addition, as is discussed briefly in appendix B and in detail in refer- 
ence 12, the shock position sensor generates a stepwise continuous representation of tne 
location of the normal shock. No attempt has been made to include the quantization 
e r r o r  of the sensor in the analysis. The noise levels assumed for this design study a r e  
State Space Model Formulation 
The transfer functions representing the inlet dynamics for the two configurations 
can now be formulated. The inlet frequency domain representations were transformed 
to the state variable form (eqs. (3) to (5)) by using the phase variable transformation 
(ref. 15). Tables 11 and 111 a r e  the resulting numerical values for the matrices and 
and vectors for the SPF  and TEF systems, respectively. The blocked-in sections come 
directly from the transfer functions indicated on the right. The nonblocked-in elements 
a r e  the coupling between the transfer functions. The values of al, a2, and a3 for the 
case A and case B disturbance noise spectra a r e  presented in table I. 
It should be noted that both the SPF and TEF systems when put into the state space 
formulation a r e  described by ten first-order differential equations (eq. (3)). Thus, the 
optimal inlet controller (eqs. (6) and (7)) consists of ten gains (Ke) defining a Kalrnan 
filter which generates ten state estimates (%), which a r e  weighted by ten feedback values 
(Kc). 
With the state-space models of tables I1 and 111 the optimal controller design ap- 
proach described earlier (documented in refs.  4 and 5) can now be undertaken. The 
computational details of this procedure a r e  described in the next section. 
Nt- 
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Computational Design Procedures 
It was desired that the optimal inlet controller be in the form of a combined 
controller-estimator as shown in figure 3.  The design procedure is identical to that 
described in detail in reference 4. Therefore, the steps required to determine the esti- 
mator gains (Ke, eq. (7)) and optimal controller feedback gains (Kc, eq. (6)) a r e  only 
summarized in this report. The estimator gains and the covariance matrix of the esti- 
mation e r ro r  can be determined by solving an appropriate steady- state matrix Riccati 
equation using the inlet model and noise PSD's. To obtain the control gains Kc, a state 
regulator problem must be solved. The regulator has the task of minimizing the devia- 
tion of the appropriate states so  as to accomplish the minimization of 
when subjected to well defined compressor face airflow disturbances. As stated earlier,  
J involves the expected frequency of unstarts h as well as the effort required to re- 
duce the expected frequency of these unstarts. As was pointed out, X is not a quad- 
ratic term. Thus, to use the results of linear stochastic optimal control theory and 
obtain a linear feedback solution, the quadratic equivalence principle is used. This 
~ r i n c i p l e  is briefly outlined here. 
Consider a general quadratic index in the variables of equation (1): 
The differential of J is simply 
eq 
Similarly, the differential of J in equation (1) can be written as 
NOW, assume a minimum of J exists; thus, 
eq 
dJeq = 0 
Then, if 
and 
it can be seen by comparing equations (14a) and (14b) that dJ = 0, which indicates J 
has been minimized using the same gains Kc that minimized J Explicit conditions 
eq' 
that must be satisfied for J to be minimized can be obtained from the aforementioned 
expressions for W and W2 by substituting for the required partial derivatives : 
The computational technique for finding the minimum J is outlined in figure 8. There 
will be a minimum J for each value of the control weighting k. The procedure shown 
in figure 8 is repeated for each value of k. 
To determine the minimum cost (J), trial pairs of W1 and W2 (designated a s  W$ 
and W; ) a r e  used a s  inputs to the optimal regulator portion of the solution. The feed- 
back gains Kc a re  determined by solving a steady-state matrix Riccati equation. Using 
these gains and the covariance matrix of the estimation error ,  the steady-state state- 
covariance matrix equation is solved to determine mean-square values of the states. 
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Figure 8. - Computation procedure flow chart. 
(This involves solving a L punov e uation. ) The mean- square state information is 
2 i? 2 used to determine o , o. , and % values. These are used to compute J and h as 
Y s  ys 
well as W1 and W2. When the values of W1 and W2 computed by equations (15) are  
equal to the trial Wf and W$ values, then equivalence is achieved and the cost J is 
Compute 
control 
gains 
Input trial 
values of 
W: and W; 
a t  a minimum value for that value of control weighting k. 
A search routine on W: and W$ could have been used to find the minimum cost. 
However, i t  was decided that selected pairs of W; and W$ be used, which would en- 
- 
compass the field of possible values, and that both the optimum and nonoptimum solu- 
tions would be printed. This list was then searched manually to find the optimum solu- 
tions. The search was done to see the full deviations of the nonoptimum solutions from 
the optimum. 
Analytical Design Results and Discussion 
A family of optimal controllers has been designed for each of the four systems dis- 
cussed earlier. These controllers are  as follows: 
(1) SPF system, case A disturbance 
(2) TEF system, case A disturbance 
(3) SPF system, case B disturbance 
(4) TEF system, case B disturbance 
Analytical results of the design procedure are  presented and discussed in this section. 
If the inlet were left open loop and the undisturbed steady-state position of the shock 
(a) set by a fixed bypass door opening, then the unstart performance shown in figure 9 
would result. Note that the ordinate is the inverse of the frequency of unstarts. The 
mean time between unstarts A-' in hours should be a more understandable numerical 
quantity for the reader. 
0 20 40 60 80 1GO 
Square of shock position tolerance, a2, cm2 
Figure 9. - Open loop (no control) unstart performance. 
Figure 9 is a log-linear plot of against a2 for both case A and case B distur- 
bances. I t  should be remembered that 2 is the same for both cases. The straight 
1 Wd 2 lines a r e  due to log (A- ) being a linear function of a! . This can be seen by examining 
the equation which defines h (eq. (2)). The a! = 0 intercepts for the lines a r e  given by 
(see eq. (2)) 
This is the inverse of what is termed the "zero crossing frequency. " This n intercept n is 
smaller for case B than for case A because of the relative magnitudes of 8 and O! . 
n \-I YS Y s 
The slope of a line is . This quantity is smaller for case A; thus, mean time 
/ 0 \-1 
between unstarts for case A is less  sensitive to a! than in case B. The reason 20" 
ys1 
is smaller for case A is that in case A most of the energy is concentrated at low frequen- 
cies where the disturbance energy is not greatly attenuated by the inlet duct. Converse- 
ly, for case B, more disturbance energy is present at high frequencies where the inlet 
attenuation is large; hence, the resulting mean-square shock position is less than for 
case A. 
Figures 10 to 13 represent the inlet unstart performance for each of the inlet prob- 
lems being evaluated. I On each of these figures the ordinate is the time between unstarts 
h-' and covers the same range as that of the shaded area  of the open-loop performance 
shown in figure 9. 
The abscissa for  these four figures is B, the r m s  control effort in volts. This 
factor was part of the performance index of equation (1). Each value of O, corresponds 
to  a different value of control weighting k and thus a different set  of feedback gains Kc. 
In looking at the curves for any fixed value of shock setting a, the time between unstarts 
increases as the amount of control effort oU increases. Also, for a fixed control effort 
.but an  increased a, A- is greater. 
In figure 10 for SPF case A there is a sharp increase in k1 in the a rea  of oU = 
0.175 volt. Beyond 0.20 volt, no significant gain in performance can be accomplished. 
This type of control performance is also seen in figure 11 for T E F  case A which is the 
same disturbance case. When comparing figures 10 and 11 it can be seen that SPF  sys- 
tem can use lower a! settings to accomplish the same unstart performance. Thus, for 
the case A disturbance, control can better be accomplished by directly sensing the out- 
put ys even though an additional measurement lag is incurred in doing so. This is due 
to the relatively high measurement noise level present on the pte measurement signal. 
Also shown in figure 10 is a notation which indicates the shock setting that would be 
required for an open- loop system to yield 100 hours between unstart. At this setting of 
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15 centimeters, inlet overall performance (pressure recovery and distortion) would be 
considerably worse than with the setting of 0.89 centimeter possible with closed-loop 
control. 
Figure 12 and 13 a re  unstart performances for the two feedback configurations 
(SPF and TEF) for the case B disturbance (high frequency content). The three a! 
settings a r e  the same for each configuration. When comparing these two figures it can 
be seen that there is a benefit from sensing the throat exit pressure pte instead of 
shock position ys. This signal is closer to the disturbance than shock position ys, 
and, for the high- frequency (case B) disturbances, it shows unstart improvement. Even 
though the pte signal is highly corrupted by measurement noise, the data of figure 13 
show that the closeness of pte to the higher frequency disturbance yields performance 
benefits. The need for less phase lag between disturbance and measurement seems to 
outweigh the measurement uncertainty where higher frequency disturbances a r e  con- 
cerned. 
Experimental Control ler Selection 
In the preceding sections the techniques for finding an optimal inlet controller for 
a nonquadratic performance index were presented. These techniques were applied to 
the design of optimal controllers for the 40/60 inlet, which were then evaluated in the 
SWT. Selection of the feedback gains (Kc) and estimator gains (Ke) for three of the 1 
Y 
four plant/noise configurations was made. The three configurations selected a r e  
SPF system, case A disturbance (fig. 10) 
TE F System, case A disturbance (fig. 11) 
TEF system, case B disturbance (fig. 13) 
For each of the three configurations one specific set  of optimal controller gains 
corresponding to a specific value of r m s  control effort cru was selected. The values 
of o, at which the controller gains were selected a re  indicated in figures 10, 11, and 
13. The actual selection was carried out in  the following manner. 
The physical variable used in selecting the control gains Kc was the control bypass 
airflow wc. This variable has a well defined maximum value, determined by the maxi- 
mum opening of the bypass doors. The airflow wc is related to the bypass door actu- 
ator input u by the transfer function of equation (11). For each optimum controller, 
the r m s  value of control airflow cr was computed. The controller gains selected for 
experimental evaluation were those for which the resultant value of ow was equal to 
C 
0.168 kilogram per second. This value is equal to 10 percent of the r m s  bypass door 
flow capacity when operating about midposition. 
It should be pointed out that the transfer function of equation (11) indicates the con- 
t rol  airflow wc is related to the input u as a function of frequency. Also, the inlet 
disturbance energy has some frequency distribution which causes some type of frequency 
distribution on the control signal u. 
Therefore, even though the three experimental optimal controllers were selected 
for the same value of r m s  control airflow ow , the r m s  control efforts ou required to 
C 
produce this fixed value of r m s  control airflow a r e  different. This is indicated by the 
different values of % appearing at the selection points in  figures 10, 11, and 13. The 
vertical lines on these figures can be used to determine the unstart performance for the 
selected control designs. 
The experimental results obtained using these selected controllers a r e  presented 
and discussed in the EXPERIMENTAL CONTROLLER PERFORMANCE section. 
EXPERIMENTAL CONTROLLER PERFORMANCE 
Analog (Continuous) Controller 
The state estimator - optimal controller configuration discussed in the CONTROL- 
LER DESIGN AND ANALYTICAL PERFORMANCE section and shown schematically in 
figure 3 is described by the vector-matrix equations 
and 
These equations can be implemented directly by using analog computer components. Ap- 
pendix B gives a brief description of the actual computer equipment employed in the ex- 
perimental facility. As discussed earlier, three different optimal controller designs 
were experimentally evaluated. These designs involved two different measured vari- 
ables described earlier as the SPF  and TEF systems. Figures 4 and 5 show the general 
block diagrams for these two different configurations. 
As can be seen from equations (16) and (17) and figure 3, the optimal controllers 
lend themselves quite naturally to hardware implementation with an electronic analog 
computer. The only difficulty involved in finalizing the analog hardware involved scaling 
the large values of estimator gains and control gains resulting from the design procedure. 
Most of the scaling problems were eliminated by using very fast integrating rates on 
each of the integrators. In the analog circuit, the outputs of various integrators were 
the system estimated states ii;(t). In this particular problem, the presence of transfer 
function zeros and the use of a Pad& approximation for the dead time caused the state 
variables to differ from any actual system variables. Thus, the level or magnitude of 
state estimates during experimental system operation could not be easily predicted. 
This made analog scaling to prevent amplifier overloads very difficult. To resolve this 
problem, the experimental analog controllers were operated first with a linear analog 
simulation of the inlet system transfer functions. Scaling the estimated states was then 
adjusted to allow al l  the amplifiers to operate at satisfactory levels under the worse case 
levels of disturbance inputs. The results of operating the three designs with the experi- 
mental inlet in the wind tunnel (SWT) a r e  presented in a later section. 
Digital Computer (Discrete) Control ler  
Since a digital computer was already available in the SWT facility for a companion 
experimental controls program (ref. 16), it was decided to implement optimal control 
laws with a discrete controller. A brief description of the digital equipment is included 
in appendix B and a detailed description is in reference 17. 
Presently the optimal inlet control is formulated and designed a s  a continuous con- 
troller. Equations (16) and (17) describing the optimal controller a re  linear, time- 
invariant, differential, and algebraic equations. Two possible approaches for designing 
optimal inlet controllers a r e  available. One method involves transforming the inlet 
open- loop differential equations into discrete- time (difference) equations. Then a com- 
plete optimal control system can be designed in discrete time. Such an approach was 
not used, since for the inlet it would have required a new formulation of the optimal con- 
trol solution as well as the development of new computer routines. 
The other method for obtaining a digital computer control law involves approximat- 
ing the continuous control law of equations (16) and (17) by difference equations. The 
performance of a system using a digital computer t o  implement these equations can be 
made equivalent to that possible with the continuous controller. This second method is 
the one selected for the program discussed in this report. The block diagram in fig- 
ure 14 shows the manner in which the complete digital computer control system was im- 
plemented. 
First, the appropriate measured output is sampled and converted to a digital equi- 
valent upon which the computer can operate. During the uniform sampling interval T 
the computer algorithm is exercised and an optimal controller output u is obtained. 
This then is input to the control doors at the next sample time and it is held fixed for 
the duration of the sample period T. A sampling period of 1 millisecond was conser- 
vatively selected using the closed- loop stability criteria discussed in appendix D. 
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Figure 14. - Digital computer inlet control system block diagram. 
Systems in which input and output controller information is sampled a r e  called 
sampled- data control systems. Various techniques for analyzing such systems can be 
found in the literature. Both frequency domain approaches using the z- transform 
(refs. 18 and 19) and time domain approaches (refs. 15 and 20) have been used. Since 
the continuous formulation for the inlet problem is in the time domain, a time domain 
discrete formulation was obtained by using the state transition matrix (refs. 15 and 20). 
For this particular control problem with ten estimated states which a r e  not closely 
related to distinct physical variables, certain numerical programming problems were 
encountered. Techniques used to overcome these problems and arrive at an acceptable 
control algorithm a r e  not included in this section since such details a r e  not essential to 
a discussion of the experimental results. However, appendix D is included to discuss 
in  detail the techniques involved in arriving at a practical computer control law. 
The experimental performance of the discrete controller is presented in the next 
section along with the analog or continuous controller results . 
Experimental Results and Discussion 
In the experimental program, the system was subjected to sinusoidal airflow dis- 
turbances at the downstream end of the inlet as described in appendix B. Thus, all the 
performance data to  be presented a r e  in the form of closed-loop frequency responses of 
shock position to an airflow disturbance. The results show how well the controlled sys- 
tem regulates against sinusoidal disturbances of fixed amplitude at different distinct 
frequencies. 
The test program would best have been run with random airflow disturbances a s  
described by the spectral densities shown in  figure 7. This was not done since the dis- 
turbance devices (bypass doors) would not have been capable of accurately duplicating 
these spectral densities. Also, to measure the frequency of unstarts to a random dis- 
turbance would have required considerable running time. This is impractical in the 
SWT. 
Performing frequency response tests with fixed amplitude sinusoidal signal inputs is 
the technique used in past programs to evaluate controller experimental closed- loop 
performance. This is a direct way to look at linear time-invariant systems. 
The experimental data presented in figures 15 to 23 consist of closed-loop frequency 
responses for the three controller designs discussed in the CONTROLLER DESIGN AND 
ANALYTICAL PERFORMANCE section. Also included a r e  experimental open-loop fre- 
quency responses to evaluate the different controllers. For each controller, compari- 
sons a r e  made between the experimental and analytically predicted closed- loop frequen- 
cy response performances. Analytical predictions of closed-loop performance a r e  
obtained as follows. Open- loop models of the inlet a r e  defined by the finite- order trans- 
f e r  functions determined in appendix C and represented in the time domain by the matri- 
ces of tables I1 and 111. A closed-loop system transfer function is derived and the fre- 
quency response is evaluated by using the open-loop models and the appropriate optimal 
gains Kc and state estimator. Also, where possible, comparison is made between the 
analog and digital computer implementations of the control laws. 
Only frequency response magnitudes, not phase angles, a r e  presented. All magni- 
tude data a r e  normalized to the open-loop magnitude at  1 hertz. 
S P F  system frequency response. - Figure 15 is a frequency response plot of the 
SPF  case A controller design implemented with analog computer components. The un- 
controlled or  open-loop response of inlet shock position to  a downstream airflow disturb- 
ance is also shown. It can be seen that control attenuates shock motion by a factor of 
at least 10:l at frequencies of 0.5  hertz or less. However, as the disturbance frequency 
increases, the controller fails to attenuate the disturbance as well. In fact, from about 
6 to 20 hertz it even amplifies the disturbance somewhat. Beyond this frequency, the 
shock position behaves as if the system were open loop. The case A disturbance, for 
which this particular control was designed, contains the majority of its disturbance 
energy at low frequencies. Thus, a large closed- loop attenuation is produced at the 
lower frequencies. The control design assumes what little disturbance energy exists 
at high frequency is sufficiently attenuated by the inlet duct dynamics; thus, the closed 
loop follows the open loop in this area.  The slight amplification of shock motion from 
about 6 to 20 hertz probably does not significantly increase unstart frequency, since 
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Fiqure 15. - Comparison of experimental open- and closed-loop frequency responses 
of shock position to disturbance airflow using SPF case A analog control. 
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Figure 16. - Comparison of analytical and experimental closed-loop frequency 
responses of shock position to disturbance airflow using SPF case A analog 
controls. 
disturbance energy in this band is small. 
Figure 16 is a comparison of the analog SPF case A control experimental perform- 
ance with the analytically predicted closed-loop performance. It can be seen that the 
analytical predictions show more attenuation at  low frequency than the experimental 
values. It was found during the SWT tests that the shock position gain was about two- 
thirds the value used in modeling the plant (numerical values of table 11) and designing 
the controller. This gain discrepancy is the most probable cause for the difference be- 
tween the analytical and experimental performances especially at low frequency. 
Figure 17 is a comparison between the experimental performance of the analog (con- 
tinuous) and a digital computer (discrete) implementation of the SPF case A control de- 
sign. The two implementations are,  in general, quite similar except for some lack of 
low frequency disturbance attenuation with the digital version. 
TEF system frequency response. - Figure 18 shows the experimental closed-loop 
frequency response of shock position to a disturbance when the TEF case A control de- 
sign is implemented with analog components. The open-loop shock position response is 
included a s  a reference. Compared with the shock position feedback system shown in 
figure 15, low frequency attenuation is not quite s o  good. However, a s  frequency in- 
creases, the TEF system does better in the 6 to 20 hertz range. Since there is less lag 
between the pte signal and the disturbance than between ys and the disturbance, it is 
expected that this system might have an easier job of attenuating disturbances at the 
higher frequencies where phase lag is becoming a problem. Beyond 20 hertz, however, 
the system appears open loop. Again, this is because for case A little disturbance en- 
ergy exists in this region. 
Figure 19 compares the experimental and analytical frequency responses of the 
analog version of TEF case A control. Responses compare very well out to 20 hertz. 
After 20 hertz the comparison is not good. The probable cause is that beyond this fre- 
quency the analytical inlet model used for design and prediction was not an extremely 
close f i t  on amplitude. This can be seen by looking at figures of the curve fit informa- 
tion of figure 3 in appendix C. A more accurate f i t  would probably have produced closer 
agreement between experimental and analytical results. 
Figure 20 is a comparison of the closed-loop shock position frequency response of 
the analog and digital computer versions of the TEF case A control design. The two 
responses are  almost identical. As stated earlier, the digital control algorithm was 
designed for and used a sampling time of 1 millisecond. This is quite adequate for dis- 
turbance frequencies up to 100 hertz; therefore, the close correlation with the continu- 
ous analog version a s  shown in figure 20 is a s  expected. 
Figure 21 presents the closed-loop frequency response of the analog TEF case B 
controller design. Also shown is the inlet open-loop frequency response. It should be 
remembered that case B has a certain amount of disturbance energy in the midfrequency 
range and not a s  much a t  the very low frequencies. As a result, the controller perform- 
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Figure 17. - Comparison of closed-loop experimental frequency responses of shock 
position to disturbance airflow using SPF case A analog and digital controls. 
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Figure 18. - Comparison of experimental open- and closed-loop frequency responses 
of shock position to disturbance airflow using TEF case A analog control. 
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Figure 19. - Comparison of analytical and experimental closed-loop frequency 
responses of shock position to disturbance airflow using TEF case A analog 
controls. 
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Figure 20. - Comparison of closed-loop experimental frequency responses of shock 
position to disturbance airflow using TEF case A analog and digital controls. 
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Fiaure 21. - Comoarison of ooen- and closed-loor, ex~erimental frequency respmses 
of shock positioh to distorbence airflow using TEF case B analog controi. 
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Figure 22. - Comparison of case A and case B closed-loop experimental frequency 
responses of shock position to disturbance airflow using TEF analog controls. 
ance shown in figure 21 does not attenuate the low frequency disturbances as much a s  
either of the case A controllers, but it does produce more attenuation in the midfrequen- 
cies out to about 20 hertz. This is shown by figure 22 which compares experimental 
analog versions of the TEF system for both the case B and case A designs. Case A 
provides very little attenuation after 3 to 4 hertz, whereas the case B design "keeps 
working" out to 20 hertz. The slight magnification over the open loop shown in figure 21 
is difficult to explain except that control in this region is quite difficult because of the 
great deal of phase lag from the inlet a t  these frequencies. 
Figure 23 presents a comparison of the experimental response of the analog TE F 
case B design and its analytical counterpart. The prediction is quite good, especially 
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Figure 23. - Comparison of closed-loop analytical and experimental frequency 
responses of shock position to disturbance airflow using TEF case B analog 
controls. 
in the midfrequency range. In the area of 80 to 100 hertz the analytical prediction shows 
better disturbance attenuation than the experimental. This is probably due to hhe limited 
order inlet model used in the analytical design. The additional phase shift of the actual 
inlet causes the experimental data to be somewhat degraded in this region. 
Summary of experimental results, - To summarize the experimental data, several 
observations can be made. In general, the three controller designs performed in agree- 
ment with their analytical predictions except for the shock feedback system SPF, where 
a difference in inlet model gain was found to exist. Each of the three controllers was 
implemented with an analog computer. Only two of the three were put into discrete form 
and implemented with a digital computer. Where the two were compared to their analog 
counterparts, equivalency was quite good. In general, the experimental program point- 
ed out the problems of designing and then implementing linear optimal controller de- 
signs. 
Conclusions and Recommendat ions 
It has been demonstrated that inlet controllers which minimize the expected frequen- 
cy of unstarts can be designed and implemented. It was shown that controller charac- 
teristics depend strongly on the spectrum of the disturbance. Both shock position (SPF) 
and throat exit static pressure (TEF) were used a s  feedback variables. Because of the 
difference in noise levels on these signals, it was found that SPF was better for disturb- 
ances rich in low frequencies and TEF was better for higher frequency disturbances. 
Analytically predicted and experimental closed- loop frequency responses were found 
in general to be in close agreement. Experimental controllers were implemented with 
both an analog computer and a digital computer. Analog and digital results compared 
quite favorably. 
This attempt a t  applying linear stochastic optimal control theory to inlet control 
problems has, therefore, met with some success. The possible benefits which can be 
gained from using this relatively new theory seem to be great. However, this investi- 
gation exploited only a small fraction of the capabilities of the stochastic optimal control 
design approach. The remainder of this section contains recommendations as to areas 
that might warrant further investigation, both analytically and experimentally: 
(1) Consideration should be given to designing an optimal controller for both shock 
position and throat Mach number for both atmospheric and compressor face disturb- 
ances. This problem could use the multiloop capabilities of the optimal control design 
technique. 
(a) Multiple measurements could be used: throat exit and compressor face 
pressure, throat Mach number, cowl lip Mach number, etc . Experiments would 
be needed to determine more precisely various measurement channel noise levels 
and spectrum of the compressor face disturbance. 
(b) Controlled variables such a s  spike position (and possibly engine speed) 
as well a s  bypass door opening should be considered. 
(c) A quadratic performance index could be used involving mean- square 
values of shock position and throat Mach number plus penalties on bypass door 
opening, spike position, actuator slewing velocities, etc. 
(2) Sensitivity studies should be conducted on future inlet controller designs to de- 
termine the degradation in performance when inlet or noise parameters vary from those 
assumed in the design process. 
(3) Controllers developed in the present study tended to be somewhat complex. 
Therefore, methods of developing simpler optimal or suboptimal controllers should be 
studied. Some approaches might be as follows: 
(a) Reduce the order of the open-loop inlet model and compare the results 
(on the more complete inlet model) using controllers based on the lower order 
model with those of the more complex model. 
(b) Investigate techniques of simplifying controllers which have been designed 
for the complete inlet model. 
(4) The approach used in this study for digital control is not unique; thus, alternate 
approaches to optimal digital computer control of inlets should be studied. The goal is 
to increase the sampling period while achieving performance comparable to continuous- 
type control. This could be done by: 
(a) Studying various ways of discretizing inlet and/or controller dif feren- 
tial equations. 
(b) Developing a method for directly determining the optimal discrete- time 
control law for a continuous- time system. 
Lewis Research Center, 
National Aeronautics and Space Administration, 
Cleveland, Ohio, November 10, 1972, 
501-24. 
APPENDIX A 
SYMBOLS 
A system matrix, n X n 
B control matrix, n X c 
C output matrix, 2 X n 
c dimension of u 
D plant disturbance matrix, n x d 
d dimension of w 
GBPD(s) bypass door transfer function, (kg/sec )/V 
2 
GDUCT(s) inlet duct transfer function, (N/cm )/(kg/sec) 
G~~~~~ (s) overall inlet transfer function, cm/(kg/sec) 
GNS (S ) noise shaping transfer function, ND 
2 G s ~ o c ~  (s) inlet shock position transfer function, c m / ( ~ / c m  ) 
H measurement matrix, m x n 
I identity matrix 
J performance index 
Jeq equivalent quadratic index 
Kc control gain matrix, c x n 
Ke estimator gain matrix, n x m 
k weighting factor 
Z dimension of y 
dimension of z 
dimension of x 
P diagonalization transformation matrix 
P pressure, N/cm 2 
throat exit static pressure, ~ / c m  2 Pte 
q transformed state vector, n x m 
r number of terms in truncated series  
Laplace variable, sec- ' 
sampling period, sec 
time, sec 
control vector, c X 1 
measurement noise vector, m X 1 
shock position measurement noise, cm 
throat exit static measurement noise, N/cm 2 
equivalence coefficient 
equivalence coefficient 
plant disturbance vector, d x 1 
control airflow, kg/sec 
compressor face disturbance airflow, kg/sec 
total inlet airflow, kg/sec 
state vector, n X 1 
output vector, Z X 1 
shock position, cm 
arbitrary square matrix 
measurement vector, m X 1 
shock position tolerance, cm 
noise shaping transfer function parameters, rad/sec 
discrete estimator control input vector, n X c 
discrete measurement vector input to estimator, n x m 
discrete plant control input vector, n X c 
discrete disturbance vector, n x d 
expected frequency of unstarts, unstarts/sec 
closed loop discrete state transition matrix, 2n x 2n 
estimator discrete state transition matrix, n x n 
plant discrete state transition matrix, n x n 
a. RMS control effort, V 
u 
2 mean-square control effort, V 2 
2 mean-square value of control airflow, (kg/sec) 2 Owe 
2 mean- square value of disturbance airflow, (kg/see) 2 
Wd 
2 CJ mean- square shock position, cm 2 
Y s  
2 mean-square shock velocity, (cm/sec) 2 CJ* 
Y s  
r dummy variable 
'd transportation lag, sec 
Superscripts: 
differentiation with respect to time 
* trial values 
A 
optimal estimate of a vector 
T transpose 
Operators : 
PSD( ) power spectral density of 
( )I normalized to 1 Hz 
APPENDIX B 
APPARATUS AND PROCEDURE 
l n let Description 
The inlet used for the investigation was an axisymmetric mixed compression type 
with 60 percent of the supersonic a rea  contraction occurring internally at the design 
Mach number of 2.5. A cutaway view of the NASA designed inlet is shown in figure 24. 
Specific characteristics oflthe inlet as well a s  the tunnel test  conditions a r e  tabulated in 
table IV. Additional aerodynamic design details and steady-state performance charac- 
teristics of the inlet a r e  given in references 21 and 22. The dynamic responses of vari- 
ous inlet internal pressures and of normal shock position to airflow disturbances a r e  
reported in reference 6. 
Shown in figure 24 a r e  the inlet's translating centerbody and overboard bypass doors 
of which there a r e  a total of six. Both the bypass doors and centerbody a r e  hydraulically 
actuated and electronically controlled. Three of the symmetrically located bypass doors, 
centerbody 
Figure 24. - Cutaway view of inlet model. 
TABLE IV. - DETAILED INLET SPECIFICATIONS 
AND TUNNEL TEST CONDITIONS 
Inlet 
Cowl lip diameter, cm 
Capture area, cm 2 
Capture corrected airflow, kg/sec 
Tunnel test conditions 
Mach number 
Total temperature, K 
Total pressure, ~ / c m  2 
Specific heat ratio 
Reynolds number (based on cowl-lip 
diameter) 
Angle of attack, deg 
Inlet orifice termination description 
Choke plate area, cm 
Flow coefficient 0.985 
Location of choke plate from cowl lip, 146.5 
driven in parallel, were used to provide sinusoidal disturbances in diffuser exit correct- 
ed airflow. The remaining three bypass doors, also driven in parallel, were used a s  the 
manipulated variable of the various normal shock controllers. 
Inlet Instrumentation 
Figure 25 indicates the location of pressure taps connected to dynamic strain gage 
pressure transducers used in the investigation. The pressure transducers were close 
coupled to the pressure taps to enhance their response capabilities. Details of the 
location, response, and usage of the pressure sensors a r e  documented in references 
8 and 16. 
Th mat static-pressure r Bypass door 
-. 
transducers (8) -, 1 
rThroat exit static- I 
\ 
\ / pressure transducer, pte ,! r Diffuser exit 
\ 
\ I ,! station 
I I I I I I I I I I I I I I I 1 
0 20 40 60 80 100 120 140 160 I 
Station, cm from cowl lip 
Figure 25. - Details of inlet including instrumentation locations. 
Shock Sensing 
In this program eight throat static pressure signals were used as inputs to an elec- 
tronic normal shock position sensor. The logic required for this sensor was imple- 
mented on both a general purpose analog computer and on a digital computer. The de- 
sign details of this sensor a re  discussed in references 12 and 16. The output produced 
by either implementation was a stepwise continuous signal indicative of shock position. 
The various shock position controls tested used either the throat exit static pressure 
Pte or the stepwise continuous shock position sensor as the feedback signal for control. 
Controller Implementation 
The inlet controllers designed by modern control techniques were implemented on 
both a general purpose analog computer and on a digital computer. 
Figure 26 is a photograph of the general purpose digital computer used for imple- 
mentation of both inlet and engine controls. The system, shown in block diagram form 
in figure 27, consists of four major units: 
1. A digital computer with 16 384 words of memory, a read-restore memory cycle 
time of 750 nanoseconds, and a word length of 16 bits 
2. A digital interface capable of converting both analog and frequency signals to 
computer compatible digital words and converting computer generated words to 
analog and logical outputs 
Figure 26. - Digital control computer system. 
High-speed 
Digital I computer I 
Digital 
interface 
equipment 
Signal 
processing 
un i t  
Inlet Digital controller 
measured output signals 
signals to inlet servos 
Figure 27. - Schematic of digital computer setup. 
TABLE V . . DIGITAL CONTROL COMPUTER SYSTEM CAPABILITIES 
Digital computer 
Magnetic core memory size. words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16 384 
Word length. bits plus parity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16 
Memory cycle time. nsec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  750 
Add time. psec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.5 
Multiply time. psec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.5 
Divide time. psec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8.25 
Load time. psec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1.5 
Indirect addressing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Infinite 
Indexing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Total memory 
Priority interrupts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  28 separate levels 
Index registers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 
Interval t imers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2 
Analog acquisition unit 
Overall sample rate (maximum). kHz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20 
Resolution of digital data. bits . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 (plus sign) 
Output code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Two's complement 
Number of channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  64 
Input range. V full scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4 0  
Conversion time. psec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  38 
Total error  with calibration. percent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  0.073 
Analog output unit 
Total number 0; digital-to-analog conversion channels (DAC) . . . . . . . . . . . . . . . . . . . .  26 
Resolution 13 bit DAC (10 channels). bits (12+1) . . . . . . . . . . . . . . . . . . . . .  12 (plus sign) 
Accuracy (13 bit) DAC. percent of full scale . . . . . . . . . . . . . . . . . . . . . . . . . . .  -+0.05 
Resolution 12 bit DAC '(16 channels). bits (11+1) . . . . . . . . . . . . . . . . . . . . .  11 (plus sign) 
Accuracy (12 bit DAC). percent of full scale . . . . . . . . . . . . . . . . . . . . . . . . . . .  & . 1 
Output voltage range. V full scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -+I0 
Slew rate. V/psec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  1 
Priority interrupt processor 
Number of channels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 
Input voltage range. V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  *I0 
Computer switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  Trigger on rise or fall 
1 Comparator hysteresis. mV . . . . . . . . . . . . . . . . . . . . . . . .  Adjustable from 35 to 650 
1 Comparator output. V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7 
3. A signal processing unit which provides signal conditioning and monitoring capa- 
bility between the digital interface and the propulsion system to be controlled 
4. Programming peripherals consisting of a high-speed, paper-tape reader and 
punch and a teletype 
The capabilities of the system a r e  given in table V and a comprehensive description 
is available in  reference 17. 
All inlet pressure measurements were passed through signal conditioners and iso- 
lation amplifiers to provide high-level (- 10 to +10 V) inputs to  the digital interface 
equipment. This unit contains a random access multiplexer, a sample and hold ampli- 
f ier ,  and a 13-bit digitizer. The complete digitizing process from channel sample com- 
mand to  entry of the digitized measurement into computer memory requires 50 micro- 
seconds. This process is automated through the use of a block data transfer unit which 
ties up the main frame for only one memory cycle per word transferred. Completion 
of the sampling process is conveyed to the computer by a priority interrupt from the 
block data transfer unit. 
Digital commands a r e  issued directly from the computer main frame to the 13-bit 
digital- to-analog converters. These outputs a r e  passed through isolation amplifiers to 
provide ground isolation of the digital system and then to the servoamplifiers driving the 
manipulated variables. 
Test Procedures 
Both open-loop (no input to control bypass doors) and closed-loop frequency re- 
sponse tests were run. For all tests, the steady-state operating point of the normal 
shock was located near the middle of the eight throat static pressure taps. This was 
accomplished with an appropriate steady-state setting of the six bypass doors. An ap- 
propriate disturbance amplitude was determined from the open-loop response tests. For 
the open-loop tests, the three disturbance doors were oscillated sinusoidally at an am- 
plitude sufficient to move the normal shock over the eight throat static taps (fig. 25) a t  
1 hertz. This was the disturbance amplitude used a t  all frequencies for both the open- 
and closed-loop testing. In addition to  open-loop tests,  closed-loop frequency response 
tests  were run using both the throat exit static pressure pte and the stepwise continuous 
shock position sensor output as measured variables. These tests were intended to de- 
termine the capability of the feedback controllers to regulate inlet shock position in the 
presence of compressor face disturbances. 
For the frequency response tests,  both magnitude and phase data for a few signifi- 
cant signals were determined online using a commercial frequency response analyzer in 
the control room. These signals, as well as many others, were recorded in analog form 
on magnetic tape for reduction at a later time. All frequency response data were plotted 
in the form of Bode plots. The magnitude response data were normalized to the magni- 
tude at 1 hertz. 
APPENDIX C 
FREQUENCY RESPONSE CHARACTERlSTlCS OF THE UNCONTROLLED 
(OPEN-LOOP) 40160 SUPERSONIC INLET 
A general physical description of the mixed compression (40/60) inlet used for the 
program discussed in this report is presented in appendix B (figs. 24 and 25). Frequen- 
cy response data describing the dynamic characteristics of this inlet were obtained in 
the test programs described in references 7 and 8. Figure 28 describes in block dia- 
gram form the particular inlet transfer functions which were obtained. Figure 28 indi- 
cates that an incremental airflow disturbance wi occurring a t  the downstream or com- 
pressor face end of the inlet will propagate upstream, resulting in a pressure variation 
at the throat exit $,) pressure sensor location. It will also cause motion of the normal 
shock ys about its quiescent or desired steady-state location. 
Figure 28. - Block diagram of inlet characteristics to downstream airflow disturbance. 
The data presented in this appendix are used as a basis for determining transfer 
function relations GDUCT7 GINLET, and G~~~~~ which approximately describe the 
inlet. These relations serve a s  a starting point with which to undertake the control de- 
sign in the CONTROLLER DESIGN AND ANALYTICAL PERFORMANCE section. 
Shock Position Measurement Model (GINLn(s)) 
The first configuration to be considered is the overall inlet response of shock posi- 
tion ys to the disturbance wi. The data points in figure 29 show the experimental am- 
plitude and phase frequency response performance of the inlet shock position ys to the 
airflow disturbance wi at the compressor face station. The amplitude data have been 
normalized to the value a t  1 hertz. To ensure the linearity required for future transfer 
(b) Phase response. 
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Figure 29. - Comparison of analytical and experimental frequency response performance of shock position to 
inlet airflow. 
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(a) Amplitude response. 
function representations of the inlet frequency response data, the airflow disturbance wi 
was of a small enough amplitude to encounter a s  few nonlinear effects as possible. 
An analytical representation of the experimental data presented in figure 29 was ob- 
tained by curve fitting the frequency response characteristics of an approximate transfer 
function model to the amplitude and phase data. Equation (Cl) is the result of the curve- 
fitting effort: 
Included in this equation is the steady-state gain relation for the inlet. The solid lines 
of figure 29 give the frequency response of equation (Cl), where the amplitude response 
has been normalized to the amplitude response a t  1 hertz. The approximation of equa- 
tion (Cl) is quite good out to 100 hertz for both amplitude and phase. Beyond 100 hertz 
the amplitude response of the approximation falls off and deviates from the experimental 
data while the phase angle is still reasonably accurate. The approximation could, of 
course, be improved by the addition of more poles and/or zeros to the transfer function 
G~~~~ T (s) of equation (Cl). It is felt, however, that improved higher frequency (100 to  
200 Hz) model accuracy at  the expense of increasing the complexity of equation (Cl) was 
not warranted. 
Throat Exit Static Pressure Measurement Model (GDUCT(s) and GGSHOCK(~II 
The second configuration to be considered is a model which involves two distinct 
frequency response relations. These are the relations of the shock position measure- 
ment to a variation in the throat exit static pressure and the variation of pte to a com- 
pressor face disturbance wi. 
The data points of figure 30 show the experimental frequency response of the throat 
exit static pressure pte to the disturbance wi. The coefficients in the transfer func- 
tion of equation (C2) were found by curve fitting the data of figure 30: 
The frequency response performance of equation (C2) is given by the solid lines of 
figure 30. The amplitude response fits well to about 80 hertz at which point it drops off 
and does not duplicate the resonances of the experimental inlet data. The phase angle 
response in figure 30(b) is quite good to 140 hertz. The approximation therefore is felt 
sufficiently accurate for the purpose of controls design. 
The data points in figure 31 show the experimental frequency response of shock 
position y, to the pressure pte. Since all frequency response information was deter- 
mined by an airflow disturbance wi a t  the compressor face, the data in figure 31 were 
obtained by finang the difference between the experimental data in figures 29 and 30. 
The transfer function approximation which was curve f i t  to the data in figure 31 is given 
by 
The frequency response performance of equation (C3) is given by the solid curves 
in figure 31. 
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Figure 30. - Comparison of analytical and experimental frequency response performance of pte to inlet airflow. 
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Figure 31. - Comparison of analytical and experimental frequency response performance of shock position to 
throat exit pressure. 
APPENDIX D 
DISCRETE CONTROLLER FORMULATION 
The inlet discussed in this report is being controlled by an optimal feedback con- 
troller described by continuous linear time-invariant differential equations. When ex- 
pressed in matrix form, these a r e  equations (16) and (17). These equations, when they 
have been slightly rearranged, a r e  
Note that z(t) is the controller input and u(t) the controller output. As discussed in the 
main text, the optimal controller was implemented with a digital computer as well as an 
analog computer. The digital version is shown in figure 14. In order to obtain a digital 
controller algorithm, a discrete-time approximation must be obtained for the continuous- 
time equations (Dl) and (D2). The method used in this report is discussed in the follow- 
ing sections. It should be pointed out that the method used for obtaining the digital con- 
t rol  algorithm is not unique, and the technique used is only one of a number of possible 
approaches . 
Discrete Control Algor i thm 
The solution to the vector-matrix differential equation (Dl), at time k+l, given the 
state % at time k is 
where 
Let $ = kT and tk+l = kT + T be successive sampling instants, separated by sample 
period T. If i t  is assumed that u and z a re  constant over kT a t < kT + T, z and 
u can be moved out from under the integral signs in equation (D3a) and an expression 
can be obtained for ?(kT + T) in terms of %(kT), u(kT), and z(kT). Since the digital 
computer produces a stepwise continuous signal u, u is constant during a sample time 
(u(r)=u(kT), kT r: r < kT + T). However, z is not; thus, we must assume that T is 
small enough so  that z is approximately constant during the interval: 
Making these substitutions, equation (D3a) becomes 
But since the two integrals in equation (D3b) a re  independent of k, we can evaluate them 
for k = 0: 
Since 
then 
(A- KeH) 7 
- -  drpe - (A - KeH)e = (A - KeH)qe(d 
d r  
Therefore 
54 
and 
jT i o e ( ~ ) d ~ = i T  (A-  K ~ H ) - ' ~ ~ ,  = (A-  KeH) -11 e
Substituting equation (D6) into equation (D4) yields 
Therefore, the discrete controller computer algorithm is defined by equations (D7) and 
(D8): 
where 
(A- KeH)T 
r m  
and 
The matrices pe(T), r ,,, and I', must be numerically determined for the appro- 
priate sampling time T. Acceptable sampling times a r e  those which result in accept- 
able stability of the complete system operating with the sampled-data controller. 
Stability Considerations 
To determine the stability of the closed-loopsampled-data system, the continuous 
inlet plant described by equations (3) and (5) (repeated here as eqs . (D9a) and (D9b)) can 
be put in discrete form: 
k(t) = Ax@) + Bu(t) + Dw(t) (D9a) 
z(t) = Hx(t) + v(t) (D9b) 
x(kT + T) = ylp(T)x(kT) + I? u(kT) + rdw(kT) CP (DlOa) 
z(kT) = Hx(kT) + v(kT) (DlOb) 
where 
Here again, an approximation is made that w(t) and v(t) are assumed to be constant 
over the sampling interval. Combining equations (D7), (D8), (DlOa), and (DlOb) results 
in the following expanded matrix equation, which represents the closed-loop sampled- 
data system : 
Let 
The eigenvalues of qCL(T) determine the stability of the closed-loop system. A 
sampling time T which results in an eigenvalue with a magnitude greater than one 
(outside unit circle in the complex plane) is unacceptable. This criteria was used in 
determining the largest acceptable sampling period. 
Matrix Exponential Expansion 
/ 
(A-KeH)T / 
Matrix exponentials such as e and eAT can be determined by using a 
matrix form for the series expansion of e raised to some power. This technique was 
used in arriving at an acceptable method for determining the matrix coefficients of equa- 
tion (D7). A brief description of the procedure using a square matrix Z is 
and 
If the series is truncated after r terms, equation (D14) becomes 
and equation (D13) becomes 
The computer subroutine STM whose listing appears at the end of this appendix actually 
implements equations (D15) and (D16). Enough terms of the expansion a re  used to en- 
sure that the matrix elements have converged with sufficient accuracy. 
Numerical Considerations 
The numerical values of the elements of the matrices qe(T), rCe, and T m  for a 
57 
- 
stable sampling time T were found to have a wide spread. The computer on which the 
control law of equations (D7) and (D8) was programmed used fixed-point machine lan- 
guage. Thus, the numerical spread of the matrix elements created significant scaling 
problems in programming the controller. Also, the vector-matrix multiplications re- 
quired to implement equation (D7) (especially pe(T)2(kT)) took too much computer time. 
This was because pe (T) had few nonzero elements. To alleviate some of these prob- 
lems, steps were taken to (1) condition the numerical elements to reduce scaling prob- 
lems, (2) reduce the number of elements in the p, matrix, and (3) provide a check on 
the final results. 
It was found that a convenient way to accomplish steps (I) and (2) was to use a block 
diagonal transformation on pe (see ref. 23). This brought the numerical values of p, 
closer together and eliminated many of the multiplications required in executing the 
computer control law. The block diagonal transformation is now outlined. Let 
Substituting equations (D17) and (D18) into equations (D7) and (D8) yields 
and 
The matrix P is a transformation matrix whose columns are  the eigenvectors of 
pe(T) if all the eigenvalues a r e  real. If there exists a complex conjugate pair of eigen- 
values, the column of P which would correspond to the f i rs t  half of the eigenvalue pair 
is set  equal to the (vector) sum of the pair of eigenvectors. The column of P which 
would correspond to the second half of the eigenvalue pair is set equal to the difference 
1 of the eigenvector pair. The resulting block diagonal matrix, P- pe(T)P has the real  
eigenvalues of pe(T) on the diagonal. When complex conjugate pairs a re  present, the 
rea l  parts lie on the diagonal with the imaginary parts on the off-diagonals. Where qe(T) 
2 1 has n nonzero elements, P- p e(T)P has n, if a l l  eigenvalues a r e  real, and 3n - 2 
if all eigenvalues a re  complex. This represents a considerable reduction in computer 
operations required in implementing equation (D19) as compared to equation (D7). 
Once the transformation matrix P is determined, the numerical values required by 
the controller can be determined. The transformation results in a transformed set  of 
estimated states 4. The control output is determined by the transformed control 
weighting -KcP on these new estimated states. In determining the control output, each 
of the transformed state estimates must be calculated. Therefore, the programmer 
must know what will be extremes or worst case values of these states when operating 
within the closed-loop experimental system s o  that he can properly scale the states. To 
assist the programmer in this area, the system was analyzed analytically to determine 
worst case magnitudes of the estimated states. This was done by subjecting the closed- 
loop discrete system to inputs equivalent to the worst case compressor face airflow dis- 
turbance anticipated for the experimental program. For the transformed controller, 
the closed-loop system, a s  defined by equations (D19) and (D20) together with plant 
equations (DlOa) and (DlOb), is 
The computer subroutine used to accomplish evaluation of the transient performance 
of the closed-loop sampled-data inlet system is included in this appendix. 
Supporting Computer Programs 
In this section is a brief description of the computer routines used in a large central 
batch processing facility to arrive at an acceptable discrete controller capable of being 
expeditiously and reliably programmed on the digital control computer system. 
Shown in figure 32 is a flow chart of the computer program and its associated sub- 
routines. Once the appropriate constants representing the continuous inlet and its 
selected estimator/controller a re  read into the computer, the programs use subroutine 
STM and a preselected value of sampling time to determine the discrete equivalent of 
the control and inlet plant. Eigenvalues of the qCL matrix a re  then determined for 
the particular T used. If the eigenvalues a r e  a l l  within the unit circle, then subroutine 
DUG is used to effect a coordinate transformation of the state estimator. Finally, the 
complete closed-loop sampled-data system is exercised through a transient. These 
transient data show the sizes of the various computer estimated states and feedback con- 
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Figure 32. - Flow chart for digital computer program (DIGCON). 
t rol  input and thus a re  an aid in machine language programming the computer controller. 
Listings of the computer programs used in determining the discrete control laws 
a r e  included in t h i s  appendix. Table VI lists the significant equation variables with their 
corresponding FORTRAN designations. Other information concerning the attached pro- 
gram listing is contained in various comment statements appropriately located through- 
out the program. 
TABLE VI. - CROSS REFERENCE LIST 
FOR DISCRETE CONTROLLER 
VARIABLES 
Equation variables FORTRAN variables 
PHE 
GAMU 
GAMZ 
PHP 
GAMB 
GAMD 
KCP 
GAMZP 
GAMUP 
GUKC 
GZH 
GBKC 
S I B F T C  D I G C C N  L I S T  
,- 
C 
C I 1 i L C I ) N  D E T E K M I l h F S  A U I S C K E T E  kCRM OF A  F E E C B A C K  C C N T U O L  
C L A N  S U I T A H L E  F i ~ f i  I M P C t M k N l A T I L h  W I T H  A  D I G I T A L  CUPiPUTER. 
C Cf&Tt iUL v J E I L H S  E S T I M A T E S  ti6 TI-& S Y S T E M  S T A T E S  O B T A I N E O  WITH 
C A KALMAfu  F I L T t k .  P H E L J I L T I U h  C f  T H A h S I E h T  R E S P O N S E  P E R F O R M A N C E  
C 116 C L i I S E O  LClr lY S Y S T E M  TO A  S T t P  O I L T U R B A N C E  I S  A L S O  I F t C L U D t D .  
C 
C T h k  6CILLUwINL S L B H L U T  I k k S  A k t  P A K T  GF T t E  I b C  SSP 
C G d P K U  - M U L T I P L I E S  T h U  b E N € & A L  M A T R I C E S  TO FUKM 
L A M ~ S ~ J L T A N T  G E W R A L  M A T K  IX .  
G F A C T H  - P K I I V I D E S  F k C T U K i L A l i O N  OC- THE I N P U T  M A T R I X  
C I N T O  A  PKULIICT [IF A  L u d E R  T R I A f v G U L A R  M A T h I X  
C AND AN U P P E R  T R I A N b U L A k  P A T R I X *  
C HSoG -- R t 3 U C E S  A  R E A L  l v l A T R I X  TO A L M G S T  T K I A N G C l L A R  
f ( H E S S E & b U R G ) F O k M *  
C OMIhV - I N V f k T S  A  UUUh jLE  P K E t i S I L N  M A T k I X  Y I E L d I N G  
I; A  DUIUHLF P K E C  I SILN K E S U L T *  
C 
C I l T t r E R  SL18KiJ IJTINES C A L L E U  EIY U I b i O h  ARE E I G k l R I  STM* A N 0  D I A G .  
C I. I S T I N b S  F O R  T H k S k  A K F  I h C L U U t O .  
t 
C ***$88**4**+*9*******$*8*rlrrCrC*r(i***t************************************ 


I ) ~ T E K M I I L E  F I G E N V A L U E S  OF E S T I M A T O R  L A  - KE * HH) 
ECPM D I S C R E T E  S T A T E  T K A N S I T I L I N  M A T R I X  f-CR E S T I M A T O R  ( A  - K E  * HI 
C.ALL STM I F r  PHE. L A M A T *  h r  K M A X E ,  &TI I D P )  
FGRM Ah0 P R I N T  THE i N P U T  VECTOhS FOR T H E  E S T i M A T O k  
FCHM D I S C k E T E  STM FOR P L A N T  I A J  
FCHM AhU P R I N T  THE I t i P U T  VECTOKb FUR THE P L A N T  
r ) l A G O N A L I 7 E  T h E  b I S c h E T E  STM FUk THE E S J I M A T U H  ( A  - K E  * H )  
C A L L  C I A ( ,  ( p H € *  b A P U .  G A M Z r  TGI P H I C I  LAMUP, GAWZP* N v  C I  kLs AAAI 
1 FIG. CPR. C P I I  CR. C I *  A h r  LRVDI M w V U r  R R *  k I *  P P t i I U ,  P H I P I  T T 1  
1 E X T l b *  P E H N r  i P t R h r  I P t R .  UDI E D *  Y ,  f X T 2 r  5 D r  E X *  d S r  LJUQI* 
5 P t d . ? N +  I P E R L *  I Y E h 2 i 4 1  P L S *  P L s  U 2 r  L2.9 U s 1 1  U P L r  Y 0 2 r  I O P )  
PRINT THE TRANSFORMED INPUT VECTORS FOR THE ESTIMATOR 
F O R M  AND PR'LNT THE TRANSFORMED CONTROL GAINS 
FCPN AND P R I N T  THE CLOSED LOOP OI SLRETE STM 
F O R M  AND PRINT EIGENWALUES OF CLOSED LOOP DISCRETE STM 
CALL ECGOR 4PHESBr N Z r  RRZr R 1 2 1  0 )  
J R I T E  (br 3 5 )  
& R I T E  46 .460)  
# R I T E  i 6 r 1 0 0 2 )  
Dn 415 1 = l r N 2  
MAG241) = SQRT(RK241) * R R 2 ( I )  + R 1 2 4 1 )  * R I 2 l I ) )  
T H i S  1 5  A U N I T  STEP 
LCiVIPUTF CLUSED LCJOI' S T E P  RESPCIULE 
P d I N T  C S T I M S T O K  S T A T E S  
PH I N T  PLANT OUTPUT K E S P O I U S ~ S  


i JPPN C C C P L t T 1 C . h  O f i  T h E  L 00 LGUPr GAMAT C C h T A I h S  THE UkSIRED 
I t k S t I L T e  THE k t M A 1 h l ~ ) t t i  Gf- T H t  SU3i i i lUTINE CUMPUTES P H I  t3Y MULTI-  
P L Y  CNG GAMAT bY F A N b  A U U i N b  THE i D t N T I T Y  M A T R I X *  







O I B F T C  FIGVEC LIST 
S U h K O U T I N E  E I G V E C  ( A A A *  CPR*  C P I I  E I G I  NI I O P Z I  NZ, E X T l b r  PERNI 
1 I P E R N *  I P E K  I DU* U e  CS*  GOO* Y *  S O *  X T  E X T 2 r  PERLt'4r I P E k 2 N 9  
2 [ P E R 2 9  P L S r  PL, O S l r  O L t  3 P L r  YOZ*  ZL) 
C. 
********************************************************************** 
C 
C F l d V E C  D E T E K H l l \ E S  TkE EIGENVECTC'IRS UF A H E A L  P A T K I X  ( A A A )  r 
C I ~ I v E N  THE H E A L  AND I M A G I N A R Y  P A R T S  GF ThE EIGENVALUES OF [ A A A t r  
C LPH AND C P I .  R E S Y E C T L V E L Y *  THE TECHNIUUE USEO I S  TAE VAN NESS 
C I N V E R S E  ITERATION METHOD* E IGENVECTOKS ARE STOkEU I N  A T R I P L E  
C S b B S C H I P T E O  ARkAY  (ElGI- THE K t A L  PARTS ARE STORED COLUMNWISE 
C  I N  E I G ( I r J + l ) r  AhG THE I M A G I N A R Y  P A k T S  I N  E I G I I I J I Z ) .  I F  I O P L  
C I S  NOT ZERO* THE EIGENVECTORS ARE P R i N T E D  OUT*  
C 
C FI t iVFC CALLS SUt lROlJT INES F A C T k r  PERM* AND GMPRD* 
C 
& ********************************************************************** 
L  = 1 
I F  I L  -GT-  N ) Gfl  TU 433 
i t  ( C P I ( C 1  .&ti. 0.0) GL? TO 303 
CALCULATE dEAL k l  GENVECTOR 
rln 315 I = LIN 
rln 3 1 5  J = A.N 
F X T 1 6 1 1 r ~ )  = & k A (  1.J)  
I f  ( I  eEQ- J )  E X T l b ( 1 . J )  = E X T L b t I  r J )  - C P R ( L )  
CCihT I NlJE 
I . A l L  FACTK ( E X T 1 6 r  PEf iN*  h r N  r I E R )  
ill1 3 1 3  I = 1 r N  
I P k H N 4  I) = PEHN( I ) 
CALL  PERM 4 I P E K N r  IF'&&. N * I E R P )  
I F  ( I F R P  a E 3 -  0) 60 TO 312 
WRCTE ( 6 . 3 1 1 )  
FLHMAT (1h0.  lSHPFHN CANNUT BE D t N E )  
CLNT I NLlF 
1 F  ( I E R  * N F *  3 )  GO TO 5 1 4  
d K I T E  4 6 . 3 1 7 )  
FCHMAT ( 1HO. I 4 h F A C T K  I S  kHUiuG) 
OG 3 1 8  1 = Ark 
on 3 l t i  J = 1.k 
I F  I k X T 1 6 1 1 r J )  eEbe O I U I  E X T l b ( 1 e J )  = -5 / (210 ** 353 
CiINT I NUF 
GO TO 3 1 6  
on 370 I = 1 . ~  
llfl 320 J = 1.N 
I ) D ( I * J )  = 0.0 
D ( i r J )  0.0 
I F  1 1  -EOe J )  D D I I q J I  = 1.0 
CONT I N l f f  
f l l J  325 I = 1.N 
~ I P F K  = I P E R I I )  
ll(1 325 J = 1 . t~  
i ) (  1.J) = OD( i 1 P F k r ~ )  
CLhT I kUE 
11n 343 1 = 1.N 
I F  ( E X T 1 6 i  I r  I) *hEa 0 - 0 )  b U  TO 340 
AMAX = A n S t F x T i b ( 1 . I ) )  
on 335 J = I.N 
I t -  ( A i j S i E X T l b (  I r J ) )  e6T. AHAX) A M A X  = A B S I E X T l 6 (  I s J )  1 
CGNT INlJE 
I k  (AMAX akUe  0 - 0 )  AMAX = l e C  
FXTj.64 111)  = -5 * A M A X  / (2 -0  ** 35) 
CC,NT INUF 
OU 345 1 = I r k  
U S l l r l l  = 1 . 0  
u ~ U ( I r 1 )  = O S ( I . 1 )  
.IUAENII = 0 
CALL GMPKU ( U r  UUDI Y I  h h~ r 1) 
5 0 4 1 . 1 )  = Y ( 1 . l )  
00 3 4 1  I = PIN 
S l l i t r l )  = Y ( L * A )  
M = I - 1  
nn 3 4 7  J = i . ~  
S I I ( 1 . l )  = SDI1.1,) - E X T l e l l r J )  * SD(J .1 )  
X ( N  -1 )  = SD(N -1) / E X T L 6 i N  *Pi  ) 
i l f l  344 1 = 2 r N  
J = N - 1 + 1  
X ( J . 1 )  = S D ( J r 1 )  



I I P F T C ,  PFWM L I S T  
SUHKOUTINE PERF(  I P l *  I P 2 r  Eur I E K )  
C. 
C ****************t*P*******f******************************************* 
C, 
C CCMPUfF  PFtdMUTATIGN VECTOk I P L  F O R  TRANSPCSIT I C N  VELTGK IP1 
C 
C *********************************O**********************~************* 
C 
I I I M E N S I O N  I P A (  1 ) s  1 P i i . i )  
r 
C 
f 
r m 2  I = 1 . ~  
2 I P L ( 1 )  = I 
O(1 h I = 1.N 
K = I P l l I f  
I F  ( K -  I )  3 . 6 . 4  
3 I F  ( K )  7.7.5 
4 IF IN - K )  7 9 5 9 3  
5 .1 = IP24I) 
I P 3 (  1 )  = I P L I K )  
C P Z I K )  = J 
6 COlvTINUE 
IEH = 0 
HFTUHN 
r. 
C EhHOR HETllHN - I P i  I5 h l?T  A THANSPOSIT ICN VECTOR 
C 
7 I F R  = 1 
K E T U K N  
EWD 
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