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Les détecteurs aux gaz nobles liquéfiés prennent une plus grande part dans les expériences
de physique des particules. Le photomultiplicateur en silicium (SiPM ) devient le photodé-
tecteur d’excellence pour détecter la lumière de scintillation dans les liquides cryogéniques.
Pour répondre aux questions de la physique moderne, des expériences comme le next En-
riched Xenon Observatory (nEXO) étudient les neutrinos en tentant d’observer la double
désintégration bêta sans neutrinos. D’autres collaborations focalisent leurs travaux sur la
matière noire en examinant diverses signatures dans l’argon. La réalisation de ces détec-
teurs présente plusieurs défis de conception. Par exemple, la radioactivité des matériaux
utilisés doit être contrôlée pour limiter les scintillations parasites. De plus, leur grande sur-
face requiert une électronique d’instrumentation in situ. Mais, l’utilisation des SiPM et de
leur circuit de lecture dans les liquides nobles limite la puissance permise pour en éviter
l’ébullition. Malgré leurs atouts, ces SiPM nécessitent, pour fonctionner, une chaîne de
lecture composée d’un préamplificateur suivi de filtrage et d’un convertisseur analogique-
numérique. Ces circuits peuvent s’avérer énergivores et plusieurs compromis en diminuent,
par exemple, les performances temporelles ou le rapport signal sur bruit.
En tirant avantage de la nature binaire des photodiodes à avalanche monophotoniques
(SPAD) qui composent les SiPM, ces travaux présentent un nouveau circuit numérique
de lecture d’une matrice de SPAD à faible consommation. Il est dédié à instrumenter des
expériences de physique des particules à grande surface dans les gaz nobles liquéfiés. Un
nouveau procédé de SPAD , actuellement en développement, sera collé sur cette électro-
nique grâce à un assemblage vertical en trois dimensions (3D).
La puce interface 4096 SPAD répartis dans une superficie de 25 mm2. La surface totale de
la puce mesure 31 mm2, ce qui résulte en un facteur de remplissage de plus de 80 %. Des
SPAD intégrés en deux dimensions à même le circuit intégré permettent de le tester sans
attendre le développement des SPAD sur mesure et de l’assemblage en trois dimensions.
Trois sorties fournissent des informations complémentaires. D’abord, une sortie d’inter-
ruption (flag) avec une résolution temporelle inférieure à 90 ps RMS indique la présence
de photons. Puis, une somme numérique donne la quantité détectée. Elle peut opérer jus-
qu’à 100 MHz. Enfin, une somme analogique en courant vient valider les deux premières
sorties. Cette puce asynchrone peut fonctionner avec une horloge intermittente. Dans le
contexte de l’expérience nEXO, en tenant compte du taux d’événements, sa consommation
de puissance moyenne atteint 140 µW.
Suite aux étapes de caractérisation, la première révision de ce photodétecteur novateur
répond aux différentes exigences. De légères imperfections persistent, mais une prochaine
révision permettra de facilement corriger ces dernières. Ce convertisseur photon-numérique
proposera donc une alternative prometteuse aux SiPM analogiques.
Mots-clés : Physique des particules, Double désintégration bêta sans neutrinos, Matière
noire, Diode à avalanche monophotonique (SPAD), Photomultiplicateur numérique en
silicium, Convertisseur photon-numérique, Circuit intégré, CMOS.
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1.1 Mise en contexte et problématique
La connaissance est un cercle vicieux, un puits sans fond. Plus on en apprend et plus on
veut en savoir davantage. Ce principe a permis de forger la science telle qu’on se l’explique
aujourd’hui. L’évolution de la technologie ouvre les portes à sa progression. La physique
des particules n’échappe pas à la règle.
Dès le début des années 1970, les travaux sur le modèle standard ont pris leur envol [1].
De nouvelles particules sont découvertes en utilisant des expériences de plus en plus pous-
sées. Plusieurs questions concernant les fondements de notre Univers demeurent ainsi sans
réponses. La masse des neutrinos et l’origine de la matière noire restent des sujets d’ac-
tualité [2, 3]. Les physiciens collaborent donc de pair avec des ingénieurs afin de bâtir des
détecteurs toujours plus performants. Le plus gros à ce jour se tient au CERN (Conseil
Européen pour la Recherche Nucléaire). Le LHC (Large Hadron Collider) consiste en
un accélérateur de particules qui permet d’étudier la collision de ces dernières. Deux im-
portantes expériences, ATLAS (A Toroidal LHC ApparatuS ) et le CMS (Compact Muon
Solenoid) ont démontré, en 2012, l’existence du boson de Higgs [4].
Cependant, d’autres types de détecteurs existent. Avec les nouvelles avancées sur les pho-
tomultiplicateurs en silicium (Silicon Photomultiplier - SiPM ), la mesure de la scintillation
dans les liquides nobles devient plus accessible. En comptant le nombre de photons, leur
temps d’arrivée et leur position, la signature de différentes particules peut ainsi être re-
connue. Ces expériences nécessitent plusieurs tonnes de ces liquides à des températures
cryogéniques pour une meilleure sensibilité. L’instrumentation de ces chambres à projec-
tion temporelle permet alors d’observer ce qui reste autrement impossible.
Fort de son expérience dans l’instrumentation pour le domaine de l’imagerie préclinique, le
Groupe de recherche en appareillage médical de Sherbrooke (GRAMS) [5] a dernièrement
vu l’opportunité d’appliquer son savoir à la physique des particules. À l’origine, les requis
provenaient de la tomographie d’émission par positrons (TEP). Cette modalité d’imagerie
observe le métabolisme pour déceler des tumeurs cancéreuses par l’administration d’une
dose de radioactivité au patient. Le scanner, formant un anneau autour du sujet à étudier,
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est couvert de photodétecteurs cachés derrière des scintillateurs. L’annihilation des posi-
trons avec un électron du milieu à l’étude génère des photons en direction opposée détectés
en coïncidence. La partie instrumentation du groupe cherche donc à développer des pho-
todétecteurs numériques afin d’atteindre la meilleure résolution temporelle possible. Une
valeur de l’ordre de 10 ps permettrait d’obtenir une précision spatiale de 3 mm et ainsi
augmenter le contraste des images, réduire la dose de radioactivité nécessaire et diminuer
le temps d’acquisition.
Or, pour la physique des particules dans les liquides nobles, les besoins s’apparentent, mais
avec quelques différences. En fonction de la sensibilité requise par les diverses expériences,
la surface à instrumenter va de quelques mètres carrés [6] à plus d’une dizaine [7]. Une
plus grande superficie à couvrir demande une plus grande quantité de photodétecteurs et
complexifie les circuits de lecture et la transmission des données [6]. En effet, une nouvelle
approche dans le domaine vise à plonger les capteurs de photons et leur électronique dans
les liquides de scintillation. Ces composants doivent alors opérer à des températures cryo-
géniques essentielles à maintenir l’état liquide ce qui entraîne un lot de défis. Parmi ceux-ci,
on retrouve le bilan de puissance à restreindre et l’intégrité mécanique de l’électronique à
planifier. Une meilleure efficacité de photodétection aide à observer des événements rares.
Bien que le chapitre suivant donne de plus amples précisions sur ces expériences et leurs
requis, aucune solution simple n’existe actuellement.
Proposant alors son expertise à la communauté scientifique, le GRAMS vise à concevoir
une saveur de ses photodétecteurs numériques en trois dimensions à faible puissance pour
la physique des particules. Dans cette approche, un étage de photodiodes, développées
sur mesure, devra s’interfacer à de l’électronique adaptée. Cette problématique amène la
question de recherche ci-dessous.
1.2 Question de recherche
Comment réaliser un circuit numérique de lecture d’une matrice de pho-
todiodes à avalanche monophotonique à faible consommation, dédié à instru-
menter des expériences de physique des particules à grande surface dans les
gaz nobles liquéfiés ?
1.3 Objectifs
Ce projet repose sur la conception d’un circuit intégré à application spécifique (Applica-
tion Specific Integrated Circuit - ASIC ) numérique. Cette puce sera assemblée en trois
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dimensions sous une matrice de photodétecteurs également développée par le GRAMS.
Des diodes à avalanche monophotonique, mieux connues sous l’acronyme anglais SPAD
(Single Photon Avalanche Diode), permettront de convertir des photons en signal élec-
trique. Un circuit d’étouffement, qui lit et contrôle ces diodes, est réalisé dans le cadre
de la maîtrise d’un collègue, Gabriel St-Hilaire. Le circuit d’étouffement est combiné en
une matrice avec de la logique d’interface. Cette matrice doit mesurer l’énergie d’un évé-
nement, soit la quantité de photons détectés. Un mécanisme d’indication de présence des
photons doit également être inclus afin de savoir quand lire le compte. Ce signal pourra
aussi être chronométré pour obtenir l’information temporelle d’un événement. Enfin, déve-
lopper une technologie de SPAD ainsi que le procédé d’assemblage n’est pas chose facile.
Des structures de tests vont valider l’ASIC sans l’intégration des SPAD en trois dimen-
sions (3D), qui sont toujours en développement. Ce mémoire se divise donc en quatre
objectifs principaux, résumés sous forme de liste :
– Réaliser la logique d’interface pour une matrice de circuits d’étouffement
– Réaliser la logique d’addition des comptes
– Réaliser le mécanisme d’indication de présence des événements
– Réaliser une architecture interne pour tester le dispositif sans assemblage 3D
Des objectifs secondaires s’ajoutent à cette liste. Puisque le circuit intégré opérera à faible
température, des précautions doivent assurer son bon fonctionnement dans cet environ-
nement. Sa consommation de puissance doit, entre autres, être minimisée afin d’éviter
toute ébullition du liquide cryogénique de scintillation. En vue de diminuer la complexité
de l’intégration sur plusieurs mètres carrés et de maximiser la collection de photons, la
taille du dispositif à développer doit s’approcher du centimètre carré pour se comparer à
la littérature [8]. Une telle taille implique beaucoup de transistors. À cet effet, des scripts
personnalisés implémenteront un flot numérique de conception pour cette puce. Ils permet-
tront d’exécuter plusieurs tâches plus rapidement tout en obtenant de meilleurs résultats.
1.4 Contributions originales
Les travaux décrits dans ce mémoire ont mené à la fabrication d’un SiPM complètement
numérique à faible puissance. Dans le contexte du GRAMS, il devient la première puce
conçue spécialement en vue de procéder à un collage 3D gaufre à gaufre avec des SPAD faits
sur mesure. De plus, une sortie analogique in situ [9] permet une première démonstration
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de la validité de l’approche numérique du détecteur. En effet, les deux sorties peuvent être
comparées en temps réel.
Une des applications de la puce consiste à proposer une solution haut risque, mais avec
de forts bénéfices à l’expérience nEXO dans le xénon liquide. Elle se veut un remplace-
ment à la chaîne conventionnelle SiPM analogique, préamplificateur, circuit de mise en
forme d’impulsion et convertisseur analogique-numérique. Cette technologie permettra de
diminuer le taux d’erreurs sur le comptage des photons et offrira une résolution tempo-
relle accrue pour une consommation de puissance moindre. Le bruit post-impulsionnel
affectant les SPAD aux températures cryogéniques réduira fortement avec cette approche
numérique simple.
Une deuxième application réside dans l’étude de la matière noire dans l’argon liquide. Pour
une première fois, un mode d’acquisition sur mesure à même le photodétecteur facilitera
le calcul de discrimination par forme d’impulsion [sous-section 3.12.2].
Dans un troisième temps, la flexibilité de l’architecture ouvre des portes à plusieurs autres
applications de comptage des photons qui utilisent actuellement des SiPM analogiques.
La suite du document présentera les détails de cette architecture.
1.5 Plan du document
En vue d’offrir une solution au projet de recherche, le présent mémoire sera structuré de
la sorte. D’abord, une revue de l’état de l’art sera présentée. Puis, les étapes du dévelop-
pement seront introduites suivies par le matériel requis et le plan de test afin d’obtenir les
résultats et l’analyse.
Le chapitre 2 se divise en trois parties. Il couvre premièrement la physique des particules.
Les notions de base afin de comprendre les besoins de deux détecteurs seront exposées. La
deuxième section portera sur les photodétecteurs utilisés dans ces types d’expérience. La
fin survolera l’électronique nécessaire pour la réalisation du SiPM numérique.
Le chapitre 3 amène les étapes de conception et les choix pris en vue d’atteindre les objectifs
du projet. L’interface avec le circuit d’étouffement, la logique de comptage, d’indication
de la présence de photons et les structures de test seront présentées.
Le chapitre 4 couvre le matériel, les équipements à utiliser et la caractérisation de la puce.
Certaines phases requièrent des équipements spécifiques sous certaines configurations.
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Le chapitre 5 donne les résultats du travail accompli. Chaque objectif sera évalué en
fonction des mesures obtenues. Une analyse complétera ces expérimentations.
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CHAPITRE 2
ÉTAT DE L’ART
2.1 Physique des particules
Afin de mieux apprécier les enjeux techniques exposés dans cette section, une brève in-
troduction à la physique des particules et au modèle standard s’impose. La physique du
neutrino suivra. Plusieurs collaborations scientifiques s’y intéressent. L’accent sera mis sur
le détecteur next Enriched Xenon Observatory ou nEXO, conçu spécialement pour l’étude
de cette particule. Viendra enfin la matière noire, une grande source de questionnement
dans la physique moderne. Également utilisée dans plusieurs expériences, la discrimination
par forme d’impulsion dans l’argon liquide sera présentée.
2.1.1 Le modèle standard de la physique des particules
Regroupant les efforts de recherche de plusieurs scientifiques, le modèle standard de la
physique des particules a été développé dans les années 1970 et est fondé sur plusieurs
expérimentations qui ont permis de valider la théorie qui le définit [1]. D’abord, la matière
se compose d’atomes, constitués d’un assemblage d’électrons, de protons et de neutrons.
Ces deux derniers, formés de quarks qui constituent les noyaux, font partie des douze par-
ticules fondamentales du modèle standard, les fermions. Ils ont différentes propriétés : leur
spin, leur nombre quantique ou leur charge et finalement leur masse [10]. Cette propriété
les regroupe en trois familles. La première crée la matière ordinaire. Plus légères, les par-
ticules de cette famille (up, down, électron et neutrino électronique) demeurent stables et
extrêmement présentes dans la nature. Les deux autres familles, plus lourdes et instables,
vont rapidement se désintégrer (famille II : charm, strange, muon, neutrino muonique,
famille III : top, bottom, tau et neutrino tauique). Les fermions interagissent par le biais de
forces qui possèdent chacune leurs bosons respectifs : forte (gluon), faible (bosons W+, W-
et Z), électromagnétique (photon) [11, 12]. En fonction de leur réaction aux interactions
forte et électromagnétique, les fermions se classent en deux type : les quarks et les leptons.
La Figure 2.1 présente les différentes particules et leurs propriétés.
De plus, chaque particule possède sa propre antiparticule, caractérisée par une charge
de signe opposé, tout en gardant les mêmes masse et spin. Par exemple, l’électron entre
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Figure 2.1 Les particules élémentaires du modèle standard de la physique des
particules [13].
dans la catégorie des fermions de Dirac, puisqu’il se différencie du positron par sa charge
unitaire de polarité inverse. Par opposition selon une hypothèse à confirmer, le fermion de
Majorana se définirait à la fois comme une particule et son antiparticule.
2.1.2 Expérience nEXO sur la physique des neutrinos
Tandis que la science connaît bien la plupart des fermions, les neutrinos demeurent un
mystère. Leur insensibilité aux interactions électromagnétique et forte en rend la détection
difficile. Le modèle standard a longtemps considéré leur masse comme nulle. L’observation
de leur oscillation a récemment prouvé le contraire. Par ce phénomène, ils passent d’une
saveur à une autre : électron, muon et tau [14]. Mais alors combien vaut leur masse et
d’où provient-elle ? La communauté s’entend sur la double désintégration bêta sans neu-
trinos (0νββ) comme mécanisme le plus prometteur à étudier afin de tirer des conclusions.
L’existence de ce processus validerait l’hypothèse du neutrino Majorana [15].
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Une désintégration bêta consiste en la transformation d’un neutron (up, down, down) en
un proton (up, up, down) en émettant un électron et un neutrino électronique. Une double
désintégration bêta (2νββ) produit donc deux électrons et deux neutrinos. La Figure 2.2a
représente cette interaction sous forme d’un diagramme de Feynman [12]. Puis, en suivant
la théorie du Majorana, les neutrinos auraient la possibilité de s’annihiler pour créer une
double désintégration bêta sans neutrinos (Figure 2.2b). La mesure de la demi-vie de ce
phénomène, s’il existe, permettrait de déterminer la masse de ce lepton [16]. L’expérience
EXO, de l’acronyme anglais Enriched Xenon Observatory, et son successeur nEXO (next
Enriched Xenon Observatory) tentent d’accomplir cette mesure [17].
(a) Double désintégration bêta avec
neutrinos. Deux neutrons deviennent
deux protons, deux électrons et deux
neutrinos.
(b) Double désintégration bêta sans neu-
trinos. Deux neutrons deviennent deux
protons et deux électrons.
Figure 2.2 Diagrammes de Feynman de la double désintégration bêta [15].
L’expérience nEXO utilise le xénon liquide à la fois comme source (136Xe) et comme
détecteur de double désintégration bêta avec ou sans neutrinos. Les radiations dans ce
liquide noble excitent ses atomes en créant des paires électron-trou. Des dimères excités
vont par la suite générer des photons ultraviolets (UV) en retournant à leur état de base.
Le maximum de la longueur d’onde d’émission se situe à 177,6 nm, rayonnement pour
lequel le xénon est essentiellement transparent [15].
Parmi les différents éléments permettant de possiblement observer la 0νββ [17], plusieurs
raisons justifient le choix du xénon pour détecter la double désintégration bêta. Alors que
seul son isotope 136Xe peut être utilisé, la réaction dans ce dernier relâchera également un
haut niveau d’énergie, aussi appelé paramètre Q. Cette valeur de 2457,8 keV supérieure
à de nombreux rayonnements gamma rend la discrimination plus facile. La forte densité
du xénon avec 3 g/cm3 et un numéro atomique de 54 permet une bonne isolation contre
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les rayons gamma de faible énergie provenant de l’extérieur du détecteur. Les charges et
les photons de scintillation générés par la radiation dans le xénon s’avèrent largement
anti-corrélés et donnent une information complémentaire afin de détecter l’énergie de la
particule de même que son type. Le rendement d’ionisation et de scintillation de ce liquide
est également élevé. Enfin, naturellement présent à 8,9 %, un simple procédé d’ultracen-
trifugation permet l’enrichissement en 136Xe [15].
Malgré tous ses avantages, l’utilisation du 136Xe liquide comme scintillateur amène son lot
de défis. Puisque la demi-vie de la 0νββ s’annonce très longue, l’expérience nEXO durera
près de 10 ans et utilisera cinq tonnes de xénon afin de collecter assez de statistiques.
Pour détecter un phénomène aussi rare que la 0νββ, toutes les sources de bruit de fond
qui pourraient s’apparenter à sa signature seront réduites. Pour y parvenir, le xénon re-
quiert une purification de tout contaminant, et ce tout au long de la prise de données.
De plus, les matériaux constituant le détecteur et son instrumentation doivent être choisis
avec précaution. Comme le xénon reste liquide sur une faible plage de température, soit
d’environ 162 K à 165 K (-111◦C à -108◦C), la puissance dissipée doit donc se limiter à
moins de 100 W selon des analyses thermiques [6].
Considérant tous les requis, la collaboration de chercheurs impliqués dans nEXO travaille à
concevoir ledit détecteur (Figure 2.3). Il consistera en une chambre à projection temporelle
(Time Projection Chamber - TPC ) de 1,3 m de diamètre par 1,3 m de hauteur, remplie
de 136Xe liquide. Des anneaux, répartis sur toute la hauteur du cylindre, induiront un
champ électrique de quelques centaines de volts par centimètre afin de diriger les électrons
d’ionisation vers une matrice de détecteurs de charge située sur la surface interne supérieure
de la chambre. 4,5 m2 de photodétecteurs recouvriront la périphérie derrière les anneaux
à haute tension pour capter les photons de scintillation [6].
Les photodétecteurs représentent un enjeu crucial puisqu’ils sont directement liés à la réso-
lution en énergie de l’expérience et donc l’observation de la 0νββ. La Figure 2.4 démontre
qu’une efficacité de photodétection de plus de 3 % permet d’atteindre une résolution en
énergie inférieure à 1 %. La section 2.2 couvrira plus en détail ces capteurs de photons.
2.1.3 Expérience sur la matière noire dans l’argon liquide
Malgré tous les efforts des chercheurs, le modèle standard demeure incomplet. En regar-
dant la vitesse et le rayon de courbure du déplacement des étoiles dans les galaxies, les
astrophysiciens ont conclu que 80 % de cette masse s’avère inconnue et inexpliquée [19].
Cette matière noire ne se détecte que par les effets de la gravité [20]. Une nouvelle particule
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Figure 2.3 Installation souterraine du détecteur nEXO (gauche) et vue en
coupe du TPC (droite) [18].
élémentaire hypothétique, de l’acronyme anglais Weakly Interacting Massive Particle, le
WIMP, pourrait révéler une partie de la solution. Le WIMP constituerait la matière noire.
Il ne réagirait pas avec les champs électromagnétiques, mais seulement par l’interaction
faible [21, 22].
Cela dit, afin d’en apprendre davantage sur la matière noire, plusieurs techniques s’offrent
pour valider l’existence de ces particules massives. La première, par détection indirecte,
consiste à observer une désintégration de WIMP qui s’est produite très loin du système
solaire, souvent au centre de galaxies. Des rayons gamma seront ainsi générés et voyage-
ront jusqu’à la terre où ils pourront être examinés. L’expérience IceCube en constitue un
exemple [23, 24]. Une autre méthode indirecte repose sur l’étude des neutrinos à haute éner-
gie, mais réagissant faiblement, générés par la désintégration du WIMP. Enfin, la solution
de détection directe selon laquelle un grand volume de scintillateur permettrait d’étudier
l’interaction d’un WIMP existe également. Parmi plusieurs types de scintillateurs, les gaz
nobles trouvent une fois de plus une utilité.
Des expériences comme DEAP (Dark matter Experiment using Argon Pulse-shape discri-
mination) et DarkSide [25] profitent de l’argon liquide comme scintillateur. Lors d’une
interaction d’un WIMP qui traverse la masse d’argon liquide, ce dernier s’ionise. En ré-
sulteront des dimères excités à l’état singlet et triplet. En se désintégrant vers leur niveau
initial, ces dimères émettent de la lumière de scintillation à 128 nm. L’importante dif-
férence de durée de vie entre les états singlets et triplets des dimères dans l’argon, soit
6 ns et 1300 ns respectivement, rend ce scintillateur très attrayant pour discriminer divers
types d’événements. Effectivement, chaque radiation ionisante possède son propre ratio
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Figure 2.4 Simulation de la résolution en énergie du détecteur nEXO en fonc-
tion de l’efficacité des photodétecteurs [6].
de singlets et de triplets générés. La discrimination par forme d’impulsion (Pulse Shape
Discrimination - PSD) prend alors tout son sens. Le rapport des photons prompts sur






La Figure 2.5 présente deux formes d’ondes de la mesure des photons d’ionisation qui
proviennent à gauche d’un gamma et à droite d’un neutron. Deux méthodes permettent
de discerner leur signature. Premièrement, les comptes représentés par l’amplitude des
signaux diffèrent. Ensuite, la Figure 2.5a donnera une fraction de prompt inférieure à
la Figure 2.5b, puisque cette dernière possède une plus importante quantité de photons
prompts.
Le nombre de photons reçus et la fraction de prompts peuvent finalement être présentés
sous forme d’un graphique. La Figure 2.6 montre, en ordonnée, la fraction de prompts
pour différentes signatures d’événements et en abscisse la quantité totale de photons.
L’observation des WIMP représente une faible plage d’intérêt (ROI ) en vert.
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(a) Événement gamma dominé par les
triplets (Fprompt = 0,3).
(b) Événement neutronique dominé par
les singlets (Fprompt = 0,8).
Figure 2.5 Signature de deux événements dans l’argon liquide [27].
Figure 2.6 Région d’intérêt (ROI ) de la signature d’un WIMP [28]. Fprompt et
le nombre total de photons mènent à la signature du WIMP.
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Cette plage s’avère cependant très fine. Elle requiert impérativement de réduire les sources
de bruit. L’argon possède un numéro atomique relativement élevé de 18, ce qui aide à
protéger des radiations externes. Ce liquide noble peu dispendieux et facile à purifier
représente donc un choix judicieux de scintillateur. Sa température sous forme liquide se
révèle certes plus froide que celle du xénon, soit entre 84 K et 87 K (-189◦C à -186◦C).
Alors que l’expérience DEAP-3600 s’affaire actuellement à prendre des données, les cher-
cheurs s’adonnent déjà à concevoir une prochaine itération (Figure 2.7). Le volume d’argon
augmentera pour améliorer sa sensibilité et la géométrie changera légèrement.
Figure 2.7 Illustration conceptuelle du détecteur DarkSide-20k [29].
Finalement, malgré sa complexité, le modèle standard demeure incomplet. La nature du
neutrino et des WIMP reste un sujet d’actualité de la physique des hautes énergies. Afin
de mettre en évidence ces phénomènes difficiles à détecter, la communauté utilise les gaz
nobles liquéfiés depuis le milieu du vingtième siècle [3]. Ils proposent une solution parfaite
pour créer des scintillateurs de grande taille tout en blindant des radiations externes.
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Ils doivent cependant être maintenus à des températures très froides, ajoutant ainsi des
contraintes sur les photodétecteurs et leur électronique frontale.
2.2 Photomultiplicateurs en silicium et instrumenta-
tion
Puisque la section précédente a présenté la physique et leurs détecteurs, il est maintenant
possible de s’attaquer à la partie centrale de ce mémoire de maîtrise, les photodétecteurs
et leur instrumentation. Plusieurs expériences de physique des particules utilisent comme
scintillateur les gaz nobles liquéfiés qui génèrent une lumière ultraviolette (UV). Afin
de les analyser et d’en étudier les propriétés, ces photons seront transformés en un signal
électrique qui sera échantillonné pour que des ordinateurs s’occupent du traitement. Toute
une variété de dispositifs permet d’accomplir la conversion photoélectrique, dont les tubes
photomultiplicateurs, les diodes à avalanche et les photomultiplicateurs analogiques et
numériques en silicium (SiPM ). Cette section commencera par la présentation des critères
de performance pour évaluer ces photodétecteurs. Par la suite, les photomultiplicateurs
analogiques et numériques en silicium seront comparés, ainsi que l’instrumentation requise
à leur bon fonctionnement respectif. Plusieurs exemples de dispositifs appuieront cette
comparaison.
2.2.1 Critères de performance des photomultiplicateurs en silicium
Pour comprendre le fonctionnement des photomultiplicateurs en silicium, il faut d’abord
expliquer la cellule de base qui les compose, la diode à avalanche monophotonique, mieux
connue sous l’acronyme anglais SPAD (Single Photon Avalanche Diode). Ce dispositif, à
la base des photodétecteurs rapides, offre une sensibilité suffisante pour la détection d’un
seul photon. Ce comportement est illustré à la Figure 2.8. Correspondant au point A sur
la courbe IV, cette diode est polarisée au-dessus de sa tension de claquage dans un état
métastable, en attente d’un photon. Lorsque ce dernier est absorbé dans la jonction de la
diode, un fort courant d’avalanche sera initié (B). Par la suite, pour éviter d’endommager
le dispositif, il sera rapidement étouffé (C) pour finalement retourner à sa polarisation
initiale (A).
Le SiPM offrira un comportement différent en fonction de l’agencement matriciel utilisé.
Avant de présenter les distinctions entre la version analogique et numérique d’un SiPM,
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voici brièvement quelques critères de performance communs aux deux dispositifs. Une
description plus complète se trouve dans [30, 31].
Figure 2.8 Points d’opération du SPAD sur une courbe IV.
Facteur de remplissage
Par sa constitution et sa géométrie, certaines zones du SPAD ne peuvent pas détecter
de photons. Le facteur de remplissage exprime par le ratio de la surface photosensible
sur l’aire totale.
Efficacité de photodétection
Trois éléments constituent l’efficacité de photodétection (Photodetection efficiency -
PDE ) : le facteur de remplissage photosensible (FR), la probabilité à déclencher une
avalanche (PA) et l’efficacité quantique du SPAD (EQ). La probabilité à déclencher
une avalanche dépend de la position d’interaction du photon et de la tension de
polarisation du dispositif. La longueur d’onde du photon incident ainsi que la struc-
ture du SPAD influencent directement l’efficacité quantique et donc le PDE [32, 33].
Une bonne efficacité de photodétection importe grandement pour bien mesurer la
signature d’événements rares.
PDE = FR × PA × EQ (2.2)
Capacité de sortie
Le SPAD possède une capacité de sortie proportionnelle à sa taille. Selon l’équa-
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tion 2.3, une plus grosse photodiode impliquera plus de charges à chaque avalanche,
résultant ainsi en plus de bruit post-impulsionnel, en de la diaphonie optique [34]
et en du bruit électronique [35]. La consommation de puissance augmentera pour
une diode plus capacitive, puisque le courant de recharge sera plus important (équa-
tion 2.4). La résolution temporelle s’en trouve également affectée, puisque la pente
du signal du SPAD s’avère moindre et plus susceptible au bruit (équation 2.5). Pour
toutes ces raisons, la capacité de sortie doit être minimisée [36].










Taux de comptage dans l’obscurité
Même en absence de photons, un SPAD possède un taux de comptage dans l’obscu-
rité (Dark Count Rate - DCR) non nul, d’origine thermique. Cette valeur de compte
n’inclut pas la contribution du bruit post-impulsionnel et de la diaphonie optique.
Ce phénomène non désiré vient fausser le nombre de photons détectés. Pour un dis-
positif donné, le DCR diminue proportionnellement à la température.
Bruit post-impulsionnel
Les porteurs engagés dans une avalanche peuvent se retrouver piégés dans des dé-
fauts de la structure du silicium pour être relâchés après une période allant de
quelques nanosecondes à plusieurs microsecondes. Habituellement exprimée comme
un pourcentage du taux de comptage, cette durée augmente grandement à faible
température. À ce niveau, certains dispositifs (FBK-IRST ) ont vu ce ratio de bruit
post-impulsionnel (Afterpulse - AP) s’accroître en cryogénie d’un facteur 8 par rap-
port à la température pièce [3].
Résolution temporelle
La résolution temporelle se définit ici par la fluctuation entre le temps d’arrivée du
photon sur la jonction et le signal de charge collecté par le circuit de lecture. Pour
certaines applications de temps de vol, la conception du système minimise cette va-
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leur jusqu’à une dizaine de picosecondes [37].
2.2.2 Photomultiplicateurs analogiques en silicium
Les photomultiplicateurs analogiques en silicium intègrent une matrice de SPAD cha-
cun étouffé passivement par une résistance (Figure 2.9a). La résistance en série permet
d’abaisser la tension de polarisation lorsque le courant d’avalanche y circule pour étouffer
la diode. Ces pixels sont connectés en parallèle, ce qui simplifie la conception du dispositif.
Le facteur de remplissage atteint typiquement de 30 à 80 % en fonction de la taille des
SPAD et des interconnexions. Une plus grosse diode offre une meilleure couverture [3].
(a) Schéma électrique interne
d’un SiPM analogique.
(b) Vue en coupe d’un SiPM analogique [38].
Figure 2.9 Schéma électrique et vue en coupe d’un SiPM analogique.
La simplicité de ce photodétecteur présente cependant quelques inconvénients. Il addi-
tionne la capacité de chaque branche, ce qui amène un plus haut niveau de bruit, puisque
le bruit électronique s’avère proportionnel à la capacité. Le circuit de lecture doit alors
consommer plus de puissance à son transistor d’entrée pour pallier ce bruit en excès, ce
qui devient problématique pour couvrir de grandes surfaces. Cette capacité ralentit aussi
le temps de montée pendant une détection à l’ordre de la nanoseconde [39]. D’autre part,
les mécanismes aléatoires dans l’avalanche et les fluctuations de structure de la diode in-
troduisent une variation de la charge de chaque SPAD . Alors que le nombre de pixels
déclenchés devrait normalement créer un courant de sortie proportionnel, les fluctuations
se cumulent quand plusieurs d’entre eux se déclenchent en même temps, rendant la somme
des photons pour une lecture en énergie moins précise [9].
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2.2.3 Utilisation des SiPM analogiques pour nEXO
Toutefois, les expériences de physique des particules utilisent grandement les photomul-
tiplicateurs en silicium analogiques. Plusieurs fabricants en offrent : Ketek, FBK, Hama-
matsu, AdvanSiD, SensL, Broadcom, Philips, Excelitas, etc. La Figure 2.10 et le Tableau 2.1
présentent quelques choix intéressants pour nEXO ainsi que leurs spécifications.
Figure 2.10 Photomultiplicateurs en silicium candidats pour les expériences
dans le xénon liquide [8].
















Taille des SPAD [µm2] 30×30 50×50 50×50 35×35 40×40
Nombre de SPAD ∼ 6300 13923 3584 18980 5520
Aire du pixel 1 [mm2] 3×3 6×6 3×3 6×6 3×3
Aire totale [mm2] 2×2×9 = 36 2×2×36 = 144 4×4×9 = 144 2×2×36 = 144 4×4×9 = 144
PDE 2 [%] > 17 @ 175 > 15 @ 175 nm 40 @ 450 nm > 31 @ 420 43 @ 420
Facteur de remplissage [%] 73 - 74 64 60
Bruit d’obscurité [kcps/mm2] - - 56 33 50
Gain (typique) 0,5×106 2,0×106 1,0×106 6,0×106 3,6×106
Capacité de sortie [pF/mm2] 87 - 36 94 55
1 Ici, une sous matrice de SPAD définit le pixel.
2 Les dispositifs insensibles à 175 nm requièrent des convertisseurs de longueur d’onde.
La collaboration nEXO planifie employer des SiPM analogiques afin d’instrumenter le
système de lecture de la scintillation du xénon. Le Tableau 2.2 présente leur requis pour
le choix de photodétecteur à utiliser.
En tenant compte de ces spécifications, les photodétecteurs VUV de FBK et Hamamatsu
sont les candidats les plus prometteurs. Des circuits d’amplification et de conditionnement
permettent d’utiliser leur sortie analogique pour ensuite numériser le signal. Les applica-
tions comme nEXO requièrent un important compromis pour limiter la consommation de
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Tableau 2.2 Résumé des paramètres de SiPM requis pour nEXO . L’italique
représente les choix préférables, mais non obligatoires [36].
puissance tout en gardant un ratio de signal sur bruit acceptable. La collaboration nEXO
propose l’architecture de la Figure 2.11.
Les électroniciens ont conçu un prototype d’amplificateur de courant pour lire un SiPM
avec une capacité allant jusqu’à 54 nF qui utilise le sixième des 100 W alloués pour un
bruit de 0,13 photoélectron RMS [6]. Ce circuit permettrait de regrouper en parallèle
6 cm2 de SiPM FBK ou 18 cm2 de SiPM Hamamatsu pour une consommation d’environ
2,5 mW par module.
Obtenir une bonne uniformité du gain pour chaque amplificateur nécessite d’importantes
précautions, notamment en ce qui concerne l’appariement. De plus, l’électronique doit
garantir son comportement à la température d’opération dans le xénon liquide. La sortie
de cet amplificateur peut ensuite être intégrée pour augmenter le ratio de signal sur bruit
puis numérisée sur 12 bits.
Pour un événement 0νββ, 7×104 photons seraient produit dans le TPC. Pour une efficacité
de photodétection de 3 % sur 4,5m2, cela équivaut à moins d’un photon par photodétecteur
de 1 cm2. Or, pour un DCR de 50 cps/mm2, le taux d’événements du détecteur complet
monterait à 225 MHz. L’utilisation d’un algorithme pourrait réduire la bande passante
requise en sortie pour limiter la consommation de puissance liée à la transmission de
données [6].
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Figure 2.11 Architecture de lecture des SiPM analogiques pour nEXO [6].
2.2.4 Utilisation des SiPM analogiques dans l’argon liquide
Canci et al. [45] démontrent que le SiPM est un candidat adéquat permettant la discri-
mination par forme d’impulsion dans l’argon liquide. Dans cette preuve de concept, des
équipements commerciaux lisent et traitent une matrice de 16 SiPM Hamamatsu S11828-
3344M en parallèle. Un préamplificateur de charge Canberra 2005 [46] se branche dans
un amplificateur de spectroscopie Ortec 672 [47]. Ce montage permet de discerner jusqu’à
3 photoélectrons. Un oscilloscope LeCroy WavePro 735Zi [48] numérise également la sortie
des SiPM avec une période de 1 ns pendant 20 µs. Cette implémentation de la discrimi-
nation par forme d’impulsion dans l’argon liquide permet de distinguer des scintillations
alpha (α) et gamma (γ).
En se basant sur les expériences antérieures [49], la collaboration DarkSide-20k [7, 50, 51]
instrumentera 20 tonnes de LAr avec 5210 tuiles de SiPM de 50 × 50 mm2 sur 14 m2.
Les spécifications des photodétecteurs de FBK utilisés sont présentées au Tableau 2.3. Ces
modules de photodétection (Photodetection Modules - PDM ) contiennent un amplificateur
cryogénique afin de conditionner le signal près de la source. Une gestion de puissance intel-
ligente offre la possibilité de désactiver les cellules endommagées. La puissance autorisée
pour chaque module se limite à 250 mW ou 100 µW/mm2. Le PDM doit couvrir une
plage dynamique de 50 photoélectrons simultanés et donner une résolution temporelle de
l’ordre de 10 ns sur le premier photon pour permettre le PSD.
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Tableau 2.3 Spécifications des SiPM FBK pour DarkSide-20k [7].
NUV-HD-SF NUV-HD-LF
Taille des SPAD [µm2] 25×25 25×25
Nombre de SPAD 25600 25600
Aire du SiPM [mm2] 4×4 4×4
PDE 1 [%] 50 @ 420 nm 50 @ 420 nm
Facteur de remplissage [%] 73 73
Bruit d’obscurité @300 K[cps/mm2] < 150 k < 100 k
Bruit d’obscurité @77 K[cps/mm2] 0,5 5×10−3
Capacité de sortie [pF/mm2] 50 50
1 Ces capteurs utilisent des convertisseurs de longueur d’onde au tétraphényl bu-
tadiène (TPB).
La collaboration a finalement produit un prototype de 25 cm2. Il consomme environ
170 mW pour une résolution temporelle de 16 ns, une plage dynamique de 100 photo-
électrons. Le module offre un PDE de 45 % et un DCR de 0,004 cps/mm2 [52]. Malgré
ses performances intéressantes, ce module demeure assez encombrant (Figure 2.12).
Figure 2.12 Module de Photodétecteurs pour DarkSide-20k [53]. Les SiPM sur
le dessus, les circuits de lecture en dessous.
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2.2.5 Photomultiplicateurs numériques en silicium
Même si les SiPM analogiques semblent attrayants, ils ne permettent cependant pas d’uti-
liser les SPAD à leur plein potentiel. Les parasites induits par les connexions parallèles,
leur sensibilité à la température et au bruit électronique ainsi que la puissance requise pour
les instrumenter représentent de bons exemples de limitations. Tirer profit de la nature
numérique de la diode à avalanche monophotonique en la contrôlant directement et en la
lisant le plus près du détecteur possible devient alors avantageux. La Figure 2.13 illustre
une architecture typique pour les deux saveurs de dispositifs.
Figure 2.13 Comparaison d’architectures typiques de lecture pour un SiPM
analogique (gauche) et numérique (droite) [54].
Le schéma de droite de la Figure 2.13 présente un aspect important de la version numé-
rique : contrairement au SiPM analogique qui ne sort qu’un nœud commun où il faut
intégrer la charge, l’électronique de lecture numérique peut accéder directement au signal
de chaque SPAD . Un comparateur ou un inverseur logique par pixel donne alors un niveau
binaire [37, 55, 56]. Le circuit de lecture offre également une meilleure insensibilité aux
variations en température en s’affranchissant de l’impact du gain du SPAD sur le signal
de sortie [57, 58]. Des technologies de CMOS (Complementary Metal Oxide Semiconduc-
tor) en 180 nm ou en 65 nm par exemple, permettent ensuite d’implémenter une logique
pixelisée beaucoup plus avancée autrement impossible avec les SiPM analogiques.
Alors que les photodiodes à avalanche opérées en régime Geiger alimentaient déjà plusieurs
recherches dès le début des années 1970 [32, 59], les premiers dispositifs à utiliser des tech-
nologies CMOS intégrées datent du début des années 2000. Suite aux expérimentations
avec les circuits d’étouffement passifs et actifs [55, 60, 61], Rochas et al. [62] proposent
un détecteur monolithique réalisé en 800 nm avec une surface photosensible de 7 µm de
diamètre. Ce SPAD s’étouffe et se recharge passivement par une résistance et un compara-
teur permet de reconnaître l’avalanche avec une résolution temporelle de 60 ps FWHM. Le
même groupe [63] présente par la suite une matrice de 4 × 8 pixels avec un pas de 75 µm
et un DCR moyen de 50 Hz par SPAD de 6,4 µm. Un multiplexeur sélectionne le pixel
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à lire. Afin de réduire le niveau de bruit post-impulsionnel, les circuits d’étouffement in-
cluent déjà des temps d’attente programmables. Ce dispositif a trouvé une utilisation pour
l’imagerie 3D [64, 65]. Il consomme moins d’un milliwatt. Puis, ces circuits ont commencé
à servir pour bâtir des systèmes plus complexes [66].
Par la suite, Philips Digital Photon Counting a mis en marché son dispositif de photomul-
tiplicateur numérique en silicium soit le Digital Photon Counter (DPC ) [67], conçu pour
l’imagerie médicale et plus spécifiquement la tomographie par émission de positrons ou
TEP. Ce compteur numérique de photons utilise une technologie CMOS. Il intégre quelques
8188 SPAD , leurs circuits d’étouffement et de la logique pour un facteur de remplissage
de 50 % sur une surface de 3,3 × 3,8 mm2 [68]. L’architecture contient un convertisseur
temps-numérique (Time to Digital Converter - TDC ) avec une résolution temporelle de
20 ps en largeur à mi-hauteur, un compteur de photons pour la mesure en énergie, et un
port JTAG 1 pour la configuration du dispositif [69]. Une horloge à 200 MHz s’occupe de
synchroniser le système pour en sortir les données numériques. Ce dispositif consomme
600 mW pour une matrice de 16 puces [69]. Il s’intègre facilement à grande échelle et un
FPGA 2 peut le lire directement [54, 70].
La possibilité d’activer ou de désactiver chaque SPAD pour les caractériser individuelle-
ment rend le DPC très intéressant. Frach et al. [67] démontrent que seulement 5 à 10 %
des pixels contribuent de façon significative au DCR. Les désactiver permet donc d’obtenir
un bruit dans l’obscurité d’environ 150 comptes par secondes par diode de 30 µm à 20◦C.
Le seuil du nombre de photons déclenchant le TDC peut aussi s’ajuster pour diminuer le
temps mort lié au DCR.
Alors que plusieurs algorithmes peuvent limiter le DCR [67, 71, 72], les SiPM numériques
aident également à réduire le bruit post-impulsionnel. Parmi ces méthodes [73–76], le
contrôle de la durée du temps d’étouffement avant la recharge offre un bon exemple. Pour
les expériences de physique des particules dans les gaz nobles liquéfiés, les SPAD présentent
une probabilité d’AP jusqu’à plusieurs microsecondes. Une architecture numérique peut
donc facilement ajuster ce réarmement.
La capacité de sortie des SiPM amène un gros problème pour couvrir de grandes surfaces
avec un faible budget de puissance. Une approche hybride analogique/numérique résou-
drait déjà ce problème. Nolet et al. [9] proposent une architecture (Figure 2.14) où une
source de courant fixe à chaque pixel, activée à la détection d’un photon, génère le signal
au lieu de la somme des charges des photodiodes. Cette méthode offre une meilleure uni-
1. Joint Test Action Group
2. Field Programmable Gate Array
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formité sur la matrice. De plus, chaque source de courant possède une capacité inférieure
à celle du SPAD lui-même. Réaliser un SiPM avec une capacité de l’ordre de 3-4 pF/mm2
contre les 36 pF/mm2 pour Hamamatsu deviendrait alors possible [9].
Figure 2.14 Architecture d’un SiPM hybride basée sur une source de courant
par pixel pour une meilleure uniformité et une capacité de sortie moindre [9].
Pour être en mesure de rivaliser avec son homologue analogique dans le cadre des ex-
périences de physique des particules, un SiPM numérique doit tout de même présenter
certaines caractéristiques. Le PDE et le facteur de remplissage doivent subir une optimi-
sation puisque les photons à collecter sont peu nombreux. Or, toute l’électronique et la
logique embarquée prennent beaucoup d’espace. Le concept d’intégration en trois dimen-
sions ou 3D devient alors nécessaire. Cette méthode d’assemblage permet d’opter pour
une technologie optique idéale pour la fabrication des SPAD [34, 77, 78], en maximisant
le ratio de la surface photosensible du détecteur. La taille de la technologie CMOS peut
également être choisie en fonction des requis du système. Le Tableau 2.4, tiré de [79], ré-
sume les caractéristiques de quelques 3DdSiPM 3. Pour plus de détails, Bruschini et al. [80]
proposent un résumé plus complet des dispositifs réalisés depuis 2003.
À cette liste s’ajoute le Massachusetts Institute of Technology (MIT ) qui utilise également
cette technologie pour ses imageurs lidars [88, 89]. Mais les photodétecteurs 3D introduits
jusqu’à présent utilisent cependant tous un éclairage par la face arrière, c’est à dire loin
de la jonction. Cette méthode facilite l’assemblage 3D, mais convient difficilement pour
détecter le VUV, puisque le silicium absorbe rapidement ces rayons [90, 91].
3. 3D digital Silicon Photon Multiplier
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Tableau 2.4 Résumé et comparaison de l’état de l’art de quelques 3Dd-
SiPM [79].
[81] [82] [83] [84] [85–87]
Couche du détecteur CMOS 130 nm CMOS 130 nm CIS3 65 nm CIS3 65 nm CIS3 45 nm
Couche électronique CMOS 130 nm CMOS 130 nm CMOS 40 nm CMOS 40 nm CMOS 65 nm
Aire active [µm2] 28,3 28,0 27,6 250,7 122,7
Facteur de remplissage [%] - 23,3 45,0 74,4 jusqu’à 60,5
Bruit d’obscurité [cps/mm2] 1 265,34×106 1,3×109 391,3×106 2,5×109 55,4×106
PDE 2 [%] 11 @ 725 nm 13 @ 700 nm 27,5 @ 640 nm 29,5 @ 660 nm 31,8 @ 600 nm
Nombre de pixels 1600 1 x 400 128 x 120 - 256 x 256
1 Mesuré à température pièce.
2 Ces dispositifs ne sont pas conçus pour détecter le VUV.
3 CMOS Image Sensors.
Afin de remédier à la situation et en tirant profit de ses premières expériences, le Groupe
de Recherche en Appareillage Médical de Sherbrooke (GRAMS) travaille sur un nouveau
procédé de SPAD avec un collage 3D sur du CMOS. L’électronique CMOS développée au
paravent visait à obtenir la meilleure résolution temporelle pour l’imagerie médicale. Le
Tableau 2.5 résume les caractéristiques de deux de ces puces.
Tableau 2.5 3DdSiPM du GRAMS.
[92] [37, 93]
Couche du détecteur 1 CMOS 800 nm CMOS 800 nm 2
Couche électronique CMOS 130 nm CMOS 65 nm
Aire active [µm2] 50× 50 50× 50
Facteur de remplissage [%] S.O. S.O.
Bruit d’obscurité [cps/mm2] 3 S.O. 2,8× 109
PDE 4 [%] S.O. 8
Nombre de pixels 4× 484 S.O.
Résolution temporelle [ps] 31 7,8
1 La couche des détecteurs (SPAD) n’est pas assemblée.
2 Des SPAD 2D en 65 nm sont inclus.
3 Mesuré à température pièce.
4 Ces dispositifs ne sont pas conçus pour le VUV.
En conclusion, plusieurs efforts sont investis pour utiliser les SiPM pour la physique des
particules. Bien que la version analogique s’avère plus répandue et plus facilement acces-
sible sur le marché, son homologue numérique ne laisse pas sa place. Le traitement intégré
à même le photodétecteur permet d’améliorer les performances des SPAD et de minimiser
le besoin de composants externes supplémentaires dans la chaîne d’acquisition. La consom-
mation de puissance peut ainsi diminuer de même que la sensibilité à la température.
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2.3 Électronique numérique propre aux SiPM
Les applications de la physique des particules et de la TEP requièrent souvent d’obtenir
l’étampe de temps des événements ainsi que leur énergie. Les SiPM numériques, en plus
d’inclure un circuit d’étouffement et de lecture pour chaque pixel, permettent d’intégrer
directement ces fonctionnalités. Le choix peut s’arrêter sur différentes technologies de
CMOS. Les nœuds plus avancés offrent des transistors aux dimensions beaucoup plus
faibles avec de meilleures performances alors que les technologies plus anciennes s’avèrent
moins dispendieuses [94–96]. La présente section se concentrera sur la logique introduite
dans les SiPM numériques en commençant par les circuits de déclenchement et l’obtention
des étampes temporelles pour ensuite traiter de l’addition des photons.
2.3.1 Détection des photons et étampe temporelle
Plusieurs stratégies existent pour trouver l’étampe de temps d’un événement. Dans sa
matrice de photodétecteur pour la TEP, le GRAMS a choisi d’utiliser un convertisseur
temps-numérique (Time to Digital Converter - TDC ) par pixel [97, 98]. Permettant d’ob-
tenir une résolution temporelle de 18 ps RMS sur la matrice, ce système nécessite une
horloge de 250 MHz en continu, ce qui engendre une forte consommation de puissance.
Une autre approche consiste à utiliser le même TDC pour plusieurs pixels [72, 99]. De
l’électronique supplémentaire, avec une faible gigue temporelle, devient alors nécessaire
entre les pixels et le TDC. La littérature présente donc plusieurs méthodes pour combiner
ces signaux.
Arbre de détection configuré en H
Pour obtenir la meilleure résolution temporelle, dans le cas où un seul TDC mesure plu-
sieurs pixels sans connaître leur adresse ou leur position, le trajet de n’importe quel SPAD
vers la sortie doit offrir un délai similaire. Comme les étampes de temps ne pourront
être corrigées pour tenir compte des différences de longueur de chaque branche, cette er-
reur va se transformer en gigue temporelle. Mandai et al. [100] proposent un arbre en H
tel qu’illustré à la Figure 2.15. Cette topologie présente une uniformité optimale pour des
puissances de deux pixels. Contrairement à un arbre de distribution d’horloge où un même
signal est acheminé à plusieurs endroits, cette approche part de plusieurs points pour se
rendre à une sortie commune. Chaque intersection de l’arbre requiert une porte logique
combinatoire. La sous-section suivante en présente donc quelques-unes.
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Figure 2.15 Réalisation d’un arbre en OU logique distribué en H pour unifor-
miser les délais de propagation entre chaque branche [100].
Arbre de détection basé sur de la logique combinatoire
Une première technique consiste à utiliser des portes logiques de type OU à deux entrées.
La cellule peut être conçue sur mesure pour un meilleur appariement [100] ou employer
celles qui proviennent d’une bibliothèque de pièces fournie par la fonderie de CMOS. Une
largeur du pulse d’entrée minimisée limite le temps mort dû à la superposition de deux
pixels.
Une autre méthode pour réduire le temps mort dépend d’une porte OU exclusif (XOR). À
défaut d’utiliser l’état en sortie pour indiquer une détection, chaque transition, montante
ou descendante sera considérée [101]. Cette méthode augmente cependant le niveau de
complexité.
Certaines approches préconisent une logique câblée au lieu de portes logiques CMOS.
Des topologies de type drain commun peuvent être employées [102]. L’objectif consiste à
diminuer le temps de propagation pour produire des circuits plus rapides.
Enfin, pour ajouter de la flexibilité dans l’arbre de détection et introduire un filtre de
bruit, Tabacchini et al. [103] ont réalisé une implémentation configurable en se servant de
portes OU et ET. De cette façon, la sortie ne peut passer à un niveau haut que si plusieurs
pixels font feu dans une courte fenêtre de temps.
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2.3.2 Logique d’additions des comptes
Pour recueillir l’information de la signature énergétique d’un événement, le nombre total
de photons incidents doit être mesuré. Différentes méthodes mènent à ce résultat.
Addition par additionneurs numériques
D’abord, la littérature contient plusieurs architectures de circuits d’addition. Ces circuits
sont souvent comparés par le nombre de transistors nécessaires pour leur implémentation,
par la puissance dissipée, par l’aire requise ainsi que par le délai de propagation entre le
changement des bits d’entrées et le résultat en sortie. Le Tableau 2.6 présente quelques
configurations.
Tableau 2.6 Comparaison des performances de différentes topologies d’addi-









Ripple Carry Adder (RCA) 288 0,206 2214 4,208
Carry Save Adder (CSaA) 576 1,082 5904 2,924
Carry Look-Ahead (CLA) 272 0,312 2160 3,100
Carry Increment Adder (CIA) 342 0,261 2793 2,880
Carry Skip Adder (CSkA) 388 0,603 3486 3,022
Carry Bypass Adder (CByA) 372 0,459 3116 3,010
Carry Select Adder (CSelA) 600 1,109 6201 2,750
Avec beaucoup de bits en entrée, le temps requis pour accomplir le calcul peut s’avérer
trop long pour une application donnée. Les systèmes synchronisés par une horloge peuvent
utiliser une technique appelée pipeline. Au lieu d’effectuer une addition au complet en un
cycle d’horloge, la somme se divise en sous-étapes par des bascules. Par exemple, une
somme en deux étages aura une latence de deux périodes pour une fréquence d’opération
qui sera augmentée par deux [105].
Addition par compteurs numériques
Le compteur série dispose d’une entrée qui permet d’incrémenter son registre à chaque
front montant d’un signal. Il est constitué de bascules en cascade. La quantité employée
détermine sa valeur maximale de compte. En définissant N comme le nombre de bascules,
l’équation 2.6 expose cette valeur maximale.
Compte maximum = 2N − 1 (2.6)
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Ce type d’implémentation ne possède qu’une entrée. Une somme sur plusieurs pixels re-
quiert un arbre de logique combinatoire tel que présenté à la section 2.3.1. Ces arbres ne
permettent pas de distinguer plusieurs pixels déclenchés au même moment.
Le compteur parallèle offre donc une alternative intéressante. Ce circuit à plusieurs entrées
d’un bit indique combien d’entre elles s’activent. Le nombre de bits nécessaires en sortie
suit la quantité d’entrées par un logarithme en base 2 [106, 107].
Addition par compteurs quasi numériques
Cette approche consiste à sommer des courants. Lorsque déclenchée, chaque entrée active
une source de courant fixe. Un convertisseur analogique-numérique échantillonne par la
suite le tout pour produire le résultat [107].
Addition par circuits asynchrones
Afin de réduire la consommation de puissance de l’addition et de retirer la dépendance
à l’horloge, certaines approches proposent des circuits asynchrones [108]. Basée sur une
structure de requête et de confirmation, une requête démarre la somme et la fin du calcul
arrive par la suite. Ce temps de calcul varie donc selon l’état des signaux d’entrée.
Pour conclure cette section, les SiPM numériques permettent d’inclure plusieurs fonction-
nalités à même le photodétecteur. Parmi ces circuits, on en retrouve pour obtenir l’étampe
temporelle des photons ainsi que la mesure en énergie ou le total de photons. Chaque im-
plémentation offre ses avantages en fonction de l’application. Ici, pour une application à
faible puissance, un TDC externe réduit la consommation au lieu d’en utiliser un à chaque
photodétecteur. La puce doit alors combiner les signaux de chaque pixel en introduisant le
moins de gigue temporelle possible. Puis, pour obtenir la somme dans un environnement
où les photons demeurent rares et où chacun d’eux compte, un additionneur ou compteur
parallèle offre donc un choix supérieur au compteur série. Le chapitre suivant révèle de
plus amples détails sur les choix de conception.
CHAPITRE 3
CONCEPTION
Ce chapitre présente la conception de l’électronique numérique de lecture pour une matrice
de SPAD dédiée à la physique des particules. Il débutera par une brève récapitulation des
requis du dispositif. Par la suite viendront les sections de l’architecture numérique, soit
le circuit d’étouffement, l’arbre de détection des photons (flag), la synchronisation et
l’addition des comptes, leur mise en mémoire et leur transmission. Enfin, les structures de
test et l’intégration seront exposées.
3.1 Spécifications et requis
Les expériences introduites au chapitre précédent amènent à produire une liste de requis.
Deux modes d’opération distincts permettent de remplir les besoins pour nEXO et pour la
discrimination par forme d’impulsion dans l’argon liquide. Un seul circuit intégré couvrira
ces fonctionnalités présentées au Tableau 3.1.





Granularité [mm2] < 20×20 < 20×20
Période d’échantillonnage [ns] 500 1-10
Temps d’intégration [µs] 0,1 1-20
Bruit d’obscurité [cps/mm2] 50 0,1
Puissance permise [µW ] 250 S.O.
Température d’opération [◦C] -110 -185
Taille des SPAD [µm] 50 50
Facteur de remplissage1 [%] 80 80
Résolution temporelle2 [ps RMS ] S.O. < 250
1 Ratio entre la zone photosensible et la taille du circuit intégré.
2 Résolution atteinte sur la détection du premier photon.
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La technologie TSMC 180 nm BCD 1 permettra de réaliser le circuit de lecture. Le GRAMS
a déjà utilisé cette saveur de CMOS par le passé [109, 110]. La taille des transistors de
180 nm offre un bon compromis entre son coût abordable et la surface de silicium nécessaire
pour implémenter les fonctionnalités requises. L’option BCD se justifie pour l’intégration
des structures à haute tension jusqu’à 70 V, notamment pour l’interface des SPAD ou
pour la distribution de puissance [111].
Pour ce qui est de la dimension du dispositif, un des objectifs secondaires demande de
s’approcher de la taille des photodétecteurs commerciaux existants. Une surface photo-
sensible légèrement plus faible de 25 mm2 devient le point de départ pour optimiser le
facteur de remplissage tout en obtenant un rendement de fabrication intéressant.
3.2 Circuit d’étouffement
Réalisé dans le cadre d’un projet de maîtrise d’un collègue, le circuit d’étouffement du pixel
agit à titre d’interface entre le SPAD et le reste de l’électronique numérique. Il s’assure
de détecter l’avalanche, d’arrêter le courant du SPAD , pour enfin le recharger après un
temps d’attente ajustable. Cette électronique analogique possède un plot d’interconnexion
3D pour l’intégration avec la couche de photodétecteurs. Trois sorties complémentaires
représentent le régime de ce dernier (Figure 3.1). La première prend un niveau logique
binaire haut au repérage d’un photon et garde l’état jusqu’à la fin de la recharge du pixel.
Elle est acheminée vers la somme numérique en vue d’effectuer la mesure en énergie. Le
deuxième signal, d’une durée réglable, mais beaucoup plus courte, indique une détection.
Cette interruption qui provient de chaque pixel sera combinée pour former l’arbre de
détection des photons (flag). Enfin, la troisième sortie est une source de courant ajustable
en amplitude jusqu’à 30 µA. Cette source est activée par le circuit d’étouffement et permet
d’accomplir une somme analogique telle que présentée dans [9].
Le pixel contient également la logique supplémentaire suivante. Des registres de confi-
guration permettent d’activer chaque pixel individuellement. L’attente avant la recharge
peut être réglée pour diminuer le bruit post-impulsionnel. La modification du temps de
recharge laisse de la flexibilité quant à la capacité du SPAD qui sera assemblé en trois
dimensions. Enfin, minimiser la durée du signal d’interruption limite le temps mort à la
sortie de l’arbre de détection des photons. La mémoire numérique fixe ces trois durées.
1. Bipolar-CMOS-DMOS
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Figure 3.1 Chronogramme simulé des trois signaux de sortie du circuit d’étouf-
fement par rapport à l’arrivée d’un photon.
Dans les spécifications originales, une matrice de 5 × 5 mm2 aurait dû compter un pixel
à chaque 50 µm, soit 10 000 au total. Cependant, la surface nécessaire pour inclure les
circuits analogiques d’étouffement entraîne une augmentation du pas à 78 µm. Ce change-
ment amène deux avantages. Premièrement, puisque la matrice comporte moins de pixels,
soit 4096, l’espace de silicium requis pour implémenter les circuits d’étouffement et leur
logique numérique se trouve réduit. Moins de densité d’interconnexions implique moins de
congestion de routage. Deuxièmement, cette modification engendre une diminution de la
consommation de puissance totale, car la puce possède moins d’électronique.
3.3 Flot numérique de conception
Outre le circuit d’étouffement, le reste de l’architecture demeure purement numérique.
Une approche d’intégration numérique (Digital-on-Top) s’avère donc idéale pour brancher
les 4096 pixels de la matrice. Cette méthode de conception permet de convertir du code
VHDL 2 ou Verilog en un circuit intégré complexe à partir de bibliothèques de composants
développées par les fonderies. Plusieurs phases permettent d’y arriver, soit la synthèse, le
placement, le routage et enfin la validation. Chaque étape requiert des scripts sur mesure
pour définir le résultat attendu. Plusieurs logiciels et outils informatiques aident à accom-
plir ces tâches. Une description plus détaillée du flot numérique de conception se retrouve
à l’annexe B. L’élaboration de ce flot et la préparation des bibliothèques de composants
ont représenté une partie importante du début de ces travaux de maîtrise.
2. VHSIC Hardware Description Language
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3.4 Arbre de détection des photons
Pour ce circuit intégré, l’arbre de détection possède deux fonctionnalités distinctes. Il
indiquera la présence d’un photon pour réveiller le système et commencer une acquisition.
Cette mise en veille économisera de la puissance en absence d’événements. Le deuxième
usage de ce signal permettra d’obtenir l’étampe de temps du premier photon par un
TDC externe dans des applications de discrimination par forme d’impulsion. Pour lancer
l’acquisition le plus tôt possible, l’architecture doit minimiser le délai moyen total. Puisque
l’adresse du pixel déclenché n’est pas transmise, réduire la différence de temps entre la
sortie de chaque circuit d’étouffement et celle de l’arbre devient aussi très important.
La conception de l’arbre de détection s’est réalisée en plusieurs phases en débutant par
un code primaire relativement simple. Par la suite, plusieurs étapes d’optimisation ont
bonifié l’implémentation. La première estimation n’imposait pas de contraintes. Les outils
numériques décident donc quelles cellules de base utiliser, où les placer et comment les
interconnecter. La Figure 3.2 illustre la disposition irrégulière et différente à chaque pixel
des portes logiques qui forment l’arbre. À la suite de simulations, la Figure 3.3 représente
les délais à partir de chaque circuit d’étouffement vers la sortie commune. L’agencement ne
contient aucun motif et la Figure 3.4 montre ces délais sous forme d’un histogramme. Les
délais varient approximativement entre 6 et 12 ns. Avec un écart type de la distribution
de plus de 1 ns, cette solution ne respecte pas le critère des 250 ps RMS.
(a) Groupe de 8× 8 pixels. (b) Étage final de 8× 8 groupes.
Figure 3.2 Placement arbitraire des cellules numériques sans optimisation.
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Figure 3.3 Distribution des délais par pixel sans optimisation. L’index y = 0,
plus proche de la sortie, présente des délais inférieurs.
Figure 3.4 Histogramme de la distribution des délais par pixel sans optimisa-
tion.
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Par la suite, ces valeurs de délais et la distribution par pixel servent à entamer l’opti-
misation. Or, les contraintes existantes dans les outils numériques sont conçues pour les
circuits synchrones. Aucune ne permet d’indiquer que chaque chemin doit posséder le
même délai de propagation avec une sortie commune. Avec un effort considérable pour
poser des contraintes, une légère amélioration apparaît. Le délai moyen passe de 9,1 ns
sans contraintes à 8,2 ns. De même, l’écart type de 1,1 ns diminue à environ 0,7 ns. Les
Figures 3.5 et 3.6 présentent le résultat.
Figure 3.5 Distribution des délais par pixel légèrement améliorée avec les
contraintes d’optimisation.
Cette répartition de délai ne s’avère toujours pas satisfaisante afin d’obtenir le requis de
250 ps RMS. Deux aspects formeront la nouvelle solution, soit le choix des portes logiques
ainsi que leur positionnement dans la puce.
Pour commencer, l’élément combinatoire à chaque intersection possède un gros impact sur
l’arbre de détection des photons. Une analyse manuelle des performances sur les cellules
offertes dans la bibliothèque de composants aide à définir les meilleurs candidats. Le but
consiste à trouver la configuration de portes logiques en CMOS permettant de minimiser
la disparité de délai entre les différentes entrées et la sortie commune. L’étude compte
trois paramètres. D’abord, un arbre constitué uniquement de portes OU est comparé à
une version utilisant des portes NON-OU et NON-ET en cascade. La porte OU devrait
présenter un délai total supérieur, causé par l’ajout d’un inverseur dans sa fabrication,
en opposition à l’implémentation avec des portes NON-OU et NON-ET. Grâce au théo-
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Figure 3.6 Histogramme de la distribution des délais par pixel avec l’optimi-
sation.
rème de De Morgan [112], l’équivalence de ces deux architectures peut être démontrée
(Figure 3.7).
Figure 3.7 Démonstration de l’équivalence entre un arbre OU et NON-
OU/NON-ET.
Ensuite, le nombre d’entrées par porte passe à l’étude, soit deux ou quatre. Un élément
de base possédant quatre entrées nécessitera moins d’étages en cascade pour combiner les
4096 pixels qu’un autre à deux entrées selon la formule 3.1.
Nombre d′étages = log(nombre d′entrée par porte)(nombre d
′entrées de l′arbre) (3.1)
Finalement, la puissance de pilotage (Drive strength) des cellules est le dernier facteur
à observer. Le Tableau 3.2 présente les résultats de cette étude en classant les données
par ordre croissant selon la colonne de la différence de délai entre les entrées. La porte
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OU semble un candidat intéressant, mais exhibe un délai total de plus du double de la
configuration implémentée avec des cellules NON-OU et NON-ET. La solution optimale
consiste donc à utiliser cette combinaison pour des portes à deux entrées avec une puissance
de pilotage X4.
Tableau 3.2 Évaluation des propriétés des cellules standards pour un arbre à
4096 entrées pour trouver les meilleurs candidats.
Comme deuxième aspect, le positionnement de chaque cellule affecte l’appariement de
chaque branche. Une structure en H tend à augmenter le délai moyen, mais permet d’uni-
formiser l’arbre de détection. Deux phénomènes viennent par la suite influencer directe-
ment le délai de propagation, la longueur des traces et la capacité parasite. Les intercon-
nexions doivent donc être assorties le plus possible autant en longueur qu’en capacité. À
longueur égale, deux trajets possédant des capacités différentes n’offriront pas la même
charge à piloter par chaque cellule de l’arbre. Dans le souci du meilleur résultat, les portes
sont sélectionnées manuellement et instanciées dans le code VHDL au lieu de se fier sur
la synthèse numérique.
Puis, le placement dans la puce suit une structure en H en positionnant chaque cellule à
mi-chemin entre ses deux entrées (Figure 3.8). Le routage effectué avant le reste des circuits
moins critiques facilite le respect des contraintes grâce à l’espace encore disponible dans
la matrice. La Figure 3.9 présente la distribution finale des délais simulés et la Figure 3.10
son histogramme. Ces valeurs contiennent les délais de propagation des portes logiques et
des interconnexions.
Puisqu’une des entrées des portes possède un délai légèrement inférieur que l’autre, un
motif apparaît sur la distribution de la Figure 3.9. À cause de la configuration en H, les
pixels du coin inférieur gauche 3 offriront toujours un délai plus faible que celles du coin
3. La coordonnée (1, 1) de la Figure 3.9
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(a) Groupe de 8× 8 pixels. (b) Étage final de 8× 8 groupes.
Figure 3.8 Placement manuel des cellules numériques dans une structure en H
pour uniformiser les délais entre chaque pixel et la sortie.
Figure 3.9 Distribution des délais par pixel avec un placement manuel. La
différence en temps entre les deux entrées des portes logiques crée un motif.
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Figure 3.10 Histogramme de la distribution des délais par pixel avec placement
manuel.
supérieur droit 4. Cette solution permet d’obtenir un écart type de 17 ps RMS, ce qui suffit
à l’atteinte du requis de 250 ps.
3.5 Addition des comptes
Afin de recenser chaque photon détecté, un circuit doit combiner la sortie de chaque pixel
et offrir la quantité totale sur demande. Pour permettre à plusieurs SPAD de se déclen-
cher en même temps sans perdre leur information, un compteur parallèle, supplante un
compteur série incrémenté par l’entrée d’un arbre en OU logique. La valeur de ce dernier
n’augmenterait qu’une seule fois pour une détection simultanée de deux pixels. Le comp-
teur parallèle quant à lui, offre une plage dynamique possible de 4096 photons [113], soit
un photon par pixel. Le code VHDL rend l’implémentation de la somme numérique rela-
tivement simple. L’engin de synthèse a adopté une structure d’additionneur à sauvegarde
de retenue (Carry Save Adder) et cette configuration s’est révélée satisfaisante.
À chaque cycle d’horloge, la somme numérique additionne la quantité de pixels déclenchés
pour produire le résultat. Cependant, puisque le temps de calcul pour sommer 4096 pixels
s’avère plus long que la période d’échantillonnage requise de 10 ns, la somme doit être
4. La coordonnée (64, 64) de la Figure 3.9
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divisée en étapes pour former un additionneur en pipeline. La simple séparation en deux
étages suffit à respecter les contraintes temporelles.
3.6 Synchronisation des pixels
La sortie du pixel présente un comportement purement asynchrone, c’est-à-dire qu’elle
peut faire feu à n’importe quel instant par rapport à l’horloge de la puce. Un circuit
de synchronisation à chaque pixel cadence la sortie des circuits d’étouffement sur le seul
domaine d’horloge du circuit intégré avant de l’acheminer vers la somme numérique. Pour
éviter les comportements imprévisibles de la métastabilité, une topologie typique à trois
bascules permet d’augmenter le temps moyen entre les défaillances 5 [114, 115].
Cette synchronisation contient également deux modes de fonctionnement. Dans le premier,
la sortie du pixel est directement synchronisée. Autrement dit, un niveau haut sera gardé
tant et aussi longtemps que le circuit d’étouffement patiente après une détection. Donc,
pour un temps d’attente plus long que la période d’acquisition, le niveau haut restera actif
sur plusieurs cycles d’horloge. Utilisé conjointement avec un temps d’attente élevé, ce mode
permet d’attendre avant de lire l’état de la matrice et de capturer chaque pixel déclenché.
Il sera référé sous le nom de synchronisation d’état. Le deuxième mode offre une sensibilité
uniquement au front montant de la détection. Le niveau haut du synchroniseur continuera
donc durant un seul cycle d’horloge, peu importe la durée du temps d’attente du pixel
en entrée. Le choix du mode se contrôle par le signal EN_PIX_MEM sur la Figure 3.11
qui provient des registres de configuration. ASYNC_IN représente la sortie du circuit
d’étouffement, CLK correspond à l’horloge système, CEN active une acquisition et Sync
RST remet à zéro l’état des bascules. Ce mode de synchronisation de transition compte
chaque détection pour un pixel une seule fois, même pour un temps d’attente supérieur à
la période d’acquisition. Le registre à un seul bit dans chaque pixel ne peut retenir si ce
dernier se déclenche plus d’un coup dans un intervalle. Le temps d’attente requiert une
longueur quatre fois plus grande que la période d’échantillonnage pour accommoder la
synchronisation sans manquer une détection.
3.7 Mise en mémoire
Pour obtenir une meilleure résolution sur la discrimination par forme d’impulsion dans
l’argon liquide, le circuit intégré doit opérer à sa fréquence d’horloge maximale de 100 MHz
lors de l’acquisition des photons prompts. Cette grande vitesse ne laisse pas assez de temps
5. De l’anglais MTBF ou Mean Time Between Failure
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Figure 3.11 Circuit de synchronisation par pixel responsable des deux modes
d’acquisition de la puce : synchronisation d’état et synchronisation de transition.
pour sortir le résultat de la somme au fur et à mesure. La solution consiste à enregistrer les
comptes pour les transmettre à la fin d’un événement. Cependant, puisqu’une scintillation
dure jusqu’à une dizaine de microsecondes, la mémoire nécessiterait une profondeur de plus
de 1000 mots pour sauvegarder toute l’information. Une telle mémoire pendrait beaucoup
trop d’espace à l’intérieur du circuit intégré. Un mode d’acquisition hybride remédie à la
situation. Il numérise les photons prompts de la désintégration dans l’argon à chaque 10 ns.
Puis, la période d’échantillonnage augmente à une centaine de nanosecondes. Une FIFO 6
avec une profondeur configurable jusqu’à 128 mots de 14 bits permet de sauvegarder toute
l’information pertinente. Le nombre d’échantillons rapides à 10 ns et lents se configure
pour une plus grande flexibilité. La Figure 3.12 illustre un exemple de cette acquisition.
Cette FIFO contient elle-même deux modes d’opération. Au début de la scintillation,
une section de la FIFO sert de tampon circulaire pour une acquisition rapide. Cette
fonctionnalité peut être activée ou non et sa taille se programme entre 1 et 128 avec les
registres de configuration. Elle permet de garder l’historique des comptes détectés avant
le début d’un événement. Les nouvelles valeurs écraseront les plus anciennes jusqu’à la
détection d’un véritable événement. Puis, la deuxième section de la FIFO enregistre les
comptes suivants plus lentement jusqu’à se remplir complètement tout en préservant les
comptes déjà sauvegardés. Cette mémoire non circulaire sera référée sous l’appellation de
tampon linéaire.
6. First In First Out
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Figure 3.12 Acquisition de la scintillation dans l’argon liquide [116]. Démons-
tration des échantillonnages rapide et lent.
3.8 Configuration et transmission des comptes
La puce possède un lien de communication bidirectionnel pour la configurer ou pour trans-
mettre des données. Pour diminuer le nombre d’entrées et sorties requises, le protocole
en série surclasse le port parallèle. Cette communication cadencée par l’horloge système
s’effectue sur demande par le signal TRANSMIT_EN fourni à l’ASIC. Les trames com-
mencent par un bit de départ et se terminent avec un bit de fin. La configuration à envoyer
au circuit s’étend sur 32 bits (Figure 3.13). Neuf bits d’adresse permettent de choisir le
registre à programmer et seize bits en forment le contenu. Un contrôle de redondance cy-
clique (CRC) porte sur trois bits et deux autres sont gardés en prévision d’une prochaine
révision.
Figure 3.13 Trame de configuration de l’ASIC sur 32 bits.
Pour envoyer les données, la FIFO commencera par vider le tampon circulaire, puis le
tampon linéaire. Chacune de ces valeurs ne peut être transmise qu’une seule fois pour
simplifier le système. Les paquets de 18 bits (Figure 3.14) sont constitués des éléments
suivants. Le nombre de pixels déclenchés tient sur treize bits et un bit supplémentaire
indique si la donnée provient du tampon circulaire (1) ou linéaire (0) (BIN_MODE ). Un
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algorithme de CRC sur deux bits aide à déceler les erreurs de communication. L’envoi des
comptes par les bits les moins significatifs en premier permet d’arrêter la transmission de
données avant la fin pour utiliser moins de bits par trame sans perdre d’information. Par
exemple, dans une application où la quantité de photons détectés ne dépasserait pas 61,
le signal TRANSMIT_EN pourrait couper la transmission en laissant uniquement 6 bits
pour la somme. Économiser des bits diminue la consommation de puissance puisque moins
de cycles d’horloge sont nécessaires.
Figure 3.14 Trame de données de l’ASIC sur 18 bits. L’ordre inversé des bits
permet de réduire au besoin la longueur de la trame.
3.9 Circuits de test
Puisque le développement des SPAD et du processus d’assemblage en trois dimensions n’est
pas achevé, les éléments de test suivants permettront de valider le fonctionnement de la
puce : un arbre de déclenchement, une lithographie pour déclencher les pixels, l’intégration
de SPAD 2D en CMOS ainsi qu’une sortie de déverminage.
3.9.1 Arbre de déclenchement
Les SPAD et leur procédé d’assemblage en 3D ne sont pas prêts pour le collage sur la puce
décrite dans ce mémoire. L’implémentation d’un arbre de déclenchement permet donc d’ex-
citer les différents circuits pour les caractériser sans attendre pour les photodétecteurs. Un
signal de test est acheminé à chaque pixel par un arbre pour les déclencher. Il se confi-
gure de deux façons : soit il interagit dans l’électronique frontale en vue de valider le bon
fonctionnement du circuit d’étouffement, soit il excite directement l’arbre de détection des
photons. La congestion dans la puce a rendu impossible l’optimisation pour minimiser le
délai entre l’entrée et chaque sortie. L’outil de placement automatisé décide donc de l’em-
placement afin de respecter les contraintes temporelles de l’horloge (Figures 3.15 et 3.16).
Ce modèle numérique contient les délais des portes logiques et les interconnexions pour
un écart-type d’environ 100 ps RMS.
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Figure 3.15 Distribution temporelle arbitraire de l’arbre de déclenchement.
L’outil de placement automatisé est à l’origine du motif irrégulier.
Figure 3.16 Histogramme de la distribution temporelle de l’arbre de déclen-
chement. Le profil non gaussien provient du placement automatisé.
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3.9.2 Déclenchement des pixels avec une connexion réalisée en
lithographie
À la suite des simulations temporelles de l’arbre de déclenchement, une solution prévue
en dernier recours pour caractériser les pixels a été envisagée. Pour s’affranchir de l’im-
portante contribution de l’arbre de déclenchement, une lithographie grossière pourrait
raccorder les interconnexions 3D de chaque pixel à un même signal externe. En entrant
par le métal ainsi déposé, tous les circuits d’étouffement actifs reliés vont se déclencher
en même temps. Ces masques sont présentés à la Figure 3.17. Le premier motif en haut
à gauche connecte les pixels ensemble et les trois autres masques associent les pixels en
quatre groupes indépendants, soit par colonnes, rangées et en blocs. Une distance supplé-
mentaire d’environ 500 µm entre la périphérie de la matrice et le métal à déposer facilite
l’alignement et réduit la précision requise sur la lithographie.
3.9.3 Intégration de SPAD en 2D
L’arbre de déclenchement permet de caractériser les différents circuits. Cependant, il ne
fournit pas un signal similaire à ce que les SPAD en 3D vont générer. Pour tester la puce
dans un mode d’opération représentatif et réel, elle comporte une rangée de 61 SPAD
intégrés en deux dimensions dans le CMOS avec chacun son circuit d’étouffement. Ils sont
branchés aux plots d’interconnexion qui doivent normalement recevoir les SPAD en 3D.
Une soumission précédente a déjà validé la saveur de SPAD en CMOS [110]. Ce SPAD de
test (Figure 3.18) consiste en une anode de type p+. La cathode repose dans un puits de
type n formé des masques suivants : HVNw (high voltage n well) et DNw (deep n well).
L’utilisation du masque GB leur donne une tension de claquage de l’ordre de 50 V. Un
puits p crée un anneau de garde (guard ring). Une bande de polysilicium entre le p+ de
l’anode et le n+ de la cathode protège contre un claquage latéral. Un masque RPO permet
d’ouvrir la métallisation normalement présente au-dessus de l’anode pour augmenter le
PDE. Le diamètre de l’aire active du SPAD mesure 34 µm pour une surface d’environ
1026 µm2. Ils ont une taille totale de 78 µm afin de respecter le pas de la matrice. Ces
dimensions donnent un facteur de remplissage de l’aire active d’approximativement 17 %
par SPAD . Ce ratio semble faible, mais suffit pour recevoir des photons et tester la puce.
3.9.4 Sortie de déverminage
Une des sorties de la puce (DBG_OUT) sert au déverminage 7. Plusieurs signaux diffé-
rents s’y trouvent acheminés afin de les mesurer au besoin. Un multiplexeur numérique,
7. Une description plus complète des entrées et sorties se trouve à l’Annexe A.
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Figure 3.17 Lithographie à utiliser pour tester les pixels sans l’assemblage 3D
des SPAD ou l’arbre de déclenchement. Quatre motifs à implémenter sur des
puces différentes sont représentés. Les marques dans chaque coin permettent
l’alignement sur les circuits intégrés.
48 CHAPITRE 3. CONCEPTION
Figure 3.18 SPAD intégré en 2D comme signal d’entrée avec l’aire active de
l’anode en rouge au centre.
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contrôlé par un registre de configuration, sélectionne la sortie désirée. Puisque ces signaux
ne contiennent pas d’information temporelle critique, ils peuvent se permettre de traverser
un multiplexeur. Cette méthode minimise le nombre total de sorties.
3.9.5 Signal de validation de la configuration de la puce
Pour faciliter le déverminage de la communication avec la puce, lorsque le circuit intégré
passe en mode de configuration, la sortie d’interruption (flag) change de fonction. Elle
envoie un signal de validation à la réception d’une trame correctement formatée pour le
réglage. Les bits de départ et de fin doivent posséder la bonne polarité et le CRC doit
concorder avec les données reçues.
3.10 Intégration
La Figure 3.19 regroupe chaque fonctionnalité décrite précédemment pour former le circuit
intégré.
Figure 3.19 Schéma bloc simplifié des systèmes numériques du circuit intégré.
La puce a besoin de quatre alimentations distinctes, soit pour le cœur numérique, les
tampons de sortie, l’électronique frontale et la somme en courant. Deux bibliothèques de
cellules standard pour la technologie 180 nm BCD étaient disponibles au moment de la
conception, une à 5 V et l’autre à 1,8 V. Pour réduire la puissance, le cœur numérique utilise
la bibliothèque à 1,8 V. Les tampons de sortie numériques non différentiels (single-ended)
disposent d’une alimentation indépendante à 1,8 V pour minimiser le bruit à l’intérieur du
cœur et mesurer séparément les deux consommations. L’électronique frontale du circuit
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d’étouffement fonctionne à 5 V pour obtenir une plage dynamique accrue sur la tension
d’excès à appliquer sur les SPAD . Tout de suite après ces quelques transistors, le reste du
circuit d’étouffement partage l’alimentation numérique à 1,8 V. La quatrième alimentation,
également à 5 V pour une meilleure plage dynamique, fournit la somme en courant. Elle
est séparée de l’électronique frontale afin d’être désactivée au besoin. Un maillage en x et
en y sur trois niveaux de métal à travers la matrice achemine chaque alimentation aux
systèmes respectifs. Cette distribution diminue ainsi les variations de tension sur toute
la superficie de la puce, mais prend beaucoup d’espace. De plus, l’implémentation d’un
blindage isole le bruit de l’horloge, qui agit comme agresseur sur la somme en courant, qui
représente un des signaux analogiques les plus sensibles du circuit intégré.
Le dessin des masques est illustré à la Figure 3.20. La surface dédiée à recevoir les SPAD
en 3D fait 5×5 mm2 et l’ASIC couvre 5,30×5,85 mm2. Le ratio maximum atteignable de
l’aire active des SPAD 3D sur l’aire totale donne donc 80,6 %. Le Tableau 3.3 résume les
diverses contributions. Une bande de métal de 84 µm de largeur entoure le circuit intégré
pour le sceller lors de l’assemblage 3D. Un anneau de scellement (sealring) du CMOS
délimite le contour de la puce pour diminuer le stress mécanique lors de la découpe. Le
nombre de plots d’interconnexion pour le microcâblage a été optimisé et ils sont regroupés
du même côté, situés en bas sur la Figure 3.20, pour augmenter le facteur de remplissage
par tuile. Pour répondre aux critères d’assemblage 3D, ces plots doivent avoir une taille
de 127 µm et un pas de 150 µm. Pour distribuer toutes les alimentations sur la largeur
de la puce, un collègue, Nicolas Roy, a conçu un anneau de plots d’interconnexion 8 fait
sur mesure. Ensuite, des traces qui fournissent les diverses tensions entourent également le
cœur de 5× 5 mm2. Une section dans le bas, près des entrées et sorties, permet d’intégrer
la logique hors pixel supplémentaire et le circuit de polarisation des circuits d’étouffement.
Les SPAD de test en 2D représentent la dernière contribution qui diminue le facteur de
remplissage et sont situés en haut de la Figure 3.20. Puisqu’une matrice de photodétecteurs
possède elle-même son facteur de remplissage, la valeur finale avec le collage des SPAD en
3D diminuera.
Puisqu’un flot de conception numérique génère la puce, des algorithmes automatiques
gèrent le placement de tous les composants. Certaines précautions s’avèrent nécessaires
pour optimiser le circuit intégré. Quand plusieurs signaux doivent se rendre au même
emplacement, la densité de connexion devient alors importante [114]. Certains de ces
problèmes sont évités en apportant des corrections à l’architecture du système dans le
code VHDL. Dans d’autres cas, la situation ne le permet pas. Par exemple, dans des
8. Pad Ring
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Figure 3.20 Image du dessin des masques de la puce avec la description de ses
différentes sections.
Tableau 3.3 Contribution des différents circuits sur le facteur de remplissage






Surface totale de la puce 31 005 000 100
Anneau de scellement pour la découpe 951 504 3,1
Bande de métal pour l’assemblage 3D 1 816 080 5,9
Anneau de plots d’interconnexion 1 723 209 5,6
Distribution des alimentations en
357 307 1,2
périphérie du cœur numérique
Logique supplémentaire hors pixel 367 825 1,2
Circuit de polarisation des pixels 32 175 0,1
SPAD CMOS 2D de test 756 900 2,4
Surface dédiée à recevoir les SPAD 3D 25 000 000 80,6
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applications matricielles, toute l’électronique synthétisée est distribuée et branchée autour
des blocs analogiques. Ainsi, la taille des pixels a passé du 50 µm original à 78 µm pour
donner plus d’espace pour les interconnexions.
Figure 3.21 Répartition de l’électronique numérique placée automatiquement
autour du pixel analogique.
Des 31 mm2 de la surface de la puce, environ 10 mm2 permettent de distribuer les portes
logiques à travers les circuits analogiques. Ces circuits sont situés à l’intérieur de l’espace
réservé au SPAD 3D et ne diminuent pas le facteur de remplissage. À l’intérieur des
rangées de placement, l’électronique requise couvre approximativement 3 mm2. Le taux
d’occupation de l’électronique numérique représente seulement 32 % dans ces rangées
ou 10 % de l’aire totale de l’ASIC. Ces valeurs confirment que les fonctionnalités ne
contraignent pas l’espacement des pixels. Des condensateurs de découplage remplissent les
emplacements inutilisés pour une meilleure intégrité des signaux.
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3.11 Chronogrammes
Cette section décrit comment opérer la puce à l’aide des signaux numériques. Pour pro-
grammer les registres de configuration, CONFIG_MODE est forcé à un niveau logique
haut. Puis, en activant l’horloge, TRANSMIT_EN sera actif pour 32 cycles en transmet-
tant les bits dans l’ordre de la Figure 3.13 ou le chronogramme de la Figure 3.22. Après
quatre périodes d’horloge passées la remise à zéro de TRANSMIT_EN, la sortie d’inter-
ruption (flag) indiquera un échange complété. Une fois cette validation obtenue, le signal
CONFIG_MODE est ramené à un niveau bas, pour préparer l’électronique à recevoir des
photons.
Figure 3.22 Chronogramme de programmation du registre de configuration.
Pour ce qui est de l’acquisition, CONFIG_MODE garde son état bas et l’horloge est
activée. Pour un seul échantillon, un pulse de DATA_ACQ_EN d’un seul cycle doit être
envoyé. Ce compte deviendra disponible huit périodes d’horloge après le premier pulse.
Cette latence introduit une attente avant la transmission des données. Ce délai provient du
pipeline de l’additionneur, de la FIFO, du calcul du CRC et du sérialiseur. La Figure 3.23
illustre les signaux internes qui causent ce prolongement.
3.12 Modes de fonctionnement de la puce
3.12.1 Faible consommation pour nEXO
La surface photosensible de l’expérience nEXO mesurera plus de 4 m2. De plus, la minimi-
sation de la puissance dissipée empêchera d’amener le xénon à ébullition. Par la rareté des
événements d’intérêt, le DCR dominera les comptes. La puce fonctionnera donc de façon
asynchrone et l’horloge sera propagée uniquement lorsque requise. Sachant que la trans-
mission de données constitue une partie importante de la consommation de puissance, il
faut éviter d’envoyer de l’information non pertinente. L’implémentation d’un algorithme
de discrimination du bruit réduit donc la transmission et par le fait même, la puissance
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Figure 3.23 Chronogramme des signaux internes et externes de l’acquisition
des données suivie de la transmission.
dissipée. La communication n’a lieu que lors d’une vraie détection. Cependant, puisque le
nombre de photons mesurés pendant un événement réel reste faible, différencier un DCR
de la 0νββ devient impossible au niveau du circuit intégré.
C’est alors qu’entre en jeu le concept d’un contrôleur sur une tuile (Figure 3.24). Dans
un souci de radiopureté et pour limiter les contraintes mécaniques dues à la cryogénie, un
interposeur en silicium supportera et interconnectera les puces 3D. Afin d’implémenter la
logique de discrimination entre plusieurs de ces photodétecteurs, un circuit intégré prin-
cipalement numérique, le contrôleur, permettra d’agir en tant que cerveau de l’opération.
La conception de ces deux éléments sort du contexte de ce mémoire de maîtrise, mais le
principe est très fortement lié au présent projet.
Figure 3.24 Tuile en silicium avec la matrice de puces en 3D.
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Le contrôleur dispose du signal d’interruption de chaque photodétecteur situé sur la tuile.
En connaissant la valeur du DCR, une fenêtre de coïncidence et un seuil en photons
ajustable seront programmés dans le contrôleur. Pour un nombre d’interruptions inférieur
à la limite à l’intérieur de la fenêtre de temps, les événements seront rejetés. Dans le cas
inverse, le contrôleur reçoit les comptes à la fin du temps d’intégration. Bien sûr, chaque
photon peut également être lu dans un mode de données brutes. Le contrôleur s’occupe
de gérer ces différents paramètres.
(a) Une simple détection de bruit à rejeter (DCR).
(b) Un événement de plusieurs photons à échantillonner.
Figure 3.25 Illustration de la coïncidence pour la discrimination du DCR.
3.12.2 Discrimination par forme d’impulsion dans l’argon liquide
La discrimination par forme d’impulsion (PSD) dans l’argon n’a besoin que de deux va-
leurs de comptes : la quantité de photons prompts et le nombre total dans un événement.
Cependant, une meilleure précision temporelle à l’intérieur du même événement de scin-
tillation comme présentée à la Figure 3.12 permet de recueillir plus d’information sur sa
signature ou d’implémenter du temps de vol. Le contrôleur disposera également de TDC
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avec une résolution temporelle d’au moins 100 ps RMS. Les signaux d’interruption des
photodétecteurs serviront à obtenir l’étampe temporelle de la scintillation et détermine la
coïncidence.
Le contrôleur observe le signal d’interruption de plusieurs puces. Une fois les conditions de
coïncidence respectées, l’acquisition rapide commence. Ces comptes iront dans la FIFO cir-
culaire. Enfin, une période qui constitue un multiple entier de celle de l’horloge convertira
le reste de la scintillation. Transmettre les données en même temps que la FIFO circulaire
se remplit est impossible. Le contrôleur doit attendre l’échantillonnage plus lent, ou la
fin de l’événement pour amorcer la communication vers le photodétecteur numérique. Ce
dernier peut être contrôlé par trois modes pour effectuer l’acquisition comme l’illustre la
Figure 3.26.
Figure 3.26 Les trois implémentations de la coïncidence pour la discrimination
par forme d’impulsion.
Dans la première méthode (a), l’horloge est envoyée en continu. La somme s’effectue en
permanence dans chaque puce et la FIFO circulaire mémorise le résultat. Une fois la
coïncidence confirmée, l’acquisition se complète. La FIFO circulaire garde l’historique
avant le début de l’événement. Cependant, cette modalité reste très énergivore puisque
l’horloge est transmise continuellement.
La deuxième approche (b) permet de diminuer la puissance consommée. Sur détection
d’un événement d’intérêt par le contrôleur, l’horloge sera envoyée à chaque ASIC et le
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signal DATA_ACQ_EN passera à un niveau haut pour la durée des photons prompts.
Le problème avec cette solution provient du délai entre la réception du photon sur le
photodétecteur et le départ de la prise de données à cause de la coïncidence. Si ce décalage
s’avère trop élevé, le début de la scintillation sera perdu.
Enfin, la troisième méthode (c) offre un compromis entre les deux premières. Le contrôleur
attend de recevoir une interruption pour commencer une prise de données. Aux termes
de la fenêtre de coïncidence, la sauvegarde des comptes continue normalement durant
un véritable événement, sinon elle est arrêtée ainsi que la transmission de l’horloge. Les
sommes mémorisées sont alors ignorées. La consommation de puissance de cette modalité
s’avère plus faible que la première. Le temps mort au début est également réduit puisque
l’acquisition peut démarrer sans attendre la fin de la période de coïncidence.
L’optimisation des paramètres de la coïncidence devra être étudiée et testée dans l’expé-
rience avant sa mise en service. Pour les différentes méthodes, les signaux de contrôle sont
illustrés à la Figure 3.27.
Figure 3.27 Chronogramme des signaux de contrôle pour l’acquisition PSD.
À la lumière du présent chapitre, le 3DdSiPM ainsi conçu s’avère un dispositif très poly-
valent. Il fonctionne à la fois avec peu de puissance pour nEXO ou donne une meilleure
résolution temporelle pour la discrimination par forme d’impulsion dans l’argon liquide.
La somme binaire permet de s’affranchir des préamplificateurs, circuits de mise en forme
et de convertisseurs analogiques numériques normalement employés avec les SiPM conven-
tionnels. La sortie d’interruption de détection de photons peut être chronométrée via un
TDC externe et peut servir pour un algorithme de coïncidence. Les structures de tests
intégrés dans la puce permettent également de valider son opération sans l’assemblage en
trois dimensions. Lorsqu’elle disposera de sa couche de photodétecteurs en trois dimen-
sions, la polyvalence de la puce en fera un remplacement idéal pour les SiPM classiques.
Plusieurs applications autres pourront en bénéficier.
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CHAPITRE 4
MATÉRIEL ET MÉTHODOLOGIE
Ce chapitre s’attaque premièrement aux systèmes utilisés pour vérifier et caractériser la
puce conçue et fabriquée dans le cadre des présents travaux de recherche. Enfin, les diffé-
rentes étapes du plan de test seront exposées afin d’obtenir les résultats requis.
4.1 Matériel
Un système à deux circuits imprimés, reliés par un câble plat multiconducteur, servira à
caractériser les circuits intégrés sur le montage optique et dans la chambre cryogénique.
La première carte interface la puce et la deuxième implémente un circuit programmable
et ses périphériques pour communiquer avec le circuit intégré et automatiser les séquences
de tests.
4.1.1 Carte d’interface du circuit intégré
L’objectif ultime consiste à créer des matrices de puces sur une tuile pour instrumenter
les expériences de physique des particules. La carte d’interface implémente donc le micro-
câblage pour 4 (matrice 2 × 2) circuits intégrés et leurs alimentations (Figure 4.1). Elle
présente également les tampons de duplication pour acheminer les signaux aux 4 puces
et des tampons pour piloter les lignes numériques en différentiel (Low-Voltage Differential
Signaling - LVDS ) à travers le câble. Quatre amplificateurs avec chacun un étage de gain
et une sortie de puissance pour piloter une impédance de 50 Ω effectuent la conversion
de la somme en courant de 30 µA par pixel. Puisque la carte ira sur la table optique du
montage laser, elle inclut des trous de fixation espacés à des multiples entiers de pouces et
possède une taille de 3,5×3,5 po2. Comme ce système de validation devra également entrer
dans la chambre cryogénique, son fonctionnement doit être assuré jusqu’à la température
de l’azote liquide, soit 77 Kelvins.
4.1.2 Carte de développement
Ce circuit imprimé (Figure 4.2) accueille une carte SOM 1 produite par Avnet, un fournis-
seur de technologies et de composants électroniques. Ce SOM [117] se base sur un Zynq
1. System On Module
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(a) Vue de dessus. (b) Vue de dessous.
Figure 4.1 Carte d’interface avec la matrice de 2 × 2 circuits intégrés (1), les
tampons pour piloter les lignes numériques du câble en différentiel (2), les tam-
pons de duplication pour acheminer les signaux aux 4 puces (3), les régulateurs
linéaires (4) et l’amplification de la somme en courant (5).
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Ultrascale+ de Xilinx. Il consiste en un FPGA et un processeur multicœur ARM 2 sur le
même module, ce qui procure un niveau d’intégration optimal entre les deux. Le FPGA
se programme en VHDL pour les échanges avec les puces. Le processeur reçoit les com-
mandes de l’utilisateur et les envoie aux ASIC. Il s’occupe également de lire les données
du FPGA. Cette partie inclut plusieurs périphériques standards (Ethernet, USB, DDR,
carte SD). Différents langages (C/C++, Python, Shell) ont servi à rédiger du code et des
scripts. La carte de développement offre une bonne flexibilité et transfère les signaux de
la carte d’interface à travers un petit circuit imprimé pour adapter les connecteurs.
Figure 4.2 Carte d’interface du circuit intégré (1) connectée à la carte de dé-
veloppement (2) par un câble plat multiconducteur (3) et un circuit imprimé
adaptateur (4). La carte de développement implémente le SOM (5) et son Zynq
Ultrascale+ (6), les périphériques standards (7) et les alimentations (8).
4.1.3 Montage pour validations préliminaires
Au moment de la réception des puces, les cartes d’interface du circuit intégré et de déve-
loppement n’étaient pas complétées. L’implémentation d’un système temporaire a diminué
les délais avant d’effectuer les premiers tests. Ce système Apollo 13 utilise des plaquettes
et des pièces proviennant de projets autres à la manière d’un montage de fortune. D’abord,
un PCB d’adaptation conçu pour caractériser des transistors en cryogénie accueille le mi-
crocâblage de l’ASIC (Figure 4.3a). Ensuite, une interface convertit la tension 1,8 V de
la puce vers les 3,3 V du FPGA. Une carte de développement produite par Avnet 3 ac-
2. Advanced RISC Machine
3. Ultrazed IO Carrier Card basé sur un Zynq Ultrascale+ [118]
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cueillant le SOM reçoit directement cet assemblage (Figure 4.3b). Plus tard, une version
câblée réutilisant des circuits imprimés conçus pour d’autres projets a permis de réaliser
des mesures avec la chambre cryogénique. Le montage Apollo 13 suffit donc à valider la
majorité des fonctionnalités numériques. Son principal inconvénient provient de l’intégrité
des signaux qui est non optimale. De plus, une résistance de 1 kΩ effectue la conversion IV
de la somme analogique. Cela dit, le tout remplit les exigences pour accomplir les premiers
tests.
(a) Microcâblage de la puce sur un PCB d’inter-
face pour le montage Apollo 13.
(b) Montage Apollo 13
avec la carte de dévelop-
pement d’Avnet.
Figure 4.3 Montage Apollo 13.
4.1.4 Time Tagger Ultra de Swabian Instruments
Afin d’effectuer des mesures temporelles, la compagnie Swabian Instruments propose
le Time Tagger Ultra [119]. Implémenté à l’aide d’un FPGA, ce convertisseur temps-
numérique peut atteindre une précision temporelle de 3 ps RMS avec une résolution tem-
porelle de 1 ps. Ce dispositif contient 18 entrées sur une plage de ±5 V à 50 Ω avec un seuil
ajustable pour chacune. Un lien USB3.0 transfère les données vers l’ordinateur hôte qui
s’occupe du post-traitement. Une interface web permet de se familiariser avec cet appareil
alors que des bibliothèques en Python assez conviviales offrent la possibilité de l’utiliser
avec des scripts automatisés pour accélérer la prise de mesures.
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Figure 4.4 Time Tagger Ultra de la compagnie Swabian Instruments.
4.1.5 Chambre environnementale
Une chambre environnementale EC12 de Sun Electronic Systems, Inc. [120] permet d’ef-
fectuer les mesures à différentes températures. Sa plage de fonctionnement va de 315◦C
jusqu’à −184◦C. Elle doit être alimentée en azote liquide pour le refroidissement. Les
dimensions utilisables correspondent approximativement à 50 cm de largeur, 30 cm de
hauteur et 40 cm de profondeur pour un volume total de 60 litres. Même si l’atmosphère
intérieure reste toujours sous forme gazeuse, cette configuration suffit à reproduire par-
tiellement les expériences dans les liquides nobles. La chambre peut être contrôlée par son
panneau ou à distance avec des scripts en Python.
4.2 Méthodologie
La méthodologie se sépare en deux étapes. La première consiste à obtenir les performances
des SPAD 2D présents dans le circuit intégré puisqu’ils influenceront la suite des résultats.
Dans un deuxième temps, la puce elle-même sera testée.
4.2.1 Caractérisation des SPAD intégrés en 2D
Les 61 SPAD CMOS intégrés en 2D au cœur de l’ASIC génèrent un signal d’entrée
représentatif lors des tests fonctionnels. Une deuxième puce de SPAD envoyée en même
temps que la puce principale permet de faciliter les mesures. Elle donne accès aux anodes
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Figure 4.5 Chambre environnementale EC12 de Sun Electronic Systems, Inc.
et aux cathodes de différentes saveurs de SPAD , dont celle implémentée dans la matrice 4.
Alors que plus de détails sur la caractérisation de SPAD apparaissent dans [34, 121],
voici les méthodes utilisées pour tester la tension de claquage, le taux de comptage dans
l’obscurité ainsi que le bruit post-impulsionnel pour finir avec l’efficacité de photodétection.
Tension de claquage des SPAD
L’opération des SPAD à la tension d’excès voulue nécessite une mesure du point de cla-
quage en fonction de la température. Deux méthodes permettent de trouver ce paramètre
crucial au bon fonctionnement du photodétecteur. D’abord, une station sous pointe bran-
chée entre l’anode et la cathode d’une diode injecte un courant pour déterminer la courbe
IV en polarisation inverse. L’autre méthode requiert un circuit d’étouffement. Elle consiste
à augmenter l’amplitude de la tension aux bornes du SPAD jusqu’à le placer en mode Gei-
ger pour qu’il génère des événements. Cette approche peut s’effectuer directement dans la
matrice numérique en lisant la sortie d’interruption avec un oscilloscope ou un compteur.
La mesure avec la courbe IV sera utilisée avec un courant de 500 µA sur une plage de
température de 300 K à 100 K dans la chambre environnementale EC12.
Taux de comptage dans l’obscurité et bruit post-impulsionnel
Une méthode dite Zero photon probability (ZPP) basée sur [122, 123] permet d’obtenir le
PDE et par le fait même, le bruit dans l’obscurité ou DCR. Elle consiste à compter les
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détections dans des intervalles de temps de largeur fixe. Le nombre total de déclenchements
(Total Count Rate - TCR) et la quantité d’intervalles vides mènent à la fois au nombre
de comptes corrélés (Correlated Count Rate - CCR) et non corrélés (Uncorrelated Count
Rate - UCR). Les équations 4.1, 4.2 et 4.3 expliquent ces calculs.
TCR =
Nombre de comptes
Nombre d′intervalles× P ériode d′intervalle
(4.1)
UCR = − ln
(
Nombre d′intervalles vides







Le Zynq Ultrascale+ de la carte de développement implémente cette méthode. Un comp-
teur dans le FPGA recense les événements provenant de la sortie d’interruption, et ce,
pour différents intervalles de temps. Leur durée s’ajuste par multiples de 10 ns jusqu’à
environ 40 secondes. L’activation des SPAD à tour de rôle retire la diaphonie optique et
électrique du nombre de comptes corrélés pour garder uniquement la contribution du bruit
post-impulsionnel. Une boîte étanche à la lumière recouvre les SPAD pour les maintenir
dans l’obscurité. Pour déterminer la largeur d’intervalle optimale, la première estimation
consiste à mesurer le taux de compte en sortie et à l’utiliser comme point de départ. Une
durée trop courte cause une erreur alors qu’une valeur trop longue prendra beaucoup de
temps pour obtenir assez de statistiques. Le choix s’arrête sur un intervalle de l’ordre de
grandeur de 2 ms.
La polarisation à la tension maximale à température pièce permettra d’atteindre le plus
grand DCR. Cette tension dépendra des résultats de la procédure de la sous-section 4.2.1.
Efficacité de photodétection
Une source halogène large bande 350-2400 nm [124], couplée à un monochromateur Horiba
iHR320 [125], génère les photons pour le balayage en longueur d’onde de 400 à 1000 nm.
Le montage optique de la Figure 4.6 permet de focaliser sur l’échantillon et d’ajuster
l’intensité de la lumière.
La méthode de mesure de l’efficacité de photodétection employée consiste en une mesure
relative. Il faut premièrement utiliser un photodétecteur de référence, le PDM de la com-
pagnie Micro Photon Devices [126]. La sortie de ce détecteur monophotonique alimente
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Figure 4.6 Schéma bloc du montage optique pour la mesure de l’efficacité de
photodétection [34].
un compteur d’événements Agilent 53220A [127] pour obtenir une valeur pour chaque
longueur d’onde. Dans un deuxième temps, le circuit intégré nommé Chip-Probe [110] lit
les SPAD , générant des pulses numériques à chaque photon perçu. Le temps d’attente du
SPAD sera configuré à 200 ns et la tension d’excès à 15 %. Le compteur Agilent permet
une fois de plus d’acquérir un taux de comptage pour chaque longueur d’onde.
Pour chaque mesure, il faut obtenir un taux de comptage sans source de lumière (Tobscurité)
et bâtir un histogramme des délais entre chaque événement. Les premiers intervalles de
l’histogramme indiquent le bruit post-impulsionnel (AP). Il faut par la suite retirer cette
contribution ainsi que le bruit d’obscurité. Le taux de compte réel dû à la lumière sera
corrigé grâce à l’équation 4.4. Le PDE relatif mesuré du SPAD provient finalement de
l’équation 4.5.






4.2.2 Validation de la logique d’addition des comptes
La logique d’addition se valide de deux façons, avec soit l’arbre de déclenchement, soit
la somme analogique. Dans la première approche, l’arbre de déclenchement sert à forcer
les événements. En faisant varier le nombre de pixels activés, une séquence automatisée
peut tester chaque résultat en s’assurant de sa validité. Cette expérimentation nécessite
uniquement un ASIC microcablé sur la carte d’interface, branchée à la carte de dévelop-
pement. La deuxième méthode se base sur la comparaison de la somme numérique avec
la sortie en courant. Pour échantillonner cette dernière avec une bonne rapidité, l’oscil-
loscope MSO-X-91304A de Keysight [128] a été employé. Muni de sondes différentielles
actives, cet appareil permet de limiter la charge capacitive ajoutée au point de mesure. Il
possède une bande passante de 13 GHz et il peut numériser jusqu’à 80 Géch/s. Ses formes
d’ondes peuvent être sauvegardées en données brutes. En polarisant les 61 SPAD intégrés
au CMOS, ceux-ci se déclencheront aléatoirement, générant ainsi une entrée représentative
de ce que fourniront les SPAD en trois dimensions. Pour simuler différents environnements,
le nombre de SPAD activés et le niveau d’éclairage peuvent être contrôlés.
La sortie en courant doit concorder avec la somme binaire et le signal d’interruption. La
comparaison des données numériques lues par le FPGA et par l’oscilloscope confirme le
tout. Dans un premier temps, la validation provient du montage Apollo 13 avec une su-
perposition manuelle. Par la suite, la plateforme finale implémente un serveur entre le
FPGA et un ordinateur pour recevoir les données de la puce. Les signaux analogiques sont
mesurés avec l’oscilloscope et exportés sous forme d’un fichier CSV (Comma-Separated
Values). Un code en Python combine les différentes courbes correctement. Pour simpli-
fier la synchronisation, la fréquence d’acquisition du circuit intégré doit concorder avec la
fréquence d’échantillonnage de l’oscilloscope. Un signal provenant du FPGA vient démar-
rer l’acquisition sur les deux dispositifs en simultané. Différentes périodes d’acquisition
permettront de trouver la fréquence d’opération maximale de la puce pour la discrimina-
tion par forme d’impulsion dans l’argon liquide. La Figure 4.7 présente une forme typique
de signaux. Enfin, la synchronisation d’état et la synchronisation de transition des pixels
seront validées.
4.2.3 Mesure de la distribution temporelle de l’arbre de détection
des photons
Les applications de discrimination par forme d’impulsion dans l’argon liquide requièrent
une résolution temporelle de moins de 250 ps. La variation de délai entre les pixels doit être
minimisée, puisque ce facteur limitera les performances du signal d’interruption en ajou-
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Figure 4.7 Simulation du signal attendu pour la validation de la somme numé-
rique. La sortie d’interruption génère un pulse à chaque détection et l’amplitude
de la somme analogique augmente.
tant une gigue temporelle supplémentaire. Deux méthodes de mesure serviront à recréer la
distribution (Figure 3.9) et l’histogramme (Figure 3.10) des délais du chapitre précédent,
obtenus par simulations. Dans le premier cas, l’arbre de déclenchement excitera tous les
pixels à tour de rôle. Dans le deuxième, les SPAD 2D offriront un déclenchement aléatoire
et représentatif du fonctionnement normal, mais seulement pour les 61 pixels avec des
SPAD .
Excitation avec l’arbre de déclenchement
Le signal d’excitation sur l’arbre de déclenchement des quatre puces de la carte d’interface
provient du FPGA de la carte de développement. Un script active les 4096 pixels à tour
de rôle pour balayer la matrice au complet, diminuant ainsi les étapes manuelles. Chaque
pixel est déclenché 100 000 fois et un convertisseur temps-numérique, le Time Tagger Ul-
tra, mesure la différence de temps entre l’excitation et la sortie d’interruption puis crée un
histogramme de la gigue temporelle et donne le délai moyen de chaque pixel. Les histo-
grammes de chaque pixel combinés mèneront à la résolution temporelle globale de la sortie
d’interruption. Ce résultat inclut toutefois la contribution de l’arbre de déclenchement et
sera comparé aux simulations.
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Excitation avec les SPAD et le montage optique
Le montage optique schématisé à la Figure 4.8 améliore la mesure en éclairant directement
les 61 SPAD pour caractériser la sortie d’interruption. Cette mesure représentera mieux
le comportement de la puce que la méthode précédente, puisqu’elle n’inclut pas la contri-
bution de l’arbre de déclenchement. Cependant, elle permettra uniquement d’obtenir la
résolution temporelle et les délais pour les pixels reliés aux 61 SPAD .
Figure 4.8 Schéma du montage optique pour la mesure de la résolution tem-
porelle avec les 61 SPAD [56].
La source de photons provient d’un laser femto seconde Mai Tai HP Fastscan de la com-
pagnie Spectra Physics. Ses pulses possèdent une largeur de moins de 100 fs avec un taux
de répétition de 80 MHz [34]. Une diode PIN (type p / intrinsèque / type n) du mo-
dèle PHD-400 de Becker-Hickl [129], placée sur une deuxième branche optique, sert de
référence temporelle. Un oscilloscope Teledyne Lecroy SDA 6000A reçoit la sortie d’inter-
ruption comme signal de départ pour bâtir un histogramme de temps. Le signal d’arrêt
provient de la diode PIN. Pour réduire les étapes d’alignement, le faisceau diverge pour
éclairer les 61 SPAD sur les quatre puces en même temps. Chaque pixel est activé à tour
de rôle afin de générer 61 histogrammes. Ces délais sont relatifs puisque le montage op-
tique n’utilise pas le temps réel d’arrivée du photon sur le SPAD à tester comme référence,
mais plutôt la diode PIN. L’information à extraire sera donc la variation du délai et non
le délai lui-même. Les SPAD seront polarisés à leur tension d’opération maximale pour
obtenir la meilleure réponse temporelle possible. Parce que le laser émet une impulsion
avec une période de 12,5 ns, le Time Tagger calcule la différence entre la sortie d’interrup-
tion et les pulses de référence donnés par la diode PIN. La durée de ces derniers apparaît
trop courte pour que le Time Tagger la perçoive. Un circuit de traitement sur la carte
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de développement conditionne le signal pour l’allonger sans dégrader ses performances
temporelles.
4.2.4 Modes d’opération de la puce
Une fois les différentes caractéristiques de la puce validées, il sera possible de l’utiliser
dans des exemples d’applications réelles. Cette sous-section expliquera comment recréer des
conditions de test pour deux cas d’utilisation précis, l’expérience nEXO et la discrimination
par forme d’impulsion dans l’argon liquide.
Acquisition typique pour nEXO
Le requis de nEXO quant à la mesure de scintillation consiste à déterminer l’énergie à
l’aide, entre autres, du nombre de photons. La reconstruction de la position provient des
détecteurs de charge situés sur la paroi supérieure interne de la chambre à projection tem-
porelle. Le plan actuel pour le circuit d’instrumentation des SiPM analogiques implique
un détecteur de crête donnant la quantité de photons et une interruption indiquant la
présence du maximum. Cette dernière peut être chronométrée. Une information similaire
peut également s’obtenir avec la somme numérique et le signal d’interruption. D’abord,
le contrôleur reçoit les signaux de plusieurs puces sur une même tuile pour implémenter
un algorithme de coïncidence (Figure 3.25). Puis, un nombre suffisant de photons mesuré
à l’intérieur de la fenêtre de coïncidence engendre une lecture. Connaissant la signature
de la scintillation du xénon, le temps d’acquisition et la durée d’attente seront ajustés à
environ 500 ns. Un échantillon unique de la somme numérique donnera ainsi le nombre de
photons par circuit intégré.
Un montage simple permet de tester l’ASIC avec cette statégie de discrimination du
DCR sans nécessiter la scintillation du xénon liquide. Cette mesure utilise une diode
électroluminescente (DEL) verte [130] comme source de lumière. Elle génère un court pulse
de 100 ns à faible courant. Les SPAD CMOS 2D servent de photodétecteurs. Le FPGA
implémente un algorithme de coïncidence sur 4 puces. Les temps d’attente durent 500 ns.
Une boîte noire contenant la carte d’interface réduit la quantité de lumière parasite. Une
fenêtre de 500 ns ainsi qu’un seuil de trois photons programmés dans le FPGA permettent
de s’affranchir de la lumière ambiante et du DCR. L’oscilloscope MSO-X-91304A capturera
la sortie d’interruption, le signal d’acquisition provenant de la coïncidence du FPGA et la
somme analogique. Le signal d’acquisition sert de référence pour synchroniser le résultat
de la somme numérique avec les données exportées par l’oscilloscope tel qu’expliqué à la
sous-section 4.2.2.
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Acquisition typique pour la discrimination par forme d’impulsion dans l’argon li-
quide
Afin de valider les acquisitions rapide et lente pour la discrimination par forme d’impul-
sion, la DEL agit une fois de plus comme source lumineuse. Elle est pulsée sur une durée de
200 ns. Ici, le FPGA détecte une coïncidence si chacun des quatre ASIC voit deux photons
à l’intérieur de 50 ns. En considérant la réponse lumineuse de la DEL au pulse, le circuit
intégré est programmé pour enregistrer 50 échantillons rapides à chaque 10 ns pour collec-
ter les photons prompts. Puis 50 échantillons lents avec une période de 50 ns mesurent la
décroissance sur 2,5 µs. La FIFO de chaque puce sauvegarde les nombres de comptes pour
les transmettre à la fin de l’événement. L’oscilloscope échantillonne la somme analogique
et le signal d’acquisition du FPGA comme référence temporelle pour les superposer aux
résultats de la somme numérique pour la démonstration.
4.2.5 Consommation de puissance
La consommation de puissance représente un des critères majeurs du dispositif à tester
et plusieurs facteurs affectent cette mesure. Dans une puce majoritairement numérique,
la consommation provient directement de l’activité de chaque pixel. La deuxième dépen-
dance émane de l’horloge de l’ASIC. La puissance dissipée augmente avec la fréquence de
cette dernière, mais devient négligeable en son absence. Puisque le circuit peut opérer de
façon asynchrone et que l’horloge peut n’être envoyée que lorsque nécessaire, le nombre de
cycles importe également. La puissance statique complète les contributions. Les sources
de polarisation des parties analogiques ainsi que le courant de fuite des transistors créent
ces pertes.
Deux méthodes (Figure 4.9) servent à mesurer les courants consommés par l’ASIC. La pre-
mière (4.9a) consiste à connecter un ampèremètre en série avec l’alimentation à qualifier.
Un Picoammeter 6487 de Keithley propose une plage dynamique de 2 nA à 20 mA [131].
La deuxième méthode, utilisant une résistance de mesure (4.9b), est nécessaire pour les
courants plus élevés. Le multimètre V1 permet de trouver le courant à travers la résistance.
Le modèle URE3 de la compagnie Rohde & Schwarz [132] sera également utilisé. Dans les
deux cas, la tension d’alimentation aux bornes de la puce sera mesurée pour calculer la
puissance. La carte d’interface du circuit intégré dispose de points de test et d’empreintes
pour placer les résistances de conversion. Les quatre ASIC de la carte d’interface seront
polarisés en même temps pour obtenir un plus grand courant mesuré afin de minimiser
l’erreur. Les valeurs seront par la suite présentées pour une seule puce. Les prochaines
sous-sections indiquent les conditions pour obtenir les différents résultats.
72 CHAPITRE 4. MATÉRIEL ET MÉTHODOLOGIE
(a) Mesure avec un ampèremètre. (b) Mesure avec un voltmètre.
Figure 4.9 Schéma des circuits de mesure de puissance.
Consommation statique
Cette étape ne requiert aucune activité sur les puces. Le résultat obtenu devrait donc
rester très faible. Pour cette raison, la méthode 4.9a est employée. Il en résultera trois
valeurs. La première se compose de l’électronique frontale du circuit d’étouffement à 5 V.
La deuxième inclut le cœur numérique de l’ASIC et la logique des pixels à 1,8 V. La
dernière représente les tampons de sorties, également à 1,8 V. Les trois cas utiliseront les
mêmes conditions, soit aucune tension de polarisation sur les SPAD , tous les pixels sont
activés, aucune horloge et aucun signal de déclenchement ne sont envoyés aux puces. La
mesure est effectuée à la température pièce.
Consommation dynamique selon la fréquence d’horloge
Cette caractérisation consiste à mesurer le courant en fonction de la fréquence d’opération
de l’horloge. Un script configure une boucle à verrouillage de phase à l’intérieur du FPGA
pour générer les diverses fréquences. La résistance de lecture du courant (4.9b) doit être
judicieusement choisie afin que la chute de tension à ses bornes n’affecte pas le fonction-
nement. Cette différence doit cependant suffire à obtenir une mesure valide. La tension
d’alimentation aux bornes de la puce sera également mesurée pour calculer la puissance
et compenser la perte dans la résistance. Le résultat devrait présenter une dépendance
linéaire dont l’extrapolation à fréquence nulle montrera la consommation statique. La pro-
cédure testera le domaine à 1,8 V du cœur du circuit intégré de même que les tampons
de sortie, puisqu’eux seuls subissent les transitions de l’horloge. Leur résistance respective
sera de 10 mΩ±1 % et 4,7 Ω±1 %. La sortie de déverminage sera configurée pour extraire
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le signal d’horloge et ainsi amener différents taux d’activité sur le tampon à caractériser
(Figure 4.10).
Figure 4.10 Schéma de la configuration de la sortie de déverminage pour me-
surer la consommation de puissance des tampons de sortie.
Consommation en fonction du taux d’événement en entrée
Les 61 SPAD serviront à faire cette mesure. Une haute tension de 50 V sera appliquée pour
les polariser et ils seront tous actifs. En variant leur exposition à la lumière, différents taux
de compte seront générés, sans toutefois saturer les détecteurs. Pour chaque configuration,
le FPGA comptera les événements de la sortie d’interruption et deux puissances seront
mesurées (méthode 4.9b). Le domaine à 5 V du circuit d’étouffement et le cœur numérique
de la puce à 1,8 V utiliseront chacun une résistance de 4,7 Ω± 1 %. Une durée d’attente
de 400 ns, un temps de recharge de 10 ns et une durée du signal d’interruption de 10 ns
compléteront les conditions d’opération. Le circuit intégré ne transmettra aucune donnée et
aucune horloge ne sera envoyée. Une estimation des précédentes expérimentations mènera
finalement à la consommation pour transmettre les données.
Au terme de ce chapitre, le lecteur connaît le matériel et les procédures pour tester le
dispositif. La caractérisation complète de ce micro-système numérique complexe s’avère
une tâche ardue. Beaucoup de codes et de scripts sont requis pour bien valider toutes les
fonctionnalités. Les laboratoires fournissent tous ces équipements pour terminer l’étude
du circuit intégré.
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CHAPITRE 5
RÉSULTATS ET ANALYSE
Le chapitre précédent a présenté le matériel et la méthodologie pour caractériser la puce.
Ce chapitre s’attardera aux résultats découlant des expérimentations réalisées.
5.1 Caractérisation des SPAD intégrés en 2D
5.1.1 Tension de claquage des SPAD
Les résultats suivants proviennent de la méthode de la courbe IV avec la puce de SPAD .
À température pièce, un courant de 500 µA amène des tensions en inverse de 53,3 V et
en direct de 812 mV. Pour le balayage dans la chambre environnementale, les valeurs sont
illustrées à la Figure 5.1. La jonction présente une variation de 55,34 mV par degré soit
près de 20 % sur la plage d’opération de 100 K à 300 K. Alors que la méthode de la
courbe IV permet de caractériser une diode sans électronique de lecture, utiliser le taux
de comptage numérique en fonction de la polarisation devient plus intéressant pour une
perspective système. Même avec un détecteur tout assemblé comme nEXO, contrôler la
tension et balayer chaque SPAD suffirait pour obtenir une mesure de calibration dans
l’expérience.
Figure 5.1 Tension de claquage des SPAD en fonction de la température.
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5.1.2 Taux de comptage dans l’obscurité et bruit post-impulsionnel
À température ambiante, la polarisation externe appliquée aux anodes des SPAD 2D
correspond à -50 V. Avec les 5 V ajoutés par les circuits d’étouffements et considérant le
claquage à 53,5 V, cela laisse uniquement une tension d’excès de 1,5 V ou 2,8 %. Pour
les SPAD 2D intégrés directement dans le CMOS, une valeur absolue de polarisation plus
élevée amène le substrat à claquer autour des SPAD intégrés dans le CMOS. Ce phénomène
rend impossible l’augmentation de la tension d’excès pour ces SPAD . Ce problème ne sera
pas présent avec l’intégration 3D finale.
Les résultats pour chaque SPAD en utilisant la sortie d’interruption sont ainsi illustrés à
la Figure 5.2. Le taux de comptage non corrélé représente ici le DCR qui donne environ
484 comptes par seconde. Sans la diaphonie, le bruit post-impulsionnel constitue la seule
contribution au taux de comptage corrélé, soit 5 %. La prochaine étape consisterait à
implémenter un algorithme de ZPP en utilisant la somme numérique au lieu du flag. Elle
permettrait d’activer toute la ligne de 61 SPAD et d’observer la diaphonie. De plus, en
cryogénie, comme le bruit thermique réduit considérablement, cette méthode diminue le
temps d’acquisition pour obtenir les mêmes statistiques. Puisque la sortie d’interruption ne
peut distinguer deux détections simultanées, une comparaison avec la somme numérique
indiquerait le niveau de diaphonie.
Figure 5.2 Taux de comptage dans l’obscurité et bruit post-impulsionnel des
SPAD obtenus par la méthode ZPP.
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5.1.3 Efficacité de photodétection
La Figure 5.3 illustre un PDE relatif pour chaque longueur d’onde. La courbe en bleu
provient de la fiche technique de la diode MPD et sert à convertir la mesure relative
entre les SPAD et la référence. En gris se trouve un SPAD en CMOS typique. La trace
orange illustre la même saveur de SPAD que celui implémenté dans la matrice. L’ajout d’un
masque (RPO) ouvre une fenêtre dans une métallisation au-dessus du SPAD , normalement
fermée pour du CMOS. Cette optimisation permet d’augmenter grandement le PDE. Le
maximum de sensibilité à plus de 35 % se situe entre 440 et 580 nm, soit dans la gamme du
bleu/vert. Pour une mesure de scintillation de l’argon liquide via un matériau à décalage
de longueur d’onde, ces photodétecteurs deviennent très intéressants. Pour une technologie
CMOS, ces SPAD s’avèrent très prometteurs, par exemple pour des applications en 2D.
Figure 5.3 Efficacité de photodétection des SPAD en CMOS 180 nm.
5.2 Validation de la logique d’addition des comptes
5.2.1 Étude de la somme analogique
La validation de la somme numérique débute par l’étude de la sortie en courant. Les
premières observations avec le montage Apollo 13 confirmaient son fonctionnement, mais
avec un niveau de bruit élevé. La première hypothèse l’expliquait par la faible intégrité
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des signaux de la plateforme de test. Une résistance de 1 kΩ accomplit la conversion IV,
ce qui ralentit la constante de temps à 500 ns. La sortie présente une capacité estimée à
500 pF ou 20 pF/mm2 comparativement aux meilleurs SiPM de Hamamatsu qui offrent
36 pF/mm2. Un courant maximum pour un seul pixel donne environ 28 µA à température
pièce. Cette valeur descend à 24 µA pour la température du xénon et 17,6 µA pour celle
de l’argon. Puis, le nouveau montage et les amplificateurs de transimpédance ont permis
de trouver un véritable problème. Les signaux numériques, propagés sur toute la surface
du cœur de la puce viennent polluer la somme analogique. La Figure 5.4 en montre un
exemple. On y voit la faible amplitude du niveau attendu pour un seul photon, puis la
forte diaphonie électrique corrélée au signal d’interruption du même pixel. Ce bruit rend
inutilisable la sortie de la somme analogique telle quelle.
Figure 5.4 Diaphonie électrique sur la somme analogique.
L’identification de la cause du problème permettra de le régler dans la prochaine révision
du circuit intégré. La diaphonie provient d’un fort couplage entre deux traces. En analysant
le dessin des masques, le nœud de blindage est à très faible distance du maillage de la sortie
en courant, soit 600 nm, et ce pour les 64 rangées de pixels de la puce faisant chacune plus
de 5 mm de long. Ce blindage avait originalement pour fonction de protéger la somme
analogique des signaux numériques. Or, puisque l’impédance de ce nœud est trop élevée,
il agit plutôt comme une porte grande ouverte pour les charges parasites. Par simulation
avec l’outil Innovus de la suite Cadence, le Tableau 5.1 résume les nœuds qui possèdent
les plus grandes capacités de couplage. Le Tableau 5.2 présente quelques valeurs point à
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point de résistance du nœud de blindage. Ces valeurs proviennent du logiciel Calibre de
Mentor Graphics avec une extraction sélective de certains nœuds. La prochaine révision
supprimera potentiellement le blindage autour de la somme analogique et le remplacera
par un espace sans conducteurs.









Retour de courant (VSS ) 2,4 1,6 4,9 -
Nœud de blindage (VSS_SH ) 38,5 32,1 121,4 70,4
Tableau 5.2 Résistance point à point du nœud de blindage.






Résistance (Ω) 2,11 4,37 6,51
1 Positions en regardant la puce du dessus, les plots en bas, les SPAD en haut.
En attendant d’effectuer la deuxième révision de l’ASIC pour valider la somme numé-
rique, des modifications au circuit d’amplification de la somme analogique permettent de
l’utiliser. Un amplificateur de gain en tension remplace la configuration transimpédance
instable due à la capacité de sortie de la puce. La conversion IV s’effectue dans une résis-
tance de 49,9 Ω. Le Tableau 5.3 présente le gain des étages. L’ajout de filtrages retire la
diaphonie. Le Tableau 5.4 résume les différentes périodes de coupure. Avec une constante
de temps de l’ordre de 50 ns, ce filtrage supprime l’effet du signal d’interruption sur la
sortie analogique sans trop dégrader les fronts. Cependant, quand l’horloge est envoyée
pour lancer une acquisition et transmettre les données, il reste encore un certain niveau
de bruit. Si l’horloge possède une période inférieure à 100 MHz, ou pour une acquisition à
moins de 30 MHz, le filtrage ne présente plus d’efficacité. La Figure 5.6 montre une sortie
propre lorsqu’aucune activité numérique ne se produit. Elle se compare à celle d’un SiPM
analogique. Deux circuits intégrés à application spécifique (ASIC ) sont configurés avec
des temps d’attente différents. L’empilement de plusieurs pixels se voit dans les deux cas.
Cette version corrigée suffira donc à valider la somme numérique.
5.2.2 Logique d’addition des comptes
Les premières validations entre les sommes analogique et numérique proviennent du mon-
tage Apollo 13. Puisque la conversion s’effectue par une résistance de 1 kΩ et la capacité
totale de la sortie en courant approche le 500 pF, ce filtrage réduit suffisamment le niveau
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Figure 5.5 Schéma modifié de l’électronique frontale de la somme en courant.























Valeur calculée 45,36 13,99 2,49 0,92 1,00 0,88 1279,27
Simulation 45,37 13,96 2,47 0,92 0,99 0,88 1253,88
Mesure - - - - - - 1200-1250








Calcul (499R ∥ 6k98)1p (681R ∥ 274R)5p5 (237R ∥ 20R)470p
Valeur calculée 2,93 6,75 54,47
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Figure 5.6 Sortie analogique filtrée avec aucune activité numérique.
de bruit. Les deux modes de synchronisation (section 3.6) peuvent donc être observés en
configurant un long temps d’attente pour pallier la diminution de la bande passante de la
somme analogique.
La synchronisation d’état à la Figure 5.7 affiche en jaune la somme analogique et en
vert le signal d’interruption mesurés avec l’oscilloscope MSO-X-91304A avec les sondes
différentielles actives. Les valeurs en rouge proviennent de la lecture numérique retransmise
au FPGA. Ce mode de fonctionnement permet d’obtenir le même résultat qu’une somme en
courant échantillonnée avec un convertisseur analogique-numérique à quelques différences
près. En effet, la somme binaire utilise comme signal d’entrée l’état de chaque pixel. Au
moment de l’acquisition, le statut de chaque SPAD est gelé et envoyé vers l’additionneur.
De son côté, la capacité parasite de la sortie analogique, liée à la grande résistance de
lecture entraîne un certain délai sur la mesure ainsi que des transitions plutôt lentes.
Certains points en rouge sur la figure tombent sur ces transitions. De plus, dans ce mode
d’acquisition, la sortie du pixel dépend fortement de la durée de son temps d’attente avant
la recharge. Ce temps doit dépasser la période d’échantillonnage pour éviter de manquer
des comptes. Lorsque plusieurs photons arrivent en même temps, retrouver le début et la
fin de chaque pulse devient difficile. Par exemple, ce comportement apparaît à 40 µs sur
la Figure 5.7.
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Figure 5.7 Validation de la synchronisation d’état avec le montage Apollo 13.
Le deuxième mode d’acquisition à tester consiste à exécuter la somme des transitions
montantes à la sortie des pixels. Ce mode s’affranchit de la durée du temps d’attente. Dans
la Figure 5.8, l’échelle de temps de l’oscilloscope concorde avec la période d’échantillonnage
numérique. Chaque intervalle délimité en rouge donne le nombre de photons détectés pour
cette même fenêtre de temps. Le résultat se compare à un compteur sur la sortie du signal
d’interruption. Par l’usage d’un additionneur, deux pixels peuvent se déclencher en même
temps et ils ne seront pas perdus. À partir de la gauche sur la figure, le premier intervalle
contient une valeur de 20 puisque pour ce test, 20 pixels étaient activés et ils ont tous fait
feu au moins une fois depuis la dernière acquisition. Puis, pour les intervalles suivants, le
nombre de flag et l’amplitude de la somme analogique concordent avec le résultat de la
somme. La somme numérique indique bel et bien le nombre de pixels déclenchés pendant
un intervalle. Dans le cas d’un DCR, l’état de la mémoire du pixel nécessite une remise
à zéro ou l’écrasement de cet élément. Par exemple, dans la figure, le premier intervalle
ne contient pas d’information pertinente sur l’événement ici illustré et serait rejeté au
post-traitement.
Les deux figures décrites précédemment proviennent de captures d’écrans d’oscilloscope
avec une superposition manuelle des résultats numériques. La Figure 5.9 découle de la
nouvelle plateforme de tests et d’un script de combinaison en Python. L’axe de gauche
en rouge indique le nombre de photons détectés par la somme numérique et celui de
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Figure 5.8 Validation de la synchronisation de transition avec le montage
Apollo 13.
droite en noir présente la tension de la somme analogique. En mesurant l’amplitude de la
somme analogique pour un seul photon, soit 35 mV, un ajustement de la plage de l’axe
vertical permet aux deux échelles de concorder. L’amplitude du signal d’interruption a
été normalisée à environ 80 % de la figure pour en permettre la visualisation. Encore
une fois, cette acquisition d’état confirme la correspondance entre les sommes numérique
et analogique. Cependant, la diaphonie électrique permet difficilement de tester plus en
profondeur. Cette seule combinaison de la sortie en courant et du signal d’interruption
offre néanmoins une validation satisfaisante et ne montre aucun problème majeur.
5.3 Mesure de la distribution temporelle de l’arbre de
détection des photons
5.3.1 Résultats avec l’arbre de déclenchement
Le Time Tagger Ultra de Swabian Instruments et les deux cartes permettent de mesurer
la distribution du délai en fonction de la position du pixel. Le graphique ainsi généré
comprend la contribution de l’arbre de déclenchement de même que de l’arbre de détection
des photons. Pour comparer et apprécier le résultat, la Figure 5.10a illustre d’abord ce
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Figure 5.9 Acquisition de la somme numérique avec les cartes de développe-
ment et d’interface.
résultat à partir des données de simulation dans lesquelles les contributions des 2 arbres
peuvent être identifiées. L’arbre de déclenchement génère la partie importante du délai
puisque même avec l’ajout de la sortie d’interruption son allure correspond toujours à la
Figure 3.16. La Figure 5.10b présente la mesure.
Cette distribution ne présente pas la rangée de SPAD . Lors de la mesure, la capacité
ajoutée par ces derniers augmente le délai d’environ 3,5 ns (Figure 5.11). Ces valeurs
ne seront pas incluses dans l’histogramme puisque dans l’application finale, chaque pixel
disposerait de son SPAD , ce qui éliminerait cet écart. Cette différence de délai pourrait
peut-être servir à diagnostiquer le bon fonctionnement du collage 3D.
Placés sous forme d’un histogramme, les délais de tous les pixels révèlent deux pics (Fi-
gure 5.12a). Le plus élevé en amplitude regroupe les 4035 pixels qui ne possèdent pas de
SPAD , reproduit à la Figure 5.12b. Le délai de ce mode se situe à 10,8 ns. Les 61 pixels
avec des SPAD forment le deuxième pic, centré à 14,2 ns, reproduit à la Figure 5.12c. En
considérant tous les pixels avec la disparité causée par la capacité des SPAD , l’écart-type
est très grand, soit 426,2 ps RMS. En gardant uniquement les pixels sans photodétecteur,
cette valeur tombe à 92,7 ps RMS. Enfin, la rangée de pixels avec les SPAD possède un
écart type de 63,6 ps RMS.
L’histogramme de la Figure 5.13a reprend les données sans les SPAD de la Figure 5.12b en
y ajoutant la simulation de l’arbre de déclenchement et du signal d’interruption. Les tracés
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(a) Simulation. (b) Mesure.
Figure 5.10 Distribution du délai par pixel incluant l’arbre de déclenchement.
Figure 5.11 Distribution du délai avec les SPAD . Les SPAD ajoutent un délai
supplémentaire par leur capacité.
jaune et orange représentent respectivement la simulation de ces derniers et leur somme
en mauve. De toute évidence, l’arbre de déclenchement domine la tendance. Cependant,
le circuit intégré ne permet pas de trouver expérimentalement la contribution de l’arbre
de déclenchement pour obtenir uniquement la contribution de l’arbre de détection. La
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(a) (b) (c)
Figure 5.12 Histogrammes normalisés en amplitude du délai par pixel incluant
l’arbre de déclenchement pour (a) tous les pixels, (b) les 4035 pixels sans SPAD
et (c) seulement les 61 pixels avec des SPAD .
courbe bleue illustre la mesure effectuée, contenant les deux arbres. La méthode utilisée
pour tenter une estimation consiste à soustraire pixel par pixel le délai de simulation de
l’arbre de déclenchement aux résultats expérimentaux. La différence entre la simulation et
la mesure ne provient pas uniquement de l’arbre de déclenchement, mais cette estimation
du pire cas fournit un écart-type de 40,6 ps RMS sur l’arbre de détection qui alimente la
sortie d’interruption (Figure 5.13b, courbe orange).
5.3.2 Résultats avec les SPAD et montage optique
La mesure de la distribution temporelle en utilisant les SPAD et le montage optique
permet de s’affranchir de la contribution de l’arbre de déclenchement. Un histogramme de
délai pour chaque SPAD comme celui de la Figure 5.14 permettra ensuite de reconstruire
le délai pour chaque pixel. Cependant, à cause de la nature de la jonction des SPAD et
leur bruit non corrélé, la moitié droite du tracé ne suit pas cette tendance. Un ajustement
gaussien sur la partie gauche extrait le délai moyen, qui correspond au maximum de la
distribution, ainsi que son écart type.
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(a) Incluant l’arbre de déclenchement. (b) Sans l’arbre de déclenchement.
Figure 5.13 Histogrammes comparant les simulations au mesures.
Figure 5.14 Détermination du délai moyen par pixel possédant un SPAD .
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Une fois les informations de chaque SPAD obtenues pour les quatre ASIC, un classement
des délais en fonction de l’index du SPAD rend la comparaison avec la simulation plus
facile. Pour effectuer une meilleure analyse, la moyenne de chaque distribution est sous-
traite. Le résultat apparaît à la Figure 5.15. À première vue, les mesures semblent suivre la
même tendance que la simulation, mais avec un certain écart. La Figure 5.16 regroupe les
SPAD de chaque puce sous forme d’histogrammes avec la valeur attendue par simulation.
Une disparité ressort entre les quatre circuits. La première hypothèse provient du routage
de la carte d’interface qui ne paraît pas identique pour chaque ASIC. Des tests avec un
autre échantillon du circuit imprimé aideraient à tirer de plus amples conclusions à ce
sujet. D’ici là, les résultats demeurent plus que satisfaisants.
Figure 5.15 Délai relatif en fonction de l’index du pixel possédant un SPAD .
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Figure 5.16 Histogramme des délais de l’arbre de détection pour les 61 pixels
utilisant des SPAD comme source de déclenchement.
L’analyse de la distribution temporelle de l’arbre de détection des photons démontre le bon
fonctionnement de la puce. Le plan de test original prévoyait d’utiliser une lithographie
grossière pour relier les interconnexions 3D afin de caractériser sans l’arbre de déclen-
chement. Les efforts et le temps nécessaire à implémenter cette méthode ne semblent pas
pertinents pour l’instant. En effet, même avec la contribution de l’arbre de déclenchement,
les écarts de délais par pixel, augmentant la gigue temporelle à la sortie d’interruption,
restent en dessous du requis de 250 ps RMS. Les deux types de mesures donnent beau-
coup de crédibilité aux modèles utilisés dans les simulations. Les valeurs réelles sont plus
élevées avec raison, puisque la représentation numérique ne tient pas compte de tout, par
exemple les variations de tension d’alimentation. Finalement, le circuit possède une ré-
solution temporelle globale de moins de 90 ps RMS comparativement aux exigences de
250 ps.
5.4 Modes d’opération de la puce
Pour donner suite aux résultats présentés précédemment, cette section expliquera comment
tirer avantage des différentes fonctionnalités de la puce pour l’expérience nEXO et la
discrimination par forme d’impulsion dans l’argon liquide. Une DEL permettra de générer
des photons pour simuler la scintillation.
90 CHAPITRE 5. RÉSULTATS ET ANALYSE
5.4.1 Acquisition typique pour nEXO
La mesure de la Figure 5.17 montre deux cas d’opération de l’algorithme de discrimination.
En regardant la figure de la gauche vers la droite, la DEL est activée pendant 100 ns, un
peu avant le temps de -500 ns. Un premier photon est ensuite détecté. La sortie analogique
monte alors. La fenêtre de coïncidence de 500 ns débute également. Cinq interruptions sont
produites durant cette fenêtre, ce qui dépasse le seuil programmé de trois et le FPGA lance
une lecture à la fin de la fenêtre. Le résultat est ici représenté en rouge et l’axe de gauche
indique ce nombre de photons. L’axe de droite réfère à la tension de la somme analogique
et les deux valeurs concordent à 6 photons, ce qui démontre le fonctionnement. Après la fin
de cet événement, une autre interruption intervient. Une deuxième fenêtre démarre, mais
cette fois, l’événement n’atteint pas le seuil de trois et est rejeté. Le contrôleur ne lit pas
la somme pour diminuer la consommation de puissance. La diaphonie électrique entre les
signaux numériques de la puce et la sortie analogique en courant cause le pulse sur le tracé
bleu apparaissant peu après l’acquisition. Ce problème, tel que présenté précédemment,
sera revu dans la prochaine révision.
Figure 5.17 Acquisition typique mesurée pour nEXO.
5.4.2 Acquisition typique pour la discrimination par forme d’im-
pulsion dans l’argon liquide
La Figure 5.18 illustre la mesure d’une seule des quatre puces lors d’une acquisition ty-
pique servant à la discrimination par forme d’impulsion. Les points rouges de la figure
représentent la somme numérique. L’addition des 50 premiers échantillons rapides donne
1491 photons prompts contre 1635 photons pour la totalité de l’événement. Une fraction
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de prompts de 0,912 serait atteinte ici, ce qui concorde avec l’allure de la figure, puisque
beaucoup plus de photons sont émis dans la première partie de l’événement.
Figure 5.18 Acquisition typique mesurée pour reproduire la discrimination par
forme d’impulsion dans l’argon liquide.
Un inconvénient de cette implémentation tire son origine du temps mort au début de
l’acquisition. Il provient du délai de l’arrivée du photon sur le photodétecteur, de la pro-
pagation jusqu’au FPGA, mais surtout de la durée de la fenêtre de coïncidence. En effet,
dans le cas présenté, l’acquisition ne démarre qu’avec l’atteinte des critères de la coïnci-
dence. Les méthodes (a) et (c) présentées à la Figure 3.26 de la sous-section 3.12.2 peuvent
également pallier ce problème, mais ne sont pas encore implémentées dans le FPGA.
5.5 Consommation de puissance
5.5.1 Consommation statique
La première étape pour effectuer le bilan passe par la détermination de la consomma-
tion statique. Pour chaque domaine d’alimentation, une valeur de courant est mesurée
lorsqu’aucune activité n’apparaît. Cela se traduit par l’absence d’horloge numérique. Les
SPAD sont également non polarisés. Le Tableau 5.5 illustre ces consommations de puis-
sance.
La somme de la puissance statique sur tous les domaines d’alimentation totalise 65 µW.
Sur le domaine à 1,8 V, les pertes en courant de fuite de l’électronique s’élèvent à 2,24 µA.
Cette consommation est distribuée sur la superficie complète du cœur numérique de la
puce, soit 5,0 × 5,08 mm2. Le reste de la contribution, de 10,88 µA, émane des sources
de polarisation nécessaires pour ajuster les temps d’attente, de recharge et la durée du
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Tableau 5.5 Mesures de consommation statique sur les domaines d’alimenta-
tion.










Circuit d’étouffement (VDD_QC) 5,00 8,26 41,30 63,37
Cœur numérique (VDD_CORE) 1,80 13,12 23,60 36,21
Tampons de sortie (VDD_IO) 1,80 0,15 0,27 0,41
Total S.O. S.O. 65,17 100,00
signal d’interruption. La somme de ces deux valeurs totalise 13,12 µA sur le 1,8 V. Pour
l’alimentation à 5 V, la majeure partie de la consommation statique du circuit d’étouffe-
ment provient également de la source de courant de référence pour les monostables, soit
8,26 µA. Comme le domaine d’alimentation des tampons de sortie ne possède pas de
source de polarisation, la puissance statique est très faible, soit environ 270 nW.
5.5.2 Consommation dynamique selon la fréquence d’horloge
Le graphique de la Figure 5.19 affiche la mesure de consommation dynamique en fonction
de la fréquence de l’horloge. Il illustre également deux résultats intéressants. D’abord, l’or-
donnée à l’origine correspond à la consommation statique du cœur numérique de la puce
mesurée précédemment, soit 23,60 µW. Puis, comme attendu, la consommation suit une
relation linéaire avec la fréquence. Selon la courbe de tendance, chaque transition d’horloge
prend une énergie d’environ 1,8 nJ. Cependant, cette valeur s’avère trop élevée par rapport
au requis initial de 250 µW. En effet, pour une application dans l’argon liquide avec un
échantillonnage à 10 ns (100 MHz), la consommation dynamique constituerait approxi-
mativement 180 mW pour un seul circuit intégré avec une horloge en continu. Toutefois,
puisque l’ASIC est conçu pour opérer avec une horloge intermittente, une utilisation in-
telligente diminuera cette consommation.
Dans le but de réduire d’avantage la consommation dans la prochaine révision, un effort
supplémentaire permet d’identifier la contribution des différents éléments du circuit. Au
moment de la conception, la simulation de puissance avec les outils numériques ne s’était
pas avérée fructueuse. La connaissance de la consommation mesurée aide à produire un
modèle théorique. D’abord, une analyse du design final indique le nombre total de bascules
et de portes logiques connectées sur l’arbre d’horloge. Puis, pour chaque cellule, la fiche
technique de la bibliothèque numérique donne la puissance dynamique en fonction de
la fréquence d’opération. Enfin, la capacité parasite de l’arbre de distribution d’horloge
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Figure 5.19 Puissance mesurée du cœur numérique en fonction de la fréquence
de l’horloge.
est considérée dans la consommation. Le modèle a été appliqué aux mêmes fréquences
que la mesure et il semble assez fidèle. Par exemple, à 100 MHz, le modèle indique une
consommation de 160 mW alors que la mesure donne 180 mW. La répartition est présentée
à la Figure 5.20.
Figure 5.20 Distribution de la consommation de puissance dynamique.
La distribution de la puissance provient principalement des bascules à près de 84 %. La
puce contient 19916 registres connectés sur le domaine d’horloge. Que cette porte logique
change d’état ou non, chaque transition d’horloge amène de la dissipation dynamique.
De plus, les fonctionnalités qui en comptent le plus ou qui se répètent à chaque pixel
ont beaucoup plus d’impact. En première place se trouve le circuit de synchronisation qui
utilise trois bascules par pixel pour un total de 12288. En deuxième viennent les registres de
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configuration qui en contiennent une par pixel et quelques autres pour une somme de 4149.
La troisième contribution provient de la FIFO avec ses 1838 éléments. Cependant, toutes
ces bascules n’ont pas besoin de recevoir l’horloge à tout moment. Une simple technique
d’activation sélective d’horloge (Clock gating) permettrait de diminuer la consommation
dans la prochaine révision. En effet, les registres de configuration n’ont besoin de l’horloge
que pour reprogrammer la puce. La synchronisation ne requiert l’horloge que pendant une
acquisition. Le même signal d’horloge a été utilisé sans désactivation afin de réduire les
risques de cette première version.
La Figure 5.20 illustre également la dissipation de puissance due à la capacité de l’arbre
d’horloge. Quoiqu’elle ne représente que 13 %, cette contribution peut être réduite et
amener d’autres avantages. Comme à la section 5.2, les signaux numériques causent de la
diaphonie sur la sortie de la somme analogique à cause du couplage trop fort entre cette
dernière et le nœud de blindage. Or, cette même protection entoure l’arbre d’horloge.
L’objectif initial consistait à préserver les nœuds critiques des agresseurs. Une capacité
d’environ 120 pF entre le blindage et l’arbre d’horloge est observée en simulation, alors
que seulement 5 pF séparent le reste du nœud avec le retour (VSS ). Cela s’explique par
la distance de 0,28 µm entre le nœud de blindage et l’horloge. La capacité augmente
rapidement sur un cœur numérique d’une taille de 5 × 5 mm2. Une meilleure approche
consisterait à enlever ce blindage, le remplacer par un espacement et protéger les nœuds
victimes à la place. Cette solution permettrait de réduire les pertes liées à la capacité de
l’arbre d’horloge d’un facteur 25.
Finalement, la puissance des tampons de sortie est mesurée à diverses fréquences d’opé-
ration (Figure 5.21). La valeur définitive dépendra de la capacité des interconnexions du
PCB ou de l’interposeur qui raccorde les signaux. En comparant avec l’horloge qui dépense
1,8 nJ par transition, un seul tampon de sortie utilise 85 pJ, ce qui est environ 20 fois
moins.
5.5.3 Consommation en fonction du taux d’événements en entrée
Le troisième phénomène de consommation provient du taux d’événements en entrée, soit
des photons ou du bruit. Deux domaines d’alimentation sont impliqués, soit 5 V et 1,8 V
pour le circuit d’étouffement alors que le cœur numérique utilise uniquement le 1,8 V.
Indépendamment de l’horloge, les circuits à 1,8 V suivent une tendance linéaire par rapport
au taux de comptage des pixels (Figure 5.22).
La Figure 5.23 présente la mesure de la partie 5 V de la puce. Les mesures suivent une
équation quadratique jusqu’à 60 Mcps. Parce que le circuit servira à des taux de l’ordre du
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Figure 5.21 Puissance mesurée des tampons de sortie en fonction de la fré-
quence d’opération.
Figure 5.22 Puissance mesurée de la matrice en fonction du taux de comptage
(1,8 V).
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kilohertz pour nEXO, ce modèle convient pour la plage de 0 à 60 Mcps. Les deux dernières
valeurs mesurées à des taux de comptage plus élevés divergent de la tendance. L’hypothèse
provient du fait qu’avec beaucoup de comptes, certains photons arrivent pendant de la
recharge. Un fort courant d’avalanche se développe et ne s’étouffe qu’à la fin du temps de
recharge sur le cycle suivant. La probabilité de ce phénomène augmente lorsque plusieurs
photons frappent la matrice, ce qui ne représente pas les cas typiques d’utilisation de
la puce. La Figure 5.24 résume la puissance totale en fonction de taux d’événements en
entrée sur les deux domaines. La plus grande contribution provient de la portion du circuit
d’étouffement à 5 V puisque cette électronique frontale interface directement les SPAD .
Figure 5.23 Puissance mesurée de la matrice de circuits d’étouffement en fonc-
tion du taux de comptage (5 V).
5.5.4 Consommation de puissance spécifique à chaque application
Avec la consommation de chaque circuit identifiée, l’estimation pour une application don-
née s’avère maintenant possible. Avec la surface photosensible à couvrir pour nEXO de
4 m2, la taille de la matrice de SPAD de 25 mm2, le système nécessitera un total d’en-
viron 160 000 puces. Le bruit d’obscurité, qui ne doit pas dépasser 50 comptes par se-
condes par millimètres carrés, domine le signal d’entrée de cette expérience. On obtient
1250 comptes par seconde sur un 3DdSiPM. Considérant le mode d’acquisition présenté
à la sous-section 5.4.1, la communication du résultat requiert 30 cycles d’horloge. Si au-
cun algorithme ne discrimine le DCR, chaque événement serait transmis. L’équation 5.1
donne la consommation dynamique liée à l’horloge. La dissipation en fonction du taux
d’activité sera estimée avec la formule 5.3 qui provient de la Figure 5.24. Pour les tampons
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Figure 5.24 Puissance totale de la matrice en fonction du taux de comptage.
de sortie, 20 cycles d’horloge servent à extraire les données. Le cas maximal d’activité
où les bits changeraient à chaque période d’horloge est utilisé (équation 5.2). Finalement,
l’ajout de la dissipation statique aux calculs précédents amène à l’entièreté de la consom-
mation. L’équation 5.4 mène à un total inférieur à 140 µW. Le détecteur nEXO au complet
consommerait moins de 22 W pour effectuer la conversion photon-numérique. Cette valeur
reste très conservatrice. En incluant un filtre pour discriminer le bruit d’obscurité ainsi
qu’en lisant seulement les puces avec des comptes, les pertes dynamiques deviendraient
négligeables. Le circuit nécessiterait donc 65 µW ou un total de 10,4 W pour la partie
photodétecteurs de l’expérience, ce qui correspond au courant statique de l’électronique.
Phorloge = Ehorloge × Nb cycles horloge/événement × Taux d′événements
= 1, 8 nJ × 30 cycles/compte × 1250 comptes/s
= 67, 5 µW
(5.1)
Ptampons = Etampon × Nb cycles horloge/événement × Taux d′événements
= 85 pJ × 20 cycles/compte × 1250 comptes/s
= 2, 13 µW
(5.2)
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Pévénements = 64, 1× 10−21(Taux d′événements)2 + 8, 6× 10−12(Taux d′événements)
= 10, 75 nW
(5.3)
Ptotal nEXO = Phorloge + PTampons + Pévénements + Pstatique
= 67, 5 µW + 2, 13 µW + 10, 75 nW + 65, 17 µW
= 134, 8107 µW
(5.4)
Pour une application dans l’argon liquide, la consommation sera calculée différemment.
Le Tableau 2.3 donne le bruit d’obscurité des SiPM FBK. Le pire des deux SiPM pos-
sède un DCR de 0,5 compte par secondes par millimètre carré. Le taux d’activité par
puce constituera 12,5 comptes par seconde. Dans l’expérience DarkSide-20k, la surface
photosensible à couvrir formera 14 m2 [7]. Pour appliquer la discrimination par forme
d’impulsion dans l’argon, les acquisitions s’effectuent par trames. En considérant 200 ns
d’échantillonnage rapide à 10 ns puis 10 µs avec une période de 200 ns, on obtient res-
pectivement 20 et 50 échantillons. La formule 5.5 permet de trouver le nombre de cycles
d’horloge pour exécuter et lire l’acquisition, soit 1420. L’équation 5.6 donne une consom-
mation dynamique d’environ 32 µW, ce qui reste en dessous de la valeur calculée pour
le xénon, puisque le DCR des SPAD s’avère moindre. En refaisant les mêmes calculs que
pour nEXO avec ces nouveaux paramètres (équations 5.7, 5.8, 5.9), chaque puce dissiperait
moins de 100 µW, ou 4 µW/mm2. En comparaison, le module de photodétection (PDM )
pour DarkSide-20k présenté à la sous-section 2.2.4 opère à une puissance maximale de
100 µW/mm2. L’expérience complète requerrait 56 W pour la numérisation des photons
avec un 3DdSiPM, soit 25 fois moins qu’avec les PDM.
Nbcycles horloge = (Nbéch. rapides +Nbéch. lents)×Nbcycles horloge/éch. +Nbéch. rapides







Phorloge = Ehorloge × Nbcycles horloge/événement × Taux d′événements
= 1, 8 nJ × 1420 cycles/compte × 12, 5 comptes/s
= 31, 95 µW
(5.6)
Ptampons = Etampon × Nbcycles horloge/événement × Taux d′événements
= 85 pJ × 1400 cycles/compte × 12, 5 comptes/s
= 1, 488 µW
(5.7)
Pévénements = 64, 1× 10−21(Taux d′événements)2 + 8, 6× 10−12(Taux d′événements)
= 107, 5 pW
(5.8)
Ptotal LAr = Phorloge + PTampons + Pévénements + Pstatique
= 31, 95 µW + 1, 488 µW + 107, 5 pW + 65, 17 µW
= 98, 6081 µW
(5.9)
5.6 Discussion
Les résultats présentés précédemment permettent de conclure que la puce fonctionne. En
reprenant les requis de la section 3.1 et en ajoutant les données recueillies, on obtient le
Tableau 5.6.
La taille de l’ASIC mesure moins que la granularité de départ d’un centimètre carré. Le
contrôleur peut également combiner les comptes de plusieurs puces pour transmettre moins
de détails vers le système d’acquisition. La période d’échantillonnage minimale atteint 10 ns
par conception, soit la limite haute du requis. Opérer plus rapidement nécessiterait de la
logique supplémentaire, ce qui augmenterait la consommation. Le temps d’intégration peut
être configuré de plusieurs manières. Premièrement, le temps d’attente du circuit s’ajuste
jusqu’à plus de 10 µs. Le contrôleur peut alors effectuer la prise de donnée au moment
voulu. Pour un échantillonnage sur une plus longue durée, l’acquisition hybride présentée
à la section 3.7 permet plus de flexibilité. Le bruit d’obscurité n’est pas comptabilisé
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Granularité [mm2] 20×20 20×20 5×5
Période d’échantillonnage [ns] 500 1-10 10
Temps d’intégration [µs] 0,1 1-20 >0,01
Bruit d’obscurité [cps/mm2] 50 0,1 S.O.
Puissance permise [µW ] 250 S.O 140/1003
Température d’opération [◦C] -110 -185 -1804
Taille des SPAD [µm] 50 50 78
Facteur de remplissage1 [%] 80 80 80,6
Résolution temporelle2 [ps RMS ] S.O. 250 <100
1 Ratio entre la zone photosensible et la taille du circuit intégré.
2 Résolution atteinte sur la détection du premier photon.
3 140 µW en opération dans le xénon, 100 µW dans l’argon.
4 Température minimum de l’échantillon dans la chambre environnementale.
ici, puisque le résultat intéressant doit provenir des SPAD en trois dimensions et non des
SPAD CMOS intégrés en 2D. La puissance totale demeure inférieure au requis en utilisant
la puce dans un mode d’opération intelligent. L’horloge envoyée uniquement pour la lecture
octroie des valeurs attendues de 140 et 100 µW pour respectivement le xénon et l’argon
liquide. La plus basse température d’opération de cette dernière explique la plus faible
consommation. En effet, le circuit subit moins d’activité avec moins de bruit d’obscurité.
Pour la géométrie de l’électronique, une taille de pixel plus grande permet de brancher
correctement toute la logique nécessaire aux pixels. Le facteur de remplissage de l’aire
photosensible divisée par la surface totale donne 80,6 %. Les structures d’intégration en
trois dimensions et des plots d’interconnexion pour le microcâblage limitent cette valeur.
Enfin, la résolution temporelle mesurée à moins de 90 ps RMS sur la sortie d’interruption
reste largement en dessous de la spécification pour les applications dans l’argon liquide.
Une marge persiste pour les systèmes en aval (convertisseur temps-numérique).
Les mesures de consommation de puissance révèlent un inconvénient mineur. En effet,
puisque la puce contient deux domaines d’alimentation, soit 5 V et 1,8 V, l’utilisateur doit
respecter une certaine séquence. Le circuit d’étouffement doit obligatoirement recevoir
l’alimentation numérique 1,8 V avant l’analogique à 5 V. Sinon, un court circuit appa-
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raît entre les transistors de l’électronique frontale de la recharge et de la désactivation.
Alors que la solution facile consiste à contraindre l’ordre d’allumage, une modification
mineure pourra corriger le problème dans la prochaine révision afin de ne plus nécessiter
de séquence de démarrage. Malgré ce problème mineur et la diaphonie électrique, la puce
peut opérer dans les différents modes requis. De plus, la conception de la carte d’interface
pour le microcâblage a soulevé certaines difficultés au niveau de l’intégration. En effet, le
nombre d’entrées et sorties s’avère un peu élevé. Originalement, la conception prévoyait
que le même signal de contrôle pourrait piloter plusieurs puces directement. La réalisation
requiert des tampons de dispersion (fanout). Ce détail complexifie l’intégration des ASIC
sur une tuile. Une deuxième révision permettra d’amener le produit à maturité.




Ce mémoire décrit les étapes de la conception et de la validation d’un circuit numérique
de lecture d’une matrice de photodiodes à avalanche monophotonique à faible consom-
mation. Les applications principales consistent à instrumenter les expériences de physique
des particules à grande surface dans les gaz nobles liquéfiés. Avec une bonne connaissance
de ces dernières, des critères fondamentaux ressortent, par exemple une consommation
de puissance minime. Chaque SPAD requiert une électronique de contrôle. Un collègue a
effectué la conception de cette portion. Par la suite, le premier objectif de ce projet deman-
dait la réalisation de la logique d’interface d’une matrice de circuits d’étouffement. Des
registres autorisent la configuration des paramètres d’opération comme le temps d’attente
qui aide à réduire le bruit post-impulsionnel à basse température. Ce phénomène demeure
un défi important dans les expériences cryogéniques et un SiPM analogique n’a pas de
moyen de mitiger ce problème. Pour améliorer les performances globales de la puce, un
contrôle de chaque SPAD permet de les désactiver individuellement si un seul présente
un niveau de bruit élevé qui affecte les performances du dispositif. Le deuxième objectif
consiste à effectuer l’addition des photons détectés. Une somme purement numérique dimi-
nue la consommation de puissance en l’absence d’événements. Cette dernière peut opérer
jusqu’à 100 MHz pour la discrimination par forme d’impulsion dans l’argon liquide. Afin
de valider son bon fonctionnement, une somme analogique en courant combine la sortie
des circuits d’étouffement différemment. L’amplitude des pulses correspond au nombre de
photons captés. Les deux méthodes concordent. Le troisième objectif nécessite d’indiquer
la présence d’événements. Un chronomètre pourra mesurer cette sortie implémentée avec
une résolution temporelle de moins de 90 ps RMS. Avec plusieurs puces, un algorithme de
coïncidence réduit le nombre de fois où le contrôleur doit lire la somme. Puis, les SPAD
requièrent un assemblage 3D, ce qui demande un effort supplémentaire qui n’est pas prévu
dans le cadre de ce mémoire. Le dernier objectif consiste à inclure des structures de test
pour valider le fonctionnement sans le procédé de collage. Le design comporte donc une
rangée de 61 SPAD intégrés directement dans l’électronique. Avec une polarisation adé-
quate, ces photodiodes fournissent un signal d’entrée représentatif d’une matrice complète.
Un arbre de déclenchement se rend également à chaque pixel pour forcer un événement
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avec le nombre de comptes voulu. Ces deux méthodes ont permis d’obtenir plusieurs résul-
tats. Aussi, chacune des fonctionnalités résiste à un environnement cryogénique. Ce circuit
intégré mesure 5,3 × 5,85 mm2 et possède un facteur de remplissage de plus de 80 %.
La réalisation du dessin des masques de la puce provient d’un flot de conception numé-
rique. Une architecture codée en VHDL devient une électronique complexe à l’aide d’outils
numériques après un intense processus de simulations et de validations. Le produit final
concorde avec le modèle original. La consommation de puissance, estimée en fonction des
mesures, reste en dessous de 140 µW pour l’expérience nEXO comparativement au requis
de 250 µW. Après ce document, le lecteur connaît maintenant les étapes de réalisation et
les résultats du circuit intégré ainsi conçu.
6.2 Contributions
Ces travaux préparent le terrain pour la production de la première puce du GRAMS à
assembler en trois dimensions avec des SPAD en utilisant un procédé sur mesure de collage
3D pour une intégration gaufre à gaufre. Au niveau de l’électronique, une autre innovation
provient de l’ajout d’une somme analogique pour valider le traitement numérique d’une
matrice de SPAD . Cette sortie prouve la justesse du nombre de photons de la somme
numérique en temps réel. De plus, la résolution temporelle de la sortie d’interruption de
moins de 90 ps RMS ouvre de nouvelles avenues de recherche.
La communauté de nEXO a bien reçu la présentation du circuit intégré et ses fonctionna-
lités. Il offrira une meilleure résolution temporelle pour une consommation de puissance
moindre que la solution analogique actuellement envisagée. Le bruit post-impulsionnel
peut également être réduit grâce à l’ajustement du temps d’attente avant la recharge.
Ce phénomène demeure un défi important dans les expériences cryogéniques et un SiPM
analogique n’a pas de moyen de mitiger ce problème.
Un mode d’acquisition sur mesure pour le calcul de discrimination par forme d’impulsion
fait également partie de la puce. Il s’avérera très prometteur pour l’étude de la scintillation
dans l’argon liquide.
Différentes présentations et conférences ont introduit le circuit intégré à la communauté.
La flexibilité de l’architecture ouvre des portes à plusieurs autres applications de comptage
des photons qui utilisent actuellement des SiPM analogiques. Son fort potentiel ressort
donc de plus en plus et de nouvelles applications voient le jour.
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6.3 Travaux futurs
Les prochaines phases du projet consisteraient à utiliser le convertisseur photon-numérique
en matrice. Une vraie mesure de discrimination par forme d’impulsion dans l’argon liquide
se met en place tranquillement. Plusieurs algorithmes pourraient implémenter la caracté-
risation des SPAD et la calibration du système. La détection efficace des SPAD bruyants
en est un exemple. Aussi, une étude complète des bénéfices d’une solution numérique pour
l’expérience nEXO amènerait des conclusions intéressantes sur la résolution en énergie. Le
gain en résolution temporelle, la mitigation du bruit post-impulsionnel, la faible consom-
mation de puissance donnent des avantages considérables. La puce actuelle dispose donc
d’un fort potentiel scientifique.
Par la suite, une deuxième révision permettra de résoudre les bogues mineurs. La nou-
velle version corrigera le court-circuit sur une mauvaise séquence d’alimentation. Elle va
également régler la diaphonie électrique de la somme analogique par une diminution du
couplage avec le nœud de blindage. En vue de réduire la consommation de puissance dy-
namique, une activation sélective d’horloge l’enverra uniquement aux portions de circuits
requis au bon moment. Une autre amélioration consisterait à équilibrer l’arbre de déclen-
chement. Avec une structure en H comme celle de la sortie d’interruption, la dispersion des
délais diminuerait et la mesure sur la résolution temporelle deviendrait plus facile. L’ex-
périence acquise avec la conception de la carte d’interface a démontré un certain niveau
de complexité durant l’assemblage en tuile du photodétecteur numérique. La quantité de
signaux par puce à acheminer amène un défi lorsque de grandes tuiles sont requises.
Avec la technologie d’interposeur en silicium qui se place peu à peu, la conception des trois
éléments, soit le dSiPM, la tuile et le contrôleur, va demander une étroite collaboration.
Le contrôleur, qui consiste en un FPGA pour l’instant, devra migrer vers un circuit in-
tégré à application spécifique assez rapidement afin de proposer une tuile complète pour
nEXO. Les algorithmes qui relient les puces numériques devront donc converger vers une
implémentation finale.
106 CHAPITRE 6. CONCLUSION
ANNEXE A
ENTRÉES ET SORTIES DE LA PUCE
HV1 HV2
SR
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
SR
Figure A.1 Position des entrées et sorties de la puce.




VSS 1 P Retour de courant commun.
CONFIG_MODE 2 E 1,8 Place la puce en mode de configuration.
VDD_CORE 3 P 1,8 Alimentation du cœur numérique.
TRANSMIT_EN 4 E 1,8 Active la transmission entre la puce et le
contrôleur.
VSS 5 P Retour de courant commun.
SER_IN 6 E 1,8 Reçoit la configuration en série du contrô-
leur.
VDD_QC 7 P 5,0 Alimentation de l’électronique frontale du
circuit d’étouffement.
DATA_ACQ_EN 8 E 1,8 Active l’acquisition des données.
VSS 9 P Retour de courant commun.
CLK 10 E 1,8 Reçoit l’horloge système de la puce.
VDD_IO 11 P 1,8 Alimentation des tampons de sortie.
SER_OUT 12 S 1,8 Transmet les données en série vers le
contrôleur.
VSS 13 E Retour de courant commun.
VSS 14 P Retour de courant commun.
VDD_AM 15 P 5,0 Alimentation de la somme analogique.
Cette alimentation peut être désactivée
pour réduire la consommation.
AM 16 SA Sort un courant proportionnel au nombre
de photons. Toujours utiliser les deux sor-
ties conjointement.
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AM 17 SA Sort un courant proportionnel au nombre
de photons. Toujours utiliser les deux sor-
ties conjointement.
VDD_AM 18 P 5,0 Alimentation de la somme analogique.
Cette alimentation peut être désactivée
pour réduire la consommation.
VSS 19 P Retour de courant commun.
VSS 20 P Retour de courant commun.
FLAG 21 S 1,8 Indique la présence d’un photon. Sortie
d’interruption et signal de validation de la
réception d’une configuration.
VDD_IO 22 P 1,8 Alimentation des tampons de sortie.
DBG_OUT 23 S 1,8 Sort le signal de déverminage choisi par
son registre de configuration.
VSS 24 P Retour de courant commun.
RST 25 E 1,8 Réinitialise les circuits de synchronisation
et la FIFO lorsqu’utilisée seule. Réinitia-
lise également les registres de configura-
tion à leur valeur par défaut, lorsqu’utili-
sée conjointement avec CONFIG_MODE.
VDD_QC 26 P 5,0 Alimentation de l’électronique frontale du
circuit d’étouffement.
EXT_TRG 27 E 1,8 Active les pixels de la matrice à travers
l’arbre de déclenchement. Cette fonction-
nalité est désactivée par défaut dans les
registres de configuration.
VSS 28 P Retour de courant commun.
VBIAS_AM 29 EA 5,0 Polarise l’amplitude de la sortie en courant
(AM).
VDD_CORE 30 P 1,8 Alimentation du cœur numérique.
VSS 31 P Retour de courant commun.
VSS 32 P Retour de courant commun.
HV1 HV1 P Polarise les SPAD internes.
HV2 HV2 P Polarise les SPAD internes.
SEAL RING SR P Entoure la puce pour effectuer le collage
mécanique en 3D. Retour de courant com-
mun.
VSS (Substrat) SUB P Polarise le substrat. Retour de courant
commun.
1 E = Entrée, S = Sortie, EA = Entrée analogique, SA = Sortie analogique, P = Puissance
ANNEXE B
FLOT NUMÉRIQUE DE CONCEPTION
Le flot numérique de conception se compare à une recette de cuisine. Plusieurs étapes se
succèdent pour obtenir le résultat final. Différents outils ou logiciels entrent en jeu. Cette
annexe se veut une brève introduction. La Figure B.1 illustre les différentes étapes qui
trouveront leurs explications dans les prochaines sections.
Figure B.1 Schéma haut niveau du flot numérique.
B.1 Fichiers de technologie
Divers nœuds de CMOS existent et chacun possède des règles différentes. Pour débuter
un flot numérique, l’environnement doit d’abord subir un travail de préparation. Cer-
tains fichiers contiennent les définitions des cellules disponibles dans la bibliothèque de la
technologie. Leur comportement, le dessin de leurs masques, leurs contraintes temporelles
s’y retrouvent. Ces portes logiques permettront d’implémenter les fonctionnalités voulues.
D’autres fichiers décrivent les largeurs de traces minimales pour l’intégration, les espace-
ments, la quantité de niveaux de métal, la densité à respecter et ainsi de suite. Toutes ces
règles indiquent aux outils et logiciels comment brancher électriquement les composants.
La configuration initiale des fichiers de technologie dicte donc où trouver l’information
requise pour les étapes suivantes. Ces fichiers portent souvent des extensions comme .lef,
.lib, .v, etc.
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B.2 Description architecturale
La description architecturale ou mieux connue sous le nom anglais Register Transfer Level
(RTL) reproduit les fonctionnalités de la puce à fabriquer. Le comportement du circuit
s’y retrouve décrit grâce à des langages de description matérielle (Hardware Description
Language ou HDL) comme le VHDL et le Verilog. Contrairement aux langages séquentiels
somme le C++ ou Python, le HDL offre les opérations simultanées. Pour les projets
d’envergure, le développeur gagne à écrire du code modulaire et hiérarchique. De la sorte,
chaque fonctionnalité possède sa propre partie de code claire et concise.
B.3 Simulations numériques
Bien que cette étape ne soit pas explicitement incluse dans le schéma de la Figure B.1,
elle demeure une partie cruciale. Chaque flèche bidirectionnelle du schéma implique une
simulation. D’abord, chaque module doit posséder un banc de test unitaire pour vérifier son
bon fonctionnement avant de l’intégrer au reste du système. Des simulations numériques
sous Modelsim de Mentor Graphics affichent les signaux de sortie du dispositif sous test
en fonction des entrées fournies par le banc d’essai. Des tests à plus haut niveau doivent
également valider l’intégration et la puce dans son ensemble. Des modèles remplaceront
certaines portions du circuit. Ces vérifications seront exécutées plusieurs fois à chaque étape
du flot numérique. Des outils d’automatisation comme Jenkins [133] aident à structurer
les séquences de tests et en facilitent l’exécution à chaque étape. Des bancs de test élaborés
sortent le statut de chaque simulation, soit réussite ou échec.
B.4 Contraintes temporelles
Lors des premières étapes, les simulations HDL procurent de l’information à savoir si l’ar-
chitecture décrite présente le comportement voulu. Cela ne garantit pas le fonctionnement
du circuit réel. Dans le monde numérique de la description matérielle, les contraintes de
temps s’avèrent un enjeu important. Chaque porte logique contient des délais intrinsèques
et ses signaux doivent changer d’état au bon moment. Un fichier de contraintes temporelles
(.sdc pour Synopsys Design Constraints) doit donc accompagner le projet. Par exemple,
la fréquence de l’horloge, les délais entre celle-ci et les différentes entrées forment ce fichier.
B.5 Synthèse
Alors que le RTL définit le comportement du circuit, la conversion doit avoir lieu pour
obtenir de l’électronique. La synthèse interprète le code et se sert des portes logiques de la
bibliothèque configurée pour implémenter une vue schématique du système. La compagnie
Cadence offre le logiciel Genus pour réaliser cette tâche. Bien que l’application dispose
d’une interface graphique, l’approche par scripts en ligne de commande s’avère plus efficace.
Le langage de commande outil Tool Command Language ou TCL permet de lister une à
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une les étapes de la Figure B.2a. Le résultat se trouve sous forme d’un code Verilog. Des
délais et des contraintes temporelles sont extraits dans un fichier SDF pour Standard Delay
Format, un standard IEEE. Les simulations numériques pourront dorénavant inclure des
vérifications temporelles. Si la simulation échoue, le RTL ou les contraintes temporelles
de départ doivent être changés et la synthèse réitérée. Une fois le fruit de cette dernière
satisfaisant, le placement et le routage peuvent s’effectuer.
(a) (b)
Figure B.2 Flot numérique spécifique à la synthèse (a) et au placement et
routage (b).
B.6 Placement et routage
Cette étape utilise le logiciel Innovus de Cadence. La phase précédente fournit la vue sché-
matisée. Les dessins des masques seront maintenant produits. En suivant la Figure B.2b,
le flot commence par l’import du design. Puis, certaines tâches s’effectuent avant la syn-
thèse des arbres d’horloge (Clock Tree Synthesis ou CTS ). En effet, la planification des
masques de la puce communément appelée en anglais floorplan requiert beaucoup d’at-
tention. Cette tâche implique de déterminer la taille, positionner les entrées/sorties et les
cellules analogiques. Puis, la distribution des alimentations peut avoir lieu pour enfin pla-
cer les cellules numériques. Un certain niveau d’optimisation peut déjà être accompli. Puis,
Innovus s’occupe de la synthèse des arbres d’horloge en utilisant les contraintes spécifiées.
Par la suite, le reste des interconnexions sont complétées. Le résultat doit finalement res-
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pecter les règles de dessin avant de continuer le flot. Innovus vérifie certaines erreurs, mais
la validation s’effectue avec d’autres outils.
B.7 Validation
Afin de s’assurer que tout fonctionne, le circuit intégré doit retourner dans Virtuoso de
Cadence. Cet outil sert également à la conception des parties analogiques de la puce. Après
quelques étapes de conversion, Calibre de Mentor Graphics permet de valider l’entièreté
des règles de dessin correctement. Puis, Calibre compare les schémas et les dessins des
masques. Enfin, les simulations numériques sont lancées une fois de plus. Au terme de
toutes les validations, un circuit jugé complet pourra continuer vers la fabrication.
Au terme de cette annexe, le lecteur dispose d’une vue d’ensemble du flot numérique.
Cependant, comme ce dernier sert à la conception de circuits intégrés à application spé-
cifique, chaque puce possède ses particularités et s’implémente différemment. Une bonne
connaissance du flot aide le concepteur à réaliser de meilleurs systèmes.
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