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Abstract
Linear systems of Timoshenko type equations for beams including a memory term are
studied. The exponential decay is proved for exponential kernels, while polynomial kernels are
shown to lead to a polynomial decay. The optimality of the results is also investigated.
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1. Introduction
In this paper we consider linear systems of Timoshenko type with memory, which
are written as
r1jtt  kðjx þ cÞx ¼ 0 in ð0; LÞ  ð0;NÞ; ð1:1Þ
r2ctt  bcxx þ g  cxx þ kðjx þ cÞ ¼ 0 in ð0; LÞ  ð0;NÞ; ð1:2Þ
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where r1; k; r2; b and L are positive constants. The functions f and c describe the
transverse displacement of the beam and the rotation angle of a ﬁlament,
respectively. The boundary conditions we consider here are given by
jð0; tÞ ¼ jðL; tÞ ¼ cð0; tÞ ¼ cðL; tÞ ¼ 0; tX0: ð1:3Þ
The initial conditions are
jð; 0Þ ¼ j0; jtð; 0Þ ¼ j1; cð; 0Þ ¼ c0; ctð; 0Þ ¼ c1 in ð0; LÞ: ð1:4Þ
The usual convolution term
g  cxxðx; tÞ ¼
Z t
0
gðt  sÞcxxðx; sÞ ds
represents the memory effect with a real-valued C2-function g:
Our main interest concerns the asymptotic behavior of the solution of the system
above. That is, whether the dissipation given by the memory effect in Eq. (1.2) is
strong enough to stabilize the whole system. Another natural question concerning
the asymptotic behavior is about the rate of decay of the solution. That is, what type
of rate of decay may we expect? (if there exist one). How can the damping
mechanism given by the memory effect through the relaxation function g be effective
to produce uniform stabilization?
Let us mention some known results about related viscoelastic systems. Dafermos
[3] proved that the solutions to viscoelastic systems tend to zero as time tends to
inﬁnity, but without giving explicit rates of decay. Lagnese [10] considered a linear
viscoelastic equation obtaining uniform rates of decay but introducing additional
damping terms acting on the boundary. Greenberg [7] and Hrusa [8] proved an
exponential rate of decay for the nonlinear viscoelastic equation when the relaxation
function g is of the form gðtÞ ¼ emt: In this case using the fact that g0ðtÞ ¼ mgðtÞ
the convolution term is eliminated by differentiation, therefore the resulting equation
has no integral term, hence this method cannot be used for a more general class of
relaxation functions even for those which are a linear combination of exponential
terms with varying rates of decay. A similar result was obtained by Dassios and
Zaﬁropoulos [4] for homogeneous and isotropic viscoelastic materials which occupy
the whole three-dimensional space. They proved that the longitudinal and transverse
waves decay to zero uniformly like tm3=2; where m increases depending on the
symmetry of the initial data, provided the relaxation is an exponential function
like t/m0e
gt: The method the authors used is based on the study of the roots of the
characteristic polynomial associated to the ordinary differential equation, which is
obtained by taking Fourier transform of the system and then differentiating the
resulting equation with respect to time. By using the fact that the kernel g is an
exponential function, that is g0ðtÞ ¼ ggðtÞ; the convolution term is eliminated, so
the authors work with the resulting purely ordinary differential equation. In
[11,13,14] it was proved that the rate of decay of the solution depends on the rate of
decay of the relaxation function, that is if the relaxation function decays
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exponentially then the solution decays exponentially, while if the relaxation function
decays polynomially then the solution decays also polynomially with the same rate.
For localized damping in viscoelasticity see Rivera and Peres [15] where it is shown
that the ﬁrst-order energy decays exponentially to zero provided the relaxation
kernel also decays exponentially to zero. When the kernel decays polynomially, the
problem is open.
Finally, we remark that the memory effect is a subtle damping mechanism, the
effect of which depends on the rate of decay rather than its dissipative properties. In
fact, if we consider the memory effect with a dissipative relaxation function together
with other stronger dissipative effects, for example the frictional damping, then the
resulting dissipation does not produce any rate of decay if the relaxation function
does not decay uniformly, see the work of Frabrizio and Polidoro [6].
The main result of this paper is that the whole system decays uniformly if and only
if the coefﬁcients satisfy
r1
r2
¼ k
b
: ð1:5Þ
Concerning the rate of decay, we will show that the solution decays exponentially to
zero provided the kernel tends to zero also exponentially. When the kernel decays to
zero polynomially, the solution also decays polynomially with the same rate. More
precisely: If g is of exponential type, i.e. if the following assumption
g40; (k0; k1; k240:  k0gpg0p k1g; jg00jpk2g;
l :¼ b  RN
0
gðsÞ ds40

ð1:6Þ
is satisﬁed, then the exponential decay of the energy
EðtÞ ¼ 1
2
Z L
0
r1jjtj2 þ r2jctj2 þ b 
Z t
0
g dt
 
jcxj2 þ kjjx þ cj2 þ g&cx dx
for a solution ðf;cÞ as time tends to inﬁnity will be proved if and only if the
coefﬁcients satisfy (1.5). The symbol & denotes the following convolution:
ðg&f ÞðtÞ :¼
Z t
0
gðt  sÞj f ðsÞ  f ðtÞj2 ds:
If g is of polynomial type, i.e. if it satisﬁes
0ogðtÞpb0ð1þ tÞp;
b1gðtÞ
pþ1
p pg0ðtÞp b2gðtÞ
pþ1
p ;
b3jg0ðtÞj
pþ2
pþ1pg00ðtÞp b4jg0ðtÞj
pþ2
pþ1;
9>>=
>>; ð1:7Þ
with positive constants b0; b1; b2; b3; b4 and p42; then the polynomial decay of the
energy will be proved. This result is also shown to be optimal in the sense, that there
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cannot occur an exponential decay. The typical example %g satisfying (1.7) is
of course
%gðtÞ ¼ b0ð1þ tÞp:
In Sections 2 and 3 we consider exponential kernels showing the exponential decay
result under assumption (1.5) and that there is no uniform decay if this assumption is
not satisﬁed, respectively. In Sections 4 and 5 polynomial kernels are studied and the
polynomial decay of the energy (under assumption (1.5)) is proved as well as the
optimality, i.e. non exponential decay, respectively. The results in Sections 2, 4 and 5
are proved by energy methods, using suitably sophisticated estimates for multipliers,
while Section 3 also uses sharp perturbation arguments for the spectral radius of a
semigroup.
Remark. Timoshenko plates can be dealt with in a similar manner as the
Timoshenko beams discussed here.
The uniform stabilization of Timoshenko beams with the memory term g  cxx in
Eq. (1.2) replaced by some control function f was studied by Soufyane [19]. He
showed the exponential decay of the associated energy for
f ðx; tÞ ¼ bðxÞctðx; tÞ
and also if and only if assumption (1.5) is satisﬁed. Previous work of different
authors considered two boundary control functions, like Kim and Renardy [9], or
two forces, see [20]. In our paper the ﬁrst results are presented for a memory type
control term, both for exponential and for polynomial kernels.
In the sequel we shall always assume the unique existence of strong solutions to
the initial–boundary value problem under consideration, cp. for example [18,19]. The
problem is well posed for data ððj0;j1Þ; ðc0;c1ÞÞ in the Sobolev space ½H2ðð0; LÞÞ 
H10 ðð0; LÞÞ2: Weak solutions and the energy are well deﬁned also in ½H10 ðð0; LÞÞ 
L2ðð0; LÞÞ2:
2. Exponential decay
First, we consider exponential kernels of type (1.6) and we look for the
exponential decay of the energy
EðtÞ :¼ 1
2
Z L
0
r1jjtj2 þ r2jctj2 þ b 
Z t
0
g dt
 
jcxj2 þ kjjx þ cj2 þ g&cx dx: ð2:1Þ
Using the following simple lemma (cf. Lemma 3.2 from [16]).
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Lemma 2.1. For f ; hAC1ð½0;NÞ;RÞ we have
2ð f  hÞðtÞhtðtÞ ¼ ð f 0&hÞðtÞ þ d
dt
Z t
0
f ðsÞ ds jhðtÞj2  ð f&hÞðtÞ

 
 f ðtÞjhðtÞj2:
We easily conclude that the energy decays:
d
dt
EðtÞ ¼ 1
2
gðtÞ
Z L
0
jcxj2 dx þ
1
2
Z L
0
g0&cx dxp0: ð2:2Þ
The main point to show the exponential decay is to construct a Lyapunov
functional L satisfying
b1EðtÞpLðtÞpb2EðtÞ;
d
dt
LðtÞp aLðtÞ
for all tX0 and some positive constants b1;b2; a: To achieve this we will use the
multiplicative technique, and our starting point will be the multiplier ðg  cÞt to deal
with the functional I given by
IðtÞ :¼
Z L
0
r2ctðg  cÞt dx þ b
Z L
0
cxðg  cxÞ dx þ k
Z L
0
cðg  cÞ dx
 1
2
Z L
0
jg  cxj2 dx 
b
2
Z t
0
g dt
 Z L
0
jcxj2 dx
þ b
2
Z L
0
g&cx dx þ
k
2
Z L
0
g&c dx  k
2
Z t
0
g dt
 Z L
0
jcj2 dx
which will yield a negative term  R L0 jctj2 dx: To simplify notations let us introduce
the symbol } by
ðg}hÞðtÞ :¼
Z t
0
gðt  sÞfhðtÞ  hðsÞg ds:
Then we have
Lemma 2.2. There are c40 and for any E40 a positive constant CE such that
for tX0
d
dt
IðtÞp  r2
2
gð0Þ
Z L
0
jctj2 dx þ CEðjg0j þ gÞ
Z L
0
jcxj2 dx
þ c
Z L
0
jg0j&cx dx þ c
Z L
0
g00&c dx þ E
Z L
0
jjxj2 dx: ð2:3Þ
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Proof. Multiplying Eq. (1.2) by ðg  cÞt; we obtain
d
dt
Z L
0
r2ctðg  cÞt dx
¼ d
dt
b
Z L
0
cxðg  cxÞ dx þ
1
2
Z L
0
jg  cxj2 dx  k
Z L
0
cðg  cÞ dx

 
þ b
Z L
0
cxtðg  cxÞ dx þ k
Z L
0
ctðg  cÞ dx
þ r2gð0Þ
Z L
0
jctj2 dx þ r2
Z L
0
g0ctc dx  r2
Z L
0
ctðg00}cÞ dx
 k
Z L
0
jxfgð0Þcþ g0  cg dx:
Observing
b
Z L
0
cxtðg  cxÞ dx ¼
b
2
d
dt
Z L
0
Z t
0
g ds
 
jcxj2 dx 
b
2
Z L
0
gjcxj2 dx
 b
2
d
dt
Z L
0
g&cx dx þ
b
2
Z L
0
g0&cx dx
and
k
Z L
0
ctðg  cÞ dx ¼
k
2
d
dt
Z L
0
Z t
0
g ds
 
jcj2 dx  k
2
Z L
0
gjcj2 dx
 k
2
d
dt
Z L
0
g&c dx þ k
2
Z L
0
g0&c dx;
we conclude
d
dt
IðtÞ ¼ r2gð0Þ
Z L
0
jctj2 dx þ r2
Z L
0
g0ctc dx
 r2
Z L
0
ctðg00}cÞ dx þ k
Z L
0
jxðgc g0}cÞ dx
 b
2
Z L
0
gjcxj2 dx þ
b
2
Z L
0
g0&cx dx 
k
2
Z L
0
gjcj2 dx þ k
2
Z L
0
g0&c dx
which implies the assertion of the lemma. &
Now we introduce the multiplier w given by the solution of the Dirichlet problem
wxx ¼ cx; wð0Þ ¼ wðLÞ ¼ 0;
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and we introduce the functional
J1ðtÞ :¼ r2
Z L
0
ctc dx þ r1
Z L
0
jtw dx
in order to get a negative term  R L0 jcxj2 dx:
Lemma 2.3. For any E140 there exists a positive constant CE140 such that for tX0:
d
dt
J1ðtÞpCE1
Z L
0
jctj2 dx 
l
2
Z L
0
jcxj2 dx þ CE1
Z L
0
g&cx dx þ E1
Z L
0
jjtj2 dx: ð2:4Þ
Proof. Multiplying Eq. (1.2) by c we get
d
dt
Z L
0
r2ctc dx ¼ r2
Z L
0
jctj2 dx  b 
Z t
0
g dt
 Z L
0
jcxj2 dx  k
Z L
0
jcj2 dx
 k
Z L
0
jxc dx 
Z L
0
ðg}cxÞcx dx: ð2:5Þ
Multiplying Eq. (1.1) by w we obtain
d
dt
Z L
0
r1jtw dx ¼ k
Z L
0
jcx dx þ k
Z L
0
jwxj2 dx þ r1
Z L
0
jtwt dx: ð2:6Þ
Eqs. (2.5) and (2.6) lead to
d
dt
J1ðtÞ ¼ r2
Z L
0
jctj2 dx  b 
Z t
0
g dt
 Z L
0
jcxj2 dx  k
Z L
0
jcj2 dx
þ k
Z L
0
jwxj2 dx þ r1
Z L
0
jtwt dx 
Z L
0
ðg}cxÞcx dx:
Observing that, for d40;Z L
0
ðg}cxÞcx dx

pCd
Z L
0
g&cx dx þ d
Z L
0
jcxj2 dx;
our conclusion follows. &
Let E1ðtÞ and NðtÞ; respectively, denote the functionals
E1ðtÞ :¼ N1EðtÞ  N2IðtÞ þ N3J1ðtÞ;
NðtÞ :¼
Z L
0
jctj2 þ ljcxj2 þ g&cx dx: ð2:7Þ
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Using Lemmas 2.2, 2.3 and assumption (1.6) on g; it follows for any E240 and for
sufﬁciently large NE21 4N
E2
2 ; N
E2
3 that E1ðtÞ satisﬁes
d
dt
E1ðtÞp N
E2
2
2
NðtÞ  N
E2
1
2
Z L
0
gjcxj2 dx þ E2
Z L
0
ðjjtj2 þ jjxj2Þ dx: ð2:8Þ
Let us introduce the functional
KðtÞ :¼
Z L
0
r2ctðjx þ cÞ dx þ r2
Z L
0
cxjt dx 
r1
k
Z L
0
ðg  cxÞjt dx ð2:9Þ
which will provide us a negative term  R L0 jjþ cxj2 dx; and it is the next lemma,
where we shall use the essential condition (1.5) on the coefﬁcients.
Lemma 2.4. Assume (1.5), i.e.
r1
r2
¼ k
b
:
Then there exists for any E40 a constant CE40 such that for tX0:
d
dt
KðtÞp ½ðbcx  g  cxÞjxx¼Lx¼0  k
Z L
0
jjx þ cj2 dx
þ E
Z L
0
jjtj2 dx þ CE
Z L
0
jg0j&cx þ gjcxj2 dx þ r2
Z L
0
jctj2 dx:
Proof. Multiplying Eq. (1.2) by cþ jx and using Eq. (1.1) we get
d
dt
Z L
0
r2ctðjx þ cÞ dx ¼ ½ðbcx  g  cxÞjxx¼Lx¼0  b
r1
k
Z L
0
cxjtt dx
 k
Z L
0
jjx þ cj2 dx þ
d
dt
r1
k
Z L
0
ðg  cxÞjt dx

 
 r1
k
Z L
0
fgð0Þcx þ g0  cxgjt dx
þ r2
Z L
0
jctj2 dx þ r2
Z L
0
ctjxt dx:
Noting that Z L
0
ctjxt ¼
d
dt
Z L
0
cjxt dx 
Z L
0
cjxtt dx
¼  d
dt
Z L
0
cxjt dx þ
Z L
0
cxjtt dx;
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we are at the key point in using the basic assumption (1.5), because now
b r1
k
Z L
0
cxjtt dx þ r2
Z L
0
ctjxt dx ¼ r2
d
dt
Z L
0
cxjt dx
and hence the terms of higher order cancel, and we have
d
dt
KðtÞ ¼ ½ðbcx  g  cxÞjxx¼Lx¼0  k
Z L
0
jjx þ cj2 dx
 r1
k
Z L
0
ðgcx þ g0}cxÞjt dx þ r2
Z L
0
jctj2 dx
from where our conclusion follows. &
The last lemma implies the estimate
d
dt
KðtÞpCEfjbcxðL; tÞ  ðg  cxÞðL; tÞj2 þ jbcxð0; tÞ  ðg  cxÞð0; tÞj2g
þ EfjjxðL; tÞj2 þ jjxð0; tÞj2g  k
Z L
0
jjx þ cj2 dx
þ E
Z L
0
jjtj2 dx þ CE
Z L
0
jg0j&cx þ gjcxj2 dx þ r2
Z L
0
jctj2 dx: ð2:10Þ
In order to deal with the boundary terms appearing we shall prove the following
lemma using an extension q of the exterior normal into the domain, this being a well-
known approach for dealing with this kind of boundary terms.
Lemma 2.5. Let qAC1ð½0; LÞ satisfy qð0Þ ¼ qðLÞ ¼ 2g40: Then there exist C140
and for any *E40 a positive constant C*E such that for tX0 we have
(i)
d
dt
Z L
0
r2ctqðbcx  g  cxÞ dxp  gfjbcxðL; tÞ  ðg  cxÞðL; tÞj2
þ jbcxð0; tÞ  ðg  cxÞð0; tÞj2g
þ *E
Z L
0
jjxj2 dx þ C*ENðtÞ:
(ii)
d
dt
Z L
0
r1jtqjx dxp  kgfjjxðL; tÞj2 þ jjxð0; tÞj2g
þ C1
Z L
0
jjtj2 þ jjxj2 þ jcxj2 dx:
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Proof. With Eq. (1.2) we obtain
d
dt
Z L
0
r2ctqðbcx  g  cxÞ dx ¼
1
2
½qðbcx  g  cxÞ2x¼Lx¼0 
1
2
Z L
0
qxðbcx  g  cxÞ2 dx
 k
Z L
0
ðjx þ cÞqðbcx  g  cxÞ dx
þ 1
2
br2
Z L
0
q
d
dx
jctj2 dx
 r2
Z L
0
ctqðgð0Þcx þ g0  cxÞ dx
p  gfjbcxðL; tÞ  ðg  cxÞðL; tÞj2
þ jbcxð0; tÞ  ðg  cxÞð0; tÞj2g
þ *E
Z L
0
jjxj2 dx þ C*ENðtÞ;
where we used assumption (1.6) on g: This proves (i). Estimate (ii) is proved, using
Eq. (1.1), as follows:
d
dt
Z L
0
r1jtqjx dx ¼ k
Z L
0
qjxxjx dx þ k
Z L
0
qcxjx dx
þ 1
2
r1½qjjtj2x¼Lx¼0  r1
Z L
0
qxjjtj2 dx
p  kgfjjxðL; tÞj2 þ jjxð0; tÞj2g
þ C1
Z L
0
jjtj2 þ jjxj2 þ jcxj2 dx: &
For d40 and N441 let
LðtÞ :¼ KðtÞ þ N4
Z L
0
r2ctqðbcx  g  cxÞ dx þ d
Z L
0
r1jtqjx dx: ð2:11Þ
Observing
k
2
Z L
0
jjx þ cj2 dxp
k
4
Z L
0
jjxj2 dx þ C
Z L
0
jcxj2 dx;
for some positive constant C; we conclude from Lemma 2.5 and (2.10) that for
sufﬁciently large N4 and sufﬁciently small d we have for 0oto1 and some Ct40
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and C240 that
d
dt
LðtÞp k
2
Z L
0
jjx þ cj2 dx þ C2t
Z L
0
jjtj2 dx þ CtNðtÞ; ð2:12Þ
where we used (1.6) again. Here, one can choose ﬁrst d of order t; then E small
enough, then N4 large enough, then *E small enough.
Finally, let us introduce the functional
J2ðtÞ :¼
Z L
0
r1jtjþ r2ctc dx ð2:13Þ
to obtain, as usual, negative terms  R L0 jjtj2 dx and  R L0 jctj2 dx; we easily get
Lemma 2.6. There exists a positive constant c satisfying
d
dt
J2ðtÞp r1
Z L
0
jjtj2 dx  r2
Z L
0
jctj2 dx þ k
Z L
0
jjx þ cj2 dx þ cNðtÞ:
Lemma 2.6 and (2.12) yield, choosing t small enough,
d
dt
LðtÞ  2C2t
r1
J2ðtÞ

 
p k
4
Z L
0
jjx þ cj2 dx  C2t
Z L
0
jjtj2 dx þ CtNðtÞ: ð2:14Þ
Now we are in the position to show the main result of this section:
Theorem 2.7. Let us suppose that the initial data satisfy
j0;c0AH
1
0 ðð0; LÞÞ; j1;c1AL2ðð0; LÞÞ;
and that the coefficients of system (1.1), (1.2) satisfy (1.5), i.e.,
r1
r2
¼ k
b
:
Moreover, assume that the kernel g is of exponential type satisfying (1.6). Then
the energy EðtÞ decays exponentially as time tends to infinity, that is, there
exist positive constants C and a; being independent of the initial data, such that
for tX0:
EðtÞpCEð0Þeat:
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Proof. To use the multiplicative techniques we need that the initial data satisfy
j0;c0AH
1
0 ðð0; LÞÞ-H2ðð0; LÞÞ; j1;c1AH10 ðð0; LÞÞ; but the conclusion of the
theorem will then follow by density arguments.
Let the ﬁnal Lyapunov functional be deﬁned by
LðtÞ :¼ E1ðtÞ þ LðtÞ  2C2tr1
J2ðtÞ;
where E1ðtÞ; LðtÞ and J2ðtÞ were deﬁned in (2.7), (2.11) and (2.13), respectively. With
(2.8) and (2.14) we conclude for sufﬁciently small E2 and some b040 that
d
dt
LðtÞp b0EðtÞ:
Moreover, there are positive constants b1; b2 such that for tX0
b1EðtÞpLðtÞpb2EðtÞ
whence
d
dt
LðtÞp aLðtÞ
for a :¼ b0=b2; and hence our conclusion follows. &
3. Parameter optimality
Condition (1.5) assume out to be sufﬁcient to prove the exponential stability in the
previous section. Now we shall demonstrate that it is also a necessary condition in
general. Since the convolution term, the memory type damping, in general does not
generate a semigroup, but rather an evolution system, it is the ﬁrst task for this new
problem to get an appropriate semigroup approximation. Having obtained this, we
shall ﬁnd a compactly perturbed semigroup—not speaking of generators—for which
the spectrum can be described explicitly and for which known methods and results
for the essential spectrum apply.
3.1. Approximation of the problem
Let us denote the energy deﬁned in (2.1) by
EðtÞ ¼: Egðj;cÞ ¼: EgðtÞ: ð3:1Þ
Let g be an exponential type kernel and let k140 such that
gðtÞpgð0Þek1t:
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Let kAð0; k1
2
Þ and let j be the bijection:
j :
½0;NÞ/ð0; 1;
t- : jðtÞ :¼ x ¼ ekt:


With the kernel g; we associate the function f deﬁned on ½0; 1 by
f ðxÞ :¼ g3j
1ðxÞ
kx
; xAð0; 1; f ð0Þ :¼ 0:
Now we can approximate the function f by its Bernstein polynomials (see [5])
deﬁned by
Bnð f ; xÞ :¼
Xn¼n
n¼0
Cnn f
n
n
 
xnð1 xÞnn;
where Cnn :¼
n
n
 
:
Lemma 3.1. Assume that g satisfies (1.7) and let
gnðtÞ :¼ kektBn g3j
1
kId
; ekt
 
:
Then we have
8E40; (NEAN nXNE ) jjg  gnjjW 1;1ðð0;NÞÞpE:
Moreover, for all nAN; gn satisfies:
(i) gnX0;
(ii) g0np0;
(iii) limn-N
RN
0 gnðtÞ dt ¼
RN
0 gðtÞ dt:
Proof. Using assumptions (1.7) on g; one gets
f ðxÞ ¼ gð
ln x
k
Þ
kx
pgð0Þ
k
x
k1
k
1; f 0ðxÞpgð0Þðk0  kÞ
k2
x
k1
k
2:
Then, if kAð0; k1
2
Þ one deduces that fAC1ð½0; 1Þ and f 0ð0Þ ¼ 0: So, for all positive E
there exists N 0E in N such that
nXN 0E ) jj f  Bnð f ÞjjC1ð½0;1ÞpE
(see [5, Theorem 2.1, p. 306]), hence
nXN 0E ) jj f  Bnð f ÞjjW 1;1ðð0;1ÞÞpE:
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Since Z þN
0
jgðtÞ  gnðtÞj dt ¼
Z 1
0
j f ðxÞ  Bnð f ; xÞj dx;
hence
nXN 0E ) jjg  gnjjL1ð0;1ÞpE:
Moreover,Z N
0
jg0  g0njðtÞ ¼ k
Z 1
0
jð f ðxÞ þ xf 0ðxÞÞ  ðBnð f ; xÞ þ xB0nð f ; xÞÞjpkE
and the ﬁrst claim of the lemma follows.
The second part of the claim is a consequence of the deﬁnition of f and properties
(1.7) of g: More precisely, one has, using assumptions on g;
f 0ðxÞXðk1  kÞ
k2x2
g
ln x
k
 
40; x40;
since kAð0; k1
2
Þ: Now, using the following simple properties of the Bernstein
polynomials of f ; Bnð f ; xÞ [5], one has also that for all nAN and xA½0; 1:
Bnð f ; xÞX0; B0nð f ; xÞX0:
Returning to gn; one gets:
g0nðtÞ ¼ k2ektðBnð f ; ektÞ þ ektB0nð f ; ektÞÞ
which gives assertion (ii) of the lemma. To complete the proof, notice that, if we set
yn;nðsÞ :¼ kCnneðnþ1Þksð1 eksÞnn
one has
Z þN
0
gnðsÞ ds ¼ 1
n þ 1
Xn
n¼1
f
n
n
 
-
Z 1
0
f ðxÞ dx ¼
Z þN
0
gðsÞ ds: &
Let us denote by ðj; %cÞ the solution of the initial boundary value problem (1.1)–
(1.4) with the same initial data but with g replaced by some approximation gn
corresponding to some ﬁxed E40:
Lemma 3.2. Assume that g satisfies (1.7) and that there exists a positive function
dAL1ðð0;NÞÞ such that limt-N dðtÞ ¼ 0 and for all data and all tX0
Egðj;cÞðtÞpd2ðtÞEgðj;cÞð0Þ: ð3:2Þ
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Then, with the previous notations, there exists C40; such that for all E40 sufficiently
small and all tX0
(i) Egnðj j;c %cÞðtÞpCEEgnð0Þ:
(ii) jEgðj;cÞðtÞ  Egnðj; %cÞðtÞjpCE1=2Egnð0Þ:
Proof. Let us denote by z :¼ j j and by w :¼ c %c: Then z and w satisfy
r1ztt  kðzx þ wÞx ¼ 0;
r2wtt  bwxx þ gn  wxx þ kðzx þ wÞ ¼ ðgn  gÞ  cxx;
zð0; tÞ ¼ zðL; tÞ ¼ wð0; tÞ ¼ wðL; tÞ ¼ 0;
zð0Þ ¼ 0; wð0Þ ¼ 0:
Then we get
d
dt
Egnðz; wÞðtÞ ¼ 
1
2
gnðtÞ
Z L
0
w2x dx þ
1
2
Z L
0
g0n&wx dx
þ
Z L
0
ððgn  gÞ  cxxÞwt dx:
Integration with respect to time yields
Egnðz; wÞðtÞp
Z t
0
Z L
0
ððgn  gÞ  cxxÞwt dx ds ¼: IðtÞ: ð3:3Þ
Integration by parts in time leads to
IðtÞ ¼
Z L
0
ððgn  gÞ  cxxÞðtÞwðtÞ dx 
Z t
0
Z L
0
ðgn  gÞð0Þcxxw dx ds

Z t
0
Z L
0
ððg0n  g0Þ  cxxÞw dx ds:
Integration by parts in space yields
IðtÞp ðjgn  gj  jjcxjjÞjjwxjj þ
Z t
0
Z L
0
ðgn  gÞð0Þcx:wx dx ds
þ
Z t
0
ðjg0n  g0j  jjcxjjÞjjwxjj ds ð3:4Þ
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where is introduced the notation
jj f jj2ðtÞ :¼
Z L
0
j f ðt; xÞj2 dx:
On the other hand, there exists a constant C40; independent of n; such that
jjwxjj2ðtÞpCEgnðz; wÞðtÞ; jjcxjj2ðtÞpCEgðj;cÞðtÞ: ð3:5Þ
Note also that, since g  gnAW 1;1ð0;NÞ; for all t40:
jðg  gnÞðtÞjpjjg0  g0njjL1ð0;NÞoE:
Thus
jjg  gnjjLNð0;NÞoE ð3:6Þ
Therefore, using the general decay of the energy (see (2.2)), the properties of gn; (3.5)
and (3.2), we arrive at (denoting by C various positive constants independent of t
and E all along this proof):
ðjgn  gj  jjcxjjðtÞÞjjwxjjðtÞpCEðEgðj;cÞð0Þ þ Egnðz; wÞðtÞÞ: ð3:7Þ
Using (3.2) and assumption on d; we also getZ t
0
Z L
0
ðgn  gÞð0Þcxwx dx dsp E
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egðj;cÞð0Þ
q Z t
0
dðsÞ:
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðz; wÞðsÞ
q
ds
p E
2
jjdjjL1ð0;NÞEgðj;cÞð0Þ þ
Z t
0
dðsÞEgnðz; wÞðsÞ ds
 
pCE Egðj;cÞð0Þ þ
Z t
0
dðsÞEgnðz; wÞðsÞ ds
 
: ð3:8Þ
Therefore, returning to the estimation of the right-hand member of inequality (3.4),
using the previous estimate and (3.2), we also get
Z t
0
ðjg0n  g0j  jjcxjjÞjjwxjj dsp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egðj;cÞð0Þ
q Z t
0
jg0n  g0j  dðsÞ ds
 1=2

Z t
0
jg0n  g0j  dðsÞEgnðz; wÞðsÞ ds
 1=2
for all tX0: But now, we have by assumption on d:Z t
0
Z s
0
jg0n  g0jðs  tÞ dðtÞ dt dspjjg0n  g0jjL1ðRþÞjjdjjL1ðRþÞpCE: ð3:9Þ
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Thus, setting
kðsÞ :¼
Z s
0
jg0n  g0jðs  tÞ dðtÞ dt; sX0;
we then haveZ t
0
ðjg0n  g0j  jjcxjjÞjjwxjj dspC EEgðj;cÞð0Þ þ
Z t
0
kðsÞEgnðz; wÞðsÞ ds
 
: ð3:10Þ
Using (3.4), (3.7), (3.8) and (3.10), inequality (3.3) becomes
Egnðz; wÞðtÞpCEEgðj;cÞð0Þ þ CEEgnðz; wÞðtÞ þ C
Z t
0
ðdðsÞ þ kðsÞÞEgnðz; wÞðsÞ ds
and, for E40 sufﬁciently small,
Egnðz; wÞðtÞp
CE
1 CE Egðj;cÞð0Þ þ
C
1 CE
Z t
0
ðdðsÞ þ kðsÞÞEgnðz; wÞðsÞ ds:
Applying Gronwall’s inequality to Egnðz; wÞðtÞ yields
Egnðz; wÞðtÞp
CE
1 CE Egðj;cÞð0Þ exp
C
1 CE
Z t
0
ðdðsÞ þ kðsÞÞ ds
 
:
From (3.9), it follows that
R t
0
ðdðsÞ þ kðsÞÞ dspCðEþ 1Þ uniformly in t and then we
conclude that
Egnðz; wÞðtÞp
CE
1 CE Egðj;cÞð0Þ exp
CðEþ 1Þ
1 CE
 
pCEEgðj;cÞð0Þ ¼ CEEgnð0Þ
which is claim (i) of the lemma (notice that Egð0Þ does not depend on g: Egð0Þ ¼
Egnð0Þ ¼ Eð0Þ for the same initial data).
Let us prove claim (ii) of our lemma. Using the deﬁnition, the general decay of the
energy, we get
jEgðj;cÞ  Egnðj;cÞj ¼
1
2
Z L
0
Z t
0
ðgn  gÞðsÞ ds jcxj2 þ ðg  gnÞ&cx
 
dx


pC
Z t
0
jgn  gjðsÞ ds Egðj;cÞðtÞ þ jgn  gj  Egðj;cÞðtÞ
 
pC
Z t
0
jgn  gjðsÞdðsÞ ds þ jgn  gj  dðtÞ
 
Egðj;cÞð0Þ
pCEEgðj;cÞð0Þ:
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So, from this last inequality and claim (i), we get
jEgðj;cÞðtÞ  Egnðj; %cÞðtÞjp jEgðj;cÞ  Egnðj;cÞj þ jEgnðj;cÞðtÞ  Egnðj; %cÞðtÞj
pCEEgð0Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj;cÞðtÞ
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj; %cÞðtÞ
q


ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj;cÞðtÞ
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj; %cÞðtÞ
q

pCEEgð0Þ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj j;c %cÞðtÞ
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj;cÞð0Þ
q
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Egnðj; %cÞð0Þ
q 
pCE1=2Egð0Þ
which is exactly claim (ii). &
3.2. Nonuniform decay for the approximated problem
In this section we will prove that, whenever the wave speeds are different, i.e. when
k
r1
a
b
r2
then the associated energy does not decay uniformly.
Recall that
yn;nðtÞ ¼ kCnneðnþ1Þktð1 ektÞnn:
Thus
gn  %cxx ¼
Xn¼n
n¼1
f
n
n
 
yn;n  %cxx;
and if we denote by
yn;nð:; tÞ :¼
Z t
0
yn;nðt  tÞ %cxð:; tÞ dt;
we obtain
gn  %cxx ¼
Xn¼n
n¼1
f
n
n
 
ðyn;nÞx:
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Let us deﬁne the vector-valued function in Rn
Yn :¼
yn;1
^
yn;n
0
B@
1
CA:
One has
Y 0n ¼ AnYn þ Dn %cx;
Ynð; 0Þ ¼ 0;
)
where
Dn ¼ð0;y; 0; kÞ0; An ¼ ðaijÞ1pi;jpn;
aij ¼
kði þ 1Þ if j ¼ i;
kði þ 1Þ if j ¼ i þ 1;
0 if not:
8><
>:
Lemma 3.3. An is the generator of a C
0 semigroup in H :¼ L2ðð0; LÞÞn: Moreover this
semigroup satisfies the following uniform estimate:
8tX0: jjetAn jjpek2 t:
Proof. Observing that for the scalar product in Rn: AnY :Y we have
AnY :Y ¼  k
Xn1
i¼1
ði þ 1Þ
2
ðyi  yiþ1Þ2  k
2
Xn
i¼1
y2i 
k
2
y21 
kðn þ 1Þ
2
y2n
p  k
2
jY j2
the assertion follows. &
The initial–boundary value problem for ðj; %cÞ is then equivalent to the following
one:
r1jtt  kðjx þ %cÞx ¼ 0;
r2 %ctt  b %cxx þ kðjx þ %cÞ þ BnYx ¼ 0;
Y 0nðtÞ ¼ AnYðtÞ þ Dn %cx;
jð0; tÞ ¼ jðL; tÞ ¼ %cð0; tÞ ¼ %cðL; tÞ ¼ 0;
Ynð0Þ ¼ 0;
9>>>>=
>>>;
ð3:11Þ
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where
Bn :¼ f 1
n
 
;y; f
n
n
  
:
To system (3.11), we associate the energy:
Enðj; %c; YÞðtÞ :¼ 1
2
Z L
0
fr1j2t þ r2 %c2t þ b %c2x þ kðjx þ %cÞ2 þ jYnj2g dxðtÞ: ð3:12Þ
In the energy space H ¼ ðH10  L2Þ2  ðL2Þn; it is not difﬁcult to associate a
semigroup to system (3.11).
Now, the new variables:
Z 
z1
:
:
:
z5
0
BBBBBB@
1
CCCCCCA :¼
ﬃﬃﬃﬃﬃ
r1
p
jt 
ﬃﬃﬃ
k
p ðjx þ %cÞﬃﬃﬃﬃﬃ
r2
p %ct 
ﬃﬃﬃ
b
p
%cx þ 1ﬃﬃﬃ
b
p BnYnﬃﬃﬃﬃﬃ
r1
p
jt þ
ﬃﬃﬃ
k
p ðjx þ %cÞﬃﬃﬃﬃﬃ
r2
p %ct þ
ﬃﬃﬃ
b
p
%cx  1ﬃﬃﬃ
b
p BnYn
Yn
0
BBBBBBBBBB@
1
CCCCCCCCCCA
ð3:13Þ
satisfy the system
Zt ¼ LZx þ MZ ð3:14Þ
with the boundary conditions
ðzi þ ziþ2Þð0; tÞ ¼ ðzi þ ziþ2ÞðL; tÞ ¼ 0; i ¼ 1; 2: ð3:15Þ
in the space G ¼ ðL2Þ4  ðL2Þn: Here
L :¼ diag 
ﬃﬃﬃﬃﬃ
k
r1
s
;
ﬃﬃﬃﬃﬃ
b
r2
s
;
ﬃﬃﬃﬃﬃ
k
r1
s
;
ﬃﬃﬃﬃﬃ
b
r2
s
; 0n
 !
;
0n :¼ ð0;y; 0ÞARn
and
M :¼ M4 M4n
Nn4 An þ 1b DnBn
 !
;
ARTICLE IN PRESS
F. Ammar-Khodja et al. / J. Differential Equations 194 (2003) 82–115 101
where
M4 :¼
0 1
2
ﬃﬃﬃ
k
r2
q
0 1
2
ﬃﬃﬃ
k
r2
q
1
2
ﬃﬃﬃ
k
r2
q

Pn¼n
n¼1 f ð
n
n
Þ
2b
1
2
ﬃﬃﬃ
k
r2
q Pn¼n
n¼1 f ð
n
n
Þ
2b
0 1
2
ﬃﬃﬃ
k
r2
q
0 1
2
ﬃﬃﬃ
k
r2
q
1
2
ﬃﬃﬃ
k
r2
q Pn¼n
n¼1 f ð
n
n
Þ
2b
1
2
ﬃﬃﬃ
k
r2
q

Pn¼n
n¼1 f ð
n
n
Þ
2b
0
BBBBBBBBB@
1
CCCCCCCCCA
:
The matrices M4n and Nn4 will not play any role in the sequel but we give their
expressions for completeness:
M4n :¼
0
1
b3=2
ðBnDnBn þ bBnAnÞ
0
 1
b3=2
ðBnDnBn þ bBnAnÞ
0
BBB@
1
CCCA; Nn4 :¼ 0  Dn2b1=2 0 Dn2b1=2
 
:
Note here that (3.13) can be written as
Z ¼ P1n
ﬃﬃﬃﬃﬃ
r1
p
jtﬃﬃﬃ
k
p ðjx þ %cÞﬃﬃﬃﬃﬃ
r2
p %ctﬃﬃﬃ
b
p
%cx
Yn
0
BBBBBB@
1
CCCCCCA
with
P1n ¼
1 1 0 0 0
0 0 1 1 1ﬃﬃ
b
p Bn
1 1 0 0 0
0 0 1 1  1ﬃﬃ
b
p Bn
0 0 0 0 In
0
BBBBBB@
1
CCCCCCA;
Pn ¼
1=2 0 1=2 0 0
1=2 0 1=2 0 0
0 1=2 0 1=2 0
0 1=2 0 1=2 1ﬃﬃ
b
p Bn
0 0 0 0 In
0
BBBBBB@
1
CCCCCCA: ð3:16Þ
If we forget for a moment the condition Ynðx; 0Þ ¼ 0 and replace it by any initial
data, we may associate to (3.11) a C0-semigroup e
ðL@xþMÞt: A result of Neves et al.
[17] (actually, an extension of their result to the case where there are null and
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multiple eigenvalues in the diagonal matrix L; see [1,2]) asserts that, since kr1a
b
r2
; if
we consider the semigroup eðL@xþM0Þt associated with the following system:
Zt ¼ LZx þ M0Z;
ðzi þ ziþ2Þð0; tÞ ¼ ðzi þ ziþ2ÞðL; tÞ ¼ 0; i ¼ 1; 2;
M0 :¼ diag 0;
Pn¼n
n¼1 f ðnnÞ
2b
; 0;
Pn¼n
n¼1 f ðnnÞ
2b
; An þ 1
b
DnBn
 
ð3:17Þ
with the same boundary conditions, then eðL@xþMÞt  eðL@xþM0Þt is a compact
operator. Now, for this last system, the eigenvalues can be easily computed by
solving the diagonal differential system:
lZ ¼LZx þ M0Z;
ðzi þ ziþ2Þð0Þ ¼ ðzi þ ziþ2ÞðLÞ ¼ 0; i ¼ 1; 2:
Indeed we get
sðL@x þ M0Þ ¼ s An þ 1
b
DnBn
 
, m
ﬃﬃﬃﬃﬃ
k
r1
s
p
L
i; mAZ
( )
, 
Pn¼n
n¼1 f ðnnÞ
2b
þ m
ﬃﬃﬃﬃﬃ
b
r2
s
p
L
i; mAZ
( )
: ð3:18Þ
Now we compare the energy Egnðj; %cÞðtÞ and the norm of the solution ZðtÞ :¼
eðL@xþMÞtZ0 associated to the corresponding initial data.
Lemma 3.4. There exists a constant C such that for all nAN and all
ððj0;j1Þ; ðc0;c1ÞA½H10 ðð0; LÞÞ  L2ðð0; LÞÞ2 one has
jjZðtÞjj2 ¼ jjeðL@xþMÞtZ0jj2pC Egnðj; %cÞðtÞ þ
Z t
0
e
kðttÞ
2 Egnðj; %cÞðtÞ dt
 
;
where
Z0 :¼ P1n
ﬃﬃﬃﬃﬃ
r1
p
j1ﬃﬃﬃ
k
p ðj0x þ c0Þﬃﬃﬃﬃﬃ
r2
p
c1ﬃﬃﬃ
b
p
c0x
0
0
BBBBBB@
1
CCCCCCA:
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Proof. Notice that with the particular choice of the initial data, Z0 is independent of
n: Now, computing ZðtÞ by using the matrix P1n ; one gets
jjZðtÞjj2pCEgnðj; %cÞðtÞ þ
1
2b
jjBnYnðtÞjj2 þ jjYnðtÞjj2:
Let’s compute jjBnYnðtÞjj2 using the fact that Ynð0Þ ¼ 0:
jjBnYnðtÞjj2 ¼
Z L
0
Z t
0
Xn
i¼1
f
n
n
 
yn;nðt  sÞ %cxðsÞ ds
 !2
dx
p
Z L
0
Z t
0
Xn
i¼1
f
n
n
 
yn;nðsÞ ds
Z t
0
Xn
i¼1
f
n
n
 
yn;nðt  sÞ %c2xðsÞ ds dx
( )
p
Z t
0
gnðsÞ ds
 
:
Z L
0
Z t
0
gnðt  sÞ %c2xðsÞ ds dx

 
p 2b
Z L
0
Z t
0
gnðt  sÞð %cxðsÞ  %cxðtÞÞ2 ds þ 2
Z t
0
gnðsÞ ds
 2
jj %cxðtÞjj2
pCEgnðj; %cÞ:
Recall that
lim
n-þN
Z þN
0
gnðsÞ ds ¼
Z þN
0
gðtÞ dt ¼ lob:
It remains to estimate the norm of Yn:
jjYnðtÞjj2 :¼
Z t
0
eðtsÞAn Dn %cxðsÞ ds



2:
But, using the deﬁnition of Dn; we getZ t
0
eðtsÞAn Dn %cxðsÞ ds



p
Z t
0
jjeðtsÞAn jj jj %cxðsÞjj ds
and using Lemma 3.3, one gets
jjYnðtÞjj2p
Z t
0
e
kðtsÞ
2 jj %cxðsÞjj2 ds:
But, for all sAð0;NÞ one has
jj %cxðsÞjj2p 1ðb  R s0 gnðtÞ dtÞ Egnðj; %cÞðsÞ:
ARTICLE IN PRESS
F. Ammar-Khodja et al. / J. Differential Equations 194 (2003) 82–115104
Consequently, we get
jjYnðtÞjj2p 1
b  l
Z t
0
e
kðtsÞ
2 Egnðj; %cÞðsÞ ds:
Then, collecting the previous estimates, we obtain
jjZðtÞjj2pCEgnðj; %cÞðtÞ þ C
Z t
0
e
kðtsÞ
2 Egnðj; %cÞðsÞ ds
which is the claim of the lemma. &
We are now ready to state and prove the main result of this section:
Theorem 3.5. Assume that g satisfies (1.7). Assume moreover that
r1
r2
a
k
b
:
Then the energy Egðj;cÞ does not decay uniformly in the initial data as time tends to
infinity, i.e., there does not exist dAL1ðð0;NÞÞ-L2locð½0;NÞÞ such that for all tX0:
limt-N dðtÞ ¼ 0 and
EgðtÞpd2ðtÞEgð0Þ:
Proof. Assume to the contrary that there exists L1ðð0;NÞÞ-L2locð½0;NÞÞ such that
for all tX0 limt-N dðtÞ ¼ 0 and
EgðtÞpd2ðtÞEgð0Þ: ð3:19Þ
Using (ii) in Lemma 3.2, we get, gn being the E-approximate function of g;
Egnðj; %cÞðtÞpEgðj;cÞðtÞ þ CE1=2Egðj;cÞð0Þ
p ðd2ðtÞ þ CE1=2ÞEgðj;cÞð0Þ: ð3:20Þ
From Lemma 3.4, it follows for Ynðt; xÞ ¼
R t
0 e
AðtsÞDn %cx ds
jjZðtÞjj2pCEgnðj; %cÞðtÞ þ C
Z t
0
e
kðtsÞ
2 Egnðj; %cÞðsÞ ds
pC d2ðtÞ þ CE1=2 þ
Z t
0
ðd2ðsÞ þ CE1=2Þe
kðtsÞ
2 ds
 
Egðj;cÞð0Þ: ð3:21Þ
Now, let us choose as initial data the particular sequence ðZm0 ÞmAZ of the
eigenfunctions of the operator L@x þ M0; associated with the eigenvalues im
ﬃﬃﬃ
k
r1
q
p
L
;
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mAZ (see (3.18)), which are given by
Zm0 ¼
1ﬃﬃﬃﬃﬃﬃ
2L
p ðeim pL x; 0;eim pL x; 0; 0Þ; 8mAZ:
Clearly, we have
jjZm0 jj2 ¼ 1; 8mAZ; Zm0 ,
weakly
0 in ðL2Þ4  ðL2Þn: ð3:22Þ
Now, using (3.21) and Lemma 3.2 yields
jjeðL@xþM0ÞtZm0 jj2p 2jjðeðL@xþM0Þt  eðL@xþMÞtÞZm0 jj2 þ 2jjeðL@xþMÞtZm0 jj2
p 2jjðeðL@xþM0Þt  eðL@xþMÞtÞZm0 jj2
þ 2C d2ðtÞ þ CE1=2 þ
Z t
0
ðd2ðsÞ þ CE1=2Þe
kðtsÞ
2 ds
 
 Egðj;cÞð0Þ: ð3:23Þ
But Z t
0
ðd2ðsÞ þ CE1=2Þe
kðtsÞ
2 ds ¼ C
2k
E1=2 þ
Z t
0
d2ðsÞe
kðtsÞ
2 ds:
Hence
jjeðL@xþM0ÞtZm0 jj2p 2jjðeðL@xþM0Þt  eðL@xþMÞtÞZm0 jj2
þ C d2ðtÞ þ CE1=2 þ
Z t
0
d2ðsÞe
kðtsÞ
2 ds
 
Egðj;cÞð0Þ:
On the other hand, since Zm0 is an eigenfunction of the operator L@x þ M0 associated
to the eigenvalue im
ﬃﬃﬃ
k
r1
q
p
L
;
jjeðL@xþM0ÞtZm0 jj ¼ jje
im
ﬃﬃﬃ
k
r1
q
p
L
t
Zm0 jj ¼ 1 8mAZ; 8tX0:
Now, we arrive at a contradiction, choosing E sufﬁciently small and observing
1. jjðeðL@xþM0Þt  eðL@xþMÞtÞZm0 jj as jmj-N; since eðL@xþM0Þt  eðL@xþMÞt is a compact
operator and (3.22) holds,
2. dðtÞ-0 as t-N;
3.
R t
0
d2ðsÞe
kðtsÞ
2 ds-0 as t-N: &
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4. Polynomial decay
Here we shall show the polynomial decay of the solution when the kernel g decays
polynomially. More precisely, we use assumption (1.7) to prove the polynomial rate
of decay of the ﬁrst-order energy. The method used is essentially the same as in
Section 2, but there exist some major points in some estimates which demand a
different procedure. Therefore the proof has to be adapted to the case of
polynomially decaying kernels, and we have to discuss the points that need a
different argument. We follow the approach in [16] and shall prove the following
theorem.
Theorem 4.1. Let us suppose that the initial data satisfy
j0;c0AH
1
0 ðð0; LÞÞ; j1;c1AL2ðð0; LÞÞ;
and that the coefficients of system (1.1), (1.2) satisfy (1.5). Moreover assume that the
kernel g is of polynomial type satisfying (1.7) with p42: Then the energy EðtÞ decays
polynomially as time tends to infinity, that is, there exists a positive constant C; being
independent of the initial data, such that for tX0:
EðtÞp Cð1þ tÞp Eð0Þ:
For the proof we need the following versions of three lemmas from [16] (based on
[12]) which we state for the sake of completeness with the short proofs.
Lemma 4.2. Let m and h be integrable functions, and let 0pro1 and q40: Then, for
tX0:
Z t
0
jmðt  tÞ hðtÞj dtp
Z t
0
jmðt  tÞj1þ
1r
q jhðtÞj dt
  q
qþ1 Z t
0
jmðt  tÞjrjhðtÞj dt
  1
qþ1
:
Proof. Deﬁne
vðtÞ :¼ jmðt  tÞj1
r
qþ1jhðtÞj
q
qþ1; wðtÞ :¼ jmðt  tÞj
r
qþ1jhðtÞj
1
qþ1:
An application of Ho¨lder’s inequality with exponents
d ¼ q
q þ 1 for v; d
 ¼ q þ 1 for w
gives the assertion of Lemma 4.2. &
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Lemma 4.3. Let p41; 0pro1; tX0 and zALNðð0; TÞ; H1ðð0; LÞÞÞ for any T40:
Then we have for r40:
Z L
0
g&zx dxp2
Z t
0
jgðtÞjr dtjjzjj2LNðð0;tÞ;H1ðð0;LÞÞÞ
  1
1þð1rÞp Z L
0
jgj1þ
1
p&zx dx
  ð1rÞp
1þð1rÞp
;
and for r ¼ 0:
Z L
0
g&zx dxp2
Z t
0
jjzxðt; Þjj2 dtþ tjjzxðt; Þjj2
  1
pþ1 Z L
0
jgj1þ
1
p&zx dx
  p
pþ1
:
Proof. Apply Lemma 4.2 with mðtÞ :¼ jgðtÞj; hðtÞ :¼ R L0 jzxðtÞ  zxðtÞj2 dx and q :¼
ð1 rÞp; for ﬁxed t: This proves Lemma 4.3. &
Lemma 4.4. Let fX0 be differentiable, let a40 and let f satisfy
f 0ðtÞp %c1
f ð0Þ1=a
f ðtÞ1þ1a þ %c2
ð1þ tÞb
f ð0Þ
for tX0; positive constants %c1; %c2 and
bXaþ 1:
Then there exists a constant %c340 such that for tX0:
f ðtÞp %c3ð1þ tÞa f ð0Þ:
Proof. Let tX0 and
FðtÞ :¼ f ðtÞ þ 2%c2
a
ð1þ tÞaf ð0Þ:
Using bXaþ 1 we get
F 0p c
f ð0Þ1=a
ð f 1þ1a þ ð1þ tÞðaþ1Þf ð0Þ1þ1aÞp c
Fð0Þ1=a
F 1þ
1
a:
Integration yields
FðtÞp Fð0Þð1þ ctÞap
c
ð1þ tÞa f ð0Þ
from where our conclusion follows. &
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Proof of Theorem 4.1. Lemma 4.3 yields
Z L
0
g&cx dxpcEð0Þ
1
1þð1rÞp
Z L
0
g
1þ1
p&cx dx
  ð1rÞp
1þð1rÞp
; ð4:1Þ
for 0oro1 with rp41: From the proof of Lemma 2.2 we get
d
dt
IðtÞ ¼  r2gð0Þ
Z L
0
jctj2 dx  r2
Z L
0
g0ctc dx
þ r2
Z L
0
ctðg00}cÞ dx  k
Z L
0
jxðgc g0}cÞ dx
þ b
2
Z L
0
gjcxj2 dx 
b
2
Z L
0
g0&cx dx þ
k
2
Z L
0
gjcj2 dx  k
2
Z L
0
g0&c dx:
Hypothesis (1.7) implies that
jg0ðtÞjpcg1þ
1
pðtÞ; jg00ðtÞjpcg1þ
1
pðtÞ:
Therefore we have that
r2
Z L
0
ctðg00}cÞ dxpc
Z L
0
g
1þ1
p&c dx
 1=2 Z L
0
jctj2 dx
 1=2
:
Similarly
k
Z L
0
jxðg0}cÞ dxpc
Z L
0
g
1þ1
p&c dx
 1=2 Z L
0
jjxj2 dx
 1=2
:
Using these relations and Poincare´’s inequality we have
d
dt
IðtÞp  1
2
r2gð0Þ
Z L
0
jctj2 dx þ ceðjg0j þ jgjÞ
Z L
0
jcxj2 dx þ e
Z L
0
jjxj2 dx
þ ce
Z L
0
g
1þ1
p&cx dx:
On the other hand, from the proof of Lemma 2.3 we have that
d
dt
J1ðtÞ ¼ r2
Z L
0
jctj2 dx  b 
Z t
0
g dt
 Z L
0
jcxj2 dx  k
Z L
0
jcj2 dx
þ k
Z L
0
jwxj2 dx þ r1
Z L
0
jtwt dx 
Z L
0
ðg}cxÞcx dx: ð4:2Þ
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Since
g}cxðx; tÞp
Z t
0
g
11
p ds
 1=2
g
1þ1
p&cx

 1=2
which implies Z L
0
ðg}cxÞcx dx

pCd
Z L
0
g
1þ1
p&cx dx þ d
Z L
0
jcxj2 dx
identity (4.2) can be rewritten as
d
dt
J1ðtÞpCE1
Z L
0
jctj2 dx 
l
2
Z L
0
jcxj2 dx
þ CE1
Z L
0
g
1þ1
p&cx dx þ E1
Z L
0
jjtj2 dx: ð4:3Þ
As in Section 2 we consider
E1ðtÞ ¼ N1EðtÞ  N2IðtÞ þ N3J1ðtÞ:
Let
NpðtÞ :¼
Z L
0
jctj2 þ b 
Z t
0
g ds
 
jcxj2 þ g1þ
1
p&cx dx

 
:
From the inequalities above we conclude that
d
dt
E1ðtÞp N
E2
2
2
NpðtÞ  N
E2
1
2
Z L
0
gjcxj2 dx þ E2
Z L
0
ðjjtj2 þ jjxj2Þ dx: ð4:4Þ
Using the same reasoning as above we can show that Lemmas 2.4 and 2.5 imply
d
dt
KðtÞp ½ðbcx  g  cxÞjxx¼Lx¼0  k
Z L
0
jjx þ cj2 dx
þ E
Z L
0
jjtj2 dx þ CE
Z L
0
g
1þ1
p&cx þ gjcxj2 dx þ r2
Z L
0
jctj2 dx;
d
dt
Z L
0
r2ctqðbcx  g  cxÞ dxp  gfjbcxðL; tÞ  ðg  cxÞðL; tÞj2
þ jbcxð0; tÞ  ðg  cxÞð0; tÞj2g þ *E
Z L
0
jjxj2 dx þ C*E
þ CE
Z L
0
jctj2 þ b 
Z t
0
g ds
 
jcxj2
þ g1þ
1
p&cx dx dx;
d
dt
Z L
0
r1jtqjx dxp  kgfjjxðL; tÞj2 þ jjxð0; tÞj2g
þ C1
Z L
0
jjtj2 þ jjxj2 þ jcxj2 dx:
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Denoting by LðtÞ again the functional
LðtÞ ¼ KðtÞ þ N3
Z L
0
r2ctqðbcx  g  cxÞ dx þ d
Z L
0
r1jtqjx dx;
we get
d
dt
LðtÞp k
2
Z L
0
jjx þ cj2 dx þ C2t
Z L
0
jjtj2 dx þþCtNpðtÞ: ð4:5Þ
Finally, the functional J2 deﬁned in Section 2 satisﬁes
d
dt
J2ðtÞp r1
Z L
0
jjtj2 dx  r2
Z L
0
jctj2 dx þ k
Z L
0
jjx þ cj2 dx þ CtNpðtÞ: ð4:6Þ
From inequalities (4.5) and (4.6) we get
d
dt
LðtÞ  2C2t
r1
J2ðtÞ

 
p k
4
Z L
0
jjx þ cj2 dx  C2t
Z L
0
jjtj2 dx þ CtNpðtÞ:
Now using again the functional
LðtÞ ¼ E1ðtÞ þ LðtÞ  2C2tr1
J2ðtÞ
it is not difﬁcult to see that
d
dt
LðtÞp b0
1
2
Z L
0
r1jjtj2 þ r2jctj2 þ jcxj2 þ kjjx þ cj2 þ g1þ
1
p&cx dx

 
:
Let us denote by E0ðtÞ the functional
E0ðtÞ :¼ 1
2
Z L
0
r1jjtj2 þ r2jctj2 þ jcxj2 þ kjjx þ cj2 dx:
Since the energy is bounded, Lemma 4.3 implies
E0ðtÞXcE0ðtÞ
1þð1rÞp
ð1rÞp Eð0Þ
1
ð1rÞp;
Z L
0
g
1þ1
p&cx dxXc
Z L
0
g&cx dx

 1þð1rÞpð1rÞp
Eð0Þ
1
ð1rÞp:
Observing that L satisﬁes (cf. Section 2)
b1EðtÞpLðtÞpb3 E0ðtÞ þ
Z L
0
g
1þ1
p&cx dx

  ð1rÞp
1þð1rÞp
Eð0Þ
1
1þð1rÞp ð4:7Þ
with some b340; it follows that
d
dt
LðtÞp cLðtÞ
1þð1rÞp
ð1rÞp Lð0Þ
1
ð1rÞp
and hence, by Lemma 4.4,
LðtÞpC 1
ð1þ tÞð1rÞp
Lð0Þ:
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This implies for r40Z t
0
jjcðtÞjj2H1ðð0;LÞÞ dtpc
Z t
0
LðtÞ dtp
Z t
0
1
ð1þ tÞð1rÞp
dtLð0ÞpcLð0Þ
provided ð1 rÞp41 which together with the previous condition rp41 can be
satisﬁed since p42: Moreover, we conclude
tjjcð; tÞjj2H1ðð0;LÞÞpctLðtÞpcLð0Þ
and hence, using Lemma 4.3 now with r ¼ 0;
E0ðtÞXcE0ðtÞ
1þp
p Eð0Þ
1
p
and Z L
0
g&cx dxXc
Z L
0
g&cx dx

 1þp
p
Eð0Þ
1
p :
Repeating the same reasoning as before we now get
d
dt
LðtÞp cLðtÞ1þ
1
pLð0Þ
1
p
which implies by Lemma 4.4
LðtÞp Cð1þ tÞp Lð0Þ
from where our result follows. The proof is now complete. &
5. Decay rate optimality
Already for the system of (magneto-thermo-) elasticity with memory type
boundary conditions it was shown in [16] that a merely polynomial kernel cannot
lead to an exponential decay result for the energy in general. In a similar manner, we
are now able to prove that the decay rate for polynomial kernels cannot be of
exponential type.
We take the kernel
gðtÞ ¼ 1ð1þ tÞp
for some p41:
For the initial data we assume
c0 ¼ 0; j0;j1;c1ACN0 ðð0; LÞÞ;
Z L
0
c1 dxa0: ð5:1Þ
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Then we shall demonstrate that assumption of exponential decay,
(c40 (d40 8tX0: EðtÞpcedtEð0Þ ð5:2Þ
leads to a contradiction. With the choice of the initial conditions as in (5.1), ðv; wÞ :
¼ ðjt;ctÞ satisﬁes the same differential equations and boundary conditions as ðj;cÞ:
Hence also the energy associated to ðv; wÞ decays exponentially, which implies, using
the differential equation, that there is a constant c0 depending on the initial data such
that for all tX0: Z L
0
ðg  cxxðx; ÞÞðtÞ dx

pc0edt=2
which is equivalent to
Z t
0
1
ð1þ t  sÞp ðcxðL; sÞ  cxð0; sÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼:hðsÞ
ds

pc0edt=2: ð5:3Þ
On the other hand, since h decays exponentially by Sobolev’s imbedding theorem
and the assumption on exponential decay of the energy (applied to ðjt;ctÞ), it can be
easily seen that for any m41Z t
0
1
ð1þ t  sÞm hðsÞ ds

p cmð1þ tÞm ð5:4Þ
for some constant cm: For tX0 and bX0 let
GbðtÞ :¼
Z N
tþb
hðsÞ ds:
Then
Z t
0
1
ð1þ t  sÞp hðsÞ ds ¼
Gbð0Þ
ð1þ tÞp  GbðtÞ þ O
1
ð1þ tÞpþ1
 !
; ð5:5Þ
where we used (5.4) for m ¼ p þ 1:
Case 1: ( *bA½0;N: G *bð0Þa0: Thus, from (5.5),
lim
t-N
Z t
0
1
ð1þ t  sÞp hðsÞ ds

ð1þ tÞp ¼ G *bð0Þa0
which is a contradiction to (5.3).
Case 2: 8bA½0;N: Gbð0Þ ¼ 0: This implies
8tX0: hðtÞ ¼ 0
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which means that c satisﬁes additionally the boundary conditions
cxðL; tÞ ¼ cxð0; tÞ; tX0:
Using this we conclude after integration of both sides of the differential equation
(1.2) that
r2
d2
dt2
Z L
0
cðx; tÞ dx þ k
Z L
0
cðx; tÞ dx ¼ 0
which implies, for n :¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃk=r2p ;Z L
0
cðx; tÞ dx ¼
Z L
0
c1ðxÞ dx sinðntÞ
which is a contradiction to the assumption of exponential decay of the energy.
Remark. After the submission of our paper there appeared a paper by Fabrizio and
Polidoro [6] where, for a special class of integro-differential equations, the question
of optimality is analyzed in great generality.
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