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Abstract
In this paper, we study a class of subdifferential evolution inclusions involving history-
dependent operators. First, we improve an existence and uniqueness theorem and
prove the continuous dependence result in the weak topologies. Next, we establish
the existence of optimal solution to an optimal control problem for the evolution
inclusion. Finally, we illustrate the results by an example of an optimal control of
a dynamic frictional contact problem in mechanics, whose weak formulation is the
evolution variational inequality.
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1 Introduction
This work studies an optimal control problem for a nonlinear infinite dimensional
system, whose dynamics is monitored by an evolution inclusion of the subdifferential
type involving history-dependent operators. The evolution inclusion is studied in the
framework of an evolution triple of spaces.
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The optimal control of evolution problems has been extensively studied in the
literature; the results on existence, necessary conditions of optimality, and applications
can be found, for instance, in Lions [1], Tröltzsch [2] for differential equations, Ahmed
and Teo for distributed parameter systems [3], and Barbu [4] and Tiba [5] for variational
inequalities. The optimal control problems for the subdifferential evolution inclusions
have been examined in many works; see, e.g., [6–11] and the references therein. In all
aforementioned contributions, the subdifferential term has values in a Hilbert space
or in the pivot space of an evolution triple.
Our initial motivation to study the subdifferential evolution inclusion comes from
contact mechanics, where several models of the contact problems can be formulated as
the evolution variational inequalities with history-dependent terms. We refer to [12–
18] for the related papers, successfully exploiting the notion of the history-dependent
operator, and to a recent monograph [19] for a comprehensive study. On the other hand,
despite great importance, the optimal control for contact problems in solid mechanics
has been studied only recently and mainly for static formulations; see [20–27].
In the present paper, we turn our attention to the Cauchy problem for a class of
evolution inclusions considered in the framework of an evolution triple of spaces. The
main feature of the inclusion under consideration is that the potential function is convex
and finite, and the multivalued term is generated by the subdifferential operator, which
takes its values in the dual space. Moreover, such inclusions involve two nonlinear
operators supposed to be history dependent. Existence and uniqueness results for
such problems have been recently proved under various strong hypotheses involving
smallness conditions; see [28–33]. The novelties of our paper are the following. We
remove the smallness condition used in the earlier works. Further, for the first time,
we examine the continuous dependence of the solution to these inclusions on the
second member and initial condition and study the Bolza-type optimal control problem.
Finally, we provide an illustration of our abstract results to an optimal control problem
for a dynamic model of a viscoelastic contact with friction.
The outline of the paper is as follows. After recalling essential tools in Sects. 2
and 3, we establish the unique solvability of a history-dependent inclusion with the
Clarke subdifferential term. Sections 4 and 5 deal with a continuous dependence on
the data and an optimal control problem, respectively. Section 6 provides an example
of an optimal control problem for a dynamic frictional contact problem, whose weak
formulation leads to an evolution variational inequality equivalent to the evolution
inclusion. Finally, we note that the continuous dependence result, in the weak topolo-
gies, obtained in this paper can be used in the analysis of various optimal control
problems for variational inequalities with history-dependent operators.
2 Notation and Preliminaries
Let X be a Banach space. Throughout the paper, we denote by 〈·, ·〉X∗×X the duality
pairing between X and its dual X∗, and by ‖ · ‖X the norm in X . When no confusion
arises, we often drop the subscripts. A function ϕ : X → R ∪ {+∞} is proper, if its
effective domain dom ϕ = {x ∈ X : ϕ(x) < +∞} 
= ∅. It is sequentially lower
semicontinuous (l.s.c.), if ϕ(x) ≤ lim inf ϕ(xn) for xn → x in X . Given a convex
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function ϕ : X → R ∪ {+∞}, an element x∗ ∈ X∗ is called a subgradient of ϕ at
u ∈ X , if
〈x∗, v − u〉X∗×X ≤ ϕ(v) − ϕ(u) for all v ∈ X . (1)
The set of all elements x∗ ∈ X∗, which satisfy (1), is called the (convex) subdifferential
of ϕ at u and is denoted by ∂ϕ(u). Next, we recall the notion of the Clarke generalized
gradient for a locally Lipschitz function ψ : X → R. The generalized gradient of ψ
at u ∈ X is defined by
∂ψ(u) = {u∗ ∈ X∗ : ψ0(u; v) ≥ 〈u∗, v〉X∗×X for all v ∈ X},
where the generalized directional derivative of ψ at u ∈ X in the direction v ∈ X is
given by
ψ0(u; v) = lim sup
y→u, t↓0
ψ(y + tv) − ψ(y)
t
.
In what follows, the generalized gradient of Clarke for a locally Lipschitz function
and the subdifferential of a convex function will be denoted in the same way.
Given a set S in a normed space E , we define ‖S‖E = sup{‖x‖E : x ∈ S}. The
space of linear and bounded operators from a normed space E to a normed space F is
denoted by L(E, F). It is endowed with the standard operator norm ‖ · ‖L(E,F). For
an operator L ∈ L(E, F), we denote its adjoint by L∗ ∈ L(F∗, E∗).
An operator A : X → X∗ is said to be demicontinuous, if for all v ∈ X , the
map u → 〈Au, v〉X∗×X is continuous, i.e., A is continuous as a functional from
X to X∗ endowed with the weak topology. The Nemytskii (superposition) operator
A : L2(0, T ; X) → L2(0, T ; X∗), associated with A : ]0, T [×X → X∗, is defined
by (Av)(t) = A(t, v(t)) for v ∈ L2(0, T ; X), a.e. t ∈]0, T [. A multivalued operator
A : X ⇒ 2X∗ is called coercive, if either its domain D(A) = {u ∈ X : Au 
= ∅} is
bounded or D(A) is unbounded and
lim‖u‖X →∞, u∈D(A)
inf { 〈u∗, u〉X∗×X : u∗ ∈ Au }
‖u‖X = ∞.
Recall that the spaces (V , H , V ∗) form an evolution triple of spaces, if V is a reflex-
ive and separable Banach space, H is a separable Hilbert space, and the embedding
V ⊂ H is dense and continuous. In addition, we assume that V ⊂ H compactly. In con-
crete applications, evolution triples are generated by Sobolev spaces. Let 0 < T < ∞
and define V = L2(0, T ; V ), V∗ = L2(0, T ; V ∗), and W = {w ∈ V : w′ ∈ V∗}. It
follows from standard results, see, e.g., [34, Section 8.4], that the space W endowed
with the graph norm ‖w‖W = ‖w‖V +‖w′‖V∗ is a separable, reflexive Banach space,
and each element in W , after a modification on a set of null measure, can be identified
with a unique continuous function on [0, T ] with values in H . Further, the embedding
W ⊂ C(0, T ; H) is continuous, where C(0, T ; H) stands for the space of continuous
functions on [0, T ] with values in H . For more details, we refer to [34–36].
Finally, we recall a fixed point result (see [37, Lemma 7] or [38, Proposition 3.1]),
which is a consequence of the Banach contraction principle.
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Lemma 2.1 Let X be a Banach space and 0 < T < ∞. Consider an operator
F : L2(0, T ; X) → L2(0, T ; X) such that
‖(Fv1)(t) − (Fv2)(t)‖2X ≤ c
∫ t
0
‖v1(s) − v2(s)‖2X ds
for all v1, v2 ∈ L2(0, T ; X), a.e. t ∈]0, T [ with a constant c > 0. Then, there exists
a unique v∗ ∈ L2(0, T ; X) such that Fv∗ = v∗.
3 History-Dependent Evolution Inclusions
We begin with the study of existence and uniqueness for an abstract first-order sub-
differential evolution inclusion. Our study is a continuation of paper [32], where a
class of history-dependent variational inequalities has been investigated. The aim is
to provide an improved version of the result in [32, Theorem 5], which actually holds
with a relaxed smallness hypothesis.
We study an operator inclusion in the standard functional setting used for evolution
problems, which exploits the notion of an evolution triple of spaces (V , H , V ∗). We
use the notation V , V∗ and W , recalled in the previous section.
Given A : ]0, T [×V → V ∗, ψ : ]0, T [×V → R, f : ]0, T [→ V ∗ and w0 ∈ V ,
we consider the following Cauchy problem:
Problem 3.1 Find w ∈ W such that
w′(t) + A(t, w(t)) + ∂ψ(t, w(t))  f (t) a.e. t ∈]0, T [,
w(0) = w0.
Here, ∂ψ denotes the Clarke generalized gradient of a locally Lipschitz function
ψ(t, ·). We recall that a function w ∈ W is a solution of Problem 3.1, if there exists
w∗ ∈ V∗ such that w′(t) + A(t, w(t)) + w∗(t) = f (t) a.e. t ∈]0, T [, w∗(t) ∈
∂ψ(t, w(t)) a.e. t ∈]0, T [, and w(0) = w0.
In the study of Problem 3.1, we need the following hypotheses:
H(A) : A : ]0, T [×V → V ∗ is such that
(i) A(·, v) is measurable on ]0, T [ for all v ∈ V .
(ii) A(t, ·) is demicontinuous on V for a.e. t ∈]0, T [.
(iii) ‖A(t, v)‖V ∗ ≤ a0(t) + a1‖v‖V for all v ∈ V , a.e. t ∈]0, T [
with a0 ∈ L2(0, T ), a0 ≥ 0 and a1 ≥ 0.
(iv) A(t, ·) is strongly monotone for a.e. t ∈]0, T [, i.e., for a constant m A > 0,
〈A(t, v1) − A(t, v2), v1 − v2〉V ∗×V ≥ m A‖v1 − v2‖2V
for all v1, v2 ∈ V , a.e. t ∈]0, T [.
H(ψ) : ψ : ]0, T [×V → R is such that
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(i) ψ(·, v) is measurable on ]0, T [ for all v ∈ V .
(ii) ψ(t, ·) is locally Lipschitz on V for a.e. t ∈]0, T [.
(iii) ‖∂ψ(t, v)‖V ∗ ≤ c0(t) + c1‖v‖V for all v ∈ V , a.e. t ∈]0, T [
with c0 ∈ L2(0, T ), c0 ≥ 0, c1 ≥ 0.
(iv) ∂ψ(t, ·) is relaxed monotone for a.e. t ∈]0, T [, i.e., for a constant mψ ≥ 0,
〈z1 − z2, v1 − v2〉V ∗×V ≥ −mψ‖v1 − v2‖2V
for all zi ∈ ∂ψ(t, vi ), zi ∈ V ∗, vi ∈ V , i = 1, 2, a.e. t ∈]0, T [.
(H0) : f ∈ V∗, w0 ∈ V .
(H1) : m A > mψ .
We have the following existence and uniqueness result.
Theorem 3.1 Under hypotheses H(A), H(ψ), (H0), and (H1), Problem 3.1 has the
unique solution.
The proof of Theorem 3.1 is similar to [30, Theorem 6], and, therefore, it will
be omitted here. Note that the existence and uniqueness result of Theorem 3.1 was
proved earlier in [32] under more restrictive smallness assumptions. Theorem 3.1 is
of independent interest and can be used in the study of various evolution problems.
We apply this theorem to examine the following evolution inclusion of subdifferential
type with history-dependent operators.
Problem 3.2 Find w ∈ W such that
w′(t) + A(t, w(t)) + (R1w)(t) + N∗∂ϕ(t, (Rw)(t), Nw(t))  f (t)
a.e. t ∈]0, T [,
w(0) = w0.
Here, ∂ϕ represents the subdifferential of a convex and lower semicontinuous
function ϕ(t, y, ·), and two nonlinear operators R and R1 are assumed to be history
dependent, that is, they satisfy condition (H2) below.
We introduce the following hypotheses on the data of Problem 3.2. Let Y and U be
separable and reflexive Banach spaces.
H(ϕ) : ϕ : ]0, T [×Y × U → R is such that
(i) ϕ(·, y, u) is measurable on ]0, T [ for all y ∈ Y , u ∈ U .
(ii) ϕ(t, ·, u) is continuous on Y for all u ∈ U , a.e. t ∈]0, T [.
(iii) ϕ(t, y, ·) is convex and l.s.c. on U for all y ∈ Y , a.e. t ∈]0, T [.
(iv) ‖∂ϕ(t, y, u)‖U∗ ≤ c0ϕ(t) + c1ϕ‖y‖Y + c2ϕ‖u‖U for all y ∈ Y , u ∈ U , a.e.
t ∈]0, T [ with c0ϕ ∈ L2(0, T ), c0ϕ , c1ϕ , c2ϕ ≥ 0.
(v) ϕ(t, y1, u2) − ϕ(t, y1, u1) + ϕ(t, y2, u1) − ϕ(t, y2, u2)
≤ βϕ ‖y1 − y2‖Y ‖u1 − u2‖U for all yi ∈ Y , ui ∈ U , i = 1, 2, a.e. t ∈]0, T [
with βϕ ≥ 0.
H(N ) : N ∈ L(V ,U ).
(H2) : R : V → L2(0, T ; Y ) and R1 : V → V∗ are such that
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(i) ‖(Rv1)(t) − (Rv2)(t)‖Y ≤ cR
∫ t
0
‖v1(s) − v2(s)‖V ds for all v1, v2 ∈ V , a.e.
t ∈]0, T [ with cR > 0.
(ii) ‖(R1v1)(t)− (R1v2)(t)‖V ∗ ≤ cR1
∫ t
0
‖v1(s)− v2(s)‖V ds for all v1, v2 ∈ V , a.e.
t ∈]0, T [ with cR1 > 0.
Exploiting Theorem 3.1 and using ideas from [32, Theorem 5] and [30, Theorem 9],
we obtain the following result.
Theorem 3.2 Under hypotheses H(A), H(ϕ), H(N ), (H0), and (H2), Problem 3.2
has a unique solution.
4 Continuous Dependence Result
In this section, we provide the continuous dependence result for the evolution inclusion
in Problem 3.2. We are interested in the continuity, in the weak topologies, of the map,
which to the right-hand side and initial condition in Problem 3.2 assigns its unique
solution.
We first establish some a priori bounds for the solution.
Proposition 4.1 Under hypotheses of Theorem 3.2, if w ∈ W is a solution to Prob-
lem 3.2, then there exists a constant c > 0 such that
‖w‖C(0,T ;H) +‖w‖W ≤ c
(
1+‖w0‖V +‖ f ‖V∗ +‖R0V‖L2(0,T ;Y ) + ‖R10V‖L2(0,T ;V ∗)
)
,
where 0V denotes the zero element of V .
Proof We denote by w ∈ W a solution to Problem 3.2. This means that there exists
η ∈ L2(0, T ;U∗) such that
w′(t) + A(t, w(t)) + (R1w)(t) + N∗η(t) = f (t) a.e. t ∈]0, T [, (2)
η(t) ∈ ∂ϕ(t, (Rw)(t), Nw(t)) a.e. t ∈]0, T [, (3)
w(0) = w0. (4)
Taking the duality in (2) with w(t), we have
〈w′(t) + A(t, w(t)) + (R1w)(t), w(t)〉V ∗×V + 〈η(t), Nw(t)〉Y ∗×Y
= 〈 f (t), w(t)〉V ∗×V (5)
for a.e. t ∈]0, T [. In the bounds below, we repeatedly use Hölder’s inequality, Young’s
inequality ab ≤ ε22 a2 + 12ε2 b2 with ε > 0, and the elementary inequality (a + b)2 ≤
2 (a2 + b2) for all a, b ∈ R. Let t ∈ [0, T ] and ε > 0. From hypothesis (H2), we have
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‖(Rw)(t)‖2Y ≤ 2 c2R t
∫ t
0
‖w(s)‖2V ds + 2‖(R0V )(t)‖2Y , (6)
‖(R1w)(t)‖2V ∗ ≤ 2 c2R1 t
∫ t
0
‖w(s)‖2V ds + 2‖(R10V )(t)‖2V ∗ . (7)
By the assumption H(ϕ)(iv) and (6), we obtain
|〈∂ϕ(t, (Rw)(t), 0), Nw(t)〉Y ∗×Y | ≤
(
c0ϕ(t) + c1ϕ‖(Rw)(t)‖Y
)‖N‖‖w(t)‖V
≤ ε
2
2
‖N‖2‖w(t)‖2V +
1
ε2
(
c20ϕ(t) + c21ϕ‖(Rw)(t)‖2Y
)
≤ ε
2
2
‖N‖2‖w(t)‖2V +
c20ϕ(t)
ε2
+ 2c
2
1ϕc
2
R T
ε2
∫ t
0
‖w(s)‖2V ds +
2c21ϕ
ε2
‖(R0V )(t)‖2Y .
The latter, combined with (3) and the monotonicity of the convex subdifferential,
yields
〈η(t), Nw(t)〉Y ∗×Y = 〈∂ϕ(t, (Rw)(t), Nw(t)), Nw(t)〉Y ∗×Y
≥ 〈∂ϕ(t, (Rw)(t), 0), Nw(t)〉Y ∗×Y ≥ −ε
2
2
‖N‖2‖w(t)‖2V
−c
2
0ϕ(t)
ε2
− 2c
2
1ϕc
2
R T
ε2
∫ t
0
‖w(s)‖2V ds −
2c21ϕ
ε2
‖(R0V )(t)‖2Y . (8)
From inequality (7), we have
∫ t
0
〈(R1w)(s)), w(s)〉V ∗×V ds ≤ ε
2
2
∫ t
0
‖w(s)‖2V ds
+c
2
R1 t
ε2
∫ t
0
( ∫ s
0
‖w(τ)‖2V dτ
)
ds + 1
ε2
∫ t
0
‖(R10V )(s)‖2V ∗ ds. (9)
On the other hand, a simple calculation gives
∫ t
0
〈 f (s)), w(s)〉V ∗×V ds ≤ ε
2
2
∫ t
0
‖w(s)‖2V ds +
1
2ε2
∫ t
0
‖ f (s)‖2V ∗ ds, (10)
∫ t
0
a0(s)‖w(s)‖V ds ≤ ε
2
2
‖w‖2L2(0,t;V ) +
1
2ε2
‖a0‖2L2(0,T ). (11)
Next, we integrate (5) on ]0, t[ for all t ∈ [0, T ], use the integration by parts formula
in [36, Proposition 8.4.14], H(A)(iii) and (iv), and the inequalities (8)–(11), to deduce
1
2
‖w(t)‖2H +
(
m A − 3ε
2
2
− ε
2
2
‖N‖2
) ∫ t
0
‖w(s)‖2V ds
≤ 1
2
‖w0‖2H +
1
2ε2
‖a0‖2L2(0,T ) +
1
ε2
‖c0ϕ‖2L2(0,T )
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+ 1
ε2
(2c21ϕc
2
R T + c2R1 T )
∫ t
0
( ∫ s
0
‖w(τ)‖2V dτ
)
ds + 1
2ε2
∫ t
0
‖ f (s)‖2V ∗ ds
+2c
2
1ϕ
ε2
∫ t
0
‖(R0V )(s)‖2Y ds +
1
ε2
∫ t
0
‖(R10V )(s)‖2V ∗ ds.
Now, we choose ε > 0 such that
m A − 3ε
2
2
− ε
2
2
‖N‖2 > 0.
Hence, for some positive constants di , i = 1, . . . , 5, we have
d1
∫ t
0
‖w(s)‖2V ds ≤
1
2
‖w0‖2H + d2‖ f ‖2L2(0,t;V ∗) + d3
∫ t
0
( ∫ s
0
‖w(τ)‖2V dτ
)
ds
+ d4
∫ t
0
(
‖(R0V )(s)‖2Y + ‖(R10V )(s)‖2V ∗
)
ds + d5
for all t ∈ [0, T ]. Invoking Gronwall’s inequality, see, e.g., [31, Lemma 2.7], we
deduce the desired estimate on the term ‖w‖V . Directly from Eq. (2), we obtain the
bound on ‖w′‖V∗ and finally also on the norm of the solution in C(0, T ; H). This
proves the bound in the statement of the proposition and completes the proof. unionsq
To discuss the continuous dependence, we need stronger versions of the hypothe-
ses introduced in the previous section. In particular, the operator A is assumed to
be time independent and weakly–weakly continuous, which obviously implies the
demicontinuity in H(A)(ii).
H(A)1 : A : V → V ∗ is such that
(i) A is weakly–weakly continuous.
(ii) ‖Av‖V ∗ ≤ a0 + a1‖v‖V for all v ∈ V with a0, a1 ≥ 0.
(iii) A is strongly monotone with constant m A > 0, i.e.,
〈Av1 − Av2, v1 − v2〉V ∗×V ≥ m A‖v1 − v2‖2V for all v1, v2 ∈ V .
H(N )1 : N ∈ L(V ,U ) and its Nemytskii operator N : W ⊂ V → L2(0, T ;U ) is
compact.
(H4) : R and R1 satisfy (H2), and
(i) R : W ⊂ V → L2(0, T ; Y ) is compact.
(ii) R1 : V → V∗ is weakly–weakly continuous.
(iii) (R0V , R10V ) remains in a bounded subset of L2(0, T ; Y × V ∗).
Theorem 4.1 If hypotheses H(A)1, H(ϕ), H(N )1, (H0), and (H4) hold, { fn} ⊂ V∗,
fn → f weakly in V∗, {wn0 } ⊂ V , wn0 → w0 weakly in V , and {wn} ⊂ W , w ∈ W
are the unique solutions to Problem 3.2 corresponding to {( fn, wn0 )} and ( f , w0),
respectively, then wn → w weakly in W , as n → ∞.
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Proof The unique solvability of Problem 3.2 follows from Theorem 3.2. We prove the
continuous dependence result. Let { fn} ⊂ V∗, fn → f weakly in V∗, {wn0 } ⊂ V ,
wn0 → w0 weakly in V , and {wn} ⊂ W be the unique solution to Problem 3.2
corresponding to {( fn, wn0 )}, n ∈ N. Then, there is a sequence {ηn} ⊂ L2(0, T ;U∗)
such that
w′n(t) + Awn(t) + (R1wn)(t) + N∗ηn(t) = fn(t) a.e. t ∈]0, T [, (12)
ηn(t) ∈ ∂ϕ(t, (Rwn)(t), Nwn(t)) a.e. t ∈]0, T [, (13)
wn(0) = wn0 . (14)
Thus, by Proposition 4.1 combined with (H4)(iii), we know that the sequence {wn} is
uniformly bounded in W . From the reflexivity of W , by passing to a subsequence if
necessary, we may assume that wn → w weakly in W with w ∈ W , as n → ∞. It
remains to prove that w is the unique solution in W to Problem 3.2 corresponding to
( f , w0).
Using an argument similar to [39, Lemma 13], from the hypothesis H(A)1, we
known that
Awn → Aw weakly in V∗, as n → ∞. (15)
By the assumption (H4)(ii), it follows
R1wn → R1w weakly in V∗, as n → ∞. (16)
Further, we use H(N )1 to get Nwn → Nw in L2(0, T ;U ), which, for a next subse-
quence if necessary, entails
Nwn(t) → Nw(t) in U , for a.e. t ∈]0, T [. (17)
On the other hand, by (H4)(i), we have Rwn → Rw in L2(0, T ; Y ). Hence, again at
least for a subsequence, we may suppose that
(Rwn)(t) → (Rw)(t) in Y , for a.e. t ∈]0, T [. (18)
Claim If ϕ : (0, T ) × Y × U → R satisfies H(ϕ)(ii)–(iv), then the multivalued map
Y × U  (y, u) → ∂ϕ(t, y, u) ⊂ U∗
is upper semicontinuous from Y × U into subsets of U∗ endowed with the weak
topology, with nonempty, closed, and convex values, for a.e. t ∈]0, T [.
Indeed, since ϕ has finite values, we apply [36, Proposition 6.3.10] to see that
the map ∂ϕ(t, ·, ·), for a.e. t ∈]0, T [, has nonempty, closed, and convex values. Let
t ∈]0, T [\Z1 with m(Z1) = 0, E ⊂ U∗ be weakly closed, and let
(∂ϕ)−(E) := { (y, u) ∈ Y × U : ∂ϕ(t, y, u) ∩ E 
= ∅ }.
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Let {(yn, un)} ⊂ (∂ϕ)−(E) be such that (yn, un) → (y, u) in Y × U , as n → ∞.
We can find {ρn} ⊂ U∗ such that ρn ∈ ∂ϕ(t, yn, un) ∩ E for each n ∈ N. It follows
from H(ϕ)(iv) that the sequence {ρn} is bounded in U∗, which by the reflexivity of
U∗ implies, at least for a subsequence, that ρn → ρ weakly in U∗. Clearly, we have
ρ ∈ E , and
〈ρn, w − un〉U∗×U ≤ ϕ(t, yn, w) − ϕ(t, yn, un) for all w ∈ U .
From [34, Proposition 5.2.10], we know that ϕ(t, y, ·) is locally Lipschitz, for all
y ∈ Y . Then exploiting H(ϕ)(ii)–(iv) and [31, Lemma 3.43], we obtain that ϕ(t, ·, ·)
is continuous on Y × U . This allows one to pass to the limit
〈ρ,w − u〉U∗×U = lim sup
n→∞
〈ρn, w − un〉U∗×U
≤ lim sup
n→∞
(
ϕ(t, yn, w) − ϕ(y, yn, un)
) = ϕ(t, y, w) − ϕ(t, y, u)
for all w ∈ U . Hence ρ ∈ ∂ϕ(t, y, u) ∩ E and also (y, u) ∈ (∂ϕ)−(E). This means
that the set (∂ϕ)−(E) is closed in Y ×U , which by [34, Proposition 4.1.4] implies the
desired upper semicontinuity of ∂ϕ(t, ·, ·), for a.e. t ∈]0, T [, and proves the claim. unionsq
Next, we treat the inclusion (13). The main tool is the convergence theorem
of Aubin–Cellina [40, p. 60], in a version provided in [41, Proposition 2] or [42,
Lemma 2.6]. By H(ϕ)(iv), it follows that the sequence {ηn} is uniformly bounded in
L2(0, T ;U∗). Hence, again, by passing to a subsequence if necessary, we may assume
that
ηn → η weakly in L2(0, T ;U∗) (19)
with η ∈ L2(0, T ;U∗). Using the convergences (17)–(19) and the claim, we apply
the aforementioned convergence theorem to deduce
η(t) ∈ ∂ϕ(t, (Rw)(t), Nw(t)) a.e. t ∈]0, T [. (20)
On the other hand, it is immediate to see that
N ∗ηn → Nη weakly in V∗. (21)
Further, observe that the map
W  w → w(0) ∈ H
is linear and continuous, and hence, the convergence wn → w weakly in W entails
wn(0) → w(0) weakly in H . Passing in (14) to the weak limit in H , we immediately
get w(0) = w0. Finally, invoking convergences w′n → w′ weakly in V∗, (15), (16),
(21), and fn → f weakly in V∗, and passing to the limit in the equation w′n +Awn +
R1wn + N ∗ηn = fn in V∗, as n → ∞, we have
w′ + Aw + R1w + N ∗η = f in V∗.
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The latter, combined with (20) and w(0) = w0, implies that w ∈ W is the solution to
Problem 3.2 corresponding to ( f , w0). Since the solution is unique, we conclude that
the whole sequence {wn} converges to w weakly in W . This completes the proof of
the theorem. unionsq
5 Optimal Control Problem
In this section, we provide an application of the continuous dependence result to
study an optimal control problem for the evolution inclusion with history-dependent
operators.
Given a separable, reflexive Banach space X of controls, an element f˜ ∈ V∗, and
a family of operators B : ]0, T [→ L(X , V ∗), we consider the following controlled
evolution inclusion.
Problem 5.1 Find (w, v,w0) ∈ W × L2(0, T ; X) × V such that
w′(t) + Aw(t) + (R1w)(t) + N∗∂ϕ(t, (Rw)(t), Nw(t))  f˜ (t) + B(t)v(t)
a.e. t ∈]0, T [,
w(0) = w0, v(t) ∈ Uad(t) a.e. t ∈]0, T [, v(·) measurable, w0 ∈ Vad .
In this problem, (v,w0) ∈ L2(0, T ; X) × V denotes the control pair, and w ∈ W
is the corresponding state (solution) of the system. The sets Uad(·) and Vad represent
the constraints sets of admissible controls.
Consider the following Bolza-type optimal control problem:
J (w, v,w0) = l1(w0) + l2(w(T )) +
∫ T
0
L(t, w(t), v(t)) dt −→ inf =: m (22)
in the class of triples (w, v,w0) ∈ W × L2(0, T ; X) × V satisfying Problem 5.1.
We will need the hypotheses on the data of problem (22).
H(B) : B ∈ L∞(0, T ;L(X , V ∗)), f˜ ∈ V∗.
H(Vad) : Vad is a bounded, closed, convex subset of V .
H(Uad) : Uad : ]0, T [⇒ 2X\{∅} is a map with closed, convex values such that
t → ‖Uad(t)‖ = sup{‖v‖X : v ∈ Uad(t)} belongs to L2(0, T ).
H(l1, l2) : l1 : V → R and l2 : H → R are sequentially weakly lower semicontin-
uous.
H(L) : L : ]0, T [×H × X → R∪{∞} is T ×B(H × X)-measurable function such
that
(i) L(t, w, ·) is convex on X , for all w ∈ H , a.e. t ∈]0, T [.
(ii) L(t, ·, ·) is sequentially lower semicontinuous on H × X , a.e. t ∈]0, T [.
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(iii) There is M > 0 and ψ ∈ L1(0, T ) such that
L(t, w, v) ≥ ψ(t) − M(‖w‖H + ‖v‖X ) for all w ∈ H , v ∈ X , a.e. t ∈]0, T [.
We introduce the set of admissible state-control triples defined by
S = { (w, v,w0) ∈ W × L2(0, T ; X) × V : (w, v,w0) satisfies Problem 5.1 }.
As a consequence of Theorem 3.2, we obtain the following property.
Lemma 5.1 If hypotheses H(A)1, H(ϕ), H(N )1, (H0), (H4), and H(B) hold, then
S 
= ∅.
Next, we introduce the set of optimal state-control triples defined by
O = { (w, v,w0) ∈ W × L2(0, T ; X) × V : J (w, v,w0) = m }.
Since the integrand L of the cost is extended valued, we need the following feasi-
bility hypothesis:
H(feas) : there exists (w, v,w0) ∈ S such that J (w, v,w0) < ∞.
Using [34, Proposition 4.7.44], [43, Theorem 2.1], and Theorem 4.1, and applying
the direct method of the calculus of variations, we deduce:
Theorem 5.1 Assume hypotheses of Lemma 5.1, H(Vad), H(Uad), H(l1, l2), H(L),
and H(feas). Then, O is a nonempty subset of W × L2(0, T ; X) × V .
6 Application to a Frictional Contact Problem
In this section, we illustrate the applicability of our results of Sects. 3–5 and work
out, in detail, a nonlinear optimal control problem for a dynamic viscoelastic contact
problem with friction. The latter can be formulated, for instance, as the history-
dependent evolution inclusion or the history-dependent variational inequality. Note
that the contact problem considered below has been examined earlier in [32], where
the existence and uniqueness result was obtained under more restrictive hypothe-
ses.
We recall shortly the necessary notation and the weak formulation of the problem,
already obtained in [32]. We skip the model description and its physical interpretation
since they can be found in [32]; see also [18,19,31].
Let 
 be a regular domain in Rd , d = 2, 3, occupied in its reference configuration
by a viscoelastic body with long memory. The boundary ∂
 =  consists of three
disjoint measurable parts D , N , and N such that the measure m(D) > 0. The
body is clamped on D (the displacement field vanishes there), the surface tractions
act on N , while C is a contact surface. The volume forces of density f 0 act in the
body 
, and surface tractions of density f N act on part N . These forces depend on
time. We use u = (ui ), σ = (σi j ), and ε(u) = (εi j (u)) to denote the displacement
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vector, the stress tensor, and the linearized strain tensor, respectively. The latter is
defined by
εi j (u) = 12 (ui, j + u j,i ),
where ui, j = ∂ui/∂x j . For a vector field, the notation vν and vτ stands for the normal
and tangential components of v on ∂
, given by vν = v · ν and vτ = v − vνν, where
ν is the outward unit normal on the boundary. The normal and tangential components
of the stress field σ on the boundary are defined by σν = (σν) ·ν and σ τ = σν −σνν,
respectively. The symbol Sd denotes the space of symmetric matrices of order d, and
the canonical inner products on Rd and Sd are given by u · v = uivi for all u = (ui ),
v = (vi ) ∈ Rd , and σ · τ = σi jτi j for all σ = (σi j ), τ = (τi j ) ∈ Sd , respectively.
All indices i , j , k, l run between 1 and d, and, unless stated otherwise, the summation
convention over repeated indices is applied.
We are interested in the evolution process of the mechanical state of the body,
in the finite time interval ]0, T [ with 0 < T < ∞. We use the following notation
Q = 
×]0, T [,  = ×]0, T [, D = D×]0, T [, N = N×]0, T [ and C =
C×]0, T [. The classical formulation of dynamic contact problem with friction reads
as follows:
Problem P . Find a displacement field u : Q → Rd and a stress field σ : Q → Sd
such that
u′′(t) − Divσ (t) = f 0(t) in Q,
σ (t) = A (t, ε(u′(t))) + B(t, ε(u(t))) +
∫ t
0
K (t − s, ε(u′(s))) ds in Q,
u(t) = 0 on D,
σ (t)ν = f N (t) on N ,
−σν(t) = k
( ∫ t
0
uν(s) ds
)
p(t, uν(t)) +
∫ t
0
b(t − s, uν(s)) ds on C ,
‖σ τ (t)‖ ≤ μ |σν(t)|, −σ τ (t) = μ |σν(t)| u
′
τ (t)
‖u′τ (t)‖Rd
, if u′τ 
= 0 on C ,
u(0) = u0, u′(0) = w0 in 
.
To state the variational formulation of Problem P , we introduce the evolution triple
of spaces (V , H , V ∗) with
V = { v ∈ H1(
;Rd) : v = 0 on D }, H = L2(
;Rd). (23)
The inner product and the norm on V are given by 〈u, v〉V = 〈ε(u), ε(v)〉H, ‖v‖ =
‖ε(v)‖H for u, v ∈ V , where H = L2(
;Sd). Further, by the continuity of the trace
operator, we deduce that V ⊂ H1(
;Rd) is a closed subspace. Based on the Korn
inequality
‖v‖H1(
;Rd ) ≤ c‖ε(v)‖H for v ∈ V with c > 0,
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we conclude that the norms ‖ · ‖H1(
;Rd ) and ‖ · ‖ are equivalent on V . Recall that
the trace operator γ : V → L2(;Rd) is linear and continuous. We use the notation
v for the trace of v on the boundary .
We state the following assumptions on operators and functions which occur in
Problem P:
The viscosity operator A : Q × Sd → Sd is such that
(a) A (·, ·, ε) is measurable on Q for all ε ∈ Sd .
(b) A (x, t, ·) is continuous on Sd for a.e. (x, t) ∈ Q.
(c) (A (x, t, ε1) − A (x, t, ε2)) · (ε1 − ε2) ≥ mA ‖ε1 − ε2‖2Sd
for all ε1, ε2 ∈ Sd , a.e. (x, t) ∈ Q with mA > 0.
(d) ‖A (x, t, ε)‖Sd ≤ a0(x, t) + a1‖ε‖Sd for all ε ∈ Sd .
a.e. (x, t) ∈ Q with a0 ∈ L2(Q), a0 ≥ 0 and a1 > 0.
(e) A (x, t, 0) = 0 for a.e. (x, t) ∈ Q. (24)
The elasticity operator B : Q × Sd → Sd is such that
(a) B(·, ·, ε) is measurable on Q for all ε ∈ Sd .
(b) ‖B(x, t, ε1) − B(x, t, ε2)‖Sd ≤ LB‖ε1 − ε2‖Sd
for all ε1, ε2 ∈ Sd , a.e. (x, t) ∈ Q with LB > 0.
(c) B(·, ·, 0) ∈ L2(Q;Sd). (25)
The relaxation operator K : Q × Sd → Sd is such that
(a) K (·, ·, ε) is measurable on Q for all ε ∈ Sd .
(b) ‖K (x, t, ε1) − K (x, t, ε2)‖Sd ≤ LK ‖ε1 − ε2‖Sd
for all ε1, ε2 ∈ Sd , a.e. (x, t) ∈ Q with LK > 0.
(c) K (·, ·, 0) ∈ L2(Q;Sd). (26)
The stiffness coefficient k : C × R → R+ is such that
(a) k(·, ·, r) is measurable on C for all r ∈ R.
(b) |k(x, t, r1) − k(x, t, r2)| ≤ Lk |r1 − r2| for all
r1, r2 ∈ R, a.e. (x, t) ∈ C with Lk > 0.
(c) 0 ≤ k(x, t, r)| ≤ k for all r ∈ R, a.e. (x, t) ∈ C
with k > 0. (27)
The contact function p : C × R → R+ is such that
(a) p(·, ·, r) is measurable on C for all r ∈ R.
(b) |p(x, t, r1) − p(x, t, r2)| ≤ L p|r1 − r2| for all
r1, r2 ∈ R, a.e. (x, t) ∈ C with L p > 0.
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(c) |p(x, t, r)| ≤ p for all r ∈ R, a.e. (x, t) ∈ C
with p > 0. (28)
The memory function b : C × R → R+ is such that
(a) b(·, ·, r) is measurable on C for all r ∈ R.
(b) |b(x, t, r1) − b(x, t, r2)| ≤ Lb|r1 − r2| for all
r1, r2 ∈ R, a.e. (x, t) ∈ C with Lb > 0.
(c) b(x, t, 0) ∈ L2(C ) a.e. (x, t) ∈ C . (29)
We list the regularity for the densities of body forces and tractions, the initial data,
and the coefficient of friction.
f 0 ∈ L2(0, T ; L2(
;R d)), f N ∈ L2(0, T ; L2(N ;R d)), u0, w0 ∈ V ,(30)
μ ∈ L∞(C ), μ(x) ≥ 0 a.e. on C . (31)
To shorten the notation, let f : ]0, T [→ V ∗ stand for
〈 f (t), v〉V ∗×V = 〈 f 0(t), v〉L2(
;Rd ) + 〈 f N (t), v〉L2(N ;Rd ) (32)
for all v ∈ V and a.e. t ∈]0, T [. By a standard procedure, we get the variational
formulation of Problem P .
Problem PV . Find a displacement field u : Q → Rd and a stress field σ : Q → Sd
such that
σ (t) = A (t, ε(u′(t))) + B(t, ε(u(t)))
+
∫ t
0
K (t − s, ε(u′(s))) ds for a.e. t ∈]0, T [, (33)
〈u′′(t), v − u′(t)〉V ∗×V + (σ (t), ε(v) − ε(u′(t)))H
+
∫
C
(
k
(∫ t
0
uν(s) ds
)
p(t, uν(t)
)
+
∫ t
0
b(t − s, uν(s)) ds)
(vν − u′ν(t)) d
+
∫
C
(
μ
(
k
(∫ t
0
uν(s) ds
)
p(t, uν(t)
)
+
∫ t
0
b(t − s, uν(s)) ds)
)
(‖vτ‖Rd − ‖u′τ (t)‖Rd ) d
≥ 〈 f (t), v〉V ∗×V for a.e. t ∈]0, T [, (34)
u(0) = u0, u′(0) = w0. (35)
Now, we comment on the equivalent formulations of Problem PV . First, we denote
w = u′, i.e.,
u(t) =
∫ t
0
w(s) ds + u0 for all t ∈ [0, T ].
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Using this notation and inserting (33) into (34), we obtain the following formulation.
Problem P1. Find a velocity field w : Q → Rd such that
〈w′(t), v − w(t)〉V ∗×V + (A (t, ε(w(t))), ε(v) − ε(w(t)))H
+
(
B
(
t, ε
(∫ t
0
w(s) ds + u0
))
+
∫ t
0
K (t − s, ε(w(s))) ds, ε(v) − ε(u′(t))
)
H
+
(
k
(∫ t
0
(
∫ s
0
w(r) dr + u0)ν ds
)
p
(
t,
(∫ s
0
w(r) dr + u0
)
ν
)
+
∫ t
0
b
(
t − s,
(∫ s
0
w(r) dr + u0
)
ν
)
ds, vν − u′ν(t)
)
L2(C )
+
(
μ
(
k
(∫ t
0
(∫ s
0
w(r) dr + u0
)
ν
ds
)
p
(
t,
(∫ s
0
w(r) dr + u0
)
ν
)
+
∫ t
0
b
(
t − s,
(∫ s
0
w(r) dr + u0
)
ν
)
ds
))
, ‖vτ‖Rd − ‖u′τ (t)‖Rd
)
L2(C )
≥ 〈 f (t), v〉V ∗×V for all v ∈ V , a.e. t ∈]0, T [,
w(0) = w0.
Obviously, Problems PV and P1 are equivalent. Indeed, if (u, σ ) is a solution to
Problem PV , then w = u′ solves Problem P1. If w satisfies Problem P1, then we find
a displacement u, while the stress field in Problem PV can be uniquely determined by
(33).
Next, we pass to other formulations of Problem P1, in terms of the velocity. To
this end, let Y = L2(C ), U = L2(C ;Rd), and define the following operators
A : ]0, T [×V → V ∗, R : V → L2(0, T ; Y ), R1, S : V → V∗, N : V → U and
functional ϕ : Y × U → R, respectively, by
〈A(t, u), v〉V ∗×V = (A (t, ε(u)), ε(v))H for all u, v ∈ V , a.e. t ∈]0, T [,
(36)
(Sw)(t) =
∫ t
0
w(s) ds + u0 for all w ∈ V, a.e. t ∈]0, T [, (37)
(Rw)(t) = k
( ∫ t
0
(Sw)ν(s) ds
)
p(t, (Sw)ν(t)) +
∫ t
0
b(t − s, (Sw)ν(s)) ds
for all w ∈ V, a.e. t ∈]0, T [, (38)
(R1w)(t) = B(t, ε(Sw)(t)) +
∫ t
0
K (t − s, ε(w(s))) ds
for all w ∈ V, a.e. t ∈]0, T [, (39)
N = γ : V → U is the trace operator, (40)
ϕ(y, z) = (y, zν)L2(C ) + (μ y, ‖zτ‖Rd )L2(C ) for all y ∈ Y , z ∈ U . (41)
Under this notation, we consider the following history-dependent variational
inequality and the evolution inclusion.
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Problem P2. Find w ∈ W such that
〈w′(t) + A(t,w(t)) + (R1w)(t) − f (t), v − w(t)〉V ∗×V
+ϕ((Rw)(t), Nv) − ϕ((Rw)(t), Nw(t)) ≥ 0 for all v ∈ V , a.e. t,
w(0) = w0.
Problem P3. Find w ∈ W such that
w′(t) + A(t,w(t)) + (R1w)(t) + N∗∂ϕ(t, (Rw)(t), Nw(t))  f (t) a.e. t,
w(0) = w0.
Theorem 6.1 Under the hypotheses (24)–(31), Problem P3 has the unique solution.
Moreover, Problems P1, P2, and P3 are equivalent.
Proof For the proof of existence and uniqueness, we will verify the hypotheses of
Theorem 3.2.
It is clear that under (24), the operator A defined by (36) satisfies H(A) with
m A = mA , a0(t) =
√
2‖a0(t)‖L2(
), and a1 =
√
2a1, see [18, Theorem 14.2].
Using (31), the function ϕ, given by (41), satisfies H(ϕ) with c0ϕ = c2ϕ = 0 and
c1ϕ = βϕ = 1 + ‖μ‖L∞(C ), see the proof in [32, Theorem 7].
Next, obviously, the operator N defined by (40) satisfies H(N ). Because of (30),
function f given by (32) satisfies (H0). Subsequently, from the proof of [32, Theo-
rem 7] and (27)–(29), it follows that operator R defined by (38) satisfies
‖(Rw1)(t) − (Rw2)(t)‖Y ≤ c
∫ t
0
‖w1(s) − w2(s)‖L2(C ;Rd ) ds (42)
for all w1, w2 ∈ V , a.e. t ∈]0, T [ with c0 = k L p + (p Lk + Lb) T . This implies that
the condition (H2)(i) holds with cR = c0 ‖γ ‖ and, moreover,
‖(R 0V )(t)‖Y ≤ k p +
∫ t
0
‖b0(s)‖L2(C ) ds (43)
with b0(x, t) = ‖b(x, t, 0)‖Rd and b0 ∈ L2(C ), a.e. t ∈]0, T [. Further, exploiting
(25) and (26), we know that the operator R1, given by (39), satisfies the condition
(H2)(ii) with cR1 = LB + LK , and
‖(R10V )(t)‖V ∗ ≤ ‖b1(t)‖L2(
) +
∫ t
0
‖k1(s)‖L2(
) ds (44)
with b1(x, t) = ‖B(x, t, 0)‖Sd and k1(x, t) = ‖K (x, t, 0)‖Sd , b1, k1 ∈ L2(Q). In
conclusion, R and R1 are history-dependent operators. Having verified hypotheses
H(A), H(ϕ), H(N ), (H0), and (H2), we are now in a position to apply Theorem 3.2
to deduce that Problem P3 has a unique solution.
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Next, by the definition of the subdifferential, it is easy to see that the solution to
Problem P3 solves also Problem P2. Further, using our notation, we can see that every
solution to Problem P2 is a solution to Problem P1. Finally, by a direct calculation,
we show the uniqueness of solution to Problem P1. This completes the proof. unionsq
From Theorem 6.1, we deduce our existence and uniqueness result for Problem PV .
Corollary 6.1 Under the hypotheses (24)–(31), Problem PV has the unique solution
such that u ∈ W 1,2(0, T ; V ), σ ∈ L2(0, T ;H), Div σ ∈ L2(0, T ; V ∗).
Note that Corollary 6.1 was first proved in [32, Theorem 7] under the additional
smallness condition of the form mA > 2
√
2(1 + ‖μ‖L∞(C )) ‖γ ‖2, which is relaxed
now.
Consider the following nonlinear optimal control problem that contains distributed,
boundary and initial condition controls, and the cost functional that combines obser-
vations within the domain, on the boundary, and at the terminal time.
min J (w, f 0, f N ,w0) = ρ1‖w0‖2 +
∫


ρ2|w(x, T ) − wT (x)|2 dx
+
∫
Q
ρ3|w(x, t) − wd(x, t)|2 dxdt +
∫
Q
ρ4| f 0(x, t)|2 dxdt
+
∫
N
ρ5| f N (x, t)|2 ddt (45)
subject to
w′(t) + Aw(t) + (R1w)(t) + N∗∂ϕ(t, (Rw)(t), Nw(t))  g(t) a.e. t
w(0) = w0 (46)
with 〈g(t), v〉V ∗×V = 〈 f˜ (t), v〉V ∗×V +〈 f 0(t), v〉H +〈 f N (t), v〉L2(N ;Rd ) for v ∈ V ,
a.e. t ∈]0, T [, and
‖ f 0(t)‖H ≤ r1(t), ‖ f N (t)‖L2(N ;Rd ) ≤ r2(t) a.e. t ∈]0, T [,
f 0(·, ·), f N (·, ·) aremeasurable, ‖w0‖V ≤ r . (47)
In problem (46), the operator A : V → V ∗ is given by
〈Aw, v〉V ∗×V = (A ε(w), ε(v))H for all w, v ∈ V , (48)
and the data R, R1, N , and ϕ are defined by (36)–(41) with, recall, Y = L2(C ) and
U = L2(C ;Rd). The state w ∈ W of system (46) is associated with the constrained
control ( f 0, f N ,w0) ∈ L2(0, T ; X) × V , where we set X = H × L2(N ;Rd).
We need the following hypotheses on the data of problem (45)–(47).
H(A )1 : A : 
 × Sd → Sd is such that
(i) A (x, ε) = a(x)ε for all ε ∈ Sd , a.e. x ∈ 
.
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(ii) a(x) = {ai jkl(x)}, ai jkl = a jikl = alki j ∈ L∞(
), i, j, k, l = 1, . . . , d.
(iii) ai jkl(x)εi jεkl ≥ α‖ε‖2 for all ε = (εi j ) ∈ Sd , a.e. x ∈ 
 with α > 0.
H(B)1 : B : 
 × Sd → Sd is such that
(i) B(x, ε) = b(x)ε for all ε ∈ Sd , a.e. x ∈ 
.
(ii) b(x) = {bi jkl(x)}, bi jkl = b jikl = blki j ∈ L∞(
), i , j , k, l = 1, . . . , d.
(iii) bi jkl(x)εi jεkl ≥ 0 for all ε = (εi j ) ∈ Sd , a.e. x ∈ 
.
H(K )1 : K : Q × Sd → Sd is such that
(i) K (x, t, ε) = κ(x, t)ε for all ε ∈ Sd , a.e. (x, t) ∈ Q.
(ii) κ(x, t) = {κi jkl(x, t)}, κi jkl = κ j ikl = κlki j ∈ L∞(Q), i, j, k, l = 1, . . . , d.
(H5) : ρ1, ρ2 ∈ L∞(
), ρ3, ρ4 ∈ L∞(Q), ρ5 ∈ L∞(N ), ρi are nonnegative
weights for i = 1, . . . , 5, r1, r2 ∈ L∞(0, T ), r > 0, f˜ ∈ V∗, wT ∈ H , and
wd ∈ L2(Q).
Theorem 6.2 Under the hypotheses H(A )1, H(B)1, H(K )1, (H5), and (27)–(31),
the optimal control problem (45)–(47) has an optimal solution (w, f 0, f N ,w0) ∈
W × L2(0, T ; X) × V .
Proof We will apply Theorem 5.1, and to this end, we verify its hypotheses. Recall
that we work in the evolution triple of spaces with V and H defined in (23).
First, under H(A )1, A defined by (48) clearly satisfies A ∈ L(V , V ∗), and H(A)1
with a0 = 0, a1 = ‖A‖L(V ,V ∗) and m A = α. By [29, Theorem 2.18], we know that
the Nemytskii operator N : W ⊂ V → L2(0, T ;U ) corresponding to N is compact.
Therefore, the condition H(N )1 holds.
Second, we verify the condition (H4)(i)–(iii). We prove the compactness of the
operator R. Let vn → v weakly in W . From [29, Theorem 2.18], we know that
γ vn → γ v in L2(0, T ; L2(C ;Rd)), where γ : V → L2(0, T ; L2(C ;Rd)) is the
Nemytskii operator corresponding to the trace γ (for simplicity denoted in the same
way). By (42) and Hölder’s inequality, we have
‖(Rvn)(t) − (Rv)(t)‖Y ≤ c
∫ t
0
‖vn(r) − v(r)‖L2(C ;Rd ) dr
≤ c √T ‖vn − v‖L2(0,T ;L2(C ;Rd ))
for a.e. t ∈]0, T [ with c > 0. Hence, it follows that (Rvn)(t) → (Rv)(t) in Y , for a.e.
t ∈]0, T [. By the Lebesgue dominated convergence theorem, we get Rvn → Rv in
L2(0, T ; Y ). Thus, the operator R : W ⊂ V → L2(0, T ; Y ) is compact.
To prove the continuity of R1 in weak topologies, we set
〈(R11w)(t), v〉V ∗×V =
(
B
( ∫ t
0
ε(w(s)) ds + u0
)
, ε(v)
)
H,
〈(R12w)(t), v〉V ∗×V =
( ∫ t
0
K (t − s)ε(w(s)) ds, ε(v)
)
H
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for all w ∈ V , v ∈ V , t ∈]0, T [. Let {vn} ⊂ V be such that vn → v weakly in V .
Then, for all χ ∈ V ∗, all t ∈ [0, T ], we have
〈
∫ t
0
vn(s) ds, χ〉V ∗×V =
∫ t
0
〈vn(s), χ〉V ∗×V ds = 〈vn, χ〉V∗×V
→ 〈v, χ〉V∗×V =
∫ t
0
〈v(s), χ〉V ∗×V ds = 〈
∫ t
0
v(s) ds, χ〉V ∗×V ,
that is,
∫ t
0
vn(s) ds + u0 →
∫ t
0
v(s) ds + u0 weakly in V , for all t ∈ [0, T ]. (49)
Since B is linear and continuous, we deduce that R11vn → R11v weakly in V∗. Also,
since R12 is linear and continuous, it is also weakly–weakly continuous, and hence,
R12vn → R12v weakly in V∗. We infer that R1 is weakly–weakly continuous. Further,
from (43) and (38), it is easily seen that (R0V , R10V ) belongs to a bounded subset of
L2(0, T ; Y × V ∗). Hence, (H4) is verified.
Third, let B : X → V ∗ be defined by
〈B(z1, z2), v〉V ∗×V = 〈z1, iv〉H + 〈z2, γ v〉L2(N ;Rd )
for (z1, z2) ∈ X , v ∈ V , where i : V → H is the embedding operator. It is obvious
that B is a linear and continuous operator. Let U : ]0, T [⇒ 2X\{∅} be given by
U (t) = {z1 ∈ H : ‖z1‖H ≤ r1(t)} × {z2 ∈ L2(N ;Rd) : ‖z1‖L2(N ;Rd ) ≤ r2(t)}
for a.e. t ∈]0, T [ and Vad be the closed ball in V centered at zero and radius r > 0.
By the hypotheses, we deduce that H(B), H(Vad), and H(Uad) are satisfied.
Finally, we consider the components of the cost functional which are defined by
l1(v) = ρ1‖v‖2 for v ∈ V , l2(v) =
∫


ρ2|v − wT |2 dx for v ∈ H , and
L(t,w, v1, v2) =
∫


ρ3|w − wd |2 dx +
∫


ρ4|v1|2 dx +
∫
N
ρ5|v2|2 d
for w ∈ H , (v1, v2) ∈ X , a.e. t ∈]0, T [. It is easy to see, using the weak lower semi-
continuity of the norm, that these functionals satisfy H(l1, l2) and H(L). Furthermore,
the hypothesis H(feas) is evidently satisfied.
Under the above notation, we can rewrite problem (45)–(47) in the abstract form
(22) and invoke Theorem 5.1. We conclude that the optimal control problem (45)–(47)
has at least one optimal solution. The proof is complete. unionsq
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7 Conclusions
We have studied the optimal control problem for the weak formulation of the contact
problem in terms of the velocity. Alternatively, following the technique of this paper,
it is possible to obtain results for the optimal control problem for the variational
inequality formulated in terms of the displacement.
The formulation and hypotheses on the optimal control problem (22) are quite
general, and they allow one to incorporate other types of cost functionals, whose
interpretation in contact mechanics is very important. The cost in (45) measures the
deviation from a given state and fulfills a minimum expenditure condition. It permits
to assign the relative importance of each criterion with respect to the other by an
appropriate selection of the weight coefficients.
It would be of significant interest to extend our results to evolution variational-
hemivariational inequalities, which are applicable to other dynamic contact problems
in mechanics. Furthermore, it would be desirable to study problems of practical impor-
tance. They include a time optimal control problem, a maximum stay control problem,
problems with controls in the potential, and minimax problems, in which one tries to
minimize the maximum cost. It is also natural to explore optimal control for problems
of contact mechanics, when the state of the system is not uniquely determined.
Moreover, the systems under consideration in this paper cover particular cases of
evolution inclusions governed by various types of hereditary and delay-differential
inclusions, differential-algebraic inclusions with time delays, functional-differential
inclusions of neutral type, etc. Optimal control problems, for all the aforementioned
history-dependent evolution inclusions, were also studied in detail in [44, Chapter 7].
Finally, it would be interesting to study classes of subdifferential evolution inclusions,
which model the so-called sweeping/Moreau processes. Optimal control problems for
sweeping processes have been formulated quite recently, and they occur to be highly
challenging mathematically; see [45–47].
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