This paper presents a new hybrid metaheuristic model in order to estimate wind speeds accurately. The study was started by the training process of artificial neural networks with some metaheuristic algorithms such as evolutionary strategy, genetic algorithm, ant colony optimization, probability-based incremental learning, particle swarm optimization, and radial movement optimization in the literature. The success of each model is recorded in graphs. In order to make the closest estimation and to increase the system stability, a new hybrid metaheuristic model was developed using particle swarm optimization and radial movement optimization, and the training process of artificial neural networks was performed with this new model. The data were obtained by real-time measurements from a 63-m-high wind measurement station built at the coordinates of UTM E 263254 and N 4173479, altitude 1313 m. Two different scenarios were created using actual data and applied to all models. It was observed that the error values in the designed new hybrid metaheuristic model were lower than those of the other models.
Introduction
Wind energy is an environment-friendly, unlimited, most economical type of energy which has a broad area of usage and is developing rapidly. 1, 2 However, the stochastic and intermittent structure of wind is the main factor that makes it difficult to estimate the speed and power of wind. 3, 4 The demand for electricity production by wind energy is accelerating day by day. This demand brings about an increase in the number of wind farms as well as some related problems. The main ones among these problems may be listed as grid reliability, power system quality, and interconnected linking operations. 2, 5, 6 Performing procedures of wind speed and wind power estimation is effective in solving such problems. In addition, the procedure of wind speed and wind power estimation is also highly important in terms of determining the locations of new wind farms to be built, 7 facility maintenance and energy planning, 8 energy transformation efficiency and reduction of surge risks, 9 and optimal management of the benefits and risks of wind farms. 10 Wind speed and power estimation studies are discussed under four groups in terms of time. These are immediate-run estimation, short-run estimation, medium-run estimation, and long-run estimation. [11] [12] [13] Wind speed and wind power estimation studies may also be categorized based on their estimation models as the persistence method, [13] [14] [15] physical method, 16 statistical method, 17 and hybrid method. 18 The persistence method is the simplest method for estimating wind and is based on the assumption of a high correlation between the existent and future wind values. This method assumes that the wind speed value of any moment ''t'' will be the same as the value at a moment ''t + Dt.'' 13, 15 In the physical method, wind speed estimations are based on physical parameters and meteorological projections. The statistical method involves wind power estimations to be produced using past wind data. 19, 20 Table 1 shows the categorization of wind estimation in terms of time.
While the physical method is highly successful in long-run estimations, the statistical method is successful in short-run estimations. The physical method uses parameters like terrain, slope, pressure, and temperature to make estimations of wind speed and power, while the statistical method uses statistical models. 8, 21, 22 The hybrid method is a method that combines different methods that have unique abilities and characteristics. The purpose of such a method is to obtain the most suitable estimation performance by utilizing the advantages of each model that is included. 18 Studies in the literature developed hybrid models which utilized two, three, and even four components. Some of these studies are listed in Table 2 .
In this study, training studies of artificial neural networks (ANNs) were considered as a problem and it was aimed to develop a model to be used in the ANN training process which is accurate and fast and works stably. With this aim, the study was started using some metaheuristic algorithms in the literature in order to be used in the ANN training process. The success of the developed hybrid metaheuristic models of ANNs trained with evolutionary strategy (ES), ANNs trained with genetic algorithm (GA), ANNs trained with ant colony optimization (ACO), ANNs trained with probabilitybased incremental learning (PBIL), ANNs trained with particle swarm optimization (PSO), and ANNs trained with radial movement optimization (RMO) was recorded and plotted. In order to make the closest estimation and to increase the system stability, a new hybrid metaheuristic model was developed using PSO and RMO, and the training process of ANNs was performed with this new hybrid metaheuristic model. Two scenarios were created and all the models were applied.
The data were used in scenarios obtained from a wind measurement station built in a 63-m-high university campus. The success of the new designed hybrid metaheuristic model (ANNs trained with PRO + RMO) was compared with that of the other hybrid models.
Data processing
As shown in Figure 1 , the wind measurement station was mounted at the coordinates of UTM E 263254 and N 4173479 and an altitude of 1313 m by steel guy ropes.
The three-dimensional (3D) depiction of the wind measurement station is shown in Figure 2 .
The measurement mast consisted of 21 modules of 3 m height and a total height of 63 m. The devices that were installed on the wind measurement station are given in Table 3 .
Installation works of the wind measurement station are shown in Figure 3 .
Statistical values of the data set (August 2014) are given in Table 4 .
Design of a new hybrid metaheuristic model
Metaheuristic algorithms are one step higher than heuristic algorithms, and they can select and apply heuristic algorithms based on the solution of the problem. They have some advantages of minimizing the complexity of calculations, success in nonlinear problems, capabilities of recording previous findings in local searches, and possibilities of producing effective results within a short time. [45] [46] [47] The algorithms that constituted the model are presented in sections ''RMO'' and ''PSO.'' RMO RMO is a swarm-based, fast, simple, and effective metaheuristic optimization model which uses the spherical boundaries of a vector in the search space to find the optimal solution and was designed for the spherical optimization of complex and nonlinear optimization problems. 46 In this algorithm, iteration cannot be transferred among the position and speed of the particles. Particles move from an updated point in each iteration, and therefore there is only a need for memory that has fewer calculations. The presence of a global best vector in the updating process prevents the algorithm from getting stuck in a local optimum. 48 The RMO algorithm is initiated by starting the particles in the search space that indicates the solutions of the problem. The positions of the particles are shown with a nop (number of particles) 3 nod (number of dimensions) matrix that is named as X ij . Nop is normally equal to the number of variables that would be optimized, but it can be selected by the user on demand. 48, 49 The step after obtaining the center point (cp) once is the dispersion of the particles from cp along the radius. This moves the particles from V ij -vector-based cp along the radius as straight lines. The V ij vector is a random nop 3 nop vector that is obtained by the equation below. The coefficient k in the equation should be a carefully selected integer 45, [47] [48] [49] As shown in equation (2), the speed vector has a weight of inertia (W) that is associated with and determines the convergence speed of the algorithm to an extent. This weight has a value that decreases along the generation iteration. Equation (2) shows the relationship between the weight of inertia and generation iterations 45, [47] [48] [49] 
As the speed vector V k i, j is dependent on W k , the values of W max and W min determine the effects of speed vectors on motion. These values can be selected by the user. The next step is to use the objective function to assess the suitability of all particles after dispersion 45, [47] [48] [49] 
The particle that contains the optimal value is taken as the radial best (Rbest) vector. The accuracy value associated with the position of this particle represents the Rbest particle. The positions of the Gbest and Rbest particles are used along with the updating vector (up) to update the optimal center point position as shown in equations (4) and (5) . C1 and C2 are the coefficients that need to be adjusted before running the algorithm [47] [48] [49] 
Vectorial depiction of updating cp along the updating vector (up) is shown in Figure 4 .
After the center point cp is updated, dispersion of the particles starts from the new cp. In the next generation, the Gbest value in the previous generation is updated by comparison to the Rbest value that is obtained during the dispersion of the particles in the new generation iteration. If Rbest provides a better solution than Gbest, their positions should be switched. The process continues until Gbest reaches a certain value or the number of generations reaches a defined maximum value. 47, 48 Figure 5 shows the sprinkling of the particles along the radii where V max is the radius of the sphere and updating the cp by up vector.
PSO
PSO is a two-dimensional simulation of the collective behaviors of swarms of birds and fish in cases such as looking for food. It is a metaheuristic algorithm. It is efficient and effective in terms of calculation and easy in terms of comprehension and implementation. 50, 51 PSO depicts each bird or fish as a particle and communities of birds or fish as swarms. In the algorithm, first, the initial positions, speeds, and population are randomly created. Accuracy values are calculated by determining the initial values for each particle in the population. The position value of the particle that has the best (minimum value) among the accuracy values is selected as Gbest. The other particles update their positions and speeds based on this value. The cycle continues until the finalization step. 52 In PSO, X k i represents the position vector. The position vector in the problem space that consists of j particles is expressed as X k i = ½x k i1 , x k i2 , . . . , x k ij . V k i is the speed vector and the speed vector for a particle is shown as
Local best neighbors are the position vectors that have the local best values, and they consist of elements equal to the number of particles in each iteration. They are shown as Pbest i = ½p i1 , p i2 , . . . , p ij . Global best neighbors are the position values that have the best values in each iteration and are expressed as G best = ½g 1 , g 2 , . . . , g j . The expression c1 is the effect of the best results obtained by the particle on the next iteration. The expression c2 is the effect of the best results obtained by the swarm on the next iteration. The expression w is the weight of inertia and it controls the effects of the previous speed vector on the current speed vector. In the case that this component which takes value in the range of 0-1 has a high value, the particle performs a search in the global environment, speeds up the solution, and may lead to overlooking the target area. In the case of low values, the particle performs a search in the local environment and slows down the solution. The speeds and positions of the particles can be updated by equations (6) and (7) [50] [51] [52] [53] Figure 6 shows the vectorial depiction of the motion of a particle k.
A new hybrid metaheuristic model
The main aim here is to design a new hybrid metaheuristic model that is different to those in the literature, has high accuracy rates, is fast, and works stably. Thus, the model was developed using PSO and RMO, and the training process of ANNs was performed with this new model. With this training process, it is aimed to optimize the linear and nonlinear components of the data sets and large random fluctuations. The flowchart of the new model is shown in Figure 7 .
This new hybrid metaheuristic model was designed to make these two different features in a hybrid algorithm by taking advantage of PSO and RMO's distinctive individual features and to increase the system stability. Thus, PSO was used thanks to it's features such as storage of coordinates and speeds of particles, ability to take into account the best available availability of particles, in determining the next movements, and it has benefited from its best past coordinates and its ability to consider the experiences of its most successful neighbor. Furthermore, RMO was used thanks to its excellent features such as the ability to search around the target point with an intensely focused feature, need for low memory, fast operation, and the Figure 5 . The sprinkling of the particles along the radii where V max is the radius of the sphere and updating the cp by up vector. [47] [48] [49] ability to continue searching without getting pinched by the local optimum.
The data set was divided into three sets of data: 70% training, 15% verification, and 15% test data, while the model code is shown in Figure 8 .
Interface for new hybrid metaheuristic model (ANNs trained with PSO + RMO)
A user interface was designed using MATLAB App Designer software. Thus, a new and an alternative hybrid metaheuristic estimation model that is highly accurate, fast working, practical, and easy to use was supported by an interface. The characteristics of the designed interface are given below:
Allows selection of the file to be processed; Displays information about the data set being processed; Provides opportunity to use seven different estimation models (ANNs trained with ES, ANNs trained with GA, ANNs trained with ACO, ANNs trained with PBIL, ANNs trained with PSO, ANNs trained with RMO, and ANNs trained with PSO + RMO); Allows drawing real-time plots of the actual and estimated values; Can calculate six different error values such as normalized root mean square error (nRMSE), root mean square error (RMSE), mean square error (MSE), mean absolute percentage error (MAPE), peak signal-to-noise ratio (PSNR), and R and print them on the screen; Allows easy modification of the W max , W min , c1, and c2 parameters for PSO + RMO, the W, C1, C2, and C3 parameters for RMO, and the W max , W min , c1, and c2 parameters for PSO; Allows changing the number of iterations and number of particles (nop); Allows plotting the Gbest values; Can bring up real-time information about the stage of the process on the screen; Can reset the command history with the ''clear'' button.
The interface designed using MATLAB App Designer is shown in Figure 9 . The process starts by selecting the file to be run in the interface screen. Then the ''create neural network'' button is clicked on to create a neural network. The parameters in the bottom right corner of the screen are changed for a desired model (ANNs trained with ES, ANNs trained with GA, ANNs trained with ACO, ANNs trained with PBIL, ANNs trained with PSO, ANNs trained with RMO, ANNs trained with PSO + RMO) manually, that is, the parameter values that are considered to be the most suitable for a selected model are typed in. At this stage, it is also possible to change the number of iterations. Then the button for the desired model is clicked on. The progress of the process can be followed Furthermore, it was seen that the ES, GA, ACO, and PBIL metaheuristic algorithms have been applied in various fields to solve a large number of problems and the results have been presented. [54] [55] [56] These metaheuristic algorithms were used in this paper, thanks to excellent contributions of the literature. 
Performance results
This section examines the performance of the designed hybrid metaheuristic estimation model for wind speed estimations. For this aim, the data sets obtained from the wind measurement station were converted into two different scenarios, and the performance results of the hybrid metaheuristic estimation model are presented. Figure 10 which shows the scenario implementations: Scenario 1. In this scenario, wind speed estimations were made according to the data on temperature, humidity, and pressure. The data used were recorded in January 2014 (recording frequency: 6 h, recording time: 10 days) and June 2014 (recording frequency: 24 h, recording time: 30 days). Scenario 2. In this scenario, wind speed estimations were made according to the data on wind aspect, temperature, and humidity. The data used were recorded in August 2014 (recording frequency: 24 h, recording time: 15 days). The input and output variables used in Scenario 1 and Scenario 2 are shown in Table 5 . Figure 11 shows the actual and estimated plots of wind speed of Scenario 1-January. It includes the success of wind speed estimation of the hybrid models ANNs trained with ES, ANNs trained with PBIL, ANNs trained with GA, ANNs trained with PSO, ANNs trained with ACO, ANNs trained with RMO, and ANNs trained with PSO + RMO. Figure 12 shows the actual and estimated plots of wind speed of Scenario 1-June. It includes the success of wind speed estimation of the hybrid models ANNs trained with ES, ANNs trained with PBIL, ANNs trained with GA, ANNs trained with PSO, ANNs trained with ACO, ANNs trained with RMO, and ANNs trained with PSO + RMO. Figure 13 shows the actual and estimated plots of wind speed of Scenario 2-August. It includes the success of wind speed estimation of the hybrid models ANNs trained with ES, ANNs trained with PBIL, ANNs trained with GA, ANNs trained with PSO, ANNs trained with ACO, ANNs trained with RMO, and ANNs trained with PSO + RMO.
The best nRMSE, RMSE, MSE, MAPE, PSNR, and R values for the test error (50 runs) of Scenario 1-January are shown in Table 6 . The min, average, max, and standard deviation values for Scenario 1-January test error (MAPE, 50 runs) are given in Table 7 .
The best nRMSE, RMSE, MSE, MAPE, PSNR, and R values for the test error (50 runs) of Scenario 1-June are given in Table 8 . The min, average, max, and standard deviation values for Scenario 1-June test error (MAPE, 50 runs) are given Table 9 . The best nRMSE, RMSE, MSE, MAPE, PSNR, and R values for the test error (50 runs) of Scenario 2-August are given in Table 10 . The min, average, max, and standard deviation values for Scenario 2-August test error (MAPE, 50 runs) are given in Table 11 .
Conclusion
Wind may show momentary changes due to its nature, and it causes highly difficult and complicated estimations. Wind speed and wind power estimation studies done as accurately as possible are highly important in terms of determining the locations for wind farms, shaping energy unit costs, efficient and effective energy investments, and grid reliability.
In this study, a new hybrid metaheuristic (ANNs trained with PSO + RMO) estimation model was designed using the PSO and RMO models. It means that the training process of ANNs was performed using PSO and RMO. The designed new hybrid metaheuristic model was compared to each of the other hybrid models (ANNs trained with ES, ANNs trained with GA, ANNs trained with ACO, ANNs trained with PBIL, ANNs trained with PSO, and ANNs trained with RMO). An interface was designed using MATLAB App Designer (R2017b) and the whole model was visualized.
The performance of ANNs trained with ES, ANNs trained with GA, ANNs trained with ACO, ANNs trained with PBIL, ANNs trained with PSO, ANNs trained with RMO, and ANNs trained with the PSO + RMO combination were observed separately by two different scenarios (Scenario 1 and Scenario 2). According to the analysis of Scenario 1 (January and June) given in Tables 6 and 8, nRMSE: normalized root mean square error; RMSE: root mean square error; MSE: mean square error; MAPE: mean absolute percentage error; PSNR: peak signal-to-noise ratio; ANN: artificial neural network; ACO: ant colony optimization; ES: evolutionary strategy; PBIL: probability-based incremental learning; GA: genetic algorithm; PSO: particle swarm optimization; RMO: radial movement optimization. Figure 14 .
A newly designed hybrid metaheuristic model (ANNs trained with PSO + RMO) has achieved the most successful results among all the hybrid models. These are the lowest errors among the all models, 0.752, 1.222, and 2.158 for Scenario 1 (January), Scenario 2 (August), and Scenario 1 (June), respectively.
As a result of the analyses, it was observed that ANNs trained with the PSO + RMO model showed a highly accurate and reliable performance in the solution of nonlinear problems such as wind speed estimation. Thus, a new hybrid metaheuristic model (ANNs trained with PSO + RMO) which has high accuracy, is fast, and works stably has become a contribution to the literature with this study.
