Abstract: I speculate that technological spillover effects may have become more important over time as information technology (IT) penetrated the US economy. The rationale is that IT may speed up the process of knowledge transfer and make these knowledge spillovers more effective. Using US input-output tables for years 1958 through 2007, I compare my new results with Wolff and Nadiri (1993 ) covering years 1947 -1977 and Wolff (1997 ) covering 1958-1987. I estimate that the direct rate of return to R&D is now 22% and the indirect rate of return to R&D is 37%. The former is higher and the latter has a higher significance level than in the previous studies. Separate regressions on the 1958-1987 and 1987-2007 periods and the addition of successive periods to the sample also suggest a strengthening of R&D spillovers between the 1958-1987 and 1987-2007 periods. These results suggest a strengthening of the R&D spillover effect over time. Second, the coefficient on the inter-sectoral linkage may have risen over time. With the introduction of Information Technology (IT) and its widespread adoption beginning in the early 1970s, one would think that the speed of knowledge spillovers would have accelerated over time. Another contribution of the paper is that the results of the empirical analysis will make it possible to estimate the direct and indirect return (as well as the social rate of return) to R&D.
This paper examines whether the contribution of inter-sectoral spillovers to industry productivity growth has increased over time in the US over the years from 1958 to 2007. There are two potential sources for this. First, the size of the inter-sectoral linkage may have grown over time -that is, linkages may have strengthened over time.
Second, the coefficient on the inter-sectoral linkage may have risen over time. With the introduction of Information Technology (IT) and its widespread adoption beginning in the early 1970s, one would think that the speed of knowledge spillovers would have accelerated over time. Another contribution of the paper is that the results of the empirical analysis will make it possible to estimate the direct and indirect return (as well as the social rate of return) to R&D.
In this regard, this paper extends previous work (Wolff and Nadiri, 1993, and Wolff, 1997) on the measurement of R&D spillovers based on computing embodied R&D using US input-output tables from 1947 to 1987. Throughout the paper, I will compare the new results to the old ones to see whether the spillover effects found in the older papers still hold up for the more recent period (and whether new relations are found).
The paper is organized as follows. The first section provides a review of the pertinent literature on spillover effects across industries. Section 2 introduces the model to be used in the empirical analysis. Section 3 discusses the data sources and methods.
Section 4 presents the results of the econometric analysis. Concluding remarks are provided in the last part, Section 5.
I. Review of Previous Literature
A. Domestic R&D Spillovers R&D spillovers refer to the direct knowledge gains of customers from the R&D of the supplying industry (see Griliches, 1979) . 1 There have been several approaches to measuring R&D spillovers. In, perhaps, the earliest work on this subject, Brown and Conrad (1967) based their measure of borrowed R&D on input-output trade flows (purchases and sales) between industries. Terleckyj (1974 Terleckyj ( , 1980 provided measures of the amount of R&D embodied in customer inputs on the basis of inter-industry material and capital purchases made by one industry from the supplying industries. Scherer (1982) , using Federal Trade Commission line of business data, used product (as distinct from process) R&D, aimed at improving output quality, as the basis of his measure of R&D spillovers.
Another approach is to measure the degree of "technological closeness" between industries. For example, if two industries use similar processes (even though their products are very different, or they are not directly connected by inter-industry flows), then one industry may benefit from the new discoveries by the other industry. Such an approach is found in the work of Jaffe (1986) , where patent data are used to measure technological closeness between industries.
Bernstein and Nadiri (1989) used total R&D at the two-digit Standard Industrial Classification (SIC) level as a measure of intra-industry R&D spillovers and applied this measure to individual firm data within industry. Mairesse and Mohnen (1990) There have been a large number of studies which have followed one or other of these approaches for estimating the spillover effects of R&D (see Mohnen, 1990 , Griliches, 1992 , and Cameron, 1996 , for reviews of some of the earlier literature).
In contrast, the literature on direct productivity spillover is more limited. Some of the earlier literature on this subject was quite suggestive. For the German economy Oppenlander and Schulz (1981) calculated that only about one third of new products were derived from technology (that is, process innovation). The remainder are 'market innovations," which are used to open up new markets for the producers. Pavitt (1984) estimated that out of 2000 innovations introduced in the U.K, only about 40 percent were developed in the sector using the innovation. The remainder were borrowed from new technologies developed in other sectors.
The work of Nelson and Winters (1982) illustrated another approach. In their evolutionary model, spillovers in technology among firms may occur as firms search or sample from their environment to develop new production techniques. Moreover, Rosenberg (1982) and Rosenberg and Frischtak (1984) suggested the existence of clusters of innovations in industries that occupy a strategic position in the economy in terms of both forward and backward linkages. They speculated that there are certain intra-industry flows of new equipment and materials that have a disproportionate level of technological change in the economy.
A paper by Bartelsman et al. (1991) is also highly suggestive. Using regression analysis, they related the growth in an industry's output to a weighted average of the growth in the outputs of the supplying industries, where the weights are determined by the industry's input coefficients. They concluded that the linkage between an industry and its suppliers appeared to be the dominant factor in accounting for long-term growth externalities. However, they did no directly relate an industry's own productivity growth to the R&D of its suppliers or to its suppliers' rate of productivity advance. Wolff and Nadiri (1993) provided one of the first investigations of direct productivity spillovers. They used as their measure of embodied technical change a weighted average of the TFP growth of the supplying industries, where the weights are determined by the industry's input-output coefficients. This formulation assumes that the knowledge gained from a supplying industry is in direct proportion to the value of that industry in a sector's input structure. Using U.S. input-output data from 1947 to 1977, they found a statistically significant effect of this index on an industry's own rate of technical change. Wolff (1997) followed up this work using U.S. input-output data from 1958 to 1987 and found an even stronger effect of embodied TFP growth on an industry's own rate of technical advance, with an elasticity of almost 60 percent. The return to embodied R&S was estimated at 43 percent. Direct productivity spillovers from the technological progress made by supplying sectors appeared to be more important than spillovers from the R&D performed by the suppliers. Moreover, changes in the contribution made by direct productivity spillovers to TFP growth accounted for almost half of the slowdown in TFP growth in manufacturing from 1958-1967 to 1967-1977 and for 20 percent of the TFP recovery in this sector from 1967-1977 to 1977-1987. Following up the work of Scherer (1982) , Ornaghi (2006) considered a model where process innovations spillovers to other firms raise firms' relative efficiency and technological diffusion of product innovations enhances firms' demand. Using panel data of Spanish manufacturing firms over the period 1990 to 1999, he found technological externalities significantly affect firm-level productivity growth. He also found that technological diffusion of product innovations was larger than the one deriving from process innovations, both in magnitude and pervasiveness.
Several papers have looked at the importance of geographic proximity in explaining R&D spillovers. The usual argument is that firms that are located in the same or proximate locations have greater opportunities to communicate than those further away. Geographic proximity may lead to the formation of social networks that can facilitate learning. Adams and Jaffe (1996) used a panel of manufacturing establishments over time from the Census and Annual Survey of Manufactures, matched by firm and industry to the firm-level R&D survey conducted by the National Science Foundation.
The sample period was from 1974 to 1988. They found that the effects of parent firm R&D on plant-level productivity are diminished by both the geographic and technological distance between the research lab and the plants. Orlando (2004) looked at firms in SIC 35, Industrial, Commercial Machinery, and
Computer Equipment. The primary data were from Standard & Poor's Compustat database from 1970 to 1998. These were supplemented with Bureau of labor Statistics price deflators for industry input and output, as well as county-level latitude and longitude data from the U.S. Geological Survey. He used a production-function framework to examine the role of geographic and technological proximity for inter-firm spillovers from R&D in SIC 35. He found that spillovers among firms within narrow, four-digit industrial classifications were generally stronger than those identified within the broader, three-digit class. Such spillovers, however, did not appear to be reduced by distance. Geographic distance did appear to attenuate spillovers that cross four-digit boundaries, suggesting that they may play a role in the formation of diverse (but not too diverse) industrial agglomerations. Their purpose was to investigate the contributions to productivity of three sources of research and development spillovers: geographic, technology and product-market proximity. They found that technological proximity (as developed by Jaffe, 1986) was important in explaining R&D spillovers. Moreover, geographical distance also had an effect in accounting for R&D spillovers even after conditioning on horizontal and technological spillovers. However, product-market proximity was less important than these two factors in accounting for R&D spillovers.
B. International R&D Spillovers
Over the last 15 years or so, much of the attention in this literature has been directed at international spillovers, and, as a result, there are also quite a few papers that have investigated the presence and importance of cross-national R&D and technological spillovers. Coe and Helpman (1995) were among the first to provide evidence on the importance of trade as a vehicle for the international diffusion of technology. They argued that if there is evidence (as seems to be the case) that innovation or R&D performed in one industry leads to technological gains in using industries, then is it possible that R&D performed in one country leads to technological gains in countries which import products from the first country? Coe and Helpman gathered data for 22 OECD countries covering the period from 1971 to 1990. They constructed measures of (domestic) R&D stock by country and estimated import flows between countries. Their major contribution was to construct a measure of "foreign R&D capital," which they defined as the import-share weighted average of the domestic R&D capital stocks of trade partners. Using bilateral import shares to weight foreign R&D expenditures, they calculated the variable S f i , which represented the foreign R&D stock of country i, as:
where m ik is the share of imports coming from country k as a share of total imports into country i and RD k is the stock of R&D in country k. Thus, the more R&D intensive the imports are from other countries, the higher is a country's stock of foreign R&D capital.
They then regressed a country's annual total factor productivity (TFP) growth on both its domestic and foreign R&D capital. They found like most studies that domestic R&D was a significant determinant of a country's TFP growth. However, their most important finding was that foreign capital was also a significant determinant of TFP growth within a country. They calculated a domestic R&D elasticity of 23 percent for the G-7 countries and about 8 percent for the 15 smaller OECD countries. However, their estimated elasticities for foreign R&D (that is, R&D embodied in imports into these countries) were 6 percent for the G-7 countries and 12 percent for the other OECD countries. They concluded that imported R&D was a more important factor in explaining domestic productivity growth in the smaller OECD countries but the converse was true for the larger OECD economies. They also found that the more open a country was, the higher the return to foreign R&D.
They then looked at two additional issues. First, they wanted to determine whether a country's productivity growth was greater to the extent that it imported goods and services from countries with a high (domestic) R&D intensity relative to imports from countries with low R&D expenditures. Second, after controlling for the composition of its imports, they were interested in whether a country's productivity growth would be higher the higher its overall import share. They found support for both predictions. In particular, they found that international R&D spillovers were related to both the composition of a country's imports as well as to its overall import intensity.
This paper stimulated a lot of additional work on the importance of foreign spillovers from trade and R&D. Park (1995) , using aggregate data for 10 OECD countries (including the G-7 countries), had similar results. He estimated that foreign R&D accounted for about two thirds of the total effect of R&D on domestic productivity. He estimated a domestic R&D elasticity of 7 percent and a foreign R&D elasticity of 17 percent.
However, Verspagen (1997) and R&D effects over time (the so-called "within" effect). He found that foreign R&D spillovers were significant only in the "within" estimation (that is, the time-series effect).
Foreign spillovers were positive in the "between" estimation (that is, between sectors) but not statistically significant. It thus appeared that the Coe and Helpman results overstated the contribution of foreign R&D to domestic productivity growth.
Eaton, and Kortum (1999) used a broader approach to calculating the relative importance of domestic and foreign R&D in domestic productivity growth. In their model, they included not only the direct effects on productivity growth but also a contribution from the transitional adjustment path to long-run equilibrium. They estimated that the portion of productivity growth attributable to domestic as opposed to imported R&D was about 13 percent in Germany, France, and the U.K; around 35 percent for Japan; and upwards to 60 percent in the U.S. Keller (2002) used a more general form of the R&D productivity function by allowing for multiple channels by which the diffusion of R&D can interact with domestic TFP growth. Using this method, he estimated that over the period from 1983 to 1995, the contribution of technology diffusion from France, Germany, Japan, the U.K., and the U.S. to nine other OECD countries amounted to about 90 percent of the total R&D effect on TFP growth. Eaton and Kortum (1996) , on the other hand, controlled for both distance and other effects. They found that once these other influences are controlled for, bilateral imports were not significant as a predictor of bilateral patenting activity, which they used as an indicator of international technology diffusion. Moreover, Keller (1998) replicated the set of regressions used by Coe and Helpman (1995) with what he termed "counterfactual import shares." These were simulated import shares based on alternative assumptions rather than actual import shares that were used to create the imported R&D variable in the regression equations. Keller argued that for there to be strong evidence for trade induced international R&D spillovers, one should expect a strong positive effect from foreign R&D when actual bilateral import shares were used but a weaker and likely insignificant effect when the made-up "import" shares were used. Keller found high and significant coefficients when counterfactual import shares were used instead of actual import shares. The magnitude of the coefficients and the level of significance were similar in the two sets of regression. On the basis of these results, he disputed the claim of Coe and Helpman that the import composition of a country was an important factor in explaining the country's productivity growth. Xu and Wang (1999) showed that the import composition effect remained strong He concluded that imports contributed to international knowledge spillovers. Acharta and Keller (2008) looked at two channels by which imports affect productivity. The first is that import competition may lead to market share reallocation among domestic firms with different levels of production. This they called the "selection effect." The second is that imports can also improve the productivity of domestic firms through learning externalities or spillovers. They used a sample of 17 industrialized countries covering the period 1973 to 2002. They reported two principal findings. First, increased imports lowered the productivity of domestic industries through selection.
Second, if imports embodied advanced foreign technologies (as measured by their R&D intensity), increased imports could also generate technological learning through spillovers that on net raised the productivity of domestic industries.
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II. Accounting Framework and Input-Output Model
The input-output model can be introduced as follows, where all vectors and matrices are 45-order and in constant (2007) dollars, unless otherwise indicated:
X t = column vector of gross output by sector at time t.
Y t = column vector of final output by sector at time t.
A t = square matrix of technical inter-industry input-output coefficients a ij at time t.
It should be noted that we use the industry by industry matrix instead of the commodity by industry matrix because R&D data are available by industry of production, not by commodity. In addition, let us define the following scalars:
w t = annual wage rate at time t (assumed the same for all workers).
i t = the rate of profit on capital stock at time t (assumed constant across industries and types of capital).
I will also make use of the so-called inter-industry value matrix A* defined as:
A* t = square matrix of value inter-industry input-output coefficients a* ij at time t, where a* ij = p i a ij / p j .
Another concept that will be used is the sales coefficient matrix B, which shows the percentage of sector i's output that is sold to sector j and is given by:
B t = square matrix of inter-industry sales coefficients b ij at time t, where b ij ≡ a ij x j / x i .
Analogously, the matrix B n shows the share of total investment of each type i that is sold to sector j:
B nt = square matrix of investment coefficients b nij at time t, where b nij ≡ n ij x j / x i .
Following Leontief (1953) , I can now define a row vector π, where the rate of TFP growth for sector j over period T is given by:
where Δ refers to the change over period T, p jT is the average price of sector j over period T, w T is the average wage over period T, i T is the average rate of profit over period T, and p jt0 is sector j's price at the beginning of the period (t 0 ).
R&D intensity is introduced into the model as follows. Let
(2) RDX jT ≡ r jT = RD jT / X jT which shows the amount of R&D expenditure (RD) in constant US dollars per constant dollar of gross output in sector j.
Forward spillovers from R&D are estimated on the basis of trade flows between sectors. I use two different formulations of R&D spillovers. The first assumes that the amount of information gained from supplier i's R&D is proportional to its importance in sector j's input structure (that is, the magnitude of a ij ) and to sector i's R&D intensity:
where the matrix A 0 is identical to the matrix A, except that the diagonal of the matrix is set to zero in order to prevent double-counting of R&D expenditures. For period T, the average values of a 0 ij and the ratio RD j / GDP j are used.
The second approach assumes that the amount of R&D that spills over from sector i to sector j is proportional to the share of output that sector i sells to sector j. This approach was used by Terleckyj (1974 Terleckyj ( , 1980 . Then the alternative measure of indirect R&D, RDINDB, is given by:
A similar approach was used by Scherer (1982) , except that his measure of indirect R&D is distributed proportionally to the number of patents issued by sector i which fall into sector j's industrial classification. In principle, Scherer's measure is identical to RDINDA except that indirect R&D is distributed proportionally to patents instead of sales. Another source of borrowed R&D is new investment. In the first case, it is assumed that the information gain is proportional to the annual investment flow per unit of output:
2 The matrix B 0 is used instead of B again to avoid double-counting of industry j's own R&D.
(5) RDKINDA jt ≡ Σ i n ijT RD jt / GDP jt
In the second case, it is assumed that the information gain from the R&D performed in the capital-producing sector i to sector j is proportional to the share of new investment that sector i sells to sector j:
It is also possible to construct estimates of direct productivity spillovers, what I call "TFP spillovers," in analogous fashion to the approach for R&D spillovers. The rationale is that TFP growth is an indicator of "successful" R&D and therefore there may be a "contagion" effect between industries with a rapid rate of technological gain and those buying from these industries. TFP spillovers are measured by:
which is a measure of sector j's indirect knowledge gain from technological change in its supplying sectors. In this case, it is assumed that the information gained from supplier i's TFP is proportional to its importance in sector j's input structure. An alternative measure is:
where it is assumed that the knowledge gain from sector j's TFP growth is proportional to the percentage of sector i's output that is sold to sector j.
In sum, I have now introduced six different measures of possible inter-sectoral spillover effects. Are there ones that are preferable to others? With regard to RDINDA versus RDINDB (as well as RDKINDA versus RDKINDB), each has its own rationale.
As discussed above, with regard to the two measures, RDINDA and RDINDB, each relies on a different theory of knowledge transfers. The selection of a preferred one will depend on the outcome of an empirical investigation of their relative importance and statistical significance in explaining industry level TFP growth ("the proof is in the pudding," as the old expression goes).
In contrast, both inter-industry spillovers (such as RDINDA) and spillovers from new investment (such as RDKINDA) may each contribute separately as factors in accounting for industry level TFP growth. Here, too, the choice of a preferred measure will depend on the results of an empirical investigation. With regard to the difference between R&D spillovers (such as RDINDA) and direct TFP spillovers (such as TFPINDA) each has its own rationale. If R&D is the medium through which knowledge is transferred between sectors, then the former is to be preferred but if direct technological change is the medium, the latter is to be preferred. Once, again, empirical investigation of the relative importance of each in explaining industry level TFP growth will lead to a preferred choice.
I also introduce several measures of inter-sectoral linkages. These have been developed in the input-output literature. The first is the average value of the input-output value coefficients, a* ij :
where ν is the number of sectors. The second index is the row sum of the value inverse matrix:
This measure shows the total increase in output in sector i that would be forthcoming to meet a dollar increase in the demand for the output of each sector of the economy. This index expresses the extent to which the system of industries in an economy draws upon industry i in order to expand production. The third is given by:
The column sum of the (I -B') inverse matrix shows the total output of user industries needed to absorb an additional dollar of sector i's output,
III. Data Sources and Methods
The principal data are 85-sector input-output tables for the U.S. for years 1958, 1967, 1977, 1987, 1997, and 2007 The 1967, 1977, 1987, 1997, and 2007 data are available in separate make and use tables. Investment data refer to non-residential fixed investment in constant (2000) dollars. R&D expenditures performed by industry include company, federal, and other sources of funds. Company-financed R&D performed outside the company is excluded.
"Private" refers to privately-funded R&D performed in company facilities including all sources except federally financed R&D. "Basic" refers to basic research performed in company facilities; "applied" refers to applied research performed in company facilities;
and "development" refers to development R&D performed in company facilities. Series sectors (see Appendix Table 1 for a listing of the sectors).
IV. Regression Models and Results
The basic regression model used in the empirical analysis is: and TFP (RDINDA, RDINDB, TFPINDA, TFPINDB, etc.). We assume that the terms ε jT are independently distributed but may not be identically distributed. The regression results reported below use the White procedure of a heteroschedasticity-consistent covariance matrix. It is also assumed that a .j are independent -that is, the technology of each industry is independent of that of other industries. In both cases, the sample is a pooled cross-section time-series data set that consists of 45 industries in four time periods (1958-1967, 1967-1977, 1977-1987, and 1987-1997) and 33 sectors in 1997-2007. 6 Though ideally it would be useful to separate out a between sector effect from a within sector effect, as in Verspagen (1997) , this is not possible in the present application because of the different sector scheme in the 1997-2007 period.
The coefficient b 1 is normally interpreted as the rate of return to R&D under the assumption that the (average) rate of return to R&D is equalized across sectors. The 6 The reason for the smaller number of industries in the last period is due to the adoption of the North American Industrial Classification System (NAICS) after 1997, as opposed to the Standard Industrial Classification (SIC) system in the preceding years. Moreover, as noted in the footnote to Table 3 , since investment by kind is not available for public administration for the computation of RDKINDA and RDKINB, the number of sectors is reduced by one when these variables are used in the regression. coefficient b 2 is, correspondingly, usually interpreted as the indirect return to R&D and the sum of the two is considered to be the total or social rate of return to R&D.
Another set of regressions will look at the effects of industry level productivity growth and industry level R&D expenditures on linkage structure per se The regression specifications are of the form:
The descriptive statistics, shown in Appendix Table 2 , are, first, of interest.
Average TFP growth across sectors shows the familiar pattern, with a marked slowdown I next present the results on embodied R&D from Wolff and Nadiri (1993) and Wolff (1997) . In the first paper, we found a rate of return to R&D of about 10 percent among manufacturing industries alone and about 20 percent among all industries over the period from 1947 to 1977 (see Table 1 ). Fifty industries were used in the full sample. The coefficient of RDX was significant at the five percent level in all specifications.
RDINDA did not prove statistically significant but had a positive coefficient in both specifications. RDKINDA was not statistically significant in the manufacturing sample (in fact, its coefficient was negative) but its coefficient was positive and significant at the five percent level among all sectors. The coefficient of TFPINDA was positive and significant at the five percent level among manufacturing industries but was positive though not significant among all industries. The variables RDINDB and RDKIND were not statistically significant.
[Place Table 1 about here]
Wolff (1997), using a sample of 68 industries over the period 1958 to 1987, estimated a rate of return to R&D of about 11 percent among all industries (see Table 2 ).
The variable RDX was significant at the five percent level. RDINDA was significant at the 10 percent level and its coefficient, the indirect return to R&D, was estimated to be 0.43. The social rate of return was therefore estimated to be 53 percent. The alternative form of embodied R&D, RDINDB, was also significant at the ten percent level, with an estimated coefficient of 0.41. In these regressions, the dominant variable was TFPINDA, whose estimated coefficient was 1.30 and was significant at the one percent level. The size of the effect and the significance level of the coefficient of TFPINDA were found to be greater in Wolff (1997) than in Wolff and Nadiri (1993) . In contrast, the estimated coefficient of TFPINDB was 0.15 but not significant. The R [Place Table 2 
about here]
Regression results from the current study are shown in Table 3 based on pooled cross-section data covering the period from 1958 to 2007. The estimated coefficients of RDX range from 0.22 to 0.25, about twice the level of Wolff (1997) , and are uniformly significant at the one percent level. The estimated coefficient of RDINDA is 0.366 and is significant at the one percent level (see Specification 2). As a result, the direct rate of return to R&D is 22 percent, the indirect rate of return to R&D is 37 percent, and the social rate of return to R&D is 59 percent in this specification. This compares to a 53 percent estimated social rate of return in Wolff (1997) .
[Place Table 3 about here]
The coefficient of RDINDB is now only 0.022 and insignificant. This result contrasts to Wolff (1997) , where the coefficient of RDINDB was 0.41 and statistically significant. It now appears that the input measure of embodied R&D, as reflected in RDINDA, overwhelming dominates the sales-embodied R&D measure RDINDB, as originally proposed by Terleckyj. In other words, it appears that the knowledge transmitted by the R&D embodied in an industry's inputs depends on the importance of that input in the production structure of the industry rather than the share of the output of the supplying industry sold to that industry.
The estimated coefficient of TFPINDA is 0.713, smaller than its coefficient in Wolff (1997) , and its significance level is 10 percent, compared to one percent in Wolff (1997) . In contrast, the estimated coefficient of TFPINDB is only 0.064 and not statistically significant.
In contrast to Wolff and Nadiri (1993) and Wolff (1997) , the coefficient of RDKINDA is 0.849 and is now statistically significant at the five percent level among all industries. In contrast, the coefficient of RDKINDB is not statistically significant. When both RDINDA and RDKINDA are included together, both remain statistically significant, the former at the one percent level and the latter at the ten percent level. The direct rate of return to R&D is now 25 percent, the indirect return is 35 percent, and the social rate of return is 60 percent. However, there is an added return to R&D from that embodied in In Table 4 , the sample of industries is restricted to the 21 manufacturing industries in the data. Whereas in Wolff and Nadiri (1993) , both RDX and TFPINDA were found to be statistically significant, in the present application neither RDX nor any of the spillover variables are statistically significant. However, the estimated direct return to R&D is about 11 percent, about the same as was found in Wolff and Nadiri (1993) within manufacturing.
[Place Table 4 [Place Table 5 about here]
[Place Table 6 about here]
The third method consists of successively adding new periods to the [1958] [1959] [1960] [1961] [1962] [1963] [1964] [1965] [1966] [1967] sample to reach the 1958-2007 sample. As shown in the first five columns of Table 6 , the coefficient estimates as well as the significance levels of RDX, RDINDA, and RDKINDA generally increase with the addition of each new period. The R 2 statistic and the adjusted-R 2 statistic also tend to increase. These results also suggest a strengthening of the R&D spillover effect over time. The fourth method is to include interactive terms between RDINDA and period dummy variables. As shown in the last column of Table 6 , the results are inconclusive as to whether the R&D spillover effect has risen over time.
In the fifth method, I decompose average TFP growth over both the and the 1987-2007 periods using the coefficient estimates shown in the last two columns of Table 5 The first set of regressions as shown in Table 3 are now repeated with the variable SCIENG, the number of full-time equivalent scientists and engineers engaged in R&D per 10,000 full-time equivalent employees, substituted for RDX. The results are even stronger with SCIENG. The coefficients of SCIENG are all significant at the one percent level, with higher t-statistics than the corresponding RDX variable (see Table 7 ). The coefficient estimates and t-statistics of RDINDA and RDKINDA are higher than the corresponding ones in the first set of regressions. In Specification 8, in particular, the coefficient of RDKINDA is now significant at the five percent level, as opposed to the ten percent level in the original regression. The R Results from Wolff and Nadiri (1993) , covering the period from 1947 to 1997, are first shown in Table 8 . Within the manufacturing sector itself, neither RDX nor TFPGRT showed any statistically significant effect on the size of their industry's LINK1 index.
However, among all sectors of the economy, both RDX and TFPGRT were positively and significantly associated with higher values of both LINK1 and LINK2, and RDX (though not TFPGRT) was positively and significantly related to LINK3. The early results clearly indicated a positive relation between the degree of technological activity of a sector and its degree of forward linkage.
[Place Table 8 about here] New results, for the 1958-2007 period, are shown in Table 9 . Neither RDX nor TFPGRT have a significant relation to LINK1. Indeed, the estimated coefficient of RDX is negative. Results are quite similar for the linkage measure LINK2. In the case of LINK3, both RDX and TFPGRT are again statistically insignificant but in this case the estimated coefficient of RDX is positive and that of TFPGRT is negative. The apparent reason why neither RDX nor TFPGRT bear no significant relationship to forward linkages is that the forward linkages themselves remain almost unchanged over time (see Appendix Table 2 ).
period regressions showed no clear pattern. A comparison of regression results from periods 1958-1987 with 1987-2007 showed much higher and more significant coefficients on RDINDA and RDKINDA for the later period. However, once again, the Chow test did not indicate that the two sets of regressions were statistically different. Adding data from successive periods to the 1958-1967 period to reach the full 1958-2007 sample generally showed successively greater and more significant coefficients on RDINDA and RDKINDA as the sample was expanded. Including interactive terms between RDINDA and period dummy variables revealed no clear pattern.
[Place Table 9 about here]
Conclusion
I speculated at the outset of the paper that technological spillover effects may have become more important over time as IT penetrated the U.S. economy. The rationale is that IT may speed up the process of knowledge transfer and make these knowledge spillovers more effective.
I estimated first of all that the direct rate of return to R&D is 22 percent and the indirect rate of return to R&D (RDINDA) is 37 percent. The rate of return to R&D estimates are higher than in my previous studies. The indirect rate of return to R&D is now significant at the one percent level, in comparison to insignificant coefficients in Wolff and Nadiri (1993) and a 10 percent significance level in Wolff (1997) (also see Table 10 for a comparison of results from the current study with those from the older two studies.) The newly estimated social rate of return to R&D is 59 percent, and this compares to a 53 percent social rate of return estimated in Wolff (1997) .
[Place Table 10 about here]
In contrast to Wolff and Nadiri (1993) and Wolff (1997) , the coefficients of R&D embodied in new investment (RDKINDA) are now statistically significant at the five percent level among all industries and the coefficient estimates are higher. When both RDINDA and RDKINDA are included together, both remain statistically significant, the former at the one percent level and the latter at the ten percent level. The direct rate of return to R&D is now 25 percent, the indirect return is 35 percent, and the social rate of return is 60 percent. There is also an added return to R&D from that embodied in investment goods, which I estimate to 0.23 per dollar of investment. All in all, the direct and indirect returns to R&D are at least as high in the later period as estimated here as in the earlier periods as estimated in Wolff and Nadiri (1993) and Wolff (1997) . Direct TFP spillovers (TFPINDA) now appear to be less important than in Wolff and Nadiri (1993) and Wolff (1997) . The coefficient estimates and significance levels are smaller than in the prior work. Moreover, in contrast to the earlier work, R&D spillovers now appear to be more important than direct TFP spillovers (as gauged by the significance level of the respective coefficients).
In contrast to the Wolff and Nadiri (1993) , no statistically significant relation now appears between forward linkages and either RDX or TFPGRT. The apparent reason is that in this application, measures of forward linkages are relatively unchanged over time. 1958-1967, 1967-1977, 1977-1987, and 1987-1997 1958-1967, 1967-1977, 1977-1987, and 1987-1997 1958-1967, 1967-1977, 1977-1987, and 1987-1997 and on each of 33 industries in 1997-2007. Investment by type is not available for the public administration sector. As a result, the number of sectors is reduced by one when RDKINDA and RDKINDB are used in the regression. The estimation uses the White procedure for a heteroschedasticity-consistent 1958-1967, 1967-1977, 1977-1987, and 1987-1997 and on each of 33 industries in 1997-2007. Investment by type is not available for the public administration sector. As a result, the number of sectors is reduced by one when RDKINDA and RDKINDB are used in the regression. The estimation uses the White procedure for a heteroschedasticity-consistent covariance matrix. The absolute value of the t-statistic is in parentheses below the coefficient. 1958-1967, 1967-1977, 1977-1987, and 1987-1997 1958-1967, 1967-1977, 1977-1987, and 1987-1997 
