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Index decomposition analysis (IDA) has been one of the most popular analytical 
tools for studying energy consumption and carbon emissions during the past three 
decades. Using this technique, a considerable number of empirical studies have been 
reported. With the improvement in data quality, its application has been extended in 
many different ways. Studies on relevant methodological issues regarding these 
extensions, however, seem to be inadequate. This thesis thus aims to study these issues 
and propose possible improvements and extensions of IDA from both methodological 
and application viewpoints. 
The author first investigates the practices of major national and international 
initiatives in applying IDA to analyze energy consumption and carbon emissions. 
From their practices, the application of IDA is found to have experienced quite a few 
changes over time. Recently, a number of special decomposition analysis cases have 
also triggered the interests of researchers and analysts. This research focuses on some 
of these developments and cases. They include proposing an activity revaluation 
procedure for the industrial sector where activity indicators are available in both 
monetary and physical measures, establishing a hybrid model for the residential sector 
where energy consumption is driven by different forces, proposing a multilevel-
hierarchical (M-H) model which adopts a hierarchical structure in decomposition 
analysis, and developing a multi-region spatial decomposition (MRSD) framework for 
inter-regional comparisons. 
Besides, a survey on the energy-related CO2 emission studies using IDA is 
presented. As the first comprehensive survey of this kind, the study serves as a guide 
for analysts who are interested in this area. Based on the findings in the survey, the 
author analyzes the impact of adopting different decomposition identities for the 
 vii 
electricity generation sector. The author pays special attention to the electricity 
generation sector in view of its high share of CO2 emissions in the economy. Extended 
decomposition models are proposed to quantify the impacts of clean technologies, such 
as carbon capture and storage (CCS) and combined heat and power (CHP), on 
reducing the CO2 emissions from the sector.  
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Chapter 1 Introduction and Background 
With the increase of wealth, rise in energy demand, and continued dependence on 
fossil fuels, growth in energy consumption and CO2 emissions has been experienced 
worldwide in the past few decades.
1
 Although many studies have shown that there are 
reasonably good correlations between CO2 emissions, energy consumption and gross 
domestic product (GDP), the relationships tend to vary among countries, and usually 
change over time, due to differences or changes in economic structure, demand 
patterns, energy fuel mix, and energy efficiency (Dhakal, 2009; Fisher-Vanden et al., 
2004; Silveria and Luken, 2008).
 
These relationships between energy needs, economic 
growth and emissions have generated considerable interest among researchers. Many 
studies using different approaches have been reported in the literature. This chapter 
first sketches out the background and challenges of energy and emissions studies. It 
then focuses on a specific approach, namely the index decomposition analysis (IDA), 
and how this approach is used in energy and emissions studies. Some research gaps on 
the development and application of IDA are then summarized, which forms the basis 
of the research presented in this thesis. Finally, the scope and structure of the thesis are 
presented. 
1.1 Evaluating energy and emission performance 
The common practice to evaluate a country’s performance in energy consumption 
and CO2 emissions is to develop relevant indicators and trace changes in these 
indicators over time.
2
 For this purpose, energy intensity is one of the most popular 
indicators for evaluating how efficient energy is consumed. In the energy literature it is 
a common practice to treat energy efficiency as the inverse of energy intensity. The 
                                                 
1 Unless otherwise specified, CO2 emissions in this study refer to energy-related emissions.  
2 It is recognized that energy demand is more related to energy services than for energy itself per se. This has implications for the 
drivers that lead to change in energy and energy-related CO2 emissions. 
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latter is the direct energy consumption of per unit activity that represents the energy 
service derived (Sathaye, 2010).
3
 Since the term of energy efficiency and energy 
intensity can be used interchangeably, energy intensity is the indicator often tabulated 
to track energy efficiency trends. Replacing the energy consumption by the relevant 
amount of CO2 emissions, the author obtains carbon intensity which is the indicator 
often tabulated to track emission intensiveness of an economy.  
Theoretically, energy intensity indicators could be proposed and applied at 
different levels of sector aggregation. At the most aggregate level, the ratio of a 
country’s total primary energy consumption to its GDP, namely the energy/GDP ratio, 
is the best known energy intensity indicator. A decrease in this ratio is often taken as 
an improvement in energy efficiency in a country, and countries with a lower ratio are 
taken to be more efficient in energy use. Until the early 1980s, how the energy/GDP 
ratio evolved as a country developed was a subject of many studies (Ang, 2006; Ang 
and Liu, 2006). As a derivative of the energy/GDP ratio, the CO2/GDP ratio quantifies 
the performance of GDP growth with respect to its CO2 emissions. Countries with a 
lower CO2/GDP ratio can therefore be taken as one having a lower carbon economy. 
The ratio of these two indicators, namely CO2 emissions per unit of energy 
consumption, reveals the relationship between CO2 emissions and energy consumption. 




                                                 
3 While a variety of definitions of the term energy efficiency have been suggested by analysts from different disciplines, this thesis 
uses the definition widely agreed by national energy agencies as how effective energy is used to produce a certain level of output 
or energy service (EIA, 1995; European Commission, 2006; OEE, 2009). 
4 These three indicators are used to reveal the relationship between changes in energy consumption, CO2 emissions, and GDP at 
the aggregate level. Annual data on these indicators are tabulated in national and international statistical sources to track changes 
in the performance of economy-wide energy efficiency and CO2 emissions. See for example, IEA (2010b, 2012a). 
5 A cross-country analysis of aggregate energy and carbon intensities and emission factor can be found in Ang and Xu (2012).  
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Although easy to compute, the above-mentioned indicators, which are derived at 
the national level, are affected by multiple factors. They provide limited information at 
the sub-sector or process level. Taking the energy/GDP ratio as example, the 
denominator, GDP, covers a wide spectrum of economic activities and a country’s 
total energy consumption is influenced by not only its total value, but also its activity 
mix. To overcome this limitation, economy-wide energy consumption is distributed 
hierarchically into sectors, sub-sectors, end-uses and so on.
6
 At each level of the 
hierarchy, appropriate energy intensity indicators are defined and studied (IEA, 2004). 
A study on the evolution of the energy intensity indicators can be found in Ang (2006). 
Reviews on the methodology, best practices, and potential use of energy efficiency 
indicators were given in IEA (2007a) and de la Rue du Can et al. (2010). Similar to 
energy consumption, the economy-wide CO2 emissions in a country can be allocated to 
emissions at different levels of sector aggregation. Besides, a country’s total emissions 
are also closely linked to how its energy needs are met. The emissions at the sector, 
sub-sector or end-uses levels are thus further allocated into emissions from various fuel 
types. 
In general, the finer the sector disaggregation, the better the corresponding 
intensity indicators are as a proxy for efficiency. Such fine level indicators, however, 
may not provide the information needed for policy making at the national level. To fill 
the information gap between aggregate indicators and the indicators defined at the 
finer level, an appropriate energy or emission accounting system is normally needed.  
                                                 
6 The economy-wide consumption, for example, is often disaggregated into industry, transport, residential and service sectors. The 
transport sector is disaggregated into passenger and freight transport. Passenger transport is disaggregated into road, rail, water and 
air transport modes, and road transport is further broken down into vehicle types, and so on. 
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1.2 IDA and its application to energy/emission assessment 
A well developed accounting system with the requisite database is an essential 
tool for energy or emission performance assessment. It comprises several components 
apart from the requisite data: (a) an appropriate decomposition and aggregation 
technique, (b) a hierarchical sector classification structure, and (c) activity indicators 
for sub-sectors and end-uses as defined in the hierarchical structure. Focusing on these 
three aspects, the sections that follow provide a review of the developments in the 
academic literature and the practice of several national and international initiatives. 
The initiatives include APERC (2001); EECA (2009); EERE (2008a); IEA (2007a); 
ODYSSEE (2009); OEE (2009b); Petchey (2010). The main purpose is to learn from 
the practices and reveal relevant methodological and practical issues that deserve 
further research. 
1.2.1 Index decomposition analysis 
Index decomposition analysis is an analytical approach used to decomposing 
changes in an aggregate indicator into the contributions of various explanatory 
factors.
7
 The contributions of these explanatory factors are obtained by aggregating 
changes of relevant indicators at a finer level. With the help of IDA, the information 
provided by energy/emission indicators collected at different levels of the 
energy/emission hierarchy can be appropriately used to the greatest extent.  
The earliest IDA studies appeared in the late 1970s in the United States (Myers 
and Nakamura, 1978) and the United Kingdom (Bossanyi, 1979), in which industry 
electricity consumption was decomposed using sub-sector data. In the early 1990s, 
with the growing concerns about global warming worldwide, researchers began to 
study CO2 emissions and extended the use of IDA to emissions. The first of such 
                                                 
7 Besides energy consumption and carbon emissions, IDA has also been applied in other study areas, such as agriculture (Oladosu 
et al., 2011; Kastner et al., 2012), environmental management (Fujii and Managi, 2012) and wastewater control (Fujii et al.  2013).   
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studies is Torvanger (1991), which examined the drivers of CO2 emissions from 
manufacturing in nine OECD countries. Comprehensive surveys about the application 
of IDA to energy and CO2 emissions can be found in Ang and Zhang (2000) and Liu 
and Ang (2007). A recent update on the IDA academic literature can be found in Mu 
(2012). 
Take energy consumption in a specific sector such as industry as an example. 
Once sector disaggregation is specified, the aggregate energy consumption can be 











AE    (1.1) 
where E and A are respectively the aggregate energy consumption and activity level of 
the sector. Subscript i indicates sub-sector, Si=Ai/A is the activity share, and Ii=Ei/Ai is 
the energy intensity of sub-sector i. A specific IDA method is then applied to distribute 
the aggregate energy consumption change from time 0 to time T, either measured in 
the difference form or in the ratio form, to the contribution of changes of the three 













Eqs. (1.2) and (1.3) are respectively the additive and multiplicative decomposition 
scheme corresponding to changes in the difference form and ratio form change. The 
superscripts tot, act, str and int respectively represent the total change, the activity 
effect, the structure effect, and the intensity effect. The activity effect measures the 
impact on energy consumption due to changes in the sector’s overall activity level. The 
structure and intensity effects respectively give changes in energy consumption arising 
from changes in activity mix by sub-sectors and from changes in sub-sector energy 
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intensities. This is the conventional 3-factor decomposition identity most widely used 
in the literature.  
The technique of IDA is derived from index number theory which is originally 
developed to quantify the contribution of quantity and price impacts to changes in 
aggregate value of commodity consumption. Based on index number theory, 
researchers have developed various IDA methods to estimate the impacts of various 
explanatory factors that account for aggregate energy/emission changes (Albrecht et al., 
2002; Ang and Choi, 1997; Ang and Liu, 2001; Ang et al., 2004; Fernández and 
Fernández, 2008; Lenzen, 2006; Sun, 1998). A considerable number of publications 
can be found. They identified the linkages and properties of various IDA methods 
(Ang et al., 2009; Ang et al., 2003; Sun and Ang, 2000), compared their performance 
(Ang and Liu, 2007; Cahill et al., 2010; Greening et al., 1997), and provided guidelines 
for users (Ang, 2004, 2005). A comparison of eight IDA methods with a focus on 
index number theory can be found in Liu and Ang (2003). 
Various IDA methods can be applied to estimate the effects on the right-hand side 
of Eqs (1.2) and (1.3). A summary of the formulae for various IDA methods can be 
found in Appendix A. In an empirical study, choosing an appropriate IDA method is 
an important step. From the methodological aspect, Ang (2004) described four criteria 
for selecting an IDA method and concluded that the logarithmic mean Divisia index 
(LMDI) method is the preferred method. The four criteria are good theoretical 
foundation (e.g. passing the time-reversal test and factor-reversal test in index number 
theory), high degree of adaptability, ease of use, and ease in result interpretation. 
Indeed, LMDI has been the most widely used IDA method in the literature since the 
early 2000s (Mu, 2012). It thus will be the main IDA method used in this thesis. 
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1.2.2 International practices 
Based on the technique of IDA, several national and international initiatives have 
developed accounting systems to track national energy performance. The international 
initiatives include those of the International Energy Agency (IEA), the Asia Pacific 
Energy Research Centre (APERC), and the European Union initiated project named 
ODYSSEE. The national initiatives are those reported in Australian Bureau of 
Agricultural and Resource Economics (ABARE-BRS), Office of Energy Efficiency 
(OEE) of Natural Resources Canada (NRCan) of Canada, Energy Efficiency and 
Conservation Authority (EECA) of New Zealand, and the Office of Energy Efficiency 
and Renewable Energy (EERE) of the United States. Some differences exist among 
these initiatives with respect to the IDA method, sector disaggregation, and activity 
indicators used. A summary of the key features of the initiatives is shown in Table 1.1. 
Column 1 and Column 2 of the table show the abbreviations of various energy 
accounting systems and the corresponding economies. Column 3 gives the IDA 
method adopted. Column 4 specifies the sector classification. The total number of sub-
sectors at the most disaggregate level is presented in Column 5. 
Table 1.1 Key features of energy accounting systems by countries and organizations 
Abbreviation Economies Sector classification* No. of sub-sectors IDA methods 
IEA OECD 4 final sectors 20 Laspeyres 
ODYSSEE EU 4 final sectors 28 n.a. 
OEE Canada 4 final sectors + Electricity >100 LMDI-I 
EECA New Zealand 4 final sectors + Primary 25 LMDI-II 
EERE USA 4 final sectors + Electricity 75 LMDI-II 
ABARE-RBS Australia 3 final sectors 45 LMDI-I 
APERC APEC 4 final sectors + Electricity -- Divisia  
*Note: The four final sectors indicate industry, transport, residential and service. Industry sector and service sector are merged in 
the ABARE-RBS framework. 
From Table 1.1, it can be seen that LMDI is adopted in most accounting systems 
except for IEA which uses the conventional Laspeyres method.
8
 With a simple and 
                                                 
8 LMDI includes LMDI-I and LMDI-II. See Ang (2006) for more details about the LMDI method. 
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straightforward concept, the Laspeyres method is easy to understand even to non-
experts. However, a serious drawback of leaving a significant residual term 
complicates result interpretation.
9
 In the 2012 edition of World Energy Outlook (IEA, 
2012b), however, IEA switched to use the additive LMDI method. ODYSSEE adopted 
an aggregation approach, which is also named “unit consumption approach” by Ang et 
al. (2010), to calculate the aggregate energy efficiency index called ODEX. There are 
two differences between the unit consumption approach and IDA. First, energy 
intensity indicators with different units are used in the unit consumption approach. 
Second, only the intensity effect is calculated in the unit consumption approach. As 
shown in Chapter 2 of this thesis, the approach adopted in ODYSSEE can be 
considered as a special case of IDA. 
The final sectors as given in Column 4 of Table 1.1 can be classified into two 
categories: production sectors and non-production sectors.  Production sectors include 
industry, service, and freight transport, while non-production sectors are residential 
and passenger transport. The major drivers of various energy services are different 
among sectors and this leads to different choices of activity indicators among sectors. 
A summary of the activity indicators by sector are shown in Table 1.2. Except for the 
transport sectors where activity indicators are uniform, large variations have been 
reported among countries/organizations in terms of the activity indicator used. Besides 
the disaggregation of major final sectors, each sector can be disaggregated further into 
various sub-sectors. Sub-sectors can be disaggregated into end-uses and so on. Such 
disaggregation leads to energy consumption data given at multiple levels. The number 
of sub-sectors of various main sectors varies from a few to a few dozen among 
different initiatives. 
                                                 
9 Laspeyres index, one of several common decomposition methods, was widely adopted by analysts and researchers in the early 
1980s. Laspeyres index method has seldom been used by researchers and organizations except IEA since mid-1995.  
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Table 1.2 Activity indicators in energy accounting systems by selected countries 
Final sectors IEA OEE EECA EERE ABARE-RBS APERC 
Industrial 
 













passenger-km passenger-km passenger-km passenger-km passenger-km passenger-km 
Freight 
transport 
tonne-km tonne-km tonne-km tonne-km tonne-km tonne-km 









value-added floor space value-added floor space value-added GDP,  
floor space 
Note: ODYSSEE adopts unit consumption approach as the main method to estimate the energy efficiency improvement. A 
property of unit consumption approach is that energy intensity is measured by dividing energy consumption by the most 
appropriate activity indicator of the corresponding energy service. Therefore, the activity indicators are different for different 
energy services even in the same final sector.  
1.2.3 Research problems  
From the foregoing discussions, the author can see that there are substantial 
variations among initiatives in their choices of decomposition method, identity, 
procedure, activity indicator, and data hierarchy. When only a specific choice of the 
above aspects is adopted, the decomposition results obtained are understandably 
specific and may be considered as valid only for the particular situation. The problem 
that arises is whether other combinations of choices give basically the same results and, 
if not, which set of results is the most reasonable in describing the real situation. With 
improvements in data availability and quality, the application of IDA has been 
extended from analyzing individual country’s industrial energy consumption using the 
conventional 3-factor IDA model to a variety of other application areas motivated by 
various tracking and comparison purposes. Through reviewing the development of 
IDA on the academic front and the refinement of the existing energy accounting 
systems over time, the author recognized that refinements in these national practices 
consistently followed the trends in the development of IDA in the academic literature. 
There are some technical issues related to IDA which are still unresolved or where 
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refinement can be made. In this regard, the author has come up with the following five 
research problems which are the research focus of this thesis. 
The first two research problems are related to the choice of activity indicators for 
two different final energy consuming sectors, i.e. industry and residential. GDP is a 
convenient activity indicator to develop energy intensity indices at the economy-wide 
level. As shown in Table 1.2, the activity indicators for the transport sector are very 
standard, while those for the industry and residential show large variations among 
different initiatives. For the industrial sector, both value added and physical production 
for some sub-sectors, e.g. energy-intensive industries, are collected. Due to inflation 
and price fluctuation embodied in the monetary value of production, IDA studies that 
adopt monetary activity indicators are limited in tracking the technical energy 
efficiency trends in industry (Farla et al. (1997). To elucidate more clearly how 
effective energy is consumed in industry sector, there has been an increasing emphasis 
on the use of physical production data in IDA studies (Reddy and Ray, 2011; Salta et 
al., 2009) and in the national practices (Farla and Blok, 2000a; OEE, 2003). 
As to the case of the residential sector, more variations are found as the sector 
disaggregation and energy consumption drivers are country specific. In terms of 
activity selection, population, value-added, floor area and number of households are all 
possible activity indicators. Different choices of activity indicator have led to different 
decomposition identities. In the national practices and also in the literature, there are 
two common ways to design the IDA model for the residential sector. One is to follow 
the conventional definition of the 3-factor decomposition identity as used by the 
United States (EERE, 2008b). The other is to track the residential energy change in 
terms of the contributions of various end-uses as used in IEA (2007b). These variations 
in the drivers of residential energy demand lead to different decomposition models and 
results, and hence different policy implications. 
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The third research problem is about decomposition analysis conducted at multiple 
disaggregation levels in the energy consumption hierarchy. With improvement in data 
availability and quality, countries increasingly construct specific energy hierarchy to 
factorize economy-wide energy consumption into more sub-sectors and end-uses. 
Decomposition analysis can then be conducted at different levels of the hierarchy. As a 
result, the same explanatory factor might have very different values and meaning at 
different levels. Instead of conducting decomposition analysis using data at a specific 
level of the energy hierarchy (i.e. single-level decomposition model), IDA can also be 
applied to cases where multilevel data are involved (e.g. EERE, 2003; Ma and Stern, 
2008). This multilevel decomposition analysis, providing more valuable information, 
is a major development in studies using IDA.  
The fourth research problem deals with the issue of regional comparisons.  One of 
the objectives of the international initiatives described in Section 1.2.2 is to evaluate 
the performance of individual country and then make inter-country comparisons. So 
far, in all these initiatives, the comparisons are made indirectly based on these 
countries’ chronological decomposition results. In the IDA literature, instead of 
chronological decomposition analysis, spatial decomposition analysis has also been 
reported. For example, Ang and Zhang (1999) decomposed the difference in the CO2 
emission level between world regions at the same point of time. Although spatial 
decomposition analysis is an innovative way to explore regional differences of 
emission/energy patterns and their determinants, a systematic approach to addressing 
the relevant methodological issues has not been reported. 
Finally, with the growing concerns about climate change, more and more 
attention has been paid to analyzing energy-related CO2 emissions. Some national 
agencies and international organizations have attempted to build emission accounting 
systems similar to those for energy consumption. Examples of such attempts are 
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Jensen and Olsen (2003), Seibel (2003), the World Bank (2007), Jungnitz (2008), OEE 
(2010), and IEA (2012a). These emission accounting systems are often the direct 
extension of the energy consumption accounting system and they retain most of the 
features of the energy accounting system. Although the extension from energy to 
emissions seems straightforward, it leads to a number of methodological issues. For 
example, what are the modifications or changes necessary for the decomposition 
identity, data hierarchy, and model structure in this extension? How to treat CO2 
emissions from electricity generation? How to integrate the evaluation of clean 
technologies, such as carbon capture and storage (CCS) and combined heat and power 
(CHP), in the decomposition analysis? These are some research gaps of IDA applied to 
emissions. 
1.3 Research scope and overview of the thesis structure 
The overall structure of this thesis is shown in Figure 1.1. There are altogether 
nine chapters. In this chapter, Chapter 1, the author has introduced the background and 
the importance of energy and emission studies using IDA. Chapter 2-4 will deal with 
issues related to tracking energy consumption in the final sectors. They include 
handling the physical activity indicators in industry sector (Chapter 2), building a 
hybrid model to include various energy consumption drivers for the residential sector 
(Chapter 3), and creating stepwise decomposition procedures for multilevel data 
(Chapter 4).  
Besides analysing changes in energy consumption, another important application 
of energy accounting system is to compare various countries’ performance. So far, for 
this purpose, the majority of IDA studies are based on comparing the results of 
chronological decomposition analysis. Direct or spatial comparisons between regions 
are an extension of IDA and a better way for inter-regional comparison which can be 
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conducted. Methodological issues specifically related to the spatial decomposition 
analysis will be investigated in Chapter 5. 
 Chapter 6-8 focus on some application issues when IDA is extended from 
studying energy consumption to CO2 emissions. The results of a comprehensive 
literature survey on CO2 emission studies covering both methodological developments 
and empirical analysis are presented in Chapter 6 and Chapter 7 respectively. Several 
issues related to the electricity sector which are specific to emission studies are 
investigated in Chapter 8. Finally, Chapter 9 summarizes the findings, followed by a 
discussion of the implications of these findings to energy consumption and carbon 
emission studies. Areas for further research are identified.  
The main focus of this thesis is on the methodological aspect of IDA. In most 
chapters, case studies are given to illustrate the new approach or methodological issues 
presented. The data used in these case studies are drawn from the following four  
sources: (a) Office of Energy Efficiency and Renewable Energy (EERE), the United 
States Department of Energy; (b) National Bureau of Statistic of China (NBS); (c) 
Office of Energy Efficiency (OEE), Natural Resources Canada; and (d) Singapore 
Department of Statistics (SDS) and Energy Market Authority of Singapore (EMA). 
Detailed information of data coverage, sources, and definitions pertaining to these four 
sources are given in Appendix B. 
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General issues with respect to IDA framework extension
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Figure 1.1 Structure of the thesis 
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Chapter 2 Industry Energy Consumption Analysis
10
  
Index decomposition analysis has been widely used to track economy-wide and 
sectoral energy efficiency trends. An integral part of this application is identifying the 
drivers of energy use for the energy consuming sector studied. In the case of industry, 
a monetary activity indicator such as value added is often taken as the driver. With the 
availability of physical production data for some industry sub-sectors, such as in 
tonnes or cubic meters, effort has been made by researchers to incorporate physical 
activity indicators in order to produce results that can better capture energy efficiency 
trends. The author reviews and consolidates two different approaches to incorporating 
physical activity indicators in industrial energy studies using IDA. Based on their 
underlying concept, they are referred to as the intensity re-factorization (IR) approach 
and the activity revaluation (AR) approach. The author refines the AR approach, and 
compares the AR, IR, and the conventional monetary-based IDA approaches. 
Numerical examples and recommendations are presented. 
2.1 Introduction 
When IDA is applied to industrial energy consumption, the driver of energy use, 
also known as the activity indicator in the IDA terminology, is often given by a 
monetary measure such as value added. The reason is that such a measure can be 
applied across all industry sub-sectors and, as a result, the aggregate activity level and 
activity structure can be computed. This is in contrast to studies for other energy-
consuming sectors, such as transportation and residential, where activities given by 
physical activity indicators are often adopted.
11
 When value added (or some other 
                                                 
10 The work presented in this chapter has been published as Ang and Xu (2013). 
11 For the transport sector activity levels are often measured in passenger-kilometers and tonne-kilometers for passenger and 
freight transport respectively, while for the residential sector the activity level is often given in terms of the number of housing 
units or floor area.  
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monetary activity measure) is used, the sub-sector energy intensity is given in terms of 
energy requirements per value added, such as megajoules per dollar. The author shall 
refer to this energy intensity as the “monetary energy intensity” and the resulting 
intensity effect estimated using IDA as the “monetary intensity effect”.  
Another advantage of using a monetary activity indicator such as value added is 
that these data are normally given in a country’s national accounts. The study by Liu 
and Ang (2007) shows that monetary activity measure is adopted in over 90% of the 
empirical studies on industrial energy use in the IDA literature. However, in energy 
analysis, the monetary intensity effect derived may not be a good proxy for energy 
efficiency change. It is widely recognized that when industrial activities are given in a 
physical measure, such as in tonnes or cubic meters, the resulting energy intensity is a 
better proxy for energy efficiency. The author shall refer to this energy intensity, given 
by the energy requirements per unit of physical output, as the “physical energy 
intensity”, and the corresponding intensity effect estimated using IDA as the “physical 
intensity effect”. Physical energy intensity is especially meaningful for industry sub-
sectors with homogenous and bulk products, such as iron and steel, petrochemical 
products, and cement where physical output data are often available. These sub-sectors 
together often account for a large proportion of industrial energy consumption in a 
country.   
Other than data availability, the choice between monetary and physical activity 
indicators in industrial energy studies depends on study objective and methodology. 
Issues and comparisons between the two practices can be found in de la Rue du Can et 
al. (2010), Farla and Blok (2000b), Freeman et al. (1997), and Worrell et al. (1997). 
More specifically and in the context of IDA, the tradeoffs are as follows. Using 
monetary activity indicators ensures consistency in input data and the decomposition 
results, i.e. the activity, structure and intensity effects, can be readily derived. The 
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drawback is that the monetary intensity effect is not a good proxy for energy efficiency 
change. Conversely, physical energy intensity is superior as an energy efficiency 
indicator but the diversity in industry product types makes it difficult to aggregate sub-
sector outputs and specify structure change. Indeed, in the literature, the use of 
physical activity indicators is often confined to sub-sectors that are homogenous. See, 
for example, Farla et al. (1997), Worrell et al. (1997), Ozawa et al. (2002), and Reddy 
and Ray (2011). When IDA is applied to the entire industry using physical activity 
indicators, such as in Diakoulaki et al. (2006) and Salta et al. (2009), the structure 
effect is often not estimated since it is difficult to specify.  
This study is an attempt to extend the conventional monetary-based IDA to 
incorporate physical activity indicators and at the same time ensure that the analysis 
covers the whole of industry and the decomposition results are complete. In so doing 
the physical intensity effect derived is an improved measure of energy efficiency 
change, while the activity and structure effects are explicitly and meaningfully 
measured. In Section 2.2, the author reviews the literature on the use of physical 
activity indicators to track industrial energy efficiency. In Section 2.3, the author 
describes two approaches to incorporating physical activity indicators to study 
industrial energy consumption using the IDA framework. Refinements to one of the 
approaches and relevant methodological issues are discussed in Section 2.4. Section 
2.5 looks into the approaches in greater detail, including their linkages, and presents 
guidelines for adoption. Section 2.6 presents the results of an empirical study using the 
data of Canada. Section 2.7 concludes. 
2.2 Industrial energy efficiency and physical activity indicators 
A number of studies using physical activity indicators to track industrial energy 
efficiency trends can be found in the literature. Based on Ang et al. (2010), these 
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methods can be grouped into two categories, namely the IDA approach and the unit 
consumption approach.  
2.2.1 The IDA approach 
When he conventional 3-factors IDA model is applied to decomposing aggregate 
energy consumption change into the activity, structure and intensity effects in industry, 
it is usually applied to specific industrial sub-sector for which physical production data 
are available and the products are homogenous. Examples of such studies are Worrell 
et al. (1997) and Ozawa et al. (2002) for iron and steel, Farla et al. (1997) for pulp and 
paper, and Reddy and Ray (2011) for several sub-sectors including aluminum and 
cement. In these studies, the overall activity level was estimated by summing the 
physical production of the products considered. Since this is reasonable only if the 
products are homogenous, these studies are generally sub-sector-specific.  
When IDA is applied to the entire industry sector, such as in Diakoulaki et al. 
(2006) and Salta et al. (2009), aggregate energy consumption change is decomposed to 
give only two effects, i.e. production effect and physical intensity effect. The 
production effect gives the contribution of the weighted sum of the changes in the 
physical production of individual products, while the physical intensity effect 
quantifies the overall contribution of changes in energy requirements to produce each 
unit of product. The activity effect and structure effect, which cannot be separately 
quantified, are embedded in the production effect. To overcome this drawback, two 
solutions have been proposed. Farla and Blok (2000a) derived the activity and 
structure effects using monetary activity data as in the case of the conventional IDA, 
and re-factorize the monetary intensity effect into the physical intensity effect and a 
new term called the dematerialization effect. This leads to a four-factor IDA identity. 
The second solution, as used in OEE (2003), is to retain the conventional three-factor 
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IDA identity but adjust the activity and structure effects using the additional 
information provided by sub-sector physical activity data. The activity value of each 
product is revaluated to reflect changes in physical production level, which leads to a 
new way of defining and interpreting the three effects. Further discussions of these two 
approaches are given in Section 2.3.    
2.2.2 The unit consumption approach 
Several unit consumption approaches can be found in the literature. They focus 
mainly on aggregating changes in the physical energy intensities of sub-sectors or 
products to give a composite index which is then used to track energy efficiency trends. 
Estimating the activity and structure effects are often not a priority. The term unit 
consumption means the energy consumption required to produce a unit of a certain 
product, which essentially is the physical energy intensity. A unit consumption 
approach, called ODEX, has been applied by European Union members to track 
sectoral and economy-wide energy efficiency trends (Bosseboeuf et al., 1997; 
Bosseboeuf et al., 2005; ODYSSEE, 2009). It can be shown that ODEX is similar to 
the concept of the Paasche index in the ratio form. The proof is given in Appendix C. 
Hence, using the same dataset, ODEX and the physical intensity effect obtained by 
IDA using the Paasche index are the same. Cahill et al. (2010) compared the 
performance of ODEX and the logarithmic mean Divisa index (LMDI), a popular IDA 
method. Ang et al. (2010) discussed and compared different energy efficiency 
accounting techniques including LMDI and ODEX, as well as the differences between 
the unit consumption approach and the IDA approach. 
Another frequently used unit consumption approach is built on the derivation of 
the so-called energy efficiency index (EEI) by comparing the true energy consumption 
with a reference level of energy consumption. For each industrial product the reference 
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energy requirement is estimated as the multiple of the true physical production of the 
product and its unit energy consumption frozen at a specific reference value called the 
specific energy consumption (SEC). SEC can be chosen as the actual unit consumption 
of a base year, the best practice value of the industry, or some other specific unit 
consumption values such as the minimum required SEC and the average SEC. For 
example, Farla and Blok (2002), Neelis et al. (2007), and Ramirez et al. (2006a,b) used 
actual SEC, while Salta et al. (2009) and Siitonen et al. (2010) chose the best practice 
SEC. It can be shown that when the actual unit energy consumption of a base year is 
chosen as SEC, the results given by EEI and ODEX are identical. In this specific case, 
they are identical to the physical intensity effect given by the Paasche index in IDA.  
Besides ODEX and EEI where aggregation of physical energy intensities is based 
on the ratio form, physical energy intensities can also be aggregated using the 
difference form. This approach was used by the US Energy Information 
Administration (EIA, 1995) to construct what they called a composite index (CI). 
Nanduri et al. (2002) applied the CI approach to studying industrial energy efficiency 
in Canada. Bor (2008) computed energy efficiency indicators at different 
disaggregation levels for Taiwan’s manufacturing sector using the CI concept. It can 
be shown that CI is the ratio of a Paasche index given in the difference form to the 
energy consumption of a reference year. It is therefore linked to the physical intensity 
effect obtained by the additive IDA using the Paasche index. As both ODEX and CI 
are based on the Paasche index, they can be treated as the same type of unit 
consumption approaches expressed in multiplicative form and additive form 
respectively. Appendix C summarizes the formulae of these various unit consumption 
approaches and their linkages.  
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2.3 Approaches to handling physical activity indicators in IDA 
In industrial energy studies, IDA generally employs monetary activity measure 
while the unit consumption approach employs physical activity measure. As pointed 
out in Section 2.2 and in Ang (2006), each unit consumption approach is identical to a 
specific IDA procedure that generates the energy intensity effect when the same index 
number formula is employed. This applies irrespective of whether a monetary or 
physical activity indicator is used. It is therefore appropriate to focus my attention on 
approaches to handling physical activity indicators in the context of IDA and treat the 
unit consumption approach as a special case. With monetary activity measure, IDA 
gives, in addition to the intensity effect, the activity and structure effects. Difficulties 
in deriving these two effects arise when physical activity measure is employed. Section 
2.3.1 and Section 2.3.2 introduce two approaches to overcoming these difficulties. The 
author shall refer to them as the “intensity re-factorization” (IR) approach and the 
“activity revaluation” (AR) approach. The author studies them in depth, including their 
advantages and drawbacks from the methodological and application viewpoints.  
2.3.1 The intensity re-factorization (IR) approach 
When physical data cannot be aggregated, monetary output data can be used to 
quantify the overall activity level and activity structure. Through re-factorizing the 






















YE  (2.1) 
where E and Ei denote energy consumption, and Y and Yi denote the monetary activity 
levels, of industry and sub-sector i, respectively. The term Qi denotes the physical 
production of sub-sector i, Yi/Y is a measure of the activity structure, Ei/Yi is the 
monetary energy intensity, Qi/Yi is the dematerialization factor defined as the 
reciprocal of monetary value per physical unit of output of a sub-sector, and Ei/Qi is 
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sub-sector physical energy intensity. The summations are taken over all the sub-sectors 
into which industry is disaggregated.  
The effect associated with each of the four factors on the right-hand side of Eq. 
(2.1) may be estimated using a specific IDA method. The activity effect and structure 
effect are the same as those applicable to the conventional three-factor IDA using 
monetary activity data. The dematerialization effect gives the impact of sub-sector or 
product unit price fluctuations. The physical intensity effect gives the impact of 
physical energy intensity changes. This approach has the advantage of incorporating 
physical activity measure and, at the same time, allows for activity aggregation. The 
“dematerialization factor” was first proposed in Farla and Blok (2000a) to decompose 
energy consumption in the Netherlands using physical output data. The IR approach 
was also used in Cahill and Ó Gallachóir (2012) to study Ireland’s industrial energy 
consumption trends and Germany’s industrial energy-related CO2 emission trends.  
The IR approach, however, has some practical drawbacks. Although the physical 
intensity effect is a good proxy for energy efficiency change, the monetary-based 
activity and structure effects may not adequately capture the impacts on energy 
consumption of physical production growth and activity shifts, respectively. It can be 
shown that, arising from price fluctuations, the activity effect and the structure effect 
can still contribute to changes in energy consumption even if the physical output and 
product mix remain unchanged. Furthermore, the meaning of the dematerialization 
effect is somewhat ambiguous since, unlike the other factors in Eq. (2.1), it is not a 
meaningful driver of energy consumption.     
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2.3.2 The activity revaluation (AR) approach 
This approach incorporates physical output data to adjust the monetary output 
indicator in the IDA identity. With physical production data for sub-sector i (Qi), the 
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iQ and  are respectively the 
physical production in year 0 and year t, and 0
iY  is the monetary output in year 0, all of 
sub-sector i. For the base year (i.e. year 0), 0
i
0
i YA  . For sub-sectors with no physical 
production data, I has t
i
t
i YA  . Through Eq. (2.2), the activity indicator of sub-sector i 
after revaluation is the monetary value of the physical production at year t given the 
price in year 0.  
After adjusting the activity indicators of the relevant sub-sectors, the aggregate 
energy consumption is decomposed based on the conventional 3-factor IDA identity in 
Eq. (1.1). Applying Eq. (2.2) to Eq. (1.1), the author has a new set of indicators for 


























































I   (2.5) 
The activity, structure, and intensity effects associated with each of the three factors on 
the right-hand side of Eq. (1.1) can be estimated using a specific IDA method. It can be 
seen that the adjusted activity indicators capture changes in monetary value analogous 
to quantity changes, which are equivalent to the physical output measured in monetary 
value. The structure indicator in year t therefore gives the shifts in production share. 
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The intensity indicator change captures the change in energy requirements per physical 
unit. The AR approach is different from the monetary-based IDA approach since it not 
only tracks energy efficiency changes using physical energy intensity but also 
quantifies the impacts on energy consumption of production growth and shifts related 
to physical terms.  
The activity adjustment used by OEE and presented above is actually based on the 
Laspeyres index. Through transformation, Eq. (2.3) can be written as the product of the 







































 is the Laspeyres quantity index. Therefore, the corresponding 
activity, structure and intensity effects obtained using the additive LMDI 
decomposition method in OEE (2003, 2011) take the following forms: 
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0 ln,ln,  (2.9) 
where actE , strE , and intE  respectively denote the activity, structure, and intensity 
effects,   )ln/(ln)(, bababaL   is the logarithmic mean weight function, and  
iii QEUC   is the physical energy intensity (or the unit consumption) of product i. 
The meanings of the activity effect and intensity effect given by Eq. (2.7) and Eq. (2.9) 
are easy to understand. The meaning of the structure effect in Eq. (2.8) is less 
straightforward. In IDA, structure generally refers to component shares of an aggregate 
and the structure effect tracks the impact of changes in component mix. Alternatively, 
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the structure effect can also be seen as a means to track the growth rates of individual 
components relative to the aggregate growth rate, which is consistent with the meaning 
of the structure effect in Eq. (2.8).  
2.4 The refined AR approach 
Since the AR approach has a number of advantages, the author refines the OEE 
procedure so that it is consistent with the latest developments in IDA, i.e. a refined AR 
procedure based on the popular LMDI decomposition technique.
12
 The AR approach 
presented in Section 2.3.2 has two steps: activity revaluation and decomposition 
analysis. In the OEE procedure, activity revaluation is performed using a fixed-based 
Laspeyres quantity index with non-chaining adjustment. Decomposition analysis is 
then performed using LMDI and chaining analysis.
13
 This leads to two inconsistency 
issues related to the two steps: (a) non-chaining versus chaining analysis, and (b) the 
application of two different index numbers. For the first, further investigation shows 
that the physical intensity effect given by the OEE approach is identical to the chaining 
analysis results, while the activity and structure effects show a similar trend to the non-
chaining analysis results. This means applying non-chaining activity revaluation in a 
chaining decomposition analysis has no impact on the intensity effect but has an 
impact on the other two effects. To avoid this inconsistency, the author recommends 
that either chaining or non-chaining analysis is applied in both steps, and chaining 
analysis should be preferred unless there is good reason to opt for non-chaining 
analysis (Ang et al., 2010).  
                                                 
12 The LMDI has two versions, LMDI-I and LMDI-II. Unless otherwise specified, LMDI refers to LMDI-I in this study. For more 
details of various popular IDA methods, see Ang (2004). LMDI has been adopted by most researchers and analysts in IDA studies. 
Specific studies by national agencies include Petchey (2010), OEE (2011), EECA (2012), and EERE (2012), respectively for 
Australia, Canada, New Zealand and the United States. 
13 For the differences between chaining and non-chaining analysis, see Ang et al. (2010). 
CHAPTER 2: INDUSTRY ENERGY CONSUMPTION ANALYSIS 
26 
As to the second inconsistency issue, the Laspeyres index and LMDI belong to 
two different index families (Ang, 2004). To ensure that activity revaluation is 
consistent with the widely used LMDI, the author refines the OEE procedure in 
Section 2.3.2 as follows.
 
The author proposes that the Montgomery-Vartia (M-V) 
index Q
M-V
 from which LMDI is derived should be used to replace the Laspeyres 
quantity index Q
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exp  (2.10) 
and the corresponding LMDI formulae for decomposition in Step 2 are shown in Table 
2.1.
14
 Another attractive feature of the refined AR approach is that the M-V index is 
perfect in decomposition while the Laspeyres index used in the OEE’s activity 
revaluation procedure leaves a residual term which generally increases in absolute 
terms as the study period becomes longer. Furthermore, the M-V index passes the time 
reversal test and is irrelevant to base year selection.
15
  
Table 2.1 LMDI formulae for the AR approach 

















































































































































exp  (2.12c) 
2.5 Linkages of approaches and application  
From the foregoing, the three different approaches to tracking industrial energy 
efficiency trends using IDA are (a) the monetary-based IDA approach as is normally 
                                                 
14 Since IDA can be performed either additively or multiplicatively, I present two sets of formulae in Table 2.1. The formulae used 
in OEE are given in the additive form. 
15 The applicability of the AR approach to other commonly used IDA methods are discussed in Appendix D.3. 
CHAPTER 2: INDUSTRY ENERGY CONSUMPTION ANALYSIS 
27 
adopted by researchers using monetary activity indicators, (b) the IR approach, and (c) 
the AR approach (my focus is on the refined AR approach from now onwards). Table 
2.2 summarizes the main features of these approaches, including their underlying 
concepts, decomposition effects, and their advantages and limitations as an IDA cum 
energy efficiency tracking tool. The differences among them arise primarily from the 
type of activity indicators used, and further elaboration of these differences is given in 
Appendix D.1.   
Methodologically, the three approaches are not entirely distinct from each other. 
Figure 2.1 depicts their linkages, which also provide application guidelines. If only 
monetary activity data such as value added are available for industry sub-sectors, the 
monetary-based IDA approach is applicable. If physical activity data are also available 
for all or some sub-sectors, the analyst has the choice between the IR or AR approach. 
For the IR approach, the decomposition procedure is basically the same as the 
monetary-based IDA approach except that the dematerialization effect is now specified 
and four effects are generated. If the same IDA method such as LMDI is used, these 
two approaches will give the same activity and structure effects, which are monetary 
based, but different intensity effects. In addition, the monetary intensity effect for the 
monetary-based IDA approach will be the same as the combination of the physical 





Table 2.2 Main features of the monetary-based IDA, IR and AR approaches 
 Monetary-based IDA approach Intensity re-factorization (IR) approach Activity revaluation (AR) approach  
Concept Using monetary output as the activity measure 
of energy service. 
Separating monetary energy intensity effect 
into physical energy efficiency effect and 
dematerialization effect. 
Using quantity index to revalue industrial 
activities in monetary value. 
Decomposition effects and their meanings 
    Activity effect Aggregate output in monetary value. Aggregate output in monetary value. Revaluated monetary value analogous to 
physical production. 
    Structure effect Weighted sum of monetary share changes of 
individual sub-sectors. 
Weighted sum of monetary share changes of 
individual sub-sectors. 
Activity share of adjusted monetary value. 
    Intensity effect Energy consumption per unit of monetary 
value. 
Energy consumption per physical unit, i.e. unit 
consumption. 
Energy consumption per unit of constant price 
value, i.e. effectively equivalent to unit 
consumption. 
    Dematerialization         
effect 
Not applicable. Weighted sum of product value change of 
individual sub-sectors. 
Not applicable. 
    
Advantages  Easy to use 
 Monetary activity data generally available. 
 Relatively easy to use as decomposition 
procedure is the same as the conventional 
IDA.  
 Physical energy intensity is a good proxy for 
technical energy efficiency. 
 Activity effect and structure effect are 
respectively good proxy for physical 
production change and product mix change. 
 Energy intensity is immune from price 
fluctuations and therefore a good proxy for 
technical energy efficiency. 
Limitations  Energy intensity affected by price changes 
and not a good proxy for technical energy 
efficiency. 
 Activity effect and structure effect give the 
impacts of total output level change and 
product shift in monetary terms, respectively, 
which are affected by price fluctuations. 
 Activity effect and structure effect give the 
impacts of total output level change and 
product shift in monetary terms, respectively, 
which are affected by price fluctuations. 
 Dematerialization effect is not meaningful as 
it is not a direct driver of energy demand. 
 Decomposition procedure slightly more 
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Step 2: Energy Decomposition
Step 1: Activity Revaluation


















Figure 2.1 IDA applied to industrial energy consumption studies 
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As shown in Figure 2.1, the AR approach involves two steps. The author 
recommends that the LMDI framework in Section 2.4 be used in both steps. To ensure 
that the derived energy intensity effect is a robust estimate of technical energy 
efficiency change, the ratio change form, i.e. the multiplicative form of quantity index, 
as given by the Montgomery-Vartia (M-V) index, is recommended in Step 1. It is 
preferred to the additive form of the quantity index to ensure consistency in the 
decomposition procedure. The reasons are explained in Appendix D.2. In Step 2, in 
contrast, either multiplicative or additive LMDI method may be applied. When yearly 
data are available, chaining analysis for both activity revaluation and energy 
decomposition is preferred to non-chaining analysis. In general, chaining analysis is 
also preferred when the monetary-based IDA approach or the IR approach is applied. 
Both the AR and IR approaches give the same physical-based intensity effect, but 
different activity and structure effects. These two other effects are physical-based for 
the AR approach while monetary-based for the IR approach. In this study, a physical 
effect implies one where physical activity data are employed for all or some sub-
sectors. More generally, in empirical studies and with respect to activity indicator data, 
there are three possible cases: only monetary activity data are available; both physical 
and monetary activity data are available for all sub-sectors; monetary activity data are 
available for all sub-sectors but physical activity data for some. For the third case and 
when the physical activity data available are used, the author refers to the 
corresponding decomposition effects as physical-based too. It should be noted that in 
this case the decomposition effects derived are strictly mixed physical-monetary 
effects. Further details and the rationale are given in Appendix D.1.   
As pointed out in Section 2.2.2, the various unit consumption approaches to 
energy efficiency accounting in the literature are linked to IDA. These approaches are 
devised based on physical activity indicators. With or without the supplement of 
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monetary activity data, a unit consumption approach may be extended to give the 
equivalent AR or IR approach, as depicted in Figure 2.1. For example in ODEX the 
composite physical energy intensity derived is the same as that given by the IDA 
approach when the Paasche index is employed. To extend it to give the full results as 
provided by the AR approach, the Paasche decomposition method can be employed in 
Step 2 and an appropriate quantity index using the same indexing concept can be 
applied in activity revaluation in Step 1. It can similarly be extended to give the full 
results provided by the IR approach through the direct application of the Paasche index. 
With this linkage, Figure 2.1 is applicable to both IDA and the unit consumption 
approach to tracking industrial energy efficiency trends for industry and their 
differences as presented in the literature become irrelevant.  
Figure 2.1 can be easily extended and adopted for general application. Variations 
from it may be made depending on problem nature and the analyst’s preference, and in 
particular about the choice of IDA method. For example, the International Energy 
Agency uses the Laspeyres index and the monetary-based IDA approach in energy 
efficiency studies (IEA, 2007b). With physical activity data for some of or all the 
industry sub-sectors, the Laspeyres decomposition method can be retained while the IR 
approach can be readily implemented. If the AR approach is to be adopted instead, an 
appropriate quantity index may be applied to adjust industrial activity in Step 1 while 
retaining the conventional Laspeyres decomposition method in Step 2. As another 
example, Ang (2004) pointed out that popular IDA methods can be grouped under 
methods linked to the Divisia index and those linked to the Laspyeres index. For the 
AR approach, my focus is on the former. Similar guidelines and solutions may be 
developed for IDA methods linked to the Laspeyres index, such as the generalized 
Fisher method and the Shapley/Sun decomposition method. Procedure catering for 
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these methods in Step 2 for the AR approach can be devised through developing an 
appropriate activity revaluation procedure in Step 1.  
2.6 A case study  
The author decomposes changes in Canada’s industrial energy consumption from 
1995 to 2005 using the three approaches shown in Figure 2.1. The data set was 
collected from the Energy Use Data Handbook Tables (OEE, 2007). It comprises 59 
industrial sub-sectors. Eighteen of them have physical production data. Energy 
consumption, monetary output and physical output data of these 18 sub-sectors for 
1995 and 2005 are shown in Appendix A.1. The author follows the guidelines in 
Figure 2.1 and adopt chaining LMDI in the decomposition analysis. The additive 
decomposition results obtained are shown in Table 2.3. 
As expected, the monetary-based and IR approaches give the same activity effect 
and structure effect but different intensity effect. Since the IR approach is an extension 
of the monetary-based approach by re-factorizing the monetary intensity effect given 
by the latter, it can be shown that the sum of the dematerialization effect and the 
physical intensity effect for the IR approach is equal to the intensity effect for the 
monetary-based approach. From these results, the author may conclude that the 
monetary intensity effect was influenced not only by changes in the physical energy 







Table 2.3 Yearly and chaining decomposition results for changes in Canada’s energy consumption in industry, 1995 to 2005 (PJ) 
   
Monetary-based IDA approach  Intensity re-factorization (IR) approach 
 









Activity Structure Intensity 
1995-1996 64.6 
 
31.4 -15.8 48.9  31.4 -15.8 3.5 45.4 
 
35.1 -16.0 45.4 
1996-1997 -5.1 
 
159.8 -25.3 -139.6  159.8 -25.3 -61.1 -78.5 
 
136.8 -63.4 -78.5 
1997-1998 -36.7 
 
121.8 -52.2 -106.4  121.8 -52.2 -5.3 -101.1 
 
97.6 -33.4 -101.1 
1998-1999 90.2 
 
166.4 -8.3 -67.9  166.4 -8.3 -33.9 -34 
 
191.3 -67.1 -34 
1999-2000 91.7 
 
206.5 -43.1 -71.7  206.5 -43.1 -55.3 -16.4 
 
127.9 -19.8 -16.4 
2000-2001 -113.6 
 
-17.8 -80.2 -15.6  -17.8 -80.2 52.5 -68.1 
 
52.2 -97.8 -68.1 
2001-2002 157.2 
 
80.7 5.8 70.8  80.7 5.8 30.3 40.5 
 
107.6 9.1 40.5 
2002-2003 89.8 
 
29.8 -11.5 71.4  29.8 -11.5 21.4 50.0 
 
56.8 -17.1 50.0 
2003-2004 53.8 
 
108.5 -6.8 -47.8  108.5 -6.8 -54.3 6.5 
 
109.9 -62.6 6.5 
2004-2005 -67.4 
 
82.8 -87.9 -62.3  82.8 -87.9 29.1 -91.4 
 
76.9 -52.8 -91.4 
1995-2000 204.7 
 
685.9 -144.7 -336.7  685.9 -144.7 -152.1 -184.6 
 
588.7 -199.7 -184.6 
2000-2005 119.8 
 
284.0 -180.6 16.5  284.0 -180.6 79.0 -62.5 
 
403.4 -221.2 -62.5 
 












IR approach AR approach 
Total change 
 
1.070 1.070 1.070  1.038 1.038 1.038 
Activity 
 
1.256 1.256 1.217  1.092 1.092 1.135 
Structure 
 
0.953 0.953 0.935  0.945 0.945 0.933 
Dematerialization 
 
— 0.951 —  — 1.026 — 
Intensity   0.894 0.940 0.940  1.007 0.981 0.981 
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For all the effects, variations are observed between the decomposition results 
given by the monetary-based approach and the AR approach. Essentially, these 
variations arise from differences between estimating the effects based on physical and 
monetary activity data. For some years, the estimate given by one approach is several 
times that of the other. They include, for example, the structure effect results for 1998-
1999 and 2003-2004. In some cases, the estimates have different signs, e.g. the activity 
effect for 2000-2001. As to the results for the IR approach and the AR approach, they 
have identical intensity effect, i.e. the physical intensity effect, as have been pointed 
out earlier. 
From Table 2.3, the chaining decomposition results for sub-periods 1995-2000 
and 2000-2005 can be calculated. The results are shown in Figure 2.2 and Figure 2.3 
respectively. Activity growth was found to be the main contributor to the increases in 
both sub-periods. Comparing the results between approaches and using the AR 
approach as the base for comparisons, the author can see that price fluctuations 
embedded in the monetary activity measure led to a higher estimate of the activity 
effect in the earlier sub-period while a lower estimate in the latter sub-period. 
Furthermore, the impact of structure shifts towards a less energy-intensive industry is 
“underestimated” by around 20% in both sub-periods when activity mix is measured in 
monetary value. Substantial differences between the estimates of the monetary energy 
intensity and physical energy intensity are also revealed. For the earlier sub-period the 
monetary intensity effect was more than twice the physical intensity effect, while for 
the latter the two estimates have opposite signs.  
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Figure 2.2 Decomposition of energy consumption change of Canadian industry, 1995-2000.  
As shown in Figure 2.1, in Step 2 of the AR approach multiplicative 
decomposition analysis may be applied to give multiplicative decomposition results. 
As shown in, in Step 2 of the AR approach, multiplicative decomposition analysis may 
be applied to give decomposition results which correspond to the additive estimates 
shown in Table 2.3. The author has performed the decomposition and the yearly results 
are aggregated temporally to give the chaining estimates for the 1995-2000 and 2000-
2005 sub-periods. These results are shown in Table 2.4, which are the multiplicative 
equivalents of the plots in Figure 2.2 and Figure 2.3. The conclusions that can be 
derived from the multiplicative estimates are consistent with those described in the 
foregoing due to the one-to-one matching of the LMDI decomposition method (Ang, 
2004). 
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2.7 Discussion and conclusion 
This study looked into the use of physical activity indicators to track industry 
energy efficiency trends in accordance with the IDA framework. From the literature 
two approaches to tracking industrial energy efficiency trends were identified, which 
the author referred to as the IR approach and the AR approach. Their main features 
were analyzed and compared. The author refined the AR approach to establish 
consistency and robustness in the underlying concept and formulation using LMDI. 
Comparisons were also made between these two approaches and the conventional 
monetary-based IDA. Linkages among the three approaches were established and a 
framework that integrates the three approaches was presented. From these linkages, it 
can be shown that previous studies reported in the literature using different approaches 
are not entirely independent from each other but rather they are related in one way or 
another.   
This study can also be viewed as an extension of the conventional IDA studies for 
industry energy consumption based purely on monetary activity measure such as value 
added. It helps to resolve a long standing issue in IDA applied to the industry sector, 
namely how to incorporate physical activity data if these data are available for all or 
some industry sub-sectors. Using either the IR or AR approach, both physical and 
monetary activity indicators can be effectively incorporated to give more meaningful 
decomposition results for the energy intensity effect which is often used for tracking 
energy efficiency trends. At the same time meaningful estimates of other effects, 
including the physical activity and structure effects, can be obtained. The approaches 
used in this study are not limited to industry. They can be extended to any final sectors 
with both monetary and physical output as feasible activity indicator. Such final 
sectors include service sector and freight transportation sector where future work can 
be done. 
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This study also revealed the linkages between the effects given by the two 
approaches and those given by the conventional monetary-based IDA. The confusions 
that would otherwise arise in the interpretation of IDA results due to the application of 
different approaches can be avoided. A pertinent question that arises is that if monetary 
activity data are available for all sub-sectors and physical activity data are available for 
some sub-sectors, which of the two approaches, IR or AR, is preferred. A direct 
answer to this question is that it depends on study objective and/or the analyst’s own 
preference. As far as the intensity effect is concerned, both approaches give the same 
results, i.e. the physical intensity effect. If the study objective is to track industrial 
energy efficiency trends, then there is no difference between the two approaches. If the 
objective is to give the standard and complete IDA decomposition results where 
impacts of industrial activity growth and structure change are also of interest, there is 
then a difference between the two approaches. In this context, the author found that the 
AR approach has a number of attractive features as compared to the IR approach.  
First, the AR approach gives the physical activity effect and physical structure 
effect where the influence of price fluctuations is eliminated. Similar to the intensity 
effect, the physical activity effect, as compared to the monetary activity effect, appears 
to be a better proxy for the impact of overall activity level change than the monetary 
activity effect. Second, the standard three-factor IDA results given by the AR approach 
is consistent with that for other energy consuming sectors such as transport and 
residential where physical activity data are generally employed. Aggregation of 
sectoral IDA decomposition results to give economy-wide level results is 
straightforward and logical. Conversely, the IR approach gives monetary-based 
activity and structure effect, and the dematerialization effect which is an extra term 
that does not have well-conceived meaning as a driver of energy consumption. The 
author therefore recommends the AR approach although computationally it is slightly 
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more complicated than the IR approach because of the additional activity revaluation 
step.  
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Chapter 3 Residential Energy Consumption Analysis
16
 
In the literature, IDA studies for the residential sector, unlike those for industry 
and transport, show large variations in the choice of activity indicators that drive 
energy consumption. Understandably, such variations affect the decomposition results 
obtained and what these results capture. In this chapter, the author investigates these 
issues and proceeds to classify the conventional practices into two different 
decomposition models. The author then proposes a hybrid model which can better 
decompose changes of residential energy consumption and applies it to the data of 
Singapore. The relationships between the hybrid and the conventional models are 
analysed.   
3.1 Introduction 
In the most basic form, IDA is used to decompose changes in energy consumption 
in a sector into contributions from changes in a pre-defined overall activity level, 
activity structure and energy intensities as shown in Eq. (1.1). Choosing an appropriate 
activity indicator, i.e. A and hence Ai, is crucial in empirical IDA studies. In addition to 
taken as the key driver of energy consumption in the sector studied, it also dictates the 
ways structure change and energy intensity (and energy efficiency) are defined. For 
some energy consuming sector, such as transport, the preferred activity indicator and 
the corresponding structure and intensity effects are well defined and widely 
accepted.
17
 As to residential sector, it is more complex as there are large variations in 
the choice and practice among studies. The reason is that changes in the overall energy 
use in the sector are attributable to a number of reasons and it is therefore difficult to 
                                                 
16 The work presented in this chapter has been published as Xu and Ang (2013a). 
17
For example, in the transport sector, the activity indicators passenger-kilometres and tonne-kilometres travelled are often 
adopted for analysing passenger and freight transportation energy consumption respectively. Structure change and energy intensity 
change are defined accordingly, e.g. in the case of passenger transport in terms of changes in model traffic mix measure by 
passenger-kilometres for structure change and in terms of changes in modal energy intensities given by energy consumption per 
passenger-kilometre.  
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have an activity indicator that is equally applicable for all energy end-uses. This has 
implications on how decomposition analysis is to be conducted, the decomposition 
results obtained, and the extended applications such as tracking of energy efficiency 
trends. Indeed in using IDA to track economy-wide energy efficiency trends, one of 
the challenges is to analyse the performance in the residential sector.  
In this chapter, the author looks into the issues of analysing changes in residential 
energy consumption using IDA. In Section 3.2, the author identifies possible 
underlying forces that drive residential energy consumption whose impact could be 
estimated using IDA. A literature survey is then conducted and the past and current 
practices are summarised in Section 3.3. My focus is on the formulation of the IDA 
identity including the choice of the activity indicator and the meanings of the various 
effects estimated. The author further shows that the conventional practices may be 
grouped under two different IDA models. The author then proposes a hybrid IDA 
model that can better capture the activity, structure, intensity effects, as well as other 
effects, in Section 3.4. The author explains the relationships between the hybrid model 
and the conventional models. In Section 3.5, the author applies the proposed hybrid 
model to the data of Singapore. Relevant policy implications are also discussed. 
Section 3.6 concludes.  
3.2 Driving forces for residential energy consumption 
At the aggregate level, residential energy consumption can be affected by many 
socio-economic, climatic and cultural factors. Haas (1997) presented a set of drivers of 
residential energy consumption where a representative indicator pyramid by end-use is 
built. In practice, not all these indicators are required for assessing residential energy 
consumption and only some have been adopted in the literature. The author was able to 
identify 12 of them that have been included in IDA studies and they are shown in 
CHAPTER 3: RESIDENTIAL ENERGY CONSUMPTION ANALYSIS 
41 
Table 3.1. The 12 indicators were grouped into seven categories with similar 
characters in driving residential energy consumption. Most drivers under the categories 
demographics, climate, technology, lifestyle and structure were used by researchers in 
the literature. The impacts of these drivers can be quantified using IDA models. Those 
in the other two categories, i.e. economic factors and individual factors, are indirect 
drivers and have interactions with the drivers in other categories. Income is the most 
important indirect driver. It has interactions with factors in the categories of ‘Lifestyle’ 
and ‘Individual’. The impact of income was studied in Greening et al. (2001) and Zha 
et al. (2010) and was indirectly estimated by tracking the contribution of population 
segments shifts in income groups in Achão and Schaeffer (2009).   
Table 3.1 Drivers for residential energy consumption compiled from the literature 
 Active drivers in the literature 
Demographics Household number 
 Population 
Economic factors Energy prices 
 Income 
Individual factors Awareness 
 Consuming behaviour 
Climate Heating degree days (HDD) 
 Cooling degree days (CDD) 
Technology Efficiency 
Life-style House size 
 House occupancy 
 Appliance ownership 
Structure Population segment by region, income group, age, etc. 
 
Housing type segment by number of rooms, number of 
residents, etc. 
As to the factors related to culture and policy as mentioned by Haas (1997), the 
influence of the former has so far not been specifically considered in IDA studies. 
Different culture and living habits will have an impact on energy requirements and 
changes in the composition of the population are likely to have an influence on the 
overall residential energy consumption, as shown in Poyer et al. (1997). Energy-related 
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policies have direct or indirect impacts on residential energy consumption. These have 
been studied indirectly using IDA in Achão and Schaeffer (2009) and Zha et al. (2010).  
3.3 A literature survey 
In the literature, 20 studies can be found using IDA to analyze residential energy 
consumption or energy-related carbon emissions. Studies dealing with emissions are 
included in this study since they are direct extensions of energy studies. These studies 
and their main features are summarised in Table 3.2.  
Table 3.2 Main features of IDA studies on residential energy consumption 
Sources Economies Study period Activity Structure Intensity Others 
Golove et al. (1997)* USA 1960-1993 P Aj/P Ej/Aj - 
Schipper et al. (1997)* OECD-10 1973-1991 P Aj/P Ej/Aj - 
Shorrock (2000)* UK 1990-2000 N - E/N - 
Greening et al. (2001)* OECD-10 1970-1993 P Aj/P Ej/Aj - 
Schipper et al. (2001)* International  1994 P Aj/P Ej/Aj - 
Unander et al. (2004) Scandinavia 1973-1990 P Aj/P Ej/Aj - 
ADEME (2007) EU-15 1990-2004 N Aj/N Ej/Aj - 
IEA (2007) IEA-18 1990-2004 P Aj/P Ej/Aj - 
Park et al. (2007)  Korea 1980-2000 Ex PPI/Ex E/PPI - 
Achão et al. (2009) Brazil 1980-2007 P Pr/P Er/Pr - 
Petchey (2010) Australia 1990-2008 P Aj/P Ej/Aj - 
Zha et al. (2010)* China 1991-2004 P - E/Y Y/P 
Chung et al. (2011) Hong Kong 1990-2007 N Ni/N Ei/Ni - 
OEE (2011) Canada 1990-2009 N Ni/N Eij/Aij Aij/Ni 
Rosas-Flores et al. (2011) Mexico 1996-2006 P Aj/P Ej/Aj - 
EECA (2012) New Zealand 1990-2011 P N/P∙F/N Ef/F Ef/ E 
EERE (2012) USA 1985-2004 N Ni/N Ei/Fi Fi/Ni 
Hojjati and Wade (2012) USA 1980-2005 N Nr,i/N Ei/Fi Fi/Ni 
Rogan et al. (2012) Ireland 1990-2008 P - Ei/Ni Ni/P 
Fan et al. (2013)* China 1996-2008 P Aj/P Ej/Aj - 
Note: an asterisk "*" indicates emission studies 
As shown in the first two columns of Table 3.2, most of the studies were reported 
in or after 2000 and a reasonably wide range of countries or economies are covered. 
Column 3 shows the time periods in which changes in energy consumption or 
emissions are decomposed in the respective studies. Columns 4-6 show the activity 
indicator and the terms that define structure and energy intensity in the respective 
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studies. Population and household number are the most widely used activity indicators 
and they respectively account for 13 and six of the 20 studies. The last column shows 
other specific factors considered in some studies. Examples are the income level, 
weather change and level of service.
18
  From Table 3.2, large variations exist among 
studies in the selection of the activity indicator based on which energy service is 
assumed to be delivered. As a result, there are variations among studies in defining 
structure change and energy efficiency.   
3.3.1 Households as the major consumption unit 
When the number of households is the activity indicator, structure effect and 
intensity effect are respectively measured as the proportion of each type of households 
and energy consumption per household which is consistent with the conventional 
definition of IDA given by Eq. (1.1). Let N be the total number of households and the 













NEE  (3.1) 
Instead of the number of households, the total floor space expressed in F can also be 













FEE  (3.2) 
In the above, Ni, Fi, Ei are respectively the number of households, gross floor area, and 
energy consumption by housing type i. It may be seen from Eqs. (3.1) and (3.2) that 
the meanings of structure and intensity effects are dependent on the chosen activity 
indicator. For example, energy intensity is measured in terms of energy consumption 
                                                 
18 For conciseness, the factors that contribute to the emission factors are not shown in Table 3.2. Interested readers can refer to the 
original publications for the complete decomposition identity. 
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per household in Eq. (3.1) while it is measured in terms of energy consumption per 
unit floor area in Eq. (3.2).    
Eqs. (3.1) and (3.2) share the basic assumptions of homogeneous household 
appliances and similar consumption behaviour for the same housing type. The two 
identities are reasonable if households can be meaningfully and conveniently divided 
into several homogeneous segments. It appears that this condition cannot be easily met 
and the approach has only been adopted in economies where house segment data are 
available, such as Canada, the United States and Hong Kong (Chung et al., 2011; 
EERE, 2008b; Hojjati and Wade, 2012; OEE, 2009a). The classification of housing 
types tends to differ among studies and is therefore country specific. For example, the 
study by Chung et al. (2011) used four housing types, i.e. public, Housing Authority 
subsidized sales flats, private, and others, for Hong Kong, while in the case of the 
United States, family types such as single family, mobile home and apartment, etc., 
were adopted (EERE, 2012). 
Minor variations from the above two identities have been reported in the literature 
to meet some specific purposes. For example, in the study of the United States (EERE, 
2012), an additional factor, house size, was created. The four factors considered were 
the total number of households, shifts of house type, house size, and energy 
consumption per square foot, which were treated as activity, structure, house size and 
intensity effects, respectively. It is worth noticing that the structure effect was a 
combined effect of two sub-effects, i.e. region structure (geographic distribution of 
households) and household structure (different house type). The region structure effect 
is an important explanatory factor for countries that are geographically large. Achão 
and Schaeffer (2009) analyzed Brazilian residential electricity consumption using a 
two-level disaggregation model. Apparently household segment data were not 
available, residents segment was used instead. Residential electricity consumption was 
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therefore disaggregated into regions which were then further segmented by income 
group to evaluate the impacts of regional differences in income. Structure was defined 
as the population share within each segment for the national and regional level and 
energy intensity was measured by per capita electricity consumption within each 
segment. These are all derivatives of the Eqs. (3.1) and (3.2) with adjustments made to 
accommodate specific national circumstances. 
3.3.2 End-uses as the consumption unit 
When energy end-uses are chosen as major drivers, energy intensity is 
correspondingly defined as the specific energy required to provide a unit of energy 
service such as energy consumption per appliance for TV and refrigerator, energy 
consumption per floor area for space heating, etc. Since the activity units of various 
end-uses cannot be simply added, population is selected to represent the total activity 
level in the decomposition identity. The activity effect therefore capture changes in 
residential energy requirements in terms of population growth. The total energy 













PEE  (3.3) 
where P is the total residents of the residential sector, Aj is the corresponding activity 
for end-use j, and Kj=Aj/P is therefore defined as the appliance ownership of end-use j. 
Depending on the type of energy service, the activity level of various end-uses may not 
be expressed in the same unit. As a result, the structure effect is a combined effect of 
various aspects of lifestyle changes, e.g. house size (floor area per dwelling), house 
occupancy (number of residents per dwelling), appliance ownership (number of 
appliances per person), etc., which is rather complex and somewhat difficult to 
interpret.  
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The main assumption of a decomposition identity that adopts end-use as the 
consumption unit is homogeneous energy consumption behaviour for the same energy 
service countrywide. Activity, structure, and intensity effects respectively capture 
changes in the population, penetration rate of various end-uses, and unit energy 
consumption for each end-use. Using this approach, surveys are needed to provide the 
detailed penetration rate and energy end-use data required.  
International Energy Agency (IEA) disaggregates residential energy consumption 
into five different end-uses, namely space heating, water heating, cooking, lighting and 
appliances. Each has a unique intensity indicator to quantify the energy required to 
provide a unit of service and the relevant lifestyle change for the end-use is defined as 
structure effect. As an example, for space heating, energy intensity is defined using 
floor area as the base and, correspondingly, lifestyle change of this end-use is based on 
changes in floor area per person. The definitions and formulae of structure and 
intensity indicators can be found in IEA (2007a). Other studies such as Unander et al. 
(2004), ADEME (2007), Petchey (2010), and Rosas-Flores et al. (2011) followed 
basically the same principle.
19
  
In the same vein, Golove and Schipper (1997), Schipper et al. (1997) and 
Greening et al. (2001) dealt with residential energy-related carbon emissions. Structure 
change was treated as changes in energy end-use structure and the energy intensity 
effect was given by end-use unit consumption change. Studies adopting this 
decomposition identity are very standard and not much variation has been reported in 
the literature. Not surprisingly, all these studies come out with similar conclusions, 
namely that population as the activity effect has the largest contribution to the 
                                                 
19 In ADEME (2007), number of households was used as the overall activity level. While in Rosas-Flores et al. (2011), either 
population or number of households can be used as the overall activity level depending on the data availability. These two studies 
are classified here because the principal of defining structure and intensity indicators are consistent with those when population is 
selected.  
CHAPTER 3: RESIDENTIAL ENERGY CONSUMPTION ANALYSIS 
47 
energy/emission increases. Increases in the number of households with larger floor 
area and the acquisition of greater numbers of major appliances are the forces behind 
structure effect leading to an increase in the aggregate energy/emission intensity. 
These two effects together often offset the energy savings arising from energy 
efficiency improvement of various end-uses.
20
  
3.3.3 Model comparison 
A major difference between the IDA model using households as the consumption 
unit (referred to Model A) and that using end-use as the consumption unit (referred to 
Model B) is the way "structure" is defined. In conventional IDA studies such as those 
for industry and transport, structure is designed to capture the contribution to the 
energy consumption change from a shift in the relative importance of sub-sectors. The 
related structure variables are therefore given in percentage shares which add up to 
unity. If the shares of some sub-sectors increase, those of other sub-sectors will 
decrease. This is the case for Model A of which the adopted approach is consistent 
with that in the conventional IDA studies. 
In Model B structure does not represent share values but rather reflects changes in 
lifestyle. The structure variables will generally change in the same upwards direction 
as the standard of living improves. It would therefore be more appropriate to call it the 
"lifestyle effect" rather than "structure effect". By defining the lifestyle (structure) 
effect in this way, there is great flexibility in the choice of the corresponding energy 
intensity indicators. An advantage of Model B is therefore the ability to use energy 
intensity indicators which are closely related to the way energy services are delivered. 
                                                 
20 The role of decreasing household occupancy (number of people in a household) was emphasized in Unander et al. (2004) and 
Petchey (2010). The influences of income level and energy prices were pointed out to affect the consumers’ behaviors in requiring 
various energy services. Greening et al. (2001) evaluated the impacts of income and energy prices by constructing the elasticity of 
energy with respect to energy price and elasticity of structure with respect to income.  
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This helps to eliminate non-technical improvement impacts, mainly linked to lifestyle 
change, from the energy intensity effect estimated. 
The IDA model developed by Canada (OEE, 2011) combine the two models and 
decomposes residential energy use into four effects. Activity and structure effects 
respectively quantify the impacts of changes in household and percentage share of 
each type of household as in Model A, while energy intensity indicates energy 
consumption per square meter for space heating and lighting, and energy consumption 
per appliance for the rest of end-uses as in Model B. The impacts of increased 
penetration rate of appliances and increased floor area for space heating are accounted 
for by a service level effect to bridge the gap between the decomposition identities. 
Since the OEE model adopts the good features of Model A and Model B and resolves 
the misplacing disadvantage of housing type shift issue in Model B, it may be seen as 
the most comprehensive reported IDA identity for the residential sector.  
In summary, IDA models of the residential sector tend to vary.  Besides the two 
most commonly used models as discussed in the foregoing sections, other variations in 
decomposition identity can be found in Park and Heo (2007), Zha et al. (2010), EECA 
(2012) and Rogan et al. (2012). Furthermore, there is no consistent sector classification 
or disaggregation for the residential sector. For example, in the literature, the sector 
has been disaggregated into end-uses, house types, and family types. Some studies 
conducted the decomposition at more than one level, as in Shorrock (2000). These 
variations are due to the unique features in energy consumption in the residential 
sector.  
3.4 A hybrid framework for analysing residential electricity use  
The author pointed out some essential drivers of energy consumption in the 
residential sector in Section 3.2. None of the two basic IDA models and their 
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variations in Section 3.3, including the comprehensive OOE model, can sufficiently 
analyze all these essential drivers.  To overcome the limitations of the existing models, 
an alternative approach is to build a hybrid model, which will be illustrated in the 
following sections, that decomposes the energy consumption of various energy 
services in the residential sector separately according to their specific driving forces.  
3.4.1 A hybrid model  
Similar to IDA applied to the transportation sector, the author can disaggregate 
the residential sector into several sub-sectors. Each sub-sector consists of end-uses 
with similar features in terms of the key factor driving energy consumption. For 
example, the most important driver for space cooling and heating is floor area, while 
for some electric appliances it is the penetration level. A proposed sector 
disaggregation scheme of the hybrid model is shown in Figure 3.1. Depending on the 
specific situation of a country, the number of sub-sectors and the end-uses each sub-
sector comprises can vary from those shown.   
The first sub-sector in Figure 3.1 is environment control of which the most 
important driver for energy consumption is house size. Possible end-uses of this sub-
sector are space heating, space cooling and lighting. The energy intensity is defined as 
the energy consumed per unit floor area. The second sub-sector is named household 
appliances. Cooking, washing, water heating, and some large appliances such as 
refrigerators and televisions are potential energy end-uses. The most important driver 
is appliance saturation level and the energy intensity indicator is energy consumption 
per appliance. The third sub-sector consists of personal devices such as mobile phones 
and personal computers. The most important driver is per capita appliance ownership 
and the number of such appliances per person increases as personal income grows 
(IEA, 2007a; Petchey, 2010). For the three sub-sectors, the impacts of changes in 
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house size, equipment saturation, and appliance ownership are respectively treated as 
the lifestyle effect.  
For consistency, decomposition analysis is conducted at the sub-sector level. The 
sub-sector decomposition results are thereafter combined to obtain the final effects for 
the whole sector.
21
 Referring to Figure 3.1, energy consumption in the three sub-























































PE  3  (3.6) 
where 
ijiii ILOSP ,,,,  are population, segment, house occupancy, lifestyle, and energy 
intensity factors, respectively. Other notations are as defined in Section 3.3. 
Methodologically, the need to aggregate sub-sector results to give sector results 
implies that it is more convenient to use the additive decomposition scheme.
23
 Using 
the additive IDA decomposition scheme, a change in energy consumption of the 
residential sector and sub-sector k can be decomposed respectively as: 
 
intEEEEEE lifocusegpop   (3.7) 
                                                 
21 This is similar IDA applied to study the transport sector, where energy use is divided into two sub-sectors, namely passenger 
transportation and freight transportation. 
22 Using population as the overall activity level and population segment as the structure facilitates the application of this IDA 
model to various countries as the data is available for most countries. If the grouped data by house type is not available, I can use 
income group data instead. Considering that substantial difference in energy consumption behaviour exists between low- and high-
income households, I assume the income level and awareness of saving energy is almost the same for the people live in the same 
type of houses. The impact of income difference could be captured by segmenting and monitoring shifts in the population 
distribution by housing type which is defined as the population structure effect. 
23  In additive decomposition scheme, changes are measured in the difference form. The counterpart is multiplicative 
decomposition scheme where changes are measured in the ratio form. For the details about the additive and multiplicative 
decomposition schemes, please refer to Ang et al. (2010). 














where k=1,2,3 indicates the three sub-sectors. The subscripts tot, pop, seg, ocu, lif, and 
int represent the total energy change and the five effects discussed above. Since there 
is no occupancy effect for sub-sector 3, 03  ocuE . The aggregate residential energy 























A methodological issue is whether Eqs. (3.7) and (3.9) will give the same results 
for the five effects, i.e. whether consistent in aggregation applies. If additive LMDI-I, 
which is the most popular IDA method and has the advantage of allowing the results 
given in the additive form to be converted to the multiplicative form in indices (Ang, 
2004; Ang et al., 2010), is used, the author then has the contribution of effect X:  
 


















































EELE     , 0,
,
0,,,sec )ln(),(  (3.11) 
From Eq. (3.11), it is proved that the contribution of effect X to the aggregate change 




                                                 





















-Main explanatory driver is house size.
-Consumption per square meter is defined as intensity indicator.
-Structure effect consists of the impact of changes in population




-Main explanatory driver is equipment saturation.
-Consumption per appliance is defined as intensity indicator.
-Structure effect consists of the impact of changes in population
segment, house occupancy, and appliance saturation.
-Main explanatory driver is appliance ownership per capita.
-Consumption per appliance is defined as intensity indicator.
-Structure effect consists of the impact of changes in population





Note: the author provides some possible end-use classification. Final decision depends on individual economy’s status and might be different from the allocation in this study. 
Figure 3.1 Sector disaggregation of the hybrid model of the residential sector 
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3.4.2 Linkages between the hybrid model and the basic models  
By disaggregating the residential sector into sub-sectors, the hybrid model 
provides great flexibility in decomposing residential energy consumption. Compared 
to the IDA models in the literature, the author sees the following advantages for the 
hybrid model. First, the decomposition analysis is conducted at the sub-sector level 
where each sub-sector comprises end-uses with similar energy demand drivers. This 
ensures that the indicators used and the corresponding effects obtained are the most 
representative for the end-uses. Second, the data in the hybrid model are given in two 
dimensions, i.e. housing type and end-use, while in the basic models (Model A and B) 
only one dimension (either housing type or end-use) is considered. Third, the hybrid 
model gives five explanatory effects. The aggregation of some of them may be 
equivalent to the structure or intensity effect of the basic models. Linkages between the 
hybrid model and the two basic models are shown in Figure 3.2. 
The hybrid model uses population as the activity indicator which is the same as in 
Model B. It is superior to Model B by further decomposing the various impacts caused 
by general lifestyle changes into more detailed contributions, i.e. house occupancy 
change and consumption habit change, and taking the impact of house type change into 
consideration which is embodied in the intensity effect in Model B. If the structure of 
end-use distribution, e.g. the percentage share of floor area, appliances number, etc., 
among households remains unchanged in the study period, the intensity effect of the 
two models will be the same. 





With fixed house occupancy
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Figure 3.2 Linkages between Model A, Model B and the hybrid Mode 
The difference between the hybrid model and Model A is activity indicator 
selection. When population and households are chosen as activity indicators, the 
meanings of structure and energy intensity indicator are very different as has been 
pointed out earlier. The case where the hybrid model is simplified to Model A is when 
house occupancy remains unchanged during the study period so that the impact of 
changes in population is the same as that of changes in the number of households. As 
for the structure effect, both the hybrid model and Model A capture the shifts in the 
housing type and thus give the same results. The value of the remaining two effects in 
the hybrid model, i.e. the lifestyle effect and the house occupancy effect, and the 
intensity effect, when combined, is the same as the intensity effect in Model A.  
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Furthermore, if for the study period the floor area of each type of houses remains 
unchanged, there will be no difference in the contributions of changes in population, 
household number and gross floor area. The decomposition results of the basic models 
will be exactly the same. In summary, as shown in Figure 3.2, the hybrid model is 
simplified to any of the basic models when certain conditions are met. When the data 
needed are available, the hybrid model is clearly preferred. It enables aggregate 
residential energy consumption changes to be decomposed into contributions 
associated with more relevant driving forces by extracting the explanatory factors 
related to lifestyle changes from the aggregate structure or intensity effect in Model A 
and Model B.  
3.5 Decomposition analysis for Singapore residential sector 
Singapore residential sector accounts for around 17% of the country’s total final 
energy consumption and the bulk of the energy consumption is in the form of 
electricity. The author conducts an IDA study of residential electricity consumption of 
Singapore to illustrate the application of the hybrid model. Data were collected for 
2000 and 2010 from official and industry sources supplemented by the authors’ own 
estimates.
25
 The data and data sources are described in Appendix B.2. From 2000 to 
2010, electricity consumption increased at a rate higher than those for the population 
and households, which led to increases in the per capita and per household electricity 
consumptions over the period. 
Applying the hybrid model and the additive LMDI-I formulae to the Singapore 
data gives the results shown in Table 3.3. The total residential electricity consumption 
increased by 1560.2 gigawatt hour (GWh) from 2000 to 2010, and the three sub-
                                                 
25 It should be noted that the scope of the case study on Singapore is limited to electricity consumption by Singapore resident 
population only, i.e. Singapore citizens and permanent residents. This is because detailed survey data are not available for the non-
resident population. Since the data needed are incomplete, the case study should not be taken as a definitive study. It should be 
taken as one to illustrate the application of the hybrid model.    
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sectors accounted for, respectively, 49%, 45% and 6% of the increase. Population 
growth, increasing proportion for large apartments, and decreasing number of persons 
per household contributed to the bulk of electricity consumption increases at the sub-
sector level. The impacts of lifestyle effect and intensity effect are sub-sector 
dependent. 
Table 3.3 Decomposition result for hybrid model in GWh and percent 
 
Sub-sector 1 Sub-sector 2 Sub-sector 3 Residential sector 
Population effect 486.6 451.2 56.8 994.6 (63.7%) 
Segment effect 190.9 100.6 17.7 309.2 (19.8%) 
House occupancy effect 157.0 138.5 n.a. 312.3 (18.9%) 
Life-style effect -157.6 22.7 32.9 -102.1 (-6.5%) 
Intensity effect 87.9 -9.4 -15.5 62.9 (4%) 
Total consumption change 764.8 (49.0%) 703.5 (45.1%) 91.9 (5.9%) 1560.2 (100%) 
For sub-sector 1 (environment control) and the residential sector as a whole, the 
lifestyle effect helped to reducing electricity consumption. Interestingly, the intensity 
effect, i.e. electricity consumption per unit floor area of environmental control, 
contributed to an increase in consumption for sub-sector 1. For sub-sector 2 
(household appliances), the contribution of lifestyle change was marginal, as the 
penetration of major appliances had already reached relatively high levels in 2000. For 
sub-sector 3 (personal devices), the observed explanatory effects were very different 
from those for the other two sub-sectors.  
Since the three sub-sectors are different in the scale of electricity consumption, it 
is difficult to compare the relative magnitude of the explanatory effects across sub-
sectors through the results shown in Table 3.3. To address this issue and study the 
relative magnitude of the different effects, the author can estimate their contributions 
in the ratio change form through applying multiplicative decomposition analysis. 
Figure 3.3 shows the results, namely the relative contributions of changes in activity, 
structure, occupancy, lifestyle and energy intensity to the aggregate electricity 
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consumption change for each of the three sub-sectors.
26
 The results further highlight 
the differences in the drivers for electricity consumption between sub-sector 3 and the 
other two sub-sectors.  
 
Figure 3.3 Relative magnitude of different explanatory effects to the per capita consumption change 
In summary, growth in resident population (population effect), shifts towards 
larger apartments (segment effect) and decreases in the number of residents per 
household (occupancy effect) were the three effects that contributed most to increases 
in electricity consumption in the three sub-sectors in Singapore. Not surprisingly, 
among them the population effect was the key driver. The segment effect was the 
largest for sub-sector 2 and the least for sub-sector 3. For sub-sectors 1 and 2, the 
occupancy effect had about the same impact. As to the other two effects, the lifestyle 
effect and the energy intensity effect, they were small for sub-sector 2 but were quite 
significant for the other two sub-sectors. Further studies may be conducted to establish 
the linkages between the observed effects and results as shown in Table 4 and Figure 3 
                                                 
26 For easy comparison, a dummy impact of occupancy effect is given for sub-sector 3. It is set as 1 which means this factor keeps 
unchanged as time goes by. By doing this I can easily see the difference between the three sub-sectors and the entire residential 
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and the more basic underlying factors, such as increasing housing prices, technology 
improvement, energy conservation measures, and the rebound effect. These findings 
will also be useful for identifying the opportunities for reducing growth in energy 
consumption in the residential sector.   
3.6 Discussion and conclusion  
The IDA technique has been widely used to analyse growth in sectoral and 
economy-wide energy consumption. This study shows the main issues of using this 
technique to analyse energy consumption changes in the residential sector. The author 
has reviewed 20 residential energy consumption studies that use the technique of IDA. 
Due to the complexity in defining the driving forces of energy use for the sector, there 
are substantial variations in the way energy changes are decomposed among the 
studies. This has major implications on the way in which the three major IDA effects, 
namely activity, structure and intensity effect, are defined and measured, and hence on 
the decomposition results which are of interest to policy makers.  
The author classifies the IDA models that have been reported in the literature into 
two different types, Model A and Model B, and describe the driving forces of energy 
consumption that they capture as well as their limitations. The author then proposes a 
hybrid model in which the residential sector is disaggregated into sub-sectors. The 
linkages between the hybrid models and the basic models are discussed. The 
advantages of the hybrid model over these two conventional models are described.  
Compared to the basic models and other variations of the basic models such as the 
Canadian model, the hybrid model disaggregates the residential sector into sub-sectors 
with different energy consumption drivers. Each sub-sector consists of end-uses with a 
similar driver. In doing so, the author is able to explain differences in energy 
consumption pattern among different energy services in a more effective manner. 
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Moreover, because the decomposition analysis is conducted at the sub-sector level 
with similar energy drivers, the author is able to define and capture the lifestyle effect 
for different sub-sectors. In contrast, for the structure effect in Model B and the service 
level effect in the Canadian model, the impact of different lifestyle changes that should 
have been obtained from various end-uses cannot be disentangled. In comparison, the 
results they give provide less information for making pertinent energy saving policies. 
These properties of the hybrid model are demonstrated using a case study of the 
residential electricity consumption in Singapore. Since decomposition analysis in the 
hybrid model is conducted at sub-sector level, the decomposition results obtained 
reveal the mechanisms of change in electricity consumption in each sub-sector and the 
differences in the impacts of key factors among them. These detailed and more refined 
decomposition results, as compared to those given by the models in the literature, 
provide better insight into how growth in electricity consumption in the residential 
sector of Singapore has evolved as well as provide useful information as to how 
growth in future demand may be reduced. With customisation to account for specific 
national circumstances, the proposed approach can be readily applied to analyse 
changes in residential energy consumption in any country.    
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Chapter 4 Multilevel Index Decomposition Analysis
27
 
With the growing interest in using the technique of IDA in energy studies, such as 
to analyze the impacts of activity structure change or to track economy-wide energy 
efficiency trends, the conventional single-level IDA may not be able to meet certain 
needs in policy analysis. In this chapter, the author addresses the research gap handling 
multilevel data in IDA. First, some limitations of single-level IDA studies which can 
be addressed through applying multilevel decomposition analysis would be discussed. 
The author then introduces and compares two multilevel decomposition procedures, 
referred to as the multilevel-parallel (M-P) model and the multilevel-hierarchical (M-H) 
model. The latter, which uses a stepwise procedure and a hierarchical decomposition 
structure, possesses a number of desirable properties and is recommended. The 
applicability of the popular IDA methods in the M-H model framework is discussed 
and cases where modifications are needed are explained. Numerical examples and 
application studies using the US and China energy consumption data are presented.  
4.1 Introduction 
In economy-wide studies, total energy consumption is often given by energy 
consuming sector. Each sector in turns comprises sub-sectors and so on. There exists a 
well-defined energy consumption data hierarchical structure and IDA studies can be 
conducted at different levels of sector disaggregation. Changes in the aggregate energy 
consumption at a specific level are often decomposed to give the contributions of 
factors linked to overall activity change, activity structure shifts, and energy efficiency 
improvement. The choice of level varies from one study to another due to differences 
in study scope and objective, or in data availability and quality. 
                                                 
27 The work presented in this chapter has been submitted to Energy Economics for publication. 
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The author refers to IDA studies conducted at a specific level of sector 
disaggregation as those using a single-level decomposition model. Clearly, such 
studies give decomposition results linked to the chosen level of disaggregation. Take 
for example an energy consumption data hierarchy with two levels of sector 
disaggregation as shown in Figure 4.1. Assume that the energy efficiency change at 
level 0 is to be estimated using IDA. It can be obtained using either the data at level 1 
or level 2. In each case, a single-level decomposition model is used. Generally the 
results obtained at the two levels are different and the relations between them are not 
formally established.  
Level 1 Level 1
Level 2 Level 2 Level 2 Level 2
Level 0
 
Figure 4.1 Energy consumption hierarchy 
It is pointed out in the IDA literature that the effect of energy intensity change 
estimated at a finer level of sector disaggregation gives a better proxy for energy 
efficiency change. However, when studying the effect of structure change using a 
single-level decomposition model, a finer level of sector disaggregation leads to a 
higher degree of cancellation among sub-category effects (Ang, 1993). As a result 
compromise may have to be made in determining the “right” level in a specific single-
level study. Furthermore, using a single-level decomposition model, the decomposition 
results obtained are somewhat specific.  
Due to the above limitations, some IDA studies reported the results obtained at 
several different levels of sector disaggregation. See, for example, Jenne and Cattell 
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(1983), Ang and Skea (1994), Sinton and Levine (1994), González and Suárez (2003). 
Since the decompositions were derived independently using a single-level model, there 
arise the issues of consistency in result aggregation and result interpretation.
28
 To 
overcome these limitations, multilevel decomposition models can be used. Some early 
studies using these models include Li et al. (1990), Gardner (1993), (1993) and Alam 
(2002). They all dealt with industrial energy use where industry sub-sectors were 
grouped into an energy-intensive industry group and a non-energy-intensive group. A 
two-level decomposition analysis was conducted to measure the contribution of 
activity shifts between energy-intensive and non-energy-intensive industry groups, as 
well as among sub-sectors in each of these two industry groups.   
More recent multilevel studies include Ma and Stern (2008) and Petrick (2013). 
Ma and Stern (2008) studied energy efficiency change in China using a three-level 
energy data hierarchy. It is shown that structure change at the first and second level (i.e. 
industry groups and sub-sectors respectively) led to increases, while that at the third 
level (i.e. structure change within sub-sectors) led to decreases, in China’s industrial 
energy consumption. In Petrick (2013), changes in CO2 emissions in Germany’s 
industry were studied at the industry sub-sector level and plant level. The results show 
that both structure change at the sub-sector level and that at the plant level had 
contributed to reductions in CO2 emissions. Multilevel decomposition models had also 
been adopted in some national energy efficiency accounting frameworks, such as those 
developed by Canada (Bataille and Nyboer, 2005) and the United States (EERE, 2003). 
Multilevel decomposition studies reported in the literature are generally empirical. 
An analytical study that looks into the conceptual and methodological aspects is 
lacking. For instance, why do we develop multilevel decomposition models? What is 
                                                 
28 That is, whether the results obtained at a finer level can be consistently aggregated to give those obtained at a more aggregate 
level, and how differences between the results at different levels are to be interpreted. 
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the practical significance of multilevel decomposition analysis? In terms of 
decomposition identity and procedure, are there differences between multilevel 
decomposition analysis and single-level decomposition analysis? What are the 
methodological issues that are unique to multilevel analysis? In this paper, the author 
attempts to fill some of these research gaps.  
Section 4.2 discusses the limitations of the single-level decomposition model. 
Two different multilevel decomposition models are introduced in Section 4.3 and 4.4. 
Section 4.5 presents two simple examples which reveal the main features of multilevel 
analysis. Section 4.6 discusses the applicability of existing IDA methods in the 
multilevel decomposition analysis context. Section 4.7 deals with the application of 
multilevel decomposition analysis using the United States and China data. Section 4.8 
concludes. 
4.2 Single-level decomposition analysis  
Refer to the energy consumption data hierarchy in Figure 4.1 and conventional 3-
factor decomposition identity in Eq. (1.1), the energy consumption at the aggregate 
level (level 0), 0LE , may be written in terms of the variables defined at level 1 and 




























































AEE    (4.2) 
The superscript indicates the level, and subscripts i and j denote the number of sub-
categories at level 1 and level 2, respectively. In additive decomposition, the absolute 




tot EEE  , is 
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often given in terms of effects associated with overall activity change, activity 
















tot EEEE   
(4.3) 
The author can similarly apply multiplicative decomposition to the ratio change of the 




tot EED  , and the decomposition formulae at 






















At both levels, total energy consumption change at level 0 is given in terms of the 
impact of overall activity change at level 0, and the impacts of structure change and 
energy intensity change at the respective disaggregate levels.  
From Eqs. (4.3) and (4.4), the results for structure change and energy intensity 
change estimated at level 1 and level 2 are not the same. Since energy intensities given 
at a more disaggregate level can better capture energy efficiency change (Ang, 2006; 
Ma and Stern, 2008; Zhang, 2003), the intensity effect computed at level 2 is generally 
preferred if tracking energy efficiency trends is the objective. However, the structure 
effect computed at a fine level may not be necessarily better. The significance of a 
structure effect is linked to the level of sector disaggregation defined. For example, at a 
macro level, structure shifts among main economic sectors are information useful for 
capturing the possible transformation of an economy, while shifts among energy end-
uses might be too detailed. Too fine a disaggregation level leads to substantial 
cancellation of the impacts of structure shifts (Ang, 1993). Unless further analysis is 
conducted, the results obtained can be ambiguous or are not particular useful.
29
 Single-
                                                 
29 For example, in Sun and Malaska (1998), CO2 emission changes in developed countries were decomposed. The large structure 
effects of individual countries offset each other, leading to a marginal structure effect for the entire country group. 
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level analysis therefore provides decomposition results that are somewhat specific and 
much useful information especially that related to structure change is masked.    
4.3 The multilevel-parallel (M-P) model 
Consider a two-level case. The total energy consumption can be disaggregated 
into n sectors at level 1, and sector i can be further disaggregated into mi sub-sectors. 
The total energy consumption at level 0 can be given by the following identity: 
 























































































S   is the 
share of sub-sector j within sector i.
 30
 Hence 0,1strD  gives the impact of structure 
changes at level 1, while 1,2
strD  is the impact of sub-sector structure change at level 2 
within the corresponding sector at level 1. The meanings of other notations are as 
defined in Section 4.2. From Eq. (4.6), the total energy consumption change at level 0 
is decomposed to give the impacts of total activity change at level 0, structural change 
at each level of disaggregation, and intensity change at the finest disaggregation level, 
i.e. level 2. The overall impact of structure change is aggregated from impacts 
estimated hierarchically. 
Although the data used are collected at different levels in the energy consumption 
data hierarchy, the factors in Eq. (4.6) are treated independently and in parallel as 
shown in Figure 4.2. Since all the effects appear in parallel, the author defines that this 
                                                 
30 I only provide the multiplicative decomposition formulae. Similar analysis can be conducted for additive decomposition. 
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model has a parallel structure and refer to it as the multilevel-parallel (M-P) model. 












tot DDDDDD    (4.7) 
where k1,-k
strD  represents the structure effect within the sub-categories of level k-1, and
Lk
intD  is the energy intensity effect at level k. The parallel structure retains the feature of 
computational simplicity of a single-level decomposition model. The M-P model is the 
multilevel decomposition model often used by researchers in the IDA literature.  
Changes in aggregate consumption





Figure 4.2 Parallel decomposition structure 
4.4 The multilevel-hierarchical (M-H) model 
The author decomposes the aggregate change step-by-step following the energy 
consumption data hierarchy and this leads to a stepwise decomposition procedure. For 




































































































int DDD   (4.11) 
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Now the total energy consumption change at level 0 is decomposed at level 1 and the 
energy intensity effect at level 1 is further decomposed to give the sub-structure effect 
and the sub-intensity effect at level 2. The decomposition model is based on the energy 
consumption data hierarchy as shown in Figure 4.3.   
Changes in aggregate consumption






Figure 4.3 Hierarchical decomposition structure 



































)1(   and Lk
intD  are respectively the sub-structure and intensity (or sub-
intensity) effect at level k. The decomposition analysis comprises a series of 
decomposition steps and each uses the data at a specific level in the energy 
consumption data hierarchy and gives a specific structure effect. The author shall refer 
to this decomposition approach as using a multilevel-hierarchical (M-H) model.  
The M-H model is superior to the M-P model in three aspects. First, 
decomposition analysis is conducted hierarchically which is consistent with the energy 
data hierarchy structure. Second, since the energy intensity effect obtained at a specific 
level is further decomposed into sub-effects of structure change and intensity change at 
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a finer level, the relationships between structure effects and intensity effects at 
different disaggregation levels can be better understood. Third, for sectors that can be 
further disaggregated, the results given by the application of the M-H model will retain 
the desirable property of consistency in decomposition. This last feature will be further 
elaborated in the next section. 
4.5 Illustrative examples 
The author compares the single-level, M-P, and M-H models and their key 
features using two examples. Assume a two-level energy data hierarchy where level 1 
comprises sectors and level 2 sub-sectors. The first example has a symmetric hierarchy, 
i.e. each of the sectors has sub-sectors, while the second has an asymmetric hierarchy, 
i.e. not all the sectors has sub-sectors.  
4.5.1 Case 1: symmetric hierarchy  
Assume the data in Table 4.1 where level 1 has two sectors and each has two sub-
sectors at level 2. At level 1, the activity share of Sector 1, the more energy intensive 
of the two sectors, increases from year 0 to year T. At level 2, the activity share of the 
more energy intensive sub-sector also increases in both Sector 1 and Sector 2. Energy 
intensities decrease in all the sectors and sub-sectors.  
Table 4.1 Multilevel decomposition: an illustrative example (arbitrary units) 
  
Year 0 Year T 
Sector/sub-sector Level E0 A0 S0 I0 ET AT ST IT 
Total 0 50 50 1.0 1.0 64 80 1.0 0.8 
    Sector 1 1 (30) (10) (0.2) (3.0) (40) (20) (0.25) (2.0) 
        Sub-sector 1 2 20 5 0.1 4.0 30 12 0.15 2.5 
        Sub-sector 2 2 10 5 0.1 2.0 10 8 0.1 1.3 
    Sector 2 1 (20) (40) (0.8) (0.5) (24) (60) (0.75) (0.4) 
        Sub-sector 3 2 8 10 0.2 0.8 15 30 0.375 0.5 
        Sub-sector 4 2 12 30 0.6 0.4 9 30 0.375 0.3 
Source: modified by Ang (1995). 
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The author applies the multiplicative LMDI-I method and the Shapley/Sun 
method which is additive. They are two of the most often used IDA methods in the 
literature.
31
 The decomposition results obtained are shown in Table 4.2 and Table 4.3 
respectively. Two sets of results are given for single-level decomposition in the tables, 
one using the sector data (level 1) and the other the sub-sector data (level 2). The M-P 
model and the single-level model (level 2) give the same estimates for the activity 
effect and the intensity effect, while the M-H model and the single-level model (level 1) 
give the same estimates for the activity effect and the structure effect.
32
 By comparing 
the results given by the M-P model and the single-level model (level 2), the 
cancellation issue in deriving the structure effect due to structure change within sectors 
is revealed. The M-P model can therefore be seen as an improvement over the single-
level model by disaggregating the structure effect into sub-structure effects, i.e. 0,1
strE  
and 1,2
strE .   
Table 4.2 Multiplicative LMDI-I decomposition results: symmetric hierarchy case 




strD  intD  
Single level decomposition (Level 1) 1.5998 1.1183 -- 0.7154 
Single level decomposition (Level 2) 1.5936 1.2378 0.6489 
M-P decomposition 1.5936 1.1183 1.1068 0.6489 
M-H decomposition 1.5998 1.1183 1.1019 0.6493 
Table 4.3 Shapley/Sun decomposition results: symmetric hierarchy case 




strE  intE  
Single level decomposition (Level 1) 27.23 6.55 -- -19.78 
Single level decomposition (Level 2) 27.53 12.58 -26.10 
M-P decomposition 27.50 6.56 6.02 -26.09 
M-H decomposition 27.23 6.55 6.17 -25.94 
Similarly, by comparing the results of the M-H model with those of the single 
level model (level 1), the former provides a better estimate of energy efficiency 
                                                 
31 For an overview of various commonly used IDA methods, refer to Ang (2004). 
32
 Theoretically, the estimated activity effect should be independent of the level of sector disaggregation. However, small 
differences exist among the four sets of results due to the un-normalized weights used in LMDI-I and the distribution of the 
residual terms in the Shapley/Sun method. The differences are however marginal in general.  
CHAPTER 4: MULTILEVEL INDEX DECOMPOSITION ANALYSIS 
70 
improvement (or the reduction in energy consumption) arising from reductions in the 
sub-sector energy intensities as captured by the intensity effect. The effect of structure 
change within sectors that affects total energy consumption change is separated from 
the energy intensity effect that would have been obtained if single-level decomposition 
(level 1) was adopted. The M-H model, therefore, is an improvement over the single-
level model since it isolates the impacts of structure shift at the sub-sector level from 
energy efficiency improvement. Furthermore, the product of the sub-structure effect 
and the intensity effect in the M-H model is the same as the intensity effect of the 
single-level model (level 1). Through this property, the linkage among structure effects 
and that among intensity effects across levels can be established. 
4.5.2 Case 2: asymmetric hierarchy 
Assume that there is no sub-sector in sector 2 in Case 1, i.e. the data set is exactly 
the same as that shown in Table 4.1 except that the last two rows are removed. 
Decomposition analysis is now conducted for an asymmetric hierarchy. Table 4.4 
shows the decomposition results given by the M-P and M-H models using the 
multiplicative LMDI-I method.
33
 From the decomposition results in Table 4.2 and 
Table 4.4, I have the following findings. A change in the sub-sector structure of the 
energy data hierarchy leads to changes in the sub-structure effect and intensity effect 
given by the M-H model, while the other effects are unaffected. In contrast, estimates 
of all the effects in the M-P model are different when the energy data hierarchy 
changes despite the fact that the hierarchy structure at level 1 is the same in the two 
cases. In this respect, one can conclude that the M-H model is superior to the M-P 
model since it can provide consistent decomposition results for a specific energy data 
hierarchy.    
                                                 
33 Single-level decomposition (level 1) is the same as in case 1, while single-level decomposition (level 2) is not applicable here. 
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Table 4.4 Multiplicative LMDI-I decomposition results: asymmetric hierarchy case 




strD  intD  
M-P decomposition 1.5985 1.1179 1.0407 0.6883 
M-H decomposition 1.5998 1.1183 1.0395 0.6883 
4.6 Issues in implementing multilevel decomposition analysis  
The author presents three methodological and practical issues which are relevant 
to the adoption of the commonly used IDA methods in multilevel decomposition 
analysis. In the literature, the properties and features of these IDA methods have been 
widely studied. See, for example, Greening et al. (1997), Ang and Zhang (2000), and 
Ang (2004). They are, however, studied based on single-level decomposition. The 
author now studies them in the context of multilevel decomposition analysis.  
4.6.1 Applicability of IDA methods 
Since the M-P model is very similar to the conventional single-level model, the 
properties and features of all the existing IDA methods in the literature are applicable 
to the M-P model.
34
 In the M-H model, the effects are estimated step by step. Whether 
or not an IDA method is still equally applicable depends on its feasibility for further 
decomposition to give sub-effects. The investigation shows that it is directly feasible 
for multiplicative IDA methods linked to the Divisia index and for additive IDA 
methods linked to the Laspeyres index. The details and the relevant formulae are given 
in Appendix A.2. This also means additive methods liked to the Divisia index and 
multiplicative methods linked to the Laspeyres index are not directly feasible. 
However, they can be readily incorporated within the M-H model framework through 
simple transformations. In the former, the author transforms the logarithmic change 
into the linear change, while in the latter the author transforms the index from using 
                                                 
34 As the number of factors in the IDA identity increases, the computation effort in using the Shapley/Sun method and the 
generalized Fisher index method can be expected to increase. This applies to the conventional single-level model but the problem 
is more serious in the case of the M-P model since it tends to have more factors than the single-level model. 
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the arithmetic mean to the geometric mean. Further details are given in Appendix A.3. 
In summary and as summarized in Table 4.5, most popular IDA methods can be 
directly or indirectly applied in the M-H model framework. An exception is the Fisher 
ideal index where the formula cannot be transformed to meet the requirements. 
Table 4.5 Applicability of common IDA methods to the stepwise decomposition procedure 
 
Additive M-H model Multiplicative M-H model 
Divisia-based methods   
   Logarithmic mean Divisia Index (LMDI)* Transformation needed Directly feasible 
   Arithmetic mean Divisia Index (AMDI) Transformation needed Directly feasible 
Laspeyres-based methods   
   Laspeyres method Directly feasible Transformation needed 
   Generalized Fisher ideal index -- Not feasible 
   Shapley/Sun method Directly feasible -- 
*Note: LMDI includes LMDI-I method and LMDI-II method. 
4.6.2 Computational features 
The M-P model is relatively easy to apply since it involves only a single 
decomposition step. This computational advantage applies to most IDA methods. An 
exception is the Shapley/Sun method for which the number of terms in the 
decomposition analysis formulae increases exponentially as the number of factors in 
the IDA identity increases.
35
 By distributing the factors to different levels and 
calculating them in multiple steps, the M-H model actually reduces the computational 
effort needed for the Shapley/Sun method.
36
 This advantage is even more noticeable 
when the energy data hierarchy comprises many disaggregation levels and/or there are 
many factors in the IDA identity.  
                                                 
35 In a multilevel decomposition, the number of factors is usually more than four which gives more than 4!=24 computational 
terms in the decomposition analysis formulae for the Shapley/Sun method. The number increases to 5!=120 when the aggregate 
energy consumption is decomposed to five factors. That is the reason why Shapley/Sun method is seldom applied in the IDA 
identity with more than five factors. 
36 For example, if a 4-factors M-P decomposition model as Eq. (3.6) is restructured into a M-H model as Eqs. (3.10) and (3.11), 
the number of computational terms will be reduced from 24 (=4!) to 8 (= 3!+2!). 
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4.6.3 Consistency in decomposition results  
Given a specific energy data hierarchy, the numerical results given by the M-P 
model are dependent on the number of levels covered in the model, e.g. the numerical 
result of 1,2
strE  for a three-level case would be different from that in the same case but 
only the data for the first two levels are used to conduct a M-P decomposition analysis. 
Since different results are obtained even though the energy consumption data hierarchy 
remains the same, the M-P model suffers from the problem of result consistency. The 
author has shown in Section 4.5 that the M-H model provides consistent results for a 
specific energy data hierarchy if the hierarchy structure remains unchanged. Therefore, 
if an IDA method gives the same results for the M-P model and the M-H model, the 
issue of result consistency does not arise for that particular IDA method.  
From Appendix A.2 and A.3, the author finds that for those IDA methods which 
satisfy the unity condition, estimates of effects not involving further decomposition 
(e.g. activity effect, structure effect at the first level, etc.) are consistent for both the M-
P model and the M-H model.
37
 They include the arithmetic mean Divisia index (AMDI) 
and the general parametric Laspeyres methods.
38
 For those effects where further 
decomposition is performed, nearly all IDA methods except the general parametric 
Laspeyres methods (e.g. the conventional Laspeyres, Passche, etc.) produce different 
results. Nevertheless, despite this advantage, the general parametric Laspeyres 
methods tend to give a large residual term in the decomposition results which limits 
their applicability. To summarize, most IDA methods, especially the popular ones, 
suffer from the problem of result consistency when they are applied in the M-P model. 
                                                 
37 The unity condition requires that the weights of an IDA method add up to unity. 
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In comparison, the M-H model performs better in multilevel decomposition analysis as 
it provides consistent results for most IDA methods.  
4.7 Decomposition of United States and China industrial energy 
consumption 
The author used the M-H model to decompose changes in industrial energy 
consumption in the United States and China. To be more general and for better 
illustration, the multiplicative LMDI-I was used in the US study while the additive 
LMDI-I was used in the China study. The energy data hierarchy in the US study is as 
follows: the industrial sector has two broad groups, i.e. manufacturing and non-
manufacturing, and manufacturing has 21 NAICS 3-digit sub-sectors while non-
manufacturing is a single sector. The data hierarchy therefore has a two-level 
asymmetric structure. In the China study, data at both national level and regional level 
were collected. The energy consumption hierarchy is as follows: the national level 
industrial energy consumption consists of consumptions in eight geographical regions, 
and for each region the industrial sector has 27 sub-sectors. The data hierarchy 
therefore has a two-level symmetric structure. Further details about the data hierarchies 
and data are given in Appendix B.3 and Appendix B.4.  
4.7.1 Decomposition results for the United States 
Multiplicative LMDI-I and Eqs. (A.20), (A.22) and (A.26) are used to decompose 
the total US industrial energy consumption changes from 1985 to 2004, i.e. from 
16,212 to 17,471 trillion Btu. The results obtained are shown in the bar chart in Figure 
4.4. The first four bars respectively show the actual percentage change in aggregate 
energy consumption, and the contributions to this change from three effects at the first 
level of the hierarchy. Overall activity growth is the main contributor to the increase in 
energy consumption. The small positive structure effect at this level indicates a small 
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shift in product mix from non-manufacturing to manufacturing. The results also show 
substantial improvements in energy efficiency at the two-sector level. To proceed 
further, the energy intensity effect at the industry group level (bar four) is treated as a 
composite effect of two sub-effects computed at the NAICS 3-digit sector level. These 
two sub-effects give the impacts of changes in product mix at the 3-digit sector level in 
manufacturing and changes in 3-digit level energy intensities. Estimates of these two 
sub-effects are shown in bar five and six in Figure 4.4.  
 
Figure 4.4 Decomposition results of energy consumption change in US industry (%), 1985-2004 
The advantages of applying the M-H model as shown above are as follows. 
Contributions of the driving forces at the two disaggregation levels are quantified and 
the linkages between effects and sub-effects at the two levels are established. The 
analysis is conducted by taking the non-manufacturing sector into consideration. Since 
the data for non-manufacturing are given as a single aggregate, one may treat it 
separately from the manufacturing sector and the asymmetric hierarchy can be applied. 
The M-H model ensures that any modifications to the classification system at an 
intermediate level, for example by disaggregating the non-manufacturing sector into 
sub-sectors such as agriculture, construction, etc., will not affect the decomposition 
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4.7.2 Decomposition results for China 
Additive LMDI-I and Eqs. (A.32)-(A.35) are used to decompose industrial energy 
consumption change from 1997 to 2007 in China, i.e. from 1,060 to 2,383 million 
tonnes of coal equivalent (Mtce). The decomposition results are summarized in Figure 
4.5-Figure 4.7. From Figure 4.5, total energy consumption increased by 1,323 Mtce. 
Value added growth contributed to an increase of 2,016 Mtce at the national level. The 
marginal negative structure effect shows that industry value added of the eight regions 
grew at fairly consistent rates with the less energy-intensive regions grew slightly 
faster than the other regions. The energy intensities decreased consistently in all the 
eight regions, and the results show that without energy intensity improvement the 
energy consumption in 2007 would have been 658 Mtce higher. The regional energy 
intensity effect can be further taken as a composite effect of two sub-effects at the 
sectoral level of the industry hierarchy. The sub-structure effect quantified the impact 
of changes in the composition of industry sector of the eight regions and their 
contributions to the national energy consumption change. The sub-intensity effect 
captured the impact of energy intensity changes of each of the 27 industrial sectors. 
From bar five and six in Figure 4.5, efficiency improvements achieved in various 
industrial sectors in the eight regions led to a reduction of a total of 737 Mtce in energy 
consumption, which is higher than the 658 Mtce estimated at the higher aggregation 
level. The difference between the two estimates is due to sector shifts within the 
industry in the eight regions which is depicted in bar five. In other words, if the 
conventional single-level decomposition at the sectoral level was conducted, the sub-
structure effect would be cancelled out by the negative regional structure effect and 
would not be captured.  
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Figure 4.5 Decomposition results of energy consumption change in China industry, 1997-2007 
 
Figure 4.6 Regional contribution of eight regions in China: Structure effect in Fig. 4.5 
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Using the M-H model, the author can also split the sub-effects as shown in Figure 
4.5 into the contributions of components at sub-category level. As a result, the 
differences among the eight regions are revealed. The contributions of the eight 
regions to the sub-structure effect and the sub-intensity effect are shown in Figure 4.6 
and Figure 4.7 respectively. The results show that almost all the regions experienced 
activity shifts towards more energy-intensive sectors, especially in the North Coast, 
Central and Western regions. The only exception is the Northeast region where 
“transport, storage, postal and telecommunications services” and other non-
manufacturing industries developed rapidly (Figure 4.6). Energy intensity of industrial 
subsectors decreased in all the regions and as a result relatively large energy savings 
were achieved at the national level (Figure 4.7).    
4.8 Discussion and conclusion 
The author discussed the limitations of single-level decomposition in IDA applied 
to energy and studied how multilevel analysis can help to address these limitations. 
The author introduced two multilevel decomposition models, the M-P model and the 
M-H model, studied their features, and concluded that the latter is the preferred model. 
To extend from single-level to multilevel analysis using the M-H model, modifications 
via simple transformations are needed to some popular IDA methods. The author 
further discussed the practical significance of the multilevel models and present 
examples and cases to illustrate.     
The use of the M-H model will help to improve result presentation and usability 
in IDA studies. For example, Fisher-Vanden et al. (2004) decomposed China’s energy 
intensity changes at six levels of industry disaggregation. If the M-H model was used, 
the six sets of results could be integrated into a multilevel decomposition model in a 
hierarchical manner and be interpreted in a more coherent way. Wu (2012) 
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decomposed aggregate energy intensity of China at both the national level and regional 
level, and investigated the drivers of changes at these two levels. Similarly, if the M-H 
model was applied, valuable information about industrial relocation in the country 
would be revealed. Besides industry, multilevel decomposition analysis could also be 
fruitfully applied to other sectors of energy use when sector classification is more than 
one level or complicated. Examples of such studies are Mairet and Decellas (2009) for 
the service sector, Papagiannaki and Diakoulaki (2009) for passenger transport, and 
Hojjati and Wade (2012) for the household sector. It is also possible to incorporate the 
M-H model to track economy-wide energy efficiency trends where currently the 
single-level decomposition model is the norm for studies conducted by most countries 
and international organizations.   
Application of the M-H model is not limited to obtaining the hierarchical 
structure effects studied in this paper. It is actually a general decomposition technique 
that can be applied to decompose any aggregate with multiple disaggregation levels. 
For example, it can be used to study the impact of fuel mix change and factors 
contributing to changes in energy-related greenhouse gas emissions. Examples for 
such studies where it can be applied are Steenhof (2006), Lescaroux (2008), and 
Hammond and Norman (2012). In addition, analysts have recognized the need to 
investigate emissions from electricity consumption using a two-stage analysis. See, for 
example, Nag and Kulshreshtha (2000) and Lu et al. (2012). Electricity as an energy 
source is at the same time a product of energy service. With this special property, its 
emission coefficient in IDA can be further decomposed to give effects linked to 
electricity generation.
39
 This is an application that can be achieved by using the 
stepwise property of the M-H model. 
                                                 
39 See Steenhof and Weber (2011) for an example of explanatory effects linked to electricity generation. 
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Chapter 5 Spatial Index Decomposition Analysis
40
 
In the energy analysis literature, index decomposition analysis is a popular tool 
for studying changes in energy consumption of a country over time. This specific 
application of IDA, which may be called temporal decomposition analysis, has been 
extended by researchers and analysts to study variations in energy consumption 
between countries, i.e. spatial decomposition analysis. In spatial decomposition 
analysis, the main objective is often to understand the relative contributions of overall 
activity level, activity structure, and energy intensity in explaining differences in the 
total energy consumption between two countries or regions. In this chapter, the author 
reviews the literature of spatial decomposition analysis, investigates the 
methodological issues, and proposes a spatial decomposition analysis framework for 
multi-region comparisons. A key feature of the proposed framework is that it passes 
the transitivity test and provides consistent results for multi-region comparisons. A 
case study in which the energy consumption and performance ranking of 30 provinces 
in China are compared is presented. 
5.1 Introduction 
Index decomposition analysis is an analytical technique that has been widely used 
by researchers and analysts to study changes in aggregate energy consumption in a 
country over time. It can be applied so long as the requisite energy consumption and 
activity data in the decomposition analysis are available for at least two years. In the 
standard IDA design, the impacts of changes in overall activity level, activity structure, 
and energy intensity on the aggregate energy consumption of a country are quantified. 
The author shall refer to specific IDA application as temporal decomposition analysis. 
In the energy literature, the vast majority of IDA studies dealt with this type of 
                                                 
40 The work presented here has been submitted to Energy Economics for publication. 
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decomposition analysis. In a relatively smaller number of studies, differences in energy 
consumption or energy-related CO2 emissions between regions were decomposed.
41
 In 
the standard IDA design, this means quantifying the impacts of variations in overall 
activity level, activity structure, and energy intensity between two regions on the 
difference in their total energy consumption in a specific year. The author shall refer to 
this specific application of IDA as spatial decomposition analysis. A prerequisite of 
spatial decomposition analysis is that the data sets for the regions studied are consistent 
and compatible.   
In the IDA literature, nine publications that deal with spatial decomposition 
analysis can be found. The earliest, by Ang and Zhang (1999), analyzed factors 
contributing to differences in CO2 emissions among three world regions. Comparisons 
were made between two regions at a time and therefore three sets of decomposition 
results were presented. Using the same approach five more studies have been reported, 
namely Sun (2000b), Zhang and Ang (2001), Lee and Oh (2006), Bartoletto and Rubio 
(2008), and Gingrich et al. (2011). When the number of regions increases, it is 
impractical to compare every pair of regions. Hence, in a study on emission intensities 
of 15 countries, Sun (2000a) chose a specific country as a benchmark and applied 
spatial decomposition analysis to study the difference between the emission intensity 
of each country and that of the benchmark country. Schipper et al. (2001b) and Bataille 
et al. (2007) compared CO2 emissions of 14 and seven countries respectively. They 
used basically the same approach as in Sun (2000a) except that the “benchmark 
country” is taken as an entity given by the average of all the countries except the 
country compared. This means, in each case, a country was compared with an average 
computed based on the rest of countries.    
                                                 
41 A region is used generically to refer to a geographical area. It can be a city, a state or province of a country, a country, or a 
regional country group.  
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Comparisons of energy consumption or CO2 emissions among regions have also 
been conducted by researchers using temporal instead of spatial decomposition 
analysis. In these studies, results from the conventional temporal decomposition 
analysis were first obtained for each region in the same manner as a typical single-
region IDA study. The chronological development patterns observed for different 
regions were then compared. Examples of such studies include Vinuya et al. (2010), 
Zhang et al. (2011), Chong et al. (2012), and Wu (2012). This approach differs from 
spatial decomposition analysis in which the data of two different regions are employed 
in a single decomposition analysis run. In spatial decomposition analysis, differences 
between two regions are explicitly considered and captured.
42
  
Spatial decomposition analysis is particular useful in comparing differences in 
energy consumption or CO2 emissions among regions within a country in a particular 
year, since the data needed are likely to be available. The regions can then be ranked in 
terms of their energy or emission performance. It is also useful in existing international 
projects on energy efficiency analysis, such as those of International Energy Agency 
(IEA, 2008b) and ODYSSEE (2010), in which studies have so far been made based on 
temporal analysis. With the energy indicator datasets that are already available in these 
projects, extensions can be made using spatial decomposition analysis to generate 
additional results and information which are expected to be useful for policy analysis.   
In view of the usefulness of spatial decomposition analysis using IDA, such as in 
inter-region comparisons of energy efficiency, benchmarking, and performance 
ranking, this chapter looks into the literature and the methodological issues involved. 
In particular, issues that are different from those encountered in temporal 
decomposition analysis will be discussed. For instance, are the IDA methods widely 
                                                 
42 Recognizing this issue, Shi (2007) investigated differences in energy saving potential among different regions in China by 
comparing their aggregate energy intensities. Impacts of disparities in industry structure and sectoral level energy intensity were 
however not studied.  
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applied in temporal decomposition analysis are also those preferred in spatial 
decomposition analysis? How should the base for comparisons within a comparison 
group be chosen? How should the decomposition results for more than two regions be 
presented in an effective and easy to understand way? How can regional ranking be 
made? These are some of the questions we intend to address.  
Section 5.2 looks into the simplest case where a comparison is made between two 
regions. Criteria for IDA method selection in spatial decomposition analysis and the 
strengths and weaknesses of various IDA decomposition methods are discussed. 
Section 5.3 introduces two different ways of extending from a two-region comparison 
to multi-region comparisons. Following that, the issue of result consistency is 
discussed and a framework to handle multi-region comparisons is presented in Section 
5.4. In Section 5.5, a case study involving 30 provinces in China is used to demonstrate 
the key features and practical significance of the proposed framework. Section 5.6 
concludes.  
5.2 Spatial decomposition analysis in two-region comparison 
The author uses the basic 3-factor IDA identity as shown in Eq. (1.1) to illustrate 
spatial decomposition analysis that involves two regions. When comparing the 
aggregate energy consumption of two regions (region 1 and region 2), we often choose 
the one with a lower consumption (assuming it to be region 2) as the base region for 
comparison. In spatial decomposition analysis, the difference in the aggregate energy 
consumption between the two regions, denoted as
)21( RR
totE









   (5.1) 
                                                 
43 For simplicity, I only provide the formula of additive decomposition. Similar analysis can be conducted for multiplicative 
decomposition.  
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where the terms on the right hand side give the effects associated with differences 
between the two regions in overall activity level, activity mix, and sectoral energy 
intensity, respectively. In IDA terminology, they are referred to as the activity effect, 
activity structure effect, and energy intensity effect, respectively. Examples of studies 
applying the above procedure are Bartoletto and Rubio (2008), Gingrich et al. (2011), 
and Sun (2000b). 
For a given set of data, estimates of the three effects can be calculated based on 
one of a number of IDA methods reported in the literature. The general formulae of the 
two popular IDA method families, the Laspeyres index family and the Divisia index 
family, can respectively be expressed as: 




















21)21( ln  (5.3) 
These formulae give estimates of effect x, and 
L
i  and 
D
i  are the weighting 
functions. The effect can be the activity, activity structure, or energy intensity effect. 
Further information on the two IDA method families can be found in Ang (2004). 
Formulae of various weighting functions are given in Liu and Ang (2003) and Su and 
Ang (2012). In temporal decomposition analysis, the main difference between the 
Laspeyres and Divisia index approaches is whether changes over time of each 
component are explained through a linear change or a logarithmic change. As pointed 
out in Ang (2004), the linear change is easier to understand but the logarithmic change 
is more scientific. In spatial decomposition analysis, changes over time are to be 
interpreted as differences between two regions. The concept is the same but less 
intuitive. 
In general, the results of spatial decomposition analysis are more dependent on 
the IDA method used than the case of temporal decomposition analysis. This is 
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because the data for any two different regions are often more varied and cover a wider 
range than those of two different years for a region. As can be seen from Eqs. (5.2) and 
(5.3), the decomposition methods in the same family are differentiated by the 
weighting function. Data that cover a wider range lead to larger variations in the 
weighting functions, and this in turns leads to greater differences in the results given 
by different decomposition analysis methods. Zhang and Ang (2001) presented the 
results of a spatial decomposition analysis study using four IDA methods, i.e. 
Laspeyres, Arithmetic mean Divisia index (AMDI), Shapley/Sun (S/S), and 
logarithmic mean Divisia index (LMDI). For the reasons given above, the study shows 
large differences among the estimates given by some of these methods. 
  The conventional Laspeyres method matches the conventional concept of simple 
comparisons and the decomposition results obtained are easy to understand. In spatial 
decomposition analysis using this method, each effect is an estimate of the impact of 
the difference of the corresponding factor between the two regions compared, while 
keeping the values of all other factors the same as those of the reference region. In so 
doing, the method generally leads to a large residual term. In other words, the 
difference in energy consumption between two regions is not given by the sum of the 
three effects as shown in Eq. (5.1). The usefulness of the decomposition results 
obtained is therefore questionable and this is a major drawback of applying the 
conventional Laspeyres method in spatial decomposition analysis. The AMDI method 
faces the same problem as the conventional Laspeyres method of leaving a residual 
term but the residual term is relatively smaller than the case of the conventional 
Laspeyres method. 
Both the S/S and LMDI methods give perfect or complete decomposition results, 
i.e. the results do not contain a residual term. The S/S method, which in a way is a 
refinement of the conventional Laspeyres method, reallocates the residual terms in the 
CHAPTER 5: SPATIAL INDEX DECOMPOSITION ANALYSIS 
86 
Laspeyres method to the various effects (Ang et al., 2003; Sun, 1998). With this 
refinement, the original advantage of the Laspeyres method as a natural match for the 
conventional concept of spatial comparison no longer exists. Similarly, LMDI can be 
treated as a refinement of AMDI. Unlike the concept of the conventional Laspeyres 
method where one of the two regions is chosen as a base for comparison, both the S/S 
and LMDI methods give symmetrical results. Symmetrical decomposition results have 
the property of obtaining the reverse or reciprocal value of the original results if we 
switch the base region and the target region. In multi-region comparisons and since 
many different regions are involved, symmetrical decomposition is a desirable 
property and is more important than in temporal decomposition analysis. 
In summary, perfect and symmetrical decomposition are two useful criteria in 
IDA method selection in spatial decomposition analysis. Perfect decomposition is 
essential because large variations in the data for the regions compared should be 
expected. Symmetrical decomposition is preferred since it implies that a 
decomposition method passes the “object-reversal” test, which corresponds to the 
time-reversal test in temporal decomposition analysis. LMDI, S/S and Fisher ideal are 
the IDA methods that satisfy these two criteria. From the application perspective, 
LMDI is preferred to the S/S and Fisher methods for its ease of use (Ang, 2004). 
LMDI has also been the most widely adopted IDA method in temporal decomposition 
analysis.  
5.3 Spatial decomposition analysis for three or more regions  
In temporal decomposition analysis, variations of an aggregate indicator are 
measured based on the data collected chronologically at different points in time for a 
region. In spatial decomposition analysis, the measure of variations of an aggregate 
indicator among more than two regions is not as straightforward because there is no 
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fixed order for the regions within a comparison group to be arranged. Assume that a 
comparison group consists of n regions   n ,,2,1   where n is more than 2. How to 
arrange the regions to make reasonable measures of variations in the aggregate 
indicator among regions is a fundamental issue that needs to be addressed in spatial 
decomposition analysis.  
One way to address the issue is to apply spatial decomposition analysis for two 
regions to every two-region pair within the comparison group. Decomposition analysis 
is conducted for all the pairs in the group as depicted in Figure 5.1. The author names 
this comparison approach as the bilateral-region spatial decomposition (BRSD) 
analysis model. Each solid line in the figure indicates a specific spatial decomposition 
analysis, or a decomposition case. This model, which is simple and practical when the 
number of regions is small, is adopted in Ang and Zhang (1999), Lee and Oh (2006), 
and Zhang and Ang (2001). However, when the number of regions increases, the 
number of decomposition pairs grows exponentially. Besides, as decomposition cases 
are conducted independently for different region pairs, each set of results is specific to 
the two regions compared. Linkages between the results of different decomposition 
pairs are not obvious or unknown. General conclusions for the entire comparison group 






Figure 5.1 The bilateral-region spatial decomposition (BRSD) analysis model 
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To overcome the shortcomings of the BRSD model, a benchmark region may be 
chosen and a decomposition analysis can be conducted between each target region and 
the benchmark region as shown in Figure 5.2. This spatial decomposition analysis 
model has a radial shape and the author shall refer to it as the radial-region spatial 
decomposition (RRSD) analysis model. The benchmark reference may be a specific 
region in the group, a region not in the group, or some other benchmark (Sun, 2000a). 
Compared to the BRSD model and when the number of regions is large, the RRSD 
model has a much smaller number of decomposition cases. A feature of the RRSD 
model is that the decomposition results are highly dependent on the benchmark 
reference used. In addition, unlike the BRSD model, direct comparisons between target 








Figure 5.2 The radial-region  spatial decomposition (RRSD) analysis model 
The author now discusses some of the desirable properties that the author wishes 
to have but do not exist in the BRSD and RRSD models. Let us assume that for a 
particular effect, say the energy intensity effect, the difference between two target 
regions can be derived from the direct decomposition results for the two target regions 









   (5.4) 
                                                 
44 Similar formulae can be generated for the activity effect and the activity structure effect. 





  is the indirect result for the difference between region 1 and region 2, 
while )1( RkRintE
  and )2( RkRintE
  are the direct results for the difference between region 1 
and region k and between region 2 and region k, respectively. Region k is the 
benchmark region in the RRSD model. An issue of this indirect comparison is that the 
result of Eq. (5.4) depends on the selection of region k. If the benchmark region is 
changed to a different region, say region r, the indirect result for the difference 







   (5.5) 
can be different from that obtained in Eq. (5.4). Therefore, for a comparison group 




Further investigation shows that the indirect results are not identical to the direct 
decomposition results obtained by using the BRSD model for any of the two regions 





  . The reason is that all commonly 
used IDA methods in the literature fail the transitivity test in index number theory.
45
 
The transitivity test is strict and generally in conflict with other common index number 
tests. In temporal decomposition analysis, various points of time are listed in 
chronological order and chaining results are often considered to be superior to non-
chaining results (Ang et al., 2010; Su and Ang, 2012). Therefore transitivity test is not 
treated as important as some other index number tests. Conversely in spatial 
decomposition analysis, passing transitivity test ensures result consistency irrespective 
of the order the regions in a comparison group are arranged. Since none of the existing 
IDA methods satisfy the transitivity test and at the same time the other two criteria 
proposed earlier, conducting decomposition analyses for the regions in the comparison 
                                                 
45 In the index number theory, transitivity test indicates that the results obtained should have the property of transitivity, which 
looks beyond the case of only two periods or countries. Transitivity test says that if we have data for three time periods, then the 
product of the price index going from period 1 to period 2 times the price index going from period 2 to 3 should equal the price 
index going from period 1 to 3 directly (Balk, 2008). The same definition can be applied to three countries in the spatial case. 
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group appropriately to achieve the property of transitivity can be taken as an important 
consideration in designing a spatial decomposition analysis model. 
5.4 A multi-region spatial decomposition model 
Policy makers may wish to know why differences exist among countries or 
among different provinces or states within a country, and the implications of these 
differences and the best course of action to take. For these purposes, the application of 
the BRSD model or RRSD model provides useful but incomplete information. A more 
elaborate spatial decomposition analysis model is therefore needed which the author 
shall introduce in this section.   
To reduce the number of decomposition cases and at the same time avoid the 
arbitrariness of choosing a benchmark reference in a multi-region comparison case, a 
solution is to make comparison between each target region with a reference entity 
given by the average of the entire group. In energy decomposition analysis, this 
reference entity has for each sector an energy consumption and activity level given by 
the arithmetic average of the corresponding values for all the regions in the comparison 
group.
46
 The activity structure and energy intensity for the entity are then calculated 
from these group average values. The author shall call this the multi-region spatial 
decomposition (MRSD) analysis model.  
Figure 5.3 illustrates the concept behind the MRSD model. The solid lines 
indicate the direct decomposition analysis related to each of the regions and the group 
average. The relationships between any of the two regions are obtained indirectly 
through the results of two relevant direct decomposition analyses as represented by the 
dash lines. Hence, for a comparison group consists of n regions, n direct 
                                                 
46 As an example, in a three-region study, the group averages of energy consumption and activity level, both at the regional-wide 
level and at the sectoral level, are given by the arithmetic average of the energy consumption and activity level of the three regions.  
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decomposition cases are conducted between each members and the group average, and 
n
2C  sets of indirect results that can be derived to allow a comparison between any of 
the two regions.
47
 The indirect results for, say, region 1 and region 2 are estimated by 






   (5.6) 








Figure 5.3 Basic concept of the multi-region spatial decomposition (MRSD) model 
The MRSD model can be generally applied but it is best when there are a large 
number of regions in the comparison group and none of the regions overshadows the 
rest in terms of energy consumption. In this way, the reference entity is not highly 
skewed and it represents a reasonable and meaningful benchmark with which 
comparisons are made. Good examples of reference entity are those computed from 
comparison groups made up of the member states of the European Union (EU), the 
member states of the Association of Southeast Asian Nations (ASEAN), and the 
provinces and municipalities of China.  
More specifically, the MRSD model is preferred to the BRSD and RRSD models 
for four reasons. First, although all the regions in a comparison group are linked to 
each other as shown in Figure 5.3, the total number of decomposition cases is 
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relatively small compared to the BRSD model. Only a single decomposition analysis is 
to be conducted for each region. Further additional decomposition results of interest 
can be derived indirectly from the direct decomposition analysis results. Second, by 
comparing with the group average, the MRSD model avoids subjectivity in benchmark 
region selection in the RRSD model. All regions are to be compared with the same 
reference entity. Third, by comparing the performance of each region with the 
common group’s average, we are able to rank the performance of the regions and draw 
general conclusions for the entire group. The ranking provides valuable information in 
policy analysis and decision making. Fourth, there exists a one-to-one relationship 
between regions and no conflict occurs in deriving additional results indirectly. In 
other words, the property of transitivity is satisfied in the MRSD model, i.e.  
 









































  (5.7) 




In the studies by Schipper et al. (2001b) and Bataille et al. (2007), a model 
slightly different from the MRSD model was proposed. As pointed out in Section 5.1, 
they compare each target region with the average for the rest of the regions, i.e. the 
average for all the regions in the comparison group except the region being. Although 
comparing with “the rest of the regions” has its own merit, it suffers from the 
limitation of the lack of a common comparison base for all regions. This limitation 
                                                 
48 As long as we bridge the results with a benchmark (irrespective of whether the benchmark is the group average or any country 
in the group as long as it is consistent), transitivity test will pass in this group of countries. In other words, transitivity test will also 
pass in the RRSD model. However, the results obtained are subject to the selection of benchmark and the performance ranks will 
not be consistent. 
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poses some problems in result interpretation, especially in comparing the results for 
regions, and in performance ranking.  
5.5 Comparing energy consumption of provinces in China 
This section demonstrates the features of the MRSD model using a case study of 
30 provinces in China. The data are for 2002 and they cover 27 production sectors for 
each of the 30 provinces. Details about the data are given in Appendix B.4. 
5.5.1 Study scope and data 
The author conducts a spatial decomposition analysis study by applying the 
MRSD model to energy consumption in 30 provinces and municipalities of China.
49
 
Variations in total energy consumption among the 30 provinces are decomposed based 
on Eqs. (1.1) and (5.1) using LMDI to give the activity, structure and intensity 
effects.
50
 The author illustrates how the decomposition results can be used to reveal 
regional differences in energy consumption and energy saving potential, as well as in 
performance ranking. In terms of population size many of the 30 provinces are bigger 
than the larger countries in Europe, such as France, Germany and the United Kingdom. 
The sheer size and diversities of China and the availability of compatible energy and 
economic data make this a good comparative study. The findings have policy 
implications, such as on target setting in energy efficiency and emissions reduction at 
the national and provincial levels. These are the subjects of several recent studies, 
including Zhao and Yin (2011), Li et al. (2012) and Yu (2012), but none of the studies 
used spatial decomposition analysis.  
                                                 
49 For conciseness, I shall use provinces to represent both provinces and municipalities.  
50 The LMDI decomposition approach has two versions, namely LMDI-I and LMDI-II. In this study LMDI refers to LMDI-I. For 
the differences between the two, refer to Ang et al. (2009). 
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In this 30-province case, the group average energy consumption is given by the 
arithmetic average energy consumption of the 30 regions. This procedure is applied to 
each of the 27 production sectors to give the group average sector energy consumption. 
The same procedure is also applied to derive the group average economic activity 
levels. From these elementary group average data, the corresponding group average 
activity structure and energy intensity data for the 27 sectors are computed.
51
  
5.5.2 Decomposition results 
The energy consumption of each province is compared with the group average of 
the 30 provinces of 44.08 Mtce, and the difference is decomposed. Regions with 
energy consumption higher than this benchmark are considered high energy 
consumption provinces, and vice versa. Not unexpectedly, the decomposition results 
show that a large part of the differences between the provinces and the benchmark is 
attributable to activity output.  
Since activity output is “scale-dependent”, the decomposition results that are 
more interesting are those related to the structure effect and energy intensity effect. 
The estimated structure effect and intensity effect by province are shown in Figure 5.4, 
where the X-axis shows the structure effect and the Y-axis the intensity effect. A 
positive value for the structure effect indicates that the industrial structure of a region 
is more energy-intensive than that of the national average, while a positive value for 
the intensity effect indicates that the region is less efficient in energy use than the 
national average.
52
 A region placed on the upper-right quadrant in Figure 5.4 is 
therefore one that is high in energy consumption based on activity structure and energy 
intensity, when compared to the national average. The author may assume that these 
                                                 
51 It can be shown that the group average activity structure and energy intensities happen to be the same as the national average. 
52 It is assumed that the inverse of energy intensity is a good proxy for energy efficiency. It should, however, be recognized that 
variations among provinces in sector energy intensity can be due to special provincial circumstances such as climate, land area, 
and other geographical factors.   
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are provinces with high energy saving potential if proper measures on industry 
restructuring and energy efficiency improvement are taken.  Similarly, a region placed 
on the lower-left quadrant in Figure 5.4 is one that is low in energy consumption based 
on activity structure and energy intensity, when compared to the national average. 
 
Figure 5.4 Additive decomposition results of 30 provinces in China using the MRSD model 
These results presented in Figure 5.4, which are obtained based on additive 
decomposition analysis, show the absolute amount of energy consumption attributable 
to regional differences in activity structure and energy intensity. The base for gauging 
this absolute amount is not shown. For instance, for the same absolute amount, its 
relative contribution is larger for a smaller province with a lower energy consumption. 
To capture the base, estimates of the effects may be expressed in the ratio form using 
multiplicative decomposition analysis.
53
 The decomposition results obtained in this 
way, given in indices, are shown in Figure 5.5 in which the Y-axis is displayed in the 
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logarithmic scale. The figure shows the relative magnitude of an effect in explaining 
the deviation of a target region’s energy consumption from the benchmark value. As 
an example, the structure effect and the intensity effect for Hebei (R6) are respectively 
1.28 and 1.23. These results show that both activity structure and sector energy 
intensities of the province contributed to a higher energy consumption than national 
average and the relative margins are captured by the indices.   
 
Figure 5.5 Multiplicative decomposition results of 30 provinces in China using the MRSD model 
Generally the distribution of provinces in Figure 5.5 is similar to that in Figure 
5.4, which should be expected. The information that can be derived from the two 
figures complements each other and can be used together. For instance, if a province 
placed on the upper-right quadrant is taken as one with a high energy-saving potential, 
how large the potential relative to the national average is given in absolute terms (in 
Mtce) in Figure 5.4 while as a percentage of the national average energy consumption 
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5.5.3 Performance ranking 
The performance of the provinces in terms of energy use can be evaluated through 
ranking based on their aggregate energy intensities, i.e. their total energy consumption 
divided by total value added. Contributions to regional differences arising from 
disparities in activity structure and sectoral energy intensity can also be ranked using 
the multiplicative decomposition analysis results. These rankings for provinces are 
shown in Table 5.1 where a smaller number indicates better in performance. For 
example, the province ranked No. 1 in the structure effect, i.e. Hainan (R13), had the 
least energy-intensive industrial structure, while that ranked No. 1 in the intensity 
effect, i.e. Jiangsu (R8), was the most energy efficient, among the provinces. In general, 
one may conclude that those provinces that are ranked at the bottom of the list are 
likely to have more energy saving and CO2 emission reduction potential. 
  
                                                 
54
 For example, the estimated energy intensity effect for the least energy-efficient province Ningxia (R22) show that its energy 
requirements to produce the same goods and services at the level of sector disaggregation used in the decomposition analysis was 
more than five times the national average. The regional differences in industrial structure were relatively smaller.  
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Table 5.1 Rankings of provinces and regional groups based on the results in Figure 5.5 
Province Province intensity (I=E/A)  Activity structure Energy intensity 
Heilongjiang 13 21 11 
Jilin 22 16 18 
Liaoning 21 29 10 
Beijing 5 2 14 
Tianjin 19 20 15 
Hebei 24 28 17 
Shandong 8 18 8 
Jiangsu 3 23 1 
Shanghai 10 19 9 
Zhejiang 4 11 4 
Fujian 1 6 2 
Guangdong 2 9 3 
Hainan 6 1 25 
Shanxi 29 30 28 
Henan 11 24 5 
Anhui 23 12 23 
Hubei 15 26 12 
Hunan 9 15 7 
Jiangxi 16 7 19 
Inner-Mongolia 25 10 27 
Shaanxi 18 8 20 
Ningxia 30 25 30 
Gansu 27 27 22 
Qinghai 26 17 26 
Xinjiang 17 13 16 
Sichuan 7 14 6 
Chongqing 20 4 24 
Yunnan 14 3 21 
Guizhou 28 22 29 
Guangxi 12 5 13 
5.5.4 Transitivity between regions 
Based on the direct decomposition results, the author is able to estimate the three 
effects and use them to explain the difference in energy consumption between any two 
regions.
55
 Taking Heilongjiang (R1) and Jilin (R2) as an example, Heilongjiang 
consumed 8.36 Mtce more energy than Jilin in 2002. Differences in overall activity 
level, activity structure, and energy intensity between these two regions accounted for 
17.12, 1.47 and -10.23 Mtce, respectively. These results indicate that the higher energy 
consumption in Heilongjiang, as compared to jilin, was primarily due to a higher total 
                                                 
55 Refer to Eq. (5.7) for an example on how to calculate the energy intensity difference between the two regions. 
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activity level and a more energy-intensive industrial structure. If only the energy 
intensity difference is considered, Heilongjiang would be more energy efficient than 
Jilin. These indirect analyses (given by dashed lines in Figure 5.3) can be used to 
supplement the direct decomposition analyses (given by solid lines in Figure 5.3).  
Ang et al. (2010) referred to the multiplicative index of energy intensity as the 
energy performance index (EPI) and use it as an energy efficiency indicator. In spatial 
decomposition analysis, the author can generate a series of EPIs to show how the 
energy efficiency performance of a region compared to other regions. Applying this to 
the China case, the EPIs with respect to any of the two provinces are shown in Table 
5.2. 
 Each EPI, indicating the relative efficiency of the region in the row to the region 










-RR DDDEPI   (5.8) 
where R  is the national average value in this case, )1( R-RintD  and 
)2( R-R
intD  are the direct 
decomposition results of the energy intensity effect of region 1 and region 2 
respectively using the multiplicative decomposition analysis, and )21(
~ -RR
intD  is the indirect 
result between the two regions.  
Table 5.2 is divided diagonally into two parts, where one is the reciprocal of the 
other. According to the transitivity property of indirect results as shown in Eq. (5.1), 
the following relationship holds for all the EPIs in Table 5.2.  
 )2()43()31()21( Rk-R-RR-RR-RR EPI...EPIEPIEPI   (5.9) 
                                                 
56 The EPI table for the eight groups can be similarly calculated from the results shown in Table 5.2.    
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The property of transitivity ensures unique relationships between regions and avoids 






Table 5.2 Energy performance indices (EPIs) of 30 provinces in China 
Province R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 R18 R19 R20 R21 R22 R23 R24 R25 R26 R27 R28 R29 R30 
R1 1.00 0.77 1.03 0.85 0.84 0.77 1.07 1.43 1.07 1.17 1.39 1.26 0.65 0.52 1.13 0.70 0.95 1.07 0.75 0.57 0.71 0.18 0.70 0.63 0.80 1.11 0.67 0.70 0.44 0.87 
R2 1.30 1.00 1.34 1.10 1.09 1.00 1.39 1.86 1.39 1.52 1.81 1.64 0.84 0.67 1.47 0.90 1.23 1.39 0.97 0.74 0.93 0.23 0.91 0.82 1.04 1.45 0.87 0.92 0.57 1.14 
R3 0.97 0.75 1.00 0.82 0.81 0.75 1.03 1.39 1.03 1.13 1.35 1.23 0.63 0.50 1.09 0.67 0.92 1.04 0.73 0.55 0.69 0.17 0.68 0.61 0.77 1.08 0.65 0.68 0.43 0.85 
R4 1.18 0.91 1.22 1.00 0.99 0.91 1.26 1.68 1.26 1.38 1.64 1.49 0.76 0.61 1.33 0.82 1.12 1.26 0.88 0.67 0.84 0.21 0.82 0.75 0.94 1.31 0.79 0.83 0.52 1.03 
R5 1.19 0.92 1.23 1.01 1.00 0.92 1.27 1.71 1.27 1.40 1.66 1.51 0.77 0.62 1.35 0.83 1.13 1.28 0.89 0.68 0.85 0.21 0.84 0.76 0.95 1.33 0.80 0.84 0.53 1.04 
R6 1.30 1.00 1.34 1.10 1.09 1.00 1.39 1.85 1.38 1.52 1.80 1.64 0.84 0.67 1.46 0.90 1.23 1.39 0.97 0.74 0.93 0.23 0.91 0.82 1.04 1.45 0.87 0.91 0.57 1.13 
R7 0.94 0.72 0.97 0.80 0.78 0.72 1.00 1.34 1.00 1.10 1.30 1.18 0.61 0.48 1.06 0.65 0.89 1.00 0.70 0.53 0.67 0.17 0.66 0.59 0.75 1.04 0.63 0.66 0.41 0.82 
R8 0.70 0.54 0.72 0.59 0.59 0.54 0.75 1.00 0.75 0.82 0.97 0.88 0.45 0.36 0.79 0.49 0.66 0.75 0.52 0.40 0.50 0.12 0.49 0.44 0.56 0.78 0.47 0.49 0.31 0.61 
R9 0.94 0.72 0.97 0.80 0.78 0.72 1.00 1.34 1.00 1.10 1.30 1.19 0.61 0.48 1.06 0.65 0.89 1.00 0.70 0.53 0.67 0.17 0.66 0.59 0.75 1.05 0.63 0.66 0.41 0.82 
R10 0.86 0.66 0.88 0.73 0.72 0.66 0.91 1.22 0.91 1.00 1.19 1.08 0.55 0.44 0.97 0.60 0.81 0.91 0.64 0.49 0.61 0.15 0.60 0.54 0.68 0.95 0.57 0.60 0.38 0.75 
R11 0.72 0.55 0.74 0.61 0.60 0.55 0.77 1.03 0.77 0.84 1.00 0.91 0.47 0.37 0.81 0.50 0.68 0.77 0.54 0.41 0.51 0.13 0.50 0.46 0.57 0.80 0.48 0.51 0.32 0.63 
R12 0.79 0.61 0.82 0.67 0.66 0.61 0.84 1.13 0.84 0.92 1.10 1.00 0.51 0.41 0.89 0.55 0.75 0.85 0.59 0.45 0.57 0.14 0.55 0.50 0.63 0.88 0.53 0.56 0.35 0.69 
R13 1.55 1.19 1.60 1.31 1.30 1.19 1.65 2.21 1.65 1.81 2.15 1.96 1.00 0.80 1.75 1.08 1.47 1.65 1.16 0.88 1.11 0.28 1.08 0.98 1.23 1.73 1.04 1.09 0.68 1.35 
R14 1.94 1.49 2.00 1.64 1.62 1.49 2.07 2.77 2.07 2.27 2.69 2.45 1.25 1.00 2.19 1.35 1.84 2.07 1.45 1.10 1.39 0.34 1.36 1.23 1.55 2.16 1.30 1.37 0.85 1.69 
R15 0.89 0.68 0.91 0.75 0.74 0.68 0.95 1.27 0.95 1.04 1.23 1.12 0.57 0.46 1.00 0.62 0.84 0.95 0.66 0.50 0.63 0.16 0.62 0.56 0.71 0.99 0.60 0.62 0.39 0.77 
R16 1.44 1.11 1.48 1.22 1.20 1.11 1.53 2.05 1.53 1.68 2.00 1.82 0.93 0.74 1.62 1.00 1.36 1.54 1.08 0.82 1.03 0.26 1.01 0.91 1.15 1.60 0.97 1.01 0.63 1.26 
R17 1.06 0.81 1.09 0.90 0.88 0.81 1.13 1.51 1.13 1.23 1.47 1.33 0.68 0.54 1.19 0.73 1.00 1.13 0.79 0.60 0.75 0.19 0.74 0.67 0.84 1.18 0.71 0.74 0.46 0.92 
R18 0.94 0.72 0.97 0.79 0.78 0.72 1.00 1.34 1.00 1.09 1.30 1.18 0.60 0.48 1.06 0.65 0.89 1.00 0.70 0.53 0.67 0.17 0.65 0.59 0.75 1.04 0.63 0.66 0.41 0.82 
R19 1.34 1.03 1.38 1.13 1.12 1.03 1.43 1.91 1.42 1.56 1.85 1.69 0.86 0.69 1.51 0.93 1.27 1.43 1.00 0.76 0.95 0.24 0.93 0.85 1.07 1.49 0.90 0.94 0.59 1.17 
R20 1.76 1.35 1.81 1.49 1.47 1.36 1.88 2.51 1.88 2.06 2.44 2.22 1.14 0.91 1.98 1.22 1.67 1.88 1.32 1.00 1.26 0.31 1.23 1.11 1.40 1.96 1.18 1.24 0.77 1.54 
R21 1.40 1.08 1.44 1.19 1.17 1.08 1.49 2.00 1.49 1.63 1.94 1.77 0.90 0.72 1.58 0.97 1.33 1.50 1.05 0.80 1.00 0.25 0.98 0.89 1.12 1.56 0.94 0.99 0.62 1.22 
R22 5.63 4.32 5.80 4.77 4.71 4.33 6.00 8.03 6.00 6.57 7.81 7.11 3.63 2.90 6.34 3.91 5.33 6.01 4.21 3.20 4.02 1.00 3.93 3.56 4.49 6.27 3.78 3.96 2.48 4.91 
R23 1.43 1.10 1.47 1.21 1.20 1.10 1.52 2.04 1.52 1.67 1.98 1.81 0.92 0.74 1.61 0.99 1.35 1.53 1.07 0.81 1.02 0.25 1.00 0.91 1.14 1.59 0.96 1.01 0.63 1.25 
R24 1.58 1.21 1.63 1.34 1.32 1.22 1.68 2.26 1.68 1.84 2.19 2.00 1.02 0.81 1.78 1.10 1.50 1.69 1.18 0.90 1.13 0.28 1.10 1.00 1.26 1.76 1.06 1.11 0.69 1.38 
R25 1.25 0.96 1.29 1.06 1.05 0.97 1.34 1.79 1.34 1.47 1.74 1.59 0.81 0.65 1.41 0.87 1.19 1.34 0.94 0.71 0.90 0.22 0.88 0.79 1.00 1.40 0.84 0.88 0.55 1.10 
R26 0.90 0.69 0.93 0.76 0.75 0.69 0.96 1.28 0.96 1.05 1.25 1.13 0.58 0.46 1.01 0.62 0.85 0.96 0.67 0.51 0.64 0.16 0.63 0.57 0.72 1.00 0.60 0.63 0.39 0.78 
R27 1.49 1.14 1.54 1.26 1.25 1.15 1.59 2.13 1.59 1.74 2.07 1.88 0.96 0.77 1.68 1.04 1.41 1.59 1.11 0.85 1.06 0.26 1.04 0.94 1.19 1.66 1.00 1.05 0.66 1.30 
R28 1.42 1.09 1.46 1.20 1.19 1.09 1.51 2.03 1.51 1.66 1.97 1.79 0.92 0.73 1.60 0.99 1.34 1.52 1.06 0.81 1.01 0.25 0.99 0.90 1.13 1.58 0.95 1.00 0.62 1.24 
R29 2.27 1.75 2.34 1.93 1.90 1.75 2.42 3.25 2.42 2.65 3.15 2.87 1.47 1.17 2.56 1.58 2.15 2.43 1.70 1.29 1.62 0.40 1.59 1.44 1.81 2.53 1.53 1.60 1.00 1.99 
R30 1.14 0.88 1.18 0.97 0.96 0.88 1.22 1.63 1.22 1.34 1.59 1.45 0.74 0.59 1.29 0.80 1.08 1.22 0.86 0.65 0.82 0.20 0.80 0.72 0.91 1.28 0.77 0.81 0.50 1.00 
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5.6 Discussion and conclusion 
The author studied spatial decomposition analysis with a focus on cross-regional 
comparisons of energy consumption using IDA. Such application often involves large 
variations in the data for the factors in the IDA identity. This is different from the 
conventional temporal decomposition analysis using time-series data or the data of two 
different years of a country. To accommodate this special feature, the author proposed 
two criteria for IDA method selection, namely the factor-reversal test and the object-
reversal test. Passing these two tests ensures perfect and symmetrical decomposition 
results, which are useful properties in spatial decomposition analysis. Several 
commonly used IDA methods satisfy these two criteria. LMDI, the most widely 
applied IDA method in temporal decomposition analysis, is one of these methods. In 
view of its proven robustness, consistency between additive and multiplicative 
decomposition analysis results, and ease of use, it is a suitable IDA method in spatial 
decomposition analysis.  
The author reviewed two spatial decomposition analysis models, which the author 
referred to as the BRSD model and the RRSD model, that have been used by 
researchers in comparisons involving more than two regions. These are useful models 
but they suffer from a number of limitations in application. To overcome these 
limitations, the author proposed a new model known as the MRSD model. An 
interesting feature of the proposed model is that the decomposition results it gives pass 
the transitivity test in index number theory. At the same time, the number of 
decomposition cases to provide the decomposition results needed for all the regions in 
a comparison group is reduced to a minimum. Performance of the regions such as in 
terms of energy intensity and energy saving potential can be ranked using the direct 
decomposition results, while additional comparisons between any two regions can be 
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made on the indirect decomposition results. These features of the MRSD model were 
illustrated in a case study in which the energy consumption and performance ranking 
of 30 provinces in China were compared. 
The MRSD model can be generally applied. Nevertheless, it is most useful when 
there are many regions in the comparison group and none of the regions overshadows 
the rest in scale, such as in terms of energy consumption. The study on China is such a 
case. Furthermore, this case study is based on a fairly ideal situation where compatible 
energy and activity data for the provinces are available. When comparisons are made 
between countries, there are certain application issues that need to be first resolved 
while applying spatial decomposition analysis. They include, for example, consistent 
sector classification and level of sector disaggregation, as well as data availability and 
quality. In such studies, the data collection, validation and reconciliation process is 
often laborious. Furthermore, activity indicators in IDA are often given in the 
economic measure. Using exchange-rate-converted measure and purchasing-power-
adjusted measure would lead to different decomposition results and rankings, and more 
than one set of results may have to be presented (Zhang and Ang, 2001). These are 
issues not found in temporal decomposition analysis. 
The MRSD model may be adopted in application areas other than regional energy 
consumption, such as in energy-related CO2 emissions and corporate level analysis. In 
emission decomposition studies, the decomposition identity generally involves more 
factors as compared to energy decomposition studies (Ang, 2005). In applying the 
MRSD model, the same steps as those presented in this study for energy consumption 
analysis can be adopted. Similarly, spatial decomposition analysis can also be 
conducted at the corporate level, such as to evaluate and compare energy efficiency 
performance and energy saving potential of industrial or business corporations. 
Methodologically, the effect that quantifies regional differences in activity structure or 
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energy intensity is an aggregate index given by the sum of the contributions from 
various sectors. The attribution of this aggregate regional difference to sectors, such as 
along the same line as that reported in Choi and Ang (2012) is an area where further 
research may be conducted. Finally, the concept in the MRSD model can be extended 
to structural decomposition analysis applied to energy and emissions of which a review 
is given in Su and Ang (2012). 
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Chapter 6 Energy-related Carbon Emission Analysis
57
  
Index decomposition analysis has been extended to energy-related emissions 
study since 1991. Since then many such studies have been reported covering various 
countries and emission sectors. There have been new developments in the 
decomposition model with relevant methodological issues arose from specific 
aggregation approaches. However, unlike the case of energy consumption studies, a 
literature survey focusing specifically on emission studies has so far not been reported. 
In this Chapter, the author attempts to fill this gap by reviewing 80 papers published in 
peer-reviewed journals from 1991 to 2012. The methodological developments with 
regard to the IDA approaches used by researchers and the scope and focus of their 
studies are discussed comprehensively.  
6.1 Introduction 
The original impetus behind IDA studies is linked mainly to energy efficiency, 
and indirectly to energy security, in the aftermath of world oil crises in the 1970s. In 
this aspect, there is little change until around 1990. Relevant literature review can be 
found in Ang and Zhang (2000), Ang (2004), Liu and Ang (2007), and Ang et al. 
(2009). After 1990, with climate change and greenhouse gas (GHG) emissions 
becoming a global issue, IDA has been extended to study GHG emissions and in 
particular energy-related CO2 emissions. In some recent years, there is actually more 
IDA studies, in the form of peer-reviewed journal papers, dealing with carbon 
emissions than energy consumption. However no comprehensive literature survey on 
emission studies similar to that for energy has so far been reported. The objective of 
this Chapter is to fill this gap.  
                                                 
57 The work presented in Chapter 6 and Chapter 7 has been published as Xu and Ang (2013b). 
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The author begins with a survey on IDA studies related to emission issues. A new 
trend of IDA applied to emissions is to derive the conventional IDA identity into 
decomposition identity with more pre-defined effects to better understanding the 
drivers behind emissions of a specific sector. As a response to that trend, the author 
focuses on the developments in decomposition identity and the corresponding 
methodological issues encountered in the extension from energy area to emission area. 
Key features of studies in the literature and the methodological developments are 
discussed in section 6.2 and section 6.3. A specific area of interest is the differences 
between emission studies and energy studies in both the methodological and 
application fronts. Finally, section 6.4 concludes all the findings on the methodological 
front in this study.       
6.2 IDA studies applied to emission issues 
In energy consumption studies, application of the conventional 3-factor IDA 
identity leads to three effects. In energy-related CO2 emission studies, more effects are 
included as the aggregate emissions are dependent on the fuel mix in energy 
consumption. In a study of changes in industrial CO2 emissions in nine OECD 
countries, Torvanger (1991) extended the conventional 3-factor IDA identity to a 5-
factor identity by considering five effects, namely the activity, structure, energy 
intensity, fuel mix, and emission coefficient effects. Since then, a large number of 
emissions IDA studies have been reported. A list of 80 studies (or publications) 
covering the period 1991-2012 appearing in peer-reviewed journals is shown in 
Appendix F.
58
   
                                                 
58 I confine the survey to publications in peer-reviewed journals. If technical reports and conference papers are included, the total 
number would be a few hundred. Decomposition studies without considering sub-sectors, i.e. without a formal treatment of the 
effect of some structure change, such as those using the IPAT formula and Kaya identity, are excluded. Studies that are descriptive 
in nature are also excluded. 
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The key features of emission IDA studies including the developments since 1990 
can be summarized as follows. Studies on a wide range of countries or economies have 
been reported. In terms of the number of publications, the split between industrial 
countries and developing countries was fairly even. Over two-third of the studies 
decompose the absolute emissions change, and about 60% applied the additive 
decomposition scheme. Figure 6.1 shows the numbers of publications and 
countries/economies studied by application area.
59
 The industry sector and economy-
wide decomposition were the two most popular application areas, followed by the 
electricity generation sector. The figure also shows that studies have been conducted 
for all the major emission sectors. An interesting feature observed is the relatively high 
number of studies for the electricity generation sector, as compared to the case of 
energy IDA studies. This issue will be looked into in later sections. By splitting 1991-
2012 into three sub-periods, 1990-1999, 2000-2005, and 2006-2012, Figure 6.2 shows 
a rise in the number of studies from the second to the most recent period for almost all 
application areas. This reflects the growing importance of and concern over climate 
change.   
 
Figure 6.1 Numbers of publications and countries studied by application area 
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Figure 6.2 Numbers of publications for different time periods by application area 
As in the energy IDA literature, the IDA methods used may be grouped into four 
types, i.e. Laspeyres (LASP), Shapley/Sun (S/S), logarithmic mean Divisia index 
(LMDI), and other Divisia method.
60
 Figure 6.3 shows a shift from the conventional 
Laspeyres method and other Divisia methods which leave a residual term in the 
decomposition results, to ideal decomposition methods such as LMDI and the S/S 
method and in particular LMDI. In the most recent period, 2006-2012, five out of 
every six publications adopted an ideal decomposition method and the overwhelming 
majority used LMDI. This trend and the predominance of LMDI were also observed in 
the case of energy IDA literature. As pointed out earlier, emission studies generally 
have more factors in the IDA identity compared to energy studies. In the literature, the 
number of factors varied from three to more than ten. Further investigation shows that 
the proportion of studies using more than five factors increased from only 5% in 1991-
1999 to 25% in 2000-2005, and then to 33% in the most recent period. The research 
trend has therefore been changed towards using IDA identifies that have more factors 
and requires more data, which provide decomposition results that are more refined. 
The increase in the number of factors in the IDA identify has an impact on the choice 
of decomposition method. LMDI which is easy to apply irrespective of the number of 
                                                 
60 The other Divisia category includes the arithmetic mean Divisia method (AMDI) and other parametric Divisia methods (Ang, 
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factors were preferred to the other methods. This feature is captured in Figure 6.4 
which shows the distribution of studies by decomposition method for different 
numbers of factors in the IDA identify. As can be seen, there is a strong preference for 




Figure 6.3 Numbers of studies for different time periods by the decomposition method used 
 
Figure 6.4 Distribution of studies by the decomposition method used for different numbers of 
factors studied 
In summary, the number of emission IDA studies has been growing. Studies 
covering all the major sectors and for a large number of countries have been reported. 
The usefulness of IDA has been recognized by researchers and this study area is by 
now well established. Other than the economy-wide studies, the industry sector has 
                                                 
61  When the number of factors increases, the S/S method becomes cumbersome and difficult to apply and this limits its 
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been the most popular sector studied. An increasing proportion of studies adopt IDA 
methods that give ideal decomposition and in particular LMDI. In general, all these 
developments are very similar to those observed in the energy IDA literature, except 
for a higher proportion of studies dealing with electricity generation in emission IDA 
studies. Another difference between the two application areas is that more factors are 
considered in the case of emission studies. As a result, LMDI is more likely to be used 
than any other IDA method in emission studies.    
6.3 Methodological developments and issues 
The author looks into the emission IDA identities, both the conventional ones and 
their extensions for specific applications, as reported in the literature. Assume that an 
aggregate indicator such as the CO2 emissions of a sector is divided into a number of 
sub-categories such as sub-sectors. Let C be the aggregate emissions and Ci be the 
emissions from sub-category i, A be the aggregate activity level, Si (=Ai/A) be the 
activity share, EIi (=Ei/Ai) be the sub-category energy intensity, and CFi (=Ci/Ei) be the 

















ACC     (6.1) 
If the carbon factor is given as the product of fuel mix Fij (=Eij/Ei) and the emission 





















ACC     (6.2) 
In some cases the emission coefficient effect is taken as null as it is assumed that 
the emission coefficient of a fuel is unchanged in a relative short time period. This 






FEISAC   (6.3) 
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Equations (6.1) to (6.3) are three standard IDA identities in emission studies as 
revealed in the publications in Appendix F. The number of factors is normally either 
four or five.  
Besides, other variations have been reported in some specific applications. A 
common one is the introduction of a new effect to bridge the gap between the activity 
effect and the structure effect when the activity indicator and the denominator of the 
structure indicator are different. Examples are the introduction of the load effect 
defined as the ratio of passenger-kilometers or tonne-kilometers to population in 
transportation sector studies (Greening, 2004; Lakshmanan and Han, 1997; Mazzarino, 
2000; Schipper et al., 2011; Timilsina and Shrestha, 2009a, b; Wang et al., 2011), the 
electricity intensity effect given by the ratio of electricity generation to GDP in 
electricity generation sector studies (Shrestha et al., 2009), and the income effect 
defined as the ratio of GDP to population in economy-wide studies (Albrecht et al., 
2002; de Freitas and Kaneko, 2011a, b; Lise, 2006; Tol et al., 2009). As a result, the 
number of effects in the IDA identity may increase to five or six in some studies.  
In economy-wide studies, a disadvantage of the conventional approach of using a 
single IDA identity is that the same activity indicator is required for all economic 
sectors in order to give a meaningful structure effect. This restriction reduces the 
flexibility of activity indicator selection and limits sector coverage. Non-production 
sectors such as residential and passenger transportation which are major emitters of 
CO2 are often excluded from studies using such an approach (e.g., Albrecht et al., 2002; 
Nag and Parikh, 2000; Zhang et al., 2009b). Arising from this drawback, Wu et al. 
(2005) proposed a hybrid model and decomposed the aggregate emission change into 
relevant effects at the sectoral level for the residential sector, transportation sector, and 
the rest of production sectors, respectively. In each case, an appropriate activity 
indicator was employed. The sectoral decomposition results were then aggregated to 
CHAPTER 6: ENERGY-RELATED CARBON EMISSION ANALYSIS 
112 
give the effects at the economy-wide level. Using this approach, Wu et al. (2005) 
analyzed the drivers behind the aggregate emission change in China using 12 factors. 
A similar hybrid model for Brazil was reported in de Freitas and Kaneko (2011a).   
How to treat emissions arising from electricity use is an issue that often arises in 
emission IDA studies. Whether to treat electricity as a product of energy service or an 
energy type will lead to different decomposition models. In the former, the fuels used 
to generate electricity are allocated to the corresponding energy consumption in the 
final consumption sectors. The standard decomposition models given by Eq. (6.1) and 
Eq. (6.3) are then applicable. In the latter, the impact of emission coefficient is not 
insignificant and thus cannot be considered approximately as zero. Eq. (6.2) should be 
applied. The impact of emission coefficient change is mainly determined by the fuel 
mix in electricity generation. Comparisons of the decomposition results of these two 
approaches were given in Nag and Parikh (2000).  
Furthermore, the electricity generation sector is an important application area in 
emission IDA studies. In the literature, at least 16 studies can be found. In terms of 
emissions, there are two different categories of energy sources in electricity generation: 
one with CO2 emissions, i.e. primarily fossil fuels such as coal, oil and gas, while the 
other without emissions such as nuclear, solar and hydro. Ang and Choi (2002) 
discussed issues related to the boundary problem for treating these energy sources in 
the IDA identity.  
More generally, depending on the system boundary used, IDA studies of CO2 
emissions in electricity generation can be divided into three types. In Type A, only 
electricity generation from fossil fuels is considered and a change in CO2 emissions is 
decomposed to give the total generation effect, the generation mix effect (arising from 
changes in electricity generation share by different energy sources), the generation 
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intensity effect (arising from changes in thermal efficiency), and the emission 
coefficient effect. Examples of such studies are Shrestha and Timilsina (1996) and Nag 
and Parikh (2000). In Type B, electricity generation from both fossil fuels and non-
fossil fuels are taken into account. The same IDA identity as in Type A is used and the 
emission coefficients of non-fossil fuel sources are taken as zero. Examples of such 
studies are Ang et al. (1998), Malla (2009) and Shrestha et al. (2009). The problem of 
zero values in the calculation of Divisia methods may be an issue of the Type B model. 
To resolve this problem, the IDA identity may be modified by decomposing the 
generation mix factor into a fossil fuel share factor (defined as the proportion of fossil 
fuel generation in total electricity generation) and a fossil fuel generation mix factor 
(defined as fossil fuel generation mix) and this lead to a Type C model. Examples of 
such studies include Shrestha and Timilsina (1998), Nag and Kulshreshtha (2000), 
Steenhof (2007, 2009) and Steenhof and Weber (2011). The author will look into more 
details of IDA studies applied to electricity sector in Chapter 8. 
It can be seen from the foregoing that there were variations in the decomposition 
models used in different application areas of emission IDA studies, especially for the 
electricity generation sector. Although the standard IDA models given by Eqs. (6.1) to 
(6.3) were still widely adopted, these variations provide additional information that are 
useful in specific applications.  
6.4 Conclusion 
The study of IDA applied to energy-related CO2 emissions was an extension of 
that of IDA applied to energy consumption. The number of CO2 emission IDA studies 
has increased rapidly since the first study was reported in 1991. There has been a lack 
of a comprehensive literature review and this study attempts to fill the gap. From the 
literature survey which includes 80 journal publications, developments in IDA models 
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and methods, as well as application were revealed. The studies covered all the major 
sectors of CO2 emissions and a wide spectrum of countries. From the survey, it can be 
concluded that IDA has been recognized by researchers and analysts as a useful 
analytical tool for studying the drivers of changes in CO2 emissions.  
In terms of methodology, decomposition models for studying emission changes 
are marginally more complex than those for studying energy consumption changes 
since more factors are normally considered. Over the years, a development has been 
the switch from using the traditional Laspeyres method to ideal decomposition 
methods. Partly due to the need to include more factors in the emission decomposition 
identity to give more refined results, there has been a strong preference of the LMDI 
method. This development is in line with that observed in energy decomposition 
studies. As the energy production, conversion and consumption systems become more 
complex, there is a need for further developments and refinement in the methodology. 
This include, for example, how carbon capture and storage and combined heat and 
power be appropriately handled in an IDA framework. Relevant issues will be 
discussed in Chapter 8. 
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Chapter 7 Factors Shaping Economy-wide Carbon Intensity 
In the comprehensive survey presented in Chapter 6, some conclusions on the 
past, present and possible future methodological developments were revealed. From 
the empirical viewpoint, the relative importance of structure change, energy intensity 
change and carbon factor change to the aggregate carbon intensity change, as well as 
the emission pattern of country groups are of international concerns. For example, 
which effect, namely structure, energy intensity, or carbon factor, has the greatest 
impact towards the aggregate carbon intensity change? Are there systematic variations 
in the relative contributions of these three effects to some country groups or world 
regions? What are the implications on emission reduction in different country groups? 
The great diversities of empirical studies available in terms of scope, methodology, 
and time frame, make a systematic evaluation an interesting one. 
To provide solution to the above-mentioned international concerns, this Chapter 
analyze the empirical results reported in previous emission studies, in particular the 
relative contributions of the effects in the IDA identity. Essentially, this means 
identifying the key drivers behind changes in the aggregate CO2 emissions or intensity, 
and studying their relative importance. The study will cover different emission sectors 
and countries, with and without temporal changes taken into account. After 
deliberating the scope of the empirical cases in Section 7.1, the results are compared 
and the findings are presented from Section 7.2 to Section 7.4. Of particular interest 
are whether there are similar features or developments among sectors and among 
countries, and whether there are variations over time for a specific sector in a country 
or among countries. The study covers economy-wide CO2 emissions, emissions for 
four final energy consumption sectors (industry, transportation, residential, and 
service), and emissions from the electricity generation sector. The author makes 
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extensive use of the information and findings reported in the literature. These are 
mostly unrelated studies and an attempt is made to reconcile the decomposition results 
and present them in a meaningful manner. Finally, Section 7.5 concludes. 
7.1 Scope and information sources  
The studies in Table F.1 include a large number of decomposition cases. The 
decomposition results in these cases are derived and presented differently among the 
studies. The author now describes how I selects and compiles these decomposition 
cases to create a database. The database then provides the basis for the analyses in 
Sections 7.2 to 7.4, namely comparing the relative impacts of drivers to emission 
changes by sector, across country and over time. The author first develops a 
framework for reporting the decomposition results. Further adjustments made are then 
described. 
Despite the differences observed among studies, all the IDA models reported in 

















CI    (7.1) 
where the aggregate CO2 intensity of an emission sector, ACCI  , is expressed as a 
function of activity structure Si, energy intensity EIi, and carbon factor CFi. Hence a 
change in the aggregate carbon intensity can be decomposed and expressed in terms of 
three standard effects: the activity structure effect, energy intensity effect, and carbon 
factor effect. This standard form provides a basis whereby the empirical results 
reported in different studies in Table F.1 can be made consistent and compared.   
The author focuses on six application areas which cover most of the cases 
reported in the publications in Table F.1. They are (a) economy-wide including 
emissions from all the production sectors, (b) industry sector emissions covering either 
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the entire manufacturing sector or manufacturing plus non-manufacturing industries 
such as mining and construction, (c) residential sector covering emissions from 
household energy consumption, (d) service sector emissions covering emissions from 
either the commercial sector or commercial plus non-commercial service sectors, (e) 
transport covering emissions from passenger transport and freight transport 
respectively, and (f) electricity generation sector covering emissions from either fossil 
fuel plants or fossil fuel and non-fossil fuel plants.  
The author also adopts the following guidelines. A decomposition study must 
include disaggregated data given at sub-sector level and emissions from all major 
fossil fuels. Thus, studies in any of the following categories are excluded: a single-
sector study, a specific sub-sector study (e.g. iron and steel industry, road transport, or 
space heating), and a study that deals with GHG other than CO2. In addition only 
country-level studies are included, and studies for cities or world regions are excluded. 
Spatial decomposition studies such as cross-country comparisons are also excluded. 
Of the 80 publications in Table F.1, 51 meet the above guidelines. A publication 
may include several countries and/or several emission sectors. Decomposition results 
for several different time periods may also be reported. All the decomposition cases 
are extracted and, depending on the decomposition time period, they are adjusted if 
needed by splitting (i.e. for decomposition periods exceeding 15 years) and merging 
(i.e. for decomposing periods less than 5 years).
62
 With all these adjustments, a total of 
496 decomposition cases covering 43 countries are derived from the 51 publications.  
Figure 7.1 shows the numbers of cases for the three different time periods by 
application area. A sharp increase in the number of cases dealing with the electricity 
                                                 
62 I follow the approach used in Liu and Ang (2007) for splitting and merging. The reasons are that useful information may be lost 
if decomposition results are computed and reported for a long time period and only short-term fluctuations may be captured if they 
are computed and reported for a short time period.  
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generation sector is observed in the most recent period. Decreases in the number of 
cases are generally observed for the other application areas. These decreases are by no 
means a shift in research interest since the number of publications in these areas has 
been rising as shown in Figure 6.2. Rather, it is the result of a new research direction 
that focuses more on tracking a country’s emission changes in greater depth. Such in-
depth country-level policy evaluation and performance assessments, rather than 
comparisons of decomposition results among countries in earlier years, becomes the 




Figure 7.1 Number of decomposition cases for different time periods by application area 
7.2 Drivers of carbon intensity change: General features  
From the foregoing, the decomposition results compiled are analyzed, classified 
and presented from Table 7.1 to Table 7.6 by sector.
64
 In each table, the cases are 
given by country. The countries are divided into two groups, where Group A 
comprises mainly the industrial countries and Group B the developing countries. They 
are arranged in descending order according to their 1990 per capita GDP.
65
  The 
                                                 
63 The same evidence can be spotted in Table F.1, where a lot of earlier publications contain over ten decomposition cases while 
more recent publications only have one case. 
64 I follow closely the format used in Liu and Ang (2007). 
65 The GDP per capita data were taken from World Bank (2011) and given in current US dollars. The GDP per capita for Taiwan 
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Roman numerals I to VIII at the top of each table denote eight possible combinations 
of impacts from the three effects on the aggregate emission intensity change. 
Correspondingly, the symbols “+” and “-” respectively denote that an effect 
contributed to an increase and a decrease in the aggregate carbon intensity. Under the 
columns marked I to VIII, the numbers within and without the brackets indicate the 
numbers of cases where the aggregate carbon intensity shows an increase and a 
decrease, respectively. Due to some “built-in” features in each study, e.g. the 
decomposition method used and the sector disaggregation chosen, the findings 
presented in the sections that follow should be interpreted with some limitations in 
mind.   
7.2.1 Industry sector 
Table 7.1 summarizes the empirical results of the 145 decomposition cases for 
industry. The carbon intensity for the sector decreased in most countries. This includes 
91% of the cases for Group A and 94% for Group B. Energy intensity change was the 
main contributor to the decrease, and this includes 88% of the cases for both Group A 
and Group B. Most of the cases in Group A (78%) also show carbon factor change that 
contributed to a decrease in the aggregate carbon intensity. This, however, was not the 
case for Group B and fuel switching towards clean energy sources was less prevalent 
in the developing countries. The impact of activity structure change was marginal 
comparing to the other two effects. For cases with a study period less than 10 years, 
the impact of structure change was generally small. This, however, did not apply to the 
other two effects, which shows that changes in industrial structure generally took a 
longer time.   
                                                                                                                                             
time period covered by the IDA cases in the publications in Table F.1. The majority of the cases cover time periods between 1970 
and 2010. 
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Table 7.1 Impacts of energy intensity, carbon factor, and activity structure changes to aggregate carbon 








Energy intensity + + + + - - - - 
Carbon factor + + - - + + - - 




(US $)          
Luxembourg 33,182 
      









    




   
5 1 7 
Denmark 26,428 
   




       
7 7 
USA 23,038 
     
4 1 5 10 
Germany 21,584 
      
2 8 10 
France 21,384 
      




    
2 1 4 
Canada 20,968 





    
2 4 
Italy 19,983 (1) 
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2 1 11 
Netherlands 19,721 
   
(1) 1 
 
1 2 5 
Australia 19,431 
    
1 





   
4 1 7 13 
Ireland 13,649 







     
2 
Greece 9,271 







   
(1) 
  
1, (1) 1 4 




         
Taiwan 8,124 





       
2 2 
Mexico 3,116 





   
1 





    
1 1 3 
China 314 




Sub-total   0 1 0 1 2 7 2 4 17 
    
         
No. of cases   1 5 5 6 13 19 34 62 145 
Country counts   1 5 4 5 6 7 15 20 63* 
Note: Two cases are not included in this table since at least one of the decomposition effects was found to be insignificant. For the 
eight combinations, the numbers enclosed by brackets indicate the numbers of cases with an increase in the aggregate emission 
intensity, while those without brackets indicate the numbers of cases with a decrease in the aggregate emission intensity. The 
number with an asterisk “*” represents the total country counts. 
CHAPTER 7: FACTORS SHAPING ECONOMY-WIDE CARBON INTENSITY 
121 
7.2.2 Transportation sector 
Table 7.2 and Table 7.3 summarize the results for passenger and freight 
transportation respectively. The numbers of decomposition cases were about the same 
for both sectors and all of the cases are from Group A. In terms of aggregate carbon 
intensity change, the passenger transportation sector experienced mixed performance 
with 53% of the cases showing an increase, while the corresponding figure for freight 
transportation is 68%, which indicated an increase in the aggregate carbon intensity. 
These developments were very different from that for industry. The relative impacts of 
the three effects were consistent for both sectors. Impacts of both the energy intensity 
effect and the carbon factor effect were mixed. However, the majority of the cases, or 
81% for passenger transportation and 86% for freight transportation, show activity 
structure change leading to increases in the aggregate carbon intensities. It indicates 
that, for both sectors, there were shifts towards more carbon-intensive transportation 
modes in industrial countries. 
Table 7.2 Impacts of energy intensity, carbon factor, and activity structure changes to aggregate carbon 








Energy intensity + + + + - - - - 
Carbon factor + + - - + + - - 

































Japan 24,754 (1) 
 
(3) 








2,(2) 1 3 
 
9 





   
4 
France 21,384 






Italy 19,983 (1) (1) 
  
2,(1) 
   
5 
UK 17,688 






No. of cases   4 3 9 2 13 2 9 1 43 
Country counts   3 3 5 2 5 2 6 1 27* 
Note: Eleven cases are not included in this table since at least one of the decomposition effects was found to be insignificant. See 
“Note” in Table 7.1 for the meanings of the numbers shown. 
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Table 7.3 Impacts of energy intensity, carbon factor, and activity structure changes to aggregate carbon 








Energy intensity + + + + - - - - 
Carbon factor + + - - + + - - 



















Norway 27,732 (1) 
   
1 1 1 
 
4 
Denmark 26,428 (2) (1) 




Japan 24,754 (1) 
   
1, (2) 
   
4 


























    
1 
   
1 
Italy 19,983 (3) 
   
(1) 
   
4 
UK 17,688 (1) 




No. of cases    10 1 6 3 13 2 9 0 44 
Country counts   6 1 4 2 7 2 7 0 29* 
Note: Three cases are not included in this table since at least one of the decomposition effects was found to be insignificant. See 
“Note” in Table 7.1 for the meanings of the numbers shown. 
7.2.3 Residential and service sector 
The data requirement is high in studies for this sector and all of the cases shown 
in Table 7.4 are from Group A. The majority of the cases (73%) show a decrease in the 
aggregate carbon intensity. Energy intensity change and carbon factor change 
respectively contributed to a decrease in the aggregate carbon intensity in 80% and 88% 
of the cases. Conversely, activity structure change contributed to an increase in almost 
all the cases (97.5%). The activity structure effect generally incorporated changes in 
lifestyle and consumption behavior, e.g. shifts to bigger apartments and increased 
levels of appliance penetration, and this differed from that for the other sectors.
66
 
Sixty-five percent of the cases are of Type VII, which means the relative impacts of 
the three effects were fairly consistent among countries.   
                                                 
66 See Chapter 3 for more details about the definition of activity structure effect and what it represents for the residential sector. 
CHAPTER 7: FACTORS SHAPING ECONOMY-WIDE CARBON INTENSITY 
123 
Table 7.4 Impacts of energy intensity, carbon factor, and activity structure changes to aggregate carbon 








Energy intensity + + + + - - - - 
Carbon factor + + - - + + - - 




















      
3 1 4 
Denmark 26,428 









     
4 
USA 23,038 


































No. of cases   0 0 8 0 5 0 26 1 40 
Country counts   0 0 5 0 4 0 9 1 19* 
Note: See “Note” in Table 7.1 for the meanings of the numbers shown. 
Increased household incomes generally led to shifts in activity structure leading 
towards a higher level of energy consumption and CO2 emissions, while improved 
technologies over time and fuel switching helped to reduce energy intensity and carbon 
factor respectively. 
7.2.4 Service sector 
With only 13 decomposition cases, the number is small compared to the other 
sectors. In the literature, both value added and floor area have been used as the activity 
indicator, with the former being more widely used. The case studies in this survey all 
used value added as activity indicator. Among the 13 cases, 12 show a decrease in the 
aggregate carbon intensity. The energy intensity effect and carbon factor effect 
contributed to the decrease in 75% of these cases. The activity structure effect was 
generally small or insignificant. Overall the observed developments were very similar 
to those of the industry sector. Only the results of nine of the 13 cases are shown in 
Table 7.5. In the remaining five cases, either activity structure change or energy 
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intensity change was insignificant. It is therefore not possible to place them in any of 
the cases under Type I to Type VIII.  
Table 7.5 Impacts of energy intensity, carbon factor, and activity structure changes to aggregate carbon 








Energy intensity + + + + - - - - 
Carbon factor + + - - + + - - 




(US $)          
Sweden 28,572 
       
1 1 
Finland 27,847 





       
1 1 
USA 23,038 





       
1 1 
Canada 20,968 




Australia 19,431 (1) 
       
1 
UK 17,688 
   
1 
    
1 
No. of cases    1 0 0 1 0 1 2 3 8 
Country counts   1 0 0 1 0 1 2 3 8* 
Note: Five cases are not included in this table since at least one of the decomposition effects was found to be insignificant. See 
“Note” in Table 7.1 for the meanings of the numbers shown. 
7.2.5 Economy-wide study 
Economy-wide analysis include two kinds: one uses economy-wide data with the 
activity indicators for all the production sectors given by value added, and the other is 
based on aggregating decomposition results computed independently for individual 
sectors. From Table 7.6, most of Group A countries experienced a decrease in the 
aggregate carbon intensity which applies to 83% of the cases. For Group B countries, 
the developments were mixed. As to the relative contributions of the three effects, 
energy intensity change contributed to a decrease in the aggregate carbon intensity in 
78% of the cases, while carbon factor change contributed to a decrease in 75% of the 
cases, for Group A countries. Sixty percent of the cases are of Type VII and Type VIII, 
i.e. with decreases in both energy intensity and carbon factor. The impact of the 
activity structure change was mixed.  
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Table 7.6 Impacts of energy intensity, carbon factor, and activity structure changes to aggregate carbon 








Energy intensity + + + + - - - - 
Carbon factor + + - - + + - - 




(USD)          
Switzerland 35,491 
   
1 
   
1 2 
Luxembourg 33,182 





   
1 
  
1 2 4 
Finland 27,847 







      
1 1 2 
Denmark 26,428 

















    




      
3 1 4 
France 21,384 
      
2 2 4 
Austria 21,378 
      
1 1 2 
Canada 20,968 
      
1 1 2 
Belgium 20,323 














Australia 19,431 (1) 
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1 2 4 
Ireland 13,649 







    
1 2 
New Zealand 12,907 
  
(1) (1) 





      
2 
Portugal 7,839 (1) 
  
(1) 
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Argentina 4,330 




Korea 6,153 (1) 





    
1 




(1) 1 3 (2) 
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1 
Colombia 1,213 
    
1 
   
1 







China 314 (1) (1) 
  
3 1 2 1 9 
Sub-total   4 3 7 3 10 1 8 1 37 
    
         
No. of cases   6 6 11 8 17 5 28 19 100 
Country counts   6 5 8 6 11 5 18 14 73* 
Note: A case is not included in this table since at least one of the decomposition effects was found to be not significant. See “Note” 
in Table 7.1 for the meanings of the numbers shown. 
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For Group B countries, the situation was more complicated. The impacts of all the 
effects were mixed and the cases were fairly evenly distributed among Type I to Type 
VIII. A GDP per capita of 13,000 US dollars seems to be a demarcation for Group A 
countries. Cases for countries with a GDP per capita higher than this level were 
generally placed in Types V, VI, VII, and VIII, i.e. a decrease in the aggregate carbon 
intensity. While for countries with a per capita GDP lower than the level, two-third of 
the cases show an increase in the aggregate carbon intensity but no obvious pattern for 
the three effects were observed. The observed features for these Group A countries and 
those for Group B countries are very similar. 
7.2.6 Summary 
Table 7.7 summarizes the main findings. First, for each of the three effects, the 
impact was sector specific. For example, the impact of energy intensity change was 
mixed in the transportation sector but it generally led to a decrease in the aggregate 
carbon intensity in other sectors. Also, activity structure change generally led to an 
increase in the aggregate carbon intensity in the residential and transportation sectors, 
while its impact was marginal for the industry and service sectors. Second, some 
developments for the industrial countries and the developing countries were quite 
different. For example, in most cases for the industrial countries, energy intensity 
change and carbon factor change contributed to a decrease in the economy-wide 
aggregate carbon intensity, but their impacts were mixed in the developing countries. 
Although the impacts of energy intensity change for industry were consistent for the 
two country groups, this was not the case for carbon factor change.  
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Table 7.7 Summary of the impact of activity structure effect, energy intensity effect, and carbon factor 












A Decrease (↓) Marginal Decrease (↓) Decrease (↓) 
B Decrease (↓) Marginal Decrease (↓) Mixed 
Transportation - Mixed Increase(↑) Mixed Marginal 
Residential - Decrease (↓) Increase(↑) Decrease (↓) Decrease (↓) 
Service - Decrease (↓) Marginal Decrease (↓) Decrease (↓) 
Economy-wide 
A Decrease (↓) Mixed Decrease (↓) Decrease (↓) 
B Mixed Mixed Mixed Mixed 
Note: Country groups are not applicable for the transportation sector and the residential and service sector as all the decomposition 
cases are collected from Group A. “Decrease”, “Increase”, “Mixed”, and “Marginal”, respectively, indicate that a decomposition 
effect mainly led to a decrease, an increase, a change that was evenly distributed between a decrease and an increase, and a 
marginal change in the aggregate emission intensity. 
The foregoing focuses primarily on the impacts of the three effects on the 
aggregate carbon intensity. The author can go a step further to study their relative 
contributions in absolute terms. The findings can be summarized as follows. First, 
energy intensity change was the largest contributor to the reduction in the aggregate 
carbon intensity and this is the case for all the sectors. If energy intensity is taken as a 
proxy for energy efficiency, this means energy efficiency was the main contributor to 
reductions in aggregate carbon intensity in most countries. Second, the activity 
structure effect had the least influence on the aggregate carbon intensity except for the 
transportation sector. A strong shift to carbon-intensive transportation modes actually 
led to higher aggregate carbon intensities for transportation than otherwise. Third, the 
impacts of carbon factor change for the residential and service sectors were generally 
greater than those for the industry and transportation sectors. A possible reason is the 
high share of electricity in total energy consumption in the residential and service 
sectors, and the carbon intensity for electricity generation has been improving over 
time in most countries.  
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7.3 Drivers of carbon intensity change over time  
Section 7.2 looked into the general features of all the cases without considering 
their chronological order and thus might ignore possible changes or variations in the 
trends over time. To study this specific aspect by sector, the author constructs and 
applies a two-dimensional plot as shown in Figure 7.2. The X-axis captures the energy 
intensity effect while the Y-axis captures the carbon factor effect. The two boxes 
capture the activity structure effect, where the inner box indicates an activity structure 
change that results in a decrease, and the outer box an increase, in the aggregate carbon 
intensity. The plot is therefore divided into eight zones, denoted from I to VIII, which 
are consistent with those shown in Tables 7.1-7.6. Each decomposition case can be 
placed in one of the zones. For a specific country or region with cases for different 
time periods, the chronological shifts among zones from the points plotted reveal the 
temporal changes that took place.  
Considering the large number of countries and a relative small number of cases 
for most countries, it is impractical to analyze the temporal features country by country. 
Instead, the author focuses on different country samples for different sectors. The 
following samples are used in the discussions and results are presented from Sections 
7.3.1 to 7.3.4. The economy-wide level results in Section 7.3.1 include six countries: 
United States, Germany, Sweden, China, India and Brazil.
67
 For the industry sector 
more decomposition cases are available, and the author includes 12 countries (United 
States, Germany, Sweden, United Kingdom, France, Italy, Demark, Norway, Finland, 
India, China, and Japan), and the observed temporal features are discussed in Section 
7.3.2. For the other sectors, the number of cases available is not enough for meaningful 
temporal analysis for most countries. The author assumes that the features are similar 
                                                 
67 They are chosen for the following reasons: good annual CO2 emission level and economic development level coverage, good 
geographical spread, and a relative large number of empirical cases. 
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for countries with about the same level of economic development in the same 
geographical zone. The temporal features reported are therefore mostly for different 
country groups. With this, the author generates the United States plot, the Northern 
European plot (Denmark, Finland, Norway and Sweden), and the rest of Europe plot 
(France, Germany, Italy, and United Kingdom) for the transport sector and residential 
sector in Section 7.3.3 and Section 7.3.4 respectively. Due to data limitations, no 
analysis is conducted for the service sector. Specific country plots of the economy-





I: EI(+), CF(+), S(+)
II: EI(+), CF(+), S(-)
IV: EI(+), CF(-), S(-)
III: EI(+), CF(-), S(+)
V: EI(-), CF(+), S(+)
VI: EI(-), CF(+), S(-)
VIII: EI(-), CF(-), S(-)
VII: EI(-), CF(-), S(+)
 
Figure 7.2 Contribution of changes in activity structure, energy intensity and carbon factor to 
aggregate carbon intensity change 
7.3.1 Economy-wide analysis  
What was revealing about the United States is the consistency observed for the 
energy intensity effect and activity structure effect. Although the impact of carbon 
factor changed from one time period to another, a clear shift from Zone V to Zone VII 
indicates carbon factor improvements over time. The cases for Germany and Sweden 
were generally placed in Zone VII and Zone VIII. This means the energy intensity and 
carbon factor effects consistently contributed to aggregate carbon intensity reduction, 
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while there was no obvious temporal trend for the activity structure effect. Most of the 
cases for China revealed the importance of the energy intensity effect in reducing its 
aggregate carbon intensity, while there were variations in the carbon factor effect over 
time. The temporal feature for the activity structure effect was less conclusive.
68
 For 
India and Brazil, most decomposition cases were placed on the right-hand side of the 
Y-axis, i.e. an energy intensity effect contributed to an increase in the aggregate carbon 
intensity. All the cases for India show an increase in the aggregate carbon intensity as a 
result of both energy intensity change and activity structure change. No obvious 
temporal trend was observed for the carbon factor effect. As to Brazil, the sign 
changed over time for the aggregate carbon intensity and all the three effects. 
Reduction in the aggregate carbon intensity has been achieved over time as a result of 
a shift towards less energy-intensive activity structure and improvements in the carbon 
factor. In summary, temporal changes varied among countries and larger shifts were 
observed for the developing countries studied. 
7.3.2 Industry sector  
The observed patterns in the plot place the industrial countries into three 
categories. The first is a relatively stable performance over time (Japan and Norway). 
For Japan, all the cases covering the period from 1973 to 1991 were placed in Zone 
VIII, which is the most ideal situation. For Norway, the cases were consistently placed 
in Zone VII where energy intensity change and carbon factor change contributed to a 
decrease, while activity structure change contributed to an increase, in the aggregate 
carbon intensity. Further investigation shows that the impacts of the three effects for 
the two countries reduced over time. The second category is countries whose 
performance worsened over time and they include Italy and Finland. For Italy, 
                                                 
68 Wu et al. (2005) used a hybrid model to track the emissions in China from 1985 to 1999 and show a structure effect that 
contributed to a decrease in the aggregate emission intensity, while estimates of the structure effect covering various periods and 
reported in other studies that adopt the conventional decomposition models show the converse. 
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improvement in fuel quality was achieved in the 1980s and early 1990s as most of the 
cases in this period shift from Zone V to Zone VII. For both countries, more cases for 
more recent periods show a shift towards the upper-right corner of Figure 7.2, which is 
the worst case where all three effects contributed to an increase in the aggregate carbon 
intensity. The third category is countries whose performance improved over time. A 
shift from Zone V/VI to Zone VII/VIII indicates a desirable development in fuel mix 
change, and the United Kingdom and the United States went through this development. 
A shift from Zone VII to Zone VIII indicates an activity mix change towards a less 
energy-intensive economy. This shift was observed for France and Germany.  
The observed developments for the developing countries were more varied. In the 
early 1980s, their cases can be found in different zones depending largely on their 
level of economic development. Cases for more recent years show convergence 
towards Zone VII which indicates improvements in both energy efficiency and fuel 
mix.  
From the foregoing, four general conclusions can be drawn. First, the energy 
intensity effect contributed the most and consistently over time to reductions in the 
aggregate industrial carbon intensity. Second, the long-term patterns of the three 
effects observed placed most industrial countries in Zone VII and Zone VIII. This 
shows that they were successful in reducing their aggregate industrial carbon 
intensities over time. For the developing countries, the patterns observed were mixed. 
Third, changes in the three effects led to improvements or deteriorations in 
performance in the short-term patterns in different time periods in a country. For 
example, cases for some industrial countries shift from the upper half to the lower half 
of Figure 7.2 as a result of improvements in the carbon factor, while those of other 
shift from the outer box to the inner box as a result of improvements in industrial 
structure. An interesting finding for the developing countries is the convergence of 
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cases to Zone VII over time. Fourth, the short-term trends observed show declining 
level of positive impacts of the three effects in industrial countries.  
7.3.3 Transportation sector 
For the United States, the plot for freight transportation shows shifts from Zone 
VII in 1960s to Zone I in 1970s, and to Zone V in more recent years. These shifts 
indicate initial worsening followed by improvement in performance. At the individual 
effect level, the energy intensity effect was the main contributor to reductions in the 
aggregate carbon intensity. The other two effects and in particular the activity structure 
effect consistently led to increases in the aggregate carbon intensity over time. In the 
case of passenger transportation, shifts from Zone III in 1960s to Zone V in 1970s and 
1980s, and to Zone II in the past two decades were observed. They show 
improvements in performance from energy intensity change and carbon factor change 
initially, which were not found in later years. The impact of activity structure change 
which had led to increases in the aggregate carbon intensity was reversed in later years. 
The energy intensity effect was the main contributor to decreases in the aggregate 
change for both short and long terms. The long-term trend places US passenger 
transportation in Zone V, which is identical to that for freight transportation.  
For “Northern Europe”, there was improvement arising from energy intensity 
change for freight transportation (short-term shifts from Zone IV to Zone VII for 
Sweden and Finland, and from Zone I to Zone V for Norway). Denmark experienced 
deterioration with a shift from Zone V to Zone I. In general, whether the energy 
intensity effect or the carbon factor effect was the larger contributor to changes in the 
aggregate carbon intensity was country-specific and time-dependent. The activity 
structure effect consistently contributed to an increase in the aggregate carbon intensity 
but the extent of the impact reduced over time. There was no evidence of a specific 
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effect dominating the changes that took place. For passenger transportation, the plot 
shows a clear long-term trend where the cases of most countries were placed in Zone 
III, i.e. only the carbon factor effect contributing to a lower aggregate carbon intensity. 
The short-term performance was country-specific, where all the countries experienced 
improvement initially, followed by deterioration either in the energy intensity or 
carbon factor. Also, activity structure change had mixed contributions to changes in 
the aggregate carbon intensity and no distinct temporal trend was observed.   
For “The rest of Europe”, the plot for freight transportation shows shifts from the 
left half to the right half of Figure 7.2. This indicates worsening over time in energy 
intensity. Shifts over time from Zone V to Zone I were observed for Italy and the 
United Kingdom, while from Zone VII to Zone III for France and Germany. The long-
term performance was country-specific. Energy intensity change led to reduction in the 
aggregate carbon intensity in the long term and the level of impact generally declined 
over time. In contrast, activity structure change generally contributed to an increase in 
the aggregate carbon intensity and the level of impact increased over time. For 
passenger transportation, the plot shows a clear convergence of cases to Zone V, an 
indication of improved performance arising from energy intensity change. Although 
the situation in earlier periods was country-specific, this transition took place over time. 
Among the three effects, the impact of energy intensity change was the largest for 
most short-term periods. The activity structure effect consistently contributed to 
increases in the aggregate carbon intensity.  
In summary, the following temporal features were observed for the transportation 
sector based on the countries studied. First, energy intensity change was the main 
effect that helped to reduce the aggregate carbon intensities for both passenger and 
freight transportation. Second, activity structure change was the main contributor to 
increases in the aggregate carbon intensities in both sectors from a long-term 
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perspective. In the short terms, its impacts were country-specific. Third, the 
transportation sector did not exhibit regional consistency features. The developments 
tend to vary among countries within a region in one way or another. Finally, although 
the non-temporal features of passenger transportation and freight transportation were 
very similar as revealed in 7.2.2, there were differences between them in terms of 
temporal features.  
7.3.4 Residential sector 
There was improvement in the performance for the residential sector over time as 
increase in the aggregate carbon intensity came to a halt in some countries. This 
development was fairly consistent for the countries in the same region. All the cases 
for the United States were placed in Zone VII, which indicates a positive contribution 
from the energy intensity effect and the carbon factor effect, but a negative 
contribution from the activity structure, over time. Apparently, higher income and 
changing lifestyle led to more energy-intensive consumption behaviors. For “Northern 
Europe”, both energy intensity change and carbon factor change contributed to 
reduction in the aggregate carbon intensity in most periods. The impact of the energy 
intensity effect declined, while that of carbon factor effect increased, over time. 
Conversely, activity structure change generally contributed to an increase in the 
aggregate carbon intensity. For “The rest of Europe”, there were shifts, though not 
very strong ones, from Zone V to Zone VII and then to Zone III. These shifts indicate 
improvement in performance arising from fuel mix change, but deterioration in 
performance arising from energy efficiency change. 
7.4 The electricity generation sector  
As pointed out earlier, the electricity generation sector has attracted special 
interest in emission IDA studies. Treating it as a source of emissions, the sector 
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accounted for 41% of global energy-related CO2 emissions in 2010 (IEA, 2012). The 
IDA decomposition identity for the sector is different from that for other sectors and it 
therefore deserves special attention. The various identities that have been reported in 
the literature for the sector can be consolidated into a standard form in which the 
aggregate carbon intensity of electricity generation (CI
elec
) is expressed in terms of 




















IC    (7.2) 
where G is the total electricity generation, and Gj and Ej are respectively the electricity 
generation and primary energy consumption for energy source j. The emission 
coefficient of primary energy sources can be assumed to remain unchanged in relative 
short time periods, and its impact on the aggregate carbon intensity may be assumed to 
be nil. A change in the aggregate carbon intensity for electricity can then be expressed 
in terms of the generation mix effect and the generation intensity effect. 
All the decomposition cases for the electricity generation sector compiled in 
Section 7.1 can be classified under one of the eight combinations of changes in the 
aggregate electricity carbon intensity and the two effects as shown on the top of Table 
7.8. The symbols “↑” and “↓” respectively denote an increase or decrease in the 
aggregate electricity carbon intensity, while the meanings of symbols “+” and “-” are 
the same as those defined in Section 7.2. In addition, the symbols “+ +” and “- -” 
denote effects which are relatively large in absolute terms. 
  
                                                 
69 The generation mix effect includes the impact of changes the shares of electricity generation from all energy sources including 
both fossil and non-fossil fuels.  
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Table 7.8 Relative magnitude of generation mix change and generation intensity change to aggregate 
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B: Developing 
countries 





   
Korea 6,153 1 
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Indonesia 621  
 
1 1  2 
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Sri Lanka 463  
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India 374 3 1 2 2   4 5 17 
Pakistan 358  
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1 3 




2  1 6 10 
Bangladesh 286  
 
 1 1  
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2  1 
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 Sub-total   4 1 9 11 6 6 10 15 62 





   
No. of cases   7 1 12 15 7 9 14 19 82 
Country counts   4 1 10 11 5 7 8 9 55* 
Note: Nine cases are not included in this table due to missing information in the source or one of the decomposition effects was 
found to be insignificant. 
From Table 7.8, there were more decomposition cases dealing with the electricity 
generation sector for the developing countries (74%) than for the industrial countries 
(26%). There were more cases distributed in the last four combination types (58%), 
meaning that the number of cases with a decrease in the aggregate electricity carbon 
intensity is higher than that with an increase. The same feature applied to the impact of 
generation intensity change. As to generation mix change, the cases were fairly evenly 
divided. All these features were applicable to both Group A and Group B countries. 
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The results in Table 7.8 also provide information as to whether the generation mix 
effect or the generation intensity effect was larger in absolute terms. Cases placed in 
Types I, II, V, VI are those having a greater absolute terms for the generation mix 
effect, while the converse is true for cases placed in the other four types. Cases placed 
in Types III, IV, VII, VIII add up to 68% of the total number of cases in Group A, and 
the corresponding number is 73% for Group B. Hence, there is no question that the 
impact of generation intensity change has been greater than that of generation mix 
change. Changes in electricity generation mix, such as a switch from coal generation to 
nuclear energy or hydroelectricity, can have a significant impact on the aggregate 
carbon intensity for electricity generation. The evidence from the past, however, 
suggests that the contribution of generation mix change to decrease the aggregate 
carbon intensity of electricity generation fell far short of what was technically feasible 
in most countries.  
7.5 Conclusion 
The author investigated the relative contributions of various drivers to changes in 
the aggregate carbon intensity as reported in the literature for different emission 
sectors and countries. The author compiled and adjusted these reported empirical 
results and presented them in a coherent manner in tabular and graphical forms. 
Among the results obtained, it is found that energy intensity change was generally the 
key driver of changes in the aggregate carbon intensity in most sectors and countries. 
In most cases, it contributed to decreases in the aggregate carbon intensity. If taking 
energy intensity as a proxy for energy efficiency, this means improvements in energy 
efficiency have been the main driver of decreases in the aggregate carbon intensities of 
most sectors in most countries. 
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Activity structure change in the transportation and residential sectors generally 
led to increases in the aggregate carbon intensity both in the industrial and developing 
countries. Carbon factor change contributed more often to decreases in the aggregate 
carbon intensity in the industrial countries than the developing countries. At the same 
time, diversities in the emissions patterns and drivers were also found among different 
sectors and among countries. This shows that while there were some uniform patterns 
among countries with respect to the underlying developments of the aggregate carbon 
intensity, there were also diversities which led to different development paths among 
some countries. This has implications on future CO2 emissions, especially of the 
developing countries. It means that what happened in the industrial countries may not 
be a good indication of future developments in the developing countries. 
In terms of IDA application, a main difference between energy decomposition 
analysis and emission decomposition analysis is the greater focus on the electricity 
generation sector in the latter. Studies on the latter show that, to a large extent, 
decreases in the aggregate carbon intensity of the electricity generation sector in most 
countries in the past was driven primarily by improvements in electricity generation 
intensity. In contrast, the generation mix effect led to either increases or decreases in 
the aggregate carbon intensity. In absolute terms, the impact of the generation mix 
effect was generally smaller than the generation intensity effect. How far this 
development will continue into the future and to what extent this would lead to, 
especially in the industrial countries, is an area in which further research is needed.   
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Chapter 8 Analysis of CO2 Emission from Electricity Sector 
As pointed out in Chapter 6, the study of CO2 emissions from the electricity 
generation sector using index decomposition analysis (IDA) is an area of growing 
interest. This arises from the fact that this sector accounts for over 40% of global 
energy-related CO2 emissions. Because the sector is an energy transformation rather 
than a final energy consuming sector, the IDA approach to analyzing its emissions is 
rather unique and deserves special attention. The author reviews and categorizes the 
various approaches that have been adopted by researchers. Besides, various 
supplementary technologies have been developed to improve the effectiveness of 
electricity generation process as well as to reduce the corresponding CO2 emissions. 
Studies that analyze the impacts of these technologies on emissions using IDA are 
lacking in the literature. In this chapter, the author attempts to fill this gap by 
proposing IDA procedures for estimating these impacts. 
8.1 Introduction 
In recent years, the electricity generation sector accounted for about a third of 
global fossil fuel consumption and over 40% of global energy-related CO2 emissions 
(IEA, 2011, 2012a). Currently, about two-third of the world’s electricity is generated 
from fossil fuels. Technically, the sector provides substantial opportunities for 
reducing CO2 emissions if appropriate measures are taken. The measures include 
generation efficiency improvement which helps to reduce the energy input, and hence 
the corresponding CO2 emissions from the fuel combustion, per unit of electricity 
generated. Additional systems fuel efficiency gains can be achieved by recovering the 
waste heat and linking electricity generation to the heat demands through combined 
heat and power (CHP). Other measures are fuel switching, either from coal or oil to 
natural gas or from fossil fuels to renewable energy sources or nuclear energy. Finally, 
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emission control technologies such as carbon capture and storage (CCS) can be 
adopted to reduce the CO2 emissions released from power plants to the atmosphere.  
Growth in CO2 emissions from electricity generation has therefore been an area 
that has been widely studied. In the literature, a popular tool for studying changes in a 
country’s CO2 emissions from electricity generation is IDA, and the changes in 
emissions were decomposed into the contributions of various explanatory effects, such 
as changes in generation efficiency and fuel mix. Examples of such studies are Liu 
(2007), APERC (2008), Shrestha et al. (2009), and Steenhof and Weber (2011). 
However, the definition of energy efficiency and that of fuel mix tend to differ among 
studies. A systematic analysis on these explanatory effects is lacking. In the first part 
of this study, the author categorizes the IDA decomposition identities that were used to 
study changes in CO2 emissions from electricity generation, explain the differences 
and linkages among them.  
As pointed out, other than generation efficiency and fuel switching, 
supplementary technologies such as CCS and CHP have also been adopted to help 
reduce CO2 emissions from the electricity generation sector. So far, the contributions 
of these two technologies to reduce CO2 emissions from the electricity sector have not 
been specifically studied using IDA. The second and third parts of this paper extend 
the conventional IDA to incorporate these two technology options. With such 
extensions, the IDA framework for studying the electricity sector is more complete, 
and is able to handle the developments that have been taking or will take place in a 
more appropriate way. Relevant illustrative case studies are included in these two parts 
to illustrate the application of the extended IDA frameworks. The data used are those 
of Canada collected from OEE (2007). 
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8.2 Tracking CO2 emissions from electricity production 
This section focuses on the decomposition analysis of the basic electricity 
generation process. Four feasible decomposition identities with regard to different 
classifications of electricity mix are deliberated. The linkages between the 
decomposition results given by them are established and a practical guide is provided. 
8.2.1 Four decomposition identities of electricity sector 
Fifteen studies which used IDA to study CO2 emissions from the electricity sector 
can be found in the literature. From emission viewpoint, there are two categories of 
primary energy sources. One is energy sources with CO2 emissions, primarily fossil 
fuels such as coal, oil and gas. The other is energy sources which do not emit or emit 
very little CO2, also called non-fossil energy sources, such as hydro, geothermal, wind, 
solar and nuclear. In IDA studies, whether or not to include electricity generation by 
non-fossil fuels and how to treat this category of generation will lead to very different 
decomposition results. Ang and Choi (2002) discussed issues related to the difference 
between including and excluding non-fossil generation. Besides, different 
decomposition identities can be developed depending on how fuel structure is defined. 
To be specific, it can be defined based on either electricity output or energy input. The 
above variations lead to four possible combinations of decomposition identities.  
These four identities are referred to as: (a) “Identity I-A” uses electricity output as 
fuel structure and does not separate the non-fossil energy sources generation from 
fossil fuel generation; (b) “Identity I-B” refers uses electricity output as fuel structure 
and separates the non-fossil energy sources generation from fossil fuel generation; (c) 
“Identity II-A” uses energy input as fuel structure and does not separate the non-fossil 
energy sources generation from fossil fuel generation; and (d) “Identity II-B” uses 
energy input as fuel structure and separates the non-fossil energy sources generation 
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from fossil fuel generation. In other words, category A and B are differentiated by the 
treatment of electricity generation from non-fossil energy sources, while category I and 
II are differentiated by the definition of fuel structure.  
8.2.1.1 Treatment of the non-fossil fuel generation 
The 15 studies in the literature can be classified according to the four identities. 
Among them, Identity I-A has been the most commonly adopted and it accounts for 
seven out of the 15 studies. When first proposed, this identity considered the electricity 
generation from fossil fuel only and it decomposed the electricity carbon factor into 
contributions from changes in total electricity generation, fuel structure (defined as the 
mix of kWh electricity output by energy source), generation intensity (defined as the 
















GC    (8.1) 
where C, G, and E are respectively the aggregate CO2 emissions, electricity generation, 
and the energy input in electricity generation. The subscript j indicates different types 
of energy input sources, Sj=Gj/G is the fuel structure given by the share of electricity 
generated by energy source j in total electricity generation, Ij=Ej/Gj is the generation 
intensity of energy source j, i.e. the conversion ratio from source j to electricity, and 
Uj=Cj/Ej is the emission coefficient of energy source j. According to Moomaw et al. 
(2011), there are three alternative definitions that can be used for “primary energy” in 
electricity generation by non-fossil fuels. They are physical energy content, direct 
equivalent, and substitution method. By using any of the three alternatives, different 
generation intensity will be observed. The emission coefficient of various fossil fuels 
can be found in IPCC (2006), while that of non-fossil energy sources is often taken as 
null. 
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Equation (8.1) was the first proposed identity in the IDA literature to decompose 
electricity generation from fossil fuels. Examples of such studies are Shrestha and 
Timilsina (1996), Nag and Parikh (2000), and Lu et al. (2012).
70
  Analysts have also 
applied this identity to track the CO2 emissions from both fossil and non-fossil fuel 
generations. The “zero-value problem” caused by zero emission from non-fossil fuel 
generation is an issue in the application of some IDA methods.
71
 Examples of such 
studies are Ang et al. (1998), APERC (2008), Malla (2009), and Shrestha et al. (2009). 
To resolve the “zero-value problem”, analysts modify the decomposition identity by 
further decomposing the fuel structure into the contribution of a non-fossil share effect 
(defined as the proportion of fossil fuels in total generation) and a fossil fuel structure 
effect (defined as the mix of electricity generation output by fossil fuel). This leads to 




















  (8.2) 
where T and Tj are the electricity aggregate generation from all the fossil fuels and 
from fossil fuel j, respectively, Fj is the energy input of fossil fuel j to generate the 
amount of Tj of electricity, and  =T/G is the proportion of fossil fuel generation in the 
total electricity generation. Studies using this decomposition identity are Nag and 
Kulshreshtha (2000), Liu (2007) and Shrestha and Timilsina (1998).  
8.2.1.2 Treatment of the electricity mix 
The fuel structure in electricity generation can be defined in two different ways, 
using the mix of either electricity output as in Eqs. (8.1) and (8.2), or using the mix of 
fuel input. The author refers to the former as the output-based identity and the latter the 
input-based identity. The choice between the two will only affect the structure effect 
                                                 
70 In Kumbaroğlu (2011), generation intensity was merged with carbon factor effect. 
71 Most IDA methods belonging to Divisia family are not zero-value robust. The only exception is LMDI. 
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and the intensity effect, while other effects are unaffected. The counterparts of Eqs. 



































where I=E/G is the aggregate generation intensity, i.e. the average conversion factor 
from energy input to electricity of the entire electricity sector, and FMj =Ej/E is the 
fuel structure factor that indicates the share of energy source j in the total energy input 
used to electricity generation.
72
 
Since the fuel structure is measured by the fuel mix of energy input, the author 
shall name the fuel structure in these input-based identities as “fuel mix”, which 
follows the definition of fuel mix effect in the general IDA framework for final energy 
consuming sectors. In the output-based identity, estimates of the fuel structure of 
electricity generation are based on the amount of electricity generated from different 
fuel types. The author refers to the corresponding fuel structure as “generation mix”. In 
the input-based identity scheme, the electricity generated is treated uniformly as the 
combined product of the whole electricity sector. The generation intensity effect in the 
input-based identity is thus based on the energy input to generate each unit of 
electricity output. It does not take into account variations in the energy requirements of 
different fuel types to generate electricity, i.e. the thermal efficiency of different fuels, 
and is thus less elaborate than the output-based identity. Four out of the 15 studies in 
                                                 
72 In Identity II-A, i.e. Eq. (8.3), the energy input of renewable and nuclear to for electricity generation might be estimated 
according to the conversion rate of these energy sources. Generally, the renewable is assumed to have a conversion rate from one 
unit of input to one unit of output, while nuclear is assume to be the same as the average conversion rate of all the fossil fuels. 
CHAPTER 8: ANALYSIS OF CO2 EMISSION FROM ELECTRICITY SECTOR 
145 
the literature that adopted the input-based identity, i.e. Identity II-B, are Nag and 
Parikh (2005), Steenhof (2007, 2009) and Steenhof and Weber (2011). 
8.2.1.3 From electricity production to consumption 
Losses occur from the point of electricity generation to the point of final 
consumption. They include self consumption in power plants, and transmission and 
distribution losses. Taking this feature into account and applying Identity I-B, i.e. Eq. 























ECC     (8.5) 
where EC is the total electricity consumption and  =G/EC is the ratio of total 
generation to total consumption of electricity which captures the impacts of losses. 
Examples of such IDA studies from the electricity demand side are Nag and Parikh 
(2005) and Steenhof (2007). 
8.2.2 Linkages of the four decomposition identities  
Since the main difference among the four decomposition identities arises from the 
classification of electricity generations from various energy sources, the decomposition 
results given by them are linked to each other in one way or another. Figure 8.1 shows 
the linkages of the four identities. From the figure four conclusions can be drawn. First, 
estimates of the total generation effect and carbon factor effect are consistent using the 
four identities. Second, non-fossil share effect is only applicable to category B 
identities, i.e. electricity generation from fossil and non-fossil fuels are separated. If 
these two types of energy sources are to be considered separately, Identity I-B and 
Identity II-B lead to exactly the same non-fossil share effect. Third, the generation mix 
effect is very sensitive to the IDA identity chosen, especially whether or not to 
                                                 
73 Similar decomposition identity can be developed for the other three identities. For conciseness, I leave it to the readers. 
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separate the non-fossil fuel generation from fossil fuel generation (i.e., category A or 
category B). For output-based identity (category I identities), the difference of 
generation mix effect between I-A and I-B is captured by the non-fossil share effect, 
but this is not the case for the input-based identity. Fourth, for the output-based 
approach, the same generation intensity effect would be obtained for Identity I-A and 
I-B. This, however, is not necessary true for the input-based approach (category II 
identities). The reason is that the intensity effect in input-based identities is an 
aggregate for the entire electricity sector and the activity mix effect is not separately 
defined. Thus, whether or not to include the generation from non-fossil fuels will 
largely affect the aggregate energy intensity. Conversely, the intensity effect of the 
output-based identities is the impact of disaggregated intensity for individual energy 
sources. It is therefore a better measure of the fuel-to-electricity conversion efficiency.  
Similar conclusion can be drawn mathematically from Eqs. (8.1)-(8.4). In general, 
Identity II, unlike Identity I, does not account for the thermal efficiency by energy 
source. Identity I is therefore superior to Identity II. Compared to category B identities, 
category A identities have two potential problems in emission analysis. First, if the 
electricity generated by non-fossil energy sources is not included in the analysis, the 
allocation of contributions of the explanatory factors to the aggregate emission change 
is not complete, as changes in the share of non-fossil generation will largely affect the 
emission level of the electricity sector as a whole. Second, if the electricity generated 
by non-fossil energy sources is included in the analysis, there would be a lot of zero 
values since non-fossil energy sources generally do not emit CO2. As a result, not all 
the IDA methods are applicable to Group A identities.
74
 In summary and as a guide, 
Identity I-B as given by Eq. (8.2) is superior to the other identities and should be 
preferred if the data for all the factors in the identity are available. 
                                                 
74 The only difference between the decomposition identity of electricity generation and electricity consumption is the factor γ. For 
conciseness, I only discuss the cases of electricity generation. The same analysis can be applied to the electricity consumption 
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Figure 8.1 Linkage of the decomposition results 
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From 1995 to 2005, the CO2 emissions for the Canadian electricity generation 
sector increased from 98.6 to 120.2 MtCO2. The author applies the four identities to 
decompose this increase. The results obtained are shown in Figure 8.2. They validate 
the features for the identities described above. Further investigation shows that the 
linkages are generally observed and are independent of the decomposition scheme 
(additive or multiplicative), aggregate indicator (exact emission or aggregate intensity), 
and decomposition method (LMDI, Laspeyres, etc.). 
 
Figure 8.2 Comparison of the four decomposition identities 
8.3 Carbon capture and storage systems 
Carbon capture and storage (CCS), a system which captures CO2 and stores it in a 
way that it does not enter the atmosphere, has been used in fossil-fuel power plants. 
Generally, applying CCS system to a modern conventional power plant could reduce 
its CO2 emissions to the atmosphere by about 80-90%. Issues related to CCS such as 
approaches for reporting emission inventory, economic potential, environmental 
benefit and potential damage were reported in studies such as IPCC (2005), CCC 
(2010), and IEA (2010). An issue of interest is how to quantify the contribution of 
CCS to changes in the overall CO2 emissions level in an IDA accounting framework, 
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(2006) quantified the contribution of CCS on achieving the emission reduction targets 
of Japan. This is the only reported study so far that used the concept of IDA in 
studying the impact of CCS. In their model, the CCS effect was estimated by the ratio 
of actual CO2 emission level with a certain amount of emissions being absorbed by 
CCS to the fictitious CO2 emission level without CCS. This model, which evaluated 
the CCS impact using the value of the aggregate emission level, did not investigate the 
contribution of CCS at the power plant level. In addition, the study estimated the 
impact through checking changes in the proportion of emissions captured by CCS in 
the entire emissions. There can be a case where the absorbed emissions by CCS were 
unchanged while the total emissions increased. In that case, a positive effect which 
indicates CCS contributing to an increase in CO2 emissions will be observed and it is 
difficult to explain. 
Theoretically, the amount of CO2 captured and stored via CCS can be measured 
and reflected directly in the relevant categories of emissions (as a direct deduction 
from the emissions sources), or in the categories created specifically for the CCS 
technology (as a new source named CCS). Based on these two approaches, different 
decomposition procedures can be developed to quantify the impact of CCS. This 
section will look into how the avoided CO2 emissions from CCS could be handled 
appropriately in the IDA framework. The author first compares these two procedures 
regarding the contribution of CCS in its entrance year. The author then concludes and 
provides the guidelines for implementation. 
8.3.1 The entrance impact of CCS on electricity generation process 
According to the methodology for reporting emission inventories in the CCS 
system in IPCC (2005), the CO2 emissions captured by CCS can be measured and 
reflected in the relevant energy source producing the emissions or in a new category 
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created specifically for CO2 capture, transportation and storage in the reporting 
framework. In the first approach, CCS is treated as a mitigation measure and the 
amount of CO2 emissions captured is deduced from the total emissions without being 
reported separately. With the total CO2 emissions reduced while the fossil fuel 
consumption remains unchanged, the implied emission coefficient of the specific fossil 
fuel becomes smaller. The impact of CCS is therefore captured by the change in the 
emission coefficient. This method is relatively simple and can be directly extended to 
IDA application. However, this approach does not specifically address the amount of 
reduced emissions attributable to the application of CCS. A hypothetical example 
illustrating the features of decomposition analysis derived from this reporting approach 
is as follows. 
Table 8.1 Actual and hypothetical CO2 emissions by energy sources using different reporting methods 
Million tonnes of CO2 1995 2005 2005 w CCS 
Natural Gas 9.2 16.5 16.5 
Diesel Fuel Oil, Light Fuel Oil and Kerosene 0.7 0.4 0.4 
Heavy Fuel Oil 6.4 8.8 8.8 
Coal  81.9 92.1 9.2 
Wood and Other * 0.0 0.0 0.0 
Petroleum Coke, Still Gas, Coke and Coke Oven Gas 0.5 2.5 2.5 
Hydro 0.0 0.0 0.0 
Nuclear 0.0 0.0 0.0 
Total GHG Emissions  98.6 120.2 37.4 
* “Wood and Other” includes wood waste and spent pulping liquor, manufactured gases, other petroleum products, other fuels and 
station service.  
Table 8.1 shows the 1995 and 2005 CO2 emissions from electricity generation in 
Canada. The emission levels of different types of power plants are given in column 2 
and column 3. Assuming CCS system was installed in all the coal power plants in 2005 
and captured 90% of the CO2 emissions, the hypothetical CO2 emissions in 2005 
would be the values given in column 4. Comparing the emissions in column 4 and 
column 3, the application of CCS would reduce the 2005 CO2 emissions by 82.8 
million tonnes of CO2 (MtCO2). This reduction can be seen as a change in the emission 
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Applying Eq (8.2) and the additive LMDI-I method to decompose the emission 
changes as given by the data in Table 8.1, I obtain the decomposition results as shown 
in Table 8.2.
76
 As expected, large differences in the distribution of the explanatory 
effects are observed between the actual case and the hypothetical case. Introducing 
CCS not only leads to changes in the emission coefficient effect but also affects all the 
other effects, although the indicators of the corresponding explanatory factors are the 
same in the two cases. This is because by treating the emissions captured and stored as 
a direct reduction in total emissions, the weight of coal power plants is reduced in the 
hypothetical case with CCS. The contribution of coal power plants in determining the 
various effects is therefore reduced.
77
  
Table 8.2 Actual and hypothetical decomposition results of 1995-2005, Mt CO2 
LMDI results 
Actual case  
1995-2005 w/o CCS 
Hypothetical case  
1995-2005 w CCS Difference 
Activity effect 8.43 4.27 -4.16 
Non-fossil effect 23.18 11.74 -11.44 
Generation mix effect -2.51 0.87 3.39 
Generation intensity effect -4.67 -0.30 4.37 
Emission coefficient effect -2.75 -77.75 -75.01 
Total change 21.68 -61.17 -82.85 
Although treating CCS as a change in emission coefficient is straightforward, the 
amount of emissions reduction (82.8 MtCO2 in this example) is not entirely captured 
by the change in the emission coefficient effect as one would expect. It is actually 
                                                 
75 It worth noting that for power plants equipped with CCS, the ratio of electricity output to energy input will decrease since extra 
energy consumption is needed for running the CCS system. In the proposed IDA model, this reduction in electricity generated can 
be treated as the auxiliary consumption by the power plant with CCS. As pointed out in Section 8.2, auxiliary consumption is 
accounted for at the end-use level of electricity consumption. Therefore, in this approach, there is no need to specifically deal with 
the extra amount of electricity consumed. 
76 LMDI-I is selected because it is the most popular IDA method. Eq. (8.2), i.e. Identity I-B, is adopted as it is the most preferred 
identity. Similar decomposition analysis can be conducted using other IDA methods or identities. 
77 The same problem applied to all the IDA methods except the Laspeyres method, where only the emission level of the base year 
is used to estimate the weight. The Laspeyres method, however, leaves a large residual term and part of the CCS impact is shifted 
to this unexplained residual term. 
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distributed to all the explanatory effects and this shifts part of the CCS impact to other 
effects. Figure 8.3 provides an intuitive explanation. In the figure, “emission path one” 
refers to the procedure of treating CCS as a change in the emission coefficient of coal 
as in the foregoing discussions, while “emission path two” tracks the actual emission 
changes in 2005 when CCS was installed. In the actual emission path, the CO2 
emission level changes twice instead of once as depicted by “emission path one”. 
Decomposition analysis following “emission path one” ignores the actual changes in 
the emission level and handles the sharp plunge in CO2 emissions attributable to CCS 
without special treatment. In the decomposition results obtained, the actual emissions 
from coal and the amount absorbed by CCS are lumped together. This reduces the 





Figure 8.3 Track of changes in CO2 emissions of the electricity sector 
To resolve the above-mentioned issue, the author recommends the following 
decomposition analysis which is based on changes in the emission level given by 
“emission path two”. Following this emission path, the captured and stored amount of 
CO2 emissions would be treated as carbon sink in the CCS process. Assume in the 
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CCS process, shifts occur in the energy sources from the particular fossil fuel where 
CCS is installed to a new category named CCS. This CCS process will be reported 
separately from the ordinary electricity generation process in the IDA study. This 
approach leads to a different decomposition analysis procedure. The original CO2 
emissions from fuel combustion (i.e. the 2005 emission level as shown in Table 8.1) 
and the amount absorbed by CCS are now accounted for separately in two 
decomposition analyses. In other words, the data listed in column 2 and 3 of Table 8.1 
will be used in the first decomposition analysis, while the data listed in column 3 and 4 
of Table 8.1 will be used and the contribution of various factors to the drop in CO2 
emission level in the CCS process is quantified in the second decomposition analysis. 
Therefore, the CCS process can be seen as a decomposition analysis study in a specific 
year, say in 2005 from “without CCS” to “with CCS”. In the year, coal is phased out in 
the electricity generation with a “new fuel type” named CCS which is introduced as 
shown in Table 8.3. No changes to the energy efficiency and emission coefficient are 
registered for coal and other fossil fuels. It is natural to expect that changes of CO2 
emissions are the result of switching from using coal power plants to using CCS-coal 
power plants, and the amount of emissions absorbed is captured by the generation mix 
effect. The final decomposition results for 1995-2005 with CCS are then chained by 
using the results obtained in the two steps.  
Applying the above-mentioned procedure, the author obtains the decomposition 
results as shown in Table 8.4. Compared to the results in Table 8.2, the new IDA study 
has the following advantages. First, the amount of CO2 emissions avoided by using 
CCS is totally accounted for by the CCS effect with other explanatory effects 
untouched. Second, by separating CCS from the emissions of conventional power 
generation process, the results can be more easily interpreted which improve the 
transparency of reporting. Third, further investigation shows that in the decomposition 
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analysis of the CCS process, the generation mix effect (which is referred to as CCS 
effect in the decomposition of CCS process) captures the entire emissions reduced, 
while other effects are null. This property simplifies the computation since the 
theoretical emissions that are absorbed by CCS could be simply added to the 
generation mix effect of the decomposition results without CCS. In summary, this new 
IDA procedure provides a more realistic measure of the real changes in CO2 emissions 
over time. The advantage of introducing the additional CCS process in IDA to track 
the flow of emissions would be especially useful in cases where there are substantial 
changes in the emission level, such as a high penetration of CCS technology in 
electricity generation. 
Table 8.3 Emissions, electricity generation and energy consumption for the CCS process in IDA 
 
Emissions  
(Mt of CO2) 
Electricity Generated 
(GWh) 















Natural Gas 16.5 16.5 31,816 31,816 329 329 
Diesel Fuel Oil, Light 
Fuel Oil and Kerosene 0.4 0.4 787 787 6 6 
Heavy Fuel Oil 8.8 8.8 13,396 13,396 118 118 
Coal w/o CCS 92.1 - 102,436 - 1,053 - 
Coal w CCS - 9.2 - 102,436 - 1,053 
Wood and Other 
1
 0.0 0.0 7,159 7,159 75 75 
Petroleum Coke, Still Gas, 
Coke and Coke Oven Gas 2.5 2.5 1,899 1,899 30 30 
Hydro 0.0 0.0 360,026 360,026 1,296 1,296 
Nuclear 0.0 0.0 79,548 79,548 920 920 
Total 120.2 37.4 597067 597067 3828 3828 
 
Table 8.4 Decomposition results of emission path two in Figure 8.3. 
 
1995-2005 w/o CCS CCS process 1995-2005 w CCS 
Total generation 8.43 0.00 8.43 
Generation mix  
(CCS effect in the CCS procedure) -2.51 (-82.85) -85.36 
Generation intensity -4.67 0.00 -4.67 
fossil-fuel share effect 23.18 0.00 23.18 
Emission coefficien -2.75 0.00 -2.75 
Total emission change 21.68 -82.85 -61.17 
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8.3.2 Guidelines for tracking the impact of CCS in IDA  
The introduction of CCS can be divided into three stages: (1) initial introduction 
before which there was no CCS, (2) CCS installation in some power plants with 
increasing share over time, and (3) full installation of CCS in all the feasible power 
plants. At Stage 1, I create an additional IDA step to account for the entrance of CCS 
as recommended in Section 8.3.1. At Stage 3, all the feasible reduction in emissions 
from the introduction of this new emission control technology has been achieved. At 
this stage, emission changes are mainly related to changes in the conventional 
explanatory factors, such as non-fossil share and generation intensity, and the 
conventional IDA procedure is applicable. Stage 2 is the transition stage with a 
combination of existing CCS plants and new entrance. It can be seen as a combination 
of Stage 1 and Stage 3, where plants with CCS could be treated as a full saturation of 
CCS. The author could apply the IDA procedure in Stage 1 to estimate the impact of 
new entrance and apply the conventional procedure as in Stage 3 to the rest.  
Figure 8.4 shows an example of the cumulative IDA results involving CCS in the 
analysis of the electricity sector. Assume that in 2005 CCS is installed in all the coal 
power plants which leads to an additional reduction of 82.85 MtCO2 in the year as 
discussed earlier. This impact of CCS entrance is captured by a vertical drop in the 
generation mix effect in that year. Assume that all the CCS systems are to work 
properly thereafter and no more CCS system is installed. The 2006 and 2007 results 
are therefore smoothly distributed as in the conventional IDA procedure. Changes in 
the emission level are all attributable to changes in explanatory effects of the electricity 
generation process. This proposed IDA procedure has the capability of tracking the 
impact of CCS to CO2 emissions. The amount of emissions captured is accounted for 
entirely by the CCS effect, while the other effects are unaffected irrespective of 
whether CCS is installed or not. The decomposition results thus represent a realistic 
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measure of the contributions of various explanatory factors to a change in the 
aggregate emission level. 
 
Figure 8.4 Cumulative contribution of different explanatory effects to CO2 emissions change 
8.4 Combined heat and power systems 
Combined heat and power (CHP) is the sequential generation of power and 
thermal energy from a common fuel combustion source. CHP is considered 
advantageous because it reduces the fuel consumption and CO2 emissions by 
increasing system-level energy efficiency. The waste heat captured that is normally 
discarded from conventional power generation can be used to provide process heat, 
and space heating for buildings or industrial facilities. By recovering the otherwise 
waste heat, CHP systems achieve higher system-level energy efficiency than separate 
electricity and thermal generation systems. Relevant studies about CHP include 
Shipley et al. (2001), EPA (2004), Auer (2008), Shipley et al. (2008), Brown et al. 
(2011) and Gemmer (2011).
79
  
In the literature, relatively few quantitative analyses exist for estimating the 
energy efficiency and emission benefits of applying CHP. The first reason is a lack of 
general criteria to evaluate the utility of recovered heat. A simple way is to add the 
                                                 
79 CHP can be applied to distributed generation system or centralized generation system. Since my focus is on the electricity sector, 
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extracted heat from a CHP system to the electric output. As pointed out in Shipley et al. 
(2001), this method treats heat “as if it can do the same amount of work as electricity, 
which is physically not true”. As a result, it is not straightforward to estimate the total 
output (electricity plus heat) and thus the generation efficiency of a CHP plant. The 
second reason is the lack of a means to quantify the environmental benefit of CHP. 
The process of heat extraction in a CHP system may increase the on-site CO2 
emissions of the electricity sector, while the heat output supplied to end-uses may 
reduce the CO2 emissions of the final sectors. CO2 emissions are embodied in the 
extraction, transfer and consumption of heat, and these processes involve the heat 
production of CHP systems in the electricity sector and the heat consumption in final 
sectors. It is therefore difficult to quantify the environmental benefit of CHP in the 
electricity sector or final sector individually. An integrated system covering a broad 
boundary of the electricity system, from generation to consumption is needed to 
investigate the contribution of CHP on emission reduction. Such study is lacking in the 
IDA and any other literature.   
In the following sections, the author attempts to integrate the CHP system into the 
analysis of economy-wide CO2 emissions using IDA. The author begins by quantifying 
the impact of adopting CHP in the electricity generation sector. I then expand the 
analysis to cover the whole electricity system from generation to consumption, and 
quantify the environmental benefit of CHP at the economy-wide level. Finally, the 
author proposes an IDA model and demonstrate the functions of the proposed model 
with a case study. A sensitivity analysis regarding the choice of different CHP systems 
is also provided.    
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8.4.1 Estimate the generation intensity and carbon intensity of the CHP plant 
CHP systems can be differentiated by two characteristic factors. The first is the 
ratio of electrical to thermal energy generated. This ratio, given by the power to heat 
(P/H) ratio, depends largely on the technology and configuration of particular CHP 
systems. The author notates the P/H ratio as λ. According to Shipley et al. (2001), λ 
may vary from 0.2 to 5. To extract the otherwise wasted heat, extra energy input is 
need, which may lead to efficiency loss in producing electricity.
80
 The second 
characteristic factor, named correction factor, is the reduction in electricity production 
per unit of heat extracted. It is applied to differentiate the CHP plant to the 
conventional thermal plant. The author notates the correction factor as δ. According to 
IEA (2008a), δ varies between 0.15 and 0.20. 
Assume that I convert a fossil fuel plant, say plant A, to a CHP plant with the 
characteristic factor λA and δA. The CO2 emissions, fossil fuel input, and electricity 
output of the new CHP plant are respectively CA, FA and TA’. The heat output HA, as 









  (8.6) 
Further assume that the same amount of fossil fuel was supplied to the original power 
plant before it was converted to CHP, the electricity production of this plant A without 





























 1  (8.7) 
                                                 
80 Generation efficiency measures the useful electricity output against the energy input. With extra energy input or allocate a 
certain amount of energy input to heat extraction, the generation efficiency will decrease. 
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where TA is the electricity output that would have been obtained by power plant A 
before converting to a CHP plant. The energy intensity of the original plant in terms of 






























where IA’=FA / TA’ is the energy intensity of producing electricity of the new CHP 
plant. From Eq. (8.8), after adopting a CHP system, the electricity generation intensity 
will increase by KA times as compared to the same electricity generation process 
without extracting heat, where KA=1+ δA/λA  is the characteristic factor of the CHP 
system.  Applying Eq. (8.8) to Eq. (8.2), I obtain the decomposition identity for the 
























  (8.9) 
where j and k respectively indicates various fossil fuels and various plants. Ijk is the 
generation intensity of a fossil fuel, which indicates the fuel-to-electricity conversion 
ratio of conventional power plant using a specific fossil fuel. Kjk is the CHP factor if 
plant jk is installed with a CHP system. For conventional power plant, Kjk=1. Other 
notations are as those in Section 8.2. It can be concluded from Eq. (8.9) that, adopting 
CHP will increase the total CO2 emissions by electricity generation as K=1+ δ/λ is 
always greater than one of a CHP plant. This by no means indicates that CHP has no 
contribution to reducing CO2 emissions; actually the emission benefit of adopting CHP 
is only visible at the regional emission level including the final sectors. I should 
therefore integrate the CO2 emissions from electricity production process to the final 
consumption sectors.  
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8.4.2 Integrate the CO2 emissions from electricity sector to the final sector 
The aggregate carbon intensity of the electricity generation sector (the ratio of 
CO2 emission to total consumable electricity output) is often taken as the emission 
coefficient of electricity consumption in a final consumption sector. It is possible to 
investigate the CO2 emissions from electricity consumption in some final consumption 
sectors using a two-stage analysis deriving from the multilevel-hierarchical (M-H) 
model.
81
 In this two-stage analysis, the emissions from energy consumption (electricity 
is one type of energy input) in a final consumption sector is decomposed at the first 
stage, while the emission coefficient of electricity is further decomposed into several 
sub-effects at the second stage.  
Following the common practice, the author can decompose the CO2 emissions of 
a final energy consuming sector into the contribution of activity (A), structure 
(Si=Ai/A), intensity (Ii=Ei/Ai), fuel mix (Mij=Eij/Ei) and emission coefficient 
(Uij=Cij/Eij) factors.
82
 To integrate the impact of CHP into the IDA analysis, the author 
modifies the decomposition identity by introducing a CHP term to account for the 




























ACC   (8.10) 
where Ei
*
 is the total energy consumption of subsector i including the heat supply from 
CHP, while Ei is that excluding the heat from CHP.  μi= Ei /Ei
*
 is the proportion of heat 
for CHP in the total energy consumption of subsector i. For subsectors that do not 
consume heat from CHP, μi=1. As a by-product of electricity generation process, heat 
is treated as an energy form with zero emissions in the analysis.  
                                                 
81 See Chapter 4 for more details about the M-H model. 
82 See Chapter 6 for more details about the decomposition identity of CO2 emissions in various final sectors. 
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The emission coefficient of electricity, defined as the ratio of CO2 emissions from 
using electricity in Eq. (8.10), can be further decomposed into the explanatory factors 
in electricity generation process. Deriving from Eq. (8.5) and Eq. (8.9), the emission 




















U     (8.11) 
By introducing CHP, the impact on emission reduction in the final consumption is 
given by μi and the increased emissions in the power generation sector by Kjk. The sum 
of these two effects is thus the net benefit of adopting CHP in an economy-wide 
energy system. 
8.4.3 A case study 
From OEE (OEE, 2007), the 2005 total emissions of the industry and commercial 
sectors in Canada were 223.9 MtCO2 of which 145.7 MtCO2 were due to the direct use 
of primary energy in the two production sectors while the remaining 78.3 MtCO2 were 
attributable to emissions in the process of electricity generation to supply the 
electricity demand in the production sectors. As electricity is consumed as a secondary 
energy by various final sectors, the CO2 emissions of the electricity sector can be 
distributed to the final sectors.   
The author applies the above-mentioned two-stage analysis of CHP to the CO2 
emissions from the two Canadian production sectors. I make the following 
assumptions. First, it is assumed that in 2005, all the gas plants are upgraded to the 
CHP system with the correction factor δ=0.2 and P/H ratio λ=1.83 Second, the heat 
extracted is distributed to supply the heat demand in industry which would otherwise 
                                                 
83  Generally, the correction factor and P/H ratio are CHP technology specific. Different power plant will have different 
characteristics. To simplify the case study, I assume all the CHP installed has the same characteristics. 
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be generated by gas boilers. The heat input in thermal unit will be used to displace the 
equivalent amount of gas input in industry. The average conversion rate from gas to 
heat for boilers is assumed to be 0.8. Third, the electricity demand remains the same 
before and after installing the CHP system, which means the energy input in the CHP 
gas plants and the corresponding CO2 emissions will increase by K=1+0.2/1=1.2 times 
to satisfy the energy demand. Detailed data are given in Appendix B.5. 
Since there are two stages in the decomposition analysis, the M-H structure model 
is applied. A decomposition study is conducted using the data of 1995 and 2005 and 
the additive LMDI-I method. The stage-one results using Eq. (8.10) are shown in the 
first half of Table 8.5. From the results, energy supply of heat from CHP reduces the 
total emissions in the production sectors by 5.4 MtCO2. Changes in the emission 
coefficient of various fuels increase the total emissions by 6.7 MtCO2 of which 6.3 
MtCO2 are attributable to the electricity consumption. Changes in the emission 
coefficient of other primary fuels are negligible. The change in the emission coefficient 
of electricity, as pointed out earlier, was attributable to factors related to the electricity 
generation process.  
Further decomposition of the emission coefficient of electricity can be achieved 
by applying Eq. (8.11) to the LMDI formulae in the M-H model. The results obtained 
are shown in the second half of Table 8.5. The increase in the emission coefficient of 
electricity is mainly due to the increasing share of electricity generation by fossil fuels. 
Other factors related to the electricity generation, transmission and distribution 
contribute to the decrease. Adopting CHP in the electricity sector, however, increased 
the emission level by 1.7 MtCO2. Integrating the impact of CHP at both levels, the 
total CO2 emissions are reduced by 3.7 (=5.4-1.7) MtCO2. This is the net impact of 
adopting CHP systems in the electricity generation process and supply part of the 
industry heat demands with the heat recovered by CHP systems. 
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Table 8.5 Decomposition results of production sectors in Canada, 1995-2005, Millions tonnes of CO2 
Explanatory effects Contribution to emissions 
Activity effect 69.3   
Structure effect -3.6   
Intensity effect -39.7   
Fuel mix effect -0.7   
CHP effect (final sector) -5.4   
Emission coefficient effect 6.7   
    of which: Electricity utility effect 
 
6.3  
        of which: Loss and auxiliary effect 
 
 -5.1 
                        Non-fossil share effect 
 
 16.3 
                        Generation mix effect 
 
 -1.6 
                        Generation intensity effect 
 
 -3.2 
                        Emission coefficient effect 
 
 -1.9 
                        CHP effect (power sector) 
 
 1.7 
        Sub-total 
 
 6.3 
Total change 26.5   
The contribution of CHP to changes in CO2 emissions depends on the 
characteristic of the CHP system. A sensitivity analysis of the net CHP impact against 
the two characteristic factors, i.e. the P/H ratio (λ) and correction factor (δ), is shown 
in Figure 8.5. From the plot, increasing correction ratio will reduce the emission 
benefit of CHP plants, while increasing P/H ratio will have a higher emission benefit. 
Compared to the P/H ratio, variations arising from changes in correction factor are 
relatively small. The net CHP contribution obtained from using different correction 
factor of CHP may converge as the P/H ratio increases.  
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8.5 Discussion and conclusion 
Applying IDA to the electricity generation sector differs somewhat from that to 
final energy consuming sectors. In the literature, various decomposition identities have 
been proposed to track the contributions of various explanatory factors to changes in 
CO2 emissions in the electricity generation process. The first part of this study 
compared four feasible identities and revealed the linkages among the decomposition 
results obtained. The findings suggest that when detailed data are available, the 
decomposition identity that separates the non-fossil fuel and fossil fuel generation and 
uses electricity output as fuel structure is the most appropriate identity. If fossil fuel 
and non-fossil fuel generation are mixed, there is an issue regarding the 
treatment/definition of “primary energy” and its impact on the IDA results (Moomaw 
et al., 2011). From the evidence in the IDA literature so far, none of the previous 
studies looked into this issue. In fact, very few previous studies mentioned or 
explained explicitly the definition of primary energy used in their analysis of non-
fossil fuel electricity generation. This is an area worth further research.  
The second part of this study investigated the impact of adopting CCS on the CO2 
emissions from the electricity sector. Refinements to the IDA procedures to quantify 
the impact were presented. The results suggest that in the entrance year of CCS, 
emissions will drop and an additional decomposition step is needed. Since electricity 
generation is one of the largest CO2 emission sources globally and to simplify the 
analysis, the author focused on the analysis of integrating CCS into the IDA analysis 
of the electricity sector. The extra energy used to run the CCS system is beyond the 
boundary of the IDA study from the generation process. Analysts can treat it as self-
consumption of the CCS power plant which is part of the auxiliary consumption. When 
extending the analysis to the demand side of the electricity sector, the extra CO2 
CHAPTER 8: ANALYSIS OF CO2 EMISSION FROM ELECTRICITY SECTOR 
165 
emissions from adopting CCS could be captured by changes in the effect γ in Eq. (8.5). 
The analysis can be applied to study possible application of CCS. 
The third part of this study dealt with the impact of adopting CHP on the CO2 
emissions in the electricity sector. Generally, the efficiency gain of CHP arises from 
two aspects. First, CHP captures waste heat that is normally discarded from 
conventional power generation. The emission reduction benefit of this aspect is 
quantified by using a two-stage IDA model. From the analysis, CHP will increase the 
CO2 emissions of the electricity sector but it will contribute to decreases in the 
emissions in the final energy consuming sectors. The net impact is obtained through 
integrating the associated energy systems. This study also shows that the net impact of 
CHP is sensitive to the particular system selected. Theoretically, it is possible that the 
net CHP contribution is negative, where more CO2 emissions are observed. To avoid 
this, an appropriate P/H ratio should be chosen.
84
 Second, when CHP is applied in a 
distributed generation system, i.e. CHP is located at or near the point of consumption, 
the losses that normally incurred in the transmission and distribution of electricity from 
power plant to users are reduced. Such a distributed generation network adopted by the 
CHP reduces the large proportion of transmission losses that are inherent to the 
traditional centralized system of electricity generation. How to integrate this 
distributed generation network into an IDA framework is an issue worth investigation 
in future study. 
 
                                                 
84 The solution proposed here relies on “rules of thumb”, i.e. the heat/power ratio and correction factor, which are in reality 
process specific.  
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Chapter 9    Conclusion 
With the growing concerns about energy security, rising energy costs, climate 
change and sustainability, countries have recognized the importance of managing 
energy consumption and energy-related carbon emissions effectively. In line with 
these developments, IDA, a technique useful for tracking and comparison purposes, 
has been widely applied to analyse changes in energy consumption and emissions at 
the sectoral and economy-wide levels. Many studies in the form of peer-reviewed 
journal and conference papers, official documents, and industry and research reports 
can be found in the literature. Based on the literature, the author has identified and 
studied a number of research problems on the application of IDA to energy 
consumption and emission tracking and comparisons. This research refines some 
aspects of existing IDA methodology. The proposed solutions help to improve its 
applicability.  
After sorting, assessing, and categorizing the practices of various countries, a 
number of improvements regarding the application of IDA were presented from both 
methodological and application perspectives. These include integrating physical 
activity indicators in the conventional IDA framework, presenting models related to 
hybrid decomposition, multilevel decomposition, and spatial decomposition analysis, 
and examining special IDA issues in the electricity generation sector. The main 
findings and implications of each part are summarized in this chapter, with limitations 
being identified and possible future research being proposed.   
In some countries, data on industry activity output given in monetary units and 
physical units are available. Chapter 2 discussed the issues with respect to employing 
these data to give better estimates of energy efficiency measures for industry. After 
comparing different IDA models in the literature, the author found that the activity 
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revaluation (AR) approach is superior since the influence of price fluctuations on the 
activity and structure effects are eliminated. It also gives the energy intensity effect 
that is consistent with the technical efficiency improvement concept. The author has 
modified the AR approach to improve its performance by addressing three 
methodological issues. Applying this modified method helps to improve the 
representativeness of the decomposition results. It also resolves the long-existing issue 
of integrating physical activity indicators in IDA. This study of the activity revaluation 
approach, however, was limited to analyzing the absolute energy consumption. How to 
interpret the results of the AR approach in the context of aggregate energy intensity 
was not covered and is therefore a methodological issue that deserves further study. 
In IDA studies, the residential sector, unlike other final energy consuming sectors, 
involves large variations in the choice of activity indicators. Such variations greatly 
affect the decomposition results obtained and what these results capture. Chapter 3 
looked into these issues and proposed a hybrid decomposition model for tracking 
residential energy consumption. The hybrid model has the desirable features of 
identifying the most appropriate driver of energy consumption for each end use. It 
helps to better reveal the underlying pattern of energy consumption in the sector. At 
the same time, the decomposition results obtained at the sub-sector level are particular 
useful for energy policy assessment and implementation.  
To overcome the limitations of the conventional single-level IDA model for 
policy analysis in some situations, a multilevel-hierarchical (M-H) model was 
presented in Chapter 4. The M-H model provided consistent decomposition results and 
as such outperformed the previous multilevel IDA models. These findings are 
important as they help to extend the application of IDA models. Further investigation 
shows that the application of the M-H model is not limited to obtaining the hierarchical 
structure effects in energy consumption analysis. It is actually a general decomposition 
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technique that can be applied to decompose any aggregate value with multiple 
disaggregation levels. The proposed framework is based on the LMDI decomposition 
method. It is unable to incorporate the Fisher ideal index, another useful 
decomposition method. Extending the framework to the Fisher ideal index is an area 
where further work may be conducted. 
To use IDA for inter-regional comparisons, the author proposed a novel 
framework using multi-regional spatial decomposition in Chapter 5. The proposed 
model, called the MRSD model, passed the transitivity test and provided 
decomposition results that reveal useful information such as regional differences in 
energy saving potential. The establishment of MRSD model is particularly important 
as it extends the application of IDA from tracking energy performance over time to 
comparing and ranking energy performance of different regions. Passing the 
transitivity test, however, is shown to be valid only for the direct and indirect 
decomposition results. It is not certain whether it remains valid for the attribution 
factors of the decomposition results. This is an area where further work may be 
undertaken.  
Since the extension of IDA to study energy-related emissions, many empirical 
studies, especially on energy-related CO2 emissions, have been reported. This 
development has also led to some methodological issues in applying IDA which were 
reviewed in Chapter 6. Chapter 7 extended the work in Chapter 6 and studied the 
emission patterns of various economies empirically through the results reported in the 
literature. The survey results were consolidated and presented in a systematic way so 
that useful information related to the drivers of emissions was revealed for different 
country groups. As the first comprehensive survey of IDA studies particularly 
applicable to carbon emission tracking, the findings from this survey serve as a guide 
for future research in the area.  
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Deriving from the methodological issues found in Chapter 6, Chapter 8 focused 
specifically on CO2 emissions from the electricity sector. Four feasible decomposition 
identities of tracking carbon emissions from electricity generation process were 
evaluated and compared. Specific IDA procedures were developed to estimate the 
impacts of two technologies related to the electricity sector, namely CCS and CHP. In 
particular, the M-H model presented in Chapter 4 was extended to a two-stage IDA 
model and used to quantify the impact of CHP in affecting CO2 emissions. This 
proposed two-stage model extends the boundary of IDA studies to cover emissions in 
electricity transmission and distribution as well as in final energy consuming sectors. 
Since the study focused on the centralized electricity generation system, extending the 
study to the distributed power generation system is a possible area for future study. 
In summary, this thesis has improved the IDA framework. It helps to extend the 
applications of IDA by focusing on issues arising from specific measurement and 
monitoring requirements in energy consumption and carbon emission studies. It has 
filled some research gaps in IDA formulation. The frontier of IDA application has 
been extended to cover not only time-series energy consumption monitoring in final 
sectors, but also inter-regional comparisons among different economies. The impact of 
advanced technologies in electricity sector has been introduced to IDA for the first 
time and this has extended the system boundary to cover final sectors and the 
transmission and distribution sector. To achieve this, the M-H model proposed in 
Chapter 4 has been extended to develop a two-stage decomposition analysis with final 
sectors decomposed in stage one and electricity sector decomposed in stage two. 
Applications of the IDA models proposed in this thesis are not limited to energy and 
emissions studies. They are actually general decomposition technique that can be 
applied to decompose any aggregate indicators. Possible application areas are 
agriculture analysis, environmental management, and waste water control.    
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Other than addressing a number of research problems, the IDA framework after 
refinement can help to provide better technical support for energy and environmental 
decisions. A number of case studies have been used to demonstrate how this can be 
achieved. The case studies used to test the proposed method are subject to data 
availability. The results presented are therefore specific to the countries studied. 
However, the underlying principle of the methods or approaches dealt with will not 
change if the data of other countries are used.  
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Appendix A Summary of IDA formulae 
Two common steps are needed to conduct a complete index decomposition 
analysis. First is to decompose the aggregate indicator into the indicators of several 
relevant explanatory effects. For instance, I can decompose the energy consumption 
change into the contributions of the activity, structure and energy intensity. Second is 
to aggregate the indicators at the disaggregate level to obtain the pre-defined 
explanatory effects, e.g. energy intensity effect is estimated based on changes in the 
energy intensities indicators at a disaggregate level. I may choose to do the 
decomposition multiplicatively or additively in the first step and decide which 
aggregation method to use in the second step.  
Various decomposition methods have been developed to calculate the 
contribution of the n factors in energy and energy-related emission areas. Based on the 
assumption of whether the aggregate is tracked using discrete time or continuous time 
and whether the changes of each component are explained through linear change or 
logarithmic change, decomposition methods can be classified into two groups. One is 
the Laspeyres family where linear change is used and the effects are aggregate using a 
discrete time model. The decomposition methods in this family are derived from the 
index number theory. The most widely used methods include Laspeyres, Paasche, 
refined Laspeyres (or say Sharpley/Sun method), and Fisher index. These methods are 
developed taking a prospective, retrospective and compromise view respectively with 
respect to the change in the aggregate. The refined Laspeyres method only has the 
additive form and the Fisher index only has the multiplicative form. Some properties 
of these two methods have been reported in Sun and Ang (2000) and Ang et al. (2004). 
Another group is the Divisia family where logarithmic changes and the discrete 
approximation of continues time model are used to explain the changes of each 
component. Methods in this family include the arithmetic mean Divisia method 
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(AMDI) and the logarithmic mean Divisia method (LMDI). Both of them adopt 
compromise view with respect to the change in the aggregate. The developments and 
corresponding methodological issues have been systematically studied and practical 
guidelines on application and method selection are also provided in Ang (2005) and 
Ang et al. (2010). 
A.1 General formulae using simple decomposition procedure 
Assume that V is an aggregate that can be decomposed into k components at with 












 . Further 
assume that factor n in each one of the i components is a function of r sub-components 
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where rsdD  and rsdV  are residual terms which may be excluded for methods that give 
perfect decomposition.  The relevant formulae of the kth factor for the common IDA 
methods are summarized below. 











































































  is the logarithmic mean weight. When a=b, 
L(a,b)=a. 



















































































































k  (A.7) 
Both methods give perfect decomposition. For the details, refer to Ang and Liu (2001), 
Ang and Choi (1997) and Ang et al. (2003). 















































































None of the two methods gives perfect decomposition. For the details, refer to Boyd et 
al. (1987) and Boyd et al. (1988). 
A.1.3 Fisher ideal index methods  
For the general formula for the modified Fisher ideal index method, interested 
readers can refer to Ang et al. (2004) and Su and Ang (2012). In the two-factor case, 
























































































  (A.11) 
The methods give perfect decomposition. 
A.1.4 Shapley/Sun method and Marshall-Edgeworth method 
The general formula for the Shapley/Sun index method is rather complicated. 
Interested readers can refer to Albrecht et al. (2002), Ang et al. (2003) and Sun (1998) 
for the details. In the two-factor case, i.e. the Marshall-Edgeworth method, the 
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The methods give perfect decomposition. 








































































































   (A.15) 
where 10  ij . None of the methods gives perfect decomposition. For the details, 
refer to Balk (2008). For the Laspeyres method, 0ij , while for the Paasche method, 
1ij . 
A.2 General formulae using stepwise decomposition procedures  

























,,  .  From period 0 to 
period T, if I consider the changes at the two levels of disaggregation separately, i.e. 
the aggregate changes from 0V  to  TV  and factor n changes from 0
in,X  to 
T
in,X , i=1…k. 
I then have  
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where rsdD  and rsdV  are residual terms which may be excluded for methods that give 
perfect decomposition.  
The general formulae of effect n obtained by multiplicative method linked to 
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lnexp'lnexp   (A.22) 
is the sub-effect m of effect n. i , ij  are the weighting functions of relevant Divisia 
method. 
Similarly, the general formulae of effect n obtained by additive method linked to 
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~'  (A.25) 
is the sub-effect m of effect n. 
ins , , ijms ,
~  are the weighting functions of relevant 
Laspeyres index related method. The formulae of relevant weighting function for the 
methods directly compatible with M-H model in Table 4.5 are summarized below. 





































































































































































































































s   
(A.29) 
where 10  i , 10  i .  
A.2.5 Shapley/Sun method 
The general formula for the Shapley/Sun method is quite complicated. Interested 
readers can refer to Sun (1998), Ang et al. (2003), Su and Ang (2012). In the most 











































































































































































ij,ij, x-xx   . 
A.3 Transformation of additive Divisia methods and multiplicative Laspeyres 
methods to adapt stepwise decomposition procedures  
A.3.1 Additive Divisia method 
Using the notation in Appendix A.2, I get the general formulae of effect n 












ln  (A.32) 
The additive Divisia effect that measured using logarithmic change as shown in Eq. 
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A.3.2 Multiplicative Laspeyres method 
To incorporate the multiplicative Laspeyres method to the M-H model, I first 
transform the arithmetic mean index obtained by Laspeyres method into a geometric 
mean index. Assume that I have an arithmetic mean index and its relevant form in 






























, lnln   (A.37) 
According to Reinsdorf (1996) and Balk (2008), the following relationship exist 
for the weights of the arithmetic mean index and its corresponding geometric mean 
index: 
  0in,Tin,Xin,in XXDLs n ,,   (A.38) 
where ins ,  is the weighting function of relevant arithmetic mean index, in,  is 
corresponding transformation weighting function of relevant geometric mean index. 
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where  
 





























, lnexp'lnexp   (A.40) 
is the sub-effect m of effect n. 
ijms ,  is the weighting functions of corresponding 
multiplicative Laspeyres method, 




Appendix B Data coverage and sources for case studies 
B.1 Coverage, source, and sector classification of Canada industry sector 
The data set of Canada industry sector was collected from the Energy Use Data 
Handbook Tables (OEE, 2007). It comprises 59 industrial sub-sectors, 18 of which 
have physical production data. The 18 sub-sectors accounted for around 40% of 
industrial energy consumption and contributed to 10% of the industrial GDP in 2005. 
The data on energy consumption, and monetary output and physical energy intensity of 
59 sub-sectors from 1995 to 2005 are shown respectively in Table B.1-B.3. 
B.2 Coverage, source, and sector classification of Singapore residential sector 
With about 80% residents living in apartments built by the government, namely 
Housing Development Board (HDB), Singapore has an advantage over other countries, 
as its structural landscape is relatively well defined. The housing stock in Singapore 
can thus be conveniently divided into six housing types based on dwelling 
characteristics (Singapore Department of Statistics, 2010). They are respectively (i) 1-
2 room (HDB) apartments, (ii) 3 room HDB apartments, (iii) 4 room HDB apartments, 
(iv) 5 room & executive HDB apartments, (v) private apartments and condominium 
and (vi) private landed properties. These characteristics pertain to a household’s 
dwelling area, appliance penetration rates and respective appliance consumption 
patterns. Furthermore, each housing category is also closely linked to the household 
income, enabling, where required, incorporation of an income effect into the analysis.
85
  
Breakdown data of the characteristics of different housing types are available in 
Singapore Department of Statistics (2000, 2010). Changes of the number of 
households by housing type and the average number of residents per household 
                                                 
85 There are strict guidelines on the purchase of HDB flats and one of which is household income (HDB, 2012a). 
APPENDIX 
195 
between 2000 and 2010 are summarized in Table B.4 and Table B.5. Similarly, I can 
break down the total electricity consumption into different housing types. Data of 
average electricity consumption per household by housing type are collect from SP 
Service (2000, 2012). The detailed data are given in Table B.6. From Table B.4-B.6, I 
may calculate the nominal resident population by the product of households and 
number of residents per household and the nominal electricity consumption by the 
product of households and average electricity consumption per household as shown in 
Table B.7. Official data on gross floor area (GFA) are not available. I made my own 
assumptions based on the information given in HDB InfoWeb (2010) and the results 
are shown in Table B.8. 
Electricity consumption in a household can be further broken down by appliance 
and end-use. According to Suhel (2009), EMA (2002) has conducted a survey for the 
proportional household electricity consumption based on nine categories of end-uses of 
the each of the six housing types. The data are summarized in Table B.9. The 
electricity consumption by different end-use types is related to two determinants: 
appliance energy efficiency (i.e. electricity requirement per unit of appliance) and 
appliance ownership (i.e. appliance penetration rate). The ownership level of major 
appliances of Singapore have been reported in the Household Expenditure Survey 
since 1956 and updated every five years. The latest report is for 2007/08 (Singapore 
Department of Statistics, 2009). Appliance ownership levels in 2002 and 2007 are 
summarized in Table B.10. 
B.3 Coverage, source, and hierarchy of US industry sector 
The hierarchy of the United States classification system begins with Level 0, 
which defines the economy-wide measures of activity and energy intensity for the 
economy, including the energy-GDP ratio. As shown in Fig. B.1, the next level (Level 
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1) is defined by the broad end-use sectors covered by the Energy Information 
Administration energy data. They are industrial, residential, commercial and 
transportation sectors. The total electricity generation sector is also defined at this level. 
It is included in the derivation of indicators depending upon the definition of energy. 
The industrial sector is comprised of two broad industry groups (Level 2), 
manufacturing and non-manufacturing. The manufacturing sector is made up of 21 
NAICS 3-digit sectors at Level 3, while non-manufacturing is a single aggregate of the 
remainder of the industrial sector. It includes agriculture, forestry and fisheries, mining, 
and construction.  
Figure B.1: Indicator hierarchy 
   Level: 0 1 2 3   
  Economy-wide       
            
    Industrial       
      Manufacturing      
        21 NAICS Sectors 
        :   
        :   
      Non-manufacturing Industrial    
            
    Residential       
    Commercial       
    Transportation       
    Electric Utilities     
Collecting from the EERE (2012) database, activity and energy consumption data 
are shown in Table B.11. Value-added at 2000 US dollar is selected as the activity 
indicator and the energy consumption is based on the delivered energy which includes 
all energy delivered to the end user, but excludes utility generation and transmission 
losses. The data of 6 NAICS sectors are stored in pairs in the database, which are 
NAICS code 311/312 Food manufacturing/Beverage and Tobacco Product 
manufacturing, NAICS code 313/314 Textile Mills/Textile Product Mills, and NAICS 
code 315/316 Apparel manufacturing/Leather and Allied Product manufacturing.   
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B.4 Coverage, source, and hierarchy of China industry sector 
The case study of China industry in eight regions is based on two basic sets of 
data of China: energy consumption and value-added. The data for 1997, 2002 and 2007 
are collected for 27 production sectors of the China economy and eight regions into 
which the country is divided. Table B.12 shows the provinces and municipalities for 
each of the eight regions and their respective energy consumption and value-added in 
2007. 
The energy consumption data are collected from NBS (2000, 2004, 2006b, 2008a). 
The dataset includes 19 energy categories and, based on the conversion factors in 
China Energy Statistical Yearbook, the total consumption is given in million tonne of 
coal equivalent (Mtce). According to the data source, the primary energy use in 
electricity generation is distributed to the 27 sectors according to final electricity 
consumption. The energy consumption dataset originally contains 44 sectors at the 
country level but only seven sectors at the provincial and municipality level. I apply 
the cross-entropy method (or RAS) to disaggregate the less detailed regional energy 
data to match the more detailed value-added data (Su et al., 2010; Su and Ang, 2010). 
Detailed data are shown in Table B.13-B.15.  
The value-added data at the regional level for 1997 is calculated from the regional 
input-output tables in IDE (2003) and NBS (2008b). For 2007, I obtain the sectoral 
value-added data from national input-output tables in (NBS, 2006a, 2009). To derive 
the value-added data at the regional level, I utilize the regional value added-shares of 
different sectors published in China Economic Census Yearbook 2008 (NBS, 2010) 
and the regional total value-added data in China Statistical Yearbook 2008 (NBS, 
2008c) to disaggregate the data at the national level. The price indices in NBS (1998-
2008) are used to deflate the 1997 data and 2007 data to the 2002 prices. Detailed data 
are shown in Table B.16-B.18. 
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B.5 Coverage, source, and sector classification of the Canadian electricity sector 
The data set of the Canadian electricity sector was collected from the Energy Use 
Data Handbook Tables (OEE, 2007a). It comprises total emissions, energy 
consumptions and electricity generation for eight different sources. The 1995, 2005, 







Table B.1: Sector classification, secondary energy consumption in Canada industry, PJ 
 
1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 
  Energy consumption by Industry (PJ) 
           Copper, Nickel, Lead and Zinc Mines 29.2 29.3 27.1 26.3 21.3 23.0 24.3 22.0 21.0 21.2 24.1 
Iron Mines 37.4 36.5 39.7 36.1 30.2 33.8 28.4 28.3 34.1 27.9 29.5 
Gold and Silver Mines 12.6 15.2 14.8 12.5 13.4 12.7 13.7 14.4 14.0 13.6 13.0 
Other Metal Mines 5.6 5.6 5.0 4.3 4.3 5.0 8.3 10.4 7.5 6.3 6.6 
Salt Mines 3.4 2.9 2.9 2.7 2.6 2.6 2.5 2.4 2.5 2.3 2.5 
Potash Mines 31.8 31.5 32.7 31.6 32.5 29.7 28.5 28.3 29.9 31.7 28.6 
Other Non-Metal Mines 6.3 6.3 7.0 5.8 6.8 7.8 7.4 7.3 8.8 8.7 9.1 
Upstream Mining 323.1 350.6 349.5 341.2 396.4 406.4 417.9 438.9 534.8 524.2 567.4 
Fruit and Vegetable Industries 9.8 10.8 11.7 11.7 10.1 12.1 13.1 12.1 12.3 11.9 14.2 
Dairy Products Industry 10.5 11.7 11.5 11.4 12.3 12.1 11.7 11.8 11.4 11.4 10.7 
Meat Products Industries 13.1 14.8 14.3 14.0 14.9 18.0 18.1 16.6 16.2 17.6 18.4 
Bakery Products Industries 6.4 6.4 6.0 6.5 6.3 6.8 8.2 9.0 8.7 8.7 9.6 
Beverage Industries (excluding breweries) 5.3 5.5 5.8 6.4 6.8 6.1 5.4 5.9 5.8 6.1 6.4 
Breweries Industries 6.1 5.6 5.8 5.4 5.6 5.7 5.6 5.9 5.3 5.2 5.1 
Tobacco Products Industries 1.0 0.9 1.1 1.0 1.0 1.0 1.0 0.9 0.9 0.7 0.8 
Textile Mills 14.7 13.8 13.8 11.5 10.8 9.9 8.5 8.1 8.0 8.0 7.7 
Textile Products Mills 6.9 6.5 6.5 5.6 4.3 4.0 4.1 4.2 3.5 3.4 3.5 
Clothing Industries 5.3 4.6 4.8 4.8 4.5 5.1 5.1 4.9 5.0 4.0 2.2 
Leather and Allied Products Industries 1.0 1.0 1.1 1.1 1.1 1.1 1.1 0.9 0.8 0.6 0.3 
Wood Products Industries 46.8 52.3 46.7 49.1 60.7 62.0 48.7 52.8 45.2 48.3 50.4 
Pulp Mills 353.3 337.3 343.9 342.4 365.7 369.7 329.7 336.0 351.8 356.5 332.3 
Paper Mills (except newsprint) 104.4 96.8 103.4 108.5 110.2 113.3 95.9 97.2 110.9 114.9 114.2 
Newsprint Mills 257.2 259.3 248.0 240.8 266.4 264.5 232.3 240.0 236.9 231.9 206.4 
Paperboard Mills 64.4 65.5 69.5 73.4 74.2 70.3 66.1 67.1 66.2 68.8 63.8 
Other Pulp and Paper Manufacturing 15.6 30.8 30.2 22.0 34.7 35.5 30.4 37.1 37.9 54.2 66.5 
Converted Paper Products Industry 11.0 11.3 12.2 11.5 10.8 12.3 16.4 16.8 17.0 17.9 19.9 
Printing and Related Support Activities 7.9 7.3 7.4 7.1 7.6 9.7 8.6 8.4 8.7 8.5 8.9 
Petroleum Refining 302.1 306.3 298.0 291.9 244.7 295.1 311.4 381.1 358.6 340.3 302.0 
Petrochemical Industry 34.1 32.8 41.7 40.4 38.9 42.4 44.3 46.7 52.8 58.5 61.9 
Industrial Gas Industry 5.8 5.7 5.8 6.3 7.3 8.6 8.9 9.1 9.2 10.5 8.3 
Alkali and chlorine manufacturing 30.1 32.1 31.9 33.9 29.2 29.9 24.9 17.8 16.6 17.5 16.2 
All other basic inorganic chemical manufacturing 30.8 33.4 35.9 37.6 33.9 33.0 34.1 29.9 33.6 36.0 37.4 
Chemical fertilizer (except potash) manufacturing 55.9 55.6 59.1 60.2 62.4 63.5 62.1 54.1 58.0 58.2 53.2 
Other Chemical Manufacturing 96.4 95.7 71.5 62.9 68.7 52.7 33.4 42.7 20.9 33.2 30.4 
Resin and Synthetic Rubber Industries 30.6 35.2 35.0 36.2 38.1 39.7 36.8 33.6 28.8 27.8 24.8 
Motor Vehicle Plastic Parts Manufacturing  2.7 2.9 3.5 3.3 4.1 4.4 5.2 4.2 4.2 5.8 4.7 
Rubber Products Industries 9.9 10.4 9.8 10.0 11.7 11.3 10.9 11.2 11.2 10.0 10.2 
Cement Industry 61.2 58.5 57.8 60.4 63.5 63.6 61.9 66.4 63.4 65.5 63.0 
Iron and Steel 247.8 252.1 251.2 254.7 259.8 257.6 228.5 239.5 233.7 235.2 236.9 
Primary Production of Alumina and Aluminum 140.7 154.0 157.2 158.5 160.0 155.5 164.5 174.7 186.8 173.6 196.5 
Other Non-Ferrous Smelting and Refining 79.5 79.5 73.8 81.2 76.4 79.2 84.4 80.4 76.5 76.6 72.0 
Fabricated Metal Products Industries 36.4 36.3 38.2 34.4 34.1 32.8 37.3 40.4 39.0 41.2 40.7 






(Table B.1 continuous) 
           
 
1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005
Computer and Electronic Products Industries 5.9 5.9 5.9 6.2 6.1 6.6 3.7 3.9 4.6 5.1 5.6 
Electrical Equipment and Components Industries 7.7 8.3 8.4 7.9 7.1 7.0 6.3 6.0 6.7 7.1 7.3 
Motor Vehicle Industry 24.6 25.4 26.4 25.3 27.4 27.7 23.7 23.5 24.4 22.7 22.6 
Motor Vehicle Gasoline Engine and Engine Parts 
Manufacturing 2.9 3.2 3.0 2.8 3.2 3.7 2.8 3.0 3.0 3.0 3.5 
Motor Vehicle Electrical and Electronic 
Equipment Manufacturing 0.3 0.3 0.3 0.3 0.4 0.5 0.5 0.7 0.6 0.6 0.6 
Motor Vehicle Steering and Suspension 
Components (except Spring) Manufacturing 2.1 2.3 2.4 2.1 2.1 2.2 1.6 1.8 1.2 1.3 1.4 
Motor Vehicle Brake System Manufacturing  2.1 2.1 2.3 2.4 2.4 2.4 2.9 2.8 2.1 2.2 1.1 
Motor Vehicle Transmission and Power Train 
Parts Manufacturing  2.0 1.9 2.0 2.2 2.3 2.7 2.7 2.8 3.1 3.4 3.7 
Motor Vehicle Seating and Interior Trim 
Manufacturing 1.2 1.3 1.4 1.5 1.6 1.8 1.7 2.0 1.9 2.0 1.9 
Motor Vehicle Metal Stamping  3.5 3.4 3.4 3.5 3.0 3.8 3.8 4.5 3.5 3.8 3.8 
Other Motor Vehicle Parts Manufacturing  3.2 3.0 3.1 3.0 4.2 3.9 4.2 5.9 5.1 5.3 5.0 
Furniture and Related Products Industries 6.7 6.6 7.3 7.1 8.4 9.9 10.6 11.0 11.2 10.8 11.6 
Miscellaneous Manufacturing  4.1 4.3 4.9 4.9 5.1 5.0 5.5 6.3 6.6 6.2 6.1 
Other Manufacturing  228.9 231.5 241.7 232.2 233.7 257.9 271.8 289.6 295.2 335.2 289.7 
Construction 49.0 50.5 49.5 48.0 50.4 49.9 48.0 54.2 56.7 59.9 60.5 
Forestry 7.9 9.6 11.1 12.4 14.8 16.2 18.3 17.2 18.8 22.7 21.6 








Table B.2: Sector classification, GDP in Canada industry, million $2002 
 
1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 
  GDP by Industry (million $2002) 
           Copper, Nickel, Lead and Zinc Mines 2,061 2,112 2,114 2,200 2,165 2,189 2,167 1,981 1,848 2,010 2,026 
Iron Mines 668 648 637 599 524 742 498 497 630 530 595 
Gold and Silver Mines 1,137 1,249 1,145 1,279 1,153 1,164 1,249 1,139 1,103 991 896 
Other Metal Mines 208 230 207 198 239 389 343 496 462 399 386 
Salt Mines 218 207 229 206 215 219 252 230 261 252 245 
Potash Mines 1,054 1,014 1,126 1,043 1,168 1,184 1,110 1,160 1,330 1,472 1,540 
Other Non-Metal Mines 229 226 213 227 519 426 649 839 1,321 1,390 1,319 
Upstream Mining 43,365 43,454 44,872 46,516 46,130 44,340 44,967 44,787 46,000 47,061 47,498 
Fruit and Vegetable Industries 1,544 1,567 1,791 1,698 1,975 2,033 2,334 2,380 2,270 2,135 2,106 
Dairy Products Industry 2,340 2,169 2,146 2,345 2,314 2,300 2,427 2,182 2,188 2,198 2,230 
Meat Products Industries 2,653 2,672 2,800 2,948 3,024 3,611 3,768 3,575 3,537 3,743 3,909 
Bakery Products Industries 2,108 2,139 2,001 2,123 2,190 2,197 2,417 2,400 2,207 2,346 2,319 
Beverage Industries (excluding breweries) 1,098 1,171 1,313 1,511 1,398 1,643 1,691 1,877 1,911 2,043 1,972 
Breweries Industries 2,436 2,256 2,273 2,126 2,224 2,273 2,272 2,144 2,113 2,301 2,423 
Tobacco Products Industries 2,454 2,426 2,427 2,706 2,222 2,222 1,893 1,857 1,619 1,317 1,313 
Textile Mills 1,546 1,506 1,522 1,735 1,662 1,760 1,604 1,692 1,406 1,383 1,251 
Textile Products Mills 813 773 830 869 981 1,175 1,151 1,108 1,100 1,127 1,113 
Clothing Industries 3,216 3,174 3,430 3,437 3,319 3,999 3,840 3,563 3,455 2,931 2,592 
Leather and Allied Products Industries 497 430 463 427 414 489 414 400 318 272 213 
Wood Products Industries 5,105 5,182 5,632 5,945 6,042 6,688 6,017 6,673 6,555 6,786 6,717 
Pulp Mills 1,393 1,467 1,534 1,544 1,845 1,945 1,750 1,798 1,705 1,884 1,804 
Paper Mills (except newsprint) 1,869 1,817 1,858 1,781 1,856 2,194 1,878 2,014 2,577 2,735 2,639 
Newsprint Mills 3,077 2,969 3,148 2,878 3,328 3,606 3,098 3,376 2,893 2,789 2,651 
Paperboard Mills 1,000 974 996 933 1,134 1,085 1,004 926 862 844 804 
Other Pulp and Paper Manufacturing 3,180 3,574 3,268 3,422 3,278 3,002 3,518 3,350 3,568 3,458 3,668 
Converted Paper Products Industry 3,130 3,415 3,230 3,359 3,385 3,302 3,551 3,751 3,853 3,778 3,675 
Printing and Related Support Activities 5,073 5,080 5,152 5,140 5,267 6,065 6,670 6,232 6,064 6,146 6,416 
Petroleum Refining 2,724 2,776 2,760 2,920 2,746 2,631 2,713 2,770 2,876 2,790 2,670 
Petrochemical Industry 1,151 1,117 1,169 1,209 1,134 1,354 1,185 1,070 917 992 940 
Industrial Gas Industry 244 232 238 241 246 269 291 295 311 321 325 
Alkali and chlorine manufacturing 422 404 414 412 411 486 458 415 425 411 382 
All other basic inorganic chemical manufacturing 435 423 469 459 479 539 629 690 788 759 840 
Chemical fertilizer (except potash) manufacturing 702 806 1,007 1,043 1,041 1,058 813 673 964 1,130 1,111 
Other Chemical Manufacturing 1,372 1,258 1,242 1,183 1,182 1,201 1,013 1,184 1,135 967 1,080 
Resin and Synthetic Rubber Industries 1,803 1,979 2,134 2,360 2,368 2,670 2,345 2,716 2,605 3,148 3,182 
Motor Vehicle Plastic Parts Manufacturing  790 793 846 887 1,049 1,314 1,465 1,507 1,623 1,510 1,545 
Rubber Products Industries 1,823 1,917 2,007 2,005 2,082 2,089 2,058 2,149 2,115 2,182 2,202 
Cement Industry 612 647 759 725 719 775 809 794 808 878 904 
Iron and Steel 4,024 3,735 3,891 4,100 4,115 4,170 3,908 4,162 4,145 4,192 4,192 
Primary Production of Alumina and Aluminum 1,522 1,572 1,684 1,980 2,069 2,619 2,700 2,808 2,733 3,108 3,390 
Other Non-Ferrous Smelting and Refining 1,179 1,276 1,367 1,518 1,633 1,703 2,006 1,832 1,720 1,913 1,842 
Fabricated Metal Products Industries 8,189 8,349 9,999 10,577 11,498 14,331 13,729 14,062 13,708 13,494 13,976 






(Table B.2 continuous) 
           
 
1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005
Computer and Electronic Products Industries 11,566 10,849 11,249 11,986 15,757 15,641 13,570 14,021 13,754 14,935 15,044 
Electrical Equipment and Components Industries 1,526 1,634 1,811 2,162 2,136 2,211 1,962 2,104 2,208 2,260 2,139 
Motor Vehicle Industry 352 377 418 466 415 478 445 334 419 421 414 
Motor Vehicle Gasoline Engine and Engine Parts 
Manufacturing 431 462 512 595 612 449 511 606 539 516 510 
Motor Vehicle Electrical and Electronic 
Equipment Manufacturing 577 617 685 741 691 664 597 549 594 657 557 
Motor Vehicle Steering and Suspension 
Components (except Spring) Manufacturing 964 1,032 1,145 1,186 1,505 1,421 926 987 973 989 1,040 
Motor Vehicle Brake System Manufacturing  732 784 869 892 1,003 1,117 756 1,169 1,137 1,259 1,389 
Motor Vehicle Transmission and Power Train 
Parts Manufacturing  1,027 1,099 1,219 1,136 1,360 1,438 1,348 1,288 1,458 1,597 1,774 
Motor Vehicle Seating and Interior Trim 
Manufacturing 1,243 1,330 1,475 1,508 1,574 1,788 2,375 2,287 2,317 2,287 2,149 
Motor Vehicle Metal Stamping  3,282 3,502 3,942 4,661 5,120 6,004 6,189 6,097 5,577 5,561 5,419 
Other Motor Vehicle Parts Manufacturing  2,232 2,368 2,815 3,046 3,026 3,515 3,484 3,856 3,911 4,039 4,156 
Furniture and Related Products Industries 27,701 28,297 29,869 30,662 33,900 36,717 39,638 44,342 46,044 47,415 48,556 
Miscellaneous Manufacturing  41,300 42,803 45,269 46,737 48,980 51,585 55,367 57,776 59,709 63,230 68,163 
Other Manufacturing . 5,121 4,696 4,950 5,001 5,173 5,528 5,619 5,893 5,764 6,204 6,178 
Construction 238,232 240,453 253,366 264,089 278,862 297,784 295,030 301,126 305,085 315,548 321,632 
Forestry 244 232 238 241 246 269 291 295 311 321 325 








Table B.3: Sector classification, energy intensity in Canada industry, 1990-2005 
 
Units 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 
 Energy Intensity by Industry 
            Copper, Nickel, Lead and Zinc Mines MJ/tonne 225.2 266.2 263.8 233.4 267.0 235.4 258.0 251.0 253.0 242.8 238.0
Iron Mines MJ/tonne 401.1 402.0 433.5 380.1 363.2 360.2 378.3 378.8 396.0 354.7 341.2 
Gold and Silver Mines MJ/tonne 502.1 511.5 473.1 358.8 308.8 309.5 331.6 345.4 327.9 324.4 319.9 
Other Metal Mines MJ/tonne 380.4 421.7 413.4 343.4 387.9 414.2 596.5 619.7 375.5 328.1 339.3 
Salt Mines MJ/tonne 437.1 311.3 274.7 258.5 267.0 282.0 224.6 227.4 214.7 204.2 221.6 
Potash Mines MJ/tonne 3,507.6 3,938.4 3,634.1 3,433.9 3,910.5 3,224.7 3,480.6 3,319.6 3,290.8 3,138.5 2,699.3 
Other Non-Metal Mines MJ/$2002  GO 5.6 5.5 6.4 5.3 6.0 6.5 5.8 5.3 4.1 3.9 4.3 
Upstream Mining MJ/$2002  GDP 7.5 8.1 7.8 7.3 8.6 9.2 9.3 9.8 11.6 11.1 11.9 
Fruit and Vegetable Industries MJ/$2002  GO 1.7 1.9 2.0 1.9 1.6 1.8 1.9 1.8 1.8 1.7 2.0 
Dairy Products Industry MJ/kilolitre 1,452.2 1,630.4 1,544.8 1,525.3 1,636.5 1,613.8 1,571.3 1,593.2 1,511.1 1,487.5 1,409.6 
Meat Products Industries MJ/tonne 4,320.5 4,773.9 4,439.4 4,012.7 3,930.8 4,593.2 4,465.6 3,936.8 3,897.6 3,911.4 4,089.5 
Bakery Products Industries MJ/$2002  GO 1.2 1.2 1.1 1.2 1.1 1.2 1.4 1.6 1.5 1.4 1.5 
Beverage Industries (excluding breweries) MJ/$2002  GO 1.2 1.3 1.3 1.4 1.4 1.2 1.1 1.1 1.1 1.2 1.3 
Breweries Industries MJ/$2002  GDP 1.4 1.3 1.3 1.2 1.3 1.2 1.3 1.4 1.3 1.2 1.1 
Tobacco Products Industries MJ/$2002  GO 0.3 0.2 0.3 0.2 0.3 0.3 0.3 0.3 0.3 0.2 0.3 
Textile Mills MJ/$2002  GO 5.5 4.8 4.8 3.8 3.0 2.5 2.0 1.9 1.9 2.1 2.1 
Textile Products Mills MJ/$2002  GO 3.5 3.2 2.9 2.4 1.7 1.5 1.4 1.4 1.2 1.1 1.2 
Clothing Industries MJ/$2002  GO 0.8 0.6 0.6 0.7 0.6 0.7 0.6 0.6 0.6 0.6 0.3 
Leather and Allied Products Industries MJ/$2002  GO 1.3 1.2 1.6 1.5 1.5 1.4 1.1 0.9 0.8 0.8 0.6 
Wood Products Industries MJ/$2002  GO 2.7 3.0 2.7 2.9 3.4 3.3 2.7 2.9 2.4 2.4 2.5 
Pulp Mills MJ/tone 34,942 34,858 34,009 35,150 34,369 33,237 34,417 33,647 33,841 33,837 30,748 
Paper Mills (except newsprint) MJ/$2002  GO 20.2 19.1 20.0 20.6 19.8 19.5 16.8 16.4 18.9 19.5 19.8 
Newsprint Mills MJ/tonne 27,881 28,725 26,930 28,060 28,984 28,683 27,742 28,351 27,941 28,351 26,566 
Paperboard Mills MJ/tonne 18,689 18,185 18,864 19,181 18,331 17,348 16,685 16,629 17,280 17,402 17,151 
Other Pulp and Paper Manufacturing MJ/$2002  GDP 4.9 8.6 9.2 6.4 10.6 11.8 8.6 11.1 10.6 15.7 18.1 
Converted Paper Products Industry MJ/$2002  GO 1.3 1.3 1.4 1.3 1.1 1.2 1.6 1.6 1.6 1.7 1.9 
Printing and Related Support Activities MJ/$2002  GO 0.8 0.8 0.7 0.7 0.7 0.8 0.7 0.7 0.7 0.7 0.7 
Petroleum Refining MJ/$2002  GO 11.3 10.9 10.3 10.1 8.2 9.4 9.7 11.0 10.6 10.1 9.4 
Petrochemical Industry MJ/tone 4,080.9 3,944.1 4,810.8 4,442.2 4,083.7 4,282.6 4,725.5 4,627.8 5,264.2 5,435.0 6,911.2 
Industrial Gas Industry MJ/$2002  GO 10.2 9.8 10.2 10.1 11.3 12.2 12.2 12.2 12.7 14.7 11.3 
Alkali and chlorine manufacturing MJ/$2002  GO 10.2 9.8 10.2 10.1 11.3 12.2 12.2 12.2 12.7 14.7 11.3 
All other basic inorganic chemical manufacturing MJ/$2002  GO 22.4 23.2 23.6 23.2 19.6 17.2 15.7 12.5 13.5 15.3 14.9 
Chemical fertilizer (except potash) manufacturing MJ/$2002  GO 19.9 19.4 21.7 20.7 20.8 20.2 21.8 20.1 18.9 18.9 16.8 
Other Chemical Manufacturing MJ/$2002  GDP 70.3 76.0 57.5 53.2 58.1 43.9 32.9 36.1 18.4 34.3 28.2 
Resin and Synthetic Rubber Industries MJ/tonne 13,200 14,263 14,319 14,215 13,648 12,898 11,033 9,225 8,466 7,146 6,800 
Motor Vehicle Plastic Parts Manufacturing  MJ/$2002  GO 1.1 1.3 1.4 1.2 1.1 1.1 1.5 1.1 1.2 1.5 1.2 
Rubber Products Industries MJ/tonne 2.2 2.2 2.1 1.9 1.9 1.9 1.8 1.7 1.9 1.6 1.6 
Cement Industry MJ/tonne 5,202.9 5,241.7 4,813.0 4,906.1 4,946.2 4,886.5 4,894.2 5,091.5 4,811.9 5,002.1 4,721.1 
Iron and Steel MJ/tonne 86.1 83.2 82.6 73.5 71.0 61.5 51.9 52.5 51.6 45.9 45.6 
Primary Production of Alumina and Aluminum MJ/tonne 64,797 67,443 67,553 66,773 66,959 65,514 63,671 63,311 66,895 66,960 67,888 
Other Non-Ferrous Smelting and Refining MJ/tonne 43,531 42,551 40,569 42,622 40,055 42,044 48,650 44,197 44,198 43,178 43,556 
Fabricated Metal Products Industries MJ/$2002  GO 1.5 1.5 1.5 1.3 1.2 1.0 1.2 1.2 1.2 1.2 1.2 
Machinery Industries MJ/$2002  GO 0.7 0.7 0.6 0.6 0.5 0.5 0.5 0.5 0.5 0.6 0.6 






(Table B.3 continuous) 
           
 
Units 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005
Computer and Electronic Products Industries MJ/$2002  GO 0.5 0.5 0.4 0.4 0.3 0.2 0.2 0.2 0.2 0.2 0.2 
Electrical Equipment and Components Industries MJ/$2002  GO 1.1 1.1 1.1 1.0 0.8 0.7 0.6 0.6 0.7 0.7 0.7 
Motor Vehicle Industry MJ/$2002  GDP 2.1 2.3 2.4 2.1 1.7 1.8 1.8 1.7 1.8 1.5 1.5 
Motor Vehicle Gasoline Engine and Engine Parts 
Manufacturing MJ/$2002  GDP 1.9 2.0 1.7 1.3 1.5 1.7 1.4 1.4 1.4 1.3 1.6 
Motor Vehicle Electrical and Electronic 
Equipment Manufacturing MJ/$2002  GDP 0.7 0.7 0.6 0.5 1.0 1.0 1.1 2.0 1.4 1.4 1.5 
Motor Vehicle Steering and Suspension 
Components (except Spring) Manufacturing MJ/$2002  GDP 4.9 4.9 4.7 3.5 3.4 4.9 3.0 3.0 2.2 2.5 2.7 
Motor Vehicle Brake System Manufacturing  MJ/$2002  GDP 3.6 3.4 3.3 3.2 3.5 3.6 4.9 5.1 3.6 3.3 2.1 
Motor Vehicle Transmission and Power Train 
Parts Manufacturing  MJ/$2002  GDP 2.0 1.9 1.8 1.9 1.5 1.9 2.9 2.8 3.2 3.5 3.6 
Motor Vehicle Seating and Interior Trim 
Manufacturing MJ/$2002  GDP 1.7 1.6 1.6 1.7 1.6 1.7 2.3 1.7 1.7 1.6 1.4 
Motor Vehicle Metal Stamping  MJ/$2002  GDP 3.4 3.1 2.8 3.1 2.2 2.7 2.9 3.5 2.4 2.4 2.1 
Other Motor Vehicle Parts Manufacturing  MJ/$2002  GDP 2.6 2.3 2.1 2.0 2.7 2.2 1.8 2.6 2.2 2.3 2.3 
Furniture and Related Products Industries MJ/$2002  GO 0.8 0.8 0.8 0.7 0.7 0.8 0.8 0.8 0.8 0.8 0.8 
Miscellaneous Manufacturing  MJ/$2002  GO 0.5 0.6 0.6 0.6 0.6 0.5 0.6 0.7 0.7 0.7 0.7 
Other Manufacturing . MJ/$2002  GDP 8.3 8.2 8.1 7.6 6.9 7.0 6.9 6.5 6.4 7.1 6.0 
Construction MJ/$2002  GO 0.5 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 
Forestry MJ/$2002  GO 0.7 0.9 1.0 1.1 1.3 1.3 1.6 1.4 1.5 1.7 1.7 





Table B.4: Number of households, 2000 and 2010 
Year Total 
Housing type ('000) 
1- 2 Room 3 Room 4 Room 






2000 903.0 45.6 235.7 302.6 215.5 57.3 46.3 
2010 1134.5 52.3 229.7 365.4 293.3 128.9 64.9 
 
Table B.5: Number of residents per household, 2000 and 2010 
Year 
Housing type (# of persons) 
1- 2 Room 3 Room 4 Room 






2000 2.2 3.1 3.9 4.1 3.7 4.7 
2010 2.1 2.8 3.7 4.0 3.4 4.4 
 
Table B.6: Average monthly electricity consumption by housing type, 2000 and 2010 (kWh) 
Time 
Housing type (kWh) 





Jan-2000 105 156 242 326 404 538 727 1290 
Feb-2000 105 154 239 321 399 545 722 1318 
Mar-2000 97 149 236 322 403 543 716 1308 
Apr-2000 102 154 247 339 426 571 765 1358 
May-2000 113 165 273 379 471 599 836 1433 
Jun-2000 108 172 289 407 514 469 909 1459 
Jul-2000 114 181 299 422 535 548 941 1507 
Aug-2000 99 147 242 332 410 305 729 1321 
Sep-2000 104 164 270 377 471 437 802 1409 
Oct-2000 101 157 262 367 459 438 806 1394 
Nov-2000 104 160 266 374 467 463 804 1408 
Dec-2000 100 156 253 350 429 439 749 1299 
Jan-2010 110 166 256 355 408 498 607 848 
Feb-2010 111 165 260 358 416 507 628 915 
Mar-2010 114 170 277 384 448 546 702 980 
Apr-2010 121 182 297 416 486 594 744 996 
May20-10 126 184 298 409 477 576 736 994 
Jun-2010 125 190 311 431 502 608 760 1030 
Jul-2010 121 184 296 411 481 579 711 951 
Aug-2010 123 179 283 390 455 546 652 928 
Sep-2010 117 175 278 389 449 549 651 939 
Oct-2010 123 181 287 395 458 553 691 957 
Nov-2010 125 186 299 414 482 585 726 998 




















2000 4638.7 3324.3 1395.4 903.0 5137.0 
2010 6198.0 4002.1 1548.7 1134.5 5463.2 
Note: The energy consumption of other housing type and for public using is not taking into consideration in this case study. 
Similarly, the residents living in other housing type are not taking into consideration. The difference is caused by other housing 
types.   
 
Table B.8: Estimated average gross floor are by housing type, 2000 and 2010 
Housing type 2000 2010 growth rate 
1-2 room 35 36 0.227% 
3 room 62 62 0.000% 
4 room 93 92 -0.076% 
5 room 135 124 -0.850% 
Private apartment 137 111 -2.119% 
Land properties 250 250 0.000% 
*Note: Estimated base on the information collect from http://www.teoalida.com/world/singapore/ retrieved on 23Nov2012.  
 
Table B.9: The proportion of bill applied to each housing category for the year 2000 
End-uses 
HDB Dwellings 





Television 8% 11% 11% 12% 10% 10% 
Refrigerator 38% 15% 18% 16% 13% 12% 
Microwave oven 11% 9% 5% 5% 3% 3% 
washing machine 8% 4% 5% 5% 4% 5% 
Air conditioner 12% 40% 35% 36% 49% 45% 
Lighting 11% 9% 10% 10% 8% 12% 
Water heater 6% 8% 9% 10% 8% 8% 
Others 6% 4% 7% 6% 5% 5% 
Source: Adjusted from Suhel (2009). A framework for electricity demand modeling in Singapore’s residential sector. 
Undergraduate thesis, Department of Industrial and Systems Engineering, National University of Singapore. Submitted in 















      Television 90.4 98.8 99.2 99.7 99.3 99.7 
Computer 9.2 34 46.2 67.7 74.6 78.2 
Refrigerator 91.7 98.8 99.1 99.5 99.6 100 
Microwave oven 7.3 23.4 36.4 54.6 77.6 68.4 
washing machine 56.9 87.9 94.8 97.5 96.6 96.6 
air-con 7.1 37.1 62.9 78.8 94.8 94.3 
2002/03  
      Television 86.6 97.9 99.5 99.6 99.1 99.5 
Computer 13.4 50.1 71.6 86.5 89.8 89.5 
Refrigerator 89.3 98.4 99.6 99.7 99.5 99.8 
Microwave oven 10.7 37 54.3 67.8 78.9 80.8 
washing machine 53.4 88.2 95.9 98.8 97.7 95.3 
air-con 8.2 50.8 71.4 88.9 97.7 97 
Mobil phone 55.5 79.9 91.6 96.6 98.1 94.8 
2007/08  
      Television 95.9 99.2 99.9 99.8 100 99.5 
Computer 17.1 57.2 77.8 91.7 94.3 89.6 
Refrigerator* 89.3 98.4 99.7 99.8 99.6 99.8 
Microwave oven* 11.2 39.7 57.3 72.6 80.9 83.3 
washing machine 56.3 91.4 96.7 98.8 99 97.2 
air-con 6.8 53.9 73.7 88.8 99.3 96.2 
Mobil phone 64.9 91 95.6 98.7 98.7 96 
*Note: The data of refrigerator and microwave oven are not given in the 2007/08 survey. They are calculated by author’s own 




Table B.11: Hierarchy, gross output, and energy consumption in US industry sector 
 















Industry total 1,612.09 16,211.7  2,357.99 17,470.7 
Manufacturing 982.61 11,817.1  1,506.80 15,556.2 
Food Manufacturing, Beverage and 
Tobacco Product Manufacturing 
141.728 996.77  155.806 1136.9 
Textile Mills and Textile Product Mills 
Manufacturing 
19.197 242.14  23.214 231.3 
Apparel Manufacturing, Leather and 
Allied Product Manufacturing 
28.948 48.88  19.714 31.6 
Wood Product Manufacturing 28.355 379.96  32.38 490.7 
Paper Manufacturing 52.47 2223.79  53.466 2582.9 
Printing and Related Support Activities 
Manufacturing 
43.23 71.78  44.445 100.4 
Petroleum and Coal Products 
Manufacturing 
24.567 1810.86  24.691 3582.7 
Chemical Manufacturing 101.065 2194.15  173.559 2950.7 
Plastics and Rubber Products 
Manufacturing 
32.487 219.65  70.791 376.9 
Nonmetallic Mineral Product 
Manufacturing 
29.143 902.95  48.999 992.5 
Primary Metal Manufacturing 34.145 1467.25  46.471 1736.6 
Fabricated Metal Product 
Manufacturing 
85.72 321.49  110.742 343.8 
Machinery Manufacturing 95.12 215.60  100.732 170.6 
Computer and Electronic Product 
Manufacturing 
9.041 157.15  260.286 146.8 
Electrical Eq., Appliance, and 
Component Manufacturing 
39.633 109.33  49.285 156.6 
Transportation Equipment 
Manufacturing 
162.996 345.75  194.89 387 
Furniture and Related Product 
Manufacturing 
25.503 50.61  30.993 67.7 
Miscellaneous Manufacturing 29.263 59.00  66.337 70.4 
Non-manufacturing 629.48 4,394.6  851.19 1,914.6 
 
Table B.12: The constituent of the eight regions and their respective 2007 energy consumption (Mtce), 
value added (billion RMB in 2002 prices) and energy intensity (tce/million RMB in 2002 prices) 
Region Provinces and municipalities 
Energy 
consumption 
Value added Energy Intensity 
Northeast Heilongjiang, Jilin, Liaoning 229.43 1,787.3 128.37 
Northern 
Municipalities 
Beijing, Tianjin 85.46 1,214.6 70.36 
North Coast Hebei, Shandong 409.91 3,056.3 134.12 
Central Coast Jiangsu, Shanghai, Zhejiang 377.67 4,735.3 79.76 
South Coast Fujian, Guangdong, Hainan 246.97 3,506.0 70.44 
Central 
Shanxi, Henan, Anhui, Hubei, 
Hunan, Jiangxi 
523.14 4,115.5 127.11 
Northwest 
Inner-Mongolia, Shaanxi, 
Ningxia, Gansu, Qinghai, 
Xinjiang 
245.23 1,484.2 165.23 
Southwest 
Sichuan, Chongqing, Yunnan, 
Guizhou, Guangxi, Tibet 







Table B.13: Sector classification, regional energy consumption in China industry, 1997 
Year = 1997 (unit: million tce) Northeast North 
Municipalities 
North Coast Central 
Coast 
South Coast Central Northwest Southwest 
Sector Number & Name 
01 Agriculture 5.23 1.46 7.61 8.59 4.74 16.54 6.79 6.97 
02 Coal mining and processing 3.73 0.31 4.87 0.63 0.27 15.99 3.83 3.77 
03 Crude petroleum and natural gas products 13.09 0.95 3.04 0.23 1.27 1.57 5.13 0.84 
04 Metal ore mining 0.37 0.01 0.80 0.04 0.09 1.10 0.42 0.47 
05 Non-ferrous mineral mining 2.66 0.06 1.11 0.72 1.17 3.86 0.76 1.79 
06 Manufacture of food product and tobacco processing 4.41 0.99 4.63 3.27 2.33 9.50 2.43 9.66 
07 Textile goods 1.83 1.05 3.67 8.88 3.46 6.84 2.20 1.31 
08 Wearing apparel, leather, furs, down and related products 0.36 0.18 0.47 0.90 1.21 0.69 0.13 0.26 
09 Sawmills and furniture 1.01 0.21 0.41 0.45 0.42 1.52 0.18 0.66 
10 Paper and products, printing and record medium reproduction 1.85 1.29 3.45 3.44 3.28 4.81 0.75 2.44 
11 Petroleum processing and coking 20.03 3.02 9.10 4.24 3.61 10.47 8.30 1.35 
12 Chemicals 26.23 7.46 25.21 36.87 17.76 30.37 10.53 20.63 
13 Nonmetal mineral products 18.80 2.61 16.81 13.42 8.08 39.75 9.29 15.93 
14 Metals smelting and pressing 28.96 10.23 23.23 24.87 7.57 45.59 18.01 26.60 
15 Metal products 1.52 0.65 1.48 1.82 1.00 1.84 0.72 0.86 
16 Machinery and equipment 3.72 1.15 4.36 5.02 0.83 4.84 1.11 2.36 
17 Transport equipment 2.82 1.00 0.86 2.37 1.12 2.62 0.55 2.87 
18 Electric equipment and machinery 0.60 0.31 0.82 1.34 1.47 0.71 0.32 0.48 
19 Electric and telecommunication equipment 0.29 0.73 0.22 1.14 0.81 0.30 0.31 0.62 
20 Instrument, meters, cultural and office machinery 0.16 0.07 0.09 0.24 0.25 0.18 0.06 0.13 
21 Other manufacturing products 1.30 0.64 1.12 2.21 1.89 3.23 0.70 1.25 
22 Electricity, steam and hot water production and supply 7.81 3.13 6.28 7.81 7.52 15.70 7.08 8.13 
23 Gas and water production and supply 1.11 0.32 0.82 1.07 1.09 1.74 0.62 1.01 
24 Construction 3.78 1.06 1.97 1.57 1.08 2.96 2.18 1.73 
25 Transport, storage, postal & Telecommunications services 7.75 3.62 5.08 10.01 8.36 12.46 7.59 6.68 
26 Wholesale, retail trade and catering service 2.31 2.44 2.71 2.77 3.81 2.95 2.92 3.02 
27 Other Services 5.72 5.56 7.09 5.09 4.27 4.18 5.95 3.86 








Table B.14: Sector classification, regional energy consumption in China industry, 2002 
Year = 2002 (unit: million tce) Northeast North 
Municipalities 
North Coast Central 
Coast 
South Coast Central Northwest Southwest 
Sector Number & Name 
01 Agriculture 6.13 1.86 10.20 8.05 4.90 16.13 7.61 7.89 
02 Coal mining and processing 2.86 0.45 3.63 1.10 0.63 19.33 6.77 3.90 
03 Crude petroleum and natural gas products 12.63 2.24 7.19 0.31 2.08 0.88 7.56 0.52 
04 Metal ore mining 0.31 0.00 0.97 0.03 0.44 1.44 0.72 0.65 
05 Non-ferrous mineral mining 1.44 0.08 1.78 0.50 0.98 4.98 1.70 2.54 
06 Manufacture of food product and tobacco processing 3.03 1.06 9.06 3.63 2.97 8.51 2.09 8.61 
07 Textile goods 1.32 0.64 6.27 12.18 4.23 5.80 1.78 1.20 
08 Wearing apparel, leather, furs, down and related products 0.30 0.24 0.96 2.21 1.35 1.02 0.11 0.15 
09 Sawmills and furniture 0.57 0.08 0.41 0.56 1.25 1.36 0.15 0.38 
10 Paper and products, printing and record medium reproduction 1.48 1.27 5.25 4.97 5.81 5.36 1.79 2.91 
11 Petroleum processing and coking 18.56 6.49 8.60 8.40 6.41 20.69 10.50 1.40 
12 Chemicals 17.75 9.62 33.67 40.86 22.72 33.00 12.79 19.92 
13 Nonmetal mineral products 7.06 2.61 22.71 12.43 9.87 40.88 10.91 16.25 
14 Metals smelting and pressing 28.28 7.87 36.32 31.25 10.65 64.28 31.91 36.09 
15 Metal products 1.10 0.70 2.77 3.13 2.91 3.34 1.02 1.29 
16 Machinery and equipment 2.35 0.94 4.79 5.03 1.88 4.90 1.43 1.86 
17 Transport equipment 2.63 0.67 1.53 3.32 1.37 3.45 1.05 3.39 
18 Electric equipment and machinery 0.49 0.43 0.64 2.26 1.95 1.33 0.32 0.43 
19 Electric and telecommunication equipment 0.37 1.31 0.51 2.09 2.70 0.43 0.26 0.40 
20 Instrument, meters, cultural and office machinery 0.13 0.18 0.13 0.44 0.46 0.27 0.14 0.12 
21 Other manufacturing products 0.92 0.48 1.98 2.88 2.01 3.49 0.71 1.20 
22 Electricity, steam and hot water production and supply 7.81 2.18 8.55 10.60 8.38 18.16 11.79 12.92 
23 Gas and water production and supply 1.09 0.52 0.71 1.24 1.33 2.25 1.23 1.12 
24 Construction 1.68 1.10 6.72 2.79 1.49 3.68 3.07 2.33 
25 Transport, storage, postal & Telecommunications services 11.32 6.29 13.23 18.72 15.49 29.96 10.14 14.17 
26 Wholesale, retail trade and catering service 4.96 3.69 4.65 5.33 6.37 4.39 3.34 4.34 
27 Other Services 7.76 6.81 9.93 9.34 6.29 8.75 4.10 5.44 








Table B.15: Sector classification, regional energy consumption in China industry, 2007 
Year = 2007 (unit: million tce) Northeast North 
Municipalities 
North Coast Central 
Coast 
South Coast Central Northwest Southwest 
Sector Number & Name 
01 Agriculture 8.44 1.75 13.18 7.57 7.57 19.00 10.59 10.35 
02 Coal mining and processing 4.57 1.17 8.12 0.54 0.36 31.51 14.18 7.43 
03 Crude petroleum and natural gas products 10.87 1.57 3.11 0.15 1.26 1.54 10.07 1.11 
04 Metal ore mining 1.70 0.04 3.67 0.16 0.63 3.60 2.59 1.90 
05 Non-ferrous mineral mining 2.08 0.11 3.50 1.56 1.78 6.37 1.82 3.47 
06 Manufacture of food product and tobacco processing 6.29 0.82 8.64 4.30 4.14 12.26 4.27 11.18 
07 Textile goods 1.42 0.36 16.29 24.22 7.57 10.28 3.54 2.61 
08 Wearing apparel, leather, furs, down and related products 0.56 0.14 1.82 3.53 3.56 1.36 0.11 0.42 
09 Sawmills and furniture 1.58 0.13 1.81 2.02 2.02 1.97 0.29 0.89 
10 Paper and products, printing and record medium reproduction 1.94 1.09 7.41 9.09 10.07 7.83 0.93 3.58 
11 Petroleum processing and coking 22.81 4.49 19.50 11.51 9.67 26.71 23.83 4.93 
12 Chemicals 30.20 7.51 57.72 77.24 38.25 58.26 20.60 36.13 
13 Nonmetal mineral products 22.12 4.09 45.32 25.25 28.59 61.77 14.49 24.71 
14 Metals smelting and pressing 43.74 18.75 130.27 79.56 30.24 161.63 72.86 74.87 
15 Metal products 2.52 1.31 5.05 8.88 6.33 3.88 0.73 1.90 
16 Machinery and equipment 5.74 1.59 7.79 11.27 3.23 7.82 1.80 3.43 
17 Transport equipment 4.72 1.34 2.53 4.59 2.45 4.98 0.90 3.55 
18 Electric equipment and machinery 0.93 0.48 2.36 4.89 3.86 2.47 0.51 0.96 
19 Electric and telecommunication equipment 0.43 1.83 1.37 7.12 8.07 0.96 0.27 0.73 
20 Instrument, meters, cultural and office machinery 0.13 0.18 0.19 0.94 0.79 0.33 0.08 0.15 
21 Other manufacturing products 0.55 0.44 2.43 3.15 4.78 2.09 0.35 0.53 
22 Electricity, steam and hot water production and supply 11.80 4.63 13.79 15.97 13.72 27.41 15.40 19.59 
23 Gas and water production and supply 1.00 0.58 1.06 1.93 2.54 2.72 1.36 1.87 
24 Construction 2.47 1.76 7.99 6.33 3.00 5.78 3.28 3.92 
25 Transport, storage, postal & Telecommunications services 23.54 11.32 28.36 38.40 28.15 38.31 23.98 28.70 
26 Wholesale, retail trade and catering service 7.48 6.75 6.42 11.47 10.83 12.12 8.65 6.95 
27 Other Services 9.81 11.22 10.22 16.01 13.50 10.17 7.76 9.01 







Table B.16: Sector classification, regional value-added in China industry, 1997 
Year = 1997 (Unit: 10 thousand RMB, 2002 price) Northeast North 
Municipalities 
North Coast Central 
Coast 
South Coast Central Northwest Southwest 
Sector Name 
01 Agriculture 11,155,473 1,295,299 16,375,983 13,492,415 14,186,386 28,034,079 9,370,789 20,582,130 
02 Coal mining and processing 981,543 102,678 2,225,432 370,191 147,507 4,698,892 1,060,836 1,080,179 
03 Crude petroleum and natural gas products 6,522,929 584,553 2,628,214 251,453 1,299,515 873,565 2,688,533 453,852 
04 Metal ore mining 485,886 12,651 1,802,887 121,422 229,311 1,587,877 566,900 655,871 
05 Non-ferrous mineral mining 1,614,358 48,553 1,169,184 973,977 1,455,731 2,614,135 484,912 1,184,434 
06 Manufacture of food product and tobacco processing 2,855,616 795,773 5,198,458 4,682,213 3,092,744 6,861,431 1,649,612 6,792,417 
07 Textile goods 676,731 483,614 2,357,610 7,288,068 2,625,309 2,828,731 856,931 529,180 
08 Wearing apparel, leather, furs, down and related products 604,623 380,337 1,358,984 3,347,049 4,158,404 1,281,119 222,981 470,913 
09 Sawmills and furniture 828,090 212,089 586,562 807,849 704,887 1,384,081 155,198 590,902 
10 Paper and products, printing and record medium reproduction 557,665 484,034 1,803,802 2,298,647 2,026,291 1,618,479 238,620 801,809 
11 Petroleum processing and coking 2,590,274 484,096 2,039,473 1,215,145 954,547 1,509,832 1,127,512 190,061 
12 Chemicals 3,308,247 1,166,499 5,511,319 10,300,985 4,584,338 4,273,415 1,395,673 2,827,388 
13 Non-metal mineral products 2,492,886 428,820 3,863,583 3,943,166 2,194,221 5,880,800 1,293,812 2,296,368 
14 Metals smelting and pressing 1,567,105 686,469 2,179,334 2,981,243 838,564 2,752,500 1,024,130 1,564,223 
15 Metal products 955,889 509,970 1,614,590 2,542,693 1,294,271 1,294,696 480,048 590,251 
16 Machinery and equipment 1,912,051 733,988 3,884,444 5,718,490 876,107 2,775,062 602,551 1,317,349 
17 Transport equipment 1,424,970 623,610 751,729 2,654,265 1,153,667 1,475,123 293,999 1,571,931 
18 Electric equipment and machinery 602,419 387,783 1,432,840 2,985,680 3,047,471 801,392 334,657 526,169 
19 Electric and telecommunication equipment 321,542 999,571 415,383 2,789,276 1,834,059 366,445 363,744 747,921 
20 Instrument, meters, cultural and office machinery 145,216 74,020 144,840 474,423 448,109 174,567 51,349 121,033 
21 Other manufacturing products 849,506 519,067 1,267,154 3,193,864 2,522,111 2,344,190 480,512 883,046 
22 Electricity, steam and hot water production and supply 1,598,896 794,471 2,230,344 3,541,341 3,149,670 3,585,655 1,523,580 1,807,969 
23 Gas and water production and supply 193,509 69,572 248,696 414,136 388,388 338,503 114,465 192,612 
24 Construction 4,156,181 2,149,329 5,889,027 8,508,278 7,087,089 7,504,961 3,366,715 5,338,946 
25 Transport, storage, postal & Telecommunications services 2,316,159 982,963 2,836,525 3,444,723 3,991,343 4,235,348 2,013,825 2,037,391 
26 Wholesale, retail trade and catering service 5,810,099 2,033,803 6,448,309 11,244,423 6,757,043 7,636,961 2,972,291 6,015,884 
27 Other Services 8,216,220 12,601,923 17,385,833 24,776,814 19,146,618 21,162,704 8,694,534 14,468,341 







Table B.17: Sector classification, regional value-added in China industry, 2002 
Year = 2002 (Unit: 10 thousand RMB, 2002 price) Northeast North 
Municipalities 
North Coast Central 
Coast 
South Coast Central Northwest Southwest 
Sector Name 
01 Agriculture 15,165,114  1,877,033  25,279,246  20,134,749  19,380,943  43,956,718  13,879,737  27,504,902  
02 Coal mining and processing 1,445,692  188,891  1,688,353  779,846  417,766  6,360,083  1,473,633  1,365,612  
03 Crude petroleum and natural gas products 9,606,396  1,457,578  5,435,446  318,037  1,978,711  655,898  3,618,506  361,245  
04 Metal ore mining 483,656  4,531  1,391,181  69,208  860,335  1,954,662  554,097  748,211  
05 Non-ferrous mineral mining 708,933  32,487  806,799  315,642  608,866  1,939,446  350,177  989,805  
06 Manufacture of food product and tobacco processing 4,664,725  1,412,095  14,551,545  7,442,548  5,859,061  11,670,637  1,870,049  9,389,961  
07 Textile goods 766,429  328,564  3,598,565  9,412,844  3,265,550  3,006,797  625,145  570,543  
08 Wearing apparel, leather, furs, down and related products 830,957  561,898  2,481,176  7,923,506  4,777,839  2,558,098  164,000  325,593  
09 Sawmills and furniture 1,164,464  141,049  773,996  1,485,001  3,321,618  2,498,629  173,442  651,639  
10 Paper and products, printing and record medium reproduction 894,806  650,119  3,051,730  3,879,271  4,553,585  2,824,613  555,233  1,395,764  
11 Petroleum processing and coking 2,519,414  760,129  1,175,248  1,497,822  1,136,915  2,034,710  970,094  140,942  
12 Chemicals 5,175,193  2,548,421  10,263,945  16,839,745  8,945,195  8,559,432  1,938,419  4,377,133  
13 Non-metal mineral products 358,444  547,109  5,285,361  4,129,893  3,173,958  8,809,838  1,507,781  3,209,222  
14 Metals smelting and pressing 3,739,864  881,382  4,164,597  5,488,580  1,800,799  6,705,060  2,094,447  3,329,640  
15 Metal products 995,179  533,636  2,215,298  3,641,236  3,318,038  2,409,163  389,058  905,871  
16 Machinery and equipment 3,505,618  1,168,567  6,704,834  9,571,950  3,585,236  6,225,773  1,054,960  1,999,232  
17 Transport equipment 3,968,151  953,382  2,448,876  7,159,026  2,722,258  5,147,378  1,080,114  3,581,139  
18 Electric equipment and machinery 1,021,611  747,462  1,168,264  5,948,784  5,188,593  2,194,524  381,867  694,492  
19 Electric and telecommunication equipment 1,055,418  3,237,658  1,465,903  8,149,825  10,159,515  1,073,166  444,110  1,001,266  
20 Instrument, meters, cultural and office machinery 372,555  421,436  344,357  1,575,879  1,658,777  697,101  210,963  227,885  
21 Other manufacturing products 814,549  382,144  1,723,480  3,539,566  2,479,345  2,776,547  351,684  846,632  
22 Electricity, steam and hot water production and supply 4,056,993  969,758  4,297,275  7,301,608  5,611,172  7,685,241  3,149,776  4,567,002  
23 Gas and water production and supply 617,447  244,719  389,697  938,593  950,794  1,091,005  427,783  453,805  
24 Construction 7,191,625  4,252,952  9,797,776  14,017,999  9,139,532  16,777,262  8,004,502  10,476,054  
25 Transport, storage, postal & Telecommunications services 9,128,258  7,962,225  12,024,398  16,140,806  19,273,771  17,727,769  7,009,711  10,107,865  
26 Wholesale, retail trade and catering service 14,009,763  5,560,109  13,945,603  30,647,276  21,870,601  23,505,415  6,074,294  12,760,698  
27 Other Services 19,353,809  23,622,539  30,273,029  50,656,208  39,921,319  42,482,147  17,140,936  26,014,569  
 








Table B.18: Sector classification, regional value-added in China industry, 2007 
Year = 2007 (Unit: 10 thousand RMB, 2002 price) Northeast North 
Municipalities 
North Coast Central 
Coast 
South Coast Central Northwest Southwest 
Sector Name 
01 Agriculture 20,890,707 2,065,400 32,070,766 20,455,558 21,024,093 52,313,285 17,849,644 32,948,868 
02 Coal mining and processing 1,742,803 914,290 4,808,285 462,946 213,725 11,662,501 4,861,447 2,530,148 
03 Crude petroleum and natural gas products 7,066,910 2,535,740 3,733,278 243,320 1,829,177 1,443,771 6,794,529 1,093,041 
04 Metal ore mining 1,437,148 48,907 2,994,322 214,512 674,992 2,853,368 1,407,740 1,219,145 
05 Non-ferrous mineral mining 1,083,162 99,542 2,553,416 1,474,605 1,410,595 3,453,974 700,683 1,548,174 
06 Manufacture of food product and tobacco processing 8,200,163 2,069,233 17,496,208 11,327,625 9,169,368 18,516,288 4,846,177 13,322,727 
07 Textile goods 712,043 287,595 10,639,219 20,309,906 5,327,015 5,098,369 1,136,113 1,242,110 
08 Wearing apparel, leather, furs, down and related products 1,578,051 544,558 5,453,726 14,516,372 12,123,114 3,419,454 183,190 986,490 
09 Sawmills and furniture 2,546,577 375,691 4,334,892 6,189,461 5,322,016 3,660,538 368,268 1,405,034 
10 Paper and products, printing and record medium reproduction 1,168,121 1,079,269 6,119,695 9,697,955 9,478,381 4,989,894 365,633 1,948,206 
11 Petroleum processing and coking 3,423,874 1,097,645 3,677,635 2,954,358 2,197,598 3,263,357 2,648,020 603,529 
12 Chemicals 7,040,106 3,190,515 19,359,980 34,085,949 14,603,887 14,564,143 3,555,883 7,382,152 
13 Non-metal mineral products 4,998,282 1,444,237 12,798,410 9,556,737 9,106,430 14,023,198 2,218,830 4,701,955 
14 Metals smelting and pressing 5,347,828 3,625,343 15,560,157 15,598,209 5,037,133 17,389,686 5,714,578 6,485,246 
15 Metal products 2,121,463 1,673,459 4,593,925 11,531,266 7,334,585 2,856,217 377,044 1,234,046 
16 Machinery and equipment 9,246,315 4,076,583 16,156,205 30,105,487 7,478,624 11,630,283 2,118,664 5,050,105 
17 Transport equipment 9,188,429 5,032,680 7,612,612 17,901,042 8,474,512 10,552,062 1,806,018 7,260,345 
18 Electric equipment and machinery 1,697,751 1,389,632 5,262,014 14,569,812 10,265,299 4,338,635 675,004 1,477,305 
19 Electric and telecommunication equipment 1,330,351 7,895,468 5,162,464 32,783,507 33,170,583 2,351,185 605,687 1,869,498 
20 Instrument, meters, cultural and office machinery 379,046 775,860 687,086 4,486,296 3,342,618 900,594 179,891 374,872 
21 Other manufacturing products 1,087,986 1,389,895 6,535,176 10,304,233 13,629,760 4,320,923 502,271 780,608 
22 Electricity, steam and hot water production and supply 6,188,378 4,333,980 9,469,020 16,254,075 12,192,413 15,035,886 6,325,631 8,110,164 
23 Gas and water production and supply 368,181 362,414 528,723 1,306,008 1,544,879 993,102 387,878 625,612 
24 Construction 9,809,820 6,346,695 12,141,332 40,280,274 12,761,000 23,232,165 7,873,401 12,379,195 
25 Transport, storage, postal & Telecommunications services 17,957,418 10,121,216 36,902,328 31,786,830 25,629,492 39,156,746 17,717,051 19,857,616 
26 Wholesale, retail trade and catering service 14,637,002 17,465,850 22,275,304 40,558,120 25,624,997 27,223,185 14,150,441 15,049,930 
27 Other Services 37,484,652 41,218,463 36,699,130 74,572,399 91,633,824 112,304,833 43,053,715 76,714,933 





Table B.19: Emissions, energy consumption, and electricity generation in Canada electricity sector, 
1995, 2005-2007 
 
1995 2005 2006 2007 
Total Emissions (Mt of CO2) 98.6 120.2 119.7 126.6 
Natural Gas 9.2 16.5 15.8 17.8 
Diesel Fuel Oil, Light Fuel Oil and Kerosene 0.7 0.4 0.4 0.4 
Heavy Fuel Oil 6.4 8.8 3.9 4.2 
Coal 81.9 92.1 95.1 100.5 
Hydro 0.0 0.0 0.0 0.0 
Nuclear 0.0 0.0 0.0 0.0 
Wood and Other 0.0 0.0 0.0 0.0 
Petroleum Coke, Still Gas, Coke and Coke Oven Gas 0.5 2.5 4.5 3.6 
     Total Energy Use (PJ)  3,622 3,828 3,848 3,950 
Natural Gas 182 329 316 356 
Diesel Fuel Oil, Light Fuel Oil and Kerosene 10 6 6 6 
Heavy Fuel Oil 84 118 52 57 
Coal 910 1,053 1,086 1,152 
Hydro 1,198 1,296 1,267 1,314 
Nuclear 1,180 920 996 954 
Wood and Other 53 75 71 67 
Petroleum Coke, Still Gas, Coke and Coke Oven Gas 6 30 54 44 
     Total Electricity Generated (GWh)  552,492 597,067 586,368 609,559 
Natural Gas 19,784 31,816 31,333 37,687 
Diesel Fuel Oil, Light Fuel Oil and Kerosene 1,056 787 916 834 
Heavy Fuel Oil 8,334 13,396 6,106 6,650 
Coal 81,563 102,436 100,828 108,091 
Hydro 332,705 360,026 351,936 364,879 
Nuclear 102,060 79,548 86,165 82,501 
Wood and Other 5,049 7,159 6,726 6,408 




Appendix C Unit consumption approaches and their linkages 
In the literature, ODEX, composite index (CI) and energy efficiency index (EEI) 
are three approaches to aggregating energy intensity changes using physical or mixed 
activity indicators. ODEX uses sub-sector energy intensity indicators with different 
units to construct a composite energy efficiency index (ODYSSEE, 2009). 
Mathematically, it is defined as a ratio between the actual total energy consumption of 
the comparison year (t) and the sum of fictive energy consumption of each sub-sector 
that would have been observed in year t if the unit consumption, i.e. energy intensity, 


















The notations are consistent with the definition in Section 2.3. ODEX can also be 
expressed as a weighting average of the unit consumption index of each sub-sector, 
which is the changes of the unit consumption in ratio form, with a weight based on the 


















i EE  is the share of product i in the total energy consumption in year t. 
Equations (C.1) and (C.2) are equivalent and both follow the concept of the Paasche 
index in the ratio form. 
The composite index (CI) as given in Nanduri et al. (2002) is defined as a 

























i UCUCUC   is the change in physical energy intensity from year 0 to 





1  (C.4) 
CI and ODEX are the same type of unit consumption approach expressed in additive 
form and multiplicative form respectively.  
The energy efficiency index (EEI) is often defined as the ratio of total energy 
consumption in year t and the consumption that would be required to produce the 
amount of physical products in year t if the unit consumption of each product is frozen 















EEI  (C.5) 
where  
refiii
QESEC   is a reference unit consumption of product i. From Eq. (C.5) 
and Eq. (C.1) and when the actual unit consumption of year 0 is selected, i.e.
000
iiii UCQESEC  , the results given by EEI and ODEX are the same. Generally, 
EEI can be treated as a general parameter Laspeyres index. 
A problem in applying physical indicators in industrial energy IDA is the non-
homogeneous of industrial products. It is generally impossible to aggregate process 
level production to give the sub-sector production and then sector production. To solve 
this problem, Farla et al. (1997) define a physical production indicator to aggregate 
process level physical output. The physical production indicator (PPI) is calculated as 
a weighted sum of all the products where the weight of product i is frozen at a 






i SECQPPI  (C.6) 
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  (C.7) 
Since EEI is expressed as a ratio of energy consumption over aggregate physical 




Appendix D Supplementary discussion of Chapter 2 
D.1 Different measures of industrial activity in IDA 
In industrial energy studies using IDA, monetary activity indicators are widely 
used. To remove price changes, current monetary activity value is deflated to give 
constant price value. Ma (2010) examines the application of national GDP deflator to 
individual activities at the sector level and shows that using more disaggregated sector 
price deflators, instead of the uniform GDP deflator, gives better measures of constant 
price sector activity indicators. Similarly, deflating the monetary value of a specific 
product by the sector deflator assumes a uniform price for all the products and fails to 
account for the heterogeneous nature of individual products. In practice, the price 
index used is usually calculated based on a basket of commodities and the adjusted 
monetary value may not give a good proxy for the physical production change.   
Differences are therefore inevitable between the decomposition results obtained 
using physical production data and those using monetary activity data at constant price. 
When the latter are value added, the differences may come from two sources. First, 
trends in economy affect the prices of inputs and outputs differently. Separate deflators 
are normally not used to account for these differences. Second, changes in value added 
depend on productivity, i.e. output against the material input, labor cost and operating 
cost. An improvement in productivity by using less input material to produce the same 
amount of physical output will increase the value added. Changes in energy 
consumption per unit value added are therefore affected by price fluctuations and 
productivity as well. In short, based on value added, the activity and structure effects 
are easy to interpret as they are linked to GDP growth and structure. The intensity 
effect, however, is not a good proxy for technical energy efficiency change since it is 
also affected by productivity and price fluctuations.  
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The IR and AR approaches can be applied to incorporate physical activity 
indicators. In the AR approach, a quantity index is constructed to replace the monetary 
value change to estimate the activity effect, as shown in Eq. (2.12a) or Eq. (2.13a). The 
production of different sub-sectors may be measured in different physical units. The 
quantity index aggregates their ratio changes and hence captures the effect of changes 
in physical production. The structure effect, given by Eq. (2.12b) and Eq. (2.13b), is 
the weighted sum of the production changes of individual sub-sector relative to the 
aggregate production change of the whole sector. If the production growth of a specific 
sub-sector is higher than the aggregate production growth, the proportion of the sub-
sector will increase and vice versa. This is an alternative way to explain changes in 
activity mix, i.e. the structure effect captures the impact of changes in activity mix 
measured in terms of the physical production change of individual sub-sectors. The 
physical intensity effect, given by Eq. (2.12c) and (2.13c), depends purely on changes 
of energy consumption to produce one unit of physical production.  
In empirical studies three different cases with respect to activity indicator data are 
normally encountered: (1) Only monetary activity data are available, (2) both physical 
and monetary activity data are available for all sub-sectors, and (3) monetary activity 
data are available for all sub-sectors but physical activity data for some. In Case 1 and 
with reference to Fig. 2.1, I apply the monetary-based IDA approach. In Case 2, either 
IR or AR approach may be applied depending on the analyst’s preference. Case 3 is 
conceptually more complex and I introduce the concept of “product value” of a sub-
sector or product which is given as the ratio of its monetary value such as value added 
to physical production. For a sub-sector where monetary activity measure is applied, I 
may assume that its “product value” does not change over time, i.e. the same relative 
change for monetary output and physical output. Application of the IR and AR 
approaches leads to decomposition results the same as those given by the conventional 
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monetary-based IDA, where the dematerialization effect in the IR approach is null. 
Hence in Case 3 I can assume no change in the “product value” for sub-sectors where 
physical data are unavailable and use physical activity data for sub-sectors where such 
data are available, and apply either the IR or AR approach to the entire sector.   
D.2 Ratio change form versus difference change form in activity revaluation 
Equation (2.6) measures the aggregate quantity change as a ratio which is 
consistent with the multiplicative decomposition scheme in the index number theory. 
An aggregate change can also be measured as a difference and based on additive 
decomposition. In this case and for the OEE procedure in Section 2.3.2, the activity 

































































 is the Laspeyres quantity indicator of product i generated by an additive 
IDA scheme and 
LQ
~
 is the quantity indicator for all the products. As in Section 2.4, I 
can replace the Laspeyres quantity indicator by an indicator based on the additive 
logarithmic mean Divisia (A-LMD) method in the LMDI framework. The activity 

















































 are respectively the quantity indicator of product i and the 
aggregate quantity indicator generated by the A-LMD method. The corresponding 
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Using the data of the case study of Chapter 2 and different activity revaluation 
procedures in Step 1 but the same IDA method, additive LMDI, in Step 2, I obtain the 
results in Table D.1. The AR(A-LMD) results are based on Eqs. (D.5)-(D.7) with 
activity revaluation taking the additive form, while the AR(M-V) results are based on 
Eqs. (2.12a)-(2.12c) with activity revaluation taking the multiplicative form. It can be 
seen estimates of all the effects, including the intensity effect, are dependent on the 
activity revaluation procedure.  
Table D.1: Results of the AR approach using different activity revaluation procedures, (PJ) 
 AR(A-LMD) AR(M-V) 
   Activity effect 292.74 294.50 
   Structure effect -94.80 -78.75 
   Intensity effect -219.03 -236.84 
Further analysis shows that activity revaluation using the multiplicative form is 
preferred to the additive form for three reasons. First, the intensity effect given by 
AR(M-V) represents the true physical intensity effect. From Table B.3, I obtain the 
1995 and 2005 physical energy intensities of the 18 sub-sectors. Aggregating the 
energy intensity changes over the 18 sub-sectors using the additive LMDI method 
gives the aggregate physical intensity change of -236.84 PJ, which is identical to the 
intensity effect estimate given by the AR(M-V) approach.
86
 The intensity effect 
estimate given by AR(A-LMD), however, is different from the aggregate physical 
                                                 
86 It can be shown that, irrespective of the index number for adjusting the activity indicator, this property holds as long as 





 As a result, it is difficult to extend the unit consumption approach 
to the AR approach that adopts the additive scheme in activity revaluation. Second, 
with multiplicative activity revaluation, only the aggregate quantity index is applied to 
adjust the activity and structure effects. The physical meanings of the three effects are 
explicit and as discussed in Section 2.4. With additive revaluation, I revalue the 
activity indicator of sub-sectors individually using Eq. (D.3) and the aggregate 
production level is a straightforward summation of the sub-sector values. The physical 
meanings of the three effects derived from Eqs. (D.5)-(D.7) are non-intuitive. Finally, 
activity revaluation is conceptually the same as separating price change from changes 
in the commodity value in the index number theory. Unlike IDA where both additive 
and multiplicative decomposition schemes are as widely applied, multiplicative 
scheme is the norm in index number problem.   
D.3 Applicability of IDA methods in the AR approach 
In the AR approach, two steps are involved to obtain the decomposition results of 
the activity, structure and intensity effect. Whether or not an IDA method is applicable 
to the AR approach depends on its feasibility to find an appropriate quantity index for 
the activity revaluation procedure in Step 1 and formulate meaningful explanatory 
effects, see for example Eqs. (2.7)-(2.9) for the LMDI method, for the energy 
decomposition procedure in Step 2. Further investigation shows that the quantity index 
is directly feasible for Laspeyres, Paasche and Fisher method. This also means quantity 
index for S/S method is not directly feasible. However, S/S is also treated as the 
equivalent of the additive form of the Fisher method which makes the quantity index 
for Fisher method an appropriate equivalent of the quantity index for S/S method. As 
                                                 
87 This finding is consistent with that reported in Cahill and Ó Gallachóir (2012) in which energy use in the Irish industry is 
decomposed using the IR approach and the AR approach with activity revaluation using Eq. (D.3). With the finding that the 
energy intensity effect given by AR(A-LMD) is not the same as aggregating changes in subsector unit consumption, they conclude 
that the IR approach is better than the AR approach.  
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to formulating meaningful effects in Step 2, the formulae of activity, structure and 
intensity effects based on Divisia-based method are directly feasible for both additive 
decomposition scheme and multiplicative decomposition scheme, while for the 
Laspeyres-based method, only multiplicative decomposition scheme can be formulated 
directly. Since there are one-to-one relationships between the additive form and 
multiplicative form of the Laspeyres method and the Paasche method, the formulae of 
additive decomposition scheme of these two IDA methods can be derived by 
transforming from the multiplicative effects. Although S/S is treated as the equivalent 
of the additive form of the modified Fisher method, there is no one to one relationship 
between the modified Fisher method and the S/S method. Further investigation shows 
that the S/S method is not applicable to the AR framework as it cannot obtain 
meaningful intensity effect which should be relevant to the physical intensity change. 
This could be attributed to the fact that the S/S method equally distributes the 
interaction terms to all the explanatory effects. Changes in the number of explanatory 
factors in a decomposition model will affect the final decomposition result. A 
summary of the applicability of the AR approach in different IDA methods is given in 
Table D.2. 
Table D.2: Applicability of the AR approach in the popular IDA methods 
IDA methods Additive decomposition Multiplicative decomposition 
Laspeyres Transformation needed Directly feasible 
Paasche Transformation needed Directly feasible 
Fisher - Directly feasible 
Shapley/Sun Not feasible - 
LMDI Directly feasible Directly feasible 




Appendix E Results for different decomposition levels  
Based on a specific energy data hierarchy and taking structure effect as an 
example, an effect obtained at the finest level is linked to those calculated at different 
















str RREE    (E.2) 
where k1,-k
strR  is the subgroup structure effect from disaggregate level k-1 to level k in 
multiplicative decomposition, and k1,-k
strR  is the subgroup effect in additive 
decomposition. Similar relationships exist for intensity effects. Based on the above, the 
formulae for structure effect and subgroup effects for the general parametric Divisia 
methods and the Laspeyres method are shown in Table E.1. Because of this property, 
the physical meaning of subgroup effects is consistent with the original definition of 
structure effect.
88
 A limitation of this approach is that the subgroup effect is difficult 
formulate for exact decomposition methods such as LMDI, Shapley/Sun, and Fisher.  
Table E.1 Summary of formulae in Eq. (E.1) and Eq. (E.2) by general parametric methods 
Method General parametric Divisia method Laspeyres method 
Multiplicative 
0,1
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Additive 
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Note: )//(/ 00,,00, EEEEEEp iTTiiii   and )(
~
0,,0, iTiiii EEEp    are the general parametric functions for multiplicative and 







j RRk  and 
1,2
,
~  kk strj
k-1,k
j Rk  are the weighting function of subgroup effects from level k-1 and level k for the 
Laspeyres method. Other notations are the same as in Chapter 4. 
                                                 
88 For example, the subgroup structure effect between level 1 and level 2 indicates the activity shifts of level 2 sectors within its 
level 1 group. 
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Appendix F IDA studies applied to carbon emissions 
The 80 publications in Table F.1 are mainly application studies; studies dealing 
mainly with methodology are rare. This feature is consistent with that in energy IDA 
studies. Columns 1 and 2 give the basic information of the studies, including the 
country or geographical region studied. Columns 3 to 6 are methodology-related, i.e. 
the emission aggregate considered, whether it is in absolute change or in the form of 
per unit output change, whether additive or multiplicative decomposition approach is 
adopted, the decomposition method used, and the activity indicator and the factors 
included in the IDA identity. Columns 7 to 9 provide information on application, i.e. 
the emission sector and time period studied, and the number of specific cases for 
which decomposition was performed and the results were presented. Each of these 
cases will be referred to as a decomposition case or simply a case. In Column 9 only 
those decomposition cases dealing with CO2 emissions are considered. Publications 
with no numerical analysis or dealing with other GHG emissions are excluded and 
denoted with “N.A.”. More details about decomposition cases and their selection are 






Table F.1 Main features of IDA studies applied to emission studies, 1991-2013 
















     C I Add Mul  Method $ B Pop act str int fmx emi oth Total Ind Tra R/S Ele Ew Oth     
1 Torvanger (1991) OECD-9 ×     × AMDI ×     × × × × ×   6 ×           1973-1987 18 
2 Golove and Schipper (1996) USA ×     × LASP ×     × × × ×   4 ×           1958-1991 3 
3 Lin and Chang (1996) Taiwan ×   ×   Divisia ×     × × × × ×   5 × × ×   × × 1980-1992 1 
4 Scholl et al. (1996) OECD-9 ×     × LASP   ×   × × × ×   4   ×         1973-1992 9 
5 Shrestha and Timilsina (1996) 12 Asia countries    × ×   AMDI   ×       × × ×   3       ×     1980-1990 12 
6 Ang and Choi (1997) Korea   ×   × LMDI ×       × × × ×   4 ×           1981-1993 1 
7 Ang and Pandiyan (1997) 
China, Korea, 
Taiwan 
  ×   × 
Divisia, 
LASP 
×       × × × ×   4 ×           1980-1993 3 
8 Golove and Schipper (1997) USA ×   ×   LASP ×     × × × × ×   5         ×   1960-1993 3 
9 Lakshmanan and Han (1997) USA ×   ×   LASP   ×   × × × ×   × 5   ×         1970-1991 N.A 
10 Schipper et al. (1997) OECD-10 ×     × LASP   ×   × × × × ×   5 × × ×   ×   1973-1991 50 
11 Sheinbaum and Rodríguez (1997) Mexico ×   ×   LASP ×     × × × × ×   5 ×           1987-1993 1 




  ×   ×   × × ×   4       ×     1985-1990 1 
13 Greening et al. (1998) OECD-10   ×   × AWD ×       × × × ×   4 ×           1971-1991 30 
14 Krackeler et al. (1998) OECD-13 ×     × LASP ×     × × × × ×   5     ×       1973-1995 13 
15 Shrestha and Timilsina (1998) Tailand, Korea   × ×   AMDI   ×     × × × ×   4       ×     1985-1995 N.A 
16 Sun and Malaska (1998) 
Developed 
countries 
  × ×   S/S ×       × × ×   3         ×   1980-1994 48 
17 Greening et al. (1999) OECD-10   ×   × AWD   ×     × × × ×   4   ×         1970-1993 30 
18 Sun (1999) 
OECD-24 
aggregate 
×   ×   S/S ×     × × × ×   4         
 
× 1960-1995 N.A 




  ×   × AMDI ×       × × × ×   4 
  
    ×   1971-1994 N.A 
20 Liaskas et al. (2000) EU ×   ×   LASP ×     × × × ×     4 ×           1973-1993 26 
21 Mazzarino (2000)Mazzarino (2000) Italy ×   ×   LASP     × × × × ×   × 6   ×         1980-1995 N.A 
22 Nag and Kulshreshtha (2000) India   ×   × AMDI ×       × × × × × 3 vs. 6       × ×   1974-1994 6 






















     C I Add Mul  Method $ B Pop act str int fmx emi oth Total Ind Tra R/S Ele Ew Oth     
24 Greening et al. (2001) OECD-10   ×   × AWD     ×   × × × ×   4     ×       1970-1993 30 
25 Hammar and Lofgren (2001) Sweden ×   ×   AMDI ×     × × × × × × 6 ×           1976-1995 N.A 
26 Murtishaw et al. (2001) IEA-8   ×   × AWD ×       × × × ×   4 ×           1973-1994 N.A 
27 Schipper et al. (2001a) IEA-13 ×     × AWD ×     × × × × ×   5 ×           1973-1994 13 
28 Albrecht et al. (2002) 
Belgium, UK 
France, Germany  
×   ×   S/S     × × × × × × 5 
   
  × 
 
1960-1996 4 










× × 3 




30 Kim and Worrell (2002a) 
Brazil, China, 
Korea, USA 
× × ×   Divisia   ×   × × × × × × 6 ×           1988-1995 N.A 
31 Kim and Worrell (2002b) 7 countries ×   ×   Divisia ×     × × × × ×   5 ×           1986-1994 N.A 
32 Ozawa et al. (2002) Mexico ×   ×   Divisia ×     × × × × ×   5 ×           1970-1996 N.A 
33 
Bhattacharyya and Ussanarassamee 
(2004) 
Thailand   ×   × LMDI ×       × × ×     3 ×           1981-2000 3 
34 Greening (2004) OECD-10   ×   × AWD   ×     × × × × × 4 vs. 5   ×         1970-1993 30 
35 Paul and Bhattacharya (2004) India ×   ×   S/S ×     × × × ×   4 
  
    × 
 
1980-1996 3 
36 Nag and Parikh (2005) India 
 
×   × Divisia 
 
×     × × × 
 
× 5 




37 Wu et al. (2005) China ×     × LMDI ×     × × × × × × 12         ×   1996-1999 3 
38 Ebohon and Ikeme (2006) SSA region   × ×   S/S ×       × × ×   3         
 
×  1971-1998 N.A 
39 Lise (2006) Turkey   × ×   S/S     ×   × × × × 4         ×   1980-2003 2 
40 Steenhof et al. (2006) Canada ×     × LASP   ×   × × × ×     4   ×         1990-2003 1 
41 Diakoulaki and Mandaraka (2007) EU-14 ×   ×   S/S ×     × × × × ×   5 ×           1990-2003 28 
42 Fan et al. (2007) China   ×   × AWD ×       × × × ×   4 ×           1980-2003 2 




× × × × × × 5 




44 Liu et al. (2007) China ×   ×   LMDI ×     × × × × ×   5 ×           1998-2005 1 
45 Steenhof (2007) China   ×   × LASP   ×     × × × 
 
× 5       ×     1980-2002 2 




  ×   1970-2006 4 
47 Malla (2009) 
Asia-Pacific and 
North Amercia 
×   ×   LMDI   ×   ×   × × ×   4       ×     1990-2005 14 
48 Papagiannaki and Diakoulaki (2009) Greece, Denmark ×   ×   LMDI     × × × × × × × 8   ×         1990-2005 N.A 
49 Shrestha et al. (2009) Asia-Pacific   ×   ×   LMDI ×     ×   × × × × 5       ×     1980-2004 45 






















     C I Add Mul  Method $ B Pop act str int fmx emi oth Total Ind Tra R/S Ele Ew Oth     





×     × LMDI     × × × × × × × 6   ×         1980-2005 N.A 
52 Timilsina and Shrestha (2009b) 12 Asia countries  ×     × LMDI     × × × × × × × 6   ×         1980-2005 N.A 
53 Tol et al. (2009) USA ×     × AMDI     × × × × × × 6         ×   1850-2002 N.A 
54 Zhang et al. (2009a) China × × ×   S/S ×     × × × ×   4         ×   1991-2006 1 
55 Zhang et al. (2009b) China ×   ×   S/S ×     × × × ×   4 
  




Bhattacharyya and Matsumura 
(2010) 
EU-15   ×   × LMDI ×       × × ×   3         ×   1990-2007 N.A 
57 Löfgren and Muller (2010) Sweden ×   ×   LMDI ×     × × × ×   4 
  
    ×   1993-2006 1 






× × × × 
 
4 




59 Sheinbaum et al. (2010) Mexico ×   ×   LMDI ×     × × × ×   × 6 ×           1970-2006 N.A 
60 Vinuya et al. (2010) USA ×   ×   LMDI     × × × × × 4         ×   1990-2004 N.A 
61 Zhao et al. (2010) Shanghai ×   ×   LMDI ×     × × × ×   4 ×           1996-2007 N.A 




× LMDI × 
  
× × × × × 
 
5 × 
     
1980-2008 3 
63 de Freitas and Kaneko (2011a) Brazil ×   ×   LMDI     × × × × × × × 10 




64 de Freitas and Kaneko (2011b) Brazil ×     × LMDI     × × × × × × × 6 






65 Kumbaroğlu (2011) Turkey ×   ×   S/S   ×   × × × ×   4 × × × ×   × 1990-2007 4 
66 Liu et al. (2011) China ×   ×   LMDI     × × × × × × × 6           × 1999-2004 N.A 
67 Mendiluce and Schipper (2011) Spain ×     × LMDI   ×   × × × ×     4   ×         1990-2008 4 
68 Schipper et al. (2011) USA ×   ×   
LASP, 
LMDI 
  ×   × × × × × × 6   ×         1960-2008 8 
69 Sheinbaum et al. (2011) 5 Latin countries × 
  
× LMDI × 
  
× × × × 
 
4 










× × × × × × 6 









   
× × × × 5 




72 Wang et al. (2011) China ×   ×   LMDI     × × ×   ×   × 6   ×         1985-2009 N.A 






× × × × 
  
4 × 
     
2004-2008 N.A 
74 Zhang et al. (2011) China ×   ×   LMDI ×     × × × ×     4         ×   1995-2009 1 
75 Chong et al. (2012) China × 
 
× × LMDI 
  
× × × × × × 5 




76 Hammond and Norman (2012) UK ×   × 
 
LMDI ×     × × × × × 
 
5 × 























     C I Add Mul  Method $ B Pop act str int fmx emi oth Total Ind Tra R/S Ele Ew Oth     






× × × 
 
3 



















× × × × × × 9 




80 Zhang et al. (2013) China ×   ×   LMDI × 
  
× × × × × × 6 




1. The letters “C” and “I” stand for aggregate emission change and aggregate emission intensity change respectively. 
2. The abbreviations “Add” and “Mul” stand for additive and multiplicative decomposition schemes respectively. 
3. The symbol “$” and abbreviation “Pop” indicate that a monetary indicator and the population are used as the activity indicator respectively, while the letter “B” indicates that the best or 
most appropriate activity indicator for the application area is employed as is generally agreed. For example, this means passenger-km is used for passenger transportation, tonne-km for 
freight transportation, and kWh of electricity generation for the electricity generation sector. 
4. The abbreviations “act”, “str”, “int”, “fmx”, and “emi” refer to the various effects in the decomposition identity, i.e. activity, structure, energy intensity, fuel mix, and emission coefficient 
effects, respectively. Other effects used are treated as “oth”. 
5. The abbreviations “Ind”, “Tra”, “R/S”, “Ele”, and “Ew” respectively refer to the following sectors: industry, transportation, residential and service, electricity generation, and economy-wide. 
The abbreviation “Oth” includes some other sectors such as agriculture. 
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Appendix G Country plots for Section 7.3 
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