The variations in exchange rate, especially the sudden unexpected increases and decreases, have significant impact on the national economy of any country. Iraq is no exception; therefore, the accurate forecasting of exchange rate of Iraqi dinar to US dollar plays an important role in the planning and decision-making processes as well as the maintenance of a stable economy in 
1-Time series [ ]
Time series is a sequence of observations of a specific phenomenon throughout a previous time period. Usually, these observations are dependent and organized according to time. Time series can be classified to two types: stationary and non-stationary time series. The word stationary refers to the absence of growth in the data meaning that the data fluctuate around a constant level without any increasing or decreasing trend. Therefore, time series can be stationary if it has the two following conditions: a. mean stationary
b. variance stationary ( ) ( )
In practice, most of time series, especially economic series, are non-stationary and difficult to model. Therefore, series that are not mean stationary can be transformed to stationary by taking the differences of d degree as follow:
Where L is the backshift operator. The degree of differences usually equals to 1 or 2.
The model of time series is a function that relates the current value of time series to the past values and adds the random error. This model is divided to three types:
A. Autoregressive models [ ] These models are often referred to as AR(p) and can be written in the following formula: If the time series is not mean stationary, appropriate number of differences can be taken to accomplish stationary in the mean. If the time series is not variance stationary, specific transformations can be taken, such as the log or the square root, to accomplish stability. In the second phase, the model is estimated using one of the estimation methods, such as Ordinary Least Square method, moments method, the conditional maximum likelihood, and the exact maximum likelihood method.
In the third phase, the randomization of residuals of the estimated model is examined by plotting the autocorrelation function of the residuals or applying the future values of the studied phenomenon using the following formula:
where l represents the length of the forecasted time period. Neural networks are divided to two types including single layer and multiple layer networks. The single layer network does not have the hidden level and contains one layer of weights that connects the input level to the output level. when applying the input signal in this type of network, we can obtain the output signal through the following formula:
3-Artificial neural networks
Where
As for multi-layer networks, it has the ability to solve more complex problems because it contains the hidden level with one hidden layer or more. The output signal is obtained in this type of networks as follows
Where:
M: number of layers 
Which can be written as a matrix
2-Backward Propagation Stage
[ ] In this stage, the sensitivities is calculated from the last layer, which represents the output layer, to the first layer throughout the hidden layers. Sensitivity M in the last layer M can be calculated using the following formula:
While sensitivity in the hidden layer m, where m= 1,2, …, M-1, can be calculated using the following formula:
: weights matrix of the layer m+1
3-Updating weights stage [ ]
After passing the feed forward propagation and the Backward Propagation stages, the stage of updating the weights and biases begins using the following formulas:
Where 1-In case of not using the momentum:
4-Data
The data used in this study is a time series of exchange rate of Iraqi dinar to the US dollar and was provided by 
5-Box-Jenkins methodology application The first stage: identification
The time series of the exchange rate data was plotted as shown in figure (1) below By looking at figure (1), we notice that the data Y t does not fluctuate around constant level, and it takes a decreasing trend which indicates that the time series is not mean stationary and not variance stationary.
To check the accuracy of results about the stationary of the time series in the mean, autocorrelation function and partial autocorrelation function were plotted for the raw data as shown in figure (2) below. By looking at figure (2), we notice that the autocorrelation function is slowly decreasing toward the zero and does not cut after the first and the second lag, which indicates that the raw data is not mean stationary.
To increase accuracy in the results about the stationary of the time series in the variance, ADF, P.P, and KPSS tests were applied as shown in By checking the P-value of each model of the estimated models for both tests ADF and P.P at 0.05 significance level (alpha), we accept the null hypothesis and concluded that the time series has unit root meaning that it is not variance stationary. In addition, through ADF test, we concluded that the time series needs to take differences.
By comparing the calculated value of KPSS test statistic to the critical value, we accept the alternative hypothesis, which means that the time series is not variance stationary.
It becomes clear from the results of ADF, P.P, and KPSS tests of the transformed data, shown in table (3) below, that the time series is variance stationary. In addition, the results of
From the results of plots and tests, we conclude that the time series is not mean stationary and not variance stationary. Therefore, the log transformation was applied then the first difference was taken to accomplish stationary in the series in the variance and the mean respectively as shown in figure (3) which shows that the autocorrelation function of the transformed data is cut after the first lag, which indicates that the time series is mean stationary.
ADF indicate that the series does not need to take anymore differences, which indicates that the series is mean stationary. 
The third stage: Diagnostic Checking
To ensure the efficiency of ARIMA (1,1,0) model in representing the data, the model residuals were tested by calculating and plotting the autocorrelation function of the residuals as shown in figure (4) and table (6) .
By looking at figure (4) and table (6), we notice that all autocorrelation cofficients of the model residuals fall within trust limits and do not significantly differ from zero, which indicates that the residuals represent the white noise. 
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6-Artificial neural network methodology application
The main step in designing the neural network model of a specific time series is determining the number of input variables. Based on the results of Box-Jenkins methodology that showed ARIMA (1,1,0) model as the best model to represent the data, we conclude that the input variables include the Y t-1 only. Therefore, the number of input nodes equal to one. Because the goal here is to predict one-step-a head, one.
output node was set in the output layer, which include one variable Y t . In addition, one hidden layer was determined for the hidden level. By choosing backpropagation algorithm to train the network, a 0.5 learning speed and 0.9 momentum were selected, and we include 100% of the data for the training due to the small sample size.
Because there is no constant rule to select the activation functions in both the hidden and output layers, 5 models including ANN(1), ANN(2), ANN(3), ANN(4), and ANN(5) were built with different activation functions as shown in table (8) . Based on the activation function in the output layer of each model, the processing formula was determined. The number of hidden nodes in each models were also determined based on the try and error approach and the following formulas:
Number of hidden nodes = R Number of hidden nodes = 2R
Number of hidden nodes = 2R +1
Where R represents the number of the input nodes.
To increase the accuracy of the results, LjungBox test was applied on the model residuals as shown in table (7) below. Regardless the number of the hidden nodes, by examining table (8) and based on MSE, MAE, and MAPE criteria, the best model among the designed models is ANN (3). Therefore, we conclude that the best activation function for the hidden layer is the bipolar function and the linear function for the output layer. In addition, by testing the third model, it is apparent that the best number of nodes for the hidden layer is 2.
Therefore, we conclude that the best formula to determine the number of hidden nodes is 2R.
Based on the third model ANN (3) with 2 nodes and constant requirements of the other network except the sample size, data was divided to two sets including the training and the testing with specific portions as shown in table (9) . The network was retrained again and the results are shown in table (9) .
By examining table (9), we conclude that the inclusion of all the data in the training leads to the lowest potential error. This is clear through the MSE criterion that reach its lowest value when 100% of the data is included in the training, which indicates a safe primary selection of the data size.
Based on the third model with 2 hidden nodes and constant network requirements except the momentum value, different models were designed with different momentum values as shown in table (10) below. By examining table (10), we conclude that the momentum value affects the training time and the error calculated by the network. We also conclude that the best value of momentum that gives the lowest possible error at appropriate time with 0.5 learning rate is 0.6.
Based on the last modifications of the third model of the network, a comparison was conducted between the network training without data processing and the network training with data processing by using normalized formula . The results are shown in table (11) .
By examining table (11), we conclude that data processing is a crucial step before providing the network with data. This is apparent through the values of MSE, MAE, and MAPE criteria as shown in table (11) .
Therefore, the best model of the neural network that can be used in the estimation is the third model with 2 hidden nodes and 0.6 momentum at 0.5 learning rate.
By comparing the calculated values of MSE, MAE, and MAPE for both models ARIMA (1,1,0) and AAN (3) using Box-Jenkins and the neural network respectively, we conclude that the best methodology in forecasting the exchange rate is Box-Jenkin methodology as shown below.
7-Conclusions:
1-The series of exchange rate of Iraqi dinar to the US dollar is non-stationary in the mean and the variance. 2-The best model in forecasting the exchange rate using Box-Jenkins methodology is ARIMA (1,1,0) . 3-The best model of the artificial neural network to forecast the exchange rate using backpropagation algorithm is the network designed with one variable ( ), hyperbolic activation function in the hidden layer and linear activation function in the output layer, learning rate of (0.5 ), (0.6 ) momentum, and two hidden nodes in one hidden level. 4-Based on the MSE, MAE and MAPE criterion, it is apparent that Box-Jenkins methodology is better than the neural network in forecasting the exchange rate of Iraqi dinar to the US dollar.
8-Recommendations:
1-Compare the backpropagation network and the Jordan or Elman network in predicting the exchange rate.
2-Apply the hybrid methodology to predict the exchange rate. Then compare the hybrid model and the pure neural network model to choose the best. 
