We construct an approximate Green's function for L γ := ∇ · γ(x)∇u(x), which belongs to a class of Fourier Integral Operators (FIOs) associated to two canonical relations. This leads to analysis of the composition of two FIOs, associated to a canonical relation with a zero section problem. The resulting composition is a sum of two FIOs, each associated to two intersecting canonical relations.
Introduction
The first goal of this article is to explicitly construct a Green's function for the divergence form operator occurring in the conductivity equation:
where γ(x) is assumed to be a real-valued conductivity, bounded below and above by a positive constant, and u respresents a scalar-valued electrical potential. One instance in which finding an explicit form of the Green's function is necessary is for an application in medical imaging. In particular, consider a model class of hybrid inverse problems, in which the goal is to determine the unknown log-conductivity σ in:
in a domain Ω from boundary conditions:
and an internal functional, available for all of Ω, which often takes the form:
F (x; σ) = e σ |∇u(x; σ)| p , 0 < p ≤ 2.
In particular, when p = 1, the problem arises in Current Density Impedance Imaging (CDII) or Magnetic Resonance Electrical Impedance Tomography (MREIT). When p = 2, the problem models Ultrasound Modulated Electrical Impedance Tomography (UMEIT). Kuchment and Steinhauer [8] study the nonlinear map σ → F (σ), and its linearization at a smooth base point σ 0 . They show that the Fréchet derivative of the nonlinear map satisfies the equation:
where v solves the boundary value problem:
They show that this map is Fredholm, or semi-Fredholm, depending on p, when the assumed background log-conductivity σ 0 is in C ∞ . The assumption that the background conductivity is C ∞ is physically unrealistic, because the body or an industrial part contains many quite varied organs and tissues or components. One would not expect the conductivity to change smoothly across their boundaries. Furthermore, even within an organ, there are often microstructures not consistent with modeling by C ∞ physical parameters.
To achieve the greatest generalization, one would allow γ = e σ to be in L ∞ , bounded below by a positive constant. However, restricting γ to a conormal class is still a good first step to generalizing the prior results. The Green's function becomes essential for solving the non-homogeneous equation (6) for v, which is a key input for the linearized map (5) .
The Green's function exists by reason of abstract functional analysis ( [9] , Theorem 2.3). However, for the scale of hybrid problems in medical imaging, discussed above, we need a fairly concrete realization. This article provides an explicit construction when γ is restricted to be a conormal distribution. In particular, we assume γ can be written as a conormal distribution of order µ < −1 for S, where S is a codimension one submanifold of R n with defining function h(x) = 0. This means, we can write:
γ(y) = e ih(y)·θ a µ (y, θ)dθ, a µ ∈ S µ (R n × R 1 \ 0),
where a µ is a standard Hörmander symbol of type ρ = 1, δ = 0 [7] . A conormal distribution for S implies smoothness away from S, while the order on the symbol µ < −1 means γ is continuous across the interface S, but is in C 0,ǫ (Ω) for ǫ = −µ − 1. For the explicit construction of the Green's function, we break up L γ into a sum of five operators, L γ = A 
In the above expression A 2 ∈ I µ+ 5 2 (C Σ ), a standard Fourier integral operator (FIO), associated with the canonical relation, represented by the flowout of T * R n | S by the Hamiltonian vector field H h = −∇h · ∂ ∂ξ , namely, C Σ = {(x, ξ, y, η)|x = y, η = ξ − ∇h(x)t, x ∈ S, t ∈ R 1 , (ξ, t) ∈ R n+1 \ 0}.
The rest of the operators are Fourier integral operators associated to two cleanly intersecting canonical relations, [10] , [6] , [11] . More detail on these classes is provided in section 2. The construction of an approximate Green's function to L γ is done in two parts. First, we construct an approximate inverse B to A 
, which is smoothing on the scale of Sobolev spaces, as long as µ < −1. Therefore, the constructed B is indeed an approximate Green's function to L γ .
In section 4 we analyse the composition of two FIOs, associated to C Σ . This canonical relation C Σ can intersect the zero section both on the left (when ξ = 0) and on the right (when η = 0), but not both at the same time. The standard composition theorems assume canonical relations avoiding the zero section altogether, with an exception being [5] . We formulate and prove Theorem 4.1. The result of the composition is a sum of two FIOs, each associated to two canonical relations.
The paper is organized as follows. In section 2 we review the I p,l classes, in section 3 we construct the Green's function to L γ , and in section 4 we analyze the composition of FIOs associated to C Σ .
I p,l

Classes
Let S m denote the standard Hörmander symbols of type (1, 0) of order m ∈ R. A pure product type symbol of order m, m
, such that for all compact sets K, and all multi-indices α, β, γ,
where
2 is known as the Japanese bracket of ξ.
We define a Fourier integral distribution associated with two cleanly intersecting Lagrangians, as per Mendoza [11] . Although this is not the original definition given by Melrose and Uhlmann [10] , and Guillemin and Uhlmann [6] , it is equivalent. First we start with the definition of a multiphase function. Definition 2.1. Let Λ 0 and Λ 1 be two Lagrangians in T * R n \ 0, intersecting cleanly with excess e = k. Then for any λ ∈ Λ 0 ∩ Λ 1 , there exists a real-valued nondegenerate
which microlocally parametrizes the pair of Lagrangians. In particular, the full function φ(x, θ, σ) parameterizes the Lagrangian Λ 1 , and φ 0 (x, θ) = φ(x, θ, 0) parameterizes the Lagrangian Λ 0 . Definition 2.2. The Fourier integral distributions I p,l (X; Λ 0 , Λ 1 ), associated with the two Lagrangians Λ 0 and Λ 1 , are defined as all locally finite sums of expressions of the form:
over all possible multiphase functions parameterizing the pair of Lagrangians.
There is an iterated regularity characterization, due to Melrose (see [4] ), of Fourier integral distributions associated to two Lagrangians, although the orders p and l are not evident from this characterization. loc (X), such that for all M ∈ N, and all classical first order pseudodifferential operators P 1 , P 2 , ...
Note the following property from Guillemin and Uhlmann [6] , Proposition 6.2, used later in Chapter 3.
The authors also derive the following inclusions.
The last property means that on each of the two Lagrangians, away from the intersection, these classes behave just like Fourier integral distributions, associated with a single Lagrangian. Therefore, each one has a well-defined principal symbol in the sense of Hörmander. We will introduce a principal symbol in the sense of [6] , but first we need a few of their definitions. Their Definitions 5.1, 5.2, paraphrased with reindexing below, state what it means for a class of functions defined on X \Y to "blow up like homogeneous functions of degree r" at Y . First for X = R n and Y = 0 these are defined as follows:
for all multi-indices, α. We will say that f has a singularity of order r at 0 if, for every N ∈ N, there exists a sequence of homogeneous functions,
Now we describe the more general case, where X = R n , and Y is a submanifold of R n defined by the equations x k+1 = ... = x n = 0. Let y 1 , ..., y k denote the first k coordinates of R n , and t 1 , ..., t n−k the remaining n − k coordinates.
Definition 2.7. Let f be a smooth function on R n \Y . We will say that f has a singularity of order r along Y if, for every N ∈ N, there exists a sequence of smooth functions, f i (t, y), 0 ≤ i ≤ N, on R n \Y , each f i being homogeneous of degree r+i in t, and a smooth function g, such that f − g − N i=0 f i ∈ Θ r+N +1 as a function of t, uniformly in y. The space of all such f 's will be denoted by R r (X, Y ).
For a distribution u ∈ I p,l (X; Λ 0 , Λ 1 ), the Hörmander principal symbol on Λ 0 \ Λ 1 is denoted by σ 0 and on Λ 1 \ Λ 0 is denoted by σ 1 . Let k be the codimension of the intersection Σ = Λ 0 ∩ Λ 1 in either Lagrangian. The following proposition, which we use in Sections 3 and 4, is a rephrased Proposition 5.4 [6] , in order to avoid irrelevant technicalities concerning half bundles and Maslov densities. It defines the order of blowup, as the intersection is approached:
Guillemin and Uhlmann define a map α from the principal symbol to the leading term f 0 (t, y), which is their notion of principal symbol σ prin . They deduce that the leading terms of the two symbols are related by the Fourier transform, namely α(σ 1 ) = F.T. α(σ 0 ).
We continue with the definition of Fourier integral operators, associated with two canonical relations. Definition 2.9. Let X be a smooth manifold of dimension n x , Y be a smooth manifold of dimension n y . Let C 0 be a canonical relation, with C 0 = Λ ′ 0 ⊂ T * R nx+ny \ 0, where Λ 0 is a smooth conic Lagrangian, and let C 1 be a canonical relation, with
where Λ 1 is a smooth conic Lagrangian, and assume Λ 0 and Λ 1 intersect cleanly in codimension k. We say the operator A :
. Now that there is a notion of the principal symbol on either Lagrangian away from the intersection, we state a property, which we use over and over again in the construction of the Green's function in Chapter 3.
Green's Function Construction
In this section, we construct a Green's function for L γ = ∇·(γ(x)∇). The Green's function exists by reason of abstract functional analysis ( [9] , Theorem 2.3), but to be useful for the inverse problem, we need a fairly concrete realization. We assume γ can be written as a conormal distribution of order µ < −1 for S, where S is a codimension 1 submanifold of R n with defining function h(x) = 0. This means, we can write:
Define the operator∇ γ φ := ∇ · (γ(x)φ(x)) mapping vector-valued functions to scalarvalued ones. Then:
and
Substituting (14) into (16) leads to
The kernel of L γ can be represented as:
Now, we reduce the number of variables in the integration via stationary phase in η and y. The phase function is:
Since,
the unique critical point is y = z and η = ξ − ∇h(y)θ. The Hessian and inverse Hessian of Φ are respectively,
where H is the Hessian of the defining function h. Since H is nonsingular, the critical point is nondegenerate. We can substitute the critical point into (18), provided there is a valid asymptotic expansion, which we justify below, and obtain:
The amplitude of the integral is (18) is
and its behavior at the critical point can be estimated, as a sum of two pure-product type symbols with orders, given by the exponents in
In order to justify the asymptotic expansion we need to analyze the action of the operator
on the amplitude a and evaluate at the critical point to ensure decay. We put an upper bound on the size of |La| at the critical point:
Expression (24) shows decay relative to either term in (22), which justifies the stationary phase. Moreover, (22) shows that the amplitude is a sum of two pure product type symbols. Using this fact, and switching notation to write σ, instead of ξ, and τ , instead of θ, we rewrite (20) as
To continue with our analysis, we will introduce a partition of unity, which will allow us to look at the amplitude as a sum of four symbol-valued symbols and a standard symbol.
Introduce the following open cover of S 1 in |σ|, |τ | space:
There exists a smooth partition of unity, subordinate to this cover with
This partition of unity can be extended to all of R 2 \ 0, demanding it is homogeneous of degree zero, and then to all of R n+1 \ 0, since σ ∈ R n and τ ∈ R 1 .
In order to compare directly the size of |σ| and |τ | on the support of each χ i , we introduce the constants c i =
Then it is easily seen that c 1 < c 2 < 0.5 < 2 < c 3 < c 4 < ∞.
On the support of χ 1 , |τ | < c 2 |σ|, which implies that the amplitude can be treated as the sum of two symbol-valued symbols, which we can write as:
The integrals associated with these symbols will be written as:
where we use the standard notation for I p,l classes, associated with two cleanly intersecting Lagrangians. In particular, the two Lagrangians correspond to the canonical relations ∆ and C Σ , where ∆ is the diagonal and C Σ is the flowout of T * R n | S by the Hamiltonian vector field
On the support of χ 2 , c 1 |σ| < |τ | < c 4 |σ|, which means that |σ| and |τ | are comparable, i.e., |σ| ∼ |τ | and the amplitude a can be treated as a standard symbol in all R n+1 variables, namely,
The integral will be denoted as:
On the support of χ 3 , c 3 |σ| < |τ |, which implies that the amplitude can be treated as the sum of two symbol-valued symbols, which can be written as:
The integrals associated to these symbols will be denoted as:
Now, we are ready to begin the construction of a Green's function to K Lγ . Our first focus will be on approximately inverting A First, we will make the following remarks. We say that a canonical relation C = (x, ξ, y, η) has a 0-section problem on the left if ξ can take the value 0, and a 0-section problem on the right if η can take the value 0. By definition of a canonical relation, both cannot be zero at the same time. For C Σ in general, we only know that (ξ, t) = (0, 0), but that does not prevent either 0-section from occurring. A 0-section problem on the left occurs if ξ = 0, t = 0 and a 0-section problem on the right occurs if ξ = 0, but ξ is collinear with ∇h(x), ξ = t∇h(x).
However, on the support of χ 1 , there is no 0-section problem. This is because |τ | < c 2 |σ| implies |t| < c 2 |ξ|. This means |ξ| = 0, otherwise |t| = 0 as well, and (ξ, t) = 0, a violation. This means no 0-section problem on the left. On the other hand, assuming |∇h(x)| ≡ 1 for all x on S, |η| = |ξ − ∇h(x)t| ≥ |ξ| − |t| > (1 − c 2 )|ξ| > 0, since c 2 < 1 2 . Therefore, there is no 0-section problem on the right.
Also, notice that composition of two (or an arbitrary number of) operators with canonical relation C Σ on supp(χ 1 ) leads to no 0-section problem, because (x, ξ, y, η) ∈ C Σ • C Σ on χ 1 if and only if there exists (z, ζ), such that (x, ξ, z, ζ) ∈ C Σ and (z, ζ, y, η) ∈ C Σ , but this means x = z = y and |η|
2 |ξ| > 0. Now that the zero-section has been avoided, the composition of operators in I p,l (∆, C Σ ) classes can be accomplished with the use of a result in [1] , namely:
In order to invert (A 
We will prove the following theorem, which will lead to the construction of the right inverse B to (A 
and each
where each B ,−µ−j+ 1 2 (∆, C Σ ), such that the following identity always holds:
modulo an operator, which is smoothing on the scale of Sobolev spaces, where
are error terms. The operator B is a right pseudoinverse of (A
Using the composition calculus for flowouts, and their estimates, covered by the clean intersection calculus of Duistermaat-Guillemin [3] and Weinstein [12] , we know that I
, which is a smoothing operator as long as 2µ + 2 < 0, or µ < −1, which has been assumed all along.
Before we turn to the proof of Theorem 3.2, detailed in Section 3.1, we would like to understand the compositions A 2 • B and A • B are captured by the following theorem:
, and let B ∈ I p ′ ,l ′ (∆, C Σ ) with both operators having restricted support. In particular, for constants c 1 < c 2 < 1 2 < 2 < c 3 < c 4 < ∞, assume the kernel of A has the representation:
τ,σ \ 0) and c 1 |σ| < |τ | < c 4 |σ|, and the kernel of B has the representation:
Then the composition
In the above notation, the canonical relations ∆, C Σ and C 0 are defined, respectively, as:
The proof of this theorem is given in Section 3.2.
Iterative construction of Green's function
This section gives the proof of Theorem 3.2. First, we will start with the inversion of A For the conductivity, γ(x) ∈ I µ (S), we can write:
In order to identify the I p,l class of B 1 1 , we use the following identities:
Solving this system for p and l lets us conclude that B From here on in this section, we will write for brevity simply I p,l , when we mean the class I p,l (∆, C Σ ). By Antoniano and Uhlmann's theorem, Theorem 3.1, the composition:
Note that the composition is in a class that includes the identity operator Id, since the sum of the two superscripts is 0, therefore including the pseudodifferential operators of order 0. Moreover, its principal symbol is 1, by construction. Denoting the residual class terms as E 1 , respectively, we can write
,−2µ− 
Notice that E 
We proceed with the construction of B 
We continue analogously with the construction of each consecutive B j 1 , j ∈ N. In particular, B j+1 1 is constructed, so that
and as a consequence,
At the end of stage i = 1, we can express:
If we now analyze the expression (
by the following analysis. For brevity of notation, we omit the • sign, but composition should be understood. For an arbitrarily large N ∈ N, we can write:
−N
The I p,l classes are nested, i.e., for p ′ < p ∈ R or l ′ < l ∈ R, I p ′ ,l ⊂ I p,l and I p,l ′ ⊂ I p,l . To obtain the last inclusion, we have thus used I −N . This is valid for every N, so we can take the limit as N → ∞. Using the fact stated in 2.4, that
we can write
For later derivations, we label the residual above as M 1 ∈ I 2µ+ 3 2 (C Σ ). Using the mapping properties of FIO's, we know that I
, which is a smoothing operator as long as 2µ + 2 < 0, or µ < −1, which has been assumed all along. Now, we begin the second stage of the iteration process and we indicate that by using the subscript i = 2 for all operators in this stage. We construct B 
Eventually, for stage 2, we have:
At the end of stage i = 2, we can express
If we now analyze the expression (A
using the following analysis. For brevity of notation, we omit the • sign, but compositions should be understood. For an arbitrarily large N ∈ N, we can write:
,−2µ− −N + I 2µ+ 3 2 (C Σ ) This is valid for every N, so we can take the limit as N → ∞. The first term, which we can label with M 2 , approaches I
. As a conclusion, we can write that after the second stage of the inversion: 
−N,−2µ− 3 2 . The above is valid for every N, and we can take the limit as N → ∞. We use the fact that
and the second summand disappears, leaving us with
, a smoothing operator, as already discussed. This concludes the proof of the theorem.
Composition calculus:
The goal of this section is to understand the remaining compositions A 2 • B, A µ 3 • B and A µ+1 3
• B. For this purpose, it is enough to prove Theorem 3.3. We will write in detail the case A ∈ I p,l (C 0 , C Σ ). It will be easy to see that all the techniques and conclusions then will hold for A ∈ I p (C Σ ). Suppose that A and B are as outlined in Theorem 3.3, namely, for constants c 1 < c 2 < 1 2 < 2 < c 3 < c 4 < ∞, assume the kernel of A has the representation:
and the kernel of B has the representation:
Then the kernel of the composition A • B can be represented as the integral
First, we note that away from the region, where |σ| ∼ |τ |, the integral is a C ∞ function, which can be proved via integration by parts. We will introduce a partition of unity ψ 1 + ψ 2 + ψ 3 ≡ 1, that will allow us to focus on the regions, where |τ | |σ|, where |τ | ∼ |σ|, and where |σ| |τ |. Let:
With these choices, recalling that 0 < c 1 < c 2 < 1 2 < 2 < c 3 < c 4 < ∞, it is clear that 0 < ǫ 2 < 1 and 1 < ǫ 3 < ∞. Now make choices ǫ 1 and ǫ 4 , such that:
Let's introduce the open cover V on S 1 , with:
Let ψ 1 + ψ 2 + ψ 3 ≡ 1 be a partition of unity on S 1 , subordinate to this open cover. Extend them as homogeneous functions of degree 0 to all of R 2 \ 0, and then to R n+1 \ 0, with ψ i (τ,σ) = ψ i (
|τ | |σ|
). In order to do the integration by parts we consider:
is the phase function of the integral. Note that on the support of ψ 1 , |τ | < ǫ 2 |σ|, and we have:
|σ|, we can conclude there exists a first order ΨDO,
Then on ψ 1 , integrating by parts gives:
In the above integral notation, C stands for a compact set. Provided N is large enough, the order ofσ can be made arbitrarily negative, which will eventually ensure the absolute convergence of the integral. Derivatives in x and y just increase the effective orders of σ andσ in the amplitude, but that can be offset by increasing N. Thus, K A•B is C ∞ on ψ 1 . In a very similar fashion, we prove that on the support of ψ 3 , where |σ| <
|τ |, we can conclude there exists a first order ΨDO,
Then on the support of ψ 3 , integrating by parts gives:
This is absolutely integrable, provided N is chosen to be sufficiently large. For derivatives in x and y, we simply need to increase N to ensure absolute integrability. Thus, A • B is C ∞ on the support of ψ 3 . Notice that even if A ∈ I p (C Σ ), similar integration by parts leads to the same conclusion, namely A • B is C ∞ (R 2n ) on the supports of ψ 1 and ψ 3 . Now, we can use iterated regularity to prove that on ψ 2 , where |σ| ∼ |τ |, the integral (61) is in I p ′′ (C Σ ) for some p ′′ . First, we look at the generating functions for the canonical relation:
We have that the following set of functions vanish on C Σ and form a redundant set of defining functions:
The last equation means that any 2 ×2 determinants of the 2 ×n matrix must be singular, i.e.,
To get the ideal generating the Lagrangian:
simply replace η with −η, i.e., the set of functions
vanish on Λ. The first order ΨDOs vanishing on Λ, are all in the form:
where α 0 , β j 0 , and γ i,j 0 are smooth symbols of order 0. To execute the iterated regularity, we need to show that each of the ideal generating first order ΨDOs with symbols:
preserves the Sobolev space H s , to which A • B belongs. Note that in general, see [2] , if
For the generator h(x)|ξ| it is enough to check for symbols p 1 (x, y, ξ, η) = h(x)ξ i , since
is a symbol of order 0. Note that ∂ ∂x i Φ = σ i , so we need to check that
preserves the Sobolev space. Now, we can write
In the last expression, H(x, z) comes from Taylor's expansion and is therefore C ∞ and harmless for the Sobolev space behavior of the integral. Thus, we can rewrite (77) as
Since |τ | is the larger variable relative to |σ|, the above amplitudes have behavior no worse than the original amplitudes and therefore the Sobolev space is preserved. Now, we look at the second generator with symbol p 2 (x, y, ξ, η) = (x j − y j )ξ i , 1 ≤ i, j ≤ n. The action of the pseudodifferential operator is expressed as:
Now, we represent:
Thus, (79) becomes:
Clearly, the first summand has no impact on the Sobolev space H s . For the second summand we have to rely on the support of ψ 2 , where |σ| ∼ |τ |. The order of the new amplitude is one worse in σ , but one better is σ , but |σ| < 1 c 3 |τ | < ǫ 4 |σ|, which implies the Sobolev space cannot have become any worse, i.e., it is preserved.
Finally, we analyze the last generator, with symbol
where we have interchanged x and y, because on Λ, x = y. Then:
Writing partial derivatives with subscript notation, i.e., h i (z) for
, note that:
and so
Now, using Taylor's expansion, we can write:
where H ik and H jk are smooth functions, depending on y k and z k . We rewrite our multiplier from equation (81) together with the oscillatory term e iΦ to prepare for integration by parts:
The adjoint of the first term in the sum only depends on the spatial variable z and has no effect on the phase variables of the amplitude. Applying the adjoint of the second term to the amplitude, after absorbing the smooth term H into the amplitude, can be written as:
This also leads to no worse Sobolev space, because |τ | |σ| and |σ| ∼ |τ |. The same argument holds for the third term, where the roles of i and j are interchanged. In the last term, the smooth functions H can be considered as symbols of order 0, and they can be absorbed into the amplitude, leading to integrals of the same type as the original integral.
This concludes the iterated regularity proof. Namely A • B ∈ I p ′′ (C Σ ), for some p ′′ . A very similar iterated regularity argument gives the case of A ∈ I p (C Σ ). In order to obtain the order of p ′′ , we make use of the fact that
regardless of whether the first canonical relation C is C 0 as in A or ∆ as in B. In addition, we use the fact that
. These two facts immediately lead to the conclusion that p
, regardless of whether
This concludes the proof of Theorem 3.3.
Let's recall the operators to which we need to apply Theorem 3.3. We were concerned with the compositions A 2 • B, A • B. We have already shown that these operators belong to the following classes:
This means that p = µ + , and therefore
. This is indeed the exact same smoothing class, up to which we saw inversion of (A 
Composition of Fourier Integral Operators in the Presence of a Zero Section
The standard clean intersection calculus assumes canonical relations avoiding the zero section altogether, with the only exception being [5] . The canonical relation, C Σ , described below, does not avoid the zero section, and this section investigates the composition of the operators associated to C Σ . We begin by describing the class of Fourier integral operators I m (C Σ ). Let M be n-dimensional smooth manifold and let S = {h(x) = 0}, where h is a defining function. Then S is a smooth submanifold of M of codimension
. To be specific C Σ is the canonical relation
Notice that this canonical relation can intersect the zero section both on the left (when ξ = 0) and on the right (when η = 0), but not both at the same time. An operator A is in I m (C Σ ) if its kernel has a representation:
where a ∈ S M 1,0 (R 2n ; R n+1 ) is a standard symbol. The order of the symbol a is M = m − (n + 1)/2 + 2n/4 = m − 1/2.
In this section we state and prove the following theorem:
, for j = 1, 2, where we define
, both properly supported operators, we would like to analyze the composition kernel K A * 1 A 2 , where * denotes the adjoint operator.
Plugging equations (92) and (94) into equation (93), we obtain:
With the change of variables, ρ = τ andρ =τ − τ , the above becomes:
where a 3 (x, y, z; σ,σ,ρ) := R a 1 (z, x; (σ, ρ))a 2 (z, y; (σ,ρ + ρ)) dρ.
In order to understand the composition kernel, we first set out to understand a 3 . With a change of variable and relabeling a 1 (z, x; (σ, ρ)) := a 1 (z, x; (σ, −ρ))), a 3 can be seen as a partial convolution of symbols,
Here the symbols satisfy the estimates specified in the lemma below.
Lemma 4.2. Let a 3 (x, y, z; σ,σ,ρ) := R a 1 (z, x; (σ, ρ))a 2 (z, y; (σ,ρ − ρ)) dρ with a 1 and a 2 satisfying the symbol estimates:
where M,M < −1. Then:
where (original estimate) refers to equation (98).
Proof. First, we divide the domain into 5 conic regions, based on the external parameters' relation to each other:
I. |σ|, |σ| |ρ| II. |ρ| |σ| |σ| III. |ρ| |σ| |σ| IV. |σ| |ρ| |σ| V. |σ| |ρ| |σ| Throughout the text, we will use and to mean comparison up to multiplicative constants, while ∼ means the ratio of the two quantities on the left and on the right is bounded below and above by a constant. For appropriate constants above, the intersections of these regions with the 2n-dimensional sphere forms an open cover of the sphere. We introduce a partition of unity {ψ j } subordinate to this open cover and extend them as functions homogeneous of degree zero to the entire 2n + 1 dimensional space. The partition of unity then belongs to the standard symbol class S 0 , and multiplication by the ψ j does not affect our symbol estimates.
Without loss of generality, assumeρ > 0. Since the integrating variable ρ in (97) is 1-dimensional, we divide the real line into four intervals. . For any of the regions I-V, the integral in (97) is estimated as the sum over the four intervals:
|a 1 (z, x; (σ, ρ))||a 2 (z, y; (σ,ρ − ρ))|dρ (99)
V
On regions II and IV, where σ dominates, σ ∼ σ,σ ∼ σ,σ,ρ . Now we distribute the derivative to a 2 , reducingM by 1. Repeating the analysis above, we obtain the final statement of the lemma.
We continue our analysis of the composition kernel
e i[(x−z)·σ+(z−y)·σ+h(z)ρ] a 3 (x, y, z; σ,σ,ρ) dρ dσ dσ dz.
Let us introduce a smooth function χ(t), which is identically 0 on |t| ≤ and identically 1 on |t| ≥ 1. We let χ 1 (z; σ,σ,ρ) = χ |σ−ρ∇h(z)| |σ,ρ| and χ 2 (z; σ,σ,ρ) = 1 − χ 1 (z; σ,σ,ρ). With this choice, {χ j } form a partition of unity, subordinate to the sets:
and Ω bad := {(z, σ,σ,ρ)| σ −ρ∇h(z) < σ,ρ }.
We will refer to these sets as Ω g and Ω b for short. Each χ j belongs to the standard symbol class S 
provided a valid asymptotic expansion, which we justify below. Now, let b(x, y; σ,ρ) = a 3 (x, y, y; σ, σ −ρ∇h(y),ρ). b is supported on Ω g , and satisfies the estimate This means that b ∈ SM ,M +1 (R 2n ; R 1 \ {0}, R n ), a symbol-valued symbol as defined by (11) . Now, we analyze u g = Γ b,2 := {|σ| ∼ |ρ| ≤ c 2 |σ|}.
We proceed to prove that the contribution to K A * 1 A 2 from i) Γ b,1 is in I p,l (C
, where p is as calculated before and l = − n+1 2 − m 2 , and C t 0 is the transpose of C 0 , and ii) Γ b,2 is C ∞ . To prove i) we note that on Γ b,1 , (ρ, σ) are the larger variables, which dominateσ. Thus, we apply stationary phase in z, σ, instead of z,σ.
The critical point is now z = x and σ =σ +ρ∇h(z). 
Here b(x, y; σ,ρ) = a 3 (x, y, x;σ+ρ∇h(y),σ,ρ) and b ∈ S M,M+1 (R 2n ; R 1 \0, R n ). Notice the similarity between u g and u b (equations (105) and (106)), except h(y) in u g is replaced by h(x) in u b . Similarly to before, we define: φ 1 (x, y;ρ,σ) = h(x)ρ + (x − y) ·σ and φ 0 = φ 1 (x, y;ρ, 0) = h(x)ρ. Then: Λ ′ 0 = {(x,ρ∇h(x), y, 0)|x ∈ S, y ∈ R n ,ρ ∈ R \ 0} =: C t 0 , Λ ′ 1 = {(x,σ +ρ∇h(x), x,σ)|x ∈ S,σ ∈ R n ,ρ ∈ R, (σ,ρ) = (0 n , 0)} = C Σ .
Once again, C Since the gradient never vanishes, there exists a differential operator
