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Motivation
About ten years ago Bernard and Jensen (1995) published a Brookings paper on "Exporters, Jobs, and Wages in U.S. Manufacturing" that used hundreds of thousands of plant level data to provide facts and figures on exporting plants compared to their non-exporting counter-parts. One of the new and exciting findings documented in this paper is that exporters tend to pay higher wages and benefits: Average wages and benefits (per worker, per production worker, and per non-production worker) are higher in exporting plants than in non-exporting plants of all size classes. Exporter wage premia are statistically significant for all categories of wages and benefits after controlling for capital per worker, size of plant, multi-plant dummy, industry, year, plant age, and region. Coefficients of exporter status dummies are statistically significant in fixed effects regressions controlling for capital per worker, hours per worker, size of plant, and year.
The Bernard and Jensen (1995) paper started a literature. A synopsis of 21 studies covering 22 different countries from highly developed economies like the U.S., Germany, and Sweden, and emerging economies like Taiwan, Korea, and Mexico, to transition countries (Estonia, Slovenia) and least developed SubSaharan African economies like Burundi or Ethiopia is provided in an Appendix Table. The empirical strategies used in these papers replicate (sometimes only partly) the approach introduced by Bernard and Jensen, and the results regarding the exporter wage premia are broadly consistent with the findings from the pioneering study.
An open question not dealt with in this literature is whether these exporter wage premia do indeed indicate that exporting plants pay higher wages in the sense that comparable workers are better paid when working on a comparable work place for an exporter, i.e. ceteris paribus. Given that all the empirical studies listed in Appendix 1 use average data at the plant or firm level, individual characteristics of the workers that might influence their productivity (and, therefore, their wages) cannot be taken into account, and certain characteristics of the work place that might call for compensating wage differentials are not represented adequately.
This shortcoming has been recognized from the outset: Commenting on the presentation of the paper by Bernard and Jensen, Robert Z. Lawrence argued that "the impact of exports, while positive and statistically significant, is considerably reduced once the effects of capital intensity, industry, plant scale, and location are controlled for. One suspects, moreover, that the premiums would be even further reduced if the authors were able to control for worker characteristics.
Thus the wage benefits that are attributable solely to exporting appear to be rather small." (Bernard and Jensen 1995, p. 113f.) Besides providing a synopsis of the literature on exporter wage premia this paper contributes to the literature by testing for the existence of these premia when observable and unobservable individual characteristics of the employees and the work place are controlled for using a rich German linked employer-employee panel data set. The rest of the paper is organized as follows: Section 2 introduces the data set while section 3 replicates the now standard approach using plant-level data. Section 4 provides results for exporter wage premia based on linked employer-employee data using information for both individual workers and the plants they are working in. Section 5 concludes.
The linked employer-employee data set
The use of matched employer-employee data has recently become popular as it allows a more detailed analysis of economic relationships. In particular, various analyses of the labor market can benefit from the availability of employeremployee data. 1 In this paper, we use the LIAB, which combines the employment statistics of the German Federal Labor Services with plant level data from the IAB Establishment Panel.
The employment statistics (cf. Bender, Haas and Klose 2000) cover all employees and trainees subject to social security. They exclude, among others, the selfemployed, family workers, a subgroup of civil servants ("Beamte"), students enrolled in higher education and those in marginal employment. The employment statistics cover nearly 80 percent of all employed persons in western Germany and about 85 percent in eastern Germany. They are collected by the social insurance institutions for their purposes according to a procedure introduced in 1973 and are made available to the Federal Employment Services. Notifications are prescribed at the beginning and at the end of a person's employment in a plant. In addition an annual report for each employee is compulsory at the end of a year. Misreporting is legally sanctioned. The employment statistics contain information on an employee's occupation, the occupational status, and gross earnings up to the contribution assessment ceiling, and on individual characteristics like sex, age, nationality, marital status, and qualification. Each personnel record also contains the establishment identifier, the industry, and the size of the plant. 2 The LIAB data are confidential but not exclusive. They are available for non-commercial research by visiting the data access center of the German Federal Labor Services at the IAB in Nuernberg, Germany. Researchers interested in replications or extensions of our work may contact the first author (e-mail: Thorsten.Schank@wiso.uni-erlangen.de) for a copy of the Stata do-files used to produce the results reported here.
The dependent variable in our investigation is the log of wages, taken from the IAB Establishment Panel and, alternatively, from the employment statistics. Whereas the IAB panel data just provide information on the total wage bill of an establishment, the information on individual earnings in the employment statistics is more detailed, but it refers only to the income subject to social security contributions (i.e. up to the contribution assessment ceiling of the social security system).
For blue-collar workers, this problem is of minor importance since only 1.7 percent of the observations are reported to be at the ceiling. For white-collar workers, however, one third of the wage-observations are censored. As is well-known, not taking account of the censoring and applying OLS (or standard fixed effects techniques) to either all observations or to the reduced sample without the values on the ceiling yields biased estimates. We treat the data problem as a missing data problem and multiply impute the censored wages of white-collar workers by draws of a random variable from a truncated distribution. 3 Details of the applied Markov chain Monte Carlo technique can be found in Appendix 2. To obtain more precise imputed values, we have performed the procedure separately for each of the fourteen manufacturing industries in our sample. We should also point out that the imputation takes account of plant-fixed effects, which seems important since the variable under examination in this paper (a plant's export behavior) is a plantlevel variable.
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Provided that certain regularity conditions are satisfied, the stationary distribution of the Markov chain approaches the conditional distribution of the unobserved wages above the ceiling, given the observed uncensored wages (see Schafer 1997) . Making use of only a single imputation and then applying OLS would -in our context -yield parameter estimates equivalent to a Tobit regression with unimputed data. However, in subsequent analyses we want to control for person or plant heterogeneity, which is less straightforward with a Tobit model. In addition, without special corrective measures, single-imputation inference tends to overstate 3 Multiple imputation has been developed by Rubin (1978) and is explained in Rubin (1996) , Schafer (1997) and Rässler, Rubin and Schenker (2004) . The theoretical motivation for multiple imputations is Bayesian, although the resulting multiple imputation inference is usually also valid from a frequentist point of view. In the context of censored wages multiple imputation has been proposed and applied by Gartner and Rässler (2005) . 4 Due to technical constraints, the imputation does not deal with person effects. However, we believe that this is of a lesser problem in our context. The results reported in Section 4 indicate that the unobserved individual heterogeneity correlated with exports (and wages) is more or less collinear with the unobserved plant heterogeneity correlated with exports (and wages).
precision because it omits the between-imputation component of variability (Schafer, 1997) . For this reason, we apply multiple imputation.
All individual-level wage regressions reported in Section 4 are carried out separately for blue-collar and for white-collar workers. As mentioned above, the censoring problem is neglectable for the former group, such that we can use the unimputed data. For white-collar workers, we report both, results based on unimputed data (including the censored values) as well as on the data-sets which also include imputed values. In the case of imputed data, we estimate a wage regression for a given specification for each of the five (imputed) data sets and obtain five parameter estimates. The average of these five estimates yields the Multiple Imputation (MI) point estimate. The standard error of the MI point estimate is composed of a between component (the standard deviation of the five estimates) and a within component (the average of the five standard errors).
5
The main focus of our analysis is on the influence of exports on wages. We can make use of two alternative indicators of exports: First, a dummy variable indicating whether or not a plant has any exports, and second the proportion of exports within total sales. (Günterberg and Wolter 2002, p. 250) . It is well known that both the propensity to export and the share of exports in total sales tend to increase with firm size in Germany (see e.g. Wagner 2001) . Therefore, the share of employees working in exporting firms is much larger -about two thirds in our sample (weighted data). Due to the oversampling of larger firms in the IAB panel (mentioned above) the unweighted figures are much higher for both the share of exporters in all plants (70 percent) and the share of employees in exporting plants (more than 90 percent). Furthermore, the positive relationship between firm size and the share of exports in total sales, and the oversampling of larger firms in the IAB panel, leads to a proportion of exports in total sales of all exporting firms that is 34 percent in the unweighted data compared to 19 percent in the weighted data.
[ Table 1 near here] 5 The formulas are presented in Schafer (1997).
On average, exporting firms pay higher wages than non-exporters. According to the sample of establishments from the IAB panel used in our empirical investigation the difference between the average monthly wage per employee working in a firm that does or does not export is 36.6 percent. This raw exporter wage premium is both statistically significant and large from an economic point of view. Descriptive information on the other variables employed in our analysis is reported in Appendix 3.
Traditional Approach
We start our econometric investigations with a specification which is very similar to that adopted by Bernard and Jensen (1995) exporters and non-exporters mentioned above, therefore, is due to differences in the plant observables included in the empirical model. The export share, however, is positively related with wages. If the proportion of exports in total sales rises by ten percentage points, say, the wage per employee will increase by 1.4 percent.
We should also note that the parameters of the control variables show the expected sign and are statistically significant at the 1 percent level.
[ Table 2 near here] 6 The capital stock in year t is approximated by the average of a plant's investment in the years t, t-1 and t-2. If for the years t, t-1 and t-2 there was only investment information available for one year (and two missing values), the respective (plant-year) observation was dropped from the analysis. 7 We cannot control for the actual number of overtime hours since a considerable part of the plants in the sample provided no information on this variable.
Columns two and five of Table 2 report the estimates of wage regressions which additionally include 13 industry and 9 federal state dummies. While the coefficient on the export dummy remains zero, the impact of the export proportion halves in size, but is still significant. Therefore, the positive relationship between the export share and wages is partly due to between-industry differences. 8 Next, we control for unobserved plant heterogeneity and include plant fixed effects in the regression. 9 As can be seen from columns three and six of Table 2 , both the coefficients on the export dummy and the export share are now totally insignificant, from which one might conclude that (omitted) plant heterogeneity had been responsible for the positive impact of the export share on wages reported above. However, the fixed effects estimates contain much more noise. The standard error for the coefficient on the export share is three times as large as the respective figure obtained by OLS, and all the control variables are also insignificant.
These results differ considerably from those reported by Bernard and Wagner (1997) in the only other study using German data and a comparable approach:
Bernard and Wagner found that exporting or not does make a difference, while the share of exports in total sales does not matter. The coefficient of the exporter dummy variable is statistically significant whether fixed plant effects are controlled for or not. One reason for the different findings of Bernard and Wagner (1997) could be that they relied on census-type data from official statistics (where firms are obliged to report true data) over a longer and different time period (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) and, therefore, with considerable variation of export status and export share within plants.
Individual Level Wage Regressions
Plant-level estimations may suffer from aggregation bias since we cannot control for observable and unobservable individual heterogeneity which influence wages.
Furthermore, the wage information obtained from plant surveys is per se less detailed and any adjustments for part-time employment and apprentices, for example, can only be approximative. In this section, we present individual level 8 Separate regressions which (are available upon request and) either include industry or federal state dummies show that the industry dummies are responsible for the reduction in the coefficient on the export share. 9 The industry and federal state dummies are dropped again since plants do generally neither change industry nor location and it is impossible to distinguish between misreporting and genuine switchers for those (few) who report different affiliations.
wage regressions based on the linked employer-employee data described in section 2. Throughout, the analysis will be carried out separately for blue-collar and white-collar workers. Besides the different degree of wage-censoring for both groups, there may also be varying exporter wage premia. Bernard and Wagner (1997) report in their study using plant level data that the positive exporter wage differential is almost exclusively driven by higher wages of white-collar workers.
We first apply OLS to a model without establishment level variables (except the information on exports), but with individual characteristics which are typically included in the empirical literature on wages. These comprise the following variables, all of which are available from the employment statistics: the age of the employee (and its square), a gender dummy, education dummies (without A-levels and apprenticeship (base category), with apprenticeship but without A-levels, without apprenticeship but with A-levels, with apprenticeship and A-levels, technical college degree, university degree, unknown education), a dummy variable indicating that the professional status is a master craftsman or a foreman and a dummy variable for non-German nationality. Note that both the data for the individual characteristics and the information on earnings are from official statistics, and, therefore, can be considered to be highly reliable.
As can be seen from the first column of Table 3 , exporting plants do ceteris paribus pay higher wages of around 2 percent, but the difference is not statistically significant at conventional levels. 10 In contrast, we find again a significant positive relationship between the export share and wages. Raising the proportion of exports in total sales by ten percentage points increases the wage by 1.3 percent for blue-collar workers and by 0.6 percent for white-collar workers. Based on the export-share variable, there are two results emerging from this first column which recur throughout. First, the export wage premia is (about two times) larger for bluecollar workers than for white-collar employees. Second (and as expected), for white-collar employees the parameter estimate on the export share rises somewhat when using the wage-data including the imputed values instead of the original censored observations. Since the latter yields biased estimates, in what follows we will always refer to the coefficients from the imputed data.
As in the plant-level estimations, including industry and federal state dummies reduces the coefficient on the export variables (column two of Table 3 ), but (again) 10 The parameter estimates of the control variables from this and the subsequent regressions are provided in Appendix 4-10.
the impact of the export share on wages can only partly be attributed to differences between industries.
[ Table 3 near here]
Next, we control for individual level heterogeneity by including person fixed effects.
The parameter on the export share is now identified either (i) if a plant changes its export share or (ii) if an employee moves to a plant with a different export share than its previous employer (and analogously for the parameter on the export dummy). Note that 827 (or 64.3 percent) of the firms included in our sample exported in each year and 370 (or 28.7 percent) did not export at all, while 80 firms (6.2 percent) changed their exporter status once and 10 firms (0.8 percent) did so twice. 2,271 persons (0.2 percent) changed once between employers included in our sample, 20 persons (0.002 percent) did so twice. While the shares of exporter status or employer changers in all firms or persons are rather small, the absolute numbers of cases are large enough to identify the parameters of the export variables included in our empirical models.
Column three of Table 3 reports the person fixed effects regression estimates of the export variables. For both blue-and white-collar workers, the wage difference between exporting and non-exporting plants is effectively zero. Compared with column two, the impact of the export share on wages reduces further, but is still (weakly) significant. The reduction of the coefficients (both for the exporting dummy as well as for the export share) when controlling for unobserved individual heterogeneity implies that unobserved worker characteristics are positively correlated with export behavior.
The coefficients on the export variables might still be biased because of the omission of observed and unobserved plant characteristics. As a next step, we therefore add the same variables which have been used in the plant-level regressions discussed in the previous section. We also include industry and federal state dummies. The OLS estimates which do not take account of unobserved heterogeneity are reported in the first column of Table 4 . These are best compared to the second column of Table 3 . It can be observed that the inclusion of the plant characteristics reduces the parameters on the export variables. As before, the effect of the export dummy is zero. While the export share has still a positive and significant impact on the wages of blue-collar workers, its estimate is now insignificant for white-collar employees. As above, we control next for unobserved personnel heterogeneity (column two of Table 4 ).
Compared to conditioning on individual as well as on plant observables, the export share coefficient for wages of blue-collar workers falls from 4.0 to 2.7 percent, while the export dummy remains insignificant for this group. Both export-variables are now significant for white-collar workers, which was not the case without controlling for unobserved personnel heterogeneity. The coefficient on the export share implies that a rise in the proportion of exports in total sales by ten percentage points increases the wage for white-collar workers by 0.15 percent.
In the next step, we control for unobserved plant characteristics, but not for unobserved personnel heterogeneity. The estimates of these plant fixed effects regressions, which are identified through variations of the variables within a plant, are reported in column three of Table 4 . Interestingly, the coefficients on the export variables are almost identical for person and plant fixed effects.
[ Bernard and Jensen 1995 , and Isgut 2001 , although the majority of studies find higher wage premia for whitecollar workers.
Conclusions
The bottom line of our empirical study on the relationship between exporting and wages in West German manufacturing plants is an affirmative answer to the question in the title -exporters really do pay higher wages. Using linked employeremployee data to control for observable and unobservable individual and plant characteristics in the most comprehensive way possible we observe that wages increase with the share of production firms sell on foreign markets. This ceteris paribus exporter wage premium is neither (unplausibly) large nor negligibleworking in a plant with, e.g., an export/sales ratio of 60 percent means for a bluecollar (white-collar) employee earning about 1.8 (0.9) percent more compared to working in an otherwise identical plant that does not export at all.
The positive relationship between wages and the share of exports in total sales is in line with previous findings reported in the literature. Three of the studies for other countries using aggregate firm level data (listed in the synopsis in Appendix 1) look at the role of export shares. Both Liu, Tsou and Hammitt (1999) for Taiwan and Isgut (2001) for Columbia report a positive impact of the export share on wages after controlling for unobservable plant heterogeneity, as do Hansson and Lundin (2004) for Sweden based on plant observables only. None of these studies, however, uses linked employer-employee data, so the results may be biased because neither observed nor unobserved individual characteristics are controlled for. 13 An open question to be considered next is why according to our preferred specification with spell fixed effects (reported in the last column of Table 4 ) wages tend to increase with the proportion of exports in total sales, ceteris paribus. By construction neither observed nor (time-invariant) unobserved characteristics of the workers or the workplace can matter here. Given that the exporter wage premia are paid voluntarily and that the higher wages paid by more exportintensive plants lead to higher costs, the answer must lie in a positive relationship between wage premia over and above the going wage paid in other firms on the one hand, and success on exports markets that leads to a higher surplus on the other hand.
This said, efficiency wage theories form a natural pool of candidates to answer the question under consideration here. Among the various variants of models (Yellen 1984 ) the "higher-wages-reduce-turnover" variant seems to be most relevant in the context of German firms and exporting. To see why, remember that Germany is a high-wage country. Labor costs per unit of output are higher in Germany than in other competing highly industrialized countries including the U.S., UK, and Japan (Institut der deutschen Wirtschaft Köln 2004, p.7). High unit labor costs and a strong currency mean that German exporters cannot base their success in international market on low-priced products. Instead, they have to rely on complex high-quality products. To successfully produce this kind of products the tacit knowledge of the experienced workforce is a limiting factor of production.
Managers often point to the non-transferable know-how incorporated in the firm's workforce when asked why they still produce in high-cost Germany instead of, say, China or India. 14 Labor turnover is rather costly in these cases, so firms will be interested to reduce quits. One way to achieve this is to pay a premium above the going wage that a worker could earn in another plant. The higher the export/sales 13 To the best of our knowledge there is only one contemporaneous study on exports and wages based on linked employer-employee data: Milner and Tandrayen (2004) use data for 1993 to 1995 from six African countries (Cameroon, Ghana, Kenya, Tanzania, Zambia and Zimbabwe). They find a positive and significant wage premium for workers in exporting firms, even after controlling for firm and individual characteristics. The positive effect is larger for skilled workers, but positive only for firms that sell inside Africa. The relation between the share of exports in total sales and wages is not investigated in this study, however. Two papers by Gustavsson, Heyman and Sjöholm (2004) and by Martins (2004) use linked employer-employee data to look at the related issue of wage differentials between local and foreign owned firms in Sweden and Portugal, respectively. 14 For a recent example, see Bernhard Schreier of Heidelberger Druckmaschinen, the world market leader in the production of printing equipment, quoted in Handelsblatt, June 30, 2004, p. 13.
ratio and the share of profits earned on the world market, the more important will an experienced workforce be to secure high quality of products and competitiveness of the firm as a whole, and the higher will be the wage premium paid.
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An alternative interpretation of our finding that wages tend to increase with the proportion of exports in total sales would be that firms with high export shares might have experienced relatively favorable foreign demand shocks, and have raised wages to attract a relatively large work force in response. Such an explanation for cross-firm wage heterogeneity when workers are homogeneous can be found in some search-theoretic models which assume that individuals work at different wages, so that the labor supply curve is upward-sloping from the point of view of an employer (see, e.g., Bontemps et al. 2000) . While in equilibrium all firms have the same level of profits, this can be attained by paying a low wage (thus attracting few workers) as well as by paying a high wage (thus attracting many workers). Furthermore, if firms employ different production technologies so that workers are more productive in one firm than in another, more productive firms may offer higher wages. Since there is some theoretical support (see Helpman, Melitz and Yeaple 2004) and empirical evidence (for Germany, see
Wagner 2006) for exporting firms being more productive, this could also explain the exporter wage premium. Unfortunately, with our data we are not able to adequately test and empirically discriminate between the alternative explanations sketched above.
A question not discussed here is the direction of causality: Do exporters pay higher wages because they are exporters? Did they pay higher wages before they started to export? Do wages increase faster in firms that started to export than in comparable non-exporting firms? To investigate this important topic in a convincing way linked employer-employee data are needed for a panel that covers at least seven years, and that includes a large number of export starters which can be monitored (at least three years) before and (at least three years) after beginning to export, and which can be compared to (matched) firms that did not start to export (see Wagner 2002 for such a study using plant level panel data).
The LIAB data used in our study are not (yet) suited for this kind of study, so the topic of causality is left for future research.
15 Unfortunately with the data used here it is not possible to test for a difference in labor turnover due to quits between firms with different export shares and different wage premia paid. Residuals within plants are allowed to be not independent. ***/ **/ * denote significance at the 1 / 5 / 10 percent level, respectively. Regressions include as further independent variables: age of employee, age squared of employee, gender, 6 education dummies, a dummy variable for the professional status being a master craftsman or a foreman (blue-collar workers only), a dummy variable for Non-German nationality, 2 year dummies and (only in the second OLS and Person Fixed Effects estimations) 13 industry and 9 federal state dummies. Median value of average annual wage The null hypothesis of equal means for wage levels among export and non-export firms (for small and large firms separately) is rejected at the 1 per cent level of significance. Workers of export firms have consistently higher wages than those from non-export firms in all industries. (Note that a firm was considered an exporter if at least 30 per cent of its production was destined for foreign markets; non-exporters sell only on the domestic market. Firms with less than 100 workers were classified as small firms.) Alvarez and López (2004) Chile (1990 -1996) 7,132 manufacturing plants (unbalanced panel)
Average wage, average wage for production workers and for non-production workers
Controlling for plant size, foreign ownership, 3-digit sector, and year, exporter premia are 21 percent for average wages, 15 percent for production wages, and 28 percent for non-production wages. Average annual wage; average annual production wage; average annual non-production wage Average annual wage, production wage and non-production wage is higher in all plants and in plants with less than 250 employees in 1978 and 1992, but not for plants with more than 250 or more than 500 employees. Wage differences are much more pronounced for white-collar workers. Exporter wage premia are in part statistically significant after controlling for plant size, capital per worker, production hours per worker, a multi-plant dummy, and industry: the average wage premium in exporting plants is 2.6 percent, while blue-collar workers receive no premium and white-collar workers are paid 3.3 percent more. Results including export intensity are similar. In a fixed effects specification both the premia for average wages and for white-collar wages remain significant. Average white-collar and blue-collar wages, and ratio of white-collar to blue-collar wage higher for exporters than for non-exporters in 1993, 1997, and 2001 (balanced panel 1993 -2001) ; no results reported for the two other panels.
Arnold and Hussinger
De Loecker (2004 ) Slovenia (1994 -2000 7,915 manufacturing establishments (unbalanced panel); 20,580 observations
Average wage Controlling for the number of employees, exporters pay 16.14 percent higher wages than non-exporters.
Farinas and MartinMarcos (2003) Spain (1990 -1999) 10,145 observations on 1,403 manufacturing plants (unbalanced panel)
Average wage per hour Average wages are higher in exporting firms than in non-exporting firms for all firms, small firms, and large firms in 1990 and 1999; note that differences are small in large firms (0.3 Euro and 0.5 Euro, respectively). Exporter wage premium is statistically significant and positive (6 percent) controlling for firm size, industry, year, foreign ownership, and firm age. Hansson and Lundin (2004 ) Sweden (1990 3,275 manufacturing firms (between 1,565 and 1,820 each year) in an unbalanced panel.
Average annual labor costs (including social security) per employee; average earning per employee; average earnings of skilled employees; average earnings of less-skilled employees Average wages are significantly higher for all four wage measures in exporting firms than in non-exporting firms in 1990; in 1999, this holds only for skilled employees (while exporting firms had on average lower labor costs per employee). Using pooled data for 1990 to 1999 (15, 262 or 15,413 observations) exporter wage premia are computed controlling for export share, firm size, capital intensity, industry and year dummies; results are positive and statistically significant for average labor costs (wage premium: 1 percent), average earnings per employee (1.5 percent), and average earnings of skilled workers (7 percent), but not for average earnings of less-skilled workers. Aw and Batra (1999) Taiwan (1986) 80,584 firms in ten manufacturing industries from the 1986 census Average annual wage of non-production labor and of production labor For all ten industries exporters pay higher wages than non-exporters to both their non-production and production labor. The average crossindustry export wage premium (after controlling for firm size, foreign capital, firm age, multiplant status, and technology investment) is almost 30 percent for non-production workers and 14 percent for production workers.
Liu, Tsou and Hammitt (1999 ) Taiwan (1989 -1993 Average annual wage per worker; average annual wage per production worker; average annual wage per non-production worker; average annual benefits per worker
All average wages and benefits are higher in exporting plants than in nonexporting plants of all size classes, and with less than 250 employees or with 250 and more employees in 1987. Exporter wage premia are statistically significant for all categories of wages and benefits after controlling for capital per worker, hours per worker, size of plant, multiplant dummy, industry, year, plant age, and region, amounting to 4.4 percent for wage per worker and 7.6 percent for benefits. Coefficients of exporter status dummies are statistically significant in fixed effects regressions controlling for capital per worker, hours per worker, size of plant, and year. Bernard and Jensen (1999) U.S. (1984 -1992) Annual average wage; annual average production wage; annual average non-production wage Exporter wage premia are statistically significant after controlling for industry, state, and plant size. Estimates for 1992 are 9.3 percent for average wage, 6.6 percent for production wage, and 4.6 for nonproduction wage.
Bernard and Jensen (2004) U.S. (1984 -1992) 13,550 manufacturing plants (balanced panel)
Average annual wage; annual blue-collar wage; annual white-collar wage Exporter wage premia are statistically significant after controlling for industry and state in 1984 and 1992; estimates for 1992 are 6.9 percent for average wage and blue-collar wage, and 3.7 percent for white-collar wage. Average wage; production wage; non-production wage Exporter wage premia is statistically significant and high (about 40 percent) for average wage after controlling for country, year, industry, location, and plant size. The premia is statistically significant and high (about 33 percent) for non-production wage in a sub-sample with information on it, but not statistically significant for production wage.
Note: The studies are listed in alphabetical order of the country considered; studies covering up to three countries are listed separately for each country, other multi-country studies are listed at the bottom of the . The m (as opposed to one) sets of imputations reflect uncertainty about the true values of the data. After the multiple imputations have been carried out, m completed data-sets (and plausible versions of the real data) exist, each of which can then be analyzed by standard complete-data methods.
We assume that the (logarithm of the) wage is given by Tables 3 and 4 for a complete list of variables in addition to the export share and the export dummy) and also include plant dummies, but no person effects. 18 16 Multiple imputations based on Markov chain Monte Carlo techniques are discussed in Schafer (1997) . We apply an algorithm of this technique proposed by Gartner and Rässler (2005) in the context of censored data. For a formal presentation, the reader is referred to Gartner and Rässler (2005) . 17 The starting values (β (0) ,σ 2(0) ) for the truncated distribution are obtained from a tobit estimation. 18 For ease of exposition, we have combined individual and plant level observables as well as plant dummies into the vector x. This could be done without harm, since plant dummies are not treated differently from any other variable.
(2) In the second step, the data posterior distributions can be specified, based on the estimates from the OLS regression, and new parameters are drawn according to the following:
where RSS is the residual sum of squares from the OLS regression and g is drawn from a χ²-distribution (with degrees of freedom corresponding to those in the OLS regression).
( )
where βˆ is the estimated coefficient vector from the OLS regression. 19 With the new
, we can start again with step (1).
In general, we will not be able to use successive iterates of the imputed data because the parameters tend to be correlated (Schafer 1997) . Therefore, we repeat steps (1) and (2) five thousand times and keep the data draws (step 1) of every onethousandth iteration as a new-data set. 20 Hence, we end up with five complete data sets, each consisting of the same unimputed data below the ceiling (w obs =w unc ) and different draws of imputed data if observed wages were censored (w imp ).
19 Such random draws of (β (t) ,σ 2(t) ) are considered to be the Bayesian stochastic counterpart of maximizing the complete-data likelihood. 20 For our data, autocorrelation functions of the parameters estimated from 5,000 iterations show that the chain converges and that -for the chosen lag of 1000 -autocorrelation does not cause problems. LIAB 1995 LIAB -1997 . Regressions include also year dummies as well as sectoral and regional dummies. Reference category of education dummies is without apprenticeship, without A-levels. Absolute values of t-statistics in brackets. Residuals within plants are allowed to be not independent. ***/ **/ * denote significance at the 1 / 5 / 10 percent level, respectively. LIAB 1995 LIAB -1997 . Regressions include also year dummies as well as sectoral and regional dummies. Reference category of education dummies is without apprenticeship, without A-levels. Absolute values of t-statistics in brackets. Residuals within plants are allowed to be not independent. ***/ **/ * denote significance at the 1 / 5 / 10 percent level, respectively. Residuals within plants are allowed to be not independent. ***/ **/ * denote significance at the 1 / 5 / 10 percent level, respectively.
