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1 導入
本論文は, 正準相関分析に関するいくつかの検定統計量の高次元近似を扱う. 正準相関分析とは
2つのベクトル変数間の相関関係を分析する方法論である. 本論文では正準相関係数, 正準相関係
数における次元, 正準相関係数における冗長性について論じる.
まず, 母集団における正準相関係数とそれに対応する正準変数を与える. 確率ベクトル x =
(x1, . . . , xq)
′と y = (y1, . . . , yp)は (q+ p)次元の結合多変量正規分布Nq+p(µ,Σ)に従い, µ, Σを次
のように分割する.
µ =
 
µx
µy
!
, µx : q × 1, µy : p× 1, Σ =
 
Σxx Σxy
Σyx Σyy
!
, Σxy : q × p.
ここで, 一般性を失うことなく q ≤ pと仮定する. 確率ベクトル xと yの母正準相関係数を ρ1 ≥
· · · ≥ ρq ≥ 0とすると ρ21 ≥ · · · ≥ ρ2q ≥ 0はΣ−1xxΣxyΣ−1yy Σyxの固有値となる. 正準相関係数 ρiに対
応する x, yの正準変数の係数ベクトルをαi, βiとし, これらは次の式をみたす.
ΣxyΣ
−1
yy Σyxαi = ρ
2
iΣxxαi, α
′
iΣxxαj = δij,
ΣyxΣ
−1
xxΣxyβi = ρ
2
iΣyyβi, β
′
iΣyyβj = δij,
ここで, δijはクロネッカーデルタであり, i = jで δij = 1, i ̸= jで δij = 0の値をとる.
次に,標本における正準相関係数とそれに対応する正準変数を考える. いま,正規母集団Nq+p(µ,Σ)
から大きさN = n + 1の標本 (x1,y1), . . . , (xN ,yN)が与えられている. これらの標本共分散行列
を Sとし, 次のように分割する.
S =
 
Sxx Sxy
Syx Syy
!
, Sxy : q × p.
このとき, xと y の標本正準相関係数を r1 > · · · > rq > 0とすると r21 > · · · > r2q > 0は
S−1xx SxyS
−1
yy Syxの固有値となる.
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2 正準相関係数における高次元近似
これまでは, 正準相関係数 riの分布を考える場合, 次元数を固定して標本数が限りなく大きくな
るという大標本枠組A0のもとで, 極限分布や漸近分布が導出されてきた.
A0 : p and q are fixed, n→∞,
このA0のもと求められた結果は, 次元数が大きくなると近似の結果が悪くなることが知られてい
る. そこで, 本論文では, 2組の変数のうち, 一方の変数の次元が標本数と同程度に大きくなるとい
う高次元枠組A1のもと正準相関係数 riとその変換の高次元漸近展開を求める.
A1 : q is fixed, p→∞, n→∞, c = p/n→ c0 ∈ [0, 1).
これらの結果は, Fujikoshi and Sakurai [1]によって与えられた. これは, 次のようにまとめられる.
Theorem 1
母正準相関係数を ραとし γ2α = ρ2α/(1− ρ2α)とおく. いま, 母正準相関係数 ραに次を仮定する.
A1.1 : ρ2α ̸= 0, かつ, ρ2αは単根.
標本正準相関係数を rαとし ℓ2α = r2α/(1− r2α)とおく. 仮定A1, A1.1のもと次の結果を得る.
yα =
√
n(ℓ2α − θ2α) d→ N(0, τ 2α),
zα =
√
n

h(ℓ2α)− h(θ2α)
	 d→ N(0,h′(θ2α)	2 τ 2α).
ここで, ” d→” は分布収束を表し, h(ℓ2α)は ℓ2αの関数で ℓ2α = θ2αの近傍で微分可能な h′(θ2α) ̸= 0な関
数, θ2α = (c+ γ2α)/(1− c),
τ 2α =
2(2− c)
1− c (θ
2
α + 1)

θ2α −
c
2− c

=
2(2− c)
(1− c)3 (1− ρ
2
α)
−1

ρ2α
1− ρ2α
+
c
2− c

である. この結果は, c = 0とすると大標本枠組A0の結果と一致する.
Theorem 2
標本正準相関係数を rαとする. 仮定A1, A1.1のもと次の結果を得る.
(2.1) P(
√
n(r2α − ρ˜2α)/σα ≤ x) = Φ(x) + ϕ(x)

(b1α/σα) + (b3α/σ
3
α)(x
2 − 1)	+O∗3/2,
ここで, ΦはN(0, 1)の分布関数であり, ϕはN(0, 1)の密度関数であり,
ρ˜α = {ρ2α + c(1− ρ2α)}1/2, σα =
p
b2α,
b1α = (1− ρ2α)

−(q − 1) + 2(q − 2)ρ2α + c

2(q − 1)− 2(q − 2)ρ2α
	
+

2ρ2α + c(1− 2ρ2α)
	
(1− ρ2α)
X
β ̸=α
(ρ2α − ρ2β)−1

,
b2α ≡ σ2α = 2(1− c)(1− ρ2α)2

2ρ2α + c(1− 2ρ2α)

,
b3α = 8(1− c)(1− ρ2α)3{3ρ2α + c(1− 3ρ2α)}{1− 3ρ2α − c(2− 3ρ2α)}.
いま, h(ℓ2α)を ℓ2αの関数で ℓ2α = θ2αの近傍で微分可能な h′(θ2α) ̸= 0な関数とし, 次の分布の漸近
展開を考える.
√
n

h(r2α)− h(ρ˜2α)
	
/τα, τα = b˜
1/2
2α
これは (2.1)の biαを b˜iαにおきかえたものとして与えられる.
b˜1α = h
′(ρ˜2α)b1α+
1
2
h
′′
(ρ˜2α)b2α, b˜2α = h
′
(ρ˜2α)
2b2α, b˜3α = h
′
(ρ˜2α)
3b3α+3h
′
(ρ˜2α)
2h
′′
(ρ˜2α)b
2
2α.
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3 次元の検定統計量における高次元近似
この節では, 正準相関係数の次元の検定統計量に興味がある. 正準相関係数の次元とは, ゼロで
ない正準相関係数の個数として定義される. いま, 帰無仮説と対立仮説を次のようにおく.
Hdim : ρk > ρk+1 = · · · = ρq = 0, Kdim : ρb > ρb+1 = · · · = ρq = 0, k < b ≤ q.
このとき, 代表的な検定統計量として次の３つがある.
LR = − log
qY
j=k+1
(1− r2j ), LH =
qX
j=k+1
r2j
1− r2j
, BNP =
qX
j=k+1
r2j ,
これまでは, A0のもと検定統計量の近似分布を考えられてきた. しかし, A0のもと求められた結
果は, 次元数が大きくなると近似の結果が悪くなることがしられている. そこで, 本論文では高次
元枠組A1のもと検定統計量の極限分布を導出する. この結果は, Sakurai [2]によって求められた.
Theorem 3
検定統計量を次のように変換する.
TLR =
√
p

1 +
m
p
(
log
qY
j=k+1
(1 + ℓ2j)− (q − k) log

1 +
p
m
)
,
TLH =
√
p
(
m
p
qX
j=k+1
ℓ2j − (q − k)
)
,
TBNP =
√
p

1 +
m
p
(
1 +
m
p
 qX
j=k+1
ℓ2j
1 + ℓ2j
− (q − k)
)
.
次のことを仮定する.
A1.2 : ρ21 > · · · > ρ2k > ρ2k+1 = · · · = ρ2q = 0.
仮定A1, A1.2のもと次の結果を得る.
TG
σG
d→ N(0, 1), σG =
r
2(q − k)

1 +
p
m

, G = LR,LH,BNP.
さらに, Sakurai [2]では対立仮説Kdimのもとでの極限分布が与えられている. これから, A1の
もとで, これらの検定統計量が検出力が 1になることが示される.
4 冗長性の検定統計量における高次元近似
この節では, 正準相関分析における冗長性の検定統計量に興味がある. まず, x, yを次のように
分割する. x = (x′1,x′2)′, x1 : q1 × 1, x2 : q2 × 1, y = (x′3,x′4)′, x3 : q3 × 1, x4 : q4 × 1. いま, α2i,
α4iをx2, x4に対応する正準変数の係数ベクトルとすると, x2, x4が冗長である冗長性仮説は次の
ように定義される.
Hadd : α2i = 0, α4i = 0, (i = 1, . . . , k).
3
この仮説の代表的な検定統計量として次の尤度比統計量がある.
T =
 S22·13 S24·13S42·13 S44·13
 /{|S22·1||S44·3|}, S =
 
Sxx Sxy
Syx Syy
!
=
0BBB@
S11 S12 S13 S14
S21 S22 S23 S24
S31 S32 S33 S34
S41 S42 S43 S44
1CCCA .
ここで, S22·1 = S22 − S21S−111 S12, S22·13 = S22 − S2(13)S−1(13)(13)S(13)2, S2(13) = (S21, S23)であり, Sij
はxiに対応して分割した Sの部分行列である. このとき, この尤度比統計量はA0のもとで分布の
漸近展開が与えられている. しかし, A0のもと求められた結果は, 次元数が大きくなると近似の結
果が悪くなることがわかった. そこで, 本論文では, 2組の変数の次元数と標本数と同程度に大きく
なるという高次元枠組A2のもと検定統計量の極限分布を導出する.
A2 : pa = p1 + p2 →∞, n→∞, pa/n→ c ∈ (0, 1).
この結果は, Sakurai [2]によって求められた.
Theorem 4
検定統計量 T に対して, − log T を標準化したものを TGとする.
TG =
− log T − (m1 +m2)
d
.
仮定A2のもと TGの帰無分布は次のように展開できる.
P (TG ≤ x) = Φ(x)− ϕ(x)
h
a1(x) + a2(x)
i
+ o(p−1a ),
ここで, 係数mi, d, a1(x), a2(x)は Sakurai [2]で与えられている.
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