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Abstract
We study for two metrics j and d whether a plane domain D  C for which there exists a constant c > 0 with j (z,w) cd(z,w)
for all z,w ∈ D is a uniform domain. In particular, we study the case when d is the λ-Apollonian metric a′. We also study for a
simply connected domain that whether quasi-isotropic domains are John disks and conversely.
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1. Introduction and main results
Throughout this paper, we always assume that D is a proper subdomain of the complex plane C possessing at least
two finite boundary points, and that constants such as b and c are positive. As in [21], a domain D is called uniform
provided there exists a constant c with the property that each pair of points z1, z2 ∈ D can be joined by a rectifiable
arc γ ⊂ D satisfying
(1) (γ ) c|z1 − z2|,
(2) minj=1,2 (γ [zj , z]) c dist(z, ∂D), for all z ∈ γ .
Here (γ ) denotes the Euclidean length of γ , γ [zj , z] the part of γ between zj and z.
As in [19], a simply connected domain D is called a b-John disk if for any two points z1, z2 ∈ D, there is a
rectifiable arc γ ⊂ D joining them with
min
j=1,2 
(
γ [zj , z]
)
 b dist(z, ∂D)
for all z ∈ γ , where b is a constant. Sometimes we simply call D a John disk if it is a b-John disks for some positive
constant b.
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mathematical analysis, see [16,19,21]. Martio and Sarvas [16] were the first who introduced uniform domains and
since then its importance along with John domains throughout the function theory is well documented, see [5,21]. It
has been known that a simply connected planar domain D is a quasidisk if and only if D is a uniform domain (see
[11, Lemma 6.4]); a Jordan domain D is a quasidisk if and only if both D and D∗ := C\D are John disks, and every
quasidisk is a John disk (see [15]). Hence John disks can be thought of as “one-sided quasidisks.”
All the definitions of metrics in the following results will be presented in Section 2. We begin our discussion with
the following simple characteristic property of quasidisks due to Gehring.
Theorem A. (See [4, Theorem 11].) A simply connected domain D is a quasidisk if and only if there is a constant c
such that
hD(z1, z2) cjD(z1, z2) for all z1, z2 ∈ D.
Later in 2000, Gehring and Hag obtained the following simple characterization.
Theorem B. (See [7, Theorem 3.1].) A simply connected domain D is a quasidisk if and only if there is a constant c
such that
hD(z1, z2) caD(z1, z2) for all z1, z2 ∈ D.
In the unit disk B := {z: |z| < 1} case, we actually have hB(z1, z2) = aB(z1, z2), see [2]. Next, we recall the
following simple and useful characteristic properties of John disks due to Näkki and Väisälä [19].
Theorem C. (See [19].) Let D be a simply connected proper subdomain in C. Then the following conditions are
equivalent:
(1) D is a b-John disk;
(2) For each z ∈ R2 and r > 0, any two points in D \ B(z, r) can be joined by an arc in D \ B(z, r
c
), where the
constants b and c depend only on each other and B(z, r) denotes the open disk of radius r centered at the point z;
(3) For every straight crosscut α of D dividing D into subdomains D1 and D2, we have minj=1,2 diam(Dj ) 
c diam(α), where the constants b and c depend only on each other and diam(α) means the diameter of α.
By using hD and j ′D , Kim and Langmeyer obtained the following necessary and sufficient conditions for b-John
disks.
Theorem D. (See [15, Theorem 4.1].) A simply connected domain D is a b-John disk if and only if there exists a
constant c 1 such that
hD(z1, z2) cj ′D(z1, z2) for all z1, z2 ∈ D.
Here the constants b and c depend only on each other.
On the other hand, Broch in his PhD thesis characterized John disks in terms of a bound for hyperbolic distance
hD with an additive constant.
Theorem E. (See [3, Theorem 6.2.9].) A simply connected (Jordan) domain D is a b-John disk if and only if there are
constants c and d such that
hD(z1, z2) ca′D(z1, z2) + d for all pairs of z1, z2 ∈ D,
where c and d depend only on b, and b depends only on c and d .
In view of a comparison with Theorem B, Broch raised the following.
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if there is a constant c such that
hD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D. Here the constants b and c depend only on each other.
Recently, in [24], Wang, Huang, Ponnusamy and Chu proved that the sufficiency part in Conjecture F is actually
true.
Theorem G. (See [24, Corollary 2.3].) Suppose that D is simply connected and that there is a constant c such that
hD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D. Then D is a b-John disk with b = b(c).
In addition to the above result, the authors in the same article [24] constructed two examples, one for a bounded
John disk and the other for an unbounded John disk, and showed that the necessity in Conjecture F fails to hold. In
view of this development and the importance of these domains in function theory, the following question is natural.
Question 1.1. Is it true that D is a uniform domain if and only if there is a constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D, where the constants b and c depend only on each other?
We also collect a number of relevant results for completeness.
Theorem H. Let D be a simply connected domain. Then for all z1, z2 ∈ D we have
1
2
kD(z1, z2) hD(z1, z2) 2kD(z1, z2),
kD(z1, z2) log
(
1 + |z1 − z2|
dist(zj , ∂D)
)
(j = 1,2),
and
jD(z1, z2) 2kD(z1, z2). (1.2)
Note that the first two inequalities in Theorem H are due to Gehring and Osgood [8] while the inequality (1.2) may
be obtained, for instance, from [9, Lemma 2.1] and [23, Exercise 2.40 ] (see also [22] and [11, Section 5]). In fact, the
inequality (1.2) holds for all proper subdomains D of Rn. On the other hand, concerning K-quasi-isotropic domains
(see again Section 2 for the definition), Hästö proved the following analog result.
Theorem I. (See [11, Corollary 5.4].) If a domain D  Rn is K-quasi-isotropic, then
kD(z1, z2)/K  a˜D(z1, z2) 2kD(z1, z2)
for all z1, z2 ∈ D, where the second inequality always holds.
Theorem J. (See [12, Corollary 5.4].) For D  Rn the following are equivalent:
(1) D is quasi-isotropic;
(2) a˜D ≈ kD ; and
(3) jD  a˜D .
Again, for the notations of relations between metrics in Theorem J, we refer to Section 4. Here is a simple result
which illustrates the usefulness of our investigation and the proof of it is a consequence of Theorems D, H and I.
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such that
a˜D(z1, z2) cj ′D(z1, z2) for all z1 and z2 in D,
then D is a b-John disk, where b depends only on c and K .
Theorem 1.3 stimulates us to discuss the relation between K-quasi-isotropic domains and John domains. Then we
ask the following.
Question 1.4. Suppose that D is a simply connected domain. Is it true that D is a K-quasi-isotropic domain if and
only if D is a b-John disk, where constants K and b depend only on each other?
The main aim of this paper is to discuss Questions 1.1 and 1.4. Concerning Question 1.1, our main results are as
follows:
Theorem 1.5. Suppose D is a simply connected domain. If D is uniform, then there exists a constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D.
It is natural to ask whether Theorem 1.5 holds for multiply connected domains. The following example shows that
the answer is negative.
Example 1.6. Let D = C\D1 where D1 = {x + iy: |x| 12 , |y| 12 }. Then D is a uniform domain, but there does
not exist any constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D.
As a consequence of the following example, we conclude that the converse part of Theorem 1.5 is not true in
general.
Example 1.7. Let D = {x + iy: x > 0, |y| < 1}. Then there exists a constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D, but D is not a uniform domain.
In the following, we construct an example and show that the converse part of Theorem 1.5 does not hold in the case
of D being multiply connected domains.
Example 1.8. Let r = 2 tan(π/36)1+2 tan(π/36) and D = D1\D2, where D1 = {x+ iy: x > 0, |y| < 1} and D2 = {x+ iy: r  x 
2 − r, |y| 1 − r}. Then there exists a constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D, but D is not a uniform domain.
Answer to Question 1.4 lies in the following examples.
Example 1.9. Let D be the domain as in Example 1.7. Then D is a quasi-isotropic domain, but D is not a John disk.
Example 1.10. Let D = D1\D2, where D1 = {x + iy: −1 < x < 0, −1 < y < 0} and D2 = {x + iy: x2 + y2  1,
x < 0, y < 0}. Then D is quasi-isotropic, but not a John disk.
114 M. Huang et al. / J. Math. Anal. Appl. 343 (2008) 110–126Remark 1.11. By [11, Example 4.4] it follows that H \ [0, i] is not quasi-isotropic but is a John disk by Theorem C,
where H denotes the upper half-plane. As another motivation to Question 1.4, we observe by a proof similar to [11,
Example 4.4] that there exist bounded simply connected domains (e.g., B \ [0,1)) which are John but are not quasi-
isotropic. Also there exist doubly connected domains which are John domains, but not quasi-isotropic. For instance,
[14, Example 3.11] gives that B \ {0} is not quasi-isotropic but is clearly a John domain.
Remark 1.12. Examples 1.9 and 1.10 show that the necessary part in Question 1.4 does not hold irrespective of
whether D is bounded or unbounded. Remark 1.1 shows that the sufficiency part in Question 1.4 does not hold
whether D is bounded or unbounded. These observations clearly provide us a solution to Question 1.4.
Remark 1.13. Examples 1.9 and 1.10 show that the inequality a˜D(z1, z2)  cj ′D(z1, z2) in Theorem 1.3 cannot be
removed.
The paper is organized as follows: Section 2 contains preliminary information including basic definitions, no-
tational descriptions, and elementary results for proving our main results. In Section 3, we state and prove a few
technical lemmas and as a consequence, we establish the proof of Theorem 1.5 and solutions to Examples 1.6–1.8.
Section 4 is devoted to solutions to Examples 1.9 and 1.10.
2. Preliminaries
If D is simply connected, then the hyperbolic density at z ∈ D is defined by
ρD(z) = ρB
(
g(z)
)∣∣g′(z)∣∣,
where ρB(z) = 21−|z|2 and g is a conformal mapping of D onto the unit disk B. See [1,10,17,18] and their references
for basic properties of hyperbolic density. Then for any pair of points z1 and z2 in D, the hyperbolic distance and the
quasihyperbolic distance are respectively defined by
hD(z1, z2) = inf
α
∫
α
ρD(z)|dz|
and
kD(z1, z2) = inf
α
∫
α
|dz|
dist(z, ∂D)
,
where the infimum in the last two definitions is taken over all rectifiable curves α joining z1 and z2. We refer to
the book by Vuorinen [23] for a discussion on these metrics and many other related metrics. For any z1, z2 ∈ D, the
λ-length between them is defined by
λD(z1, z2) = inf
{
(α): α ⊂ D is a rectifiable arc joining z1 and z2
}
.
A point w in the boundary ∂D of D is said to be rectifiably accessible if there is a half open rectifiable arc α in D
ending at w. Let ∂rD denote the subset of ∂D which consists of all the rectifiably accessible points, that is
∂rD = {w ∈ ∂D: w is rectifiably accessible}.
Beardon [2] has studied the Apollonian metric aD defined by (see also [7,11–13])
aD(z1, z2) = sup
w1,w2∈∂D
log|z1, z2,w1,w2|.
The λ-Apollonian metric a′D (see [3,24]) is defined by
a′D(z1, z2) = sup
w1,w2∈∂rD
log|z1, z2,w1,w2|λD .
Here
|z1, z2,w1,w2| = |z1 − w1||z2 − w2||z1 − w2||z2 − w1|
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λD(z1,w1)λD(z2,w2)
λD(z1,w2)λD(z2,w1)
for all z1, z2 ∈ D. Then the following lemma is easy to prove and so we omit the details.
Lemma 2.1. For all z1, z2 ∈ D we have
aD(z1, z2) a′D(z1, z2).
From now onwards, the symbol d(z) will stand for dist(z, ∂D), the Euclidean distance from z to the boundary ∂D
of D. Also as in [8], for z1, z2 ∈ D the metric jD(z1, z2) is defined by
jD(z1, z2) = log
(
1 + |z1 − z2|
d(z1)
)(
1 + |z1 − z2|
d(z2)
)
.
The metric j ′D is obtained by replacing the Euclidean distance in the definition of jD metric by the λ-length (cf. [3]).
We say that a metric space (D,d) is K-quasi-isotropic if
lim sup
r→0
sup{d(x, z): |x − z| = r}
inf{d(x, y): |x − y| = r} K
for every x ∈ D. We say that D is quasi-isotropic if (D,aD) is K-quasi-isotropic for some constant K  1.
Next we define the inner metric as follows (see [12]): If d is a metric in D and γ : [0,1] → D is a path, then the
d-length of γ is defined by
d(γ ) = sup
n−1∑
i=0
d
(
γ (ti), γ (ti+1)
)
,
where the supremum is taken over all n and all sequences of partitions {ti} satisfying 0 = t0 < t1 < · · · < tn = 1. All
the paths in this paper are assumed to be rectifiable. The inner metric of d , denoted by d˜ , is defined by
d˜(z1, z2) = inf
γ
d(γ ),
where the infimum is taken over all paths connecting z1 and z2 in D. We warn the reader not to be confused with the
notation d(z) which is used for dist(z, ∂D).
An inner metric with respect to the Apollonian metric aD is called the Apollonian inner metric (see [12,13]) and is
denoted by a˜D . We note that d  d˜ always holds by a repeated use of the triangle inequality. Thus we have jD  2kD ,
a fact which is clear from Theorem H as well.
We end this section with the following Bernoulli inequalities:
Lemma 2.2. For x  0, we have
log(1 + cx) c log(1 + x) if c 1,
and
log(1 + cx) c log(1 + x) if 0 c 1.
These two inequalities follow, for example, from the fact that c → log(1 + cx)/c is a decreasing function of c
in (0,∞), for each fixed x > 0.
3. Proof of Theorem 1.5 and solutions to Examples 1.6–1.8
3.1. Proof of Theorem 1.5
Recall that a simply connected subdomain of the plane is uniform if and only if it is a quasidisk, and in gen-
eral a uniform domain is a quasicircle domain, cf. [6]. Since D is given to be uniform, it is a quasidisk. Further,
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jD(z1, z2) 4hD(z1, z2) 4c′aD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D, where c = 4c′ is a constant.
3.2. Solution to Example 1.6
Theorem C implies that D is not a John disk and hence it is not uniform. Since D is convex, we have jD  2aD ,
by [20, Theorem 4.2]. Thus by Lemma 2.1 we have jD(z1, z2) 2a′D(z1, z2) for all z1, z2 ∈ D.
There exist a number of alternative characterizations of uniform domains. However, it is a non-trivial task to verify
whether a given domain is uniform. In [19, Examples 2.4(1)] Näkki and Väisälä stated that the exterior of a ball is
a John domain. Although it seems from the definition that the exterior of a ball is uniform, because of independent
interest, we present a proof below which is needed for a solution to Example 1.7.
Lemma 3.3. The domain D = C\B is uniform.
Proof. Let z1, z2 ∈ D, and recall the notation d(z) = dist(z, ∂D). Without loss of generality we assume that d(z1) =
minj=1,2 d(zj ).
If d(z1) 14 , then we pick z′2 ∈ [0, z2] such that d(z′2) = d(z1). Therefore, z1 and z′2 divide the circle S(0, |z1|) ={z ∈ C: |z| = |z1|} into two parts: γ1 and γ ′1 with (γ1) (γ ′1). Define γ = γ1 ∪ [z′2, z2]. Then we have
(γ ) π
2
∣∣z1 − z′2∣∣+ ∣∣z2 − z′2∣∣ π + 22 |z1 − z2|.
Given a z ∈ γ , if z ∈ γ1, then we have

(
γ1[z1, z]
)
 π
(
d(z) + 1) 5πd(z).
If z ∈ [z′2, z2], then
(γ1) + 
([
z′2, z
])
 5πd(z1) + d(z) − d
(
z′2
)
 5πd(z).
Consequently, for each z ∈ γ , we have
min
j=1,2 
(
γ [zj , z]
)
 5πd(z).
Now we assume that d(z1) < 14 . We need to examine two cases.
Case I. Let d(z2) 12 .
Consider the half line L starting from the origin O and passing through z1, and let z′1 ∈ L with d(z′1) = d(z2).
Then z′1 and z2 divide the circle S(0, d(z2)) into two parts: γ2 and γ ′2 with (γ2) (γ ′2).
Now, we let γ = γ2 ∪ [z1, z′1]. First notice that
(γ )
∣∣z1 − z′1∣∣+ (γ2) d(z2) + π(1 + d(z2)) 2(3π + 1)|z1 − z2|,
because |z1 − z2| |z2| − |z1| d(z2) − 14  12d(z2). For z ∈ γ , if z ∈ [z1, z′1], we find that

([z1, z]) d(z).
If z ∈ γ2, we see that

(
γ2(z2, z)
)
 (γ2)
π
2
∣∣z′1 − z2∣∣ π2
(|z2| + ∣∣z′1∣∣)= π(d(z2) + 1) 3πd(z)
and so, for each z ∈ γ ,
min
j=1,2 
(
γ [zj , z]
)
 3πd(z).
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Case II. Let d(z2) < 12 .
Subcase I. First we consider the range π18   z1Oz2  π .
Let L1 be the half line starting from O and passing through z1, and let L2 be the half line starting from O and
passing through z2. Choose z′1 ∈ L1 and z′2 ∈ L2 with d(z′1) = d(z′2) = 12 . Then z′1 and z′2 divide the circle S(0, 32 ) into
two parts: γ3 and γ ′3 with (γ3) (γ ′3). Let γ = [z1, z′1] ∪ γ3 ∪ [z′2, z2]. As in the previous case, this yields that
(γ ) 1
2
+ 1
2
+ (γ3) 1 + 3π2  2π
sin 17π36
sin π18
|z2 − z1|.
Now, for z ∈ γ , if z ∈ [zj , z′j ] (j = 1,2), we then have

([zj , z]) d(z).
On the other hand, for z ∈ γ3, we have

(
γ (z1, z)
)

∣∣z′1∣∣− |z1| + (γ3) 12 + π
(
1 + 1
2
)
 (3π + 1)d(z),
since d(z) = 12 . The above observations imply that
min
j=1,2 
(
γ [z, zj ]
)
 (3π + 1)d(z)
for each z ∈ γ .
Subcase II. Consider the case  z1Oz2 < π18 .
Let γ be the half circle of S(z1+z22 ,
|z1−z2|
2 ) divided by z1 and z2, which satisfies the condition  Oz1z0 >
π
2 , where
z0 ∈ γ with (γ [z1, z0]) = (γ [z2, z0]), see Fig. 1.
Clearly,
(γ ) π
2
|z1 − z2|.
Now, we claim that
min 
(
γ [zj , z]
)
 πd(z)j=1,2
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for z ∈ γ . To establish the claim, we first observe that for any z ∈ γ [z1, z0],  zz1O  13π18 . Hence for such z, we
obtain that
|z| =
√
|z1|2 + |z1 − z|2 − 2|z1||z1 − z| cos  Oz1z
√
1 + |z1 − z|2 + |z1 − z|.
Since
d(z) = |z| − 1
√
1 + |z1 − z|2 + |z1 − z| − 1
and
|z1 − z| 2
(√
1 + |z1 − z|2 + |z1 − z| − 1
)
 2d(z),
we deduce that

(
γ [z1, z]
)
 π
2
|z1 − z| πd(z).
On the other hand, if z ∈ γ [z0, z2], we can find z′ ∈ γ [z1, z0] with (γ [z1, z′]) = (γ [z, z2]) which shows that

(
γ [z, z2]
)= (γ [z1, z′]) πd(z′) πd(z).
The last two inequalities complete the proof of our claim. 
We now recall the following result from [16].
Lemma 3.4. Let f : Rn → Rn be a K-quasiconformal mapping and D ⊂ Rn be a uniform domain. Then f (D) is a
uniform domain.
3.5. Solution to Example 1.7
At first, we prove that D = C\D1 is uniform, where D1 = {x + iy: |x|  12 , |y|  12 }. Since D1 is a quasidisk,
there exists a K-quasiconformal mapping f : C → C such that D1 = f (B). By Lemmas 3.3 and 3.4, D = C\D1 is a
uniform domain.
Next we prove that there does not exist any constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D.
Let L1, L2, L3, and L4 denote the boundaries of ∂D defined by
L1 =
{
x + iy: x = −1
2
, |y| 1
2
}
, L2 =
{
x + iy: y = −1
2
, |x| 1
2
}
,
L3 =
{
x + iy: x = 1
2
, |y| 1
2
}
, L4 =
{
x + iy: y = 1
2
, |x| 1
2
}
,
see Fig. 2. Then ∂D =⋃4j=1 Lj . For x  − 32 , consider the two points z1 = x + 12 i and z2 = x − 12 i in D. Clearly
d(z2) 1.
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λD(z1, a)
λD(z2, a)

√
1 + 1
d(z2)2
(3.6)
and
λD(z2, b)
λD(z1, b)

√
1 + 1
d(z1)2
(3.7)
for all a, b ∈ ∂rD. Obviously it suffices to prove the inequality (3.6), as the proof of the inequality (3.7) follows by
symmetry.
We begin by observing that for the case a ∈ L1, we have
λD(z1, a)
λD(z2, a)

√|z1 − z2|2 + d(z2)2
d(z2)
=
√
1 + 1
d(z2)2
since
λD(z1, a)
∣∣∣∣z1 + 12 + i2
∣∣∣∣=
√
|z1 − z2|2 + d(z2)2 and λD(z2, a) d(z2).
Secondly, for the case a ∈ L2, we find that
λD(z1, a)
λD(z2, a)
=
√
1 + d(z2)2 + |a + 12 + i2 |
d(z2) + |a + 12 + i2 |

√
1 + 1
d(z2)2
.
Thirdly, for the case a ∈ L4, we easily obtain that
λD(z1, a)
λD(z2, a)
= d(z1) + |a +
1
2 − i2 |√
1 + d(z2)2 + |a + 12 − i2 |

√
1 + 1
d(z2)2
.
Finally, for the last case a ∈ L3, we see that there exists a point p = 12 + is ∈ L3 with − 12 < s < 0, such that
1 + d(z2) +
∣∣∣∣p − 12 − i2
∣∣∣∣= 1 +√1 + d(z2)2 +
∣∣∣∣p − 12 + i2
∣∣∣∣.
Indeed, for any such point we have s = (d(z2) −
√
1 + d(z2)2)/2. Similarly, one can see that there exists a point
q = 12 + it with 0 < t < 12 , such that
1 + d(z2) +
∣∣∣∣q − 12 + i2
∣∣∣∣= 1 +√1 + d(z2)2 +
∣∣∣∣q − 12 − i2
∣∣∣∣.
Now, if the point a lies below the point p then by the same argument as in the second case, we obtain (3.6). If the
point a lies above the point q , then arguing as in the third case verifies the inequality (3.6). If the point a lies between
the points p and q , then it follows that there exists a point z = 12 + ir (− 12  r < s) such that
1 + d(z2) + |z − 12 − i2 |
1 + d(z2) + |z − 12 + i2 |
=
√
1 + 1
d(z2)2
. (3.8)
In fact, it is easy to see that
r = (d(z2) −
√
1 + d(z2)2)(d(z2) + 32 )
d(z2) +
√
1 + d(z2)2
−1
2
,
since d(z2) 1. Consequently,
λD(z1, a)
λD(z2, a)
= 1 + d(z2) − Im(a) +
1
2
1 + d(z ) + Im(a) + 1 
1 + d(z2) − s + 12
1 + d(z ) + s + 1 
1 + d(z2) − r + 12
1 + d(z ) + r + 1 =
√
1 + 1
d(z2)2
,2 2 2 2 2 2
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a′D(z1, z2) = sup
w1,w2∈∂rD
log
λD(z1,w1)λD(z2,w2)
λD(z1,w2)λD(z2,w1)
 log
(
1 + 1
d(z1)2
)
,
since d(z1) = d(z2).
Finally, suppose on the contrary that there exists a constant c such that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D. Denote y = 1d(z1) . Then, on one hand, we have
2 log(1 + y) c log(1 + y2).
But, on the other hand, we see that
lim
y→0
log(1 + y)2
log(1 + y2) = ∞.
This contradiction completes the proof.
3.9. Solution to Example 1.8
In the solution of this example, we use some notation. As in [11], we denote by xy the line through x and y, by
(x, y] the semi closed (or semi open) segment between x and y and by [x, y] the closed segment between x and y.
For our proof, at first we need the following lemma whose proof is easy to obtain by using basic trigonometry and so
we omit the details.
Lemma 3.10. Let D be the same as that in Example 1.8 and x1 = r + (1 − r)i, y1 = r + i, x2 = 2 − r + (1 − r)i.
Then x1, y1, x2 ∈ ∂D and  x1x2y1 = π36 .
Now, let z1, z2 be any two points in D. Without loss of generality we may assume that d(z1) = minj=1,2 d(zj ),
where d(zj ) = dist(zj , ∂D). Let z ∈ ∂D be such that d(z1) = |z1 − z|.
If |z1 − z2| 3d(z1), then
aD(z1, z2) log
|z − z2|
|z − z1|  log
(
1 + |z1 − z2|
3d(z1)
)
.
By Lemmas 2.1 and 2.2, we have
jD(z1, z2) 2 log
(
1 + |z1 − z2|
d(z1)
)
 6 log
(
1 + |z1 − z2|
3d(z1)
)
 6aD(z1, z2) 6a′D(z1, z2). (3.11)
If |z1 − z2| < 3d(z1) and z ∈ ∂D1, then, by Theorem 4.2 in [20] and Lemma 2.1, it follows that
jD(z1, z2) 2 log
(
1 + |z1 − z2|
d(z1)
)
 2a′D1(z1, z2) 2a
′
D(z1, z2). (3.12)
In the following, we always assume that |z1 − z2| < 3d(z1) and z ∈ ∂D2.
Following the notation of Lemma 3.10, let x1 = r + (1 − r)i, x2 = 2 − r + (1 − r)i, x3 = 2 − r + (r − 1)i and
x4 = r + (r − 1)i, see Fig. 3.
Case I. First we consider the case z = x1.
Without loss of generality, we may assume z1 ∈ W1, where W1 denotes the closure of the triangular domain with
vertices r + (1 − r)i, r + i and i. Then
z2 ∈ W1 ∪ W2 ∪ W3 ∪ W4,
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where W2 denotes the closure of the triangular domain with the vertices r + (1 − r)i, i and (1 − r)i; W3 the closure
of the rectangular domain with the vertices r + (1 − r)i, 1 + (1 − r)i, 1 + i and r + i; and W4 the closure of the
rectangular domain with the vertices 0, r , r + (1 − r)i and (1 − r)i, see Fig. 3. We divide our discussions into two
subcases.
Subcase I. The subcase z2 ∈ W1.
In the following, when we mention an angle we always mean that one which is not greater than π .
Obviously,  z2z1z 3π8 . Next we obtain that, if  z2z1z
19π
36 , then
|z − z2|
|z − z1| 
√|z − z1|2 + |z2 − z1|2 + 2c0|z − z1||z2 − z1|
|z − z1| 
√
1 + 2c0|z2 − z1|
d(z1)
,
where c0 = sin π36 , which yields that
aD(z1, z2) log
|z − z2|
|z − z1|  log
√
1 + 2c0|z2 − z1|
d(z1)
.
Appealing to Lemmas 2.1 and 2.2, we obtain
jD(z1, z2) 2 log
(
1 + |z1 − z2|
d(z1)
)
 2
c0
a′D(z1, z2). (3.13)
If  z2z1z 19π36 , then, by Lemma 3.1, there must exist a point a ∈ [x1, x2] or [x1, x5] such that
 z2z1a = 19π36 .
Elementary computations show that there exists a constant c1 such that
|a − z2|
|a − z1| 
√
1 + 2c0|z1 − z2||a − z1|
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aD(z1, z2) log
√
1 + c1|z1 − z2|
d(z1)
,
where we can take
c1 = min
{
c0,
sin π36 sin
π
12
1 + 2 sin π12
,
2 sin π36 sin
π
18
2 sin π36 + sin π18
}
= sin
π
36 sin
π
12
1 + 2 sin π12
.
Therefore,
jD(z1, z2) 2 log
(
1 + |z1 − z2|
d(z1)
)
 4
c1
a′D(z1, z2). (3.14)
Subcase II. The subcase z2 ∈ W2 ∪ W3 ∪ W4.
Arguing as in Subcase I, we see that there exists a constant c2 such that
jD(z1, z2)
4
c2
a′D(z1, z2), (3.15)
where we can take
c2 = min
{
c0,
2 sin π36 sin
π
18
sin π18 + sin 7π36
,
2 sin π36 sin
π
18
sin π18 + sin 5π18
,
sin π36 sin
7π
36
2(sin 7π36 + sin 11π36 )
,
sin π36 sin
5π
36
2(sin 5π36 + sin 13π36 )
}
= sin
π
36 sin
5π
36
2(sin 5π36 + sin 13π36 )
.
Case II. The case z ∈ (x1, x4].
Let x5 = r . Without loss of generality, we may assume that z ∈ (x1, x5]. Clearly z1 ∈ W4. Then we see that
z2 ∈ U1 ∪ W3 ∪ U2,
where U1 denotes the closure of the rectangular domain with the vertices Im(z1)i, r + Im(z1)i, r + i and i; and U2
the closure of the rectangular domain with the vertices (r − 1)i, r + (r − 1)i, r + Im(z1)i and Im(z1)i.
Subcase III. The subcase z2 ∈ U1.
First we observe that  z2z1z > π4 . If  z2z1z
19π
36 , then
jD(z1, z2)
2
c0
a′D(z1, z2). (3.16)
On the other hand, if  z2z1z < 19π36 , then there must exist a point a ∈ [x1, x4] such that
 z2z1a = 19π36 .
Obviously  zz1a  5π18 and  z1az
2π
9 . Hence,
|a − z2|
|a − z1| 
√
1 + 2c0|z1 − z2||a − z1|
and
aD(z1, z2) log
√
1 + c3|z1 − z2|
d(z1)
,
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c3 = 2 sin
π
36 sin
2π
9
sin 5π18 + sin 2π9
.
Consequently,
jD(z1, z2)
4
c3
a′D(z1, z2). (3.17)
Subcase IV. The subcase z2 ∈ W3.
Our choice of point ensures that  z2z1z π4 or  z1z2b
π
4 , where
b = Re(z2) + (1 − r)i.
Then there must exist a point a ∈ [x1, x4] or a ∈ [x1, x2] such that
 z2z1a = 19π36 or  z1z2a =
19π
36
.
We have known that there exists a constant c4 such that
jD(z1, z2)
4
c4
a′D(z1, z2), (3.18)
where we can take
c4 = sin
π
36 sin
2π
9
2(sin 2π9 + sin 5π18 )
.
Subcase V. The subcase z2 ∈ U2.
If  z2z1z 19π36 , then
|z − z2|
|z − z1| 
√
1 + 2c0|z1 − z2|
d(z1)
and
jD(z1, z2)
2
c0
a′D(z1, z2). (3.19)
If  z2z1z 19π36 , then
17π
36   z1z2z
π
2 and there must exist a point a ∈ [x1, x4] such that
 z1z2a = 19π36 .
Therefore, there exists a constant c5 such that
jD(z1, z2)
4
c5
a′D(z1, z2), (3.20)
where we can take
c5 = min
{
c0,
sin π36 sin
17π
36
2(sin 17π36 + sin π36 )
}
= sin
π
36 sin
17π
36
2(sin 17π36 + sin π36 )
.
By the symmetry of D, there is only one possibility about the place of z which needs to be discussed, which is:
Case III. The case z ∈ [x2, x3].
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rectangular domain with the vertices 2 + (r − 1)i, 3 − r + (r − 1)i, 3 − r + (1 − r)i and 2 + (1 − r)i.
If  z2z1z 19π36 , then
jD(z1, z2)
2
c0
a′D(z1, z2). (3.21)
If  z2z1z < 19π36 , then there exists a point a ∈ [x2, x3] such that
 z2z1a = 19π36 or  z1z2a =
19π
36
.
We have known that there is a constant c6 such that
jD(z1, z2)
4
c6
a′D(z1, z2), (3.22)
where we can take
c6 = min
{ 2 sin π36 sin 17π36
sin 17π36 + sin π36
,
2 sin π36 sin
4π
9
sin π18 + sin 4π9
}
= 2 sin
π
36 sin
4π
9
sin π18 + sin 4π9
.
Finally, we let
c = max
{
6,
4
ci
: i = 0, . . . ,6
}
.
Then c > 0 and Eqs. (3.11)–(3.22) show that
jD(z1, z2) ca′D(z1, z2)
for all z1, z2 ∈ D. At last, the proof of D being not a uniform domain easily follows from the definition.
4. Solutions to Examples 1.9–1.10
As in [13], we introduce the following notations: Let d1 and d2 be metrics on a domain D. Then
(1) we write d1  d2 if there exists a constant c such that d1  cd2 and similarly for d1  d2;
(2) we write d1 ≈ d2 if d1  d2 and d1  d2.
From the definition of inner metric we see that d1 ≈ d2 implies d˜1 ≈ d˜2. Hence we have the following result, see
also [13].
Proposition 4.1. For a domain D  Rn if aD ≈ jD , then a˜D ≈ kD holds.
4.2. Solution to Example 1.9
Let D = {x + iy: x > 0, |y| < 1}. It follows from item (3) in Theorem C that D is not a John disk and therefore,
it is not a uniform domain.
Since D is convex, by [20, Theorem 4.2], it follows that jD  2aD and so, we have
jD(z1, z2) 2aD(z1, z2) 2a˜D(z1, z2)
for all z1, z2 ∈ D. Thus, Theorem J implies that D is quasi-isotropic.
4.3. Solution to Example 1.10
First we prove that D defined in Example 1.10 is quasi-isotropic. By Theorem J and Proposition 4.1, it suffices to
prove the following:
aD ≈ jD. (4.4)
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jD  aD. (4.5)
For any z1, z2 ∈ D, without loss of generality, we may assume that d(z1) = minj=1,2 d(zj ). Let z ∈ ∂D be such that
d(z1) = |z − z1|.
We need to deal with two cases.
Case I. The case |z1 − z2| 3d(z1).
We see from the first part of the solution of Example 1.8 that
jD(z1, z2) 6aD(z1, z2). (4.6)
Case II. The case |z1 − z2| < 3d(z1).
Define
L1 = {x + iy: x = −1, −1 y  0}, L2 = {x + iy: y = −1, −1 x  0},
L3 =
{
x + iy: x2 + y2 = 1, x < 0, y < 0}.
If z ∈ L1 ∪ L2, then  z2z1z π2 and there must exist a point z0 ∈ L1 ∪ L2 such that
 z0z1z = π6 and
2π
3
  z2z1z0  π.
Then it follows that
aD(z1, z2) log
|z2 − z0|
|z1 − z0|
= log
√|z1 − z2|2 + |z1 − z0|2 − 2 cos  z2z1z0|z1 − z2||z1 − z0|
|z1 − z0|
 log
√
1 +
√
3|z1 − z2|
2d(z1)
.
Moreover, by Lemma 2.2, we get
jD(z1, z2)
8√
3
aD(z1, z2). (4.7)
If z ∈ L3, then  z2z1z  π3 and there must exist a point z0 ∈ L3 such that  z2z1z0 = 5π9 . It follows that there must
exist c1 such that
|z1 − z0| c1d(z1), c1 = 1 + sin
2π
9
sin π9
. (4.8)
Then (4.8) implies that
aD(z1, z2) log
|z2 − z0|
|z1 − z0|
= log
√
|z1 − z2|2 + 2 sin π18 |z1 − z2||z1 − z0|
|z1 − z0|
 log
√
1 + 2 sin
π
18 |z1 − z2|
c d(z )
.
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jD(z1, z2) 2 log
(
1 + |z1 − z2|
d(z1)
)
 c2aD(z1, z2), c2 = c1
sin π18
. (4.9)
Therefore, using (4.6), (4.7) and (4.9), we obtain (4.5).
Now we prove that D is not a John disk. For this, we let
x0 = −1, x1 = −1 − t i ∈ L1 and x2 = s − t i ∈ L3 (0 < t < 1/4).
Then |x1 − x2| = |1 + s| and the straight crosscut [x1, x2] divides the domain D into two subdomains which are
denoted by D1 and D2. Obviously,
min
j=1,2 diam(Dj ) = |x0 − x2| =
√
|1 + s|2 + t2 = √2 + 2s.
Suppose on the contrary that D is a John disk. Then Theorem C implies that there exists a constant c such that
min
j=1,2 diam(Dj ) c|x1 − x2|.
But then
lim
s→−1
√
2 + 2s
|1 + s| = ∞
which is a contradiction. This completes the proof.
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