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ABSTRACT
Reciprocity in directed networks points to user’s willingness to re-
turn favors in building mutual interactions. High reciprocity has
beenwidely observed inmany directed socialmedia networks such
as following relations in Twitter and Tumblr. Therefore, reciprocal
relations between users are often regarded as a basic mechanism
to create stable social ties and play a crucial role in the formation
and evolution of networks. Each reciprocity relation is formed by
two parasocial links in a back-and-forth manner with a time delay.
Hence, understanding the delay can help us gain better insights
into the underlying mechanisms of network dynamics. Meanwhile,
the accurate prediction of delay has practical implications in ad-
vancing a variety of real-world applications such as friend rec-
ommendation and marketing campaign. For example, by knowing
when will users follow back, service providers can focus on the
users with a potential long reciprocal delay for effective targeted
marketing. This paper presents the initial investigation of the time
delay in reciprocal relations. Our study is based on a large-scale
directed network from Tumblr that consists of 62.8 million users
and 3.1 billion user following relations with a timespan of multiple
years (from 31 Oct 2007 to 24 Jul 2013). We reveal a number of in-
teresting patterns about the delay that motivate the development
of a principled learning model to predict the delay in reciprocal
relations. Experimental results on the above mentioned dynamic
networks corroborate the effectiveness of the proposed delay pre-
diction model.
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computing→ Social networks; Social network analysis;
KEYWORDS
Reciprocal Relations; Time Delay; Dynamic Networks
ACM Reference Format:
Jundong Li, Jiliang Tang, Yilin Wang, Yali Wan, Yi Chang, and Huan Liu.
2018. Understanding and PredictingDelay in Reciprocal Relations. InWWW
∗Work done when the author was an intern at Yahoo! Research
This paper is published under the Creative Commons Attribution 4.0 International
(CC BY 4.0) license. Authors reserve their rights to disseminate the work on their
personal and corporate Web sites with the appropriate attribution.
WWW 2018, April 23–27, 2018, Lyon, France
© 2018 IW3C2 (International World Wide Web Conference Committee), published
under Creative Commons CC BY 4.0 License.
ACM ISBN 978-1-4503-5639-8/18/04.
https://doi.org/10.1145/3178876.3186076
2018: The 2018 Web Conference, April 23–27, 2018, Lyon, France. ACM, New
York, NY, USA, 10 pages. https://doi.org/10.1145/3178876.3186076
1 INTRODUCTION
The advent and popularity of online social platforms significantly
diversify the way people communicate and socialize, allowing us
to share information, interact with others at a low cost and in a
variety of mode. In these sites, users can form links to others. Un-
derstanding and modeling social networks and the underlying evo-
lution mechanism have encouraged a surge of research [1, 2, 7, 24,
28, 33]. Social relations can be broadly categorized into reciprocal
(two-way) and parasocial relations (one-way) [17, 19]. In a directed
social network like Twitter1 and Tumblr2, the social norm of reci-
procity shows the tendency of a user following back to form mu-
tual connections. Formally, it is stated as follows – if useru initiates
a link to userv , then the action of user v links back to user u exhibits
reciprocity.
Reciprocal relations are widely and highly observed in directed
social media networks such as following relations in Twitter [41]
and Tumblr [6]. They encode tighter interactions than single paraso-
cial relations. It is evident from recent work that investigating the
formation of reciprocal links and discerning the differences from
parasocial links can help us gain insights on user behaviors and the
dynamic mechanisms of social networks. It has implications in ap-
plications that range from friend recommendation [40], bursty pre-
diction [30], information propagation [34] to viral marketing [22].
Recent years have witnessed increasing attempts to study user re-
ciprocal behaviors [8, 10, 13, 32]. Nonetheless, these methods pre-
dominantly dedicated to predicting if a parasocial link will be re-
ciprocated back in the future given a snapshot of current network
topology. As reciprocal relations stem from two parasocial rela-
tions in a back-and-forth manner, the time delay is inevitably3and
could play a non-negligible role in the formation of network dy-
namics and its quantification. For example, understanding the de-
lay in reciprocal relations can help us explain how networks evolve
and grow; while the length of the delay is often a good indicator to
quantify the intimacy between users in the dynamic environment.
In addition, the research achievements could advance many real-
world applications. For instance, in friend recommender systems,
our research can help determine when we should do recommen-
dations. Thus, it enables timely recommendation, and also, makes
1https://twitter.com/
2https://www.tumblr.com/
3two parasocial relations in a reciprocal relation are not created at the same time and
we refer the time gap as the time delay in this paper
the recommender systems more efficient. Despite the fundamen-
tal importance, a thorough investigation on the delay in reciprocal
relations is still in its infancy.
In this paper, we perform the first comprehensive investigation
about the time delay in reciprocal relations. In particular, we aim to
answer the following two questions – (a) whether the delay follows
certain patterns? (b) how these patterns help predict the delay in
reciprocal relations automatically? For question (a), we study some
potential factors that may influence the delay from the temporal
and structural perspectives and ourmajor understandings are sum-
marized as follows:
• From the temporal perspective, (1) the delay is affected by
the time when users join the social network and how long
they have been in the networkwhen the reciprocal relations
are initiated; (2) the delay presents weekly patterns – the de-
lay is shorter when reciprocal relations originate on week-
ends; (3) the delays of two consecutive reciprocal relations
from the same user are not necessarily related, i.e., the pre-
vious immediate delay is not a good estimator of the current
one from the same user.
• From the structural perspective, (1) the delay is related to
indegrees and outdegrees of users – users with higher inde-
grees tend to get reciprocated faster but reciprocates back to
others slower; and outdegrees present similar patterns as in-
degrees; (2) the delay between users that share a large num-
ber of common followees and followers are often shorter
than those without much commonalities.
To answer the question (b), we propose a framework that can pre-
dict the delay in reciprocal relations automatically. Empirical re-
sults on the large-scale Tumblr network demonstrate that the pro-
posed model can accurately predict the delay in reciprocal rela-
tions.
The rest of paper is organized as follows. In Section 2, we present
a large-scale dynamic social network to study and show its basic
statistics. Section 3 presents a comprehensive study on the time de-
lay in reciprocal relations. In Section 4, we introduce the proposed
model to predict the delay automatically. Section 5 presents exper-
imental results with discussions. Section 6 introduces related work
and Section 7 concludes the paper with future research directions.
2 DATA
We perform our study on a microblogging platform - Tumblr. In
Tumblr, users can follow the blogs of others without necessarily
following back, which naturally forms a directed social network.
By Feb 2016, there are around 550 million monthly active users
and 280.4 million blog posts in Tumblr. In this study, we collect a
dynamic network that consists of all user following relationships
from 31 Oct 2007 to 24 Jul 2013 (totally 2,094 days) [6]. By its end
date, the network contains 62.8 million users and 3.1 billion edges.
In this study, we specify the time granularity as one day and use
t = 0 and t = 2093 to denote the start date (10/31/2007) and end
date (07/24/2013), respectively. The detailed statistics of the dataset
are listed in Table 1.
Evolution patterns of the Tumblr network:Wefirst examine whether
the directed Tumblr network presents principled evolution patterns
Description Tumblr
# of Time Stamps (days) 2,094
# of Users at t = 0 13,864
# of Links at t = 0 51,741
# of Users at t = 2, 093 62,848,996
# of Links at t = 2, 093 3,132,353,040
Table 1: Detailed statistics of the Tumblr dataset.
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Figure 1: Evolution of network statistics over time.
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Figure 2: Network densifies over time.
that have been observed on other dynamic social networks. Fig-
ure 1(a), Figure 1(b), Figure 1(c) display the growth of nodes, links,
reciprocal relations, respectively. The network growth is relatively
slower at the very beginning. From the year of 2010, the Tumblr
network experienced an exponential growth. Similar observations
are also reported on other social media sites4. Meanwhile, we show
how the reciprocity of the Tumblr network changes over time in
Figure 1(d). It shows that the reciprocity is relatively high right be-
fore the network exponential growth. Afterwards, the reciprocity
4http://dstevenwhite.com/2011/12/29/social-media-growth-2006-2011/
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Figure 3: Reciprocity time delay distribution.
rate gradually declines and then remains rather stable, which is
consistent with the findings in [32]. In addition, network densifi-
cation [23] is a widely perceived pattern of dynamic networks. It
suggests that networks are gradually densified. To examine this
property, we first empirically show how the average indegree (out-
degree) of the network nodes changes in Figure 2(a). It is clear that
the average degree increases over time, thus the network is becom-
ing denser. To further corroborate this observation, we also show
the number of links at each time stamp (e(t)) versus the number
of nodes at each time step (n(t)) in Figure 2(b) in a log-log scale.
We observe that the number of links indeed increases superlinearly
w.r.t. number of nodes with a slope of a = 1.3367. The observations
are very consistent with those in [23]. Given the scale of the net-
work and the aforementioned observations, it is safe to conclude
that the Tumblr network is a typical and representative directed
social network. Therefore we can rely on it to study the time delay
in reciprocal relations.
Distribution of delay in reciprocal relations: We first formally de-
fine the concept of the time delay in reciprocal relations. For a recip-
rocal relation with two users u and v , assume that user u initiates
a parasocial relation to user v at time stamp t1 and user v follows
back to user u at time stamp t2 (t2 ≥ t1). Then the delay in the re-
ciprocal relation is defined as the difference between t2 and t1, i.e.,
t2 − t1. With the definition, we plot its distribution until t = 2093
for all 446,116,001 reciprocal relations in Figure 3. We first notice
that the delay follows a power law distributionwith an exponential
cutoff [31]. It means that the power law rule holds for short delays
and then it declines exponentially for long ones. The reason is that
for some delays in reciprocal relations whose initiate time is close
to the end date of the dataset, their reciprocal behaviors have been
not fully observed yet. This phenomenon can also be explained by
right censoring issue in survival analysis [42]. In a nutshell, we
observe that the time delay exists in a large portion of reciprocal
relations that suggests the necessity of the studied problem
0 500 1000 1500 2000
Source user join time (number of days since 2007/10/31)
0
50
100
150
200
250
A
ve
ra
ge
 d
el
ay
 (d
ay
s)
(a) Source user
0 500 1000 1500 2000
Target user join time (number of days since 2007/10/31)
0
50
100
150
200
250
300
350
A
ve
ra
ge
 d
el
ay
 (d
ay
s)
(b) Target user
Figure 4: Average delay versus when users join the network.
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Figure 5: Weekly delay patterns.
3 ANALYSIS ON THE TIME DELAY IN
RECIPROCAL RELATIONS
To reveal the delay patterns, we focus on understanding the fac-
tors that can influence the length of the delay. Next, we carry out
a comprehensive study of the time delay from the temporal and
structural perspectives. To ease the following presentations, we
now formally define each delay as a tuple < u,v, t1, t2, t2 − t1 >.
It denotes that user u (referred as the source user) follows user v
(referred as the target user) at the time stamp t1, and as a favor,
user v follows back to user u at the time stamp t2, the delay of the
reciprocal relation is t2 − t1, where t1 ≤ t2.
3.1 Temporal Analysis
Does the user joining time matter? Our first analytical task is to
check if the delay is related to the time when users join the net-
work. Assume that the joining time of the reciprocal source user
u and the reciprocal target user v are tu and tv respectively, a nat-
ural question is: does the user joining time affect the delay? To
answer this question, we plot the average delay of reciprocal rela-
tions with respect to the user joining time stamps in Figure 4. In
general, the average delay gradually decreases with the shifting of
the user joining time. In particular, we observe that (1) for source
users who join the network earlier, the target users needmore time
to follow them back; and (2) for target users who join the network
earlier, the delay is longer. Intuitively, users gradually become less
active in terms of establishing social relations; as a result, the de-
lays of reciprocal relations of earlier joined users become longer.
Weekly delay patterns: Weekly patterns have been observed in
various types of user behaviors such as check-in behaviors [5] that
motivate us to investigate the weekly delay patterns in reciprocal
relations. The average delay with respect to the day of the week
is depicted in Figure 5(a). It can be observed that the delay of the
reciprocal relations that are initiated on Saturday and Sunday is
shorter; while the average delay on Thursday is longest. To under-
stand these patterns, we also calculate the number of reciprocal re-
lations completed each day in a week and the results are shown in
Figure 5(b). On average, there are much more reciprocal relations
completed on weekends than weekdays so the reciprocal relations
initiated on weekends are likely to be finished within 0 or 1 day.
This observation is helpful to explain why the delay in weekends
is shorter. Furthermore, fromMonday to Thursday, the number de-
creases while it increases from Friday to Sunday. This finding can
help us understand why the delay on Thursday is the longest.
Sequential patterns: We can consider the following back behav-
iors in the timeline of one user as a sequence and sequential pat-
terns have been widely observed and studied in temporal user be-
havior analysis. For example, users’ check-in behaviors in LBSNs
are related to their previous check-ins especially the immediate
previous one [11]. To study the sequential patterns of users’ recip-
rocal behaviors, for each user we investigate to which extend the
current delay can be predicted by the average of his/her previous
k delays. We vary the value of k from 1 to 8 with a step of 1. To
alleviate the biases from the extraordinarily long delays, we filter
the reciprocal relations that are delayed exceeding 50 days as more
than 90% reciprocal relations completeswithin 50 days. The predic-
tion performance are evaluated by two widely used metrics, mean
absolute error (MAE) and root mean squared error (RMSE). They
are defined as:
MAE =
1
n
n∑
i=1
|di − dˆi |
RMSE =
√∑n
i=1(di − dˆi )
2
n
,
(1)
where di and dˆi denote true delay and the predicted delay, respec-
tively. The prediction results are shown in Figure 6.We can observe
that if we only use the delay of the immediately previous one (or
k = 1) to make the prediction, the prediction error is the high-
est that is different from observations about other user behaviors
such as check-in behaviors [11]. When the value of k gradually
increases, the prediction error tends to decrease accordingly. This
observation suggests that the average delay in a certain period is a
better indicator than the immediately previous one. In other words,
the strong correlation between the current behavior and the im-
mediate previous behavior does not necessarily hold for delays in
reciprocal relations. To further probe the reason of this phenom-
ena, we investigate all reciprocal relations sequentially and find
out that: (1) a consideration portion of users tend to reciprocate
back to their recent and earlier followers at the same time; and (2)
users do not necessarily follow the initiating orders to complete
reciprocal relations (e.g., users could delay earlier initiating recip-
rocal relations; while finishing recent ones).
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Figure 6: Delay prediction performance using the average of
previous k delays.
<10 10 to 2000 >=2000
outdegree low normal high
indegree low normal high
Table 2: Categorization of Users by In and Out Degree.
3.2 Network Structural Analysis
In a directed network, in and out degrees are two importance char-
acteristics of users and structural similarity is one of the most im-
portant characteristics for pairs of users. In this subsection, we
investigate the impact of these importance characteristics on the
time delay in the reciprocal relations.
The impact of in and out degrees: Celebrities in social media usu-
ally attract more followers than normal users and active users in-
clined to followmore users. Hence, it is natural to question – is the
delay related to in and out degrees of users? The indegrees of users
at the initiating time of reciprocal relations can indicate their social
statuses; while the outdegrees of users can reflect their user activ-
ities. To differentiate users with different indegrees, we categorize
users with more than 2000 followers as high indegrees, users with
less than 10 followers as low indegrees and the remaining users
as normal. Similarly, in order to discriminate users with different
outdegrees, we consider users who follow more than 2000 users
as high outdegrees, users with less than 10 following relationships
as low outdegrees, and the other users as normal users. Detailed
categorization of users according to their social status and activity
is illustrated in Table 2.
Firstly, we show how users of different indegrees impact the
reciprocal delays. As each reciprocal relation involves two users,
we show the differences of the average delay of the source and
target users at the initiating time in Figure 7(a) and Figure 7(b), re-
spectively. It can be observed from Figure 7(a) that as indegrees of
source users increases, the average delay becomes shorter. It sug-
gests that the following relations initiated by famous users (i.e.,
celebrities) get reciprocated faster than those of low indegrees. An-
other interesting finding from Figure 7(b) is that high indegree
users normally take longer (i.e., 7 times in our studied dataset)
to follow back to their followers than others. Normal users spend
relatively a little bit longer time (around 0.9 days) to reciprocates
back to their followers than low indegree users. In summary, as the
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Figure 7: Average delay versus user indegrees (social status)
at the initiating time of reciprocal relations.
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Figure 8: Average delay versus user outdegrees (user activity)
at the initiating time of reciprocal relations.
source users, higher indegrees indicate shorter delay; while as the
target users, higher indegrees mean longer delay.
Second, we examine how the delay is related to the user outde-
grees. We present the average delay (source and target users) with
different outdegrees in Figure 8. Figure 8(a) shows that high outde-
gree users are likely to get their followers reciprocated back faster
than low outdegree users. High outdegrees often mean more activ-
ities and higher visibility that could shorten the delay of reciprocal
relations. In contrast, high outdegree users delay longer to follow
back to their followers. In a typical directed social network, users’
indegrees and outdegrees are almost balanced – high indegrees of-
ten mean high outdegrees [38]. That can support the reason why
we make very similar observations about the impacts of in and out
degrees on the time delay in reciprocal relations.
The impact of structural similarity: Here we engage in some in-
vestigations the impacts of some structural similarities such as the
number of common followees and the number of common follow-
ers for the source and target users at the reciprocity initiate time.
In particular, we divide the number of common followees and fol-
lowers into 6 ranges: [0, 20), [20, 40), [40, 60), [60, 80), [80, 100) and
[100,+∞). Their effects on the reciprocal delays are illustrated in
Figure 9. With the increase of structural similarity between two
users (either common followees or common followers), the aver-
age delay tends to decrease. For example, when the number of
common followers increases to 100, the average delay is reduced to
only 1 day compared to more than 18 days with less than 20 com-
mon followers. Social homophily suggests that similar users are
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Figure 9: Average delay versus the number of common fol-
lowees and followers.
likely to create links to each other [29]. Our study extends the so-
cial homophily to the temporal dimension for reciprocal relations
– similar users are likely to have short delay in reciprocal relations.
4 DELAY PREDICTION IN RECIPROCAL
RELATIONS
Temporal
Source user joining time tu
Target user joining time tv
Length of source user joining time t1 − tu
Length of target user joining time t1 − tv
Does the reciprocity start on weekends?
Avg of previous k delays of user v
Avg of previous all delays of user v
Structural
Indegree of user u at t1
Indegree of user v at t1
Outdegree of user u at t1
Outdegree of user v at t1
Number of common followees at t1
Number of common followers at t1
Table 3: Summary of features for each reciprocal relation
< u,v, t1, ?, ?−t1 >where ? indicates the following back time.
It needs to mention that the problem of whether will you fol-
low back or not has been extensively studied in literature [8, 16]
and these methods have shown to achieve very high performance.
However, this is the focus of this study, in this work, we perform
further analysis on the problem of when will user follow back on
the basis of their work. In other words, if you follow back, we at-
tempt to predict the reciprocal delay.
According to our observations and findings in the previous sec-
tion, we reveal some interesting patterns that influence the length
of the delay in reciprocal relations. Now we attempt to answer the
second question whether we can leverage these patterns to predict
the delay automatically. In particular, we first extract features that
may potentially affect the delay according to our previous analy-
sis. For each reciprocal relation < u,v, t1, ?, ? − t1 > (where ? is
the following back time we want to predict), we extract two types
of features that are corresponding to two types of patterns that
are summarized in Table 3. It should be noted that there might be
other factors that may affect the reciprocal delays, but we focus
on temporal and structural related factors and leave further inves-
tigations as future work. With the feature representation for each
reciprocal relation, we consider the delay prediction problem as a
regression problem. Given a reciprocal relation < u,v, t1, ?, ?−t1 >,
our goal is to predict the number of days the target user v takes to
follow back to the source user u . In other words, we would like to
train a predictive learning model with the training data where the
missing ? are already known and then predict the missing follow
back time ? in each reciprocity relation in the test data. The prob-
lem statement of the delay prediction is formally stated as follows:
Given the feature matrix X ∈ Rn×d where n is the number of train-
ing reciprocal relations, and their corresponding delay vector y ∈ Rn ,
we aim to learn to a regression model f that maps X to y.
4.1 The Proposed Delay Prediction Framework
A simple and straightforward way is to build a global model for all
reciprocal relations. However, one drawback is that it assumes that
reciprocal relations from all users share the exactly same patterns.
Though the delay overall tends to follow some common patterns
in the previous section, reciprocal behaviors of different individu-
als could differ. For example, some users may regularly log in and
reciprocate back to their followers very quickly while some other
users could be not active and spend longer to follow back. There-
fore, it is more appealing to build a model to capture both the com-
mon patterns and the personalized nature of reciprocal behaviors.
Next, we will first introduce the framework to model the common
patterns and then extend it to model the personalized nature.
Let X = [x1, x2, ..., xn]
T (xi ∈ R
d , i = 1, ...,n) be the set all n
reciprocal relations in the training data. Each reciprocal relation xi
is also associated with a tuple < u,v, t1, t2, t2 − t1 > recording its
source user u , the target user v , the initiating time, the completing
time, and the delay, respectively. Assume that the total number
of the target users is K , K is normally smaller than n since each
user may reciprocate back to multiple other users. In particular,
we define a matrix A ∈ {0, 1}n×n such that Ai j = 1 if the target
users are the same for two reciprocal relations xi and xj , otherwise
Ai j = 0. With these definitions, we introduce the framework that
captures common patterns. We assume that there is a universal re-
gression parameter w between each reciprocal relation xi and its
corresponding delay yi . In other words, the delay can be approxi-
mated by a ridge regression [15] model:
min
w
n∑
i=1
(xTi w − yi )
2
+ α ‖w‖22 , (2)
where w ∈ Rd is the regression coefficient, and the term α ‖w‖22
prevents the overfitting of the model. The model parameter w is
used to capture the common patterns of all reciprocal relations. Dif-
ferent reciprocal relations could act differently, however, the ridge
regression model in Eq. (2) cannot fully capture individual recipro-
cal behaviors of users. To leverage personalized behaviors for ac-
curate delay prediction, we assume that the reciprocal behaviors
of each reciprocal relation xi is also determined by a local variable
w˜i that can seize its personalized behavior. In this way, the delay
prediction model can be formulated as:
min
w,w˜i
n∑
i=1
(xTi (w + w˜i ) − yi )
2
+ α ‖w‖22 . (3)
Inmany cases, each usermay reciprocate back to a number of other
users. In other words, for many reciprocal relations xi , the target
user v are the same. Hence, it is of vital importance to capture
the inherent correlations between these reciprocal relations if they
share the same user. Particularly, we impose a constraint to force
the local variables of two reciprocal relations to be close if they are
from the same user.Mathematically, it can be achieved by imposing
a network lasso penalization term [14]:
n∑
i=1
n∑
j=1
Ai j ‖w˜i − w˜j ‖2 . (4)
The advantages of the introduction of the network lasso penal-
ization term are two-fold. First, the ℓ2-norm penalization term in
Eq. (4) not onlymakes w˜i close to w˜j , but incentivizes them exactly
to be the same if the corresponding Ai j = 1. Second, the ℓ2-norm
penalization term could result in learning more accurate w˜i – in
addition to xi as Eq. (3), the network lasso term in Eq. (4) also en-
ables us to learning w˜i from related reciprocal relations (e.g., xj )
that share the same target user with xi (i.e., Ai j = 1).
Integrating the formulation in Eq. 3 and Eq. 4, we obtain the
objective function of the proposed framework for delay prediction
in reciprocal relations (DPRR) as follows:
min
w,w˜i
n∑
i=1
(xTi (w + w˜i ) − yi )
2
+ α ‖w‖22 + β
∑
i, j
Ai j ‖w˜i − w˜j ‖2 (5)
where β is to control the consensus of all localized parameters w˜.
For example, if the parameter β → ∞, all the localized parameters
tend to achieve a consensus solution such that ∀i, j, we have w˜i =
w˜j . On the contrary if β = 0, we eliminate the correlations among
reciprocal relations and each localized parameter will be learned
independently.
By solving the above optimization problem for the proposed
framework DPRR , we obtain the universal regression parameter
w and localized parameters w˜i for each reciprocal relation xi . Now
we discuss how to make a delay prediction for a new reciprocal re-
lation. There are two cases that we need to discuss. The first case
is that for the new relation < u,v, t1, ?, ?− t1 >, we do not find any
historical reciprocal behaviors for the target user v in the training
data. In this case, we cannot obtain a localized prediction model
for the new relation. Hence, we leverage the universal regression
parameter w to make the delay prediction as xT
k
w. In the second
case, if we find historical reciprocal behaviors for the target nodev ,
the localized regression parameter w˜k can be obtained by leverag-
ing all of the localized parameters of all reciprocal relations with
the target user v . Specifically, we obtain w˜k by solving a Weber
problem [21]:
w˜k = min
b
n∑
i=1
Aki ‖b − w˜i ‖2, (6)
whereAki = 1 if the target user of xi is alsov . With the solution of
w˜k , the delay is predicted with the universal parameter w and the
localized parameter w˜k as x
T
k
(w+w˜k ). In the following subsection,
we detail the algorithm to optimize the proposed framework DPRR.
4.2 The Optimization Algorithm
The objective function of the proposed model in Eq. (5) has two
sets of parameters – the universal parameter w for all reciprocal
relations, and a localized parameter w˜i for each individual recip-
rocal relation xi . Motivated by [14], we use Alternating Direction
Method of Multipliers (ADMM) [4] to solve it. To make it solvable
by ADMM, we design some auxiliary variables, i.e., copies of w˜i to
formulate Eq. (5) to its equivalent form:
min
a,w,z
n∑
i=1
(xTi ai − yi )
2
+ α ‖w‖22 + β
∑
i, j
Ai j ‖zi j − zji ‖2
s.t. ai = zi j +w, i = 1, ...,n,
(7)
where the auxiliary variables zi j (j = 1, ...,n) are copies of w˜i . It
then can be solved by the following ADMM problem:
min
a,w,z,u
Lρ (a,w, z, u) =
n∑
i=1
(xTi ai − yi )
2
+ α ‖w‖22
+β
∑
i, j
Ai j ‖zi j − zji ‖2 −
ρ
2
∑
i, j
Ai j (‖ui j ‖
2
2 + ‖uji ‖
2
2
−‖ai − zi j − w + ui j ‖
2
2 − ‖aj − zji −w + uji ‖
2
2),
(8)
where ρ > 0 is the penalty parameter and u is the scaled dual
variable. Then the model parameters in each iteration can be up-
dated by following rules iteratively until the objective function
converges.
Update a: To update a, we fix all the other variables and remove
terms that are irrelevant to a. Then each ai can be updated by solv-
ing the following optimization problem:
ak+1i = argmin
ai
(xTi ai − yi )
2
+
ρ
2
∑
j
Ai j
(‖ai − z
k
i j −w
k
+ uki j ‖
2
2 + ‖aj − z
k
ji − w
k
+ ukji ‖
2
2 )
(9)
Updatew: Similarly, we fix the other variables exceptw, thenw
can be updated by solving the following problem:
wk+1 = argmin
w
ρ
2
∑
i, j
Ai j (‖a
k+1
i − z
k
i j − w + u
k
i j ‖
2
2
+‖ak+1j − z
k
ji −w + u
k
ji ‖
2
2 ) + α ‖w‖
2
2
(10)
Update z: The parameter zi j is a copy of w˜i , if Ai j = 0 then the
corresponding zi j is also zero. In other words, we do not need to
optimize zi j . On the other hand if Ai j = 1 (also Aji = 1), the corre-
sponding zi j and zji are optimized jointly by solving the following
objectives:
zk+1i j , z
k+1
ji = argmin
zi j ,zj i
β
∑
i, j
Ai j ‖zi j − zji ‖2
+
ρ
2
∑
i, j
Ai j (‖a
k+1
i − zi j − w
k+1
+ uki j ‖
2
2
+‖ak+1j − zji −w
k+1
+ ukji ‖
2
2 ).
(11)
Update u: At last, in the dual ascent step, we update the scaled
dual variable u as:
uk+1i j = u
k
i j + (a
k+1
i − w
k+1 − zk+1i j ). (12)
5 EXPERIMENTS
In this section, we present experiments to show the performance
of the proposed DPRR framework for delay prediction in recipro-
cal relations. We begin by introducing the experimental settings,
then presenting the detailed results and finally investigating the
parameter sensitivity.
5.1 Experimental Settings
It is worth noting that the delay prediction problem is different
from the reciprocal prediction problem. Current state-of-the-art
algorithms already achieve up to 90% accuracy in predicting if a
user will follow back when another user initiates the following re-
lation first. Considering its high accuracy, we study the problem
of “when user will follow back" in a given reciprocal relation. To
be more specific, in the training phase, we use the reciprocal re-
lations whose delays have been already known to train the DPRR
model. Also, in the test data, we already know that the user will
follow back to another, and focus on predicting the reciprocal de-
lay. Each time we sample 100,000 reciprocal relations for training
and then sample another 100, 000 ∗x% reciprocal relations for test-
ing, where the value of x is varied as {50, 70, 90}. The whole pro-
cess is repeated 10 times, and we report the average RMSE and
MAE of these 10 trials as the final results. The parameters for all
the baseline methods and the proposed model are determined by
cross-validation. We compare the proposed framework DPRR with
the following baseline methods:
• P1: the delay is predicted using that of the immediately pre-
vious one;
• Pk : the delay is predicted using the average delay of previ-
ous k delays. Note that in the experiment, we try various k
and report the best performance;
• RG: the delay is predicted with ridge regression model on
features extracted via our analysis in Table 3. It is a variant
of the proposed framework without the model component
to capture the personalized nature of reciprocal relations;
• LS: the delay is predicted with lasso model on features in
Table 3.
• PD: It is a variant of the proposedDPRR framework without
themodel component to capture common patterns. It can be
achieved by removing the common parameter w from the
proposed framework DPRR.
5.2 Performance Comparison of Delay
Prediction in Reciprocal Relations
The delay prediction results w.r.t. different sizes of test data are
shown in Figure 10. The smaller the values of MAE or RMSE are,
the better the performance of the prediction algorithm is. Wemake
the following observations:
• Pk alway outperforms P1 that is consistent with our previ-
ous observation – the average of previous k delay is more
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Figure 10: Performance of differentmethods in delay predic-
tion in reciprocal relations.
MAE
Test/Training Ratio 50% 70% 90%
RG 40.63% 41.05% 41.81%
LS 40.85% 41.60% 42.69%
PD 9.86% 9.01% 7.65%
RMSE
Test/Training Ratio 50% 70% 90%
RG 16.53% 17.91% 17.58%
LS 16.53% 18.48% 17.78%
PD 8.27% 8.07% 6.13%
Table 4: The relative performance improvement of the pro-
posed framework compared to baselines.
accurate in predicting the current delay than the immedi-
ately previous one;
• The regression models with features extracted based on the
delay patterns achieve much better performance than Pk .
This observation supports the importance to understand the
delay patterns;
• The proposed model DPRR outperforms all baseline meth-
ods.We also perform t-test betweenDPRR and baselinemeth-
ods, and the test results show that DPRR is significantly bet-
ter, with a 0.05 significance level. The relative performance
improvement of DPRR compared to regression-based base-
lines is demonstrated in Table 4. The major reason is that
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Figure 11: Performance variation w.r.t. β in DPRR.
DPRR captures the common patterns via the shared parame-
terw and the personalized nature of each reciprocal relation
via a localized parameter w˜i into a coherent model;
• DPRR obtains much better performance than its two vari-
ants as shown in Table 4. The improvement of DPRR over
RG supports the importance of modeling the personalized
nature; while the improvement of DPRR over PD suggests
the importance of modeling common patterns.
With these observations, we can conclude that the proposed DPRR
framework can accurately predict delay in reciprocal relations by
exploiting both personalized characteristics and common patterns
of reciprocal relations.
5.3 Parameter Selection
The proposed framework has one important pre-defined param-
eter β that controls the contribution of the network lasso term.
In this subsection, we investigate its impact by investigating how
the performance varies with the changes of the value of β . We
try β ∈ {0.001, 0.01, 0.05, 0.1, 0.5, 1, 10, 100, 1000} and the perfor-
mance of DPRR w.r.t. β is shown in the Figure 11. In the figure, we
make the following observations – (1) by gradually increasing the
value of β , MAE and RMSE tend to decrease and then increase, and
the best performance is achieved when β is around 0.5; (2) When
β is very small, each reciprocal relation inclines to have its own
regularized parameter; on the other hand, when β is very large, all
reciprocal relations tend to share a common regularized parameter.
MAE and RMSE are relatively higher in these two cases, showing
the necessity of leveraging personalized and global patterns for de-
lay prediction.
6 RELATED WORK
In this section, we briefly review related work from two aspects: (1)
reciprocity behaviors analysis and prediction; (2) link prediction
with time information.
6.1 Reciprocity Analysis and Prediction
The study of link reciprocity has received increasing attention re-
cently. Garlaschelli and Loffredo [12] propose a new measure of
reciprocity to unveil reciprocity behaviors in a variety of real-world
networks. Squartini et al. [36] extend the current reciprocity mea-
sure to weighted networks. Also, they show that reciprocity links
play a central role in the dynamic process, network growth, and
community evolution of a network. Leman et al. [3] quantify the
degree of reciprocity in weighted networks and study its correla-
tion with user pair topological features. Nguyen et al. [32] inves-
tigate to what extent the reciprocity relations exist in a trust net-
work. They study four types of user reciprocity behaviors and pro-
pose a learning model to perform the reciprocity trust prediction.
Hopcroft et al. leverage [16] social theories to predict reciprocal
relationships in a microblogging platform Twitter. The proposed
factor graph model can accurately predict more than 90% of recip-
rocal relationships. Cheng et al. [8] formulate the reciprocity rela-
tionship prediction problem as a supervised learning task and iden-
tify a set of informative features beneficial for the reciprocity pre-
diction problem. Methods in [8, 16] need negative unreciprocated
training samples that may turn into reciprocal relations in the fu-
ture, thus the generalization of their methods is limited. Instead,
in [13], the reciprocity prediction problem is modeled as an outlier
detection problem. Feng et al. [10] show that the time delay of the
reciprocity relations also has a significant impact on the reciprocity
formation. Therefore, they propose a time-aware reciprocity rela-
tion prediction model by employing the reciprocity time delay. All
the above mentioned methods are distinct from the goal of this
work as they either focus on (1) studying or measuring reciprocity
relations; or (2) performing the reciprocity relation prediction task.
In other words, they fail to assess the delay in reciprocal relations
explicitly and cannot answer the question “when" will users follow
you back.
6.2 Link Prediction with Time Information
Another line of work that are remotely related the problem we
study is link predictionwith time information. Link prediction prob-
lem targets to predict the future potential links mainly based on
the snapshot of current network structure [28]. Despite its impor-
tance, the prediction of when a link will appear in the new future
remains an under-explored task. Sun et al. [37] make one of the
first attempt to predict when will the links be created in hetero-
geneous information networks with a meta-path based approach.
Li et al. [27] propose a time difference labeled based approach to
capture the correlation between structural edges and time infor-
mation in predicting the links and their building time. There are
also a number of other methods which do not explicitly predict
the building time of links but exploit the temporal information to
improve the performance of the link prediction. For example, Sakar
et al. [35] propose a nonparametric prediction algorithm for a se-
quence of network structure snapshots over time. In [39] and [18],
they show that incorporation of historical information of user in-
teractions can significantly improve the link prediction accuracy.
In [20], the time-varying link prediction problem is formulated by
a temporally smoothed ℓ1 logistic regression problem. Li et al. [27]
propose a time difference labeled based approach to capture the
correlation between structural edges and time information in pre-
dicting the links and their building time. In addition, this work is
also remotely related to the link prediction problem on dynamic
networks [9, 24, 43, 44].
7 CONCLUSIONS AND FUTURE WORK
In directed social networks, reciprocity represents bidirectional re-
lations among two users, showing thewillings of one user to return
a favor impacted by the other. Reciprocal relations create closer
social ties, and its time delay is essential in understanding the for-
mation of user interactions, network growth and dynamics. This
paper presents the first study of delay in reciprocal relations with a
large-scale dynamic network from Tumblr. We study some poten-
tial factors that may influence the length of the delay and find that
the delay shows some interesting temporal and structural patterns.
Meanwhile, we investigate how to leverage these observations into
a principled model to automatically predict delay in reciprocal re-
lations. Methodologically, we propose a DPRR model to capture
some common and personalized patterns of reciprocal relations.
Empirical experiments on a large-scale dataset validate the effec-
tiveness of the proposed model.
Future research can be focused on two directions. First, the un-
derstanding and predicting of delay in reciprocal relations may
benefit various of applications such as friend recommendation, vi-
ral marketing, etc. Thus we plan to investigate how to deploy our
findings and the prediction model on these applications. Second,
this work makes use of the temporal and structural information
for the delay prediction task on dynamic networks. In social me-
dia, user generated and user interaction contents are prevalent and
continuously evolve over time [25, 26], we would like to study how
to incorporate other rich sources of information in the prediction
model to improve its performance.
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