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Abstract

Given a file on a secondary store in which each record has several
attributes, it is usually advantageous to build an index mechanism to
decrease the cost of conducting transactions to the file.

The problem

of selecting attributes over which to index has been studied in the
context of various storage structures and access assumptions.

One

algorithm to make an optimum index selection requires 2 steps in the
worst case, where k is the number of attributes in the file.

We examine

the question of whether a more efficient algorithm might exist and show
that even under a simple cost criterion the problem is computationally
difficult in a precise sense-

Our results extend directly to other

related problems where the cost of the index depends on fixed values
which are assigned to each attribute.
discussed.

Some practical implications are

1.

Introduction:
For a file on a secondary store in which each record has several
attributes, it is usually advantageous to build an index mechanism to
decrease the cost of conducting transactions to the file.

The problem

is to determine which attributes to include in the index.
Any solution to the index selection problem must consider the
file organization, the transactions conducted with the database, the
cost of index creation and maintenance, and the potential value of an
index in decreasing access costs.

The problem has, therefore, been

studied in a wide variety of contexts.

Lum and Long [6] give an

impirical evaluation of index selection, while others [6,9,10,11]
provide a model for analysis purposes.
An approach taken in [2] is to provide an independent index for
each attribute in the file.

But the time and space required to maintain

and update the separate indices may not be worthwhile.

One alternative

is to combine all attributes into one and use a single index.

This is

advocated in [7). On the other hand, it was demonstrated in [3] that
a complete knowledge of all queries to the database could lead to an
optimum"index.
We assume that the attributes of the file are not to be combined.
Furthermore, we assume that although the complete set of queries is
not known in advance, statistical properties can be obtained.

These are

a reasonable assumptions for most situations since it is usually possible
to collect statistics about queries automatically even if the exact set
of transactions to the database are not known.
Of particular interest to us is [10] which gives a model for the
optimum index selection problem and provides an algorithm for solving
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the problem under similar assumptions.

Two parameters are calculated

for each attribute from which the algorithm makes an index selection.
It is suggested that the algorithm be used in the following manner.
Since the users' requests may change over time, the system keeps
statistics about the recent transactions to the file.

Periodically,

an optimum set of indices for the file is computed using the algorithm
and the system then discards those indices which are no longer cost
effective and keeps (or creates) those which are.

Moreover, it is

suggested that this process be repeated only after some fixed time
because the algorithm requires substantial running time.

The worst

case running time is, in fact, exponential in the size of the input
(although it is much less on the average).
We examine the question of whether a faster algorithm might be
possible.

Unfortunately, the question is answered in the negative.

The result and some consequences are given in section 3, following
precise definitions of a file and the index selection problem.

2.

Definitions:
We will assume the relational model of data [4] and consider the
case where there is a single relation in the database.
extend trivially to multi-relational systems.

Our results

A file is defined,

consistent with [10], as follows:
Let A^, A^ > •••» ^

be

fini-te sets of attributes.

consists of n records r = (v , v
i

attribute.

Thus,

v

^

)

where each v^ e A^, the

A^ x A^ x ...x A^.

elements of an attribute may be present.
attribute for a file F is V. = U v . .
i
i
reF

A file F

In a given file not all

th
The value set of the i

Note that V. C A., 1 < i < k.
i— I
—
—

The degree of a file F is given by maxQvJ , JV-2f , ..., [VjJ}, where
IV,[ represents the number of elements in value set V..
i
i
degree 2 will be referred to as binary files.

Files with

The basic notion is

that if a file has degree p then there is a file in which no entry
is greater than p for which the index selection problem, as defined
below, is equivalent.
The following ideas are used in the definition of the index
selection problem.

Attribute i is said to distinguish two records,

r and s, iff they differ in the i^1 component (i.e. v^ in r differs from
v^ in s).

I is an indexing set for a file F with k attributes iff

I C {1, 2, ..., k} and any pair of records in F is distinguished by
some attribute in I.

The size of an indexing set is the number of

elements in it.
We think of a file as a 2-dimensional table in which rows correspond
to records and columns correspond to attributes.

An indexing set is a

subset of the columns such that no two rows of the table have identical
values for every attribute in the subset.
The Optimum Index Selection Problem (OISP) is defined as:
Given:

A file F with n records and k attributes, and an integer p.

Question: Does there exist an indexing set for F with size no more than p?
OISP is stated in this simplistic form because we are interested in
a proof of its difficulty.

Later we will show how the results extend

to seemingly more complicated problems which arise in practice.

Main Result:
In this section we show that OISP is difficult to solve computationally
and show how this result extends to the kinds of problems that occur in
practice.
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THEOREM 1;
PROOF:

OISP is NP-Complete1 for files of degree d, d > 2.
The details of an NP-Completeness reduction are given in
Appendix A.

£

This theorem says that OISP is in a large class of combinatorial
problems which are known to be difficult.

The class of NP-Complete

problems includes well-known problems such as the traveling salesperson
problem and the bin packing problem.

Although there is no proof that an

NP-Complete problem is inherently difficult, no algorithm has been found
for any problem in this class which has less than exponential running
time for arbitrary inputs.

Furthermore, finding an efficient algorithm

for any problem in the class would be tantamount to finding an efficient
algorithm for all NP-Complete problems.

Thus, one should assume that

a program to solve OISP on an input file of k attributes might require
as many as 2

steps (or worse).

And running the same program on a file

with k + 1 attributes might take twice as long.

So the program will

only be practical for small values of k (if it is practical at all).
Observe that we have selected a rudimentary problem and shown that
any program to solve it will be inefficient.

Since this simple problem

is difficult, it follows that more complicated forms of the problem
would also require large amounts of computer time to solve.

Furthermore,

the result is strong in that it applies even if the attribute values
are restricted to the binary range.

To see how this result extends to

the case where the indexing set selection is also based on a value
function, consider a Modified Index Selection Problem (MISP) which is
a simplification of the one given in [10).

Lot tlx- probability of acccss

"'"The reader is referred to Aho et al [1] for details of NP-Complete
problems. It is reasonable to substitute "computationally difficult"
in place of "NP-Complete".

k
J p. = 1). Let the access
i=l
value of an indexing set I be the sura over all attributes in I of p .
i
of attribute A^ be given by p. (subject to

It is desirable to choose an indexing set with highest access value;
and yet/ one would not like to index over every attribute in the file.
One compromise might be to select a minimum size indexing set which had
the highest access value.

Let MISP be the problem of finding a minimum

size indexing set of maximum access value.
THEOREM 2; MISP is at least as difficult as OISP.
PROOF:
MISP.

Suppose that there were an efficient program, say P, to solve

We could use P to solve OISP as follows.

Let

= 1/k, 1 <_ i _< k.

A minimum size indexing set would be produced by P efficiently.
size of the set OISP could easily be answered.

From the

But this is a contradiction

we know that OISP is difficult to solve, so program P could not exist.

If

no efficient program for MISP exists, then MISP is as difficult as OISP. Q

In essence we have argued that if MISP were easy, OSIP would be easy.
Similar arguments apply to other problems in index selection.

Consequences and Conclusions?
We have shown that the index selection problem can be difficult even
for simple cost criterion using only binary files.

It follows that more

complicated criteria only serve to make the problem harder.

This result,

then, is a warning: although the computation time to find an optimum
index may be tolerable for some files, there are cases for which it will
be exponential.
We conclude that: 1) any program to solve the index selection problem
may require large amounts of computer time (on some inputs), 2) adding
even 1 attribute to a file could double the running time of such a program,
3) it would be unwise to incorporate such an algorithm in a database
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system in which optimum indices were recomputed after every update
(or every few updates), and 4) the algorithm given in [10] will probably
not be improved.
Looking at our result in a different way, one can see that any
"efficient" program to solve the index selection problem (one which
requires only a polynomial amount of running time for any input) cannot
always choose an optimum set of attributes.

In a sense, any fast program

must be incorrect, at least some of the time.
Despite the fact that an optimum indexing set is difficult to find,
it may be easy to approximate a solution quickly.

In fact, this result

motivates the study and analysis of efficient approximation algorithms.
In situations where an approximation algorithm produced a good (but not
optimum) index selection, it could be used more often to keep the file
close to optimum. Over the long run such a solution could prove to be
quite beneficial.

Therefore, more work in this area is encouraged.
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Appendix A
(reduction for Theorem 1)
We will reduce SAT3 (satisfiability with exactly 3 literals per
clause) to OISP.

Karp (3) shows that SAT3 is NP-Complte.

Let an instance of SAT3 be a Boolean formula in conjunctive normal
form with exactly 3 literals in each of its m clauses.

Let there be

2n literals in B (denoted x, x, y, y, z, z in the construction).

Construct

a file of 2m + n + 1 records and m + 2n attributes as shown in Figure 1.
We claim that there is an indexing set for F of size n + m iff B is
satisfiable.
Suppose B is satisfiable.

Let H be a set of n literals which

satisfy B such that no pair of complementary literals appears in H.
Form an indexing set as follows: select all m attributes from set P
(as shown in Figure 1) and n attributes from set Q which correspond to
literals in H.

Clearly the records in set K are distinguished by the

n selections from Q.

Furthermore, records in set J are divided into

pairs by the selections from set P.

Since H satisfies B, it must be

that for each pair of records in J there is some attribute in Q which
corresponds to a literal in H that is selected and hence distinguishes
the two records in the pair.

Thus, if B is satisfiable, n + m attributes

are sufficient to distinguish all records.
Now suppose that there is an indexing set, I, of size n + m.
least m attributes from set P must be in I or records 2, 4,
could not be distinguished from the last record.

At

2m

Similarly, at least n

attributes from set Q must be included in I, one from each pair of
attributes corresponding to complementary literals, or records in set
K could not be distinguished from the last record.

But consider the
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1

1
records for clause C,

1
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Figure Is

Sample construction for

B =

1

' C 2 ' C3 ' %

1 where

Cj = (x+y+z), C 2 = (x-ty+z). Cj = (x-ty-te), and C^ = (x+y+z) .
There are m attributes in set P, one for each clause of B, and 2n
attributes in Q which correspond to the 2n literals of B. All values
not shovm are zero,
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pairs of records formed by selections of attributes in set P.

It must be

that for each pair at least one attribute was selected from Q which
distinguished the pair.

Let H be the set of n literals in B which

correspond to the n selections made from set Q.
we have that H O C^ j* 0r for 1 < i < m.

From the construction

Thus, H satisfies B.

Since OISP can be solved on a nondeterministic Turing Machine in
polynomial time, the theorem follows.
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