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Abstract
In this paper, we consider the Hele–Shaw problem in a 2-dimensional ﬂuid domain  (t)
which is constrained to a half-plane. The boundary of  (t) consist of two components: 0 (t)
which lies on the boundary of the half-plane, and  (t) which lies inside the half-plane. On
 (t) we impose the classical boundary conditions with surface tension, and on 0 (t) we
prescribe the normal derivative of the ﬂuid pressure. At the point where 0 (t) and  (t) meet,
there is an abrupt change in the boundary condition giving rise to a singularity in the ﬂuid
pressure. We prove that the problem has a unique solution with smooth free boundary  (t)
for some small time interval.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Laplace equation; Free boundary problems; Hele–Shaw problem; Surface tension; Weighted
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1. Introduction
The classical Hele–Shaw problem models the pressure of ﬂuid squeezed between
two parallel plate, a small distance apart. The mathematical problem is to determine
the evolution of the 2-dimensional ﬂuid domain  (t) and the ﬂuid pressure p (y, t)
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(y ∈  (t)) such that
yp = 0 in  (t) , (1.1)
p =  on  (t) , (1.2)
Vn = − pn on  (t) , (1.3)
where
 (0) is given. (1.4)
Here  is the mean curvature, n is the outward normal, Vn is the velocity of the free
boundary  (t) in the direction n, and  is a positive parameter. We will use the sign
convention that convex hypersurfaces have positive mean curvature. In particular, we
have  = 1 for unit sphere. The existence and uniqueness of a solution, for a general
initial smooth domain  (0), for small time interval was proved by Chen [4], Chen et
al. [6], Escher and Simonett [7], Bazaliy [1], Prokert [10], and Bazaliy and Friedman
[2]. The methods used by these authors are all different.
In the present work, we consider the situation where  (t) is a 2-dimensional domain
restricted to the half-plane R2+ = {(y1, y2) : y1 > 0}. The initial domain  =  (0) is
such that
 ⊂ R2+,  = 0 ∪ , 0 = {(0, y2) , 0 < y2 < b} ,
 ⊂ {y1 > 0} , b > 0,  = ∅,
 is in Ck+ for some integer k7 and  ∈ (0, 1) . (1.5)
Setting
0 (t) =  (t) ∩ {y1 = 0} ,  (t) =  (t) ∩ {y1 > 0} (1.6)
we replace (1.2), (1.3) by
p =  on  (t) , (1.7)
Vn = − pn on  (t) (1.8)
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and
−p
n
= g (y2) on 0 (t) . (1.9)
Here, g (y2) is a given function representing the ﬂux of ﬂuid across the boundary
0 (t); we shall assume that
g (y2) = 0 if 0 < y2 < a0 or y2 > b0, where
0 < a0 < b0 < b, and g ∈ Ck−3+ (0) . (1.10)
The corresponding problem with no surface tension, i.e., with p = 0 on  (t), was
studied by King et al. [9]. They constructed an explicit solution in an angular domain
and used it to study the motion of the corner point of  (t).
In this paper, we shall establish local (in time) existence of solutions to problem
(1.1), (1.4)–(1.10). Our approach resembles the method used by Bazaliy and Friedman
[2] for solving of the Hele–Shaw problem (1.1)–(1.4). That method consists of three
steps:
(i) Solving a linear problem in × (0, T ).
(ii) Reducing the free boundary problem to a nonlinear equation  = S where 
represents the unknowns free boundary and pressure and S is a nonlinear operator,
and
(iii) Proving that S is a contraction, so that it has a unique ﬁxed point.
A critical assumption made in this paper is that the curvature of the initial curve
 in (1.5) is in E5+5+ . This means that the curve is “asymptotically linear” near the
corner points (roughly speaking, it forms a contact of order 7 with the tangent lines at
the corner points). This assumption is quite crucial from a technical point of view, and
because of this assumption the corner points of the free boundary do not move during
the time interval for which the solution is established.
In Part 1 of this paper we solve the linear problem in ×(0, T ). To this end we shall
combine ideas from [2] with recent estimates derived by Bazaliy and Friedman [3] for
the special case when  is a sector. We begin with the stationary case, then proceed
to the time-dependent case with discretized times t1, t2, . . . , tn
(
tj = j, T = n
)
, and
ﬁnally take → 0 to obtain the solution of the model problem in × (0, T ).
In Part 2 we address the nonlinear problem. Analogously to Bazaliy and Friedman
[2] we ﬁrst reduce it a form A =  () where  () is a nonlinear function of 
and A is the linear operator derived in Part 1, i.e., A−1 is the solution of the model
problem for data . Setting S = A−1 we shall then prove that the mapping → S,
where S = A−1 (), is a contraction, so that it has a unique ﬁxed point.
We conclude this introduction by noting that whereas in [2] all the estimates are
given in terms of Sobolev norms, the estimates in the present paper are given in terms
of weighted Hölder norms, where the weights depend on the distance to the corner
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points. Such estimates should enable us to extend the present results to free boundary
problems for systems such as in [5].
Part 1. The linear problem
2. Formulation of the problem
Let  be a bounded domain in R2 with  = 0 ∪  where
0 = {(0, x2) : 0 < x2 < b} ,  ⊂ {x1 > 0} , b > 0,  = ∅
and  belongs to Ck+, k7.
We set A = (0, 0) and assume that, near A,  has the form
x2 = 1 (x1) , ′1 (0) > 0.
We denote by 1 the angle between  and the positive x2-axis at A, so that ′1 (0) =
cot 1. Similarly we set B = (0, b) and assume that, near B,  has the form
x2 = 2 (x1) , ′2 (0) < 0.
We denote by 2 the angle between  and the negatively oriented x2-axis at B, so
that ′2 (0) = − cot 2.
Let T = × (0, T ), 0T = 0 × (0, T ), T = × (0, T ) for any T > 0, and set
R (x) = min {|x − A| , |x − B|} .
We introduce the Banach space Ek+,,s (T ) of functions u (x, t) with ﬁnite norm
‖u‖
E
k+,,
s (T )
=
k∑
||=0
[
sup
T
R||−s(x)|Dxu(x, t)| + 〈Dxu〉()x,s−|l|,T
+〈Dxu〉()t,s−|l|,T + [Dxu]
(,)
s−|l|,T
]
,
where
〈v〉()
x,s,T
= sup
(y,t),(x,t) inT
R−s(x, y) |v(y, t)− v(x, t)||y − x| ,
〈v〉()
t,s,T
= sup
(x,t),(x,	) inT
R−s(x) |v(x, t)− v(x, 	)||t − 	|
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and
[
v
](,)
s,T
= sup
(y,t),(x,	) inT
R−s(x, y)
× |v(y, t)− v(x, t)− v(y, 	)+ v(x, 	)||y − x||t − 	| ,
where
R (x, y) = min {R (x) , R (y)} and , ∈ (0, 1)
and s is a real number. In a similar way we introduce the spaces Ek+,,s (T ).
We will use the space C,s (T ), , ∈ (0, 1), with norm
‖u‖
C
,
s (T )
= sup
T
|u (x, t)| + 〈u〉()
x,s,T
+ 〈u〉()
t,s,T
.
We shall write u ∈ M4+s (T ) if u ∈ E4+,/3,s+3 (T ), ut ∈ E1+,/3,s (T ) and
‖u‖
M4+s (T ) = ‖u‖E4+,/3,s+3 (T ) + ‖ut‖E1+,/3,s (T ) .
We shall also write u ∈ N4+s (T ) if u ∈ M4+s (T ) and
D3xu ∈ C,
1+
3
s+2 (T ) ∩ E1+,/3,s (T ) ,
D2xu ∈ C,
2+
3
s+1 (T ) ∩ E2+,/3,s+1 (T ) .
In N4+s (T ) we introduce norm
‖u‖
N4+s (T ) = ‖u‖M4+s (T ) +
∥∥∥D3xu∥∥∥
C
, 1+3
s+2 (T )
+
∥∥∥D2xu∥∥∥
C
, 2+3
s+1 (T )
.
Let Q(x,D) be a second-order linear, positive deﬁnite, self-adjoint elliptic operator
in H 10 () with C6+ coefﬁcients and no zero-order term, so that Q(x,D) 1 = 0.
Consider the following problem for unknown functions u (x, t) (in T ) and 

(in T ):
u (x, t) = f0 (x, t) in T ,
t
+ nu = f (x, t) on T ,
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u−Q(x,D)
 = f1 (x, t) on T ,
u
x1
= f2 (x, t) on 0T ,

 (x, 0) = 0 on ,

 (A, t) = 
 (B, t) = 0; (2.1)
here n is the derivative in the direction of the outward normal n.
We assume that for some s1
f0 ∈ E,/3,s−1 (T ) , f ∈ E1+,/3,s (T ) ,
f1 ∈ E2+,/3,s+1 (T ) , f2 ∈ E1+,/3,s (0T ) , (2.2)
f0, f, f1, and f2 vanish as t = 0
and
f2 (0, x2, t) = 0 if 0 < x2 < ε0 or 0 < b − x2 < ε0 (2.3)
for some ε0 > 0.
For the linear problem we shall require that the angles i satisfy the condition
min
{
5+ 
2i
, 2+ 
i
}
> 3+ s (i = 1, 2) . (2.4)
For the analysis of the nonlinear problem we shall take s = 1+ and also require that
i <

2 (5+ ) (i = 1, 2) . (2.5)
Note that if the i satisfy (2.5) and s = 1+,  ∈ (0, 1), then the inequalities in (2.4)
are satisﬁed.
The main result of Part 1 is the following theorem.
Theorem 2.1. Under preceding assumptions on Q and (2.2)–(2.4), if T is sufﬁciently
small then there exists a unique solution (u,
) to (2.1) with
u ∈ E2+,/3,s+1 (T ), 
 ∈ N4+s (T ); (2.6)
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furthermore,
‖u‖
E
2+,/3,
s+1 (T )
+ ‖
‖
N4+s (T )
C
{
‖f0‖
E
, 3 ,
s−1 (T )
+‖f ‖
E
1+, 3 ,
s (T )
+‖f1‖
E
2+, 3 ,
s+1 (T )
+‖f2‖
E
1+, 3 ,
s (0T )
}
,
(2.7)
where C is a constant independent of f0, f , f1, f2.
3. The elliptic problem
Consider the elliptic problem for (v,
)
v = f0 (x) in ,

+ nv = f (x) on ,
v −Q(x,D)
 = f1 (x) on ,
v
x1
= f2 (x2) on 0,

 (A) = 
 (B) = 0. (3.1)
We introduce the Banach space Ek+s () of functions u (x) with ﬁnite norm
‖u‖
Ek+s () =
k∑
|l|=0
[
sup

R|l|−s (x)
∣∣∣Dlxu (x)∣∣∣+ 〈Dlxu〉()
x,s−|l|,
]
,
where
〈v〉()
x,s, = sup

R−s (x, y)
|v (y)− v (x)|
|y − x| .
In a similar way we introduce the spaces Ek+s (), Ek+s (0), and N4+s () as the
subset of N4+s (T ) functions independent of t . We assume that for some real number
s1
f0 ∈ Es−1 () , f ∈ E1+s () , f1 ∈ E2+s+1 () , f2 ∈ E1+s (0) (3.2)
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and
f2 (0, x2) = 0 if 0 < x2 < ε0 or 0 < b − x2 < ε0 (3.3)
for some ε0 > 0.
Theorem 3.1. Under the assumptions on Q(x,D) in Theorem 2.1 and the assumptions
(2.4), (3.2), (3.3) there exists a unique solution of (3.1) with
v ∈ E2+s+1 () , 
 ∈ N4+s () ; (3.4)
furthermore,
‖v‖
E2+s+1 ()
+ ‖
‖
N4+s ()
C
{
‖f0‖Es−1() + ‖f ‖E1+s () + ‖f1‖E2+s+1 () + ‖f2‖E1+s (0)
}
(3.5)
were C is a constant independent of f0, f, f1, f2.
For the sake of clarity we shall ﬁrst prove the theorem under the additional assump-
tions
′i (x1) = const. = ′i (0) if 0 < x1 < ε1 (0 < ε1 < ε0) . (3.6)
In the next section we shall show how the condition (3.6) may be dropped.
Proof. Consider the quadratic form
J (w) = 1
2
∫

|∇w|2 +
∫

(
−1Q−1w − h
)
w +
∫

f0w +
∫
0
f2w,
where
h = −1
(
f +Q−1f1
)
on .
Observe, from (3.1), that if 
 ∈ H 10 () then 
 = −Q−1 (f1 − v). Let v be such that
J (v) = min
w∈H 1(),
J (w) .
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As in [2] Q−1w ∈ H 5/2 () for w ∈ H 1/2 (),
∫

(
Q−1w
)
wc ‖w‖2
H 10 ()
(c > 0) ,
a minimizer v ∈ H 1 () exists, and v is the unique weak solution of (3.1) with

 = −Q−1 (f1 − v).
Using elliptic regularity one can show, by a bootstrap argument, that v,
 have the
regularity asserted by (3.4) away from the corner points A,B. To prove the asserted
regularity at the corner points, say at A, we extend the solution v,
 from |x| < ε1/4
into the inﬁnite sector
G = {(x1, x2) : 0 < x1 <∞, x2 > ′1 (0) x1}
in such a way that the extended functions v˜, 
˜ vanish if |x| > ε1/2 and they have the
same regularity for |x| > ε1/4 as in (3.4). Then (˜v, 
˜) forms a solution of (3.1) in G
with f˜0, f˜ , f˜1, f˜2 as in (3.2).
By Theorem 2.1 of Bazaliy and Friedman [3] there exists a solution to (2.1) in the
case  = G provided all the f ’s have compact supports and
Q(x,D) = c 
2
r2
on x2 = ′1 (0) x1, x1 > 0, (3.7)
where c is a negative constant, and this solution satisﬁes (2.7). By Remark 8.2 of
Bazaliy and Friedman [3], this solution also satisﬁes the estimates, for some  > 0 and
r →∞,
|∇u|  C
r1+
, |r |  C
r1+
. (3.8)
By Theorem 8.1 of Bazaliy and Friedman [3], a solution of (2.1) with the properties
(2.6), (3.8) is unique.
The proof of the above results for  = G extends to the stationary problem. In fact,
the proof in this case is quite simpler provided Q has the form (3.7). However, in our
case Q(x,D) does not have the form (3.7). We therefore proceed differently.
Since
Q(x,D) = 
r
(
(c +O (r)) 
r
)
near r = 0 (c < 0) (3.9)
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(see (7.10) for our case) we can approximate Q(x,D) by Qn (x,D) such that
Qn (x,D) =
 c 
2
r2
if r < 1/n,
Q (x,D) if r1/n
(n large). Let (vn,
n) denote the minimizer solution (v,
) corresponding to Qn. Then
vn → v, 
n → 
 in a weak norm
as n → ∞. Note that (vn,
n) satisﬁes (3.4). It also satisﬁes (3.5) and (3.8), but the
constant C may depend on n, as n → ∞. We want, in fact, to show that (3.5) holds
with C independent of n.
Deﬁne
(˜
vn, 
˜n
)
by truncation, as in the paragraph preceding (3.7), and take (1/n) <
ε1/4. Then
v˜n − c 
2
r2

˜n = f˜1n −
(
c
2
r2
−Qn
)

˜n,
where f˜1n is deﬁned as f˜1 with respect to Q = Qn. Introduce a cutoff function
 (x) =
{
1 if |x| < ε2,
0 if |x| > 2ε2,
where ε2 is a positive constant (independent of n). Let (v,
) ≡
(̂
vn, 
̂n
)
be the solution
in G corresponding to the boundary condition
v − c 
2
r2

 = f˜1n −  (x)
(
c
2
r2
−Qn (x,D)
)

.
Using (3.9) one can prove by the contraction mapping theorem that such a solution
exists and is unique, and that it satisﬁes (3.5) and (3.8) with C independent of n.
Let
v∗n = v˜n − v̂n, 
∗n = 
˜n − 
̂n.
Then (v,
) ≡ (v∗n,
∗n) is a solution satisfying the boundary condition
v − c
rr = − (x)
(
c
2
r2
−Qn (x,D)
)

∗n −
(
1−  (x)) (c 2
r2
−Qn (x,D)
)

˜n
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and, by Remark 8.2 in [3], it is uniquely determined in the class (3.8) and it satisﬁes
(3.5) with C independent of n. Hence,
∥∥˜
n − 
̂n∥∥N4+s C ∥∥∥rD2 (˜
n − 
̂n)∥∥∥E2+s+1 + C
∥∥∥rD2
˜n∥∥∥
E2+s+1
.
Since
∥∥̂
n∥∥N4+s C, C independent of n,
we get
∥∥˜
n∥∥N4+s C ∥∥∥rD2
˜n∥∥∥E2+s+1 + C
and by interpolation we can get rid of the ﬁrst term on the right-hand side. Hence,∥∥˜
n∥∥E4+s+3 C, and taking n → ∞ we get ‖˜
‖E4+s+3 C < ∞. From this we easily
obtain the asserted regularity of (v,
) near the corner points, as well as the estimate
(3.5) near the corner points.
The corresponding regularity properties of a solution near smooth internal points of
 in the elliptic and the time-dependent cases follow from [1,6,7].
4. Removing the restriction (3.6)
We shall perform a mapping of  (in the variable x) onto a domain ˜ (in variable
x˜) for which the condition (3.6) is satisﬁed. To do that we use an argument due to
Vasil’eva [11]. Let  (x) be a cutoff function with support consisting of two small
circles of radius ε with centers at A and B. Let x˜ = (˜x1, x˜2) be the new coordinates
such that in a vicinity of A
x˜1 = x1, x˜2 = x2 −  (x)
(
1 (x1)− ′1 (0) x1
)
,
x˜ = (˜x1, x˜2) is deﬁned similarly in a vicinity of B by the function 2 (x1), and x˜ = x
elsewhere. By this transform the domain  is mapped into ˜ for which the condition
(3.6) is satisﬁed. In the new variables the equation v = f0 becomes
x˜ v˜ = f0 − 
2
v˜
x˜21
[(
x˜1
x1
)2
+
(
x˜1
x2
)2
− 1
]
−
2
v˜
x˜22
[(
x˜2
x1
)2
+
(
x˜2
x2
)2
− 1
]
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−2 
2
v˜
x˜1x˜2
[
x˜1
x1
x˜2
x1
+ x˜1
x2
x˜2
x2
]
− ˜v
x˜1
2x˜1
x21
− ˜v
x˜2
2x˜2
x21
− ˜v
x˜1
2x˜1
x22
− ˜v
x˜2
2x˜2
x22
= f˜0 (˜x, v˜) . (4.1)
We can also write the corresponding boundary conditions for v˜, 
˜ and use Theorem
3.1 in ˜ to prove the existence of a unique solution v˜, 
˜ by the contraction mapping
theorem. Indeed, to apply the contraction mapping theorem we have to estimate, for
example,
J =
∥∥∥∥∥ ˜vx 
2
x˜
x2
∥∥∥∥∥
E
,/3,
s−1
(
˜
) , (4.2)
keeping in mind that our aim is to obtain an estimate of the form
JC (ε)
∥∥∥∥ ˜vx˜
∥∥∥∥
E
1+,/3,
s
(
˜
) , (4.3)
where C (ε)→ 0 as ε → 0. As an example we consider one term from the right-hand
side of (4.2),
sup
˜
r−s+1
∣∣∣∣∣ ˜vx˜ 
2
x˜
x2
∣∣∣∣∣  sup
˜
r−s
∣∣∣∣ ˜vx˜
∣∣∣∣ · sup
˜
r
∣∣∣∣∣
2
x˜
x2
∣∣∣∣∣

∥∥∥∥ ˜vx˜
∥∥∥∥
E
1+,/3,
s
(
˜
) · sup
˜
r
∣∣∣∣∣
2
x˜
x2
∣∣∣∣∣ . (4.4)
The function 
2
x˜
x2 in the ε-neighborhood of the point A consists of the terms of the form
2x˜2
x21
= −′′ (x) (1 (x1)− ′1 (0) x1) −2′ (x) (′1 (x1)− ′1 (0))− (x)1′′ (x1). In this
neighborhood 1 (x1)− ′1 (0) x1 = 1′′ (x1) x21/2 = O
(
ε2
)
, ′1 (x1)− ′1 (0) = O (ε),∣∣1′′ (x1)∣∣ const ., ∣∣(k)∣∣ const. ε−k , so that the factor ∣∣∣ 2x˜x2 ∣∣∣ is bounded. A similar
argument holds in the ε-neighborhood of the point B, and hence the inequality (4.4)
gives
sup
˜
r−s+1
∣∣∣∣∣ ˜vx˜ 
2
x˜
x2
∣∣∣∣∣ const. ε
∥∥∥∥ ˜vx˜
∥∥∥∥
E
1+,/3,
s
(
˜
) .
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Similar estimates can be derived for other terms in
∥∥∥ v˜x ∥∥∥E1+,/3,s−1 (˜), leading to the
inequality (4.3), and hence to the existence of a unique solution (˜v, 
˜) satisfying the
estimates (3.5). The same estimates then hold also for (v,
).
5. Proof of Theorem 2.1
We shall use Theorem 3.1 to prove Theorem 2.1 by the ﬁnite-difference approxima-
tion method used in [2]. Let
tj = j for j = 0, 1, 2 . . . , n, n = T
and consider the time-discretized system
u
(
x, tj
) = f0 (x, tj ) in ,


(
x, tj
)− 
 (x, tj−1)

+ nu
(
x, tj
) = f (x, tj ) on ,
u
(
x, tj
)−Q(x,D)
 (x, tj ) = f1 (x, tj ) on ,
u
(
x, tj
)
x1
= f2
(
x, tj
)
on 0,

 (x, 0) = 0 on . (5.1)
Applying Theorem 3.1 successively, we deduce that this system has a unique solution
and the following estimates hold:
∥∥u (·, tj )∥∥E2+s+1 () + ∥∥
 (·, tj )∥∥N4+s () +
∥∥∥∥∥

(·, tj )− 
 (·, tj−1)

∥∥∥∥∥
E1+s ()
C
{∥∥f0 (·, tj )∥∥Es−1() + ∥∥f (·, tj )∥∥E1+s ()
+ ∥∥f1 (·, tj )∥∥E2+s+1 () + ∥∥f2 (·, tj )∥∥E1+s (0)} . (5.2)
As in [2] we now form the functions u (x, t), 
 (x, t) such, that for tj t tj+1
u (·, t) = u
(·, tj ) tj+1 − t + u (·, tj+1) t − tj ,

 (·, t) = 

(·, tj ) tj+1 − t + 
 (·, tj+1) t − tj .
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Similarly we deﬁne functions f0 (x, t), f (x, t), f1 (x, t), f2 (x, t) and deduce from
(5.2) that
sup
t
‖u (·, t)‖E2+s+1 () + supt
∥∥
 (·, t)∥∥N4+s () + supt ∥∥t
 (·, t)∥∥E1+s ()
C
{
sup
t
‖f0 (·, t)‖Es−1() + supt ‖f (·, t)‖E1+s ()
+ sup
t
‖f1 (·, t)‖E2+s+1 () + supt ‖f2 (·, t)‖E1+s (0)
}
. (5.3)
Using the compactness theorem in Ek+s and taking subsequence
u → u, 
 → 
,
we ﬁnd that (u,
) forms a solution of (2.1) and that the estimate (5.3) holds for (u,
).
The Hölder estimates in t are obtained by considering the system for
u (x, t)− u (x, 	) , 
 (x, t)− 
 (x, 	) .
It remains to prove uniqueness. Suppose f0, f, f1, and f2 vanish; we wish to prove
that u and 
 vanish. Since u = 0
∫
T
|∇u|2 =
∫
T
u
u
n
+
∫
0T
u
u
n
= − 1

∫
T
Q (x,D)
 · 

t
.
Next
∫
T


t
Q (x,D)
 =
∫
T
{

t
[

Q(x,D)

]− 
Q(x,D) 

t
}
=
∫
T
{

t
[

Q(x,D)

]− 

t
Q (x,D)

}
=
∫


Q(x,D)
 |t=T −
∫
T


t
Q (x,D)
,
where we used the self-adjointness of Q(x,D) and the condition 
 (x, 0) = 0. Hence
∫
T
|∇u|2 + 1
2
∫


Q(x,D)
 |t=T= 0,
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and since 
 (·, T ) ∈ H 10 (), on account of 
 (A, T ) = 
 (B, T ) = 0 the second integral
on the left-hand side is >0 if 
 = 0. Hence 
 ≡ 0, and then also u ≡ 0.
Remark 5.1. Theorem 2.1 is valid also in case  =  (x) provided  (x) 0 > 0 and
 ∈ C1+ (). The a priori estimates in this case are obtained by arguments similar to
used for the variable Q(x,D).
Part 2. The nonlinear problem
6. Localization
The corner points of  are A = (0, 0) and B = (0, b). We parametrize  by ,
 ∈ W , and designate the position of a point on  by m() and the outward normal
by n (). Let l () be a Ck+ (k6) vector ﬁeld on , transversal to , such that
l () = (0,−1) in an ε0-neighborhood of A and l () = (0, 1) in an ε0-neighborhood
of B. We may take l () = n () outside some ε1-neighborhood of A and B, such that
if  is sufﬁciently small then the -lines m() + l (), || < 2, do not intersect
each other. The mapping (, )→ y = y (, ) deﬁned by
y = (y1, y2) = m()+ l () (6.1)
is a diffeomorphism from M = W × (−, ) onto
N = {y : y = m()+ l () , (, ) ∈ W × (−, )} .
We denote the inverse mapping by ; then
 : y → ( (y) ,  (y)) (6.2)
maps N onto M .
Let T be any positive number. We assume that the free boundary  (t) has the form
 (t) = {(y, t) : y (, t) = m()+ 
 (, t) l () , t ∈ [0, T ]} ,
where |
 (, t)| < /4, 
 (, 0) = 0. If we set

 (y, t) =  (y)− 
 ( (y) , t) , (y, t) ∈ N × (0, T )
then the free boundary is given by 
 (y, t) = 0.
Let 
(

)
be a C∞0
(
R1
)
function such that 
(

) = 1 if ∣∣∣∣ < /3 and  () = 0 if∣∣∣∣ > /2. We shall use the coordinates (, ) to deﬁne a diffeomorphism
e
 : (x, 	)→ (y, t)
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from XT ≡ R2+ × [0, T ] onto YT ≡ R2+ × [0, T ] by setting t = 	 and
 (y) =  (x) ,  (y) =  (x)+  ( (x))
 ( (x) , t) if ( (x) ,  (x)) ∈ M,
y = x otherwise; (6.3)
here
(
 (x) ,  (x)
)
is the point  (x), where  is deﬁned as in (6.2).
The transformation e−1
 maps  (t) onto  =  (0) and  (t) onto ; the free
boundary is given by e

({
 (x) = 0}).
We wish to rewrite the Hele–Shaw problem (1.1), (1.7)–(1.9) in terms of the in-
dependent variables (x, t), where x varies in the ﬁxed domain . We shall carry out
the calculations just near the corner point A, since the analogous computations away
from the corner points can be carried out in a similar way (in [2] we have done these
calculations in the case l () = n ()). For simplicity we shall henceforth set  (x1) ≡
1 (x1).
Near A the transformation (6.3) takes the form
y1 = x1,
y2 = x2 −  (z)
 (x1, t) , z = x2 −  (x1) . (6.4)
Differentiating the second equation in y2 we ﬁnd that
x2
y2
= 1
1− z

(6.5)
and similarly
x2
y1
= −zx1
− 
x1
1− z

. (6.6)
Differentiating once more we get
2x2
y22
= zz
(
1− z

)2 (6.7)
and
2x2
y21
= −
zz
(
x2
y1
− 
x1
)

x1

+ z
2
x21


1− z
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−
z

x1


x1
− z
(
x2
y1
− 
x1
)


x1
− 
2

x21
1− z

−
z

x1

−  

x1(
1− z

)2 [zz (x2y1 − x1
)

+ z


x1
]
. (6.8)
Set
p (y1, y2, t) = p (x1, y2 (x1, x2, t) , t) =  (x1, x2, t) . (6.9)
Then
p
y1
= 
x1
+ 
x2
x2
y1
,
2p
y21
= 
2
x21
+ 2 
2
x1x2
x2
y1
+ 
2
x22
(
x2
y1
)2
+ 
x2
2x2
y21
,
p
y2
= 
x2
x2
y2
,
2p
y22
= 
2
x22
(
x2
y2
)2
+ 
x2
2x2
y22
. (6.10)
Hence (1.1) takes the form
2
x21
+ 2 
2
x1x2
x2
y1
+ 
2
x22
[(
x2
y1
)2
+
(
x2
y2
)2]
+ 
x2
(
2x2
y21
+ 
2
x2
y22
)
= 0 in T . (6.11)
The free boundary has the representation
 (y, t) ≡ −y2 +  (y1)− 
 (y1, t) = 0.
Since

y1
dy1
dt
+ 
y2
dy2
dt
= −
t
,
∇y∣∣∇y∣∣ = n,
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where n is the outward normal, we get
Vn = − t∣∣∇y∣∣ = 
t∣∣∇y∣∣ .
On the other hand,
p
n
= ∇yp · n = 1∣∣∇y∣∣∇yp · ∇y.
Hence the boundary condition (1.8) can be written in the form

t = −∇yp · ∇y.
Using (6.5), (6.6), and the relation ∇y =
(
x1 − 
x1 ,−1
)
on the free boundary, we
obtain, after expressing p in terms of 

t = −
{(

x1
+ 
x2

x1
) (
x1 − 
x1
)− 
x2
}
on x2 =  (x1). Since

n
= 
x1
x1√
1+ 2x1
− 
x2
1√
1+ 2x1
,
we obtain

t = −
{

n
√
1+ 2x1 +


x1
[
− 
x1
+ 
x2
(
x1 − 
x1
)]}
on T . (6.12)
The boundary condition (1.7) can be written in the form
 = x1x1 − 
x1x1[
1+ (x1 − 
x1)2]3/2 on T (6.13)
and (1.9) remains unchanged

x1
= g (x2) on 0T (6.14)
if  is sufﬁciently small compared to a0 in (1.10).
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In conclusion:
Lemma 6.1. In some neighborhood V1 of the corner point A the system (1.1), (1.7)–
(1.9) takes the form (6.11)–(6.14) in the variables (x1, x2, t).
7. A perturbation form of the system near a corner point
In this section, we rewrite the system (6.11)–(6.14) as a system Az = F (z) where
A is a linear operator as in the linear problem and F (z) is a nonlinear perturbation.
The linearization will be done about the initial data and our purpose is to get explicit
formulas near the corner points.
Consider the function 0 (x) =  (x, 0). Since x = y at t = 0, 0 (x) satisﬁes the
conditions
0 = 0 in , 0 =  () on , 0x1 = g on 0,
where  () is the curvature of . We will assume that there exist such neighborhoods
V1 and V2 of the points A and B that j,x1x1 ∈ E5+5+
(
 ∩ Vj
)
, j = 1, 2. Analogously
to (3.5) we have
‖0‖E5+5+ const. ‖ ()‖E5+5+ () , (7.1)
indeed, the proof is similar but much simpler since 
 (x1, 0) ≡ 0. In this proof we
need to make assumption (2.5) and to apply Theorems 6.4.1.1 and 6.4.1.3 of [8].
From (6.12) we see that


t
(x1, 0) = − 0n
√
1+ 2x1 . (7.2)
Let
m(x1, t) = t m0 (x1) , where m0 (x1) = − 0n
√
1+ 2x1 (7.3)
and introduce the functions
w (x, t) =  (x, t)− 0 (x) , (7.4)
 (x1, t) = 
 (x1, t)−m(x1, t) . (7.5)
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We shall now rewrite the system (6.11)–(6.14) in terms of the functions w (x, t),
 (x1, t). From (6.11) we get
2w
x21
+ 
2
w
x22
= F0 (w,) in ( ∩ V1)T , (7.6)
where
− F0 (w,) = 
20
x21
+ 2
2
(w + 0)
x1x2
x2
y1
+ 
2
w
x22
[
−1+
(
x2
y1
)2
+
(
x2
y2
)2]
+ 
20
x22
[(
x2
y1
)2
+
(
x2
y2
)2]
+  (w + 0)
x2
[
2x2
y21
+ 
2
x2
y22
]
(7.7)
and xi/yj , 
2
xi/y2j are given by (6.5)–(6.8) and are considered to depend on 
through the relation (7.5).
Next we rewrite (6.12) in the form

t
+  w
n
√
1+ 2x1 = F (w,) on ( ∩ V1)T , (7.8)
where
−F (w,) = m
t
+ 
{
0
n
√
1+ 2x1 −
(
m
x1
+ 
x1
)(
w
x1
+ 0
x1
)}
−
(
m
x1
+ 
x1
)(
w
x2
+ 0
x2
)(

x1
− m
x1
− 
x1
)
. (7.9)
From (6.13) we have
w + 

(
1(
1+ 2x1
)1/2 
)
= F1 () on ( ∩ V1)T , (7.10)
where  is the arclength parameter and
F1 () = −0 +
x1x1 −mx1x1[
1+ (x1 − x1 −mx1)2]3/2 −
2x1x1x1x1(
1+ 2x1
)5/2
−x1x1
 1[1+ (x1 − x1 −mx1)2]3/2 −
1[
1+ 2x1
]3/2
 . (7.11)
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Finally, (6.14) takes the form
w
x1
= 0 on (0 ∩ V1)T . (7.12)
8. Auxiliary lemmas
In Section 9, we shall prove that the perturbation system Az = F (z) has a unique
solution. To do this we need some calculus type lemmas.
Lemma 8.1. Let D denote bounded domain either  or . If f, g are functions from
E
k+,,
s (DT ) then
‖fg‖
E
k+,,
s (DT )
const. ‖f ‖
E
k+,,
s (DT )
‖g‖
E
k+,,
s (DT )
. (8.1)
Proof. Consider the case k = 0. To estimate the norm of the product we use the simple
inequalities:
sup
DT
R−s |fg| 
(
sup
DT
R−s |f |
)(
sup
DT
|g|
)
c ‖f ‖
E
k+,,
s (DT )
‖g‖
E
k+,,
s (DT )
,
〈fg〉()x,s,DT  〈f 〉
()
x,s,DT
sup
DT
|g| + 〈g〉()x,s,DT sup
DT
|f |
 c ‖f ‖
E
k+,,
s (DT )
‖g‖
E
k+,,
s (DT )
, (8.2)
[fg](,)s,DT  [f ]
(,)
s,DT
sup
DT
|g| + [g](,)s,DT sup
DT
|f |
+ 〈f 〉()x,s,DT 〈g〉
()
t,s,DT
+ 〈g〉()x,s,DT 〈f 〉
()
t,s,DT
c ‖f ‖
E
k+,,
s (DT )
‖g‖
E
k+,,
s (DT )
.
From here the estimate (8.1) follows for k = 0. The case k1 is considered by
successive application of (8.2) and the inequality
‖f ‖
E
k−l+,,
s−l (DT )
 ‖f ‖
E
k+,,
s (DT )
, lk. (8.3)
Lemma 8.2. If v ∈ N4+1+ (T ) and v (x, 0) = 0, then, for T 1, the following inequal-
ity holds:
‖vxx‖E,/3, (T ) const.T
1/3 ‖v‖
N4+1+ (T )
. (8.4)
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Proof. We begin with
sup R−
T
|vxx |  supR−
T
t
2+
3
∣∣∣∣vxx (x, t)− vxx (x, 0)
t
2+
3
∣∣∣∣ cT 2+3 〈D2xv〉
(
2+
3
)
t,2+,T
 cT 2+3
∥∥∥D2xv∥∥∥
C
, 2+3
2+ (T )
cT 2+3 ‖v‖
N4+1+ (T )
. (8.5)
Since
sup
T
|vxxx | cT 1+3
〈
D3xv
〉( 1+
3
)
t,3+,T
cT 1+3 ‖v‖
N4+1+ (T )
,
we get
sup
x,y,t∈T
R−+ (x, y)
∣∣vxx (x, t)− vyy (y, t)∣∣
|x − y|  supx,y,t∈T
|x − y|1− |vxxx |
c sup
x,y,t∈T
|vxxx | cT 1+3 ‖v‖N4+1+ (T ) . (8.6)
Next
sup
x,y,t∈T
R−
|vxx (x, t)− vxx (x, 	)|
|t − 	|/3 cT
2
3 〈vxx〉
(
2+
3
)
t,2+,T cT
2
3 ‖v‖
N4+1+ (T )
, (8.7)
sup
x,y,t,	∈T
R−+ (x, y)
∣∣vxx (x, t)− vyy (y, t)− vxx (x, 	)+ vyy (y, 	)∣∣
|x − y| |t − 	|/3
 sup
x,y,t,	∈T
|x − y|1− |t − 	|1/3 〈vxxx〉
(
1+
3
)
t,3+,T cT
1/3 〈vxxx〉
(
1+
3
)
t,3+,T
cT 13 ‖v‖
N4+1+ (T )
. (8.8)
The inequalities (8.5)–(8.8) yield the assertion of the lemma.
Lemma 8.3. Let v ∈ C,
1+
3
s+2 (T ) ∩ E1+,/3,s+1 (T ). Then
[v](,/3),T const.T
1−
3
(
‖v‖
C
, 1+3
s+2 (T )
+ ‖v‖
E
1+,/3,
s+1 (T )
)
. (8.9)
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Proof. First consider the case |x − y|  |t − 	|1/3. Then
|v (x, t)− v (y, t)− v (x, 	)+ v (y, 	)| 
∫ x
y
∣∣∣∣vz (z, t)− vz (z, 	)
∣∣∣∣ dz
c
∫ x
y
|t − 	|/3 〈vz〉(/3)t,s,T dzc |x − y| |t − 	|/3 〈vz〉
(/3)
t,s,T
.
Hence,
|v (x, t)− v (y, t)− v (x, 	)+ v (y, 	)|
|x − y| |t − 	|/3 c |x − y|
1− 〈vz〉(/3)t,s,T
c |t − 	|(1−)/3 〈vz〉(/3)t,s,T cT (1−)/3 ‖v‖E1+,/3,s+1 (T ) . (8.10)
Now let |x − y|  |t − 	|1/3. Since
|v (x, t)− v (y, t)− v (x, 	)+ v (y, 	)|  |v (x, t)− v (x, 	)| + |v (y, t)− v (y, 	)|
we have
|v (x, t)− v (y, t)− v (x, 	)+ v (y, 	)|
|x − y| |t − 	|/3 c
〈v〉(1+)/3
t,s+2,T |t − 	|(1+)/3
|t − 	|2/3
c 〈v〉(1+)/3
t,s+2,T |t − 	|(1−)/3 cT (1−)/3 ‖v‖
C
, 1+3
s+2 (T )
. (8.11)
Combining the inequalities (8.10) and (8.11), we obtain the assertion (8.8).
9. Proof of the main result
Since the transformation e−1
 : (y, t)→ (x, t) is deﬁned for all y ∈  (t), t ∈ (0, T ),
under the condition that 
 (x, t) is a smooth function and 
 (x, 0) = 0 we have reduced
our free boundary problem to a perturbation problem of the form (see also [2])
2w
x21
+ 
2
w
x22
= F0 (w,) in T , (9.1)

t
+ q () w
n
= F (w,) on T , (9.2)
w + 

(

q ()
)
= F1 () on T , (9.3)
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w
n
= 0 on 0T , (9.4)
 (, 0) = 0,  (A, t) =  (B, t) = 0, (9.5)
where q () is a given function. In a neighborhood of the corner point A q () =√
1+ 2x1 and the vector-function  (w,) = (F0 (w,) , F (w,) , F1 ()) is deﬁned
by (7.7), (7.9), (7.11), where the equation l () = (0,−1) was used. Away from
neighborhoods of the angular points A and B the function  (w,) can be calculated
similarly to what has been done in [2].
The problem (9.1)–(9.5) has the form of the linear system (2.1) with f0 = F0,
f = F , f1 = F1, f2 = 0 in the ﬁxed domain T , but these functions depend on a
solution w,. Let  = (w,),  = (F0, F, F1) and introduce, correspondingly, the
function spaces HD and HR (so that  ∈ HD ,  ∈ HR) by
HD = E2+,/3,s+1 (T )×N4+s (T ) ,
HR = E,/3,s−1 (T )× E1+,/3,s (T )× E2+,/3,s+1 (T ) .
We will assume from now on that s = 1+. If we write the system (9.1)– (9.5) brieﬂy
in the form
A =  () (9.6)
then, by Theorem 2.1, A has a bounded inverse A−1, so that
 = A−1 () ≡ S () (9.7)
and S is a nonlinear operator. We will show that S is a contraction operator.
Let Br
(

) = { ∈ HD : ∥∥∥∥HD r,  (x, 0) = 0}, rr0, be a ball of radius r in
the space HD , centered at the origin, for some r0, to be determined later on.
Lemma 9.1. The following inequalities hold for the right-hand side of the problem
(9.6): ∥∥ (1)−  (2)∥∥HR g (r, T ) ∥∥1 − 2∥∥HD , 1,2 ∈ Br, (9.8)
‖ (0)‖HR  (T ) (9.9)
with  (T )→ 0, g (r, T )→ 0 as r → 0, T → 0.
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Proof. We begin by introducing a ﬁnite open cover
{
Vj
}n0
j=1 of  with the following
requirements: V1 is a neighborhood of A and V2 is a neighborhood of B; V3 is a
neighborhood of 0\
(
0 ∩
(
V 1 ∪ V 2
))
which stays away from ; V4 is an open
subset of , and Vj for 5jn0 cover \ ( ∩ (V1 ∪ V2)). Let
{
j
}
be a partition
of unity subordinate to the covering
{
Vj
}
. Observe that if u =∑n0j=1 j u ≡ ∑n0j=1 uj
then ‖u‖  ∑n0j=1 ∥∥uj∥∥ n0 sup
j
∥∥uj∥∥.
To prove (9.9) we consider, as an example, ‖1 (0)‖HR and estimate it using the
expressions given by (7.7), (7.9), (7.11). We begin with 1F0 (0, 0). From the deﬁnition
in (7.7) we have, since v0 = 0,
−F0 (0, 0) = 2 
2
v0
x1x2
x2
y1
∣∣∣∣∣=0 + 
2
v0
x22
[(
x2
y1
)2
+
(
x2
y2
)2
− 1
]∣∣∣∣∣
=0
+v0
x2
[
2x2
y21
+ 
2
x2
y22
]∣∣∣∣∣
=0
. (9.10)
From (6.6) we get
x2
y1
∣∣∣∣
=0
= −zx1m− mx1
1− zm
= t
{
−zx1m0 − m0x1
1− zm
}
≡ tP1 (x, t) , (9.11)
where P1 (x, t) ∈ E3+,/3,3+ (T ) for t ·maxx
∣∣zm0∣∣  12 . From (6.5) it follows
x2
y2
∣∣∣∣
=0
= 1
1− zm
∈ C4+ (T ) ,
(
x2
y2
)2∣∣∣∣∣
=0
− 1 = t 2zm0−
2
zm
2
0t(
1−zm
)2 ≡ tP2 (x, t) , P2 (x, t)∈E4+,/3,4+ (T ) . (9.12)
Next
2x2
y22
∣∣∣∣∣
=0
= t zzm0(
1− zm
)2 ≡ tP3 (x, t) , P3 (x, t) ∈ E4+,/3,4+ (T ) . (9.13)
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From (6.8) we can also see that the “worst” term in the representation of 
2
x2
y21
∣∣∣∣
=0
is t · m0x1x1/
(
1− zm
)
, so that we get
2x2
y21
∣∣∣∣∣
=0
= t · P4 (x, t) , P4 (x, t) ∈ E2+,/3,2+ (T ) . (9.14)
Combining (9.11)–(9.14) and recalling that v0 ∈ E5+5+ (), we can write: 1F0(0, 0)
(x, t) = t ·Q0 (x, t), Q0 (x, t) ∈ E2+,/3,2+ (T ). Direct calculations give
‖1F0 (0, 0) (x, t)‖E,/3, (T ) const.T
1−/3 ‖Q0‖E,/3, (T ) const.T
1−/3. (9.15)
From (7.9) and the equality m0 (x)+ v0n
(
1+ x1
)1/2 = 0 we get
−F (0, 0) (x1, t) = − mx1
[
v0
x1
+ v0
x2
(

x1
− m
x1
)]
and one can see that 1F (0, 0) (x1, t) = t ·Q(x1, t), Q(x1, t) ∈ E4+,/3,4+ (T ) and
therefore analogously to (9.15)
‖1F (0, 0) (x1, t)‖E1+,/3,1+ (T ) const.T
1−/3. (9.16)
From (7.11)
F1 (0) (x1, t) = −v0 +
x1x1 −mx1x1(
1+ (x1 −mx1)2)3/2 .
Since m(x1, 0) = 0 and v0 (x) =  () on , we have
F1 (0) (x1, 0) = −v0 +
x1x1(
1+ 2x1
)3/2 = 0.
Hence, we can write
1F1 (0) (x1, t) = 1F1 (0) (x1, t)− 1F1 (0) (x1, 0)
= 1x1x1
 1(
1+ (x1 −mx1)2)3/2 −
1(
1+ 2x1
)3/2

− 1mx1x1(
1+ (x1 −mx1)2)3/2 . (9.17)
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Note that each of the two terms on the right-hand side of (9.17) is equal to zero for
t = 0. We ﬁrst estimate
∥∥∥∥∥∥∥1
mx1x1(
1+ (x1 −mx1)2)3/2
∥∥∥∥∥∥∥
E
2+,/3,
2+ (T )
. (9.18)
Here we shall need the assumption that ‖ ()‖
E5+5+ ()
const . The “worst” term to
be estimated in (9.18) is
∥∥∥∥∥∥∥1
t ·D4x1m0(
1+ (x1 − tm0x1)2)3/2
∥∥∥∥∥∥∥
E
,/3,
 (T )
and we can bound it as follows:
∥∥∥∥∥∥∥1
t ·D4x1m0(
1+ (x1 − tm0x1)2)3/2
∥∥∥∥∥∥∥
E
,/3,
 (T )
const.T 1−/3. (9.19)
To estimate the ﬁrst term in (9.17), we represent it by the integral mean value theorem
in the form t ·m0x1P5 (x1, t) where
P5 (x1, t) = 31x1x1
∫ 1
0
(
x1 − smx1
)
ds(
1+ (x1 − smx1)2)5/2 ∈ C
3+,/3, (T )
from which we obtain the bound
∥∥t ·m0x1P5 (x1, t)∥∥E2+,/3,2+ (T ) const.T 1−/3.
Combining this with (9.19), we get
‖1F1 (0) (x1, t)‖E2+,/3,2+ (T ) const.T
1−/3. (9.20)
The estimates (9.15), (9.16), and (9.20) together with similar estimates for j (0) (x, t),
j = 2, . . . , n0, prove the inequality (9.9) in Lemma 9.1.
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To prove the inequality (9.8) we note that the function  () is analytic in  and
its derivatives and it can be represented in the form  () =  (0)+ ()+ O (2),
where 
(

)
is linear in  and its derivatives, and O
(
2
)
denotes the terms of higher
order in  and its derivatives. We begin by estimating the linear terms in the difference
 (1)−  (2).
We denote by L0
(

)
all linear terms in 1F0 (w,). The “worst” term comes from
1
v0
x2
2x2
y21
∣∣∣∣
=0
, and it is
1
v0
x2
 (z)x1x1
1− zm
= x1x1P6 (x, t) , P6 (x, t) ∈ E4+,/3,4+ (T ) .
We want to prove that
∥∥(1,x1x1 − 2,x1x1)P6 (x, t)∥∥E,/3, (T )  (T ) ‖1 − 2‖N4+1+ (T ) . (9.21)
Set v (x1, t) = 1,x1x1−2,x1x1 . Since v (x1, 0) = 0, we can apply Lemmas 8.1 and 8.2
to v and thus obtain (9.21) with  (T ) = cT 1/3. The other terms in L0
(
1
)−L0 (2)
can be estimated more easily, using the same Lemmas 8.1 and 8.2, so that
∥∥L0 (1)− L0 (2)∥∥E,/3, (T )  (T ) ∥∥1 − 2∥∥HD , (9.22)
where  (T )→ 0 as → 0.
The linear terms in 1F (w,) are contained in
L
(

) = 1t ·m0x1 [ wx1 + wx2
(

x1
− m
x1
)
− v0
x2

x1
]
+ 1 x1
[
v0
x1
+ v0
x2
(

x1
− m
x1
)]
.
The ﬁrst term includes the factor t and the second term includes the factor x1 . Since
the E1+,/3,1+ (T )-norm of x1 is bounded by  (T ), we get
∥∥L (1)− L (2)∥∥E1+,/3,1+ (T )  (T ) ∥∥1 − 2∥∥HD . (9.23)
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The linear terms in 1F1 () have the form
L1
(

) = 1x1
− 2x1x1x1(
1+ 2x1
)5/2 + 3
(
x1 −mx1
)(
1+ (x1 −mx1)2)5/2

− 1x1x1
 1(
1+ (x1 −mx1)2)3/2 −
1(
1+ 2x1
)3/2
 . (9.24)
The last term in (9.24) is proportional to tm0x1 , so that the “worst” term in L1
(
1
)−
L1
(
2
)
has the form
(
1x1 − 2x1
)
P7 (x1, t) with P7 (x1, t) ∈ E3+,/3,3+ (T ).
Let v = D3x11−D3x12. To estimate
(
1x1 − 2x1
)
P7 (x1, t) in the norm of E2+,/3,2+
(T ) it sufﬁces to calculate the higher seminorms in ‖v‖E,/3, (T ). The seminorm
[v](,/3),T is estimated by Lemma 8.3, so that
[v](,/3),T cT
(1−)/3 ‖1 − 2‖N4+1+ (T ) . (9.25)
Next, since v (x, 0) = 0 we have, using the deﬁnition of the seminorm [v](,/3),T ,
〈v〉()
x,,T
= sup
x,y,t
|v (x, t)− v (y, t)|
|x − y| T
/3 [v](,/3),T (9.26)
and, furthermore,
〈v〉(/3)
t,,T
= sup r−
x,t,	
|v (x, t)− v (x, 	)|
|t − 	|/3 cT
1/3 〈v〉((1+)/3)3+,T
 cT 1/3 ‖1 − 2‖N4+1+ (T ) . (9.27)
Combining the inequalities (9.25)–(9.27) we get
∥∥L1 (1)− L1 (2)∥∥E2+,/3,2+ (T )  (T ) ∥∥1 − 2∥∥HD . (9.28)
The value
∥∥1 ( (1)−  (2))∥∥HR is bounded by  (T ) ∥∥1 − 2∥∥HD due to the
inequalities (9.22), (9.23), (9.28). Similar estimates hold for j = 2, 3, . . . , n0 so that∥∥ (1)−  (2)∥∥HR  (T ) ∥∥1 − 2∥∥HD ,  (T )→ 0 as T → 0. (9.29)
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Denote by 
(

) =  () − (0)−  () the nonlinear part of  (). Since  ()
is analytic in 
∥∥ (1)−  (2)∥∥HR  const. (∥∥1∥∥HD + ∥∥2∥∥HD) ∥∥1 − 2∥∥HD
 const. · r0
∥∥1 − 2∥∥HD . (9.30)
Combining the estimates (9.29) and (9.30) we get the inequality (9.8).
From Lemma 9.1 it follows that for sufﬁciently small T and r0 the nonlinear operator
S satisﬁes the conditions of the ﬁxed point theorem for a contraction operator. Hence,
we have proved the following theorem:
Theorem 9.1. Assume that s = 1+, (1.5) and (1.10) hold for k = 7,  () ∈ E5+5+ (),
and (2.5) holds. Then there exists a unique solution of the system (9.1)–(9.5) for small
interval 0 < t < T , such that
w ∈ E2+,/3,2+ (T ) ,  ∈ N4+1+ (T ) .
Theorem 9.1 means that the original Hele–Shaw problem (1.1), (1.4), (1.7)–(1.9) has
a unique smooth solution for small time.
Remark 9.1. Note that under our assumptions the initial corner points do not change
in time. This is in agreement with the results from [9] for angular domains without
surface tension.
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