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Abstract: In order to improve the manageability and adaptability
of future 5G wireless networks, the software orchestration mech-
anism, named software defined networking (SDN) with Control
and User plane (C/U-plane) decoupling, has become one of the
most promising key techniques. Based on these features, the hy-
brid satellite terrestrial network is expected to support flexible
and customized resource scheduling for both massive machine-
type-communication (MTC) and high-quality multimedia requests
while achieving broader global coverage, larger capacity and low-
er power consumption. In this paper, an end-to-end hybrid satel-
lite terrestrial network is proposed and the performance metrics,
e. g., coverage probability, spectral and energy efficiency (SE and
EE), are analysed in both sparse networks and ultra-dense net-
works. The fundamental relationship between SE and EE is in-
vestigated, considering the overhead costs, fronthaul of the gate-
way (GW), density of small cells (SCs) and multiple quality-of-
service (QoS) requirements. Numerical results show that com-
pared with current LTE networks, the hybrid system with C/U s-
plit can achieve approximately 40% and 80% EE improvement in
sparse and ultra-dense networks respectively, and greatly enhance
the coverage. Various resource management schemes, bandwidth
allocation methods, and on-off approaches are compared, and the
applications of the satellite in future 5G networks with software
defined features are proposed.
Index Terms: Hybrid satellite terrestrial networks, software de-
fined networks, spectral and energy efficiency, coverage probabili-
ty, on-off strategy, sparse and ultra-dense networks, 5G.
I. INTRODUCTION
WITH the explosive growth of high-data-rate multimediaand machine-type-communication services, next gener-
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ation (5G) networks have attracted much attention from both
academic research and commercial exploitation in the informa-
tion and communications technology (ICT) field to enable high-
ly efficient, ultra-reliable, dependable, secure, privacy preserv-
ing and delay critical services. It is expected that 1000 times or
greater traffic requirements will be generated by 2020, achieving
rates of 1Gbps per user equipment (UE) with 10Gbps peak speed
[1] [2]. As a result, the densification of SCs has become a trend
to improve the area spectral efficiency, reaching more than 1000
small cells per km2 with a radius of even less than 10 meters
per cell [3] [4]. The current use of ICT accounts for 5.7 percent
of global electricity consumption and 1.8 percent of global car-
bon emissions, resulting in approximately $10 billion cost for
mobile network operators worldwide per year [5]. Green com-
munications, with energy and spectral efficiency trade-off, is a
key indicator for 5G wireless systems, and has been one of the
main topics to be studied and discussed for future 5G wireless
networks [6].
5G services will place very stringent requirements in terms
of achievable coverage, data rates, latency, reliability, and ener-
gy consumption, which may not all be met at the same time by
one architecture. On the one hand, the widespread requirements
of high-quality mobile multimedia services, requiring a single
connection with continuous high rate video frame delivery, are
one of the key objectives of the future wireless networks. On the
other hand, with the Internet of Things (IoT) connected intelli-
gently in future smart cities [7], new applications of machine-to-
machine (M2M) communications are quite different from high-
definition video streaming in the former case [8]. For example,
massive access machine type communication services require
huge numbers of connections, bursty type traffic, low or zero
mobility and a very small amount of downlink data per device
(e.g., only a few bits of information per transaction with long
inter-arrival periods) [9]. These MTC requirements with small-
sized persistent bursty traffic services will provide a heavy load
on the wireless access and core networks, lower the probability
for SCs to be turned off and waste bandwidth resources.
In order to address these challenges and improve the manage-
ability and adaptability of networks, thus achieving the concept
of “multiple architectures adapted to each service", the software
orchestration mechanism with control and user plane separation
has attracted considerable attention [10]. The 3rd Generation
Partnership Project (3GPP) standards have created a specific s-
tudy group on small cell enhancement in Release 12, focusing
on the architecture design based on the SDN concept [11].
According to the idea of control and user plane separation,
effort is made to improve the efficiency of the network and pro-
vide on-demand services to various application requirements
based on the user behavior [12] utilizing the wireless big data
2[13]. The “always-on" Radio Resource Control (RRC) control
signalling in M2M type communications and the low-data-rate
services can be provided by a macro cell for the control plane.
Meanwhile, the on-demand high-data-rate requests can be sat-
isfied by the small cells. Various architecture concepts for fu-
ture 5G wireless networks based on software defined features
have been proposed from academic research and industrial cor-
porations. The GreenTouch consortium gives an outline of “Be-
yond Cellular Green Generation (BCG2)" project and illustrates
the benefits of small cells in a sleeping strategy [14]. Huawei
proposes a two-layer network functionality separation scheme
by taking UE states, the network functionality and signals in-
to consideration, hence targeting a low control signaling over-
head and flexible network reconfiguration for future mobile net-
works [15]. In [10], the author advances the idea of pure data-
only carriers to remove most of the public control signalling to
the control plane and various procedures are designed from the
aspects of high energy efficiency and lower interference from
signalling. All of these contributions promote the flexibility
and programmability, dynamic reconfiguration and dynamic re-
source allocation to provide a more flexible network.
Although the C/U split concept is well-known and studied
by both industry and academia, this has been contributed to
terrestrial networks. However, satellite communications have
significant advantages including world-wide coverage, efficien-
t content distribution, providing resilience and energy saving
[16], so that the integration of satellite and terrestrial networks
could become an important feature for 5G. The European U-
nion has set up the 5G Public Private Partnership (5GPPP) re-
search programme to fund research from industry, academia and
research organizations toward an integrated 5G standard [17].
Even the well-known social-network Facebook has released de-
tailed plans on how company is exploring ways to use aircraft
and satellites to beam internet access down into communities
from the sky [18]. Satellite communication systems with a glob-
al distribution of terminals and base stations, including the con-
text information and user behaviors, can be utilized to realize an
information-centric network (ICN) with a more flexible delivery
strategy and dynamic bandwidth allocation scheme [19]. Inte-
gration of the satellite to provide wide-area sparse coverage with
cellular providing dense local coverage seems to be attractive.In
such a hybrid architecture, signalling could be provided via the
satellite [20] [21][22]. However, what is the role of satellite in
the C/U split networks in future 5G systems? Will the satellite
be able to be integrated to future networks in an efficient and
green network? To the best of our knowledge, the performance
and application analysis of satellites under C/U split in hybrid
satellite terrestrial networks is still an open issue.
In this paper, an end-to-end satellite terrestrial network with
software defined features is proposed under two typical future
application scenarios: sparse and ultra-dense networks. In the
sparse network scenario, we pay more attention to the overall
performance of the system, and in the ultra-dense network, the
users with different QoS constraints are considered: primary us-
er equipment (PUE) with MTC-type of service and secondary
user equipment (SUE) with relative high data-rates. The key
performance metrics are studied considering related factors, e.
g., the density of SCs, and the overhead cost, etc. In addition, re-
source management schemes and bandwidth allocation methods
are proposed and compared with current LTE networks. Fur-
thermore, on-off approaches of SCs are proposed and analysed
from the perspective of coverage and energy efficiency. It is
shown that compared with the current LTE network, the hybrid
system with C/U split can achieve nearly 40% EE improvement
and greatly enhance the U-plane coverage in sparse networks.
In ultra-dense networks, the benefits of the on-off strategy in
the hybrid network can increase the EE by approximately 80%
while also providing better coverage. In the end, main applica-
tions of the hybrid network are proposed, with different resource
management schemes, bandwidth allocation methods and on-off
energy saving approaches suggested under different deployment
scenarios.
The main contributions are summarized as follows:
 An end-to-end hybrid satellite-terrestrial architecture with
software defined features is proposed. The overhead cost for
both the LTE and the hybrid system is evaluated. Both sparse
and ultra-dense scenarios for future 5G networks are suggest-
ed with different types of users with various data-rate and delay
requirements.
 Based on the use of a stochastic geometry tool, key perfor-
mance indicators are analysed, including coverage probability,
throughput, energy consumption, SE and EE. Fundamental re-
lationships are derived between the performance and key fac-
tors, including overhead cost, density of SCs, delay, transmis-
sion and circuit power, gateway fronthaul, and multiple quality-
of-service (QoS) requirements.
 Resource management schemes, bandwidth allocation meth-
ods and on-off approaches are proposed and comparisons are
made with LTE networks. Applications of satellites are sum-
marised for both sparse and ultra-dense networks respectively.
Our results and analysis provide key insights into the deploy-
ment of hybrid satellite terrestrial networks which are seen as a
promising solution for future heterogeneous wireless network,
aiming at enabling research directions for the hybrid satellite-
terrestrial system.
The reminder of the paper is organized as follows. Section II
proposes an end-to-end hybrid satellite terrestrial architecture in
sparse and ultra-dense networks and the roles of satellite, SCs
and gateways in C/U split networks are introduced. In Section
III, the deployment model, path loss and fading channel mod-
el in terrestrial and satellite networks, access strategy, resource
management schemes, bandwidth allocation methods, and SC
“on-off" approaches are given as a foundation for theoretical
analysis. In Section IV and V, multiple main performance in-
dicators are analysed based on the stochastic geometry in sparse
and ultra-dense scenarios respectively. Numerical results are il-
lustrated from various scenarios and comparisons are made be-
tween various hybrid network schemes and current LTE systems
in Section VI. Conclusions, including main application scenar-
ios and appropriate architectures, are suggested and future work
is discussed for 5G green hybrid satellite terrestrial networks.
II. Our Proposed Hybrid Satellite Terrestrial Architecture
In this section, end-to-end hybrid satellite terrestrial networks
with software defined features are proposed in both sparse and
ultra-dense networks, as shown in Fig. 1. In the C/U split net-
3Fig. 1. End-to-end hybrid satellite terrestrial networks with control and user plane separation: (a) Sparse networks; (b) Ultra-dense networks.
work, the system becomes more flexible and adaptive to various
requests, according to the data-rate or the delay requirements.
The slave radio resource management (RRM) function in the
small cell can be configured under the central control of master-
RRM in the satellite. So that the access strategy can be used
with different resource management schemes, bandwidth allo-
cation methods and on-off approaches. In sparse networks, there
are few small cells in the coverage of the satellite cell to provide
low-rate services, e.g., remote sensors, interactive data services,
emergency and E-health systems, which are the most importan-
t scenarios for satellite communication systems. In ultra-dense
scenarios, thousands of SCs are deployed within a certain area,
resulting in serious interference, huge energy consumption and
possibility of handover failure. Thus the satellite can help to
enhance the coverage and increase the probability for SCs to
go into sleep mode. In addition, the users are divided into two
types: PUE with machine-type communication and SUE with
relatively high data-rate requirement. The typical message size
of the PUE is generally very short, e.g, 200 bytes or even just a
few bits to inform of the existence or absence of a given even-
t [9] [23], while the total number of PUEs could be orders of
magnitude greater than the number of SUEs in future systems.
Within these architectures, the satellite is assumed as the
home subscriber server (HSS) with a central database contain-
ing information about the network’s subscribers and mobility
management entity (MME) with signalling functions related to
the mobility and security of the Evolved Universal Terrestrial
Radio Access Network (E-UTRAN) access. In addition, the
satellite maintains seamless large-scale coverage in the C-plane
and also for low rate data transmissions, e.g., MTC service, re-
mote sensing, environment monitoring, in the U-plane for delay-
tolerant PUEs. SC coverage will use high frequency (e.g., ini-
tially less than 6GHz but eventually millimetre waves), and sec-
ondary users (SUEs) and delay-sensitive PUEs also retain the
C-plane link with the satellite whilst receiving high-quality mo-
bile multimedia transmission from the SCs in the terrestrial net-
works in the U-plane, so that the control channel and public
signalling of the SCs can be significantly simplified. In such
a hybrid network, the satellite provides the C-plane and the ter-
restrial part is responsible for the actual data transfer in the U-
plane. It has been shown that the signalling overhead and public
control channel in the downlink costs in small cells in LTE and
hybrid networks are nearly 28% [24] and 15% respectively [20].
However, the satellite is assumed to have limited computing a-
bility, so that it is more realistic for the S/P-GW to process the
related information and send it back over the satellite. Further-
more, the uplinks may have extremely poor performance, so the
gateway is utilized. The traffic in terrestrial networks is rout-
ed and aggregated in the gateway, including the C-plane control
signalling and U-plane traffic, and then sent back via the satellite
to the external internet.
Satellites operating in S band (2-3 GHz) are more suitable for
the integrated UE as the frequencies are closer. We also consid-
er constellations of LEO satellites (altitude of around 1000 km)
as the delay is reduced and the UE power requirements are low-
er. In the future, it may be possible to use the constellations of
high throughput satellite (HTS) in Ka or Ku band [25], but these
are not considered herein. The LEO satellites employ a large
number of spot-beams (satellite cells) within their coverage as
well as frequency re-use between them [26]. So co-channel in-
terference is an issue but we consider that it is not a dominant
parameter herein. The satellite spot beam handover will be de-
signed into the constellation systems and need not be considered
here. Doppler shift is also compensatable and is not considered.
The latency issue drives us to consider LEO satellites and its
affect on the C-plane signallings is considered in other papers.
III. System Model
This section provides the system model for our proposed hy-
brid satellite terrestrial networks as shown in Fig. 1. The
resource management schemes, bandwidth allocation methods
and “on-off" approaches are summarized in Table 1.
4Table 1. System Configuration.
Channel Model Small Cells Rayleigh FadingSatellite Land Mobile Satellite (LMS) Channel
Sparse Networks
Access Strategy Open Access based on SINR
Coverage Probability SINR Coverage Probability
Resource Management Schemes Centralized Resource Management Schemes (CRMS)Distributed Resource Management Schemes (DRMS)
Ultra-dense Networks
Access Strategy Closed Access based on the User Type
Coverage Probability Service Coverage Probability
Resource Management Schemes Centralized Resource Management Schemes (CRMS)Distributed Resource Management Schemes (DRMS)
Bandwidth Allocation Methods User Number Based allocation Scheme (NBS)User Requirement Based allocation Scheme (RBS)
On-off Approaches Random Sleep Mode (RSM)Traffic Based Mode (TBM)
A. Deployment Model
In the satellite spot beam coverage, the SCs are deployed as
the classical homogeneous Spatial Poisson Point Processes (PP-
P) distribution, which is a widely used model with tractable
characteristics to model the random effect of user and base s-
tation deployment in the cellular network [27]. The density of
SCs in this distribution  is b , which is the number of small
cells in the coverage of the satellite narrow spot beam. The con-
stant transmission power and bandwidth of satellite and small
cells are Pts, Ptb,Ws,Wb respectively. Assume that the nearest
distance from the user to the SCs is r, the received power from
the SC can be modeled as Ptbhtbr , where the standard power
loss propagation model is used with path loss exponent  and
i.d.d. Rayleigh fading on all links from the small cell are mod-
eled as exponential distributions with mean 1=u: htb  exp(u).
Taking advantage of the PPP properties, the distribution of r can
be derived as follows:
fr(r) = e
 br22br: (1)
The users are deployed homogeneously as an SPPP distribution
in this scenario, and the density of primary users and secondary
users are PUE and SUE respectively.
B. Pathloss and Fading Model
The land mobile satellite (LMS) channel model is used for
modeling the satellite radio channel, which is widely used in the
satellite networks [28] [29]. The probability density function
(PDF) fsd() of the instantaneous received signal-to-noise ra-
tio (SNR)  from the satellite to the destination is given in [28]
as
fsd() =


2b0sd

2b0m
2b0m+

m
exp

  
2b0sd

1F1

m; 1; 

2
2b0sd(2b0m+
)

;
(2)
where 
 is the average power of line-of-sight (LOS) componen-
t, 2b0 is the average power of the multi-path component and m
is the Nakagami parameter ranging from 0 to1. When m = 0
andm =1, the PDF of sd follows Reyleigh and Rice distribu-
tions respectively. Typically in this paper, the deep shadowing
channel is adopted with the LMS channel parameters according
to [30], where b0 = 0:0158, m = 2:56 and 
 is 0.123. The
function 1F1 (:; :; :) is the confluent hyper-geometric function:
1F1(a; b; c) =
1X
n=0
a(n)
b(n)n!
zn; (3)
where x(n) = x(x + 1) : : : (x + n + 1): The average received
transmission SNR sd of UE is
sd =
Prs
Nd
; (4)
Prs =
PtsGtGr
L


4d
2
; (5)
Nd = kTt Ws; (6)
where Prs is the received power including path loss and Nd is
the noise power at the terminal. For the LEO system,  is the
wavelength, d is the altitude of the LEO, L is the atmosphere
loss, and Gt, Gr are the typical antenna gains of transmitter-
s and receivers in the downlink. The thermal noise Nd should
be taken into consideration because there is no interference be-
tween satellite and small cells, so that the satellite network is
not an interference limited network. k is the Blotzmann con-
stant 1:38 10 23J=K, Tt is the noise temperature of terminal
andWs is the bandwidth of satellite.
C. Access Strategy
In this paper, there are two main scenarios, sparse and ultra-
dense networks, as shown in Table 1, where access strategies
vary based on the different scenarios.
In sparse networks, as the density of UEs and SCs are relative-
ly much lower, we pay more attention to the overall Signal-to-
Interference-plus-Noise Ratio (SINR) coverage and the overall
throughput of the whole system. Under the C/U split architec-
ture, all of the UEs have C-plane connection via satellite, while
the U-plane access strategy is open access, based on the Refer-
ence Signal Receiving Power (RSRP). The SCs are configured
with bias , which can be used to adjust the probability of get-
ting U-plane access to satellite or SCs. The access strategy in
5the U-plane is given as follows :(
PtbE[htb]r > Prs; get access to the SC
PtbE[htb]r < Prs; get access to the satellite
; (7)
where PtbE[htb]r is the RSRP in the terrestrial networks. Then
we suggest substitution of  = 
q
Ptb
uPrs
, deriving (7) as

r < ; get access to the SC
r > ; get access to the satellite
: (8)
However, in ultra-dense networks, as the small cells can sup-
port quite large data-rates and much better SINR coverage, the
QoS of each user will be of significant importance and the ac-
cess strategy is also based on the rate and delay requirements of
a typical user. Thus the closed access strategy is used, where the
SUE and delay-sensitive PUE obtain access to the small cells
and delay-tolerant PUEs are supported by the satellite.
D. Resource Management Schemes
To determine the best way to utilize satellites in future 5G
networks, the role of the satellite in hybrid networks with soft-
ware defined features are compared in this paper with different
resource management schemes, which can be categorized as fol-
lows:
1. The LTE system (LTE): both the C-plane and U-plane of UEs
have access to small cells
2. Distributed Resource Management Schemes (DRMS): all of
the U-plane traffic required from UEs are routed from the core
network to small cells directly by the gateway, and the satellite
only provides C-plane coverage and RRC-connection mobility
control information.
3. Centralized Resource Management Schemes (CRMS): the
gateway having computing and storage capability, operates as
HSS and MME, taking charge of the central resource allocation
strategy by adjusting the bias  of probability for users to get ac-
cess to the satellite and SCs. In this way, the satellite cooperates
with the small cells in the U-plane under the central control of
the gateway and the traffic can be offloaded onto the satellite.
In Section IV and V, these schemes are presented theoreti-
cally and compared for better understanding of the role of the
satellite in the C/U split hybrid architecture.
E. Bandwidth Allocation Methods
In ultra-dense networks, the bandwidth of the small cells has
to be allocated to both SUE and delay-tolerant PUE. Two band-
width allocation schemes are considered in this paper:
1. NBS: user Number Based allocation Scheme: the bandwidth
is allocated based on the number of SUEs and delay-tolerant
PUEs, so more users can enjoy greater bandwidth, which is fair-
er to all of the users;
2. RBS: user Requirement Based allocation Scheme: the band-
width is allocated based on the traffic requirement of SUEs and
delay tolerant PUEs, so that the QoS of UE is also involved in
this scheme.
F. On-off Approaches
In ultra-dense networks, with the satellite providing the whole
coverage for the C-plane, the small cells have a greater probabil-
ity to go into sleep mode. Two on-off approaches are discussed
in this paper in Section V:
1. Random Sleep Mode (RSM): each SC is turned off with e-
quivalent probability &;
2. Traffic Based Mode (TBM): the small cells with no active
users attached go into sleep mode, whereas the other SCs remain
active.
In the following two sections, under the defined hybrid sys-
tem, various strategies are analysed and their related perfor-
mance results are illustrated in Section VI.
IV. Sparse Networks Analysis
In this section, the distributed and centralized schemes
(DRMS and CRMS) are compared and efficient resource man-
agement mechanisms suggested for the hybrid networks.
In sparse networks, the coverage probability is defined as
the SINR coverage probability that a randomly chosen user can
achieve a targeted SINR threshold. An open access policy is em-
ployed in the sparse network, so that the access strategy is taken
into consideration. As we focus on the overall performance of
the whole hybrid system instead of a specific user, user-level dif-
ferences are ignored in this section and only the large scale path
loss in equation (5) is considered in the satellite networks, where
the fading and multi-path effects play an insignificant role.
A. Coverage Probability
Definition 1 (SINR Coverage) The Signal-to-interference-plus-
noise Ratio (SINR) coverage probability is the probability that a
randomly chosen user can achieve a targeted SINR T :
Pcov = ErfP [SINR(r) > T ]g: (9)
This definition is equivalent to the probability of the fraction
of users in the networks that have achieved the corresponding
threshold. Assuming that the path loss exponent is 4 and the
noise is neglected, based on the stochastic geometry knowledge
[27], with the access strategy in (8), the U-plane coverage prob-
ability for the two strategies can be obtained:
 Coverage Probability in LTE
Pcov_LTE =
1
1+
p
T (2 arctan( 1pT ))
; (10)
 Coverage Probability in hybrid networks with DRMS
Pcov_DRMS =
1
1+
p
T (2 arctan( 1pT ))
; (11)
 Coverage Probability in hybrid networks with CRMS
Pcov_CRMS = Pcov_SC + Pcov_LEO
= Er (P [SINRb > T jr]) P(r < )g
+Er (P [SINRs > T jr]) P(r > )g
=
R brPtb(4d)2LPts2GtGr
0 e
 v(1+
p
T(2  arctan(1=
p
T )))dv
+e
 b
r
Ptb
Pts
 
2
 (4d)2LGtGr 1

PtsGtGr
2
(4d)2L2 > T

;
(12)
6which is the sum of the coverage probability of SC Pcov_SC and
the coverage probability of LEO satellite Pcov_LEO. Here the
function 1(A) denotes the indicator of event A.
The SINR coverage of LTE and DRMS in hybrid networks are
the same, because the U-plane is only supported by small cells.
However, the coverage in CRMS strategies is also influenced
by the satellite with the factors related to the access strategy,
e.g., the density of small cells, the transmission power and the
loss, affecting the coverage performance. With the density of
small cell b ! 1, (e b
r
Ptb
Pts
 
2
 (4d)2LGtGr ) ! 0, so that the
Pcov_CRMS  Pcov_SC . So the U-plane coverage probability in
(12) comes to 1
1+
p
T (2 arctan( 1pT ))
.
B. Throughput
B.1 LTE
The throughput of LTE networks under this scenario has been
studied in [27] and is used as the baseline for comparison. The
mean data rate of the downlink is around 2:15bps=Hz and the
overhead cost is Overhead_LTE = 28% [24]. Thus the through-
put of LTE is
ThroughputLTE
= (2:15bps=Hz)bWb (1 Overhead_LTE) : (13)
B.2 DRMS in hybrid networks
Under DRMS, the throughput of the hybrid networks is the
sum of U-plane throughput in the small cells. According to the
classical model of stochastic geometry [27], the spectral effi-
ciency of the SC can be derived as follows:
SEb_DRMS
=
R
t>0
1
1+
p
et 1


2 arctan

1p
et 1
dt; (14)
where the path loss exponent  is 4 and the thermal noise is
ignored because the terrestrial network is an interference lim-
ited network. Thus the SE of hybrid networks is also near-
ly 2:15bps=Hz. Based on our previous work [20], the over-
head of the U-plane, Overhead_b is nearly 15%, thus the network
throughput can be obtained by
ThroughputDRMS = Throughputb_DRMS
=
R
t>0
bWb(1 Overhead_b)
1+
p
et 1


2 arctan

1p
et 1
dt: (15)
B.3 CRMS in hybrid networks
Under the centralized resource management scheme, the gate-
way will route the traffic from the external networks to both
satellite through uplink transmission and SCs through fronthaul
in the terrestrial network. The SE of SC under CRMS is
SEb_CRMS = E flog2 (1 + SINRbjr) Pro_b(r < )g
= E
8<:log2
0@1 + Ptbhtbr 
2+
P
b0 =2=b0
P
tb0htb0
r0
jr
1A9=; R 0 fr(r)dr
= 1ln 2 
R
r>0
dr
R
t>0
dt

e
 ur
Ptb
(et 1)2 
e
 br2

1+(et 1)2=
R1
(et 1) 2=
1
1+x=2
dx

2br
)
:
(16)
Neglecting the thermal noise 2 in the interference limited ter-
restrial networks and assuming the path loss exponent  = 4 for
all the links, the throughput of SCs in the terrestrial networks
can be simplified as follows :
Throughputb_CRMS =
b
ln 2Wb(1 Overhead_b)R1
0
R b2
0
e
 v

1+
p
(et 1)


2 arctan( 1p(et 1) )

dvdt:
(17)
As for the SE of the LEO satellite, the probability of getting
access to the satellite is also considered and the SE is derived as
follows:
SEs = Eflog2[1 + SINRsjr] Pro_s(r > )g
= Eflog2[1 + PrskTon_earthWs jr]g 
R1

fr(r)dr
= log2

1 + PtsGtGr
2
(4d)2LkTon_earthWs

exp( b2):
(18)
In this paper, we consider a single satellite spot beam and trans-
mission on the downlink, thus the interference will be dictated
by the satellite antenna and can be assumed to be small com-
pared to the thermal noise. Thus the satellite is noise rather than
interference dominant. The thermal noise 2 = kTon_earthWs
should be taken into consideration, where k is the Boltzman-
n constant 1:3806488  10 23J=K and Ton_earth is the noise
temperature of terminal. Thus the throughput of the satellite is:
Throughputs
=Ws(1 Overhead_s)log2

1 + PtsGtGr
2
(4d)2LkTon_earthWs

exp

 b
q
Ptb
Pts

2
(4d)2L
GtGr

;
(19)
where the path loss exponent  = 4 is used and the overhead
of the satellite Overhead_s in the U-plane is about 15% given in
our previous work [20]. The overall throughput in the U-plane
in this hybrid network with C/U split architecture is:
ThroughputCRMS
= Throughputb_CRMS + Throughputs:
(20)
Obviously, the spectral efficiency under DRMS is influenced
by both of the terrestrial and satellite parts simultaneously.
From the derivation in (20), the asymptotic analysis can be
drawn to obtain some insights on applying them to optimize
the system design. With the increasing of b in one satellite
spot beam to a relatively large value, the throughput of satel-
lite drops to zero because exp

 b
q
Ptb
Pts

2
(4d)2L
GtGr

!
0. So the system SE under CRMS comes to SEb_CRMS 
7R1
0
1
1+
p
et 1


2 arctan

1p
et 1
dt  2:15bps=Hz, which is
the lower bound of the SE in the hybrid sparse network. Typi-
cally, in the sparse network, the density of SCs is relatively low,
so the satellite plays a crucial role in the hybrid network. By
adjusting the access bias  to a small value, the the SE under
CRMS comes to SEs 
log2

1+
PtsGtGr
2
(4d)2LkTon_earthWs

1 b2 , using the
property that ex   1  x when x ! 0. So we can adopt these
conclusions into the real network optimization. If the traffic re-
quirement is high in sparse network, more SCs have to be de-
ployed to achieve higher throughput, with the spectral efficiency
approaching to constant value SEb_CRMS  2:15bps=Hz. On
the contrary, little SCs will be deployed in low traffic scenario,
the access bias  can be adjusted to increase the SE, which are
verified in Section VI.
C. Power Consumption
The overall energy consumption consists of two parts: the
power consumption of the SCs and the satellite gateway (P-GW
and S-GW). Although the satellite is operated by solar panel-
s and batteries which are limited in energy capacity, the power
of the satellite is not taken into consideration due to the fact that
the solar energy is renewable, sustainable and not included in the
grid power consumption, so that the one-off energy to launch the
satellite will be very small compared with the power consumed
over the useful life. Furthermore, the power consumed in the
terminal side can be ignored, because the access network (base
stations) already accounts for nearly 80% of the overall pow-
er consumption [31]. Also, the power used for calculating and
transmitting in terminals are even smaller, compared with the
power cost by the brightness of the screen and apps updating in
the background.
The power model of the SCs is modelled as follows according
to the reference [32]:
Pb = 
0Ptb + Pb0; (21)
where Ptb is the transmission power related to the traffic load,
0 is the increase power coefficient and Pb0 is the static power
of SC.
The gateway in the hybrid network plays an important role in
the following areas:
 Calculating and storing details about the subscribers and the
related mobility management information
 Sending back the processed information to the satellite in the
uplink
 Routing the traffic to the external networks
So the energy consumption of the gateway is calculated as the
sum of the energy cost in three areas:
Pgateway = Pgtx + Pc + Pgbh; (22)
where Pgtx is the uplink traffic transmission power from the
gateway to the satellite. Taking advantage of the link budget
equation, this part of the power consumption is given as:
Pgtx =
(2Throughputs=Wg   1) kTon_satelliteWg
Gt0Gr 002
(4d)2L0
; (23)
where Wg is the bandwidth of gateway, Ton_satellite and 0 are
the noise temperature and uplink wavelength of the satellite, and
Gt
0, Gr 0, L0 are the transmitter and receiver antenna gains, up-
link atmosphere loss respectively. The static computing power
consumption Pc is given in Table 3 in [33], and Pgbh is the ener-
gy consumption of fronthaul back to the external networks [34]:
Pgbh =
Throughputb + SEs Ws
100Mbps
 50W; (24)
where Throughputb is the result of Throughputb_DRMS and
Throughputb_CRMS in (15) and (17) respectively.
D. Energy Efficiency
The energy efficiency of the networks is modeled as the
throughput of the U-plane per watt consumed in the power grid.
So the EE of LTE networks, DRMS and CRMS of hybrid C/U
split networks can be expressed as follows:
 EE of LTE networks
EESparse_LTE =
ThroughputLTE
bPb + Pc + Pgbh_d
; (25)
 EE of hybrid networks with DRMS
EESparse_DRMS =
ThroughputDRMS
bPb + Pc + Pgbh_d
; (26)
 EE of hybrid networks with CRMS
EESparse_CRMS =
ThroughputCRMS
bPb + Pc + Pgbh_c + Pgtx
: (27)
V. Ultra-dense Networks Analysis
In the ultra-dense networks, there are numerous small cells in
the terrestrial network, where some of the base stations might
have no users to serve. The closed access policy is applied so
that the SUE and delay-sensitive PUE get access to the small
cells for delay-tolerant PUEs supported by the satellite. In this
section, the service probability, throughput, power consumption
and energy efficiency are analysed and different resource man-
agement schemes, bandwidth allocation methods, and on-off ap-
proaches are considered.
A. Service Coverage
In the ultra-dense scenario, the small cells can support higher
data-rates and good coverage, so that the QoS of users will be
of greater significance, including the rate and delay constraints.
Thus the definition of service coverage probability is introduced.
Definition 2 (Service Coverage) The service coverage prob-
ability is the probability that a randomly chosen user can achieve
a targeted data rate threshold U :
Scov(U)

= P (R > U); (28)
which is equivalent to the average fraction of UEs in the net-
works with the achieved data rate R larger than the threshold
U .
Assuming X is a random variable of the size of a typical Voronoi
cell, using the ergodicity of the PPP, the probability density
8function of the area distribution of a typical small cell is giv-
en in the following lemma [35].
fX(x) =
3:53:5
  (3:5)
x2:5e 3:5x: (29)
Lemma 1: let the random variable Nb denote the total num-
bers of the users in one Voronoi cell to which a randomly chosen
user belongs. Thus the PDF of Nb is given as follows:
P (Nb = n)
=
P
n1
R1
0
P (N 0b = n  1jX = x)fX(x)dx
=
R1
0
exp( bux0b )
(
bux
0
b
)
(n 1)!
(n 1)! fX(x)dx
=
3:54:5(bu=
0
b)
(n 1) (n+3:5)
 (4:5)(n 1)!(bu=0b+3:5)(n+3:5)
;
(30)
where   (x) =
R1
0
exp ( t) tx 1dt is the gamma function, 0b
and bu are the density of SC and users per km2.
In addition, resulting from [36] the mean load of one base station
can be simplified as follows:
E[Nb] = 1 +
bu
0b
E[C2(1)]
= 1 + 1:28bu0b
;
(31)
where E[C2(1)] = 1:28 comes from [37].
Theorem 1 (SC Service Coverage) For a typical user to get
access to a SC, the service coverage probability is
Scov(U) = P (R > U)
= EN

P (wbN log2(1 + SINR) > U)

(b)
= EN
h
Pcov(2
UN
wb   1)
i
(c)
=
P
n1
p(N = n)Pcov(2
nU
wb   1)
=
P
n1
3:54:5(bu=
0
b)
(n 1) (n+3:5)
 (4:5)(n 1)!(bu=0b+3:5)(n+3:5)
0b

1R
0
e
 0bv

1+(2
nU
wb  1;)

dv;
(32)
(T; ) = T 2=
R1
T 2=
1
1+x=2
dx; (33)
where (b) is from the definition of SINR coverage in (9) and (c)
is utilized from [36] [38].  is the path loss exponential factor
in terrestrial networks. The available bandwidth of the smal-
l cell wb, with overhead cost taking into account, varies under
different bandwidth allocation schemes. In this ultra-dense net-
work, U is the QoS rate constraints, used as UPUE and USUE
respectively for PUE and SUE.
Corollary 1 (Mean SC Service Coverage) For a specific case,
based on the approximation of EN [S(N)]  S(E[N ]) in [36],
when all of the small cells are of equal load with the mean value
and path loss exponent 4 and with noise neglected, we have the
following property:
Scov(U) = Pcov

2
E[N]U
wb   1

= 1= (1+v (=2  arctan (1=v))) ;
(34)
v =
r
2

1+1:28
bu
0
b

U
wb   1: (35)
Theorem 2 (Mean Satellite Service Coverage) For the users
to get access to the satellite in the spot beam with the area of
As, utilizing the LMS channel property in (2), the mean satellite
service coverage is
Scov2(U) =
1 A0

2
UsuAs
ws  1
sd

1F1

m; 2; B0
2
UsuAs
ws  1
sd

 A0
4b0

2
UsuAs
ws  1
sd
2
2F2

2;m; 3; 1;B0
2
UsuAs
ws  1
sd

;
(36)
where su is the number of users served by the satellite in U-
plane per km2, and ws is the available bandwidth of the satellite
taking consideration of the overhead cost. The related channel
parameters are defined in (4) - (6).
Proof: See Appendix VII.
It should be noted that, in ultra-dense networks, the LMS
channel is used instead of the simple path loss model adopted
for sparse networks, because the service coverage is needed and
the QoS constraints become an important metric.
B. Service Throughput
In the ultra-dense networks, the users have a higher probabil-
ity of having an improved SINR from the attached base station.
Although the SINR coverage is satisfied, the base station may
not provide the data rate threshold required from the terminal.
Thus the service throughput is defined as follows.
Definition 3 (UE Service Throughput) Achievable through-
put per user in ultra-dense networks:
T (U)

= E [RjR > U ] ; (37)
where R is the instant data rate of a typical user in a ultra-dense
network, and U is the threshold of the rate QoS threshold for
this type of terminal.
Theorem 3 (Mean UE Achievable Throughput) Utilizing the
definition of SINR coverage function in (9), the achievable
throughput of user is
T (U) = U + 1 ln 2
R1
2U 1
Pcov(y)
Pcov(2U 1)(1+y)dy: (38)
 = E[N ]=w is the average number of users per available band-
width unit, where E[N ] is the total active users be scheduled by
the networks and w is the available bandwidth, used as wb and
ws for the SC and satellite respectively.
In specific, the achievable throughput of users get access to a
terrestrial network is
T b(U) = U +
1
 ln 2R1
2U 1
1+
p
(2U 1)

=2 arctan

1=
p
(2U 1)

1+
p
y(=2 arctan(1=py))
1
1+ydy;
(39)
and the achievable throughput of satellite users is shown as
T s(U) = U +
1
 ln 2
R1
2U 1
1 Frsd(y)
1 Frsd(2U 1)
1
1+ydy; (40)
9Table 2. Simulation Parameters.
Parameter Value Parameter Value
Satellite
PtsGt(EIRP ) 54:4dBW Ws 30MHz
Overhead_s 15% Gr 0dB
b (Sparse Networks) 1  40 b (Ultra-dense Networks) 1000  5000
 137mm L 0dB
d 1000km Ton_satellite 26dBK
Small Cell
Ptb 0  4W Pb0 28:7W
0 16 Wb 10MHz
Ton_earth 290K u 1
T 0dB Overhead_b 15%
  125dB; 145dB; 165dB
Gateway
0 50mm Wg 10MHz
G0t 40dB G
0
r 16dB
- Pc 355W L0 0dB
where the QoS threshold U is the rate threshold of PUE and
SUE, representing as UPUE and USUE respectively. The func-
tion of Frsd() is defined in [30], where sd is given in (4).
Proof: See the Appendix D in [39].
Corollary 2 (Mean SC Achievable Throughput) Based on the
results in Theorem 3 and Lemma 1, the mean throughput of one
typical small cell in hybrid networks is shown as below
Th_b = E[Nb]Scov(U)T b(U); (41)
where E[Nb] is the number of users scheduled by one typical
small cell.
Corollary 3 (Network Throughput) In addition, we can cal-
culate the throughput of the system by calculating each users’
achievable data rate and summing them to get the total through-
put of the networks. The definition of the throughput of the
network is:
Throughput = uAsScov(U)T (U); (42)
where uAs is the total number of users could achieve the tar-
geted rate threshold in the networks. The average throughput of
terrestrial and satellite networks are given respectively:
Thb_all = buAsScov(U)T b(U);
Ths = suAsScov2(U)T s(U):
(43)
C. Energy Efficiency
Utilizing the results in (21-24), the EE of the hybrid networks
can be expressed as:
EEh =
Thb_all+Ths
0bAsPb+Pc+Pgbh+Pgtx
: (44)
D. On-off Strategy
In this subsection, the sleeping of SCs is considered under
two modes, RSM and TBM, introduced in Section III. Under
the random sleep mode, the small cells are configured with e-
qual sleep probability & , which is equivalent to the situation dis-
cussed above with the density of SC &0b. Under the traffic based
mode, using the results of [40], the small cells can sleep with a
probability of
& =
 
1 + 3:5 1bu=0b
 3:5
; (45)
where there are no active users in the coverage of one typical
SC. The service coverage probability is given as:
Scov_TBM (U) = 1=(1 + (1 &)v (=2  arctan (1=v)));
v =
r
2

1+1:28
bu
0
b

U
wb   1;
(46)
where v is the same as that in (35) but the service coverage prob-
ability is affected by & . It should be noted, that the TBM on-off
strategy has no influence on the density of small cells in the ac-
cess procedure, so that the users should select the best small cell
from all of the SCs to gain access with no effect on the near-
est distance distribution r in (1). After this procedure, the base
stations with no users can be put into sleep mode, and the in-
terference conditions changed. With the increase of SC density
0b ! 1, the probability of sleeping is increasing with higher
& ! 0 and v !
q
2
U
wb   1, and the whole service coverage
Scov_TBM (U) ! 1. Thus it is clear that the service coverage
probability increases with density of SCs. In addition, larger
QoS request U leads to larger v, which degrading the network
coverage performance. In section VI, numerical simulation re-
sults match these asymptotic analysis.
VI. Performance Evaluation and Main Application
In the following, we use the default values in Table 2 to illus-
trate the main results, where the key parameters in the terrestrial
networks are based on the results of the EARTH Project and
the satellite parameters are obtained from [41]. In the terrestrial
network, small cells are deployed at 3.5 GHz, whilst the satellite
downlink channel operates in S-band (2-3 GHz). For the uplink
channel, from the gateway to the satellite, C-band (6 GHz) is
assumed and a 2m antenna is used at the gateway.
A. Performance in Sparse Networks
Fig. 2 (a) illustrates the U-plane SINR coverage probabili-
ty in the hybrid satellite terrestrial networks. Comparisons are
made between two resource management schemes: CRMS and
DRMS. For DRMS strategy, it is shown that the U-plane cover-
age probability remains the same under certain outage threshold
T for the hybrid networks under the DRMS strategy, which does
not affected by the density b or the transmission power Ptb of
SC. This is because the satellite only provides C-plane coverage
10
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Fig. 3. SE and EE results in sparse networks, where Ptb is the transmission power per SC and b is the SC density per satellite cell: (a) Network EE comparison
between the hybrid network with CRMS and the LTE network; (b) Tradeoff between SE and EE in hybrid networks with CRMS.
and RRC-connection mobility control information under DRM-
S. So these two factors can not affect the SINR in the network.
Furthermore, it is seen that the U-plane coverage performance
under CRMS is much better than DRMS, as the satellite can
achieve large SINR without the interference from SCs. In addi-
tion, the larger bias factor , SC density b and SC transmission
power Ptb affect the probability to gain access to the satellite,
resulting in lower coverage probability. The hybrid networks
with CRMS can achieve around 57% coverage probability gain
in sparse networks (e.g., b = 5) than for the DRMS network.
The spectral efficiency performance of the hybrid network
with CRMS is illustrated in Fig. 2 (b). For comparison, the
SE of DRMS is set as the baseline, which has been verified the-
oretically as nearly 2:15bps=Hz in Section IV. It can be found
that the SE of the hybrid network with CRMS is obviously larg-
er than SE with DRMS when the density of SCs is small. In
addition, the bias  significantly influences the probability for
the UE to gain access to the satellite or SC, and the SC den-
sity b has quite a different impact on the SE of the networks.
With small bias, e.g.,  =  165dB, the UE can hardly gain
any access to the SCs, so that the performance degrades quickly
with the increase of b. As a consequence, the advantages of
the satellite weakens with large bias, e.g.,  =  125dB. In this
way, a proper bias with a median value of  =  145dB, should
be used to gain benefit from both the SC and the satellite. The
constant path loss factor is reflected by the bias, so that the ab-
solute value is small. Note that in terrestrial macro cells the bias
 is around 0dB, but here due to the lower received power from
the satellite we have a much smaller value. Though the received
power is low in the satellite network, the SINR could also be
larger than that in the terrestrial network, because of the severe
interference between small cells. Combining the results shown
in Fig. 2 (a) and (b), it can be concluded that by adjusting the
bias factor, the network with CRMS can achieve much better
U-plane SINR coverage probability and spectral efficiency by
making the most use of the satellite in the sparse network sce-
nario. So in the following, we mainly study the performance of
the hybrid network with CRMS in the sparse network, and make
comparisons with LTE networks.
With the proper bias  =  145dB, Fig. 3 (a) shows the EE
comparison between hybrid networks under CRMS strategy and
LTE networks. It is seen that initially the EE grows with the
increase of SC density in the LTE network, resulting from the
tradeoff between higher throughput and the static power con-
sumption of the gateway and SC. It then stabilizes as both the
power consumption and throughput vary linearly with the den-
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Fig. 4. Energy efficiency of the network under various strategies : (a) Typical load requirement with 500 active SUEs per km2; (b) Ultra-high load requirement
with 25000 active SUEs per km2.
sity of the SCs. For the hybrid networks with CRMS, the results
are totally different. The EE reaches quite a high value when the
density of small cells is low, benefiting from the higher proba-
bility to gain access to the satellite and higher throughput from
the satellite. With the increase in density of the SCs, the EE
shows a downward trend and finally remains constant with that
under the LTE network. In addition, the probability to gain ac-
cess to the satellite and the power consumption are affected by
the transmission power of the SCs Ptb, so that the EE in both
LTE and CRMS networks will decrease with the growth of Ptb.
It is seen that the networks with CRMS strategy achieve higher
network EE than in LTE systems, especially for sparse networks
(e.g., b = 25) where the EE gain is nearly 40%.
In sparse networks, shown in Fig. 3 (b), larger Ptb helps to
increase SE and EE initially, but then EE drops quickly and SE
remains stable with the increase of Ptb. In the sparse networks
(e.g., b = 40), compared with the SE optimized parameter
setting, realistic transmission power Pt (e.g., 0:5W ) helps to
increase EE by approximately 90% with only 3% SE loss. By
utilizing this tradeoff, the network energy consumption can be
greatly saved under certain constraints of SE performance.
Main conclusions for sparse networks can be summarized as
follows:
 In hybrid networks, by making full use of satellite, the CRM-
S can achieve higher SE, and the coverage probability can be
increased by around 57% over the DRMS strategy;
 By choosing a proper bias factor, the SE in the hybrid net-
work with CRMS can benefit from both satellite and terrestrial
network;
 The hybrid network with CRMS can achieve nearly 40% EE
gain over that of the LTE network;
 There exists obvious trade-offs between EE and SE in the hy-
brid network with CRMS strategy, where proper choice of trans-
mission power helps to increase network EE by approximately
90% with only 3% SE loss.
In conclusion, the hybrid network shows better SE and EE per-
formance than the LTE network. By utilizing the appropri-
ate value of the SC transmission power and bias factor, the
centralized resource management scheme is more suitable for
the sparse network than the distributed resource management
scheme.
B. Performance in Ultra-dense Networks
Different from the sparse network, which is mainly concen-
trated in the overall coverage and system performance. In this
subsection, in ultra-dense networks, energy efficiency is dis-
cussed under different bandwidth allocation schemes (NBS and
RBS) and different resource management schemes (DRMS and
CRMS). Two types of on-off approaches are compared under
different QoS and load, and the service coverage probabilities
under these approaches are illustrated in the end.
Fundamental detailed environment parameters are given as
follows. The spot beam coverage of the LEO satellite is assumed
as R = 200km [41], and the coverage area is As = R2. The
density of small cells varies from 1000  5000 per km2 with
radius even less than 10 meters [4]. Note that this assumes an
extreme condition in which small cells fill the satellite beam. In
practice, the situation will be reduced as dense cells will only
occupy a percentage of the satellite coverage. The typical QoS
requests U , for PUE and SUE, represented by the rate threshold,
are assumed as 1.6 kbps (200 bytes) and 160 kbps respectively.
According to [42] [43], we assume the active rate of PUE and
SUE as 2% and 25%, and the active number of PUEs and SUEs
are 460 and 500 per km2 in a typical load mode respectively. In
the extreme situation with ultra-high load, the density of active
SUEs is assumed to reach 25000 per km2 to simulate the large
traffic density in future networks.
In Fig. 4, the energy efficiency of the network is illustrated
under various strategies. In Fig. 4 (a) with a typical traffic load,
500 active SUEs per km2, the increase of throughput is slower
than the small cell static power increase. The energy efficiency
shows a downward trend with the increase in SCs. In addition,
the energy efficiency of the hybrid system is nearly 5% higher
than that of the LTE networks, benefiting from the C-plane cov-
erage by the satellite. The RBS bandwidth allocation scheme is
also better than the NBS scheme because the greater bandwidth
allocated to SUEs achieves higher throughput. However, the of-
floading of delay-tolerant PUEs to the satellite, in the CRMS s-
trategy, is no longer appropriate for ultra-dense networks, which
shows no advantage over the DRMS strategy. This is quite dif-
ferent from that in sparse networks, due to the fact that the ad-
vantage of satellite bandwidth is very limited compared with the
12
!""" !#"" $""" $#"" %""" %#"" &""" &#"" #"""
!'&
!'(
!''
!)"
!)$
!)&
!)(
!)'
$""
*
!""" !#"" $""" $#"" %""" %#"" &""" &#"" #"""
&"
("
'"
!""
!$"
!&"
!("
!'"
$""
*
 !"#$!"#$%&$
'%()$*+ $
'%()$,- $%.'$
'%()$,- $&%/)
 !"#$!"#$%&$
'%()$*+ $
'%()$,- $%.'$
'%()$,- $ &%/)
!
"
#$
%
&
'!
((
)*
)#
"
*&
'+
 
,
-
./
0
1
2
3#".)4&'5('67899'*#99.' :+/ 201
!
"
#
$%
&
'!
((
)*
)#
"
*&
'+
 
,
-
./
0
1
2
3#".)4&'5('67899'*#99.' :+/ 201
!""" !#"" $""" $#"" %""" %#"" &""" &#"" #"""
"
#"
!""
!#"
$""
$#"
%""
%#"
*
*
!""" !#"" $""" $#"" %""" %#"" &""" &#"" #"""
!!"
!$"
!%"
!&"
!#"
!("
!+"
!'"
!)"
*
!
"
#$
%
&
'!
((
)*
)#
"
*&
'+
 
,
-
./
0
1
2
3#".)4&'5('67899'*#99.'
!
"
#$
%
&
'!
((
)*
)#
"
*
&
'+
 
,
-
./
0
1
2
3#".)4&'5('67899'*#99.'
+82 +,2
+*2 +;2
:+/ 201
:+/ 201
 !"#$!"#$%&$
'%()$*+ $
'%()$,- $%.'$
'%()$,- $&%/)
 !"#$!"#$%&$
'%()$*+ $
'%()$,- $%.'$
'%()$,- $&%/)
Fig. 5. Energy efficiency comparison with different QoS under various on-off strategies, and the RSM strategies is configured with higher (15%) and lower sleep
proabbility (5%): (a) SUEs with typical load and low QoS requirement (500 active SUEs per km2, 160 kbps); (b) SUEs with typical load and high QoS
requirement (500 active SUEs per km2, 250 kbps); (c) SUEs with ultra-high load and low QoS requirement (25000 active SUEs per km2, 160 kbps); (d) SUEs
with ultra-high load and high QoS requirement (25000 active SUEs per km2, 250 kbps).
huge number of SCs and the power consumption of the gateway.
Also, the fronthaul consumption under CRMS is much higher
when more information needs to be transmitted via the satellite.
In Fig. 4 (b) with ultra-high the traffic load, 25000 active
SUEs per km2. The energy efficiency increases towards the
peak value and then reduces gradually with the increase of s-
mall cells. Under this scenario, the appearance of a peak value
results from the tradeoff of throughput and energy consumption.
The EE of the hybrid network is nearly 3% higher than in LTE
networks. The reason why the benefit is not as large as in sparse
networks is that the satellite bandwidth is small compared with
the overall bandwidth of the SCs.
In LTE networks, as the coverage needs to be maintained, s-
mall cells can not easily get into sleep mode. However, under
the hybrid architecture, the satellite can provide wide coverage
and help the users to achieve C-plane connection until they get
access to the proper base station. So the sleep mode can help
reduce power consumption and improve the EE of the network
as shown in Fig. 5.
In Fig. 5 (a) with a typical load, it can be found that the hy-
brid network with RSM mode shows slightly higher EE than the
hybrid network. As a contrast, the energy efficiency under TBM
mode is much higher than the RSM strategies. It can be inter-
preted as that the TBM strategy can provide higher probabilities
for users to gain access to the best small cell and also reduce in-
terference and power consumption for the networks. The higher
the number of SCs, the more choices there are for terminals to
gain access, so the expected distance is smaller resulting in high-
er EE. With higher QoS requirement, shown in Fig. 5 (b), the
energy efficiency with TBM reduces at first because more new
SCs are chosen resulting in more energy consumption. Then
the EE with TBM increases, benefiting from higher throughput.
Compared with the LTE network, the energy efficiency of the
hybrid network with TBM strategy can be improved by nearly
500% and 80% respectively under low and high QoS require-
ment with typical load.
Fig. 5 (c) shows the ultra-high traffic condition and low QoS
requirement. The TBM strategy can help to increase the net-
works EE by 6.5% and 12% compared with the hybrid system
without “on-off" strategy and the LTE system respectively. In
contrast, the energy efficiency of the networks with ultra-high
traffic density and high QoS requirement is shown in Fig. 5 (d),
more small cells provide higher throughput and a lower proba-
bility for small cells to go to sleep mode, resulting in the same
EE between hybrid networks with and without TBM strategy.
The service coverage probability is analysed under various
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Fig. 6. Service coverage probability in ultra-dense network with different bandwidth allocation schemes: (a) Typical load requirement with 500 active SUEs per
km2; (b) Ultra-high load requirement with 25000 active SUEs per km2.
on-off schemes, and the results are shown in Fig. 6. As analysed
in Section V, the increasing of SC density improves the network
service coverage and higher QoS requirements make the band-
width competition more fierce and the coverage probability is
much lower than that with lower QoS requirements.
In addition, with RSM strategy, higher sleep probability of
SCs leads to lower service coverage probability. Under typical
traffic load in Fig. 6 (a), the TBM strategy has higher coverage
performance than the hybrid system, as it reduces the number
of SCs and helps to decrease the interference. However, under
high traffic load Fig. 6 (b), these benefits become quite small as
all small cells have been put into use, so that the TBM achieves
the same coverage performance as the LTE system. All these
conclusions match the asymptotic results.
Main conclusions in ultra-dense networks, including the re-
source management schemes, bandwidth allocation methods,
on-off approaches, can be summarized as follows:
 In ultra-dense networks, the role of the satellite is to provide
C-plane coverage, rather than providing data service to the ter-
minals. The CRMS strategy has no advantages over the DRMS
strategy in terms of the energy efficiency;
 The RBS scheme is better than the NBS scheme in the ultra-
dense network, because larger throughput can be achieved to the
SUEs to improve the overall network throughput;
 The EE can be enhanced dramatically by utilizing the on-off
strategy of the C/U split architecture. Even under high QoS re-
quirement constraints, the energy efficiency can be improved by
over 80% over the LTE networks in typical traffic load;
 In terms of the on-off strategy, the TBM strategy can achieve
higher energy efficiency and better service coverage probability
than the RSM strategy.
C. Main Applications
The results have illustrated that the satellite can be used ap-
propriately in future 5G wireless networks, to improve data
throughput, coverage and energy efficiency.
In sparse networks, the satellite is able to maintain coverage
for users, especially in remote places. In addition, the advan-
tages of the satellite bandwidth can be used to improve the en-
ergy efficiency. Thus the tradeoff between SE and EE in sparse
networks can be utilized to increase EE significantly with very
slight SE decrease.
However, in ultra-dense networks, the user requirements are
of higher importance, where the metric of SINR coverage prob-
ability is substituted by the service coverage probability. In this
scenario, the human type communication SUE is of higher pri-
ority, thus the requirement-based bandwidth allocation scheme
is much better than the number-based strategy. In addition, the
satellite hardly enhances the throughput in ultra-dense network-
s, the CRMS strategy, to offload some delay-tolerant PUE to the
satellite, is not appropriate. It is worth noting that the role of the
satellite in the ultra-dense scenario is to increase the probability
for small cells to get into sleep. Utilizing the traffic-based mode
strategy, higher energy efficiency and service coverage proba-
bility can be got.
VII. Conclusions and Future Work
In this paper, an end-to-end hybrid satellite terrestrial network
was proposed based on the C/U split concept under two main s-
cenarios of sparse and ultra-dense networks for different types
of users with various QoS requirements. Key performance in-
dicators are analysed, including coverage probability, spectral
and energy efficiency. Fundamental relationships are derived
between the performance and main factors, including overhead
costs, SC density, transmission and circuit power, GW fronthaul,
and QoS requirements. By comparing the performance under
different resource management schemes, bandwidth allocation
methods, and on-off approaches, the role of the satellite in future
5G wireless networks are summarized. Compared with current
LTE networks, the proposed hybrid system can achieve nearly
40% and 80% energy efficiency in sparse and ultra-dense sce-
narios respectively under typical scenarios, while improving the
service coverage as well in these scenarios. It can be concluded
that the satellite with efficient resource management and on-off
schemes can help to achieve the orchestration of the network
resources, realizing higher efficiency of the whole system. Our
work aims to uncover enabling research directions for the hybrid
system in wireless networks. In future, the constellation of high
throughput satellites in Ka or Ku band will be studied as part of
the integrated 5G networks with millimetre waves used in dense
14
small cells as a logical extension of the work provided herein.
Appendix
Proof of Theorem 2: when there areNs users accessing to the
satellite with the available bandwidth ws, the satellite service
coverage probability can be derived:
Scov2(U) = ENs
h
P (wsNs log2(1 + SNR) > U)
i
=
P
n1
(suAs)
n
n! e
( bsuAs)P

 > 2
Un
ws   1

= 1  P
n1
(suAs)
n
n! e
( bsuAs)Fsd(2
Un
ws   1);
(47)
Using the expression of CDF of instant SNR of user in LMS
channel in (7), it is derived:
Scov2(U)
= 1 A0
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
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(48)
and the channel related parameters are introduced in Section III,
finalizing the proof.
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