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Temporal Disaggregation, Missing 
Observations, Outliers, and Forecasting: 





We suggest a simple non model based procedure to recover 
a time series from its temporally aggregated realizations. If ad­
ditional assumptions on the underlying process are introduced, 
it is shown that the procedure is related to many of the former 
proposals in the literature. It can also be easily modified to deal 
with the estimation of missing observations and outliers, and with 
forecasting. Some important identification issues are finally dis­
cussed.
*1 would like to thank Giampiero Gallo, Clive Granger, Soren Johansen, Marco 
Lippi, Grayham Mizon, Pravin IVivedi and participants at the 1996 Econometric 
Society European Meeting for useful comments. I alone am responsible for remaining 
errors.
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There is quite often a mismatch between the frequency of data generation 
and that of data collection, the latter being usually rather lower than the 
former. This problem is particularly relevant in economics where, in 
general, at most monthly data are available for key variables such as 
GNP or unemployment. Moreover, only recently monthly data collection 
has systematically started and, usually, only annual data are available 
up to the ’50s and quarterly data up to the ’70s. Hence, whenever the 
original realizations are of interest, they have to be recovered from the 
available temporally aggregated time series.
Thus, it is not surprising that the issue of temporal disaggregation 
of aggregated data has been extensively studied. At least five main ap­
proaches to the problem can be distinguished. The first method consists 
in recovering the disaggregated values by means of partial weighted av­
erages of the aggregated ones, see e.g. Lisman and Sandee (1964). In 
the second method the disaggregated values are those which minimise a 
loss function under a compatibility constraint with aggregated data, see 
e.g. Boot et al. (1967), Cohen et al. (1971), Stram and Wei (1986). In 
the third method a similar problem is solved but it is assumed that a 
preliminary disaggregated series is available, so that the issue is how to 
best revise it in order for it to be compatible with aggregated data, see 
e.g. Denton (1971), Chow and Lin (1971), Fernandez (1981), and Lit- 
terman (1983). In the fourth method the assumption of a disaggregated 
ARIMA process is made, and an optimization problem similar to those 
in the second and third methods is solved, see e.g., respectively, Wei and 
Stram (1990) and Guerrero (1990). In the fifth method, the hypothesis 
of an ARIMA process is also maintained, but the disaggregated values 
are considered as missing observations, and their best estimators as such 
can be obtained, see e.g. Harvey and Pierse (1984), Kohn and Ansley 
(1986), Nijman and Palm (1986), and Gomez and Maravall (1994).
Our procedure belongs to the second method and assumes the mean 
squared disaggregation error, MSDE, as the loss function. This seems a 



























































































“goodness” of an estimator of the disaggregated data, and it is usually 
adopted to compare different procedures, see e.g. Chan (1993). In Sec­
tion 2 we derive the linear estimator of the disaggregated data which min­
imizes this loss function and satisfies the aggregated data compatibility 
constraint. A modified procedure which keeps into account uncertainty 
about the disaggregated process is also introduced.
We make rather weak assumptions about the disaggregated process 
in solving the former problem. Actually, we only require the existence of 
moments up to order two. We then show that if some further assumptions 
are introduced, our proposal is related to other estimators in the second 
and fourth methods.
Some further issues such as the estimation of the unobservable series 
at different disaggregated frequencies, or with series at different aggre­
gated frequency, the revision of preliminary estimates, and the derivation 
of a “disaggregator” which minimizes the generalized variance of the dis­
aggregation errors are then discussed in Section 3.
In Section 4 we show that the procedure can be also applied to 
derive linear minimum MSDE estimators of missing observations and 
outliers, and to forecasting. We then relate our results to former findings 
in the literature on this topic, e.g., Whittle (1963), Chang et al. (1988).
In most of the aforementioned studies a substantial knowledge of 
the characteristics of the disaggregated process is assumed. Yet, usually, 
only aggregate information is available, and it is not sufficient to exactly 
identify the disaggregated characteristics of interest. In particular, to 
implement our procedure, as well as most of the other ones in the second 
and third methods, the variance covariance matrix of the disaggregated 
process is required. In Section 5 we show that it cannot be uniquely 
determined from that of the aggregated process, unless particular a priori 
restrictions are imposed. We suggest some conditions which are either 
only necessary or also sufficient for exact identification.
The identification problem is also present in the fourth and fifth 
methods for temporal disaggregation, because an infinite number of ARIMA 




























































































sible disaggregated ARIMA processes is derived in Section 6, a simple 
but rather stringent sufficient condition for the exact identification of one 
of them is proposed, while more general conditions are derived by Wei 
and Stram (1990). A simple example is then discussed to illustrate these 
issues. When there is uncertainty about the proper a priori restrictions 
to impose, a probabilistic statement about them, or about their implied 
variance matrices, can be made, and the modified procedure in Section 
2 adopted.
Concluding remarks and a summary of the main results of the paper 
are proposed in Section 7.
2 E stim ation  o f d isaggregated  values
Let us consider the zero mean stochastic process x — {xt}“ 0 and assume 
that its realizations are subject to temporal aggregation before being 
observed. Hence, the observed values can be thought of as realizations of 
the process y = {t/rJyLo =  {c*>(Zr)xt*}~i, where k indicates the frequency 
of aggregation, L  is the lag operator, and oj(L) — u>o+ui1L+...+uJi<:~iLk~1 
characterizes the aggregation scheme. For example, u){L) =  1 +  L + ... +  
Lk~l in the case of flow variables and cu(L) — 1 for stock variables.1
Let us also group the first N  and N k  elements of y  and x  in the 
N  x 1 and N k x  1 vectors Y  and X ,  and construct the N  x N k  matrix 
W, with




We assume that the expected loss due to a mismatch between X  
and its estimator X  corresponds to the mean squared disaggregation error
JThe following analysis remains valid even if k or the weights in u>(L) change over 
time.
'  w0,o;1,...a;fc_i 0,0, ...,0
w =  0,0,...,0 Wo,u;i, ...Wfc-i
V 0,0,...,0 0 ,0 ,...,0




























































































(MSDE), so that the problem that we wish to solve can be formulated 
as:
min t r ( E ( X - X ) ( X - X ) ' )  (1)
x
s.t. Y  = W X .  (2)
Under the additional hypothesis that X  is a linear function of Y, X  = 
PY,  the solution is given in the following Proposition.
Proposition 1. The linear minimum MSDE estimator of X  is
X* = P*Y = V xW 'V f 'Y ,  (3)
where Vx and Vy are the variance covariance matrices of X  and Y. 
Moreover, X* is unbiased, satisfies Y  — WX*, and it is E (X  — X*)(X — 
X*)' =  -  Vx W 'V f 1WVX.
Proof Let us consider a generic linear estimator X  =  P Y  — P W X .  
The objective function can then be written as
tr(E(I -  P W ) X X \ l  -  PW)') =  tr((7 -  PW)VX(I -  PW)').
For it to be minimised it is necessary that P* satisfies the first order 
conditions
- V XW' +  P*WVXW' -  0.
This is also sufficient because the second order conditions are also satis­
fied, given that W VxW '  is a positive definite matrix. Furthermore, from 
(2) it follows that W VxW '  =  Vy. Hence, the linear minimum MSDE 
estimator is
X* =  P*Y =  V xW 'V y lY.
Moreover,





























































































E{X  -  X*)(X -  X * ) '  =  E(X -  P*WX)(X  -  P*WX)' =  
E((I -  P*W)XX'(I  -  P*W)') = (I -  P*W)VX(I -  P*W)' = 
( ( /  -  P*W)VX)' -  ( ( /  -  P’W)VXW'P*')' =
(Vx -  VxW'Vy'WVx)' -  0 =
Vx -  Vx W,VylWVx . u
X* can be interpreted as the projection of X  on the space spanned 
by Y. When there are no disaggregation problems, i.e. W  = I,  the former 
Proposition implies that it is X* — X  and E (X  -  X m){X  — X*)' = 0.
Notice that we have made no hypotheses at all about the station- 
arity of x  or the functional form of its generating mechanism, except 
for the existence of the second order moments Vx . Actually, we have 
also required x  to have zero mean, but this assumption can be simply 
relaxed by de-meaning x  and y, and substituting them with the resulting 
processes. The non zero mean of x  can then be simply recovered from 
that of y.2
Instead, if we assume that X is a weakly stationary Gaussian process, 
X * is the minimum MSDE estimator of X ,  because it coincides with 
E(X\Y).  In this case, X* also coincides with the solution of the problem
min X 'V x 'X  (4)
s.t. Y  = W X.
Such a solution was provided for this general formulation of the problem 
but with uj(L) — 1 +  L  +  ... +  Lk~l by Stram and Wei (1986), and for 
particular values of Vx  by Boot et al. (1967) and Cohen et al. (1971). 
It can be simply shown that the choice of a>(L) does not alter the form 
of the solution.
2When x  has a time varying mean, an identification problem can arise. Actually, 
from rtiy =  E(Y)  =  W E(X )  =  W m x, if all the elements of m x are equal (or at least k 
by k equal), they can be uniquely recovered from those of m y. Otherwise, an infinite 
number of m x are compatible with m y, as can be easily derived if we interpret the 




























































































If instead the hypothesis that x  is an ARMA process is maintained, 
X* coincides with the pure ARMA based minimum MSDE e s tim ato r  in 
Guerrero (1990).
For Proposition 1 to be applicable, it is necessary to assume that x 
follows a particular process, or at least to specify a Vx ■ This hypothesis is 
often made in the literature, see e.g. the aforementioned studies (with the 
exception of Guerrero (1990)), or Harvey and Pierse (1984), Kohn and 
Ansley (1986), Nijman and Palm (1986), and Gomez and Maravall (1995) 
in the missing observations approach. Yet, it seems rather restrictive 
because many processes or V*s can be compatible with their aggregated 
counterparts, as we will see in more details in Sections 5 and 6. Hence, 
an alternative more satisfactory route can be the specification of a set of 
potential disaggregated processes, together with a subjective probabilistic 
statement about their likelihood.
To this end, we indicate with M. the set of processes, M  = {Mi, 
i =  l,...,m }, and with pi the probability of M,, where YfiLi Pi = 1. 
Notice that each process in M. has only to be such that W V fW '  =  Vy. 
Thus, the problem becomes:
nun tr(EM(E(X  -  X ) (X  -  X)')) (5)
x
s.t. Y  =  W X  ,
and the solution is given in the following Proposition.
Proposition 2. The linear minimum expected MSDE estimator 
of X  is m
X'M = VxW'Vy'Y = Y ,x kPi’ (6)
i=l
where V x  — YhLi Vx Pi- Furthermore, it is unbiased and satisfies Y  =
wx*M.
Proof Let us consider again a generic linear estimator X  = P Y  = 
P W X  and write the objective function as
m





























































































P* has to satisfy the first order conditions
- V XW' +  P*WVXW' = 0,
while the second order conditions are satisfied because W V XW' — 
Y!iLiPiWVx W' = piVy =  Vy is positive definite. Hence,
X*M = P*Y = V x W 'V y 1Y
is the best linear estimator of X  in the MSDE sense.
It is also
E{X-m) = P*E{Y) = 0
and m
WX*M = W V x W 'V y 'Y  = Y^P rW V ^W 'Vy 'Y  = Y .U
»=i
Hence, X*M is a convex linear combination of all the potential “dis- 
aggregators” , whose weights depend on the relative probability of their 
associated disaggregated processes (or variance matrices). A continuous 
cumulative density function for the processes in M , F(M), could also be 
adopted. Under the assumption of existence of V x  =  fM VjifdF(M), the 
former formula for X*M is still valid.
The procedure can be easily adapted to deal with the multivariate 
case. For example, in the bivariate case, we can partition Y  and X  into 
(Yi, y2) and (ATi, A2),; where Yly Y2, X \  and X 2 are respectively Ni x 1, 
7V2 x 1, Nik x  1, and N2k x 1 vectors of elements of the aggregated 
and disaggregated processes y --- (yi,y2)', x  — (xi,x2),) and N\ =  N2 — 
N/2. Then, the optimal estimators of the disaggregated values are X* =
in (3).
The procedure can be also used to recover disaggregated values from 
linearly aggregated series by simply redefining the involved variables. For 
example, X  can be interpreted as a vector containing N  variables for k 
agents, while in Y  the variables axe aggregated over agents.
Finally, joint temporal and linear disaggregation can be easily dealt 




























































































method can be seen as a mixture of those by Denton (1971) and Chow 
and Lin (1971), which are reviewed in next Section, and in Di Fonzo 
(1990), who extends Chow and Lin’s approach.
3 Som e E xten sions
We now extend the basic results and procedures in the former Section. 
First, we deal with estimation of the unobservable series at several dis­
aggregation frequencies, and with observable series at different levels of 
aggregation. Then we consider the case where a preliminary estimate 
of X  is available. Finally, we derive the optimal disaggregator when the 
objective function is the generalized variance of the disaggregation errors.
3.1 M ultiple tem poral frequencies
For simplicity but without loss of generality, let us assume that proba­
bility one is assigned to one process in M , and that neither X\  nor X  
can be observed where, in an obvious notation,
X i = W2 X  ,
Nk\  x 1 Nk i x Nk N k x l
Y =  W1 X i = WxW2X  = W X , K)
N x  1 N x N k i N k i x l
with k = kik2.
To find the linear minimum MSDE estimators of X  and X \  we can 
apply the formula in (3), which yields X* =  V xW 'V ^ lY  and X *  = 
Vx1W[Vÿ1Y. As an alternative, we can exploit X* or X* to derive, 
respectively, the best estimators of X\  and X .  For example, we can 
estimate monthly and quarterly data from annual data, or we can use 
the estimated monthly data to derive quarterly data, or vice versa. To 
this end, we have




























































































Proof From (3) we know that X* =  VXlW[VY XY  and X* = VXW'VY lY. 
It follows that
W2X m = W2Vx W2W iV f1Y  =  Vx .W'.Vy lY  = X{.
Moreover,
Vx W '(W 1V^.W'1) - 1W1X ;  = V x W ' V y ' W ^ W i V y ' Y  =
= VxV/Vy'Y = x\m
Hence, the best linear estimators of the aggregated series can be ob­
tained by aggregating the most disaggregated estimators. Instead, there 
are no major computational advantages in using the aggregate estimators 
to determine the disaggregated ones.
A further topic to be considered is the role of observable series at 
different levels of aggregation. For example, we can assume that both Y  
and X i  are observable, and we have to decide which one to employ in 
order to estimate X.
Proposition 4. Given A*y =  Vx W ’Vy lY  and X*x ' =  VxW ^V^Xx,  
it is W2X*y ±  Xi,  and X*Y is less efficient than X*Xl in the sense that 
it leads to a larger MSDE.
Proof X*Y and X*Xl are obtained by solving the minimization problem 
in (1) under, respectively, the constraints in (2) and X i — W2X .  Hence, 
it is, W2X*y =  VXlW'1V y1W iXi X\. This happens because the con­
straint X i — W2X  is not considered in the first optimization problem, 
while (2) is also implicitly imposed in the problem which leads to X*Xl.
Then, we have:
E (X  -  X*y )(A '-  X*Y)' = E ((X  -  A*x ‘) -  (A*Xl -  A*y ))((A -  A*Xl)+ 
-(A *Xl -  A*y ))' =  E (X  -  X*Xl)(X  -  A*Xl)'+
+ E { X -  A*Xl)(A*Xl -  A*^)'+





























































































E{X  -  X*x ') (X *x 1 -  X*Y)' =
= ( I -  Vx W'2V £ W 2)Vx W'2{Vxt -  W [V^lW1)W2Vx  = 
V x W ^ t  -  W'1V y 1W 1)W2Vx + 
- V x W ' ^ V x A V x l  -  W'1V y 1W1)W2Vx  = 0,
and similarly it can be shown that E(X*Xl — X*Y)(X  — X*Xl)' = 0. 
Hence, it is:
E {X  -  X*Y){X -  X*Y)' -  E (X  -  X*x ') (X  -  X*x ')'
= E(X*Xl -  X mY)(X mXl -  X*Y) \
so that the term on the left hand side is positive definite. This also 
implies that
tr (E (X  -  X*Y)(X -  X *Y)') -  tr (E (X  -  X*Xl)(X  -  X*Xl)') > 0,
i.e., X*Y leads to a larger MSDE than X*Xl. ■
This result suggests the adoption of the most disaggregated avail­
able series for further disaggregation.
3.2 U pdating o f prelim inary estim ates
We now wish to modify our procedure to deal with the case where a 
preliminary estimate of X , Z, is available. As it is often assumed in what 
we have defined the third disaggregation method in the Introduction, 
we hypothesise that Z  does not satisfy the constraints in (2), namely 
Y  ^  W Z.  Hence, the problem that we have to solve can be stated as
min tr(E{X  -  X )  (X  -  X)' \ Z) (8)
x
s.t. Y  =  W X.




























































































Proposition 5. The linear minimum MSDE estimator of X  is
X* = Z  +  VxW'VÇ1 (Y -  WZ). (9)
Proof If we define S  = X  -  Z, S  = X -  Z, and T  = Y  -  W Z,  the 
problem in (8) can be reformulated as
min tr(E(S -  S )(S -  §)' | Z) 
s
s.t. T  = WS.
It is also V{S\Z ) =  V(X )  and V(T\Z) =  V(Y). Thus, from Proposition 
1, it follows that S* = V sW 'V f1T  and
x* = s m + z  = z  + vxw'Vÿ\Y -  wz). m
Therefore, X* in (3) coincides with that in (9) when Z  — 0. 
Denton (1971) proposed to
imn (X  -  Z)'D(X -  Z ) (10)
s.t. y  =  W X,
where D is an N k  x N k  deterministic matrix which depends on a penalty- 
function. The optimaljestimator is X* =  Z  +  D ^ W '( W D - 1W ,)~1(Y  -  
WZ). It follows that X* in (9) is also a solution for this problem when 
D = VX \
Finally, let us consider a g dimensional disaggregated observable 
stochastic process s = {st}“ 1; group its first N k  realizations into the 
N k  x g matrix S, and assume that there exists a static stochastic linear 
relationship between xt and st. If we call b the GLS  estimator in a 
regression of yt on W st, then a preliminary estimate of X  is Z  — WSb. 
For such a choice of Z, (9) is equal to the best linear unbiased estimator 




























































































3.3 A  different objective function
Clements and Hendry (1993) criticize the adoption of mean squared fore­
cast error as a criterion for the evaluation of the forecasting performance 
of a model, on the grounds that it can be not invariant to isomorphic 
transformations and does not take into account cross correlation among 
forecast errors. Their suggestion is to adopt the generalized variance 
as a criterion, which solves both these problems. Actually, whether 
these are problems or not can be disputed upon, because an investi­
gator might be interested in a particular specification of the model and 
willing to ignore cross correlation among forecast errors. However, it 
seems interesting to study what happens in our framework if we substi­
tute the mean square disaggregation error with the generalized variance, 
det(£(X  -  X ) (X  -  X)'), as the objective function. Thus, we wish to 
solve the problem:
min det(£l(A -  X ) (X  -  A )’) (11)
x
s.t. Y  = W X.
If we limit the potential solutions to the set X  = PY,  we have
det(E (X  -  X ) (X  -  X)') = det(£(A  -  P W X )(X  -  P W X )’) = 
det((/ -  PW)VX(I  -  PW)') =  det( /  -  PW)  de t(l^ ) det(J -  P W )'.
Therefore, we can reformulate the problem in (11) as:
rrnn | det(/ -  PW)\, 
where | | indicates the absolute value.






( l/£ , l / £ , ..., 1/5),
/ ?  0 ... 0 \
0 p ... 0






























































































Proposition 6. P * solves the problem in (12).
Proof We have:




f  Q 0 ... 0 ^
0 Q ... 0
J
 ̂ 0 0 ... Q )
/  1 -  UJo/ûl —Wl/ui —V k - \ /v
—Ulo/Ü) 1 — U>1 /ÜJ .. -LJk-i/ü)
\  -U q/ üJ 1 -  u>k-i/ù)
The first column in Q is equal to the sum of the other A: — 1 columns, 
with the opposite sign. Hence, det(Q) =  0, and | det(I  — PW)\ =  0. ■
This leads to, and provides a justification for, very naive disaggrega­
tion methods. For example, in the case of a monthly process transformed 
into a quarterly process by average sampling, an optimal monthly esti­
mate is equal to one third of the corresponding quarterly figure. It is 
exactly equal to the quarterly figure in the case of point-in-time sam­
pling.
Yet, these values axe quite unrealistical, and the fact that the “dis- 
aggregator” is completely independent of the original process x is also 
hard to accept, even if it can be a useful property when no disaggregate 
information is available. Hence, in the remainder of the paper we stick 
to the original formulation of the objective function, the MSDE, and to 
the related best disaggregator.
4 M issing observations, outliers, and fore­
casting
The procedure in Section 2, possibly extended as in Section 3, can be also 




























































































observations. Actually, this only requires a proper choice of W. For 
example, if the n f1 observations are missing, i =  1, W  has to be 
equal to an identity matrix whose n f1 rows have been deleted.
We now explicitly consider the formula of the optimal estimator 
when the first observation is missing, because it is useful to highlight the 
relationship with former results.
Proposition 7. If the first observation is missing, the optimal 
estimator in (3) becomes:
X* = (  P  * \l x N k - 1  JYj 
Nk—l x N k —1
(13)
where p* =  viVY \  t>i. =  ("̂ 12, ̂ 13, —,vi Nk), vx j — cov(xx,Xj). Moreover, 
the variance of the estimator of the missing observation is vxx — v iY y^v^ .
Proof In this case it is
f 1̂2 «13 ••• «UVJfc \
VXW  =  ,
NkxNk-l





Given that P* = V xW 'V y1, it must be P*VY = VXW '. Let us 
partition P*, P*Vy and VXW' as
(  Pp* = IxNk—l
V p
N k - l x N k - 1
It follows that it must be P  =  I  and p — V\VY l. This also implies 
that the variance of the estimator of the missing observation is vxx — 






vY = wvxw =
Nk—l x N k —1
































































































Hence, the best estimators of the available observations are the*
observations themselves, as one could have expected, while that of the 
missing observation is a linear combination of the available ones. A more 
familiar interpretation of the weights is possible. Actually,
Proposition 8. The ith element of p* is equal to the negative of the 
ith lag of the inverse autocorrelation function, pit of x, i = 1,..., N k  — 1.
Proof Kato (1984) showed that the inverse autocorrelation function at 
lag j is equal to the negative of the partial correlation between xt and 
xt_j. Prom Brockwell and Davis (1991, p. 102), the partial correlations 
between xt and x£_j, j  = 1,..., N k  — 1, can be written, in our notation, 
as v \V y l - ■
The inverse autocorrelation function is the basic tool in the litera­
ture on the estimation of missing observations. In particular, under the 
additional hypothesis that x is a doubly infinite process, it is well known 
that the minimum MSDE estimator of the missing observation Xi is:
OO
x* = - J 2  pjixi-j +  xi+j), (14)
i= i
see, e.g., Whittle (1963). (14) can be seen as the limit of
( N k - 1)/2
x i = — Pj (xi-j T Xi+j), (15)
j=i
when N  tends to infinity, where (15) is our optimal estimator for the 
mid-sample observation.
We now hypothesize that the series has additive outliers, wiy in 
periods i — n i , ..., nm, so that the observed values are yi = x£ +  Wi. 
The optimal linear estimators of the outliers, w*, can be constructed by 
subtracting from the optimal estimators of Zj, when x* are treated as 
missing observations, i.e.,
w* = y i -  x*. (16)
Their variance covariance matrix is equal to that of the estimators of 




























































































MaravaU (1991) just to relate the estimation of outliers and missing ob­
servations.
As an example, if there is one outlier in the middle of the sample, 
its best linear estimator according to our procedure is:
( N k - 1)/2
w* = yi+  J2 Pj(xi-j + xi+j). (17)
l=i
The limit of this expression when N  diverges coincides with the formula 
for the optimal estimator of an additive outlier in Chang et al. (1988).
Finally, notice that forecasting can be considered as a problem of 
estimation of a set of missing observations at the end of the sample. 
Hence, linear minimum MSFE forecasts, and their associated standard 
errors, can be also easily obtained by means of a proper choice of W.
5 Identification  o f
So far we have hypothesised that Vx or the form of the original process are 
known. Instead, we now investigate whether and how available aggregate 
information can be used to infer them. In the next Section we examine 
the links between the aggregated and disaggregated generating processes, 
while in this Section we analyse in greater details the relationship between 
Vx and Vy. In particular, we have noticed that
W VxW ' = Vy, (18)
because of the deterministic relationship Y  =  W X .  We now consider 
under what conditions Vx can be uniquely determined given Vy and W.
It is useful to partition X  into X  = (X i ,X 2, ..., X N)', where X \  =  
(x i,x2,.. . ,xk)', X 2 -  (xk+uxk+2,.. . ,x2k)', and so on. Vx  can then be 
partitioned into the N 2 k x k matrices Cij =  cov(Xi,Xj), i, j  = 1,..., N. 
We also define w = (ui0, ...,ujk_i) and indicate with vX, vV , the elements 




























































































It follows that (18) can be rewritten as
wCijw' = vYj, i , j  =  1, ...N. (19)
Thus, vY  is a linear combination of the elements in Cij, whose weights 
depend on the aggregation scheme.
In (19) there are N 2 equations in N 2k2 unknowns (the elements of 
Vx), which can be reduced to N (N  + l) /2  equations in N k(N k  +  l) /2  
unknowns because of symmetry of Vx and Vy. Hence, in general, there 
are d — (N2(k2 — l)+ N (k —l))/2  degrees of freedom in the determination 
of the elements of Vx given those of Vy. Thus, a necessary condition 
to exactly identify Vx, is the imposition of d a priori restrictions on its 
elements, which can be, e.g., in the form of exclusion or linear restrictions.
In the case of weak stationarity of X  the number of degrees of 
freedom is much lower but still high. Actually, (19) can be reduced to
wCldw '=  v^d, j  = l,...N , (20)
because knowledge of is sufficient to recover Vx - (20) can
be also rewritten in the linear system formulation
Avx  =  vY (21)
where vx ">V1,NK) Î
1 ak 2 a.k-i 2afc_2 .. 2 o\ 0 0 0 \
0 ai 0,2 .. a*_! ak ak-1 ... 0 ... 0
A = 0 0 a1 .. ak_2 afc-i ak a: ... 0N-X.NK
l  0 0 0 . . 0  0 0 ... 0 . • a1 /
and Oj =  Ei=o 3 — 1 , A similar expression was derived
by Wei and Stram (1990) for the case w =  (1,1,..., 1).
In (21) there are N  equations in N k  unknowns. Therefore, the 
imposition of N k — N  a priori restrictions on vx  is a necessary condition 




























































































a condition is that of point-in-time sampling, where w =  (1,0, In
this case, it is vx1+kj =  v \ l+j, j  — 0,..., N  - 1 ,  and the other elements of 
vx  are completely unrestricted. If they are set equal to fixed numbers vx  
is exactly identified, but if some of the vx 1+kj are set equal to arbitrary 
fixed numbers, the system in (21) cannot be solved.
Instead, we have,
Proposition 9. If N k  — N  elements of vx  are set equal to fixed 
numbers, the corresponding columns of A  are deleted in order to obtain 
the N  X N  matrix A, and the unrestricted elements of vx  are grouped in 
the TV x 1 vector vx , sufficient condition for vx  to be exactly identified 
is that \A\ 7  ̂0, which implies that it is vx  — A~1vY.
Proof The proof is immediate. ■
When a small subset of observations are missing, it is in general 
possible to recover vx  from vY . A relevant exception is when the first or 
last k observations are missing. In this case, it is not possible to recover 
the k highest lags of vx .
In practice, vY is also not known and has to be estimated from a set 
of N  realizations. It follows that the estimates of the higher order covari­
ances of Y  can be rather inaccurate, and the inaccuracy is transmitted 
to those of X.
To summarize, given the relationship between V x  and VY in (19) 
or (21), an infinite number of V x s is compatible with V Y in the disaggre­
gation case. When one or more V x s are identified by means of a priori 
restrictions, the methods in the former Sections can be used to obtain 
the best linear estimator of X .  Yet, it can be easier to formulate a priori 
restrictions on disaggregated processes than directly on the elements of 
V x . Thus, we move to studying the relationship between the aggregated 




























































































6 Identification  o f th e  d isaggregated  process
We now consider the links between the aggregated and disaggregated 
process, under the assumption that the latter belongs to the ARIMA 
class. This is a convenient assumption because ARIMA processes seem 
to adequately statistically characterize many time series, and they can 
provide accurate approximations also for the 14s which would be implied 
by a nonlinear process. There is also a major computational advantage 
in deriving X* under the hypothesis that x  is an ARIMA process be­
cause the order of the matrices Vx and Vy can be reduced to that of the 
MA component of the x  and y processes, as shown by Anderson (1974). 
Moreover, the modification in the structure of a non linear process due 
to temporal aggregation is difficult to handle, being model specific.
In the first subsection we briefly recall some results on temporal 
aggregation of ARIMA processes, which provides a useful background 
for the following discussion. In the second subsection we identify the set 
of ARIMA processes which is compatible with a given aggregate ARIMA 
process for y. The third subsection presents an example which illustrates 
the theoretical findings.
6.1 Temporal A ggregation of an A R IM A  process
Let us assume that the elements of x  satisfy the stochastic difference 
equations
g{L)xt =  f{L)et (22)
where g{L) and f(L )  are polynomials of degree g and /  in the lag oper­
ator, L, the roots of f(l) = 0 are assumed to he outside the unit circle, 
and et is white noise (WN) with V(et) =  cre. Given this specification, we 
are interested in determining the generating mechanism of y.
Such an issue has been dealt with by many authors in the past. 
The method that we review in this subsection is that proposed by Brewer 
(1973), refined by Wei (1981) and Weiss (1984), and further extended in 




























































































processes, and determine the coefficients of the MA component. It re­
quires an introduction of a polynomial in the lag operator, b(L), whose 
degree in L  is at most equal to gk — g and which is such that the product 
h(L) = b(L)g(L) only contains powers of Lk. It can be shown that such 
a polynomial always exists, and its coefficients depend on those of g{L), 
see the above references for details.
In order to determine the AR component of the aggregate ARIMA 
process, we then multiply both sides of (22) by u(L) and b(L) to get
h{Lk)u{L)xt = f{L)b(L)uj{L)et. (23)
The left hand side of (23) can be also written as
h(Z)yT,
where Z  = Lk is the lag operator at the aggregate temporal frequency, 
i.e., ZyT =  yT-\.  Thus, the order of the aggregate AR component, h, is 
at most equal to g.
Notice that h(Z) can be decomposed into
n na - (24)»=1 j = 1
and at least one hy for each i has to be such that g(hij) — 0.
It can then be shown that the order of the aggregate MA compo­
nent, q, coincides with the highest multiple of k non zero lag in the au­
tocovariance function of f(L)b(L)u>(L)et. Its coefficients have to be such 
that the implied autocovariances coincide with those of f  {L)b(L)uj(L)et 
evaluated at all multiples of k.
In summary, y evolves according to:
h(Z)yT = q{Z)uT, (25)




























































































6.2 Identification o f th e  disaggregated A R IM A  process
Having set up a framework which relates the disaggregated and aggre­
gated ARIMA processes, we now have to determine what and how many 
ARIMA processes are compatible with an aggregated one. To start with, 
assuming that y follows the model in (25), we try and identify the g(L) 
polynomials which can have generated h(Z). This requires to analyse all 
the possible decompositions of h(Lk) into b(L)g(L).
We have said that at least one hy for each i in (24) has to be such 
that g(hij) =  0. The other A; — 1 hyS can instead solve either 6(hy) =  0 or 
also g{hij) — 0. Thus, for each i, there are 2k — 1 possible “distributions” 
of the hijS as roots of b{L) and g{L). Hence, we obtain a total of (2k — l)* 
potential disaggregated AR components, which can be written as
11(1 -  t—T), (26)
m nm
where the hms are the hy-s which are considered as roots of g(l) = 0. The 
possible degree of g{L) ranges from h to hk.
Let us now consider the disaggregated MA component. Its coef­
ficients have to be such that the autocovariances at lags multiple of k 
are equal to those of the aggregated MA component, whose first q values 
are different from zero. Given a decomposition of h(Z) into b(L) and 
g(L), this condition is usually not sufficient to exactly identify one dis­
aggregated MA component but an infinite number of them is admissible, 
which mirrors the existence of an infinite number of VxS which are com­
patible with Vy. As in that situation, it is necessary to resort to a priori 
restrictions to obtain exact identification.
A simple but rather stringent condition for exact identification of 
the disaggregate process is:
Proposition 10. All the roots of g(l) —  0 are distinct and positive, 
or distinct and possibly negative if k is even, and /  < g, or /  < g — 1 in 
the case of point-in-time sampling.
Proof If g(l) =  0 has distinct and positive roots, or distinct and possibly 




























































































to power of 1/fc, and this exactly identifies the AR component. Moreover, 
in this case, the aggregated MA component is of order g, or g — 1 for 
point-in-time sampling. Hence, the at most g, or g — 1, coefficients of 
the (invertible) disaggregate MA component have to satisfy g, or g — 1, 
conditions, and this is possible only if they coincide with those of f(L).  ■
Wei and Stram (1990) discuss more general sufficient a priori con­
ditions for one disaggregate model to be identifiable from an aggregate 
one. As an alternative, many models can be selected on the basis of 
subjective judgments and the formula in (6) used to determine X ^ .
Finally, it can be worthwhile pointing out that the procedure can 
be applied even if the variables are integrated of order d. Actually, in 
this case X  — (x \ , ..., x^k)' and Y  =  W X  are non stationary, but they 
still have finite second order moments. As an alternative, after having 
determined the best estimators for the stationary dth differences of the 
variables, dX  , a method which has been proposed by Stram and Wei 
(1986) can be adopted to recover the disaggregated values in levels.3
Actually, they show that it is
X* =
A d
k n —d x k n
o
d x k ( n —d )
I d  ®  J k
d x k d
dX




where Id is a d x d identity matrix, Jk is a 1 x k vector of ones, 0  denotes 
the Kronecker product, Y* is a d x 1 vector which contains the last d 
elements in Y , and
( do d\ ... dd 0 ° \
Ad = 0 do d\ ... dd 0 0
l  o 0 ... dd-1 dd J
where d, is the coefficient of U  in (L -  l)d.
3We recall that under the assumption of joint normality, our optimal estimator 
coincides with that in Stram and Wei (1986), even if they are derived by solving 




























































































6.3 A n exam ple
We now discuss an example in order to illustrate the identification prob­
lem which has been highlighted in the former subsection. A simple 
ARMA(1,1) disaggregated process whose realizations are subject to av­
erage sampling with k = 2 is enough to this end.
Hence, we assume that
( l - g 1L)xt = {l + f 1L)et, et ~ W N {  0,1), (28)
and it can be simply verified, by applying the procedure in subsection
6.1, that the aggregate model is still ARMA(1,1). In particular, it is
(1 -  hlZ)yT = (1 +  qxZ)uT, uT ~  WN{0, au), (29)
with ^  = g\, qi =  c/2 -  ^Jc2/A -  1, c =  7 0/ 7 2, 7 0 =  1 +  (1 +  5i +
/ i)2 +  (ffi + / i  +9ifi)2 +  9ifh 72 = (1 +01 + fi)9ifi +  (ffi + fi +  gifi), 
<tu =  72/ / i ,  7o and 7 2 are the variance and autocovariance at lag 2 of 
(1 +  9iL)(l + L)( 1 +  fiL)et, and we hypothesise c > 6.
We now have to consider what disaggregate ARMA models are 
compatible with that in (29). According to the derivation in subsection
6.2, (2fc — l)h — 3 potential disaggregated AR components could have 
generated that in (29). They are:
a) (1 — g\L2) which corresponds to b{L) = 1;
b) (1 — giL) which corresponds to b(L) = (1 +  g\L); (30)
c) (1 +  giL) which corresponds to b(L) =  (1 — g\L).
For each of them, we have to identify the set of potential disaggre­
gate MA components. In the case of (30a) the order of the MA compo­
nent has to be larger than or equal to one. If it is equal to one, i.e.,
a l) (1 - g 21L*)xt = (l + f? L )e ? ,  e f  ~ W N { Q ,o f ) ,  (31)
then, for the covariance equality constraint in subsection 6.2 to hold, it 




























































































If instead we choose the order equal to 2, i.e.,
o3) (1 - g 2L 2)xt = ( l + f f L ) ( l  + f f L 2)ef ,  e f  ~  i.i.d.(0, o f ) ,  (32)
then, the following constraints have to be valid:
[i +  ( i + f f + f f )2 + (/r 
+ ( f f ? ( f f ?
a2+ / 2a2+ / r 2/22)2+
ra2 _  , 
e
[(1 +  f f  + f f ) f f f f  +  (f f  + f f  + f f f f ) ]of  =  72-
This is a system of two equations in three unknowns so that, in general, 
infinite solutions are admissible. For example, the system can be solved 
for f f  and o f  as functions of f f .  In this case, it is obtained:
f f  =  c( 1 +  ( f f ) 2) /2 -  f f (  2 +  f f ) +
~ {[c (l + (/2°2)2) /2 -  / 22(2 +  f f ) } 2 -  (2 + 2( f f ) 2+
- f f c ) ( 2  + 2 ( f f ) 2 -  f f c  + 2 f f ) } 1/2 
o f  =  72/ ( l  +  f f  +  f f ) f f f f  +  ( f f  +  f f  +  f f f f ) -
Similarly, if the order of the MA component is assumed to be equal 
to 3, the constraint in subsection 6.2 determines a system of 3 equations 
in 4 unknowns, and the indeterminacy persists when increasing the order.
In the case of the AR component (30b), the choice /  =  0 already 
generates an aggregate ARMA(1,1) model but the covariance equality 
constraint cannot be satisfied. Hence, it must be /  > 1. When /  =  1, the 
correct MA component is recovered, while for /  > 1 the indeterminacy 
problem arises. For the AR component (30c) similar results are obtained, 
/  =  0 is not admissible, when /  =  1 the MA component can be exactly 
determined, while for /  > 1 infinite solutions are possible.
The sufficient condition for exact identification in Proposition 9 
would lead to the choice of the correct model in this example. This 
would not be the case if, e.g., the generating model were (31).
In summary, even if the processes axe restricted to those in the 
ARIMA class, an infinite number of them is in general compatible with 
a given aggregated model for y. This result depends on the under identi­




























































































by means of a priori restrictions, the class of potential disaggregated 
processes shrinks to contain a finite number of elements. Further a pri­
ori restrictions are required to select one element in this class. As an 
alternative, subjective probabilistic statements about the validity of the 
restrictions can be expressed, and the formula in (6) used to determine
7 C onclusions
In this paper we have suggested a procedure to linearly recover disag­
gregated values of a time series from the available aggregated values. It 
minimizes the mean squared disaggregation error and satisfies the com­
patibility constraint with aggregated values, without requiring assump­
tions of normality or linearity of the underlying disaggregated stochastic 
process. When such hypotheses are introduced, the procedure is related 
to many other disaggregation methods which have been suggested in the 
literature.
The basic procedure can be extended to estimate many series, pos­
sibly at several disaggregated frequencies, or to revise preliminary es­
timates of disaggregated values. It is so flexible that it can be also 
adapted to recover missing observations, outliers, linearly disaggregated 
series, to forecasting, and to deal with uncertainty about the disaggre­
gated process.
The latter issue seems to be important, even if it is rather neglected 
in the literature. Actually, we have also derived the set of unobserv­
able disaggregated second moments or generating mechanisms which are 
compatible with their observable aggregated counterparts, and are re­
quired for the implementation of disaggregation methods. This set usu­
ally contains an infinite number of elements so that particular a priori 
restrictions have to be imposed for the disaggregated characteristics to 
be exactly identifiable from the aggregated ones. As an alternative, a 
probabilistic statement can be made on their relative likelihood, and it 




























































































The presence of subjective decisions in the implementation of dis­
aggregation procedures is rather unsatisfactory. Unfortunately, it cannot 
be eliminated. This suggests that the existing effort to increase the fre­
quency of data collection in order for it to match that of the original 
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