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Abstract
Let Λ0 be an ordered abelian group. We show how an ATF(Z×Λ0) group – that is, a group
admitting a free affine action without inversions on a Z×Λ0-tree – admits a natural graph of
groups decomposition, where vertex groups inherit actions on Λ0-trees. Using recent work of
various authors, it follows that a finitely generated group admitting a free affine action on a Zn-
tree where no line has its orientation reversed is relatively hyperbolic with nilpotent parabolics,
is locally quasiconvex, and has solvable word, conjugacy and isomorphism problems.
Conversely, given a graph of groups satisfying certain conditions, we show how an affine
action of its fundamental group can be constructed. Specialising to the case of free affine
actions, we obtain a large class of ATF(Z × Λ0) groups that do not act freely by isometries
on any Λ1-tree. We also give an example of a group that admits a free isometric action on a
Z× Z-tree but which is not residually nilpotent.
1 Introduction
A common theme in geometric theory is showing that if a graph of groups is given whose vertex
groups belong to a particular class and the edge groups are sufficiently well-behaved then the
fundamental group of the graph of groups also belongs to this class. Results of this sort have
been established by Bestvina and Feighn [3] in the case of hyperbolic groups, and by Dahmani [7],
Alibegovic´ [1] and Bigdely and Wise [4] in the case of relatively hyperbolic groups.
Our focus in this paper is on groups that admit actions of various sorts on Λ0-trees. A group
is ATF(Λ0), or simply ATF, if it admits a free affine action (without inversions) on a Λ0-tree.
Similarly ITF(Λ0) and ITF will be used to refer to groups that admit a free isometric action on
a Λ0-tree. We refer to the book [6] for a detailed account of the fundamentals of Λ0-trees and
isometric actions thereon, and the survey paper [12] for an account of some of the fascinating
recent developments in the theory of isometric actions on Λ0-trees.
In [2] Bass establishes fundamental results which show how the isometric action of a group
Γ on a Z × Λ0-tree gives rise to a graph of groups decomposition of Γ together with isometric
actions of the vertex groups on Λ0-trees; conversely, there is a combination theorem to the effect
that under certain natural conditions a collection of actions of vertex groups on Λ0-trees can be
extended to an action of the fundamental group (of a given graph of groups) on a Z × Λ0-tree.
(Here and throughout this paper we assume that a direct product or a direct power is endowed
with the lexicographic order.) One can thus show that suitable combinations of ITF(Λ0) groups are
ITF(Z × Λ0). In particular Martino and the author [14] used Bass’s results to show that certain
groups admit free isometric actions on Zn-trees — these include Liousse’s examples of ATF(R)
groups described in [13], as well as residually free surface groups. Bass’s results have also been
used by Kharlampovich, Miasnikov, Remeslennikov and Serbin [10] to give a detailed description
of ITF(Zn) groups.
Affine actions were introduced in the case Λ0 = R by Liousse in [13], and for general Λ0 by the
author in [15]. We refer to the latter paper for the basic theory of affine actions on Λ0-trees and
properties of ATF(Λ0) groups.
Briefly, if X is a Λ0-tree and βσ is an o-automorphism (order-preserving group automorphism)
of Λ0 and σ is a permutation of X with d(σx, σy) = βσd(x, y) for all x, y ∈ X then σ is an affine
automorphism of X (with dilation factor βσ). One thus has the notion of a β-affine action of Γ
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on a Λ0-tree where β : Γ → Aut
+(Λ0) is a homomorphism and Aut
+(Λ0) denotes the group of o-
automorphisms of Λ0. While examples of groups that admit free isometric actions on Λ0-trees for
some Λ0 include free groups, torsion-free abelian groups and fully residually free groups, examples
of ATF groups include soluble Baumslag-Solitar groups BS(1, n) for n ≥ 1, the wreath product
C∞ ≀ C∞ and the Heisenberg group UT(3,Z). Like their isometric counterparts, ATF groups are
closed under free products and ultraproducts.
One key feature of Bass’s combination theorem is that the translation lengths of (the embedded
images of) an element of an edge group must match up. (Note that this requirement is also
incorporated in the hypotheses of the main results of [10].) In [14] this was arranged in the cases
considered by suitable adjustments to the metric in each of the Λ0-trees on which the given end
vertex groups acted. However such adjustments are not possible in general in the case of a circuit
in the graph of groups: there are HNN extensions of free groups that cannot act freely by isometries
on any Λ-tree for this reason. Examples of this phenomenon are furnished by
Γ = 〈F, t | tut−1 = v〉
where F is a free group, and u, v ∈ F generate distinct maximal cyclic subgroups of F such that
u and v cannot have the same translation length in any free action. An example of such u and v
(attributed to Walter Parry) is described by Bass; a further example is u = [x, y] and v = [x2, y2],
where x and y are non-commuting elements of F , as shown in §5 below.
Unfortunately the requirement that the translation lengths match up as just described cannot
be neatly formulated in purely group-theoretic terms: for the hyperbolic lengths ℓ(u) and ℓ(v) to
be equal with respect to some free isometric action of a free group F containing the elements u
and v amounts to the existence of a free group F¯ (on a basis X¯) containing F such that if u0 and
v0 are cyclically reduced conjugates of u and v, the word lengths (with respect to X¯) of u0 and v0
are equal.
We establish affine analogues (Theorems 2.1 and 2.3 below) of Bass’s theorems discussed above
before specialising in §3 to the case of free affine actions. On the one hand, as in the isometric case,
there is a natural hierarchical description of ATF(Zn) groups in terms of graphs of groups where
the lowest ranked groups are free groups. On the other hand, a notable difference between the affine
case and the isometric case is that the homomorphism β : Γ→ Aut+(Λ) affords an extra degree of
freedom so that many groups that cannot admit free isometric actions do admit free affine actions
on Z× Λ0-trees. This means that in many cases the awkward requirement concerning translation
lengths of elements of the edge groups can be largely avoided giving somewhat cleaner corollaries
than are possible in the isometric case. For example:
Theorem 1.1. Let F be a free group and u, v ∈ F . The group Γ = 〈F, t | tut−1 = v〉 admits a
free affine action on a Z × Q-tree provided u and v are not proper powers and v is not conjugate
in F to the inverse of u.
In fact, we will mainly consider essentially free actions in §3. This is a stronger condition
than freeness, which is more robust in that it is preserved by two key constructions, namely the
fulfilment of a Λ0-tree, and the base change functor as applied to ample embeddings of ordered
abelian groups. In the isometric case a free action is automatically essentially free so these issues
do not arise, but in our situation a discussion of ample embeddings and essentially free actions is
necessary.
In §4 we use the graph of groups decomposition arising from a free affine action of a group Γ
on a Zn-tree as in Theorem 2.1 and the combination theorem of Bigdely and Wise [4] to show
that finitely generated ATF(Zn) groups are relatively hyperbolic where the parabolic groups are
maximal nilpotent. Now applying results of Farb [9], Bumagin [5], and Dahmani and Touikan [8]
we can deduce that finitely generated groups ATF(Zn) groups have solvable word, conjugacy and
isomorphism problems respectively. Moreover, since finitely generated ATF(Zn) groups admit a
so-called small hierarchy and nilpotent subgroups are Noetherian, by [4, Theorem D] these groups
are locally quasiconvex.
In §5 we consider the one-relator groups Γ(m,n; r, s) = 〈x, y, t | t[xm, yn]t−1 = [xr, ys]〉 and give
necessary and sufficient conditions for these groups to admit free isometric or essentially free affine
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actions. As a by-product, we give an example of a finitely presented ITF(Z2) group that is not
residually nilpotent.
Let us finally note that finitely presented ITF groups are automatic, and even bi-automatic (see
[12]). By contrast, ATF(Zn) groups are not necessarily automatic: the Heisenberg group UT(3,Z)
is a well-known example of a non-automatic group, which is ATF(Z3).
On the other hand, the Heisenberg group is an example of a Cayley graph automatic group,
in the sense of Kharlampovich, Khoussainov and Myasnikov (see [11]). It would be interesting to
know the relationship between ATF(Zn) groups and Cayley graph automatic groups, though we
have not pursued this here.
I would like to thank Nicholas Touikan for kindly answering my questions about relatively
hyperbolic groups.
2 Affine actions on Λ-trees and graphs of groups
A large part of the proofs of our results follow from arguments used in the isometric case in [2]. We
will follow the notation of Bass [2] as far as possible, and refer to this paper in case an argument
used there can be routinely modified to apply in our situation.
We will use Λ0 to refer to a fixed arbitrary ordered abelian group, and will generally use Λ to
refer to the ordered abelian group Z×Λ0, equipped with the lexicographic order: thus (m1, λ1) <
(m2, λ2) if m1 < m2, or m1 = m2 and λ1 < λ2. We will use (X, d), or simply X , to refer to a
Λ-tree. There is a natural projection Λ→ Z, and a corresponding projection p : X → X∗ (x 7→ x∗)
where (X∗, d∗) is a Z-tree: X∗ may be identified with the set of ‘balls of radius 0 × Λ0’. Such a
ball has the form X(x∗) = p−1(x∗). Of course Z-trees may be viewed as trees in the usual sense:
edges may be thought of as ordered pairs of vertices at distance 1 apart. An action on X induces
an action on X∗ in a natural way. If the action on X∗ is without inversions there is an associated
quotient graph Y ∗, a tree of representatives T ∗0 ⊆ X
∗ with T ∗0 isomorphic to a maximal subtree
T ∗ of Y ∗, and a graph of groups (G, Y ∗, T ∗) where vertex groups G(x∗) may be identified with
certain vertex stabilisers Γx∗ , and edge groups G(e) can be identified with certain edge stabilisers
Γe. (The nature of these identifications depends on the choice of T
∗
0 and a choice of group elements
mapping one edge incident to T ∗0 to another such edge.)
We write E(Y ∗) for the set of edges of a graph Y ∗, and Y ∗ for the vertex set. Each edge e
is assumed to be oriented, with e¯ denoting the oppositely oriented edge. Denote the origin of an
edge e by ∂Y
∗
0 e, and the terminus of an edge by ∂
Y ∗
1 e = ∂
Y ∗
0 e¯. We will occasionally drop the
superscript Y ∗ if it is clear from the context which graph we are considering. However, in the
proofs of the results in this section, we will be considering both a tree X∗ and a quotient graph
Y ∗, and identifying vertices of Y ∗ with those of a subtree of X∗, so in the interests of clarity we
will usually write the superscript.
Two balls of radius 0 × Λ0 are adjacent if the corresponding vertices in X
∗ are adjacent. If x
and y belong to adjacent balls, then d(x, y) = (1, λ0) (for some λ0) and the segment [x, y] may
be expressed as a disjoint union [x, ǫx) ∪ [y, ǫy) where [x, ǫx) = {z ∈ [x, y] : d(x, z) ∈ 0 × Λ0} and
[y, ǫy) = {z ∈ [x, y] : d(y, z) ∈ 0 × Λ0}. The set [x, ǫx) is an X(x
∗)-ray, and ǫx is an end of X(x
∗)
of full Λ0-type.
Let X0 and X1 be Λ0-trees and suppose that ǫi is an end of Xi of full Λ0-type (i = 0, 1). A
bi-end map (with associated ends ǫ0 and ǫ1) is a function ∆ : X0×X1 → Λ0 such that for xi ∈ Xi
(i = 0, 1) the functions x 7→ ∆(x, x1) and y 7→ ∆(x0, y) are end maps (in the sense of [2, 1.4])
towards ǫ0 and ǫ1 respectively. Note that conversely given two end maps δ0 and δ1 towards ǫ0 and
ǫ1 respectively one can define a bi-end map by putting ∆(x, y) = δ0(x) + δ1(y).
Let δi and δ
′
i be end maps towards ǫi (i = 0, 1). By [2, 1.4] there are constants k0 and k1
such that δ′i = δi + ki (i = 0, 1). Then, denoting the corresponding bi-end maps by ∆ and ∆
′
respectively, we have
∆′(x, y) = δ′0(x) + δ
′
1(y) = (δ0(x) + k0) + (δ1(y) + k1) = ∆(x, y) + k0 + k1.
Thus the bi-end maps ∆ and ∆′ are equal if and only if k1 = −k0.
The reason for our interest in bi-end maps is that if (X∗, d∗) is a Z-tree, a Z × Λ0-metric on∐
x∗∈X∗ X(x
∗) which extends given 0 × Λ0-metrics on the X(x
∗), and whose projection onto Z
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induces d∗, is uniquely determined by a collection of bi-end maps ∆e with associated ends ǫe and ǫe¯
joining the adjacent balls X(∂Y
∗
0 e) and X(∂
Y ∗
0 e¯) (e ∈ E(X
∗)) provided ∆e¯(y, x) = ∆e(x, y) for all
e (see [2, 2.2(b)]). Conversely, the bi-end maps ∆e are uniquely determined by d: for x ∈ X(∂0e)
and y ∈ X(∂0e¯) we have d(x, y) = (1,−∆e(x, y)). We will sometimes speak of a bi-end map along
e for a bi-end map of the form ∆e and write ∆es(x, y) for ∆e(sx, sy); that is, s is understood to
act diagonally.
In [2, 3.5] Bass describes how an isometric action on a Z × Λ0-tree can be ‘decomposed’ as a
graph of groups (arising from the action on the Z-tree obtained by the projection Z × Λ0 → Z)
equipped with actions of the vertex groups on Λ0-trees satisfying certain natural compatibility
conditions. We now wish to give an affine analogue of this result. (Note that we include more data
in our decomposition than Bass does. In particular, we will regard a choice of maximal subtree T ∗
of Y ∗ as part of the specification of a graph of groups.)
The given affine action
Let Λ0 be an ordered abelian group, Λ = Z × Λ0 (lexicographically ordered), Γ a group, and
β : Γ→ Aut+(Λ) a homomorphism so that βg(m,λ0) = (m, θg(λ0)+mµg) for some θg ∈ Aut
+(Λ0)
and µg ∈ Λ0. Suppose that Γ has a β-affine action on a Λ-tree (X, d) for which the induced action
on X∗ is without inversions, where X∗ is the Z-tree obtained from X by identifying points whose
distance apart is an element of 0× Λ0.
The graph of groups
Then Γ has an action on the Z-tree X∗. Note that X∗ may be described in terms of the base
change functor as Z⊗Λ X . (See [15, Theorem 8(3)] for a discussion of the base change functor in
the context of affine actions.)
Let Y ∗ be the quotient graph of X∗ under the action of Γ and take a tree T ∗0 of representatives
of Y ∗ mod Γ (see [16, §3.1]). Thus T ∗0 is isomorphic to a maximal subtree T
∗ of Y ∗. We will later
adopt the convention of identifying points of T ∗0 with their images under the projection map, and
viewing T ∗ as a subtree of X∗ as well as a (maximal) subtree of Y ∗.
Extend T ∗0 to a subtree S
∗ of X∗ such that the edge set E(S∗) is mapped bijectively onto E(Y ∗)
by the projection. We will call such a subtree S∗ a tree of edge representatives. Again we will
often find it convenient not to distinguish between E(S∗) and E(Y ∗).
For e ∈ E(Y ∗) choose ge ∈ Γ such that g
−1
e ∂
X∗
0 e ∈ T
∗
0 ; if ∂
X∗
0 e ∈ T
∗
0 we put ge = 1. (Note that
for e ∈ E(Y ∗) either ge = 1 or ge¯ = 1.) Put G(x
∗) = Γx∗ for x
∗ ∈ Y ∗ and G(e) = Γe for e ∈ E(Y
∗).
Let αe : G(e) → G(∂
Y ∗
0 e) be given by s 7→ g
−1
e sge. Then (G, Y
∗, T ∗) is a graph of groups with
fundamental group Γ.
For e ∈ E(S∗), either ∂X
∗
0 e ∈ T
∗
0 or ∂
X∗
0 e¯ ∈ T
∗
0 . If ∂
X∗
0 e ∈ T
∗
0 and ∂
X∗
0 e¯ /∈ T
∗
0 we put
|e| = |e¯| = e; given the isomorphism between T ∗0 and T
∗, this amounts to defining an orientation
of E(Y ∗)\E(T ∗). One can write α|e|(s) = s (s ∈ Γe) since α|e| is a natural inclusion of Γe in Γ.
If ∂X
∗
0 e, ∂
X∗
0 e¯ ∈ T
∗
0 then e is an edge of T
∗
0 , and αe(s) and αe¯(s) are naturally identified in Γ. In
this case we may still write α|e|(s) for the common embedded image of s ∈ Γe in Γ under αe and αe¯.
The roles of θ and µ
Note that βg(m,λ0) = (m, θgλ0 +mµg) can be represented as a matrix equation βg
(
λ0
m
)
=(
θg µg
0 1
)(
λ0
m
)
=
(
θgλ0 +mµg
m
)
.
The Bass-Serre relations for π1(G) give βgeβαe(s)β
−1
ge = βge¯βαe¯(s)β
−1
ge¯ and βge = 1 for ge = 1,
which translate into the following conditions for θge , θ
x∗ , µge and µ
x∗ . (Here θx
∗
and µx
∗
denote
the respective restrictions of θ and µ to G(x∗), x∗ ∈ Y ∗.)
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θgeθ
∂0e
αe(g)
θ−1ge = θge¯θ
∂0 e¯
αe¯(g)
θ−1ge¯ , s ∈ G(e), e ∈ E(Y
∗)
θge = 1, ge = 1
µge + θgeµ
∂0e
αe(s)
− θgeθ
∂0e
αe(s)
θ−1ge µge = µ
∂0|e|
α|e|(s)
, s ∈ G(e), e ∈ E(Y ∗)
µge = 0, ge = 1
Moreover, θx
∗
: G(x∗) → Aut+(Λ0) is a homomorphism, and µ
x∗ , while not a homomorphism,
satisfies µx
∗
st = µ
x∗
s + θsµ
x∗
t (s, t ∈ G(x
∗), x∗ ∈ Y ∗).
Observe that βg is determined by its effect on elements of Λ of the form (1, λ0) (λ0 ∈ Λ0). In
future we will generally write expressions such as βg : (1, λ0) 7→ (1, θgλ0 + µg) understanding that
this defines βg on all of Λ.
The Λ0-trees X(x
∗) and the group actions thereon
For x∗ ∈ T ∗0 ⊆ X
∗ there is a Λ0-tree (X(x
∗), dx∗) on which Γx∗ has a θ
x∗ -affine action where θx
∗
is the restriction of θ to Γx∗ . Here X(x
∗) = p−1(x∗) where p : X → X∗ is the natural projection.
Thus the fibres p−1(x∗) are precisely the balls of radius 0 × Λ0 in X but we endow it with the
Λ0-metric dx∗(x, y) = λ0 where d(x, y) = (0, λ0).
For x∗ ∈ Y ∗ we thus obtain an associated Λ0-tree equipped with an action of Γx∗ via the iden-
tification of T ∗0 with T
∗ = Y ∗ (as vertex sets).
The end maps
For e ∈ E(X∗) there is a bi-end map ∆e : X(∂
X∗
0 e) ×X(∂
X∗
0 e¯) → Λ0 with associated ends ǫe
and ǫe¯, such that for x, y ∈ X with x
∗ adjacent in X∗ to y∗, we have d(x, y) = (1,−∆e(x, y)).
These ends are of full Λ0-type such that (Γx∗)ǫe = αeΓe.
Moreover, if e, f ∈ E(Y ∗) with x∗ = ∂Y
∗
0 e = ∂
Y ∗
0 f then ǫe and ǫf are in distinct Γx∗-orbits
unless e = f .
Now if s is βs-affine, where βs(1, λ0) = (1, θsλ0 + µs), then for x ∈ X(∂0e) and y ∈ X(∂0e¯) we
have
d(sx, sy) = βsd(x, y)
= βs(1,−∆e(x, y))
= (1,−θs∆e(x, y) + µs)
on the one hand, and d(sx, sy) = (1,−∆se(sx, sy)) on the other.
Thus
θs ·∆e −∆se · s = µs
For each pair of balls of radius 0×Λ0 such as X(x
∗) and X(y∗) adjacent via an edge e say, one
can choose end maps δX
∗
e towards ǫe and δ
X∗
e¯ towards ǫe¯ such that ∆
X∗
e (x, y) = δ
X∗
e + δ
X∗
e¯ . For
e ∈ E(S∗) we put δY
∗
e = θ
−1
ge · δ
X∗
e · ge; thus if ∂
X∗
0 e ∈ T
∗
0 we have δ
X∗
e = δ
Y ∗
e . Conversely, given
end maps δY
∗
e for each e ∈ E(Y
∗) we can reverse these steps to define a metric on
∐
X(x∗). Note
that unlike the bi-end maps ∆e, the end maps δ
Y ∗
e are not uniquely determined by the metric on
X : simultaneously replacing δY
∗
e by δ
Y ∗
e + θ
−1
ge k and δ
Y ∗
e¯ by δ
Y ∗
e¯ − θ
−1
ge¯ k results in the same metric.
We can now rewrite the equation θs ·∆e −∆se · s = µs in terms of the end maps δ
Y ∗
e as just
described. Specialising to s ∈ G(e) gives the following equation.
θge
[
θαe(s)δ
Y ∗
e (x) − δ
Y ∗
e · αe(s)(x)
]
+ θge¯
[
θαe¯(s)δ
Y ∗
e¯ (y)− δ
Y ∗
e¯ · αe¯(s)(y)
]
= µα|e|(s) s ∈ G(e)
In short
Theorem 2.1. Let Λ0 be an ordered abelian group and put Λ = Z× Λ0.
Suppose that
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(A1) Γ is a group;
(A2) β : Γ→ Aut+(Λ) is a homomorphism where βg(1, λ0) = (1, θg(λ0) + µg);
(A3) X is a Λ-tree;
(A4) a β-affine action of Γ on X is given for which the induced action on X∗ = Z⊗ΛX is without
inversions.
One can then obtain
(S1) a graph of groups (G, Y ∗, T ∗) with vertex groups G(x∗), edge groups G(e), edge group em-
bedding maps αe (e ∈ E(Y
∗)), elements ge ∈ Γ (e ∈ E(Y
∗)), Bass-Serre tree X∗, and
T ∗0 ⊆ S
∗ ⊆ X∗, where T ∗0 is a tree of vertex representatives isomorphic to T
∗, and S∗ is a
tree of edge representatives. The fundamental group π1(G) ∼= Γ then has presentation〈
G(x∗)(x∗ ∈ Y ∗), ge(e ∈ E(Y
∗)) | geαe(s)g
−1
e = ge¯αe¯(s)g
−1
e¯ (e ∈ E(Y
∗), s ∈ G(e)), ge = 1 (∂
X∗
0 e ∈ T
∗
0 )
〉
.
Moreover, g−1e ∂
X∗
0 e ∈ T
∗
0 for e ∈ E(S
∗);
(S2) elements θge of Aut
+(Λ0) (e ∈ E(Y
∗)) and homomorphisms θx
∗
: G(x∗)→ Aut+(Λ0) (x
∗ ∈
Y ∗), and elements µge of Λ0 (e ∈ E(Y
∗)) and functions µx
∗
: G(x∗)→ Λ0;
(S3) Λ0-trees X(x
∗) for each x∗ ∈ Y ∗;
(S4) θx
∗
-affine actions of G(x∗) on X(x∗) (x∗ ∈ Y ∗);
(S5) ends ǫe of X(∂
Y ∗
0 e) (e ∈ E(Y
∗)) and end maps δe : X(∂
Y ∗
0 e)→ Λ0 towards ǫe (e ∈ E(Y
∗)).
These data satisfy the compatibility conditions
(C1) ǫe is of full Λ0-type and (G(x
∗))ǫe = αeG(e) for e ∈ E(Y
∗) with ∂Y
∗
0 e = x
∗;
(C2) If e, f ∈ E(Y ∗) with x∗ = ∂Y
∗
0 e = ∂
Y ∗
0 f then ǫe and ǫf are in distinct G(x
∗)-orbits unless
e = f ;
(C3) θgeθαe(s)θ
−1
ge = θge¯θαe¯(s)θ
−1
ge¯ where θαe(s) = θ
∂Y
∗
0 e
αe(s)
and θαe¯(s) = θ
∂Y
∗
0 e¯
αe¯(s) (s ∈ G(e)). Moreover
θge = 1 if ge = 1;
(C4) µge + θgeµαe(s) − θgeθαe(s)θ
−1
ge µge = µα|e|(s) (s ∈ G(e), e ∈ E(Y
∗)), where µαe(s) = µ
∂Y
∗
0 e
αe(s)
(s ∈ G(e), e ∈ E(Y ∗)). Also µgh = µg + θgµh (g, h ∈ G(x
∗), x∗ ∈ Y ∗) and µge = 0 if ge = 1;
(C5) θge
[
θαe(s)δ
Y ∗
e (x) − δ
Y ∗
e · αe(s)(x)
]
+ θge¯
[
θαe¯(s)δ
Y ∗
e¯ (y)− δ
Y ∗
e¯ · αe¯(s)(y)
]
= µα|e|(s)
(x ∈ X(∂Y
∗
0 e), y ∈ X(∂
Y ∗
0 e¯), s ∈ G(e), e ∈ E(Y
∗)).
Proof: The data described in (S1)-(S5) all arise as described in the discussion preceding the
theorem. That (C3)-(C5) are satisfied also follows from this discussion, while (C1) and (C2) follow
just as in the isometric case; see [2, 3.5]. 
Given an action of a group Γ on a Λ-tree, we will call the data consisting of (S1)-(S5) the
signature of the action. Theorem 2.1 thus asserts that each affine action on a Z × Λ0-tree has a
signature satisfying (C1)-(C5).
Before tackling the converse to Theorem 2.1 we note that to show a permutation of a Z×Λ0-tree
is an affine automorphism, it suffices to check points in the same ball or in adjacent balls. More
precisely:
Lemma 2.2. Let Λ0 be an ordered abelian group, put Λ = Z × Λ0 (with the lexicographic order)
and let X be a Λ-tree. Let s be a permutation of X and βs ∈ Aut
+(Λ) such that
d(sx, sy) = βsd(x, y) (∗)
whenever d(x, y) = (m,λ0) where m ≤ 1. Then s is a βs-affine automorphism of X.
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Proof: We claim that equation (∗) is satisfied for all x, y ∈ X and proceed by induction on
m = d∗(x∗, y∗). The required assertion is given in the casesm = 0, 1, so assume that equation (∗) is
satisfied for all l < m. Let x = x0, x1, . . . , xm = y be points of X such that [x, y] = [x0, x1, . . . , xm]
and d∗(x∗i−1, x
∗
i ) = 1 for 1 ≤ i ≤ m. Thus d(x, y) =
∑m
i=1 d(xi−1, xi). Our hypothesis gives
d∗(sx∗i−1, sx
∗
i ) = 1 for all i, so that d
∗(sx∗, sy∗) ≤ m; to show that we have equality here, let u 6= v
be points with u∗ = x∗i = v
∗ and [xi−1, u, v, xi+1]. Then u ∈ [xi−1, v] and d
∗(x∗i−1, u
∗) = 1 =
d∗(x∗i−1, v
∗) and d∗(u∗, v∗) = 0, so by our hypothesis,
d(sxi−1, sv) = βsd(xi−1, v)
= βs (d(xi−1, u) + d(u, v))
= βsd(xi−1, u) + βsd(u, v)
= d(sxi−1, su) + d(su, sv).
That is, su ∈ [sxi−1, sv]. Similarly sv ∈ [su, sxi+1]. Since s is a permutation we have su 6= sv,
so that [sxi−1, su, sv, sxi+1]. Taking u = xi or v = xi we obtain d(sxi−1, sxi+1) = d(sxi−1, sxi) +
d(sxi, sxi+1). Therefore [sx, sy] = [sx0, sx1, . . . , sxm], and
d(sx, sy) =
m∑
i=1
d(sxi−1, sxi)
=
m∑
i=1
βsd(xi−1, xi)
= βs
m∑
i=1
d(xi−1, xi)
= βsd(x, y).

Theorem 2.3. Let Λ0 be an ordered abelian group and put Λ = Z× Λ0.
Suppose that the following are given.
(S1) a graph of groups (G, Y ∗, T ∗) with Bass-Serre tree X∗, vertex groups G(x∗), edge groups G(e),
edge group embedding maps αe (e ∈ E(Y
∗)), and T ∗0 ⊆ S
∗ ⊆ X∗, where T ∗0 is a tree of vertex
representatives isomorphic to T ∗, and S∗ is a tree of edge representatives. Thus π1(G) has
presentation
〈
G(x∗)(x∗ ∈ Y ∗), ge(e ∈ E(Y
∗)) | geαe(s)g
−1
e = ge¯αe¯(s)g
−1
e¯ (e ∈ E(Y
∗), s ∈ G(e)), ge = 1 (∂
X∗
0 e ∈ T
∗
0 )
〉
where the ge satisfy g
−1
e ∂
X∗
0 e ∈ T
∗
0 for e ∈ E(S
∗);
(S2) elements θge of Aut
+(Λ0) (e ∈ E(Y
∗)) and homomorphisms θx
∗
: G(x∗)→ Aut+(Λ0) (x
∗ ∈
Y ∗), and elements µge of Λ0 (e ∈ E(Y
∗)) and functions µx
∗
: G(x∗)→ Λ0;
(S3) Λ0-trees X(x
∗) for x∗ ∈ Y ∗;
(S4) θx
∗
-affine actions of G(x∗) on X(x∗) (x∗ ∈ Y ∗);
(S5) ends ǫe of X(∂
Y ∗
0 e) and end maps δ
Y ∗
e : X(∂
Y ∗
0 e)→ Λ0 towards ǫe (e ∈ E(Y
∗)).
Assume that
(C1) ǫe is of full Λ0-type and αeG(e) = (G(∂0e))ǫe (e ∈ E(Y
∗));
(C2) if ∂Y
∗
0 e = x
∗ = ∂Y
∗
0 f with e 6= f then ǫe and ǫf lie in distinct Γx∗-orbits;
(C3) θgeθαe(s)θ
−1
ge = θge¯θαe¯(s)θ
−1
ge¯ , where θαe(s) = θ
∂Y
∗
0 e
αe(s)
and θαe¯(s) = θ
∂Y
∗
0 e¯
αe¯(s)
for e ∈ E(Y ∗), s ∈
G(e). Moreover θge = 1 if ge = 1;
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(C4) µge + θgeµαe(s) − θgeθαe(s)θ
−1
ge µge = µα|e|(s) (s ∈ G(e), e ∈ E(Y
∗)), where µαe(s) = µ
∂Y
∗
0 e
αe(s)
(s ∈ G(e), e ∈ E(Y ∗)). Also µgh = µg + θgµh (g, h ∈ G(x
∗), x∗ ∈ Y ∗) and µge = 0 if ge = 1;
(C5) θge
[
θαe(s)δ
Y ∗
e (x) − δ
Y ∗
e · αe(s)(x)
]
+ θge¯
[
θαe¯(s)δ
Y ∗
e¯ (y)− δ
Y ∗
e¯ · αe¯(s)(y)
]
= µα|e|(s)
(x ∈ X(∂Y
∗
0 e), y ∈ X(∂
Y ∗
0 e¯), s ∈ G(e), e ∈ E(Y
∗)).
There exist
(A1) a group Γ;
(A2) a homomorphism β : Γ→ Aut+(Λ) given by g 7→ βg where βg(1, λ0) = (1, θgλ0 + µg);
(A3) a Λ-tree X;
(A4) a β-affine action of Γ on X with (S1)-(S5) as the signature.
Proof: Much of the proof is similar to the proof given by Bass in [2, 3.8] in the isometric case,
and we will follow the argument and notation used there as far as possible. In particular we have
given our equations labels (such as (B3)) to match up with equations (such as (3)) in Bass’s proof.
If π : X∗ → Y ∗ is the quotient map we will identify the vertex sets of T ∗0 and Y
∗, and the edge
sets E(S∗) and E(Y ∗) via π; thus we will identify T ∗0 and T
∗ as in (S1). As in the isometric case
we have ∂X
∗
0 e = ge∂
Y ∗
0 e, giving
∂X
∗
0 (se) = sge∂
Y ∗
0 (e) for e ∈ E(Y
∗), s ∈ π1(G). (B1)
We identify t with its image αe(t) in G(∂0e) in case e ∈ E(S
∗) and ∂X
∗
0 e ∈ T
∗
0 . This gives
αe(t) = g
−1
e tge e ∈ E(S
∗), t ∈ G(e).
Let us now define the homomorphism β. Set Γ = π1(G). Then with respect to the action of Γ
on the Bass-Serre tree X∗, we have Γx∗ = G(x
∗) for x∗ ∈ Y ∗ and Γe = G(e) for e ∈ E(S
∗).
Putting βg = β
x∗
g : (1, λ0) 7→ (1, θ
x∗
g λ0 + µ
x∗
g ) (g ∈ G(x
∗)) and βge : (1, λ0) 7→ (1, θgeλ0 + µge),
the compatibility conditions (C3) and (C4) ensure that the relations βgeβαe(s)β
−1
ge = βge¯βαe¯(s)β
−1
ge¯
(s ∈ G(e), e ∈ E(Y ∗)) and βge = 1 (∂
X∗
0 e ∈ T
∗) are satisfied. (We will henceforth omit the
superscripts from µg and θg.) The assignment g 7→ βg therefore extends to a homomorphism
Γ→ Aut+(Λ). It is easy to check that µgh = µg + θgµh for all g, h ∈ Γ.
Now suppose that Λ0-trees (X(x
∗), dx∗), acted upon by the vertex groups G(x
∗) (x∗ ∈ Y ∗), and
ends ǫe (∂
Y ∗
0 e = x
∗) are given as in (S3)-(S5).
We then have
If e ∈ E(Y ∗) and x∗ = ∂Y
∗
0 (e) then g
−1
e Γege = (Γx∗)ǫe . (B2)
(Note that the second part of equation (2) as in [2, 3.8] is not guaranteed in our situation, as
the corresponding property is not assumed.)
We now define the set X on which we will define the required Λ-metric. For x∗ ∈ Y ∗, we have an
action of Γx∗ on Γ×X(x
∗) via t ·(s, x) = (st−1, tx). Denote the quotient arising from this action by
Γ×Γx∗ X(x
∗), and write s ·x for the image of (s, x) under the quotient map. We have an action of Γ
on Γ×Γx∗X(x
∗) by left multiplication. Now put X(sx∗) = s·X(x∗), and define a metric on X(sx∗)
by putting dsx∗(x1, x2) = θsdx∗(s
−1x1, s
−1x2). Note that if sx
∗ = s1x
∗ then s−1s1 ∈ Γx∗ , so that
dx∗(s
−1x1, s
−1x2) = θs−1s1dx∗(s
−1
1 x1, s
−1
1 x2), giving θsdx∗(s
−1x1, s
−1x2) = θs1dx∗(s
−1
1 x1, s
−1
1 x2).
Thus the metric on X(sx∗) depends only on sx∗, and not on s.
Now
Γ×Γx∗ X(x
∗) =
∐
s∈Γ/Γx∗
X(sx∗),
and we put
X =
∐
x∗∈Y ∗
Γ×Γx∗ X(x
∗),
and note that Γ has an obvious action on X . Moreover X =
∐
x∗∈X∗ X(x
∗).
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We define ends ǫse, just as in [2, 3.8]:
ǫse = sge
(
ǫY
∗
e
)
. (B3)
Using (B2) above it is straightforward to check that this definition of ǫse depends only on se not
on the choice of s.
Since 0 × Λ0 is the maximal proper convex subgroup of Λ (if Λ0 6= 0), it is stabilised by βs for
all s ∈ Γ. Thus ǫse is an end of full Λ0-type in X(∂
X∗
0 (se)).
As in the isometric case one can show that
If te and uf are edges of X∗ (t, u ∈ Γ, e, f ∈ E(Y ∗)) and ǫte = ǫuf then te = uf. (B5)
The details are identical to the isometric case and we will omit them. (In order to remain consistent
with the numbering of equations in [2, 3.8], we have also omitted equation (B4), since Bass’s
equation (4) does not adapt to the affine case.)
Taking the given end maps δY
∗
e and group elements ge (e ∈ E(Y
∗)), we define bi-end maps ∆X
∗
e
(e ∈ E(X∗)) as follows.
For e ∈ E(S∗), we put δX
∗
e = θge · δ
Y ∗
e · g
−1
e and define the bi-end map ∆
X∗
e (x, y) = δ
X∗
e (x) +
δX
∗
e¯ (y); it follows that ∆e¯(y, x) = ∆e(x, y). We now put
∆X
∗
se (x, y) = θs ·∆e(s
−1x, s−1y)− µs s ∈ Γ
Since every edge of X∗ has the form se for some e ∈ E(S∗) and s ∈ Γ, this defines ∆e for all
e ∈ E(X∗).
Claim. If e ∈ E(S∗) and se = s1e then θs ·∆
X∗
e · s
−1(x, y)− µs = θs1 ·∆
X∗
e · s
−1
1 (x, y)− µs1 .
Proof: Using the fact that αe(s) = g
−1
e sge, and putting x¯ = g
−1
e s
−1x and y¯ = g−1e¯ s
−1y, we get
θs ·∆
X∗
e · s
−1(x, y)−∆X
∗
e (x, y) = θs · δ
X∗
e · s
−1(x) + θs · δ
X∗
e¯ · s
−1(y)− δX
∗
e (x) − δ
X∗
e¯ (y)
= θs · θge · δ
Y ∗
e · g
−1
e s
−1(x) + θs · θge¯ · δ
Y ∗
e¯ · g
−1
e¯ s
−1(y)
−θge · δ
Y ∗
e · g
−1
e (x) − θge¯ · δ
Y ∗
e¯ · g
−1
e¯ (y)
= θge
[
θαe(s) · δ
Y ∗
e (x¯)− δ
Y ∗
e · αe(s)(x¯)
]
+θge¯
[
θαe¯(s) · δ
Y ∗
e¯ (y¯)− δ
Y ∗
e¯ · αe¯(s)(y¯)
]
= µα|e|(s).
Thus θs ·∆
X∗
e · s
−1 − µα|e|(s) = ∆
X∗
e = θs1 ·∆
X∗
e · s
−1
1 − µα|e|(s1) for s, s1 ∈ Γe. If ∂
X∗
0 e ∈ T
∗
then α|e|(s
′) = s′ and the claim follows; otherwise it follows on replacing e by e¯ and noting that
∂X
∗
0 e¯ ∈ T
∗ and ∆e¯(y, x) = ∆e(x, y).
It follows that ∆se is well-defined.
We can now define a metric d on X : for x and y belonging to a common Λ0-tree X(x
∗) = X(y∗)
we put d(x, y) = (0, dx∗(x, y)), and for x and y belonging to distinct X(x
∗) and X(y∗) with
x∗ = ∂X
∗
0 e and y
∗ = ∂X
∗
0 e¯ we put
d(x, y) = (1,−∆e(x, y)).
By [2, 2.2(b)], this suffices to specify the distance function on a Z × Λ0-tree. It remains to show
that the action of Γ on X is β-affine. Let x, y ∈ X and u ∈ Γ. Suppose first that X(x∗) = X(y∗),
x∗, y∗ ∈ T ∗0 and u stabilises the ball X(x
∗). Then u ∈ Γx∗ = G(x
∗) and dx∗(ux, uy) = θ
x∗
u dx∗(x, y)
so that d(ux, uy) = (0, θx
∗
u dx∗(x, y)) = βu(0, dx∗(x, y)) = βud(x, y). If u does not stabilise X(x
∗)
then the definition of the Λ0-metric on X(ux
∗) = u · X(x∗) ensures that d(ux, uy) = βud(x, y).
If x∗, y∗ /∈ T ∗0 , then the required claim follows by taking s ∈ Γ with s
−1x, s−1y ∈ T ∗0 . Then
d(ux, uy) = d(us(s−1x), us(s−1y)) = βusd(s
−1x, s−1y) = βud(x, y).
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Now suppose that x and y belong to adjacent balls: ∂X
∗
0 e = x
∗ 6= y∗ = ∂X
∗
0 e¯, so that ux
∗
and uy∗ are the (distinct) endpoints of the edge ue where e ∈ E(S∗), and ux ∈ X(ux∗) and
uy ∈ X(uy∗). Using the definitions of d, ∆ue and δ
X∗
e we have
d(ux, uy) = (1,−∆X
∗
ue (ux, uy))
= (1,−θu∆
X∗
e · u
−1(ux, uy) + µu)
= βu(1,−∆
X∗
e (x, y))
= βud(x, y).
For e /∈ E(S∗) one can easily establish the same conclusion by considering s ∈ Γ with s−1e ∈
E(S∗). It follows from Lemma 2.2 that u is βu-affine. 
Let us now consider the special case of Theorem 2.3 where the graph Y ∗ has a single edge e. If
e has distinct endpoints ∂0e = x
∗
0 and ∂0e¯ = x
∗
1, and we put Γ = π1(G), then Γ is an amalgamated
free product Γ0 ∗A0=A1 Γ1, where A = G(e), Γi = G(x
∗
i ) (i = 0, 1), and αe(a) = a0 and αe¯(a) = a1
are the edge group embeddings. Suppose that a θx
∗
i -affine action of Γi on a Λ0-tree X(x
∗
i ) is given
(where θx
∗
i is a homomorphism), that Ai is the stabiliser of an end ǫi of X(x
∗
i ) of full Λ0-type
(i = 0, 1). Suppose that end maps δe and δe¯ are given towards ǫ0 and ǫ1 respectively. Assume
that θ
x∗0
a0 = θ
x∗1
a1 . Suppose also that µg ∈ Λ0 are given for g ∈ Γi such that µa0 = µa1 for a ∈ A
and µgh = µg + θgµh for g, h ∈ Γi (i = 0, 1). Then, identifying A with A0 and A1, there is a
common extension θ : Γ → Aut+(Λ0) of the θ
x∗i (i = 0, 1). Moreover letting β : Γ → Aut+(Λ) be
the homomorphism βg(1, λ0) = (1, θg(λ0) + µg), Theorem 2.3 now guarantees a β-affine action of
Γ on a Z× Λ0-tree provided
[θaδe(x) − δe(ax)] + [θaδe¯(y)− δe¯(ay)] = µa for all a ∈ A.
Now suppose that Y ∗ has one edge e and a single vertex x∗. Then the fundamental group
Γ = π1(G) is an HNN extension Γ ∼= 〈Γ0, ge | geαe(a)g
−1
e = a (a ∈ A)〉 where A = G(e), and
Γ0 = G(x
∗). Suppose that a θx
∗
-affine action of Γ0 on a Λ0-tree X(x
∗) is given (where θx
∗
is
a homomorphism), that A and αe(A) are the respective stabilisers of ends ǫ0 and ǫ1 of X(x
∗)
of full Λ0-type, and that ǫ0 is in a distinct Γ0-orbit from ǫ1. Suppose that end maps δe and δe¯
are given towards ǫ0 and ǫ1 respectively, that θge , µge and µg (g ∈ Γ0) are given, and assume
that θgeθ
x∗
αe(a)
θ−1ge = θ
x∗
a , µge + θgeµαe(a) − θgeθαe(a)θ
−1
ge µge = µa (a ∈ A), and µgh = µg + θgµh
(g, h ∈ Γ0).
Let β : Γ → Aut+(Λ) be the homomorphism βg(1, λ0) = (1, θg(λ0) + µg). Theorem 2.3 now
guarantees a β-affine action of Γ on a Z× Λ0-tree provided
θge [θαe(a)δe(x) − δeαe(a)(x)] + [θaδe¯(y)− δe¯(ay)] = µa for all a ∈ A.
3 Free affine actions on Z× Λ0-trees
For us, an action of a group is free if the stabiliser of every point and of every closed segment is
trivial. In other words, we assume that a free action is without inversions. We are particularly
interested in the case where our action is rigid, that is, no segment is mapped properly into itself by
any group element: this is because rigid automorphisms behave much like metric automorphisms.
We observe that if in the situation of Theorem 2.1 the action of Γ is free then the induced action
of Γx∗ = G(x
∗) on X(x∗) is free. Conversely, if in the situation of Theorem 2.3 all vertex group
actions are free, then so is the action of π1(G).
We will write 1 for the identity automorphism of an ordered abelian group, and by extension,
expressions such as 1 − θg for the map λ0 7→ λ0 − θgλ0. Recall that for an affine automorphism
σ of a Λ0-tree we have x ∈ Aσ if and only if x ∈ [σ
−1x, σx], which is in turn equivalent to the
equation d(σ−1x, x) + d(x, σx) = d(σ−1x, σx)
Proposition 3.1. Let Λ0 be an ordered abelian group, F a free group and θ : F → Aut
+(Λ0) a
homomorphism. There exists a free θ-affine action of F on a Λ0-tree.
Proof: Let θ∗ ∈ Aut
+(Λ0) and suppose initially that θ∗ is not the identity automorphism.
Choose a positive λ ∈ Λ0 for which θ∗λ 6= λ; without loss of generality, we will suppose that
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θ∗λ > λ. Let T∗ be the subtree of Λ0 spanned by {θ
k
∗λ : k ∈ Z}. For λ1 ∈ T∗, we have θ
m
∗ λ <
λ1 < θ
k
∗λ for some distinct integers m and k, giving θ
−k
∗ λ1 < λ < θ
−m
∗ λ1, whence θ
m−k
∗ λ1 6= λ1.
Thus θ∗λ1 6= λ1. Clearly θ∗ preserves the order on T∗ inherited from Λ0, so that θ∗ is a hyperbolic
θ∗-affine automorphism of T∗.
If θ∗ is the identity automorphism, then for λ0 > 0, the translation λ 7→ λ + λ0 is a θ∗-affine
(i.e. isometric) hyperbolic automorphism of T = Λ0.
Thus, for θx ∈ Aut
+(Λ0) there is a free θx-affine action of the infinite cyclic group 〈x〉 on a
Λ0-tree. Viewing F as the free product of cyclic groups, and applying [15, Theorem 34] we obtain
a free θ-affine action of F on a Λ0-tree. 
3.1 Essentially free actions
We propose to describe a range of situations where a combination of ATF groups is ATF. It turns
out that by making suitable modifications to the actions of the vertex groups, we can often arrange
for the compatibility conditions (C1)-(C5) to be satisfied, even if the original actions do not satisfy
them. For example, to apply Theorem 2.5, one needs the ends ǫe joining adjacent balls of radius
0 × Λ0 to be of full Λ0-type. Using Bass’s construction of the Λ0-fulfilment of a Λ0-tree (see
[2, Appendix E1]), one can modify the given Λ0-trees so that all such ends are of full Λ0-type.
Moreover an isometric automorphism σ of a Λ0-treeX has a natural extension σ¯ to its Λ0-fulfilment
X¯, and σ¯ is hyperbolic if σ is. Thus a free (isometric) action on a Λ0-tree extends to a free action
on its Λ0-fulfilment.
We now show that an affine action on a Λ0-tree can be naturally extended to an action on its
Λ0-fulfilment.
Lemma 3.2. Let (X, d) be a Λ0-tree, Γ a group, θ : Γ→ Aut
+(Λ0) a homomorphism, and suppose
that a θ-affine action on X is given. Let (X¯, d¯) denote the Λ0-fulfilment of X (see [2, E1]), with
associated embedding φ : X → X¯. There exists a θ-affine action of Γ on X¯ such that φ(gx) = gφ(x)
for x ∈ X and g ∈ Γ.
In addition, the ends ǫ of X are in canonical bijective correspondence with the ends ǫ∧ of X¯
and the stabilisers satisfy Γǫ∧ = Γǫ. If δ : X¯ → Λ is an end map towards ǫ∧ then δ restricted to
(the embedded image of) X (in X¯) is an end map towards ǫ and for s ∈ Γǫ with θs = 1, one has
τǫ = τǫ∧ .
Proof: Fix g ∈ Γ, and take X = (X, d), T = (X¯, d¯), Y = (X¯, θ−1g d¯) and ψ = ψg = φ ·g. Then ψ
is an isometric embedding; moreover g and φ are uniquely extending (see [2, E1.6]), and therefore,
so is ψ. By [2, E1.6] there exists a unique surjective isometry ψ′ = ψ′g : (X¯, d¯) → (X¯, θ
−1
g d¯) such
that ψ′ · φ = ψ. Moreover, uniqueness of ψ′ guarantees that ψ′gh = ψ
′
gψ
′
h. We therefore have an
action of Γ on X¯ via gx¯ = ψ′g(x¯). Since ψ
′
g is an isometry with respect to the given metrics, it
follows that ψ′g is a θg-affine automorphism of (X¯, d¯). Moreover since φ · g = ψg = ψ
′
g · φ we have
φ(gx) = gφ(x) for all x ∈ X .
The final assertions can be proven as in the isometric case: see [2, E1.8]. 
However, given a hyperbolic affine automorphism of X , the induced automorphism of the Λ0-
fulfilment is not necessarily hyperbolic. For example, if σ is the hyperbolic affine automorphism
x 7→ 2x of X = (0,∞)R then σ¯ fixes 0 ∈ R = X¯ .
We record also the following observation.
Proposition 3.3. (a). Let G be a right-orderable (or equivalently, left-orderable) group. Then G
has a free affine action on a linear Λ1 for some ordered abelian group Λ1. If G is orderable,
the action is rigid.
(b). If G has a free rigid orientation-preserving action on a linearly ordered set then G is orderable.
Proof: (a) Fix a compatible left order on G, and let Λ1 be the subgroup of Z
G consisting
of those elements (ng) = (ng)g∈G with finite support. The order on G endows Λ1 with an order
(namely the lexicographic order), making Λ1 an ordered abelian group. The natural action of G on
Λ1 given by γ : (ng)g∈G 7→ (nγg)g∈G is β-affine (where βγ = γ) and the set X of positive elements
of Λ1 is invariant under the action.
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If the left order on G is also a right order then for positive γ ∈ G and (ng)g∈G ∈ X with
g0 = min{g ∈ G : ng 6= 0}, we have ng0 > 0 and ng = 0 for g < g0, and the first non-zero entry of
γ(ng)g∈G is also ng0 , which appears in the γ
−1g0 position. The right-invariance of the order now
gives γ−1g0 < g0. This shows that γ > 1 implies γ(ng)g∈G > (ng)g∈G. The converse can be shown
by reversing the inequalities in the argument just given. Since X consists of positive elements, it
follows that the action of G on X is rigid.
To see that the action is free, suppose that γ(ng) = (ng). If g0 = min{g ∈ G : ng 6= 0} then
γ−1g0 = g0, since this gives the respective positions of the first non-zero entries. Thus γ = 1.
(b) Let a linearly ordered set L be given together with an action as described, and let x0 ∈ L.
Declare g < h if gx0 < hx0. This defines a linear order on G which is left-invariant. In fact this
order is independent of the choice of x0 since gx0 > x0 and gx1 ≤ x1 would violate rigidity. Thus
gx0 < hx0 implies gγx0 < hγx0; in other words the order is right-invariant. 
We will consider a condition (essential freeness) on an affine action that ensures that the induced
action on the Λ0-fulfilment is free. (The action described in Proposition 3.3 is not essentially free
since zero is fixed by elements of G.) In fact our condition is somewhat stronger. Consider the map
g : x 7→ x+44 ; this defines an order-preserving θ∗-affine automorphism of the dyadic rationals which
has no fixed point. Therefore it is hyperbolic, although its extension (under the base change functor
— see [15, Theorem 8(3)]) to R fails to be hyperbolic. However, g is not essentially hyperbolic in
a sense that we will presently make precise.
Let Λ0 be an ordered abelian group, θ∗ ∈ Aut
+(Λ0), and λ0 ∈ Λ0. We will say that λ0
is θ∗-tame if [λ1 − θ∗(λ1)] ⊂ [λ0] for all λ1 ∈ Λ0. Note that if this condition is satisfied for
λ1 with λ0 ∈ [λ1], it follows that the condition is satisfied for all λ1. For if [λ1] ⊂ [λ0] and
[λ1 − θ∗(λ1)] ⊇ [λ0], then [θ∗(λ1)] ⊇ [λ0]. Replacing λ1 by θ∗(λ1), the assumed condition gives
[θ∗(λ1)−θ
2
∗(λ1)] ⊂ [λ0]. On the other hand we have [λ1] ⊂ [λ0] ⊆ [θ∗(λ1)], giving [θ∗(λ1)] ⊂ [θ
2
∗(λ1)]
and hence [θ∗(λ1)− θ
2
∗(λ1)] = [θ
2
∗(λ1)] ⊃ [λ0], a contradiction.
We will find it convenient to use the notation a ≪ b, or equivalently b ≫ a, if ka < b for all
k ∈ Z. In particular, b must be positive. We will write [a] = [a]Λ0 for the convex subgroup of Λ0
generated by a. It is easy to check that
(a). if a≪ b and b ≤ c then a≪ c;
(b). if a, b≪ c then ka+ lb≪ c for k, l ∈ Z;
(c). if a, b≪ c then a≪ kb+ lc for k, l ∈ Z, l > 0.
However a ≪ |b|, |c| does not imply a ≪ |b + c| as the case c = −b shows. We will use properties
(a)-(c) throughout this section without further comment. Note also that
[a]Λ ⊂ [b]Λ ⇔ ka < |b| for all k ∈ Z⇔ a≪ |b| ⇔ |a| ≪ |b|.
Lemma 3.4. Let σ be an order-preserving θσ-affine automorphism of a linear Λ0-tree L, and let
ι : L→ Λ0 be an isometric embedding. There exists νσ ∈ Λ0 such that
ι(σx) = θσι(x) + νσ for all x ∈ L.
Moreover, νσ and νσ−1 have opposite signs.
Proof: Fix a compatible linear order ≤ on L and let x0 ∈ L. For x ∈ L such that ι(x) ≥ ι(x0)
we have ι(σx) ≥ ι(σx0), whence
ι(σx) − ι(σx0) = d(σx, σx0)
= θσd(x, x0)
= θσ(ι(x) − ι(x0))
= θσι(x) − θσι(x0);
the equation ι(σx) − ι(σx0) = θσι(x) − θσι(x0) is similarly established if ι(x) ≤ ι(x0). Thus
ι(σx) − θσι(x) is independent of the choice of x ∈ L. Thus there is a constant νσ such that
ι(σx) − θσι(x) = νσ.
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To establish the final assertion, note that νσ−1 > 0 if and only if ι(σ
−1x′) > θσ−1ι(x
′) for all
x′ ∈ Aσ−1 = Aσ. If νσ and νσ−1 are both positive then ι(σx) > θσι(x) for all x ∈ Aσ. Putting
x′ = σx then yields a contradiction. The case where both νσ−1 and νσ are negative can be similarly
dismissed. 
Note that νσ depends on the choice of isometric embedding ι. Replacing ι by ±ι + k has the
effect of replacing νσ by ±νσ + (1 − θσ)(k). This accounts for all possible values of νσ since all
other isometric embeddings are of this form; this follows from [6, Lemma 1.2.1].
A hyperbolic θσ automorphism σ of a Λ0-tree X is essentially hyperbolic if νσ is θσ-tame;
explicitly, if [(1 − θσ)(λ0)]Λ0 ⊂ [νσ]Λ0 for all λ0 ∈ Λ0. Thus σ is essentially hyperbolic if (1 −
θσ)(λ0)≪ |νσ| for all λ0, which, for λ1 ∈ Λ0, is equivalent to the requirement that (1 − θσ)(λ0 +
λ1) ≪ |νσ ± (1 − θσ)(λ1)| for all λ0. It follows that the designation of σ as essentially hyperbolic
is independent of the choice of ι that determines the value of νσ. Note that a hyperbolic isometry
is automatically essentially hyperbolic.
We will write λ′ = λ+ o(g) if λ′ − λ ∈ [im(1− θg)]; thus, g is essentially hyperbolic if and only
if νg 6= 0 + o(g) = o(g). (Since all groups under consideration are torsion-free, this should cause
no confusion with the order of g.) An affine action is essentially free if all non-trivial elements are
essentially hyperbolic.
Lemma 3.5. (a). Let σ be a hyperbolic non-rigid affine automorphism of a Λ0-tree. There exist
x, y ∈ Aσ for which σ[x, y] ⊂ [x, y] or [x, y] ⊂ σ[x, y].
(b). Essentially hyperbolic automorphisms are rigid.
(c). A hyperbolic affine automorphism of an R-tree is essentially hyperbolic if and only if it is an
isometry.
(d). If Γ has an essentially free affine action on a Λ0-tree X0 then the induced affine action on
its Λ0-fulfilment is essentially free (and hence free).
(e). Let g, h ∈ G where G has an essentially free affine action on a Λ0-tree and suppose that
h−1gh = g−1. Then g = 1.
Proof: (a) Replacing σ by its inverse if necessary, we may suppose that x, y ∈ X with σ[x, y] ⊂
[x, y]. Replacing σ by σ2 we may assume that [x, σx, σy, y]; moreover Aσ = Aσ2 , by [15, Theorem
14(10)]. By [15, Theorem 14(8)] there exists a point p ∈ [x, σx]∩Aσ and a point q ∈ [σy, y]. Since
Aσ is a subtree, we therefore have σx, σy ∈ Aσ, and thus x, y ∈ Aσ.
(b) Suppose that σ is a hyperbolic automorphism of X but is not rigid. Then embedding Aσ
in Λ as in Lemma 3.4, there exist x0, x1 ∈ Aσ such that either θσι(x0) + νσ = ισ(x0) ≤ ι(x0) <
ι(x1) < ισ(x1) = θσι(x1) + νσ or ι(x0) ≤ θσι(x0) + νσ < θσι(x1) + νσ < ι(x1). In the former
case we then have (1− θσ)(ι(x1)) < νσ ≤ (1− θσ)(ι(x0)), so that [im(1 − θσ)] cannot be properly
contained in [νσ] for all λ; thus σ cannot be essentially hyperbolic. The latter case can be handled
similarly.
(c) If (1 − θσ)(λ) ≪ |νσ| for all λ ∈ R, then this forces (1 − θσ)(λ) = 0; that is, θσ = 1. The
converse is trivial.
(d) Consider the induced θ-affine action of Γ on the Λ0-fulfilment X¯0 of X0. For non-trivial
g ∈ Γ, consider Ag ⊆ X¯0 and let ι : Ag → Λ0 be an injection; since X¯0 is full, ι is in fact surjective.
If gx = x for some x ∈ Ag, then ι(x) = ι(gx) = θgι(x) + νg, giving (1 − θg)(ι(x)) = νg, which
violates the essential hyperbolicity of g.
(e) By part (b) an essentially free action is free and rigid. Now Ag = Ag−1 = Ah−1gh = h
−1Ag,
so that Ag is h-invariant. If g 6= 1 then g is hyperbolic and Ag = Ah is a linear subtree stabilised by
〈g, h〉; moreover the orientation is preserved by g and h. By Proposition 3.3(b) 〈g, h〉 is orderable,
which is impossible, since only the identity can be conjugate to its inverse in an orderable group.

Note that the converse of Lemma 3.5(b) is not valid: a simple example is afforded byX = {0}×Z,
Λ = Z× Z = X¯, θσ(k,m) = (k,m+ k), and σ(k,m) = (k,m+ k + 1).
There are cases of θ∗ ∈ Aut
+(Λ0) for which there is no essentially hyperbolic θ∗-affine automor-
phism of any Λ0-tree: consider Λ0 = ω(Z
Z), and θ∗ : (nk)k∈Z 7→ (nk+1)k∈Z. Then for any positive
(νk)k∈Z ∈ Λ0 with least non-zero entry in the k0th position we can take nk0 to be negative and all
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other nk to be zero. Then (1 − θ∗)(nk) > (νk); thus no element of Λ0 is θ∗-tame. It follows that
Proposition 3.1 cannot be strengthened to guarantee the existence of non-trivial essentially free
actions on Λ0-trees for all ordered abelian groups Λ0.
In [15] we showed that free affine actions of groups yield free affine actions of their free products
and ultraproducts. We now show that essential freeness is similarly preserved by these construc-
tions.
Proposition 3.6. (a). For x ∈ X and u = Y(g−1x, x, gx), let bx(g) = d(u, gu). We have
(i) νg = ǫbx(g) + o(g) where ǫ = ±1;
(ii) (1− θγgγ−1) = θγ(1 − θg)θγ−1 ;
(iii) bγx(γgγ
−1) = θγbx(g);
(iv) θγo(g) = o(γgγ
−1);
(v) νγgγ−1 = ±θγνg + o(γgγ
−1);
(vi) If g1, . . . , gm ∈ G and gk is the product g1 · · · gk, then (1− θgm) =
∑m
k=1 θgk−1(1− θgk).
(b). Suppose that Gi has an essentially free θ
(i)-affine action on a Λ0-tree for i ∈ I (where θ
(i) :
Gi → Aut
+(Λ0) is a homomorphism.) The induced action of the free product G = ∗i∈IGi on
the Λ0-tree X (see [15, Theorem 34]) is essentially free.
Proof: (a) (i) If ι : Ag → Λ0 is chosen so that ι(gu) ≥ ι(u) = 0, we have
νg = ι(gu)− θgι(u)
= ι(gu)− 0
= ι(gu)− ι(u)
= bx(g),
and for any other isometric embedding ι′, we have ν′g = ǫbx(g)+(1−θg)(k) = ǫbx(g)+o(g), where
ǫ = ±1.
Assertions (ii) and (iii) are routine; let us consider (iv). Note first that if λ2 = θγλ1 then
(1 − θg)(λ1) and (1 − θγgγ−1)(λ2) = θγ(1 − θg)(λ1) have the same sign. Thus λ0 < |(1 − θg)(λ1)|
precisely when θγ(λ0) < |(1−θγgγ−1)(λ2)|. Therefore λ0 = o(g) precisely when θγ(λ0) = o(γgγ
−1).
(v) From part (i) and (iii), we have (for some ǫ, ǫ′ ∈ {1,−1})
νγgγ−1 = ǫθγbγ−1x(g) + o(γgγ
−1)
= ǫθγ(ǫ
′νg + o(g)) + o(γgγ
−1)
= ±θγνg + o(γgγ
−1)
Part (vi) is a routine calculation.
(b) The cited theorem guarantees that the action of G is free. We will use the notation g · h
to denote the product gh in the case where g and h belong to distinct free factors. Let g =
g1 · g2 · · · gk. If k = 1 then the required assertion (1 − θg)(λ0) ≪ |νg| is immediate from our
hypotheses. So assume that k ≥ 2. We can write g as a conjugate γ(h1 · h2 · · ·hm)γ
−1 where hm
and h1 belong to distinct free factors. Now νg = ±θγνh1···hm + θγo(h1 · · ·hm) by parts (v) and
(iv), and (1 − θg)(λ0) = θγ(1 − θhm)(θγ−1λ0), using part (ii). It therefore suffices to show that
(1−θg)(λ0)≪ |νg| in the case where g = g1 ·g2 · · · gk, and gk and g1 belong to distinct free factors.
As in [15, Theorem 34], we choose a basepoint xi for each action of Gi (i ∈ I), and let x be the
basepoint of the resulting action of G on X for which L = Lx. Then taking g = g1 · · · gk, we have
d(g−1x, x) + d(x, gx) = θg−1(1 + θg)L(g), while g
2 = g1 · · · gk · g1 · · · gk, whence L(g
2) = L(g) +
θgL(g) = (1 + θg)L(g) by [15, Theorem 34]. It follows that d(g
−1x, x) + d(x, gx) = θg−1L(g
2) =
d(g−1x, gx); thus x ∈ Ag. Therefore L(g) = bx(g) = ǫνg + o(g). Moreover, our hypotheses ensure
that (1 − θgi)(λ0) ≪ |νgi | = bx(gi) ≤ L(gi). Since by definition L satisfies L(g1 · g2 · · · gk) =
14
∑k
i=1 θgi−1L(gi) for k ≥ 1, we have
(1− θg)(λ0) =
k∑
i=1
θgi−1(1− θgi)(λ0)
≪
k∑
i=1
θgi−1L(gi)
= L(g)
= |νg|+ o(g)

Proposition 3.7. If Gi has an essentially free θ
(i)-action on a Λi-tree Xi for i ∈ I and D is an
ultrafilter in I then the ultraproduct ∗G =
∏
i∈I Gi/D has an essentially free
∗θ-affine action on
the ∗Λ-tree ∗X =
∏
i∈I Xi/D, where
∗Λ =
∏
i∈I Λi/D and
∗θ〈gi〉〈λi〉 = 〈θ
(i)
gi λi〉.
Proof: The action is as described in [15, Theorem 39], where it is shown to be free.
For 〈1〉 6= 〈gi〉 ∈
∗G, and for i ∈ I let ιi : A
(i)
g → Λi be an isometric embedding. We note first
that A〈gi〉 consists of 〈xi〉 with xi ∈ A
(i)
gi for almost all i: for
〈xi〉 ∈ A〈gi〉 ⇔
∗d(〈gi〉
−1〈xi〉, 〈xi〉) +
∗d(〈xi〉, 〈gi〉〈xi〉) =
∗d(〈gi〉
−1〈xi〉, 〈gi〉〈xi〉)
⇔ 〈di(g
−1
i xi, xi) + di(xi, gixi)〉 = 〈di(g
−1
i xi, gixi)〉
⇔ xi ∈ A
(i)
gi for almost all i.
Define ∗ι : A〈gi〉 →
∗Λ via 〈xi〉 7→ 〈ιi(xi)〉. It is routine to show that
∗ι is an isometric
embedding of A〈gi〉 in
∗Λ. By Lemma 3.4 we now have ∗ι(〈gi〉〈xi〉) =
∗θ〈gi〉
∗ι(〈xi〉) + ν〈gi〉, giving
〈ν
(i)
gi 〉 = 〈ιi(gixi) − θ
(i)
gi (ιi(xi))〉 = ν〈gi〉. Now (1 − θ〈gi〉)〈λi〉 = 〈(1 − θ
(i)
gi )(λi)〉 ≪ 〈|ν
(i)
gi |〉 = |ν〈gi〉|.
That is, ν〈gi〉 is
∗θ〈gi〉-tame. 
3.2 Regular embeddings of ordered abelian groups
Given ordered abelian groups Λ0 and Λ1, an o-embedding (that is, an order-preserving group
embedding) h of Λ0 in Λ1, and an embedding h¯ : θγ 7→ ηγ of Aut
+(Λ0) in Aut
+(Λ1), we call (h, h¯)
an ample pair for Λ0 and Λ1, and h an ample embedding if
(a). h · θγ = ηγ · h for all θγ ∈ Aut
+(Λ0);
(b). [im(1 − θg)]Λ0 ⊂ [µ]Λ0 ⇒ [im(1− ηg)]Λ1 ⊂ [h(µ)]Λ1
The notation ηg is intended to imply that ηg = h¯(θg). In practice we will suppress h¯, and leave
the map to which it refers implicit in the rule θg 7→ ηg.
With regard to condition (b), note that it is automatic from (a) that [im(1− θg)] ⊂ [µ] implies
[im(1 − ηg)h] ⊂ [h(µ)]. If one also has im(1 − ηg)] ⊆ [im(1 − ηg)h] then condition (b) follows;
however in general the former condition need not be satisfied.
We will often suppress explicit mention of η and refer to h as an ample embedding.
A regular embedding is an ample embedding for which Aut+(Λ1) acts transitively on h(Λ
>0
0 ).
An ordered abelian group Λ0 is regular if Aut
+(Λ0) acts transitively on (Λ0)
>0. A strongly regular
embedding is an ample embedding for which the codomain is a regular ordered abelian group. Of
course strongly regular embeddings are regular. It is straightforward to show that the composi-
tion of ample, regular or strongly regular embeddings is again ample, regular or strongly regular,
respectively.
Lemma 3.8. (a). Let Λω be ordered abelian groups where ω ranges through a linearly ordered
set Ω and let Λ = ω(
∏
ω∈Ω Λω). Fix ω
′ ∈ Ω and for a given θω
′
g ∈ Aut
+(Λω′) define
θg ∈ Aut
+(Λ) via θg(λω)ω∈Ω = (λ
′
ω)ω∈Ω where λ
′
ω =
{
θω
′
g λ
′
ω ω = ω
′
λω ω 6= ω
′,
and h : Λω′ → Λ
via h(λ) = (µω)ω∈Ω where µω =
{
λ ω = ω′
0 ω 6= ω′.
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Then if h¯ : θω
′
g 7→ θg then (h, h¯) is an ample pair.
(b). Let h : Λ0 → Λ1 be an ample embedding. Then if G has an essentially free θ-affine action on
a Λ0-tree X, the induced action of G on X
′ = Λ1 ⊗Λ0 X is η-affine and essentially free.
Proof: (a) For λ ∈ Λω′ , direct calculation shows that θgh(λ) = (µω)ω∈Ω = hθ
ω′
g (λ), where
µω =
{
θω
′
g (λ) ω = ω
′
0 ω 6= ω′.
Next, suppose that (1− θω
′
g )(λ)≪ µ for all λ ∈ Λω′ . Then (1− θg)(λω)ω∈Ω = (µ¯ω∈Ω) where
µ¯ω =
{
(1− θω
′
g )(λω′) ω = ω
′
0 ω 6= ω′,
while the ωth entry of h(µ) is equal to µ if ω = ω′ and 0 otherwise. The ampleness of h follows.
(b) We will use primes to refer to accessories of the action of G on X ′; thus, for example, A′g
denotes the axis of g in X ′ while Ag is the axis of g in X .
By [15, Theorem 8(3)], there is a natural η-affine action of G on X ′ and a G-equivariant em-
bedding φ : X → X ′. Fix g 6= 1. Then g is a hyperbolic automorphism of X , and for x ∈ Ag ⊆ X ,
using properties noted in this theorem, we have
d(g−1x, gx) = d(g−1x, x) + d(x, gx) ⇒ h d(g−1x, gx) = h d(g−1x, x) + h d(x, gx)
⇒ d′(φ(g−1x), φ(gx)) = d′(φ(g−1x), φ(x)) + d′(φ(x), φ(gx))
⇒ d′(g−1φ(x), gφ(x)) = d′(g−1φ(x), φ(x)) + d′(φ(x), gφ(x))
⇒ φ(x) ∈ A′g ⊆ X
′;
Thus φ(Ag) ⊆ A
′
g. Now choose an isometric embedding ι : Ag →֒ Λ0. For distinct x, y ∈ Ag, we
have φ(x) 6= φ(y), and we put ι′(φ(x)) = hι(x) and ι′(φ(y)) = hι(y). Note that |ι′φ(x)− ι′φ(y)| =
d′(φ(x), φ(y)) and so, by [6, Lemma 2.3.1] there is a unique isometric extension of ι′ to A′g, and
ι′φ = hι.
Now by Lemma 3.5, ι(gx) = θgι(x) + νg for x ∈ Ag and similarly for A
′
g, giving
ν′g = ι
′(gφ(x)) − ηgι
′(φ(x))
= ι′(φ(gx)) − ηgι
′(φ(x))
= hι(gx)− ηghι(x)
= hι(gx)− hθgι(x)
= h (ι(gx)− θgι(x))
= h(νg)
Finally, essential freeness of the action onX guarantees that for g 6= 1 we have [im(1−θg)] ⊂ [νg],
while the ampleness of h gives [im(1− ηg)] ⊂ [h(νg)] = [ν
′
g]; thus ν
′
g is ηg-tame. 
Proposition 3.9. (a). Let Λ0 be an ordered abelian group of finite rank. Then Λ0 admits a
strongly regular embedding in ω(RZ).
(b). Let Λ0 be an arbitrary ordered abelian group. There exists an ordered abelian group Λ1 in
which Λ0 admits a regular embedding.
Proof: (a) It is well-known that every ordered abelian group Λ0 of finite rank n embeds in R
n
(with the lexicographic order), whence it embeds in Λ1 = ω(R
Z), via h : (x1, . . . , xn) 7→ (xm)m∈Z,
where xi = 0 if i is not in the range between 1 and n. For o-automorphisms θg of R
n, there is an
extension to ω(RZ) defined by fixing the entries outside this range, which we will also denote by
θg. By Lemma 3.8(a), this embedding is ample.
Moreover, given positive λ, λ∗ ∈ Λ1, we can choose a shift σ : (yi)i∈Z 7→ (yi−k)i∈Z so that σλ
and λ∗ both have i0 as the first position with a non-zero (and hence positive) entry. Applying
the o-automorphism κ that replaces the i0th entry of σ(λ) by a suitable scalar multiple, we can
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ensure that the first non-zero entries of κ ·σ(λ) and λ∗ are equal. Finally, adding suitable multiples
of the first non-zero entry to subsequent entries we obtain an o-automorphism ξ of Λ1 such that
ξ · κ · σ(λ) = λ∗. Thus Aut+(Λ1) acts transitively on the positive elements of Λ1.
(b) Let the finite rank subgroups of Λ0 be given by Λi (i ∈ I). Let ιi be a strongly regular
embedding of Λi in ω(R
Z).
We can choose an ultrafilter D in I such that Λ0 embeds in
∗Λ =
∏
i∈I Λi/D via λ 7→ 〈λi〉,
say: one chooses D such that λ = λi ∈ Λi for almost all i. Now form an embedding h of Λ0 in
Λ′ =
∏
i∈I ω(R
Z)/D:
h : λ 7→ 〈ιi(λi)〉.
Defining ηg : 〈λi〉 7→ 〈θgλi〉 for θg ∈ Aut
+(Λ0), it is straightforward to check that h is an ample
embedding. Moreover, for positive λ = 〈λi〉, λ
∗〈λ∗i 〉 ∈ Λ
′ and i ∈ I using the regularity of ιi
we can obtain (for almost all i) a map θgi ∈ Aut
+ ω(RZ) such that θgi(ιiλi) = ιiλ
∗
i . Thus
θ〈gi〉h(λ) = θ〈gi〉〈ιiλi〉 = 〈θgi(ιiλi)〉 = 〈ιiλ
∗
i 〉 = h(λ
∗); that is, Aut+(Λ1) acts transitively on imh.

3.3 Some combinations of ATF groups
Suppose now that a signature (S1)-(S5) is given as in Theorem 2.3 and consider the following
condition.
(IE) θ∂0eαe(s) = 1 for all s ∈ G(e), e ∈ E(Y
∗).
We will say that edge groups are isometric in this case (note that this shorthand does not imply
that αe(G(e)) is contained in the kernel of β). Then assuming (C1) we have end homomorphisms
τe : αeG(e)→ Λ0 such that ℓ(αe(g)) = |τeαe(g)| (g ∈ G(e)). See [2, 1.6] for the definition and basic
properties of end homomorphisms. Note that if in the context of Theorem 2.1 the action of Γ on
a Z × Λ0-tree is free and (IE) is satisfied, then the action of each αeG(e) on X(∂0e) is free and
isometric and fixes the end ǫe. Thus there is a line (ǫe, ǫ¯e) of X(∂0e) stabilised by αeG(e). (Recall
that a line in a Λ0-tree X0 is a maximal linear subset of X0.)
In the presence of assumption (IE), conditions (C3) and (C4) are respectively equivalent to
(C3IE) θge = 1 if ge = 1;
(C4IE) θgeµαe(s) = µα|e|(s) (s ∈ G(e), e ∈ E(Y
∗)), and µx
∗
: G(x∗) → Λ0 is a homomorphism
(x∗ ∈ Y ∗). Moreover, µge = 0 if ge = 1;
Furthermore, assuming (IE), we have
θge
[
θαe(s)δe − δe · αe(s)
]
+ θge¯
[
θαe¯(s)δe¯ − δe¯ · αe¯(s)
]
= θge [δe − δe · αe(s)] + θge¯ [δe¯ − δe¯ · αe¯(s)]
= − [θge · τe · αe(s) + θge¯ · τe¯ · αe¯(s)]
and so the compatibility condition (C5) is equivalent to the tidier identity
(C5IE) θge · τe · αe(s) + θge¯ · τe¯ · αe¯(s) = −µα|e|(s), s ∈ G(e).
We will specialise further in several of the following corollaries to the case where the edge groups
are cyclic. That is, we will assume
(CIE) For e ∈ E(Y ∗) we have G(e) cyclic and θ
∂Y
∗
0 e
αe(s)
= 1 for s ∈ G(e).
Now consider the following weakened version of (C1).
(C1∧) αeG(e) = (G(∂0e))ǫe (e ∈ E(Y
∗)).
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Corollary 3.10. Suppose that data as in (S1)-(S5) are given (see Theorem 2.3).
(a). Assume that (IE), and the compatibility conditions (C1), (C2), (C3 IE), (C4 IE) and (C5 IE)
are satisfied. Then π1(G) admits an affine action as in (A1)-(A4). If in addition the actions
of the vertex groups are free, so is the resulting action of π1(G).
(b). Assume that the compatibility conditions (C1∧) and (C2)-(C5) are satisfied. Then π1(G)
admits an affine action as in (A1)-(A4). If the vertex group actions are essentially free, then
the action of π1(G) is free.
(c). If the given actions of the vertex groups are essentially free and condition (IE) is satisfied,
and if (C1∧), (C2), (C3 IE), (C4 IE), (C5 IE) then π1(G) admits a free affine action as in
(A1)-(A4).
Proof: Part (a) summarises the observations above, while the assertions of parts (b) and (c)
are easy consequences of Lemma 3.2 and Lemma 3.5(d). 
Lemma 3.11. Let Γ0 be a group equipped with a θ-affine action on a Λ0-tree (X0, d0). Let ǫ be
an end of X0, and δ : X0 → Λ0 an end map towards ǫ. Let η ∈ Aut
+(Λ0) and d1 = η · d0. Then
(X0, d1) is a Λ0-tree, the action of Γ0 on (X0, d1) is (η · θ · η
−1)-affine, and the end maps with
respect to the metrics d0 and d1 are in natural bijective correspondence via δ0 7→ η · δ0. If ǫ is an
end of full Λ0-type with respect to d0, it is of full Λ0-type with respect to d1.
Proof: Writing [x, y]i for segments in Xi, one notes first that d0(x, z) = d0(x, y) + d0(y, z) if
and only if ηd0(x, z) = ηd0(x, y)+ ηd0(y, z); it follows that [x, z]0 = [x, z]1. It follows that (X0, d1)
is indeed a Λ0-tree with the same segments, X0-rays and ends as (X0, d0). Moreover if ǫ is of full
Λ0-type with respect to d0 then {d0(x, y) : y ∈ [x, ǫ)} = [0,∞)Λ0 giving {d1(x, y) : y ∈ [x, ǫ)} =
η[0,∞)Λ0 = [0,∞)Λ0 , whence ǫ is of full Λ0-type with respect to d1; the converse is obvious.
Now if δ0 is an end map towards ǫ with respect to d0 then δ0(y)− δ0(x) = d0(x, y) for y ∈ [x, ǫ),
whence η · δ0(y) − η · δ0(x) = η · d0(x, y); that is, δ1 = η · δ0 is an end map with respect to d1.
Reversing this argument gives the required assertion concerning end maps.
That the action on (X0, d1) is (η · θ · η
−1)-affine is a straightforward calculation. 
An easy calculation also shows that θge · τe · αe(st) = θge · τe · αe(s) + θge · τe · αe(t). Thus if
G(e) = 〈se〉 is cyclic, and the equation in (C5IE) holds for s = se, it follows that (C5IE) holds for
all s ∈ G(e).
Lemma 3.12. Let g be a hyperbolic βg-affine automorphism of a Λ-tree X (where Λ = Z×Λ0), and
suppose that g stabilises some ball X0 of radius 0×Λ0. Suppose that βg : (1, λ0) 7→ (1, θgλ0 + µg).
Let ι¯ : A¯g → Λ0 be an isometric embedding, where A¯g is the axis of g with respect to the
action of g on X0 (thus A¯g is equal to Ag ∩ X0, and is viewed as a Λ0-tree). There exists an
isometric embedding ι : Ag → Λ such that ι(x) = (0, ι¯(x)) for x ∈ A¯g. If ι(gx) = βgι(x) + νg and
ι¯(gx) = θg ι¯(x) + ν¯g then νg = (0, ν¯g).
If g is essentially hyperbolic as an automorphism of X0, then g is an essentially hyperbolic
automorphism of X if and only if µg ≪ |ν¯g|.
Proof: Put ιˆ(x) = (0, ι¯(x)); this defines a Λ-isometric embedding of A¯g in Λ. Since g is
hyperbolic, A¯g contains more than one point, and we may apply [6, Lemma 2.3.1] to extend ιˆ to
an embedding ι of Ag in Λ.
By Lemma 3.4 there exists νg such that for x ∈ A¯g we have
ι(gx) = βgι(x) + νg
= (0, θg ι¯(x)) + νg.
Note that gx ∈ A¯g and therefore
ι(gx) = (0, ι¯(gx))
= (0, θg ι¯(x) + ν¯g),
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so comparing these two expressions, we get νg = (0, ν¯g).
Now suppose that (1 − βg)(k, λ0) ≪ |νg| for all (k, λ0) ∈ Λ. Then (0, (1 − θg)(λ0)) ≪ |(0, ν¯g)|
and (0, (1− θg)(λ0)− kµg)≪ |(0, ν¯g)|, whence kµg ≪ |ν¯g| for all k; in particular, µg ≪ |ν¯g|.
Conversely, suppose that µg ≪ |ν¯g|. Now the essential hyperbolicity of g (with respect to X0)
gives (1 − θg)(λ0) ≪ |ν¯g| for all λ0 ∈ Λ0, whence (1 − βg)(k, λ0) = (0, (1 − θg)(λ0) − kµg) ≪
|(0, ν¯g)| = |νg|. 
Consider now the following condition, a modification of (C2).
(C2′) If ∂0ei = x
∗ (i = 1, 2, 3) and G(e1) 6= 1, then the αeiG(ei) are not all conjugate in G(x
∗).
Lemma 3.13. Suppose that a graph of groups (G, Y ∗, T ∗) is given as in (S1), with free θx
∗
-
affine actions of G(x∗) on Λx∗-trees, and that (CIE) and (C2’) are satisfied. Suppose that αeG(e)
coincides with the stabiliser in G(∂0e) of some end of X(∂0e) and that αe(s) is not conjugate in
π1(G) to αe(s
−1) whenever e ∈ E(Y ∗) and 1 6= s ∈ G(e).
(a). There exists an orientation E+ ⊆ E(Y ∗) and, for e ∈ E(Y ∗) with G(e) 6= 1, there are
generators se of G(e) = G(e¯) such that αe(se) translates towards ǫe and αe¯(s
−1
e ) translates
towards ǫe¯ if e ∈ E
+.
(b). For e 6= f with ∂0e = ∂0f = x
∗ the ends ǫe and ǫf are in distinct G(x
∗)-orbits.
Proof: Consider an edge e for which the edge group G(e) is non-trivial, and define an oriented
subgraph Y ∗e as follows. Declare e = e0 and e¯ = e¯0 to be edges of Y
∗
e with e as the positively
oriented edge, and inductively declare ek+1 and e¯k+1 to be edges of Y
∗
e (with ek+1 as the positively
oriented edge) if ∂0ek+1 = ∂0e¯k and αek+1G(ek+1) is conjugate (in G(∂0e¯k)) to αe¯kG(ek) for some
ek ∈ Y
∗
e . It is easy to see that Y
∗
e is connected and that the embedded images αe′G(e
′) of all
edge groups in π1(G) are conjugate and non-trivial for e
′ ∈ E(Y ∗e ). We claim that the degree
of each vertex of Y ∗e is at most 2. For otherwise, if x
∗ has degree greater than 2, there exist
f0, f1, f2 ∈ E(Y
∗) such that ∂0fi = x
∗ for each i. Then the subgroups αfiG(fi) are all conjugate
in G(x∗) and non-trivial (since G(e) 6= 1), which violates condition (C2’).
It is also straightforward to see that Y ∗ek+1 = Y
∗
ek for ek ∈ Y
∗
e . It follows that the set of edges
with non-trivial edge group is expressible as a disjoint union of sets of the form E(Y ∗f ).
For each Y ∗e take a positively oriented edge e0 ∈ E(Y
∗
e ) (possibly the same e0 as above) and
choose a generator se0 = se¯0 ∈ G(e0). Then there are exactly two ends of X(∂0e0) fixed by αe0(se0 ):
let ǫe0 be the end for which αe0 (se0) translates towards ǫe0 , and denote the other end by ǫ¯e0 . We let
ǫe¯0 be the end of the axis of αe¯0 (se0) (in X(∂0e¯0)) for which αe¯0(se0) translates away from ǫe¯0 , and
denote the other end of this axis by ǫ¯e¯0 . Inductively, if ∂0e¯k is incident to another edge ek+1 of Y
∗
e ,
so that ∂0ek+1 = ∂0e¯k, ek+1 6= e¯k, ∂0e¯k+1 is not incident to any edge of Y
∗
e , and uαe¯kG(ek)u
−1 =
αek+1G(ek+1), then let the generator sek+1 be chosen such that αek+1(sek+1) = uαe¯k(se¯k )u
−1. Since
αek+1(sek+1) is not conjugate to its inverse, this choice of sek+1 is independent of u. Moreover
αe¯k(sek) translates away from ǫe¯k , and hence αek+1(sek+1) = uαe¯k(sek)u
−1 translates away from
uǫe¯k . We let ǫek+1 be the other end of the axis of αek+1(sek+1) (in X(∂0ek+1)). Thus αek+1(sek+1)
translates towards ǫek+1 . Since e¯k and ek+1 are the only edges of Y
∗
e incident to ∂0ek+1, our choice
of ǫek+1 ensures that condition (b) is satisfied.
For edges e−1 ∈ E(Y
∗
e ) with ∂0e0 = ∂0e¯−1 incident to e−1 and e−1 /∈ {ek, e¯k : k ≥ 1} we can
define se−1 and ends ǫe−1 , and e−k and se−k in a similar fashion.
We thus obtain ends ǫek for each ek ∈ E(Y
∗
e ) in a maximal subtree of Y
∗
e and the required
conditions (a) and (b) are satisfied for edges of this subtree. If Y ∗e is not a tree there is exactly
one further edge em ∈ Y
∗
e , with ∂0em = ∂0e¯m−1 and ∂0e¯m = ∂0e0. Now αe¯mG(em) is conjugate to
αe0G(e0). In fact, the Bass-Serre relations for π1(G) ensure that αek(sk) is conjugate to αe¯k(sk)
for all k, and the definition of Y ∗e ensures that αek (sk) is conjugate to αek+1(sk+1) for 0 ≤ k ≤
m− 1. Thus αe0(se0) is conjugate to αe¯m(sem). Our assumption that no non-trivial element of an
embedded edge group can be conjugate in Γ to its inverse ensures that the ends ǫem and ǫe¯m can
be chosen so that αem(sem) translates towards ǫem and αe¯m(sem) translates away from ǫe¯m .
Repeating this procedure for the other graphs Y ∗e′ results in an assignment e 7→ ǫe with the
required properties (a) and (b) for all edges with non-trivial edge group. For trivial G(e) we choose
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ǫe arbitrarily among the ends that have trivial stabiliser in such a way that condition (b) is satisfied.
(That such an assignment of ends to edges is possible in this case is essentially shown in [2, 4.9].)
Finally suppose that ǫe = γǫf for edges e and f with ∂0e = ∂0f = x
∗ and non-trivial γ ∈ G(x∗).
Then G(e),G(f) 6= 1, and αe(s
χe
e ) and γαf (s
χf
f )γ
−1 both translate towards γǫf where χe′ = 1 if
e′ ∈ E+ and χe′ = −1 if e¯′ ∈ E
+. Since both of these elements generate end stabilisers of G(x∗),
we must have γG(f)γ−1 = αeG(e). Thus Y
∗
e = Y
∗
f . But we have already established that if f ∈ Y
∗
e
then ǫe and ǫf lie in distinct G(x
∗) orbits for e 6= f ; thus e = f . 
We can now establish the main result of this section which concerns combinations of groups
that admit essentially free actions. The proof exploits the degrees of freedom afforded by the θge
to ensure that under suitable hypotheses the condition (C5) is satisfied with µg = 0 for all g.
Theorem 3.14. Let a graph of groups (G, Y ∗, T ∗) be given as in (S1), and for x∗ ∈ Y ∗ let a
Λx∗-tree X(x
∗) be given on which G(x∗) has an essentially free θ¯x
∗
-affine action (where θ¯x
∗
:
G(x∗)→ Aut+(Λx∗) is a homomorphism). For e ∈ E(Y
∗) suppose that αeG(e) coincides with the
stabiliser in G(∂0e) of some end of X(∂0e), and that αe(g) is not conjugate in π1(G) to αe(g
−1)
for 1 6= g ∈ G(e).
Assume further that conditions (CIE) and (C2’) are satisfied. Then Γ = π1(G) admits an
essentially free affine action on a Λ-tree.
If Λx∗ = Λ0 for all x
∗ ∈ Y ∗ and Λ0 is regular we can take Λ = Z× Λ0.
Proof: We first arrange things so that the ordered abelian groups Λx∗ match up. We can do
this by taking an arbitrary linear order on Y ∗ and embedding each Λx∗0 in Λ1 = ω(
∏
x∗∈Y ∗ Λx∗) as
in Lemma 3.8(a). Furthermore, using Proposition 3.9(b), we can find a regular embedding h of Λ1
in an ordered abelian group Λ0. Applying the base change functor to each of these embeddings,
we therefore lose no generality in assuming that Λx∗ = Λ0 for all x
∗ ∈ Y ∗. Moreover the actions
of the vertex groups on the resulting Λ0-trees are also essentially free by Lemma 3.8. Of course if
Λx∗ = Λ0 for all x
∗ where Λ0 is regular, these adjustments to Λx∗ are unnecessary.
We now use Lemma 3.2 to extend the actions to the respective Λ0-fulfilments, so all ends are of
full Λ0-type and the resulting actions are still free, by Lemma 3.5(d).
We now assign an end ǫe to each e ∈ E(Y
∗) as in Lemma 3.13. Then the quantities τe ·αe(s) =
δe ·αe(s)− δe and τe¯ ·αe¯(s) = δe¯ ·αe¯(s)− δe¯ have opposite sign for non-trivial s ∈ G(e). That both
are constants is shown in [2, 1.4(b)].
Take a vertex x∗0 of Y
∗, and for each edge e ∈ E(T ∗) with ∂Y
∗
0 e¯ = x
∗
0, choose ηe ∈ Aut
+(Λ0)
such that
ηe · τe · αe(se) + τe¯ · αe¯(se) = 0.
(Since Aut+(Λ0) acts transitively on the embedded image of Λ1 and τe · αe(se) ∈ Λ1 for all e, the
existence of such an ηe follows from the regularity of the embedding of Λ1 in Λ0 and our choice of
se which ensures that τeαe(se) and τe¯αe¯(se¯) have opposite signs.)
Since G(e) is cyclic, it follows that the same identity holds with se replaced by any t ∈ G(e).
Put x∗1 = ∂
Y ∗
0 e and replace the given Λ0-metric dx∗1 on X(x
∗
1) by ηe · dx∗1 . Performing this
replacement for all edges e incident to x∗0 and applying Lemma 3.11, one now has condition (C5IE)
satisfied for each e ∈ E(T ∗) incident to x∗0 at the expense of replacing the homomorphisms θ¯
x∗ by
θx
∗
= ηe · θ¯
x∗ · η−1e . Since we have restricted to edges of a subtree of Y
∗, these adjustments to
the metrics on the Λ0-trees do not come into conflict. Inductively, we can continue this process to
adjust the metric on each X(x∗k) where the length of the reduced path in T
∗ joining x∗k to x
∗
0 is k.
We then have (C5IE) satisfied for all e ∈ E(T
∗).
For each edge e ∈ E(Y ∗) with ∂X
∗
0 e /∈ T
∗ we now choose θge ∈ Aut
+(Λ0) such that
θge · τe · αe(se) + τe¯ · αe¯(se) = 0.
For e with ∂X
∗
0 e ∈ T
∗ we put θge = 1. Setting µge = µ
x∗
s = 0 for all e and all s ∈ G(x
∗), and
taking an arbitrary end map δe towards ǫe for e ∈ E(Y
∗), we now have all the data described by
(S1)-(S5) of Theorem 2.3, and we have ensured that these data satisfy (C1), (C2), (C3IE), (C4IE)
and (C5IE).
The existence of a free β-affine action of Γ now follows from Corollary 3.10. To show that the
action is essentially free, consider g ∈ Γ. If g is not in a conjugate of a vertex group then g stabilises
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no ball of radius 0 × Λ0, whence νg = (m,κ) where m 6= 0. Thus (1 − βg)(m,λ0) ≪ |νg| in this
case.
Otherwise some conjugate g0 of g belongs to a vertex group. That such a g0 — and hence such
a g — is essentially hyperbolic follows from Lemma 3.12. 
The following definition appears in [15, §1.4]. Let P be a class of groups (with {1} ∈ P). A
group G is said to be ATF[P ] if G admits a free affine action on a Λ0-tree (for some Λ0) such that
all line stabilisers are P subgroups, and every P subgroup of G stabilises a line. In this context
we will call a subgroup H of an ATF[P ] group G an end subgroup if either H is trivial and G is
not P , or H is maximal P in G – we include here the possibility that H = G. This amounts to
the assertion that H = Gǫ, the stabiliser of some end ǫ (with respect to a minimal action). Bass
defines end subgroups in the context of isometric actions on Λ0-trees, where all end stabilisers are
automatically abelian. We will consider here the case where P = sol, the class of soluble groups.
This contains all ITF groups as well as ATF(Λ0) groups for which Λ0 has finite rank. Note that
end stabilisers coincide with line stabilisers in this case; see [15, Proposition 27].
Notation 3.15. We will further encumber the notation above with a superscript o if in addition
the action preserves the orientation of each line. Similarly we may add a superscript e if in addition
the action can be taken to be essentially free. For example, ATFo(Λ0) refers to groups that admit
a free (but not necessarily essentially free) affine action on a Λ0-tree where no line has its ends
interchanged by any group element; ATFe[sol] refers to groups G that admit an essentially free
affine action with end stabilisers that are either trivial or maximal soluble in G.
Lemma 3.16. Let (X0, d0) be a Λ0-tree, and h : Λ0 → Λ1 an o-embedding. Let (X1, d1) and
embedding φ : X0 → X1 be the result of applying the base change functor to (X0, d0) and h.
Suppose that β : G → Aut+(Λ0) and η : G → Aut
+(Λ1) are homomorphisms where hβg = ηgh,
and G has a β-affine action on X0. If L0 is a line in X0, then φ(L0) spans a line L1 in X1. If H
is the stabiliser in G of L0, then H is the stabiliser in G of L1.
Proof: We will use the basic properties of the base change functor as in [15, Theorem 8(3)].
Suppose that L0 is a line in X0. If x, y, z ∈ L0 with y ∈ [x, z]0 then d0(x, z) = d0(x, y) + d0(y, z).
Applying h to both sides of this equation and observing that d1(φ(u), φ(v)) = hd0(u, v) we see that
φ(y) ∈ [φ(x), φ(z)]1. Thus φ(L0) is a linear subset of X1. To see that it spans a maximal linear
subset of X1, suppose that w ∈ X1 satisfies [φ(x), w]1 ⊃ [φ(x), φ(u)]1 for all u ∈ L0. Since X1
is spanned by φ(X0), we can take v ∈ X0 with w ∈ [φ(x), φ(v)]1 . Now [φ(x), w]1 ⊆ [φ(x), φ(v)]1 .
Letting ǫ and ǫ′ denote the ends of L0 in X0 and replacing v by Y(v, ǫ, ǫ
′), we have v ∈ L0, whence
φ[x, v]0 ⊂ [φ(x), w]1, since [φ(x), w]1 is a full subset of X1 containing φ(x) and φ(v). But this
contradicts [φ(x), w]1 ⊆ [φ(x), φ(v)]1 . Thus φ(L0) spans a line in X1, which we will denote by L1.
Suppose now that H is the stabiliser of L0. Since φ is an equivariant embedding H must
stabilise φ(L0), and thus L1. Conversely, suppose that gL1 = L1, and that x ∈ L0, so that φ(x)
and φ(gx) = gφ(x) are in L1. Choose u, v ∈ L0 such that φ(x), φ(gx) ∈ [φ(u), φ(v)]1. Then since
h is injective we have x, gx ∈ [u, v]0. It follows that g ∈ H . Therefore H is the stabiliser of L1, as
claimed. 
Lemma 3.17. Suppose that Γ has a free β-affine action on the Λ-tree X (where Λ = Z×Λ0), and
that the actions of Γx∗ on the balls X(x
∗) of radius 0 × Λ0 are free with soluble line stabilisers.
Then the action of Γ has soluble line stabilisers.
Proof: Suppose that H 6= 1 is the stabiliser of the line L ⊆ X , and note that N = H ∩ Γx∗
stabilises the line L∩X(x∗) in X(x∗), viewed as a 0×Λ0-tree, for some x
∗ ∈ X∗. Our assumption
on the vertex groups implies that N is soluble. Moreover N is the kernel of the action of H on the
linear subtree of X∗ stabilised by H ; thus N is normal in H with cyclic quotient H/N whence H
is soluble. 
Corollary 3.18. Let a graph of groups (G, Y ∗, T ∗) be given as in (S1), where each vertex group
G(x∗) has an essentially free affine action on a Λ0-tree with soluble line stabilisers. For e ∈ E(Y
∗)
suppose that αeGe is an end subgroup of G(∂0e).
Assume that conditions (CIE) and (C2’) are satisfied, and that no non-trivial element of Γ is
conjugate to its inverse.
Then Γ is ATFe[sol].
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Proof: Let essentially free θ¯x
∗
-affine actions of the vertex groups G(x∗) on Λx∗-trees be given
where line stabilisers are soluble. It follows from Lemma 3.16 that if H stabilises the line L with
respect to the affine action of a group on a Λ1-tree, then the same is true of the induced action
of H on the Λ2-tree obtained by the Base Change Functor applied to an embedding h : Λ1 → Λ2.
We can thus adjust the original affine actions as in the proof of Theorem 3.14 without changing
the subgroups of the G(x∗) that arise as line stabilisers.
Theorem 3.14 now furnishes an essentially free affine action of π1(G) on a Λ-tree. That the line
stabilisers with respect to this action are soluble follows from Lemma 3.17. By [15, Proposition
25(1)], non-trivial soluble subgroups of Γ stabilise a unique line. 
Corollary 3.19. (cf [2, 4.19])
Let Γ0 be a group equipped with an essentially free θ-affine action on a Λ0-tree where Λ0 is a regular
ordered abelian group and im θ is soluble. Let si and ti (i ∈ I) be elements of Γ0 such that
(a). si and ti generate maximal soluble subgroups of Γ0 and θsi = θti = 1 for all i,
(b). si is not conjugate to t
−1
i ,
(c). for i 6= j and w = ±1, we cannot have si conjugate to s
w
j (resp. t
w
j ) and ti conjugate to t
−w
j
(resp. s−wj ); and
(d). no three groups of the form 〈si〉 or 〈ti〉 are conjugate in Γ0.
Then the iterated HNN extension
〈Γ0, ui(i ∈ I) | uisiu
−1
i = ti(i ∈ I)〉
is ATF(Z× Λ0).
Proof: Take a graph of groups G consisting of one vertex and with one edge ei for each element
of I, with edge groups 〈xi〉 and embedding maps given by αei(xi) = si and αe¯i(xi) = ti. In the
notation of Theorem 2.3, we take gei = ui. Then Γ = π1(G). By [15, Corollary 26(1)] and [15,
Proposition 27], the embedded images of edge groups coincide with end stabilisers with respect
to the action of Γ0. Now all edge groups are cyclic, and condition (d) guarantees that (C2’) is
satisfied. Moreover, conditions (b), (c) and (d) ensure that no αe(s) is conjugate to αe(s
−1); the
details are similar to the argument given in [2, 4.19]. It follows from Theorem 3.14 that Γ is
ATF(Z× Λ0). 
Theorem 1.1 of the introduction is a special case of Corollary 3.19.
Like Theorem 3.14 the following result concerns combinations of ATF groups, but this time
exploiting the degree of freedom afforded by the choice of µ to ensure that (C5) is satisfied.
Theorem 3.20. Let Γ be a group. Consider the following conditions.
(a). Γ admits a free affine action on a Z× Λ0-tree.
(b). There exists a graph of groups (G, Y ∗, T ∗) such that Γ ∼= π1(G) and the following are satisfied.
(i) each vertex group G(x∗) is free on Px∗ = {ρx∗,i : i ∈ Ix∗}. Let I =
∐
Ix∗ and P =
∐
Px∗,
so that P = {ρi : i ∈ I};
(ii) each vertex group G(x∗) has a free isometric action on a Λ0-tree with hyperbolic length
function ℓ = ℓx
∗
;
(iii) each αeG(e) is a maximal cyclic subgroup of G(∂0e), condition (C2’) is satisfied, and no
αe(s) is conjugate in Γ to αe(s
−1);
(iv) Let E+ be an orientation of E(Y ∗), for e ∈ E+ let s = se = se¯ a generator of G(e)
as in Lemma 3.13, and put u = ue = αe(se) and v = ve = αe¯(se). For x
∗ ∈ Y ∗,
and g ∈ F = G(x∗), let gi (i ∈ I) be the integers such that gF
′ =
∏
i∈I ρ
gi
i F
′ where
F ′ = [F, F ]. (Of course gi = 0 for all but finitely many i).
There are elements ρ¯ ∈ Λ0 for each ρ ∈ P satisfying the following.
(C5’)
∑
i∈I∂0e
uiρ¯i =
∑
i∈I∂0 e¯
viρ¯i = ℓ
∂0e(v)− ℓ∂0 e¯(u) e ∈ E(Y ∗)
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Then (b)⇒(a). If Λ0 = Z then (a)⇒(b).
Proof: (a)⇒(b) assuming Λ0 = Z: We apply Theorem 2.1, noting that a Z-free group is
a free group, and taking θγ = 1 for all γ ∈ Γ. Thus (S1)-(S5) are given, satisfying (C1)-
(C5). It suffices to show that (C5’) is satisfied. Applying Lemma 3.13 we have an orientation
E+ ⊆ E(Y ∗) and an assignment e 7→ ǫe of ends such that for e ∈ E
+ with G(e) 6= 1, we
have τǫeαe(se) > 0 and τǫe¯αe¯(se) < 0. Conditions (C4) and (C5) guaranteed by Theorem 2.1
give − (τeαe(s) + τe¯αe¯(s)) = µαe(s) = µαe¯(s) . Moreover, µu = µαe(s) and µv = µαe¯(s) and
ℓ∂0e(u) = τeαe(s) and ℓ
∂0 e¯(v) = −τe¯αe¯(s). Next note that µ : Γ → Z is a homomorphism.
Put ρ¯ = µρ for ρ ∈ P . Then µγ =
∑
i∈I γiρ¯i for γ ∈ Γ. Condition (C5’) now follows.
(b)⇒(a): We use Theorem 2.3. Take all θge and θ
x∗ to be trivial, and put µge = 0 for all e. (In
fact µge can be chosen arbitrarily for e /∈ E(T
∗).) The data (S1)-(S4) are given, and Lemma 3.13
gives a choice of ends ǫe. Taking arbitrary end maps δe towards ǫe (e ∈ E(Y
∗)) we have (S5) and
(C2) satisfied. Replacing the given Λ0-trees by their respective fulfilments, we also have (C1).
Condition (C3) is trivial in the case at hand, and (C4) reduces to the requirement that µαe(s) =
µαe¯(s) for s ∈ G(e) and that µ restricts to a homomorphism on each vertex group G(x
∗). Such a
homomorphism is determined by the images of ρx∗,i, so we set µρ = ρ¯ for ρ ∈ Px∗ as in (iv), and
extend µ to G(x∗) for each x∗ ∈ Y ∗. Condition (C5’) ensures that µαe(s) = µu = µv = µαe¯(s).
Thus (C4) is satisfied.
Condition (C5) reduces to
− (τeαe(s) + τe¯αe¯(s)) = µαe(s).
Our choice of ends ǫe ensures that for e ∈ E
+ the element u = αe(s) translates towards ǫe and
v = αe¯(s) translates away from ǫe¯, whence ℓ(u) = τe(u) = τeαe(s) and ℓ(v) = −τe¯(v) = −τe¯αe¯(s).
Condition (C5’) now gives µαe(s) = ℓ(v)− ℓ(u) = −(τeαe(s) + τe¯αe¯(s)), which implies (C5). 
Note that in case u is not conjugate to v−1 but u, v,∈ F ′, Theorem 3.20 affords a free affine
action of 〈F, s | sus−1 = v〉 on a (Z× Z)-tree if and only if ℓ(u) = ℓ(v) in which case the action is
isometric.
4 Relative hyperbolicity for ATFo(Zn) groups
Theorem 4.1. Let Γ be a finitely generated ATFo(Zn) group. (See Notation 3.15.)
(a). Γ is relatively hyperbolic with torsion-free nilpotent parabolic subgroups.
(b). Γ has solvable word problem.
(c). Γ has solvable conjugacy problem.
(d). Γ has solvable isomorphism problem.
(e). Γ is locally quasiconvex.
Proof: (a) Induction on n. The assertion is trivial if n = 1, so inductively suppose that
finitely generated ATF(Zn−1) groups are relatively hyperbolic with nilpotent parabolic subgroups.
Then Γ admits a graph of groups decomposition as in Theorem 2.1 where each vertex group is
ATF(Zn−1) and each edge group is finitely generated torsion free nilpotent. Since Γ is finitely
generated, the underlying graph is finite and the vertex groups are finitely generated and thus
relatively hyperbolic. By [15, Corollary 26(2)], all edge groups G(e) are either trivial, (proper)
maximal nilpotent or bijectively mapped onto the end vertex group αeG(e). Inductively we will
adjust the graph of groups decomposition given by the affine action by collapsing an edge at a time
so that at each stage the vertex group is relatively hyperbolic with maximal nilpotent parabolics,
and the fundamental group of the graph of groups obtained is equal to Γ.
For each e for which G(e) = 1, we can replace the subgraph consisting of the edge e and its
endpoints by a single vertex x∗, with vertex group
G(x∗) =
{
G(∂0e) ∗ G(∂0e¯) ∂0e 6= ∂0e¯
G(∂0e) ∗ 〈ge〉 ∂0e = ∂0e¯
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Note that G(x∗), as a free product of relatively hyperbolic groups, is itself relatively hyperbolic
with the same parabolic subgroups. Moreover for other edges f with ∂0f = ∂ie (i = 0, 1), the edge
group embedding αf can be adjusted to embed in G(x
∗) in an obvious way. Since the non-cyclic
nilpotent subgroups of a free product are contained in conjugates of a vertex group, if αfG(f) is
maximal nilpotent in G(∂0f), the embedded image of G(f) in G(x
∗) is also maximal nilpotent.
Now suppose that G(e) 6= 1. If ∂0e 6= ∂0e¯ and αeG(e) = G(∂0e), then we can replace the subgraph
consisting of the edge e and its endpoints by a single vertex x∗, with vertex group G(x∗) = G(∂0e¯),
much as in the previous case considered. If ∂0e = ∂0e¯ and αeG(e) = G(∂0e), then since αe¯G(e) is
maximal nilpotent in G(∂0e), we must have αe¯G(e) = G(∂0e). Now αeG(e) as a non-trivial nilpotent
subgroup of Γ stabilises a unique line of X . Since this subgroup is normalised by ge, the line is also
stabilised by the fundamental group Γ0 = 〈G(∂0e), ge | geαe(s)g
−1
e = ge¯αe¯(s)g
−1
e¯ s ∈ G(e)〉 of the
subgraph spanned by the edge e. Thus Γ0 is nilpotent by [15, Proposition 25(3)]. We adjust the
peripheral structure of Γ in this case by removing αeG(e) (if necessary) and adding the subgroup
Γ0.
Finally suppose that G(e) 6= 1, and αeG(e) is a proper maximal nilpotent subgroup of G(∂0e).
Let Γ0 be the fundamental group of the subgraph spanned by e. If ∂0e 6= ∂0e¯ then by [4, Corollary
1.7(1)], the fundamental group of the subgraph spanned by e is relatively hyperbolic with maximal
nilpotent parabolics. Otherwise ∂0e = ∂0e¯ = x
∗, say. Let Γ0 be the fundamental group of the
subgraph of groups spanned by e. By [15, Proposition 28(2)] G(x∗) is CSN, and αeG(e) and αe¯G(e)
are proper maximal nilpotent in G(x∗). If these subgroups are not conjugate in G(x∗) it follows
from [4, Corollary 1.7(2)] (or by [7, Theorem 0.1(3’)]) that Γ0 is relatively hyperbolic, so suppose
that u ∈ G(x∗) with uαe¯(s)u
−1 = αe(s) for all s ∈ G(e). Then Γ0 is presented by
〈G(x∗), ge | geuαe¯(s)u
−1g−1e = αe¯(s) (s ∈ G(e)〉.
Replacing ge by geu we lose no generality in assuming that αeG(e) = αe¯G(e). It follows from [4,
Corollary 1.7(3)] that Γ is relatively hyperbolic with nilpotent parabolic subgroups. This proves
part (a).
Parts (b), (c) and (d) follow from part (a) together with the fact that the respective problems
are solvable in the class of relatively hyperbolic groups with nilpotent parabolics. The respective
assertions required are [9, Theorem 4.14], [5, Theorem 1.1] and [8, Theorem 1.5].
Part (e) follows from part (a) and [4, Theorem D], once one notes that nilpotent groups are
Noetherian, and Γ has a small hierarchy — in other words, Γ can be built up from groups con-
taining no non-abelian free group by a finite sequence of amalgamated free products and HNN
extensions along small subgroups. 
5 A class of one-relator groups
We consider here a class of groups that neatly illustrates a dividing line between ITF and ATF
groups.
Denote the commutator x−1y−1xy by [x, y].
Lemma 5.1. Let G be a group equipped with a free isometric action on a Λ0-tree, let x, y ∈ G and
suppose that xy 6= yx. If Ax ∩Ay contains at most one point, then ℓ(x
−1y−1xy) = 2ℓ(x) + 2ℓ(y)+
4d(Ax, Ay). (Here d(Ax, Ay) = 0 if the axes are not disjoint.) If Ax ∩ Ay is a segment [l, r] and
Ξ = d(l, r) > 0 then ℓ(x−1y−1xy) = 2ℓ(x) + 2ℓ(y)− 2Ξ.
Proof: Suppose first that Ax∩Ay contains at most one point. Then y
−1·(Ax∩Ay) = Ay−1xy∩Ay
contains at most one point, and this point cannot also lie in Ax ∩ Ay, since y is hyperbolic.
Thus, by [6, Lemma 2.1.11] Ax and Ay−1xy are disjoint, and the closed bridge joining Ax and
Ay−1xy has the form [p, q, y
−1q, y−1p] where [p, q] is the bridge joining Ax and Ay. Therefore
d(Ax, Ay−1xy) = ℓ(y) + 2d(Ax, Ay).
Using [6, Lemma 3.2.2] we now obtain
ℓ(x−1(y−1xy)) = ℓ(x−1) + ℓ(y−1xy) + 2d(Ax, Ay−1xy)
= 2ℓ(x) + 2ℓ(y) + 4d(Ax, Ay).
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Suppose now that Ax ∩ Ay is a closed segment [l, r] with Ξ = d(l, r) > 0. Since ℓ(x
−1y−1xy) =
ℓ(y−1x−1yx), we lose no generality in assuming ℓ(y) ≥ ℓ(x). Further, since xy 6= yx the intersec-
tion [l, r] must have length strictly less than ℓ(x) + ℓ(y), since otherwise l or r is fixed by some
commutator of the form [x±1, y±1]. Suppose next that Ax ∩Ay−1xy contains more than one point.
Then the length of the intersection Ax ∩ Ay−1xy is equal to Ξ − ℓ(y) and applying [6, Lemma
3.3.3(2)] to g = x−1 and h = (y−1xy)−1, we obtain
ℓ(x−1y−1xy) = ℓ(x−1) + ℓ(y−1xy)− 2(Ξ− ℓ(y))
= 2ℓ(x) + 2ℓ(y)− 2Ξ.
Finally if Ax ∩ Ay−1xy contains at most one point then Ξ ≤ ℓ(y) and d(Ax, Ay−1xy) = ℓ(y)− Ξ
so using [6, Lemma 3.3.3(2)] or [6, Lemma 3.2.2] we obtain
ℓ(x−1y−1xy) = ℓ(x−1) + ℓ(y−1xy) + 2(ℓ(y)− Ξ)
= 2ℓ(x) + 2ℓ(y)− 2Ξ.

Note that Chiswell considers the hyperbolic length of a commutator in a remark at the end of
[6, §3.3]; unfortunately there is an error in the discussion there. (In the notation used there, gh
and g−1h−1 meet coherently, not gh and hg.)
Corollary 5.2. If G has a free isometric action on a Λ0-tree, and x, y ∈ G with xy 6= yx then
ℓ([xm, yn]) =
{
2|m|ℓ(x) + 2|n|ℓ(y) + 4d(Ax, Ay) if Ax and Ay have at most one point in common
2|m|ℓ(x) + 2|n|ℓ(y)− 2Ξ otherwise.

Let m,n, r and s be non-zero integers and consider the group
Γ(m,n; r, s) = 〈x, y, t | t[xm, yn]t−1 = [xr, ys]〉.
Theorem 5.3. Let m,n, r and s be non-zero integers.
(a). The following assertions are equivalent.
(i) Γ(m,n; r, s) is ATFe (see Notation 3.15).
(ii) We do not have m = −r and n = s, or m = r and n = −s.
(iii) Γ(m,n; r, s) is ATFe(Z×Q).
(iv) Γ(m,n; r, s) is ATFe(Z3).
(b). Assume that we do not have m = −r and n = s, or m = r and n = −s. The following are
equivalent.
(i) Γ(m,n; r, s) is ITF.
(ii) |m| − |r| and |s| − |n| have the same sign.
(iii) Γ(m,n; r, s) is ITF(Z× Z).
Proof: Write Γ = Γ(m,n; r, s).
(a) A violation of condition (ii) would imply that [xm, yn] is conjugate in Γ to its inverse, which
is impossible in an ATFe group, by Lemma 3.5(f). Therefore (i)⇒(ii).
Now assume that condition (ii) holds. Take any free isometric action of the free group F on
{x, y} on a Q-tree (for example the Base Change functor X ′ = Q ⊗Z X applied to the Cayley
graph of F , viewed as a Z-tree.) Condition (ii) is immediate from Theorem 3.14 once one notes
that [xm, yn] is not conjugate in F (x, y) to the inverse of [xr, ys]. Thus (ii)⇒(iii).
Again, assume (ii) and let F1 be the free group on {x, z}. Starting from the Cayley graph with
respect to this basis, assign a length of (0, 2) ∈ Z2 to each edge labelled by x, and a length of
(1, 0) to each edge labelled by z; this gives rise to a Z2-tree Y on which F1 has a natural free
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isometric action. Put y = z−1xz and F = 〈x, y〉, and note that with respect to the induced action
of F on Y , we have ℓ(x) = (0, 2) = ℓ(y), the axes Ax and Ay are disjoint, and d(Ax, Ay) = (1, 0).
By Corollary 5.2 we have ℓ([xm, yn]) = 2|m|ℓ(x) + 2|n|ℓ(y) + 4d(Ax, Ay) = (4, 4|m| + 4|n|), and
ℓ([xr, ys]) = (4, 4|r|+4|s|). Put a = (|r| − |m|+ |s| − |n|), and θge : (p, q) 7→ (p, q+ ap). Now take
the natural graph of groups corresponding to the presentation of Γ: one vertex x∗ with G(x∗) = F ,
one edge e with θge as just described, t = ge as the element corresponding to the edge e, w as
a generator of the (infinite cyclic) edge group, αe(w) = [x
m, yn] and αe¯(w) = [x
r, ys]. Let ǫe be
the end of Y towards which [xm, yn] translates, and ǫe¯ the end of Y towards which the inverse of
[xr, ys] translates. Now Γ = π1(G), and by Theorem 2.3 Γ has a free β-affine action on a Z
3-tree
with βg = 1 for g in F in Γ, and βt(1, λ0) = (1, θge(λ0)) (λ0 ∈ Z
2). This shows that (ii)⇒(iv).
It is clear that (iii) or (iv) imply (i).
(b) Fix a free isometric action of Γ = Γ(m,n; r, s) on a Λ0-tree. Since the hyperbolic lengths
of conjugate elements are equal, we must have ℓ([xm, yn]) = ℓ([xr, ys]) giving |m|ℓ(x) + |n|ℓ(y) =
|r|ℓ(x) + |s|ℓ(y) by Corollary 5.2. Thus (|m| − |r|)ℓ(x) = (|s| − |n|)ℓ(y). Since ℓ(x) and ℓ(y) are
both positive, we must have either |m| − |r| = |s| − |n| = 0, or |m| − |r| and |s| − |n| both positive,
or |m| − |r| and |s| − |n| both negative. This shows that (i)⇒(ii).
Assume (ii); suppose in particular that |m| − |r| and |s| − |n| are both positive (the case where
both are negative is easily reduced to this case). Note that the commutators [xm, yn] and [xr, ys]
can only be conjugate in F if m = r and n = s, or m = −r and n = −s, which is impossible in
the case at hand. Since these commutators are not proper powers in F (x, y), and not conjugate to
each other, the result [2, 4.19] can be applied to obtain a free isometric action of Γ on a Z×Z-tree:
it suffices to show that there is a free isometric action of the free group F = F (x, y) on a Z-tree
with ℓ([xm, yn]) = ℓ([xr, ys]). So consider a free action of F on a Z-tree with ℓ(x) = |s| − |n| and
ℓ(y) = |m| − |r|; this can be done by taking the Cayley graph of F on {x, y} and assigning the
length |s| − |n| to each edge labelled x and length |m| − |r| to those labelled y. Corollary 5.2 now
gives ℓ([xm, yn]) = ℓ([xr, ys]).
If m = r and s = n, then Γ reduces to a benign HNN extension of F as in [2, 4.16]. Thus Γ has a
free isometric action as required. If m = −r and s = −n we have [xm, yn] = y−nx−m[xr, ys]xmyn
so that [xr, ys] = t[xm, yn]t−1 is centralised by xmynt−1 in Γ. Now replacing t by t¯ = xmynt−1 in
the presentation of Γ, we obtain a benign HNN extension of F which is isomorphic to Γ, giving,
once again, a free isometric action of Γ on a Z× Z-tree. Thus (ii)⇒(iii).
The equivalence of assertions in part (b) is now clear. 
It is shown in [15, Theorem 1(3)] that the Heisenberg group UT(3,Z) is an example of an
ATF(Z3) group that is not ITF and that for m > 1 the soluble Baumslag-Solitar groups BS(1,m)
are ATF(Z× R) but not ATF(Zn) for any n, nor ITF.
We conclude this section with another interesting example of an ITF group. Although not
directly relevant to affine actions, it uses ideas discussed in this section.
Theorem 5.4. The group
Γ1 = 〈x, y, t | txt
−1 = [x, y]〉.
is ITF(Z2), virtually special (and hence virtually residually torsion-free nilpotent), but not residu-
ally nilpotent.
Proof: Fix the standard free isometric action of the free group F0 = F (u, v) on its Cayley graph
(with respect to the basis {u, v}), and put x1 = u
3v and y1 = u. Then ℓ(x1) = 3ℓ(u) + ℓ(v) = 4
and ℓ(y1) = 1, while Ξ(x1, y1) = ℓ(u
3) = 3. Thus by Lemma 5.1, we have
ℓ[x1, y1] = 2ℓ(x1) + 2ℓ(y1)− 2Ξ(x1, y1)
= 4
= ℓ(x1).
Since {x1, y1} is a generating set, and thus a basis of F0, this shows that the free group F on {x, y}
admits a free isometric action on a Z-tree with ℓ(x) = ℓ[x, y]. Moreover, since [x, y] and x are not
proper powers in F , the HNN extension Γ1 = 〈F, t | txt
−1 = [x, y]〉 admits a free isometric action
on a Z× Z-tree, by [2, 4.19]. That finitely generated ITF(Zn) groups are virtually special follows
from [12, Corollary 19].
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We now show that Γ1 is not residually nilpotent. Let N be a nilpotent group of class ≤ c, and
φ : Γ1 → N a homomorphism. Let uk = t
kyt−k, let v0 = x, and inductively put vk = [vk−1, uk−1].
Then vk is a simple commutator of weight k for all k ≥ 1 and so φ(vc+1) = 1. We claim that
vk = t
kxt−k for all k ≥ 1.
For inductively, if k ≥ 2 then
vk = [vk−1, uk−1]
= [tk−1xt−k+1, tk−1yt−k+1]
= tk−1[x, y]t−k+1
= tkxt−k.
Thus 1 = φ(vc+1) = φ(t
c+1xt−c−1), forcing φ(x) = 1. Thus the image of x under every homomor-
phism Γ1 → N is trivial. 
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