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ПЕРИОДИЧЕСКИЕ МЕРЫ ГИББСА ДЛЯ НС-МОДЕЛЕЙ
С ТРЕМЯ СОСТОЯНИЯМИ В СЛУЧАЕ ЖЕЗЛ
We consider fertile three-state Hard-Core (HC) models with the activity parameter λ > 0
on a Cayley tree. It is known that there exist four types of such models. For one of them on
an Cayley tree of order two and three exact values λ > 0 is found for which two-periodic Gibbs
measures are not unique. Moreover, we study the extremality of the existing two-periodic Gibbs
measures on an Cayley tree of order two.
В данной работе рассмотрены плодородные Hard-Core (HC) модели с параметром ак-
тивности λ > 0 и тремя состояниями на дереве Кэли. Известно, что существуют четыре
типа таких моделей. Для одной из них на дереве Кэли порядка два и три найдены точные
значения параметра λ > 0, при которых два-периодические меры Гиббса не единственны.
Кроме того, изучена крайность существующих два-периодических мер Гиббса на дереве
Кэли порядка два.
Ключевые слова: дерево Кэли, конфигурация, НС-модель, мера Гиббса, трансляционно-
инвариантные меры, периодические меры.
1. Введение. Описание всех предельных мер Гиббса для данного гамильтониана явля-
ется одним из основных задач теории гиббсовских мер. Известно, что каждой предельной
мере Гиббса сопоставляется одна фаза физической системы. Поэтому в теории мер Гиббса
одной из важных задач является существование фазового перехода, т.е. когда физическая
система меняет свое состояние при изменении температуры. Это происходит, когда мера
Гиббса не единственна. При этом температура, при которой меняется состояние физиче-
ской системы, обычно называется критической. Кроме того, известно, что множество всех
предельных мер Гиббса образует выпуклое компактное подмножество в множестве всех
вероятностных мер (см. [1]-[4]) и каждая точка этого выпуклого множества однозначно
разлагается по его крайним точкам. В связи с этим особый интерес представляет описание
всех крайних точек этого выпуклого множества, т. е. крайних мер Гиббса.
Определение меры Гиббса и понятия, связанные с этой теорией, вводятся стандартным
образом (см. например [4]). Несмотря на многочисленные работы, посвященных изучению
мер Гиббса, ни для одной модели не было получено полное описание всех предельных мер
Гиббса.
В работе [5] Мазелью и Суховым была введена и изучена НС-модель (жесткий диск,
жесткая сердцевина) на d-мерной решетке Zd. В работе [6] выделены плодородные HC мо-
дели, соответствующие графам "петля" , "свисток" , "жезл" и "ключ". Работы [6]-[11] по-
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священы изучению гиббсовских мер для HC-моделей с тремя состояниями на дереве Кэли
порядка k ≥ 1. В частности, в работах [9] и [10] в случае "жезл" дано полное описание
трансляционно-инвариантных мер Гиббса (ТИМГ) на дереве Кэли порядка два и три, со-
ответственно, а в работе [11] в случае "жезл" доказано существование не менее трех ТИМГ
на дереве Кэли произвольного порядка. Кроме того, в [11] найдены области (не) крайности
ТИМГ на дереве Кэли порядка k = 2. А работа [12] посвящена изучению трансляционно-
инвариантных и периодических мер Гиббса для НС моделей с тремя состояниями с внешним
полем. Для ознакомления с другими свойствами НС-модели (и их обобщениями) на дереве
Кэли см. Главу 7 монографии [4].
В настоящей работе рассматривается плодородная HC-модель с тремя состояниями в
случае "жезл" на однородном дереве Кэли. В этом случае на дереве Кэли произвольного по-
рядка при некоторых условиях доказана трансляционно-инвариантность G
(2)
k -периодических
мер Гиббса, а на дереве Кэли порядка два и три на одном из инвариантов найдено точное
значение λcr такое, что при λ ≥ λcr существует ровно одна G(2)k -периодическая мера Гиббса,
которая является трансляционно-инвариантной, а при 0 < λ < λcr существуют ровно три
G
(2)
k -периодические меры Гиббса, одна из которых является трансляционно-инвариантной,
а две другие G
(2)
k -периодическими (не трансляционно-инвариантными). Кроме того, до-
казано, что на дереве Кэли порядка два существующие G
(2)
k -периодические меры Гиббса
являются крайними в их области существования.
2. Предварительные сведения. Дерево Кэли ℑk порядка k ≥ 1 - бесконечное дере-
во, т.е. граф без циклов, из каждой вершины которого выходит ровно k + 1 ребер. Пусть
ℑk = (V,L, i), где V есть множество вершин ℑk, L− множество его ребер и i− функция
инцидентности, сопоставляющая каждому ребру l ∈ L его концевые точки x, y ∈ V . Если
i(l) = {x, y}, то x и y называются ближайшими соседями вершины и обозначаются через
l = 〈x, y〉.
Для фиксированной x0 ∈ V положим
Wn = {x ∈ V | d(x, x0) = n}, Vn =
n⋃
m=0
Wm, Ln = {〈x, y〉 ∈ L|x, y ∈ Vn},
где d(x, y) есть расстояние между вершинами x и y на дереве Кэли, т.е. количество ребер
кратчайшей пути, соединяющей вершины x и y. Будем писать x ≺ y, если путь от x0 до
y проходит через x. Вершину y назовем прямым потомком вершины x, если y ≻ x и x, y
являются ближайшими соседями. Заметим, что в ℑk всякая вершина x 6= x0 имеет k прямых
потомков, а вершина x0 имеет k + 1 потомков. Множество прямых потомков вершины x
обозначим через S(x), т.е. если x ∈Wn, то
S(x) = {yi ∈Wn+1|d(x, yi) = 1, i = 1, 2, . . . , k}.
НС модель. Пусть Φ = {0, 1, 2} и σ ∈ Ω = ΦV есть конфигурация, т.е. σ = {σ(x) ∈ Φ :
x ∈ V }. Иными словами, в этой модели каждой вершине x ставится в соответствие одно
из значений σ(x) ∈ Φ = {0, 1, 2}. Значения σ(x) = 1, 2 означают, что вершина x ‘занята’, а
значение σ(x) = 0 означает, что вершина x ‘вакантна’. Множество всех конфигураций на
V (Vn, Wn) обозначается через Ω (ΩVn , ΩWn).
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Рассмотрим множество Φ как множество вершин некоторого графа G. С помощью графа
G определим G-допустимую конфигурацию следующим образом. Конфигурация σ называ-
ется G-допустимой конфигурацией на дереве Кэли (в Vn или Wn), если {σ(x), σ(y)}-ребро
графа G для любой ближайшей пары соседей x, y из V (из Vn). Обозначим множество
G-допустимых конфигураций через ΩG (ΩGVn).
Множество активности [6] для графа G есть функция λ : G→ R+. Значение λi функции
λ в вершине i ∈ {0, 1, 2} называется ее “активностью”.
Для данных G и λ определим гамильтониан G−HC-модели как
HλG(σ) =

∑
x∈V
log λσ(x), если σ ∈ ΩG,
+∞, если σ /∈ ΩG.
Объединение конфигураций σn−1 ∈ ΦVn−1 и ωn ∈ ΦWn определяется следующей форму-
лой (см. [13])
σn−1 ∨ ωn = {{σn−1(x), x ∈ Vn−1}, {ωn(y), y ∈Wn}}.
Пусть B есть σ-алгебра, порожденная цилиндрическими подмножествами Ω. Для лю-
бого n обозначим через BVn = {σ ∈ Ω : σ|Vn = σn} подалгебру B, где σ|Vn− сужение σ на
Vn, σn : x ∈ Vn 7→ σn(x)− допустимая конфигурация в Vn.
Определение 1. Для λ > 0 НС-мера Гиббса есть вероятностная мера µ на (Ω,B) такая,
что для любого n и σn ∈ ΩVn
µ{σ ∈ Ω : σ|Vn = σn} =
∫
Ω
µ(dω)Pn(σn|ωWn+1),
где
Pn(σn|ωWn+1) =
e−H(σn)
Zn(λ;ω|Wn+1)
1(σn ∨ ω|Wn+1 ∈ ΩVn+1).
Здесь Zn(λ;ω|Wn+1)− нормировочный множитель с граничным условием ω|Wn :
Zn(λ;ω|Wn+1) =
∑
σ˜n∈ΩVn
e−H(σ˜n)1(σ˜n ∨ ω|Wn+1 ∈ ΩVn+1).
Определение 2.([6]) Граф называется плодородным, если существует набор активности
λ такой, что соответствующий гамильтониан имеет не менее двух ТИМГ.
В этой работе мы рассмотрим случай λ0 = 1, λ1 = λ2 = λ и изучим периодические
меры Гиббса в случае плодородного графа G = жезл:
жезл : {0, 1}{0, 2}{1, 1}{2, 2}.
Для σn ∈ ΩGVn положим
#σn =
∑
x∈Vn
1(σn(x) ≥ 1)
число занятых вершин в σn.
Пусть z : x 7→ zx = (z0,x, z1,x, z2,x) ∈ R3+ векторнозначная функция на V . Для n = 1, 2, . . .
и λ > 0 рассмотрим вероятностную меру µ(n) на ΩGVn , определяемую как
µ(n)(σn) =
1
Zn
λ#σn
∏
x∈Wn
zσ(x),x. (1)
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Здесь Zn− нормирующий делитель:
Zn =
∑
σ˜n∈ΩHVn
λ#σ˜n
∏
x∈Wn
zσ˜(x),x.
Говорят, что последовательность вероятностных мер µ(n) является согласованной, если
∀ n ≥ 1 и σn−1 ∈ ΩGVn−1 :∑
ωn∈ΩWn
µ(n)(σn−1 ∨ ωn)1(σn−1 ∨ ωn ∈ ΩGVn) = µ(n−1)(σn−1). (2)
Определение 3. Мера µ, определенная формулой (1) с условием согласованности (2),
называется (G-)HC-мерой Гиббса с λ > 0, соответствующей функции z : x ∈ V \{x0} 7→ zx.
Пусть L(G)− множество ребер графа G, обозначим через A ≡ AG = (aij)i,j=0,1,2 матрицу
смежности G, т.е.
aij ≡ aGij =
{
1, если {i, j} ∈ L(G),
0, если {i, j} /∈ L(G).
В следующей теореме сформулировано условие на zx, гарантирующее согласованность
меры µ(n).
Теорема 1.[9] Вероятностные меры µ(n), n = 1, 2, . . ., заданные формулой (1), согласо-
ванны тогда и только тогда, когда для любого x ∈ V имеют место следующие равенства:
z′1,x = λ
∏
y∈S(x)
a10+a11z′1,y+a12z
′
2,y
a00+a01z′1,y+a02z
′
2,y
,
z′2,x = λ
∏
y∈S(x)
a20+a21z′1,y+a22z
′
2,y
a00+a01z′1,y+a02z
′
2,y
,
(3)
где z′i,x = λzi,x/z0,x, i = 1, 2.
В (3) мы полагаем, что z0,x ≡ 1 и zi,x = z′i,x > 0, i = 1, 2. Тогда в силу теоремы 1 суще-
ствует единственная G-HC-мера Гиббса µ тогда и только тогда, когда для любых функций
z : x ∈ V 7−→ zx = (z1,x, z2,x) выполняется равенство
zi,x = λ
∏
y∈Sx
ai0 + ai1z1,y + ai2z2,y
a00 + a01z1,y + a02z2,y
, i = 1, 2. (4)
Известно, что между множеством вершин V и группой Gk, являющейся свободным про-
изведением k + 1 циклических групп второго порядка, существует взаимнооднозначное со-
ответствие (см. [14]).
Понятия трансляционно-инвариантной, периодический, G
(2)
k -периодической меры Гибб-
са вводится обычном образом (см. например, [4]).
Для ТИМГ в случае G = жезл известны следующие факты:
• В случае k = 2 (k = 3) доказано, что при λ ≤ 1 (λ ≤ 427) существует ровно одна ТИМГ
ν0, при λ > 1 (λ >
4
27) существуют ровно три ТИМГ ν0, ν1, ν2 (см. [9], [10]).
• В случае k > 3 доказано, что при λ ≤ λcr существует ровно одна ТИМГ, при λ > λcr
существуют не менее трех ТИМГ, где λcr =
1
k−1 ·
(
2
k
)k
(см. [11]).
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• В случае k = 2 показано, что мера ν0 при 0 < λ < λ0 и меры ν1, ν2 при 1 < λ < λ1
являются крайними и мера ν0 при λ > λ0 не является крайней, где λ0 ≈ 2.287572,
λ1 ≈ 1.303094 (см. [11]).
3. Периодические меры Гиббса в случае G =жезл. В случае G = жезл запишем
(4) в следующем виде:
h1,x = lnλ+
∑
y∈S(x) ln
1+eh1,y
e
h1,y+eh2,y
,
h2,x = lnλ+
∑
y∈S(x) ln
1+eh2,y
e
h1,y+eh2,y
,
(5)
где hi,x = ln zi,x, i = 1, 2. Будем изучать периодические решения системы (5).
Пусть функция F (·) : h = (h1, h2) 7−→ F (h) = (F1(h), F2(h)) задается равенствами
F1(h) = ln
1 + eh1
eh1 + eh2
, F2(h) = ln
1 + eh2
eh1 + eh2
.
Утверждение. Равенство F (h) = F (l) имеет место тогда и только тогда, когда h = l.
Доказательство. Необходимость. Пусть F (h) = F (l). Тогда F1(h) = F1(l), F2(h) =
F2(l), где h = (h1, h2), l = (l1, l2). Из этих равенств получим следующую систему уравнений:
(1− z2)(z1 − t1) + (1 + z1)(z2 − t2) = 0,
(1 + z2)(z1 − t1) + (1− z1)(z2 − t2) = 0,
(6)
где zi = e
hi , ti = e
li , i = 1, 2. Легко увидеть, что детерминант системы (6) отличен от нуля:
∆ = −(z1 + z2) 6= 0. Следовательно, (6) имеет единственное решение z1 = t1, z2 = t2.
Достаточность очевидна. Лемма доказана.
Справедлива следующая теорема.
Теорема 2. Пусть H− нормальный делитель конечного индекса и G(2)k − подгруппа,
состоящая из слов четной длины в Gk. Тогда для HС-модели всякая H-периодическая мера
Гиббса является либо G
(2)
k -периодической, либо трансляционно-инвариантной.
Доказательство. Доказывается аналогично доказательству теоремы 2 из работы [8]
при использовании результата утверждения.
В силу теоремы 2 имеются только G
(2)
k -периодические меры Гиббса и для них из (4)
получим следующую систему уравнений:
t1 = λ
(
1+z1
z1+z2
)k
,
t2 = λ
(
1+z2
z1+z2
)k
,
z1 = λ
(
1+t1
t1+t2
)k
,
z2 = λ
(
1+t2
t1+t2
)k
.
(7)
Рассмотрим отображение W : R4 → R4, определенное следующим образом:
t
′
1 = λ
(
1+z1
z1+z2
)k
,
t
′
1 = λ
(
1+z2
z1+z2
)k
,
z
′
1 = λ
(
1+t1
t1+t2
)k
,
z
′
2 = λ
(
1+t2
t1+t2
)k
.
(8)
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Заметим, что (7) есть уравнение z =W (z), чтобы решить систему уравнений (7) необходимо
найти неподвижные точки отображения z
′
=W (z).
Справедлива следующая лемма.
Лемма. Множества I1, I2, I3, I4 являются инвариантными относительно отображения
W .
I1 = {(t1, t2, z1, z2) ∈ R4 : t1 = t2 = z1 = z2},
I2 = {(t1, t2, z1, z2) ∈ R4 : t1 = t2, z1 = z2},
I3 = {(t1, t2, z1, z2) ∈ R4 : t1 = z1, t2 = z2},
I4 = {(t1, t2, z1, z2) ∈ R4 : t1 = z2, t2 = z1}.
Доказательство. Доказывается аналогично доказательству леммы 2 из [19].
Теорема 3. Для HC-модели в случае G = жезл справедливы следующие утверждения:
1. Пусть k ≥ 2 и λ > 0. Тогда на I1 и I4 любая G(2)k -периодическая мера Гиббса является
трансляционно-инвариантной. Более того, она совпадает с единственной ТИМГ ν0.
2. Пусть k ≥ 2 и λ > 0. Тогда на I3 любая G(2)k -периодическая мера Гиббса является
трансляционно-инвариантной и она не единственна.
3. Пусть k = 2 и λcr = 1. Тогда на I2 при λ ≥ λcr существует ровно одна G(2)k -
периодическая мера Гиббса, которая совпадает с единственной ТИМГ ν0, а при 0 < λ < λcr
существует ровно три G
(2)
k -периодические меры Гиббса ν0, µ1, µ2, где µ1, µ2 являются G
(2)
k -
периодическими (не трансляционно-инвариантными) мерами Гиббса.
4. Пусть k = 3 и λcr =
128
27 . Тогда на I2 при λ ≥ λcr существует ровно одна G
(2)
k -
периодическая мера Гиббса, которая является трансляционно-инвариантной и при 0 <
λ < λcr существует ровно три G
(2)
k -периодические меры Гиббса, одна из которых явля-
ется трансляционно-инвариантной, а две другие G
(2)
k -периодическими (не трансляционно-
инвариантными).
Доказательство. 1. Случай I1 очевиден.
Случай I4. В этом случае система уравнений (7) имеет вид
z1 = λ
(
1+z2
z1+z2
)k
,
z2 = λ
(
1+z1
z1+z2
)k
.
(9)
Покажем, что система уравнений (9) имеет решение вида z1 = z2 при любых z1 > 0,
z2 > 0, λ > 0 и k ≥ 2. Введем обозначения k√z1 = x, k√z2 = y и перепишем систему
уравнений (9): 
x = k
√
λ
(
1+yk
xk+yk
)
,
y = k
√
λ
(
1+xk
xk+yk
)
.
В последней системе уравнений вычтем из первого уравнения второе и сделав некоторые
преобразования, получим
(x− y)(xk + yk + k
√
λ(xk−1 + xk−2y + ...+ yk−1)) = 0.
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Отсюда, x = y, т.е. (t1, t2, z1, z2) ∈ I1. Значит, G(2)k -периодическая мера Гиббса является
трансляционно-инвариантной и она единственна.
2. Случай I3. В этом случае мы получим систему уравнений для ТИМГ, которая была
изучена в работах [9], [10] и [11].
3. Случай I2 и k = 2. В этом случае имеем z1 = z2 = z и t1 = t2 = t. Тогда система
уравнений (7) имеет вид  z = λ
(
1+t
2t
)k
,
t = λ
(
1+z
2z
)k
.
(10)
Пусть k = 2. Введя обозначения
√
z = x,
√
t = y, перепишем систему уравнений (10): x =
√
λ1+y
2
2y2 ,
y =
√
λ1+x
2
2x2
.
(11)
В этой системе уравнений выражение для y из второго уравнения подставим в первое урав-
нение. В результате получим
x =
4x4 + λ(1 + x2)2
2
√
λ(1 + x2)2
или
λ(1 + x2)2 − 2x(1 + x2)2
√
λ+ 4x4 = 0.
Последнее уравнение рассмотрим как квадратное уравнение относительно переменной
√
λ =
a, решения которого имеют следующие виды:
a1 =
2x
1 + x2
, a2 =
2x3
1 + x2
.
Заметим, что при любом значении λ > 0 уравнение
a2 =
√
λ2 =
2x3
1 + x2
(12)
имеет единственное решение, которое соответствует единственной ТИМГ для НС-модели в
случае G = жезл (см. [11], формула (3.15)).
Далее, из выражения для a1 =
√
λ1 ≡
√
λ получим квадратное уравнение
√
λx2 − 2x+
√
λ = 0, (13)
которое имеет решения при 0 < λ ≤ 1, т.к. в этом случае D = 4(1 − λ) > 0. При λ = 1
уравнение (13) имеет единственное решение вида x1 = x2 = 1, которое также является
решением (12) при этом значении λ, а при 0 < λ < 1 оно имеет два положительных решения:
x1 =
1 +
√
1− λ√
λ
, x2 =
√
λ
1 +
√
1− λ.
Из второго уравнения (11) получим
y1 =
√
λ
1 +
√
1− λ, y2 =
1 +
√
1− λ√
λ
.
7
Итак, для системы уравнений (10) имеем решения (x21, y
2
1) = (z, t) и (x
2
2, y
2
2) = (t, z), где
z =
(1 +
√
1− λ)2
λ
, t =
λ
(1 +
√
1− λ)2 . (14)
Таким образом, решениям (z, t) и (t, z) системы уравнений (10) соответствуют G
(2)
k -
периодические меры Гиббса µ1 и µ2, отличные от трансляционно-инвариантных.
4. Случай I2 и k = 3. В этом случае введя обозначения 3
√
z = x, 3
√
t = y, перепишем
систему уравнений (10):  x =
3
√
λ1+y
3
2y3
,
y = 3
√
λ1+x
3
2x3
.
(15)
Из системы уравнений (15) имеем  x = f(y),
y = f(x),
(16)
где
f(x) =
3
√
λ
1 + x3
2x3
.
Легко проверить, что функция f(x) строго убывает и
lim
x→0+0
f(x) = +∞, lim
x→+∞ f(x) =
3
√
λ
2
.
Отсюда уравнение f(x) = x имеет единственное положительное решение при любых λ > 0.
Это еще можно увидеть из следующих рассуждений. Уравнение
x =
3
√
λ
1 + x3
2x3
= f(x)
эквивалентно уравнению
h(x) = 2x4 − 3
√
λx3 − 3
√
λ = 0,
которое по теореме Декарта о количества положительных корней многочлена имеет не более
одного положительного решения, с другой стороны,
h(0) = − 3
√
λ < 0, lim
x→+∞h(x) = +∞.
Далее, ясно, что единственное решение уравнения f(x) = x соответствует единствен-
ной ТИМГ, существующей при любых λ > 0. Кроме того, оно находится среди решений
уравнения f(f(x)) = x. Поэтому рассмотрим уравнение
x− f(f(x))
x− f(x) = 0,
эквивалентное уравнению
b2(1 + x3)2 − 2bx(1 + x3)− 4x5 = 0,
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где b = 3
√
λ. Рассмотрим последнее уравнение как квадратное уравнение относительно пе-
ременной b. Оно имеет одно положительное и одно отрицательное решения:
b1 =
x− x√1 + 4x3
1 + x3
< 0, b2 =
x+ x
√
1 + 4x3
1 + x3
> 0.
Рассмотрим уравнение
b2 =
3
√
λ =
x+ x
√
1 + 4x3
1 + x3
= ϕ(x). (17)
Вычислим производную функции ϕ(x) и найдем ее критические точки. Тогда из уравнения
ϕ
′
(x) = 0 получим
(1− 2x3)
√
4x3 + 1 = 2x6 − 8x3 − 1. (18)
Возведем обе части последнего уравнения в квадрат, но перед этим рассмотрим условия: 1− 2x
3 ≥ 0,
2x6 − 8x3 − 1 ≥ 0
(19)
или  1− 2x
3 ≤ 0,
2x6 − 8x3 − 1 ≤ 0.
(20)
Легко проверить, что система неравенств (19) не имеет решений при x > 0, а решение
системы неравенств (20) имеет следующий вид:
1
3
√
2
≤ x ≤ 3
√
2 +
3
√
2
2
= c.
Теперь, возведем обе части уравнения (18) в квадрат. В результате, после некоторых пре-
образований получим уравнение
x3(x9 − 12x6 + 18x3 + 4) = 0,
решениями которого являются x1 = 0, x2 =
3
√
2. Отсюда функция ϕ(x) возрастает при
0 < x < 3
√
2 и убывает при 3
√
2 < x ≤ c.
Далее, рассмотрим неравенство ϕ
′
(x) ≤ 0, т.е.
(1− 2x3)
√
4x3 + 1 ≤ 2x6 − 8x3 − 1.
Это неравенство верно, если  1− 2x
3 ≤ 0,
2x6 − 8x3 − 1 ≥ 0.
А решение последней системы неравенств имеет вид: x ≥ c. Аналогично, рассмотрим нера-
венство ϕ
′
(x) ≥ 0, т.е.
(1− 2x3)
√
4x3 + 1 ≥ 2x6 − 8x3 − 1
и оно верно, если  1− 2x
3 ≥ 0,
2x6 − 8x3 − 1 ≤ 0.
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Решение последней системы неравенств имеет вид: x ≤ 13√2 .
Из всего сказанного следует, что функция ϕ(x) возрастает при 0 < x ≤ 3√2 и убывает
при x ≥ 3√2, т.е. xmax = 3
√
2 и ϕ(xmax) =
4 3
√
2
3 = b =
3
√
λcr (см. Рис.1, a)).
Рис. 1. a) График функции ϕ3(x). b) Графики функций ϕ3(x) (сверху) и ψ3(x) (снизу).
Значит, каждому значению λ при λ = λcr =
128
27 соответствует только одно значение x,
при 0 < λ < λcr два значения x и уравнение λ = ϕ
3(x) не имеет решений при λ > λcr.
Заметим, что если λ = λcr =
128
27 , то решение (19) имеет вид: (
3
√
2, 3
√
2), т.е. это решение
соответствует ТИМГ, которая существует при любых λ > 0, а меры, соответствующие
существующим двум решениям при 0 < λ < λcr являются G
(2)
k -периодическими, отличными
от трансляционно-инвариантных.
Замечание 1. В работе [10] были исследованы ТИМГ для НС-модели в случае G =
жезл и был применен тот же метод, что в доказательстве пункта 4 теоремы 3. Для ТИМГ
уравнение (17) выглядело следующим образом:
3
√
λ =
x2(x2 − 3) +
√
x4(x3 + 3)2 + 4x
2x(x3 + 1)
= ψ(x) (21)
Из уравнения видно, что функции ϕ3(x) и ψ3(x) отличаются и они пересекаются в двух
точках: x1 ≈ 0.4531316267, x2 ≈ 1.813976199, т.е. меры, соответствующие этим решениям
являются ТИМГ (см. Рис.1, b)).
4. Крайность периодических мер в случае G =жезл.Мы имеемG
(2)
k -периодические
меры µ1 и µ2. Чтобы изучить их (не) крайность воспользуемся методами из работ [15], [16],
[17] и [18] для ТИМГ. Для каждой трансляционно-инвариантной меры рассматривается
цепь Маркова с состояниями {0, 1, 2}, индексированная на дереве Кэли, т.е. предположим,
что нам даны дерево Кэли с множеством вершин V , вероятностная мера ν, и матрица
вероятностных переходов P = (Pij) на множестве {0, 1, 2}. Мы можем построить дерево -
индексированное цепью Маркова X : V → {0, 1, 2} путем выбора X(x0) в соответствии с ν и
выбором X(v), для каждой вершины v 6= x0, используя вероятности перехода с учетом зна-
чения его родителя, независимо от всего остального. Так как трансляционно-инвариантные
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меры получаются при (t1, t2) = (z1, z2), то матрица P зависит только от z1(= t1) и z2(= t2),
более точно,
P =

0 z1
z1+z2
z2
z1+z2
1
1+z1
z1
1+z1
0
1
1+z2
0 z21+z2

Но в случае периодических мер матрица P зависит от t1, t2, z1 и z2, где t1 6= z1, t2 6= z2 и
(t1, t2, z1, z2)− решение системы уравнений (7). С другой стороны, мы рассматриваем меры
µ1 и µ2, соответствующие совокупности величин из I2 : t1 = t2 = t, z1 = z2 = z. Кроме того,
заметим, что zt = 1. Тогда, матрица вероятностных переходов Pil, определенная данной
периодической мерой Гиббса µ1 (соот. µ2) P ≡ Pz,t = Pµ1 (соот. Pµ2) есть произведение
двух матрицы вероятностных переходов:
Pµ1 = PzPt =
 0
1
2
1
2
1
1+z
z
1+z 0
1
1+z 0
z
1+z
 ·
 0
1
2
1
2
1
1+t
t
1+t 0
1
1+t 0
t
1+t
 =
=

1
1+t
t
2(1+t)
t
2(1+t)
z
(1+z)(1+t)
t+3
2(1+z)(1+t)
1
2(1+z)
z
(1+z)(1+t)
1
2(1+z)
t+3
2(1+z)(1+t)
 (22)
Таким образом, матрица Pµ1 определяет марковскую цепь на дереве Кэли порядка k
2,
которое состоит из вершин исходного дерева в четных местах.
Достаточное условие Кестена-Стигума не крайности меры Гиббса µ1, соответствующей
матрице Pµ1 есть: k
2s22 > 1, где s2 есть второе максимальное по абсолютной величине
собственное значение Pµ1 .
Найдем собственные значения этой матрицы:
s1 = 1, s2 = s3 =
1
z + t+ 2
.
При k = 2 имеем решения вида (14). В силу симметрии решений область не крайности меры
µ2 совпадает с областью не крайности меры µ1, поэтому достаточно проверить условие не
крайности меры µ1 при k = 2. Для этого вычислим z + t:
z + t =
2(2− λ)
λ
.
Тогда из 4s22 > 1 получим λ > 2, но меры µ1 и µ2 существуют при 0 < λ < 1. Значит, эти
меры заведомо являются крайними. Это мы проверим в наших дальнейших исследованиях.
Для исследования крайности приведем необходимые определения из работы [15]. Если
удалить произвольное ребро 〈x0, x1〉 = l ∈ L из дерева Кэли Γk, то оно разбивается на
две компоненты Γk
x0
и Γk
x1
, каждая из которых называется полубесконечным деревом или
полудеревом Кэли.
Рассмотрим конечное полное поддерево T , которое содержит все начальные точки по-
лудерева Γk
x0
. Граница ∂T поддерева T состоит из ближайших соседей его вершин, которые
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лежат в Γk
x0
\ T . Мы отождествляем поддерево T с множеством его вершин. Через E(A)
обозначим множество всех ребер A и ∂A.
В [15] ключевыми являются две величины κ и γ. Оба являются свойствами множе-
ства мер Гиббса {µτT }, где граничное условие τ фиксировано и T является произвольным,
начальным, полным, конечным поддеревом Γk
x0
. Для данного начального поддерева T де-
рева Γk
x0
и вершины x ∈ T мы будем писать Tx для (максимального) поддерева T с на-
чальной точкой в x. Когда x не является начальной точкой T , через µsTx обозначим меру
Гиббса, в которой "предок"x имеет спин s и конфигурация на нижней границе Tx (т.е. на
∂Tx \ {предок x}) задается через τ .
Для двух мер µ1 и µ2 на Ω через ‖µ1 − µ2‖x обозначим расстояние по норме:
‖µ1 − µ2‖x = 1
2
2∑
i=0
|µ1(σ(x) = i)− µ2(σ(x) = i)|.
Пусть ηx,s есть конфигурация η со спином в x, равным s.
Следуя [15], определим
κ ≡ κ(µ) = 1
2
max
i,j
2∑
l=0
|Pil − Pjl|;
γ ≡ γ(µ) = sup
A⊂Γk
max ‖µηy,sA − µη
y,s′
A ‖x,
где максимум берется по всем граничным условиям η, всеми y ∈ ∂A, всеми соседями x ∈ A
вершины y и всеми спинами s, s′ ∈ {0, 1, 2}.
Достаточным условием крайности меры Гиббса µ является kκ(µ)γ(µ) < 1, но для рас-
сматриваемых G
(2)
k -периодических мер это условие выглядит: k
2κ(µ)γ(µ) < 1.
Используя (22), получим
κ =
z
(z + 1)2
.
В силу симметрии решений область крайности меры µ2 совпадает с областью крайности
меры µ1. Из работы [11] известно, что γ = κ. Отсюда для крайности меры µ1 (а также для
меры µ2) получим неравенство
k2κ(µ1)γ(µ1) =
4z2
(z + 1)4
< 1
которое верно при любых значениях z, в частности, и для решения вида (14), кторое су-
ществует при 0 < λ < 1. Следовательно, в случае k = 2 условие крайности мер µ1 и µ2
выполняется при любых значениях 0 < λ < 1, т.е. в области существования этих мер.
Итак, доказана следующая теорема.
Теорема 4. Пусть k = 2. Тогда для НС-модели в случае G = жезл G
(2)
k -периодические
меры Гиббса µ1 и µ2 при 0 < λ < 1 являются крайними.
Замечание 2. Так как в случае k = 3 мы не имеем явного вида решения системы
уравнений (15), то исследовать (не) крайность соответствующих периодических мер Гиббса
очень трудно.
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