System Identification of a system is the very first part in design control procedure of mechatronics system. There are several ways in which a system can be identified. An example of well known techniques are using time domain and frequency domain approach. This paper is focused on the fundamental aspect of system identification of mechatronics system in which it includes the step by step procedure on how to perform system identification. The system for this case is XY milling table ballscrew drive. Both parametric and nonparametric frequency domain approaches were implemented in the procedure. In addition, comparison of estimated model transfer function obtained via non-linear least square (NLLS) and Linear least square estimator algorithm were also being addressed. Result shows that the NLLS technique perform better than LLS technique for this case. The result was judged based on the requirement during model validation procedure such as through heuristic approach (graphical observation) of best fit model with respect to the frequency response function (FRF) of the system.
Introduction
System identification of mechatronics system is highly notable as the most important part in control system design. Identification of a system deals with the fact of predicting a mathematical model of a dynamical system from observations and previous information. It has been widely used in various multiple disciplines like in the field of engineering, sciences, medical, economics, agricultural and ecology to name a few [1] . The estimated model is extremely vital because it represents the actual system throughout the whole journey of the design of controllers. Thus, if the approximated model is not being identified as accurate as possible, it will affect the goal of the system to perform and to achieve certain objectives. In addition, the estimated mathematical model (in this case is transfer function) provides certain significant information such as the dynamical behaviour of the system.
In literature, the dynamical model is actually exists in various form and categories depending on how the procedure of the system identification is implemented and the purpose of it. For example, the identified model can be in the form of either lumped or distributed model that was used by Canudas et al. [2] , or linear and non-linear model that was utilized by Jamaludin [3] , or time invariant and time varying model that was performed by Kalyaev [4] , or deterministic and stochastic model that was used by Bashar [5] , or instantaneous and dynamic model, or continuous time and discreet time model, or input-output and state space model, or frequency domain and time domain model, or parametric and non-parametric model, or white box and black box model. In this paper, the method of system identification used are in the form of continuous time model in frequency domain via deterministic approach. There are quite distinct features on why frequency domain identification method is preferred over the time domain approach. The advantages are as follows [6] :-In terms of data reduction.
-A large number of time data samples are replaced by a small number of spectral lines only. In the aspect of noise reduction.
-Only the excited frequency content will be displayed, the non-excited frequency lines are eliminated. Relatively easy removal of the DC offset errors in the input and output signals.
Experimental Setup
The experimental setup consists of two main parts namely; (i) plant Specifications (ii) system setup .
Plant Specifications
The experimental plant or test setup considered in this paper is a ballscrew drive based XY feed table of milling machine (Googol Tech GXYZ202010 series) as shown in figure 1 . It is called XY Table because of the main function of X axis that move in horizontal motion and Y axis that operate in vertical motion. The dimension of the stage is 630x470x815mm (Length x Width x Height) and the weight is approximately 100kg. The plant work stage has a maximum effective travel distance of 300mm for each axis. Within the system, there is incremental rotary encoder that is attached to each axis of servo motor and is feed-backed as position signal with 2500 pulse/revolution. The axes are driven by Panasonic model MSMD 022G1U AC servo motors. The motor is coupled with high precision ball screw with a bracket and guided by sliding rod mechanism. Both axes are equipped with a 0.0005 mm encoder resolution. 
System Setup
In general, the experimental setup consists of 3 main elements, namely :-Plant (XY Table) Digital Signal Processing Board (dSPACE1104) Man Machine Interface (MMI) / Computer A dSPACE DS1104 controller board is interfaced with the plant and computer. The function of it is to transmit and convert input signal in digital form from the man machine interface (computer) to analog form to the plant and vice versa. Each axis is controlled by dSPACE DS1104 controller board using the ControlDesk software from dSPACE to link the host computer to the built-in amplifier in the plant using digital Input/Output (I/O) interface. The purpose of interfacing the digital I/O is to generate communications between the host computer and the ballscrew drives. These interactions include homing positioning, power on or off and drive enable or disable.
The dSPACE 1104 controller board will act as a intermediate medium between plant and host computer and is used to control the position of the drives. In addition, the Matlab Simulink command that contains the tracking algorithm were uploaded to the drives from the host computer through the dSPACE to the plant for the purpose of monitoring the measured encoder signals.
System Identification
In the field of control systems engineering, system identification can be defined as a process of developing mathematical model that represent the dynamic behavior of the system using limited number of measurement of input and outputs [7] . During the process, the existence of noise and prior knowledge may disturb the accuracy of the mathematical model being developed. Basically, there are four basic steps in frequency domain system identification procedure [8] . The steps are as follows :-
Step 1 : Collection of useful data (time data)
Step 2 : Conversion from time data to frequency response function, FRF.(Non Parametric method) .
Step 3 : Conversion from FRF to mathematical model (Parametric method).
Step 4 : Model Validation
Collection of useful time data
First and foremost, before proceeding with the process of collecting and recording the time data, there are several questions need to be answered and decided such as selection of input signals, determination of data sampling rate, amplitude and power constraints on input and output, total time available for the experiment and availability of hardware and software for analysis purposes .
The system dynamics can be described by two single-input and single-output (SISO) models. It is decided that the selected input signals for this case is using random band limited white noise. Figure 2 (a) shows the input signals which is the input voltage in unit volt that is used for the system. The reason on why this type of signal is preferred is because of the wide range of frequency content offered from this signal compared to other type of input signal like stepped sine, swept sine, multisine and impulse. On the other hand, figure 2(b) illustrates the output signals which is the position in unit millimeter. Thus, as a result, the mathematical model constructed from this signal is more robust with wide range of noise frequency. The sampling frequency used is 2000Hz, thus the sampling time is 0.0005 seconds. The total duration of the measurement is 5 minutes. A Hanning window is applied. The number of samples per window is 4096. This results a sampling resolution of 0.5 Hz. The SISO frequency response function (FRF) determined and estimated using non parametric approach via H1 estimator. H1 estimator is a classical estimator that includes the noise at the output of the system. 
Conversion from time data to frequency response function, FRF (Non Parametric method)
After collecting the time data that contain input voltage (volt) with respect to time (seconds) and output position (mm) with respect to time (seconds) for both x and y-axis, The next step in System Identification is to convert from time data to frequency response function. This approach is called non parametric approach since the model created is without variable parameter or in infinite dimensional parameter spaces [9] . Other example of non-parametric model is in the type of impulse response and step response. Below is the exclusive Matlab syntax in m-file with the comment to convert from time data to frequency response function (FRF) data. The FRF of each axis contains an anti-resonance and resonance combination near 47 Hz based on figure 3 that has been zoomed specifically at the resonance frequency part. The factor that contributes to this condition is due to the relative motion between the base of the machine and the ground. Based on the experiment being done, study shows that a left shift in the anti-resonance and resonance frequencies when the bolts that hold the base to the ground are loosened in term of the tightness .
Conversion from FRF to mathematical model (Parametric approach)
The third step in system identification is transformation from the measured FRFs of each axis to a mathematical model called transfer function. This step is widely known as parametric approach. As the name implies, parametric approach used parameter such as poles, zeros, gain, equation of motion to represent the system. The parametric models obtained is described using a limited number of characteristic quantities called the model parameters [9] . The transfer function obtained represents the estimated model of the system. There are a lot of information in terms of dynamical behavior can be traced from the transfer function for example the order of the system (whether it is second order or higher order), system's linearity (linear or non-linear) , system's phase (minimum or non-minimum phase), system's stability and the current transient response of the system and so on. Furthermore, theoretically, there are 2 approaches for parametric estimation method, the approaches are as follows [5] :-Deterministic approach Stochastic approach
Deterministic model can be defined as a model in which every set of variable states is strictly obtained by parameters in the model and it is certain and fixed [5] . As a result, it perform consistently at every allocated time for a given set of initial conditions. In addition, deterministic model does not require statistical knowledge of the disturbances on the measured FRF. A good example of estimator that used deterministic approach are Linear least square (LLS), Non-linear least square (NLLS) and Iterative weighted linear least square estimator [10] .
On the other hand, Stochastic model is a model that is probabilistic with time as independent variable and its variable states are not tabulated by a fixed and certain value but rather by probability distributions [5] . Thus, in stochastic system, there may be several possible output, each with a certain probability of occurrence for a given input. Therefore, stochastic model requires statistical knowledge of the disturbances on the measured FRF. Maximum likelihood estimator (MLE) is one example that used stochastic approach. For this experiment, deterministic approach using LLS and NLLS method were chosen. Below is the exclusively unique Matlab syntax in m-file with the comments to perform step number three. Table 1 shows resulting transfer function using NLLS and LLS. Figure 4 and 5 shows the proposed model using NLLS and LLS that is being fit to the measured FRF respectively for x-axis while figure 6 and 7 for y-axis. Parametric model were fitted on the FRFs measurement using both NLLS and LLS frequency domain identification method [10] yielding the second order model with time delay of 0.00129 seconds for x-axis and 0.00138 seconds for y-axis. Originally the system is a second order system, since it contains basic structure of mass, spring and damper, but in the end, the overall transfer function becomes fourth order (refer table 1) after taking into account the time delay that naturally exist within the system. Referring to the result from figure 4,5,6 and 7 based on the graphical observations, it is obvious that the estimated NLLS parametric model fit better than estimated LLS model. Hence, the NLLS model transfer function has been selected to represent the system. Another reason on why the NLLS model is preferred is in term of the error cost function.
For the case of x-axis, the error cost function when using LLS method is approximately 39 % yielding a parameter confidence of 61 % whereas, for the case of NLLS method, the error cost function is about 11% resulting a parameter confidence interval of 89 %. For the case of y-axis, the error cost function when using LLS method is approximately 52 % yielding a parameter confidence of 48 % whereas, for the case of NLLS method, the error cost function is about 10.7 % resulting a parameter confidence interval of 89.3 %. Parameter confidence interval is a measure on how close the estimated model fits to the real plant data [10] . Besides that, the real advantage of NLLS method is the broad range of functions that can be fit since the NLLS method is an extension of LLS method in which few added value features has been added into the algorithm like optimization features (either by Gaussian Newton or Levenberg Marquadt) and iteration method to further reduce the error. As a result, the NLLS method can cater both linear and non-linear system for parametric identification purposes [11] [12] .
Model Validation
Finally, the last step in system identification is model validation. This step is the most important step because the estimated model needs to be validated before it can be carried out throughout the whole design of the controller later on. The question is how good the model can be considered "acceptable". In the model validation stage, questions like "Does the model follow sufficiently with the time data ?", "Is the model accurate enough for my objective ?" and "Does the model represent the true system ?" need to be answered [13] .
In literature there are quite few ways mentioned on how to perform the model validation procedure, they are as follows [10] Referring to all the techniques mentioned above, it can be seen that all the requirements have been successfully proved. First of all, in terms of the feasibility of the physical parameter, since the system have a basic structure of mass, spring and damper, thus theoretically the system should be a second order model [13] . It is proven with the estimated model. It is initially a second order model but with the addition of time delay it becomes forth order model. Secondly, based on figure 4,5,6 and 7, it is apparent that the estimated NLLS model fits better than estimated LLS model. One approach that quantifies whether the estimated model is a simple and acceptable system is to apply some model reduction or model simplification technique to it. In the case where the model is possible to be simplified without affecting the input-output properties accordingly, then the initial estimated model was "pointlessly complex" [13] . For instance, models which contain poles and zeros which are very close to each other can be cancelled out without disturbing the dynamical behavior of the system. For this case, after applying the model reduction technique (by using matlab syntax of "minreal" for the purpose of pole-zero cancellation) to the estimated model, the transfer function remain the same. It just indicates that all the poles and zeros in it are dominant and cannot be reduced [13] . The next technique is using calculation of parameter confidence interval. This technique has been discussed in previously in which the parameter confidence interval of NLLS model is better than LLS model. Therefore, in general all the requirements in model validation have been satisfied except the simulation requirement. Simulation requirement will be applied after the controller for the system has been designed. System Identification is the very first process in control system design of mechatronics system. In this paper, frequency domain system identification using non parametric and parametric approach has been discussed in detail. Two types of model namely linear least square (LLS) method and non-linear least square (NLLS) methods have been used for the said purposes. Result shows that the mathematical model in transfer function form of estimated NLLS model is better than LLS model based on result during model validation stage. Graphically, the estimated NLLS model fits better than LLS model. In conclusion, the estimated model of NLLS transfer function model has been chosen to represent the system.
Conclusion

