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Abstract
The labour-market policy-mix in Germany is increasingly being decided on a regional level. This requires additional knowledge about the regional development which (disaggregated) national forecasts cannot provide.
Therefore, we separately forecast employment for the 176 German labour-market districts on a monthly basis. We first compare the prediction accuracy of standard time-series methods: autoregressive integrated moving averages (ARIMA), exponentially weighted moving averages (EWMA) and the structural-components approach (SC) in these small spatial units. Second, we augment the SC model by including autoregressive elements (SCAR) in order to incorporate the influence of former periods of the dependent variable on its current value. Due to the importance of spatial interdependencies in small labour-market units, we further augment the basic SC model by lagged values of neighbouring districts in a spatial dynamic panel (SCSAR) .
The prediction accuracies of the models are compared using the mean absolute percentage forecast error (MAPFE) for the simulated out-of-sample forecast for 2005. Our results show that the SCSAR is superior to the SCAR and basic SC model. ARIMA and EWMA models perform slightly better than SCSAR in many of the German labour-market districts. This reflects that these two moving-average models can better capture the trend reversal beginning in some regions at the end of 2004. All our models have a high forecast quality with an average MAPFE lower than 2.2 percent.
JEL-Classifications: C53, J21, O18
Introduction
Due to large differences in the regional labour-market performance in Germany, the labour-market policy-mix is increasingly being decided on a regional level. This implies that the local institutions, i.e. the districts of the Federal Employment Agency (Agenturbezirke), have an increased need for regional forecasts as a guideline for their decision process. In this paper, we focus on employment forecasts for these regional units.
There is a large variety of time-series models which can potentially be used for our purposes. These models range from simple univariate models to complicated multivariate methods. For the latter, appropriate leading indicators on a small regional scale are hardly available. Moreover, it has often been shown (cf. for example the overview in Stock 2001) that simple methods perform nearly as well as more complex ones. Further, as we forecast employment for 176 labour-market districts and want to compare the results amongst the districts, we need to apply standardised methods.
Therefore, our focus is on three standard univariate methods: autoregressive integrated moving average (ARIMA) models, exponentially weighted moving averages (EWMA) according to the seasonal Holt-Winters method and structural-component (SC) estimators. Then, we augment the basic SC model for autoregressive and spatial components. Using simulated outof-sample forecasts we are then in a position to compare the results of the augmented models with the other models.
The paper is organised as follows: After describing the data and the regional variation in employment in Germany, we provide an overview of different approaches to regional forecasting. Section 4 describes the applied forecasting methods of our models. The presentation and discussion of our results follows, before a conclusion ends the paper.
Data and Regional Variation in Employment in Germany
Employment forecasts for the whole of Germany are relatively robust.
However, such forecasts do not yield much information about the regional development within the country. Due to different industry structure, qualification, wage level, or other sources of local labour-market disparities, forecasts for a small spatial unit can differ from national forecasts and even predict opposite results. Considering regional distinctions, we forecast employment in the 176 German labour-market districts 1 , which are, with the exception of Berlin and Hamburg, between NUTS 2 and NUTS 3 regions. First, we describe our data and the current labour-market situation in Germany particularly emphasising regional differences.
To analyse the current employment situation and to perform our forecasts, we use register data from the German Federal Employment Agency.
This data covers all registered employees who are subject to obligatory social insurance in the German labour-market districts on a monthly basis. 1 With the exception of Berlin, all forecasts are at this regional level. In Berlin the labour-market districts were reorganised spatially several times in recent years so that the data here was not available for all districts for all periods. For this reason, the districts in Berlin were aggregated at all times to one district so that we forecast the regional employment levels for 176 and not for 178 districts. 2 The average employment rate is defined as
is the average number of employees registered at their place of work and pop Y the average population in the year. This is not identical to the labour-force participation rate where both the numerator and denominator are counted at the place of residence. This measurement is the only one which can be calculated for all labour-market districts as the population is only available at this regional level. A better reference parameter than the whole population would be the employable population. However, one problem persists for both measurements: Our data for the employees count them at their place of work, whereas the population is counted at their residency. This leads to an overestimation of the employment rate in districts where a relatively large number of employees commute in and to an underestimation in districts where the employees commute out.
3 This is defined as the average of
for every year, where 
A Review of the Literature
In this section we provide an overview of approaches of regional labourmarket forecasts, and present -whenever they exist -examples of corresponding empirical specifications for Germany. However, the number of studies on regional forecasting is not as numerous as one would perhaps expect. Figure 2 shows a taxonomy of methods used for regional labourmarket forecasts.
Figure 2: Taxonomy of Methods of Regional Labour-Market Forecasting
Methods of labour-market forecasting can roughly be divided into methods based mainly on labour-market theory, such as demand-oriented, supplyoriented and demand-and supply-oriented models and mathematicalstatistical methods. A well-known demand-oriented regional model is the economic base concept which divides the regional economy into a base-(local needs-serving sector) and a non-base sector (export sector). According to this concept, regional export activity is crucial for the regional growth process: The higher the local income from the export sector, the higher is the demand for local products and services. For this reason, the economic base concept models the whole employment development as a function of employment in the regional export sector. Developed in the 1950s, the concept can in times of high import rates and complex regional economic relationships no longer be considered appropriate. The obvious shortcomings of this demand-based method have been described repeatedly (see e.g. Fritsch, 1991; Eckey, 1988; Wulf, 1970) , the model is no longer used as a forecasting tool for local employment (Jaeger 1996, 5) .
Great importance for the regional development is still being attributed to the determinants of production. In particular, the shift-share analysis (SSA) as a supply-oriented model is widely used to analyse regional em-
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Demandoriented regional models Supplyoriented regional models Demand-supplyoriented regional ployment (for a German example of regional labour-market forecasts with the SSA, see Tassinopoulos 1996) . This approach interprets a variation in regional employment as a product of a structural (shift) and a local (share) component. The structural component focuses on the regional industrial structure and shows how a region would develop if the regional employment growth in an industry were analogous to the national development of the corresponding industry. The local component is defined as a residuum that remains once the structural influences have been removed from the observed variation. The conventional shift-share method has often been criticised as it does not permit a model-assisted procedure, the observation of causality is problematic and it is not possible to incorporate additional exogenous variables (Blien/Wolf 2002 , Tassinopoulos 1996 , Bade 1991 . Sweeney (2004) has generally criticised supply-oriented models for their implicit assumption of an infinitely elastic labour supply.
He proposes a model which incorporates demographic influences into supply-oriented projections. Nonetheless, the value of shift-share techniques as an analytical tool for regional analyses is generally considered as high.
There are two concepts of demand-supply-oriented regional models. The concept of labour-market accounts contrasts the development of labour supply and labour demand. Like in a balance sheet, labour-market data is either classified as asset (labour demand) or as liability (labour supply).
The resulting negative gap to the totals (the working population in the region) is the number of unemployed on the liability side and the number of vacancies on the asset side of the balance sheet. Developments of the several balance sheet items are observed separately and assigned to business cycle or structural changes. This rather descriptive method of regional labour-market analysis can provide as a very good starting point for forecasting (as an example of a German labour-market account study, see Eltges/Maretzke/Peters 1993, Eltges/Wigger 1994, Klaus/Maußner 1988 , Eckey/Stock 1996 . However, as it implies no genuine forecasting device itself, the resulting predictions tend to be extremely conservative and need to be interpreted with extreme caution. The second concept is known as regional input-output analysis, an analytical tool to analyse interindustry relationships in a region. They depict how the output of one industry serves as an input of another one, and thereby shows the interdependencies of different industries, as a customer on the one hand and as a supplier on the other. Input-output models are widely used in economic forecasting to predict flows between sectors (see e.g. Rickman/Miller 2003 , Schindler/Israilevich/Hewings 1997 . Problems with this concept can arise when the assumption of constant coefficients is violated and not incorporated by trend estimations (Jaeger 1996, 20) . . This often proves to be difficult even at a highly aggregated level and is nearly impossible at a regional level (see Hamm/Wienert 1989, 210) . Further, in small spatial units, the risk of biased results caused by single events and influences which are not captured by the regressors, tends to be much higher than at an aggregate level. Thus, as a tool for regional forecasting, results of multivariate regression analysis are not fully satisfactory. Regression models do not necessarily require explanatory economic data. Instead, the dependent variable can be explained by structural components such as level, trend or seasonal patterns (see De Gooijer/Hyndman 2005) . However, structural-component models have not been widely used as a forecasting tool for regional developments, mainly due to their limited explanatory power as deterministic models (cf. Ray 1989 , Proietti 2000 . As we show in our paper, these models can be augmented by non-deterministic components such as temporal or spatial lags to remove these limitations and to obtain both stability from the deterministic and flexibility from the stochastic models.
The most commonly used approach for (regional) forecasting is timeseries analysis. A good overview is given by De Gooijer/Hyndman (2005) .
Unlike regressions, time-series analyses do not require any definitions of causalities. These methods assess regularities in the time series and try to describe the data-generating process either deterministically or stochastically. The simplest form of trend analysis and forecasting consists in smoothing techniques. Especially the method of exponentially weighted moving averages where the forecast values are calculated by averaging past data and more recent data is incorporated with an exponentially higher weight, performs surprisingly well (Satchell/Timmermann 1995 , Chatfield et al. 2001 ).
An alternative approach to analysing and forecasting time series is based on autoregressive (AR) as well as on moving-average (MA) components (see Section 4.2). Forecasts can either only rely on past values of the dependent variable (univariate ARIMA models) or include exogenous economic information (multivariate extension of ARIMA). Dynamic regression models (also known as transfer functions, see e.g. Weller 1989 , Weller 1990 ) and multivariate vector autoregressive (VARMA) models (see e.g.
Patridge /Rickman 1998; Lutkepohl 2006) have been more commonly used in labour-market forecasts. However, parsimonious ARIMA models or transfer functions can still outperform VARMAs, as Edlund/Karlsson (1993) show for Swedish unemployment rates. A further extension of time-series models is to include spatial elements. It has been shown that neglecting spatial dependency can produce highly inaccurate forecasts (Giacomini/ Granger 2004) . Several recent studies have thus included spatial autocorrelation elements into VARMA models (cf. for example Arbia/Bee/Espa 2006, Beenstock/Felsenstein 2006) . However, to the best of our knowledge, the only labour-market related study in this field is Hernandez-Murillo/Owyang (2006), but there are no German regional labour-market forecasts which include spatio-temporal elements. As the number of labour-market districts in Germany exceeds 64, the incorporation of spatial elements is not feasible with VARMA estimation techniques (see Arbia/ Bee/Espa 2006).
The mathematical method of linear programming is used to maximise or minimise a function under constraints. The power of this method lies in considering forecast relevant information via restrictions, prediction floors and sensitivity analyses. However, a regional application for labourmarket forecasts tends to be difficult as detailed regional data and functional relationships are required. For an empirical application of this approach to Germany we have to go back to the 1980s (see Thoss/Kleinschneider 1982 , who use this approach for the district Borken/Westphalia). Instead, recent empirical work has been based on methods of non-linear programming. For example, Blien/Tassinopoulos (2001) produce regional employment forecasts for all western German districts based on a combination of top-down and bottom-up techniques.
Another recent approach in the set of mathematic-statistical methods for analysing and forecasting regional employment is to use artificial neural network (ANN) models (for an example of German labour-market forecasts see Patuelli et al., 2006) . Longhi et al. 2005 use this approach and partially combine it with the SSA. In contrast to traditional statistical models, they neither require an identification process for the set of regressors they use, nor a linear specification of the relationships between the dependent and independent variables. The technique essentially consists in modelling non-linear relationships among variables as inputs to a forecast,
where the inputs are transformed through weighted combinations and substituted into one or more non-linear indicators. Whereas some authors report positive results from labour-market forecasts using ANNs (Swanson/White 1997 as well as Stock/Watson 1998, who state that ANNs perform at least slightly better than time-series techniques), others think that they are more powerful for financial variables than for labour-market forecasts (see amongst others Diebold 1998, 182 (Bade 1991 , 1999 , Blien/Tassinopoulos, 2001 , Longhi et al. 2005 , and Patuelli et al. 2006 ). However, to our knowledge, there have so far not been any attempts to systematically perform German labour-market forecasts with individually specified regional models for all labour-market districts. Moreover, the benefit of spatial lag components for regional forecasting has so far been neglected in German regional forecast studies.
These gaps are filled by our paper.
Applied Forecast Methodology
Despite the common critique that pure time-series decompositions neglect economic theory, we focus on them for three reasons. First, many variables which would be necessary to model economic relations are not available at the required regional level. Second, as the relevant future values of the economic covariates are not known at the time the forecasts are performed, they have to be approximated by their past. Third, if the same variables which currently influence the employment level also influenced it in the past, then this information is automatically included when using past values of the series of interest in order to forecast its future development. Moreover, focusing on lagged values of the series has the advantage that it uses past information efficiently in the statistical sense.
Therefore, we apply two univariate time-series models, exponentially weighted moving averages and ARIMA. These simple models often perform nearly as well as more complex methods. Here they are used as ref-
erence models against which more complicated models can later be tested. In a second step, we present a deterministic structuralcomponents model and extend this basic model by including either autoregressive elements or spatial dependencies. Then, the results from the extended models can be compared with those from the simpler ones to test whether the forecast accuracy improves or not. In order to evaluate the models, we perform simulated out-of-sample forecasts for the last year where data is available.
To a large extent, the variable-selection procedure is automised. We test which variables have a systematic influence and improve the model fit in each agency and include only these variables in the final regressions. In a last step, we check the final specification for violations of the underlying assumptions of the respective models as described below in more detail.
Exponentially Weighted Moving Averages
As stated in the name, exponentially weighted moving average (EWMA) models base their predictions on a large number of previous observations of the endogenous variable where the weights of the previous values decline exponentially the further they are in the past. Hence, the basic structure of the model is given by:
where t I is the information available at time t and a is the weight. The focus of these models is on the autoregressive structure and on an underlying stochastic process. As well, they can be split into a level, trend and seasonal component. As employment follows a regular cyclical pattern, the seasonal Holt-Winters method is applied. Here it is assumed that the amplitude of the seasonal variance remains constant over time, hence the additive method is used. 5 The equation to be estimated is given by:
where t a denotes the level, t b the trend and t s the seasonal figure at time t . The level, trend and seasonal component are modelled stochastically.
They are determined by the parameters α , β and γ which are simultaneously estimated using maximum likelihood. These parameters define the update equations for the components as:
where L denotes the number of lags in months. Hence, with monthly data, L=12 shows seasonal patterns.
Autoregressive Integrated Moving Averages
Autoregressive integrated moving average (ARIMA) models are a standard procedure when forecasting time series. Usually, these models are implemented according to the Box-Jenkins forecast method (cf. Box/Jenkins 1970 and Greene 2003) which proceeds in four steps:
(1) In order for ARIMA-models to yield consistent results, it must first be ensured that the autoregressive process is stationary.
(2) It is tested which previous periods are necessary to best explain the current observation. This is done using the autocorrelation (AC) function for error correlation and the partial autocorrelation (PAC) values for the lagged dependent variable.
(3) After determining the possible autoregressive structures, stepwise tests are performed to test whether inclusion of these lags or errors 5 If the multiplicative method had been used, then (2) would have been estimated as:
However, this model is only justified if it is assumed that the seasonal variance increases with time. The model was tested here and it indeed turned out that the additive method delivered better results than the multiplicative approach.
into the regression improves the model fit. Typically, for selection either measures of simulated forecast errors such as the mean squared error (MSE) or information criteria such as those of Akaike (AIC) or Schwartz (BIC) are used.
(4) When no additional lag diminishes the selection criterion, the residuals are tested for white noise (Portmanteau test), i.e., if the estimation has minimum variance. If the test is not rejected, the efficient estimate is used for the forecast.
To remove seasonal effects, we first use yearly differences of regional employment. The resulting data is tested for unit roots using the augmented Dickey-Fuller test (cf. Bierens 2001) . If the test indicates the presence of unit roots with and without a trend, we first compute (monthly) differences of the regional series, test this again and differentiate further until stationarity is achieved. A detailed description of the sequential procedure is given by Hassler (2000) .
Let y denote the stationary series related to the observed time series Y.
Then the model can be described by the following ARMA equation: 
In most applications, all lags up to lag p (q) are included into the regression, where p (the highest autoregressive lag) and q (the correlated error furthest in the past) are determined by an analysis of the correlogram.
However, some lags might not provide relevant information about the development of the time series: One looses degrees of freedom without improving the estimation, and particularly small samples perform better if these coefficients are set to zero. Therefore, we rank the lags according to their absolute PAC and AC values respectively, and, starting with the highest, add them stepwise to the equation. This procedure is known as "simple-to-general".
Many studies conclude that lag selection based on information criteria performs better than other methods, see e.g. Inoue/Kilian (2006 ) or Stock (2001 . Here, the decision whether a lag is maintained in the further estimations is based on the corrected Akaike information criterion (AICC):
where T is the number of observations, k the number of estimated parameters and σ the estimated standard deviation. This information criterion often yields a more appropriate parameter selection than those of Akaike or Schwartz: Typically the AIC leads to more variables than necessary while the BIC leads to an underfit (cf. Hurvich/Tsai 1989).
Basic Structural-Components Model
In the structural-components (SC) approach applied here, it is assumed that there is a deterministic process which explains the endogenous variable. To this end, the observations are decomposed into a level, trend, seasonal and business-cycle component (see Harvey 2004, Ch. 2), i.e.: Hence, this basic version of the model neither includes exogenous variables, nor, in contrast to the ARIMA and EWMA models, autoregressive processes (see Harvey 2004, Ch. 3 & 4) .
Under the assumption that there is no damped trend, the system of level and trend component can be transformed into:
where 0 μ is the initial level, 0 β the slope parameter and t υ the error term at time t. With a damped trend, the above equation becomes non-linear.
Therefore, in addition to the linear trend, we also include a quadratic and cubic trend component. Once the level, trend and seasonal components have been included, a first regression is run. All subsequent regressions use the linear trend in addition to those variables which are significant at the 10 percent-level. However, if multicollinearity between the quadratic and cubic trend components arises either the quadratic or cubic term is kept depending on which is more significant.
Economic theory differentiates between short-, medium-and long-term business cycles. As the data for our simulated out-of-sample forecasts only covers eight years, we can at best capture short-term cycles. 6 Just like the seasonal component, business cycles are modelled by cosine and sine functions. As the duration of a cycle in a labour-market district is unknown, its length is determined by the peaks in the autocorrelation function of the residual in a regression without a cycle component. Thereby, we assume that the cycle length must be at least thirteen months to make sure that we are indeed capturing cycles and not just short irregular fluctuations. If it turns out that both cycle components are insignificant, we test for joint significance and if the test is not rejected include the one with the (in absolute terms) higher t-statistics. Once all (significant) components have been established, the full model can be regressed using standard OLS-regression techniques.
Structural Components with Autoregressive Elements
The aim of the structural-components method is to detect structural properties of time-series data. In contrast, autoregressive processes use the correlation structure of time lags. Both methods have their advantages:
Especially for long stable time series, the structural-components method is appropriate when the aim is to capture recurring elements such as seasonal fluctuations or business cycles. Therefore, once a structure is detected, the forecasts are very robust and do not place much emphasis on 6 As we require roughly at least half the sample length to perform reliable estimations, the maximum cycle length is limited to 40 months. short-term fluctuations. Autoregressive processes detect long-term structures differently. They represent time-series data by the special correlation structure observed in the past. By doing this, autoregressive methods do a good job in capturing short-term movements and are able to react quite flexibly to changes in the current data.
Both properties are important for our purposes as we perform short to medium term forecasts with moderate sample sizes. Therefore, the combination of both methods seems adequate for improving the short-term behaviour of the forecasts without losing the long-term properties of the data-generating process.
The integration of autoregressive elements into the basic structuralcomponents model is straight forward. We denote this augmented model by SCAR. It can be written as:
where t μ , t γ , t ψ and t ε are defined as in Section 4.3 and t θ represents the autoregressive component modelled as:
where s ϑ are the parameters to be estimated.
To work with a comparable lag-structure to the one chosen in the ARIMA approach and to capture at least influences of the last two years, the number of tested lags S is set to a maximum of 26. Obviously not all lags should be added in the final model. To guarantee parsimonious parameter usage, we apply the same lag selection procedure as in the ARIMA model. 
Structural Components with Spatial Interdependencies
Particularly when forecasting on a small regional scale, it seems plausible that the development of the dependent variable in neighbouring regions has an impact on the region being analysed (cf. Section 2). This relation-ship between neighbours can be described as a spatial autoregressive process. To model the spatial relationship between regions we use a row normalised contiguity matrix. Because the simultaneous spatial lags are unknown in the forecast period, it is only possible to include the spatial lags of previous periods in the estimation (cf. Giacomini/Granger 2004) .
Due to the reciprocal connections between regions, it is necessary to regress and forecast with panel techniques. To keep up the basic idea of the structural-components model, i.e. to account for the regional heterogeneity, the data is written in block diagonal form. This "seemingly unrelated regression estimation" (SURE) form allows for specific coefficients for each labour-market district and the spatial process parameters.
Hence, the structural-component model with spatial autoregressive elements (which we abbreviate by SCSAR) can be written as:
denotes the vector of employment at time t over all regions, and the components are defined analogously to Section 4.3.
The spatial component in region i, it ξ , is defined as:
where ij w is the spatial weight defined by contiguity, i.e. 1 = ij w if a region j shares a border with region i and 0 otherwise. τ κ i are the parameters to be estimated. We maintain all components that were significant in the basic structural-components model. In addition, we include up to thirteen months lagged values of the neighbours' average. Note that in contrast to most estimations of spatial autoregressive processes, we allow for individually specified parameters of spatial dependence for each region.
We rank the thirteen lagged vectors of the spatial elements according to their correlation to the residual measured by a partial spatial autocorrelation function, PSAC, similar to the PAC function in time-series analysis.
Then, we apply a sequential two-step selection procedure. In the first step we add all elements of the vector of τ month lagged spatial lags to the estimation, in order to receive their t-statistics. In the second step, we test whether the inclusion of the significant elements of this vector improves the AICC as compared to the previous estimation.
To sum up, for each labour-market district we estimate five different models: EWMA, ARIMA, SC, SCAR and SCSAR. In order to evaluate the model performance, we check the quality of the forecast results by running simulated out-of-sample forecasts using the last twelve months in which data is available (01/2004-12/2004). By doing this, we are able to calculate several error measures, on which the discussion of the results in the following section is based.
Results and Discussion
Whilst the mean square forecast error (MSFE) is a suitable accuracy measure to compare the forecast performance of the models for the same region, we are also interested in comparing the quality of the forecasts of the individual models amongst the different labour-market districts. When doing this, it is important to explicitly account for the size of the districts.
Therefore, we need a relative accuracy measure. To this end, the focus here is on the mean absolute percentage forecast error (MAPFE). This measure is calculated as the difference of the forecasts with the observed values relative to the observed value for each month and labour-market district and then averaging over the twelve months of the simulated forecast period. Finally, we compare the model forecasts using this accuracy measure as well as a discussion of the models' strengths and weaknesses.
Results of the Models
In our standardised ARIMA model selection, the time series are first differenced annually. This new time series is tested for stationarity. If it is not stationary, we further difference on a monthly basis and again test for stationarity. In nearly all labour-market districts (173) The basic SC model contains trend, season and business-cycle components. Due to the unique behaviour of the time series in each labourmarket district and our automised selection of only significant components, the composition of the selected components differs between the labour-market districts. However, some components are more frequently used than others (see Figure 4) . For those districts where the SCAR-model is better, the MAPFE improves by 0.92 percentage points. If the results are poorer, the MAPFE increases by 0.62 percentage points on average.
As described in Section 4.5, we also augment the basic SC model to account for spatial interdependencies across labour-market districts. Therefore, a panel approach needs to be applied. Thus, the following results Figure 6 ). 
Figure 6: Frequencies of the Selected Spatial Lags in the Structural-Components Model
Comparison of the Models
According to the accuracy measures of the prediction, at least within the SC models a ranking seems obvious, with SCSAR as best and SCAR as worst: In contrast to the inclusion of autoregressive elements, the introduction of spatial elements leads to an improvement of the prediction measure in form of a lower average, minimum, quantiles and maximum MAPFE as well as a lower standard deviation of the prediction measure compared to the basic model. A comparison of SCSAR with the ARIMA and EWMA models shows that their prediction accuracies do not deviate by much. EWMA has the lowest average, minimum and quantiles MAPFE, as well as the lowest standard deviation. However, the lowest maximum MAPFE is obtained in the SCSAR model which again demonstrates the compensatory effect of the spatial component.
However, looking at each district separately shows the heterogeneity of the results. Figure 7 shows matter how small the gap between the "best" and the "second best" model is. However, we want to systematically analyse the quality of all models to be sure not to loose any information. Therefore, tests on the structures of the calculated MAPFEs of all models need to be applied.
Statistical Analysis of the Forecast Performance
To confirm our findings, we perform further statistical tests on the forecast errors (MAPFEs). First, we check the similarity of the forecast performance yielded by the various models in the same region. A second test analyses the independence between the MAPFEs and the basic time-series elements which are discussed in Section 2.
All models applied in this paper are pure time-series estimations, i.e. they only include the past values to gain information. Hence, patterns found in the past should be reproduced well and can be extrapolated into the future. On the other hand, structural breaks and turning points due to economic trend reversals can hardly be captured. If these presumptions are correct, the forecast performance of the models in a region should be positively correlated. The pairwise correlation of the MAPFEs is shown in Table 2 . As the significantly positive correlation indicates, the models perform poorly in the same regions, or work well, respectively. Noticeable is the high correlation between the basic SC and the SCAR model, as well as the one between EWMA and ARIMA. These pairs of models tend to cover the same structures and consecutively produce similarly precise forecasts. 
Conclusion
In this paper we estimate employment with different time-series models for all (176) 
