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ON GENERIC G-GRADED AZUMAYA ALGEBRAS
ELI ALJADEFF AND YAAKOV KARASIK
Abstract. Let F be an algebraically closed field of characteristic zero and
let G be a finite group. Consider G-graded simple algebras A which are finite
dimensional and e-central over F , i.e. Z(A)e := Z(A) ∩ Ae = F . For any
such algebra we construct a generic G-graded algebra U which is Azumaya
in the following sense. (1) (Correspondence of ideals): There is one to one
correspondence between the G-graded ideals of U and the ideals of the ring
R, the e-center of U . (2) Artin-Procesi condition: U satisfies the G-graded
identities of A and no nonzero G-graded homomorphic image of U satisfies
properly more identities. (3) Generic: If B is a G-graded algebra over a field
then it is a specialization of U along an ideal a ∈ spec(Z(U)e) if and only if it
is a G-graded form of A over its e-center.
We apply this to characterize finite dimensional G-graded simple algebras
over F that admit a G-graded division algebra form over their e-center.
1. introduction
Group gradings on finite dimensional algebras over a field k and in particular on
k-central simple algebras is key in the study of Brauer groups and division algebras.
Indeed, the indispensable interpretation of Br(k) in terms of Galois cohomology
may be realized via a group gradings of k-central simple algebras which is the
well known crossed product construction. A rather different group grading, finer
than the crossed product, is the well known symbol algebra construction which
determines a group grading on k-central simple algebras with a groupH isomorphic
to Zn×Zn, where Zn denotes the cyclic group of order n. This grading establishes
the fundamental connection between Br(k) and the K-group K2. It will not be
an exaggeration if we say that several of the main theorems and open questions in
the theory of Brauer groups and division algebras involve the existence of a group
grading on k-central simple algebras. To mention a few (1) Merkurjev-Suslin’s
theorem on Brauer classes represented by products of symbol algebras (2) Is every
Brauer class represented by a G-crossed product where G is abelian? (3) Is every
class represented by a product of cyclic algebras? (4) Is every division algebra of
prime index cyclic? (5) Amitsur’s theorem on noncrossed product division algebras
(6) Every division algebra over a local or global field is cyclic. For the reader
convenience we recall below both constructions, namely the crossed product and
the symbol algebra.
The geometric point of view in this context, namely the generic division algebra of
degree n, the algebra of generic matrices or the generic G-crossed product where G
is a finite group, has been of great importance as well in the study of Brauer groups
and division algebras. Here we can mention again Amitsur’s example of noncrossed
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product division algebra, rationality questions on the center of the degree n generic
division algebra and somewhat more recently the essential dimension of the generic
division algebra of degree n. Here are some well known references with some of the
statements/open problems mentioned above ([15], [12] [5], [18] [8] [16], [19]).
Our goal in this paper is to construct a generic G-graded algebra which is Azu-
maya. In order to explain our terminology let G be any finite group and let F an
algebraically closed field of characteristic zero. We let A be a G-graded simple alge-
bra and finite dimensional over its e-center F . By definition this means that A 6= 0
and has no nontrivial G-graded ideals and is finite dimensional over F where F is
the intersection of Z(A) and Ae, the center of A and its e-component respectively.
The following is the main result of the paper.
Theorem 1.1. Let A be a G-graded simple algebra as above where G is finite. Then
there exists a G-graded algebra U = UA over a commutative ring R, the e-center of
U , with the following properties:
(1) The ring R is an integral domain.
(2) The algebra U satisfies all graded identities of A, that is IdG,F (U) ⊇
IdG,F (A).
(3) If η is a nonzero G-graded morphism defined on U and Im(η) is its image,
then IdG,F (Im(η)) ⊆ IdG,F (A) and hence equality holds. We say that no
nonzero G-graded homomorphic image of U satisfies more identities than
A.
(4) There is a 1−1 correspondence between the set of 2-sided G-graded ideals of
U and ideals of R. Moreover, the correspondence is given by the following
maps which are inverse to each other
I → IU
T → T ∩R
where I is an ideal of R and T is a 2-sided G-graded ideal of U .
(5) The algebra U is generic (or representing). This means the following: If
B is a G-graded algebra over a field then it is a specialization of U along
an ideal a ∈ spec(Z(U)e) if and only if it is a G-graded form of A over its
e-center. Yet more precisely, this means:
(a) If p is a prime ideal of R then U/pU is a G-graded form of A, that
is if E is an algebraically closed field extending R/pR and F , then
E ⊗R/pR U/pU ∼= E ⊗F A as G-graded algebras.
(b) Conversely: If C, an algebra over a field, is a G-graded form of A over
Z(C)e, then there exists a specialization U/pU of U which extends to
C as G-graded algebras.
Remark 1.2. Note that if G is the trivial group the theorem above just says that
U is Azumaya over its center R. Indeed, this follows from the well known theorem
of Artin and Procesi, which says that an algebra is Azumaya of rank n over its
center R if and only if it satisfies the identities of n × n-matrices and no nonzero
homomorphic image of U satisfies the identities of (n− 1)× (n− 1)-matrices.
Remark 1.3. Note that we are not proving the generalization of Artin-Procesi’s
theorem for G-simple algebras. In particular we are not showing that any G-graded
algebra which is Azumaya in the sense of Artin-Procesi has the 1−1 correspondence
property on ideals.
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In view of these remarks and the 2nd and 3rd statements in the theorem we
make the following definition.
Definition 1.4. A G-graded algebra D is Azumaya in the sense of Artin-Procesi
over its e-center R if it satisfies the G-graded identities of a finite dimensional
G-simple algebra and no nonzero G-graded homomorphic image satisfies properly
more identities.
Because we want the generic G-graded algebra U to specialize to every G-graded
form of A, whose e-center is an algebra over a field, it is important to have a
unique minimal field of definition k of A. Furthermore, because the algebra U
will be constructed via a suitable localization of a G-graded relatively free algebra
A = k〈XG〉/IdG,k(A), where k〈XG〉 is the free G-graded algebra over the field k
and IdG,k(A) is the T -ideal of G-graded identities of A defined over k, we need to
know the T -ideal IdG,F (A) is indeed defined over k. Here, XG = ∪g∈GXg and Xg
is a countable set of variables indexed by g ∈ G. These two notions, namely fields
of definition of A and of IdG,F (A), are tightly related. It is easy to show that if k
is a field of definition of A it is also a field of definition of IdG,F (A). A substantial
part of the paper is devoted to showing the existence and an explicit construction
of the unique minimal field of definition k of the G-graded algebra A. We do this
in two steps: Firstly, we construct explicitly a field k which turns out to be a field
of definition of A. Secondly, we show it is unique minimal by showing that if a field
L does not contain k then there is an identity of A which is not defined over L.
For future reference we record this in the following theorem.
Theorem 1.5. Let A be a finite dimensional G-graded simple algebra as above.
The following hold.
(1) There exists a unique minimal subfield k of F over which A is defined, that
is there is a G-simple algebra A0, finite dimensional and e-central over k,
such that A0 ⊗k F ∼= A as G-graded algebras. Furthermore, the field k is
contained in a finite cyclotomic extension of Q.
(2) The field k is also the unique minimal field of definition of the T -ideal of
G-graded identities IdG,F (A).
Remark 1.6. In [17] Section 11 there is an example of a family of three dimensional
nilpotent associative algebras Aa, parametrized by a parameter a. The algebra
Aa has then Q(a) as a unique minimal field of definition, while all the polynomial
identities are generated by XYZ=0 and are therefore defined over Q. The element a
can be any element 6= 0, 1 of any extension field of Q, and therefore in this case the
minimal field of definition can be larger than the field of definition of the T-ideal
of identities.
Here is the structure of the paper. The second section is devoted to the explicit
determination of the unique minimal field of definition k of the G-graded simple
algebra A and its T -ideal of G-graded identities IdG,F (A) (Theorem 1.5). This
allows us to construct the corresponding relatively free algebra A of A over k.
In the third section we show the algebra A can be localized by a suitable e-
central polynomial f so the resulting algebra U = f−1A is Azumaya in the sense
of Artin-Procesi. In the 4th section we show U satisfies the condition on ideals. In
the 5 section we show U is generic and in the last section, Section 6, we apply the
construction of U in order to characterize G-graded simple algebras A over F which
admit a G-graded division algebra form.
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2. Field of definition
Let A be aG-graded simple algebra over its e-center F where F is an algebraically
closed field of characteristic zero. Let Γ = IdG,F (A) be the corresponding T -ideal
of G-graded identities of F 〈XG〉.
Definition 2.1. We say the G-graded F algebra A is defined over a field k if there
exists a G-graded k-algebraA0, where k is the e-center of A0, such that A0⊗kF ∼= A
as G-graded algebras. Similarly, we say that Γ is defined over a subfield k of F if
there is a T -ideal Γ0 of k〈XG〉 such that Γ0 ⊗k F = Γ.
Explicitly, an identity p ∈ Γ = IdG,F (A) is defined over a subfield k if p =∑
i γipi, where γi ∈ F and the pi’s are identities of A, with coefficients in k. Note
that if p admits such a decomposition we may assume γi are linearly independent
over k. The following lemma is basic.
Lemma 2.2. If a (G-graded) F -algebra A is defined over k, then the T -ideal of
(G-graded) F -identities of A is defined over k as well.
Proof. Let A ∼= A0 ⊗k F for some G-graded k-algebra A0. If we write an identity
of A with coefficients in F as a linear combination
γ1 × p1 + γ2 × p2 + · · ·+ γn × pn
where the polynomials pi have coefficient in k and the γi’s are linearly independent
over k, then evaluating on A0 we obtain a sum
γ1 ⊗ b1 + γ2 ⊗ b2 + · · ·+ γn ⊗ bn
in F ⊗k A0. Because the γi’s are linearly independent over k all bi’s must be zero.

This simple observation allows us to show that a given algebra A does not have
a form over some field k0, that is there is no B = Bk0 over k0 such that A = BF =
Bk0 ⊗k0 F . The idea is to exhibit a multilinear polynomial f with coefficients in F
which on the one hand it is an identity of A, and on the other hand if it is written
as a sum f = γ1 × p1 + γ2 × p2 + · · ·+ γn × pn in F ⊗k0 k0〈XG〉 where the γi’s are
linearly independent over k0, then at least one pi is a nonidentity on A. Indeed, this
will show that such a B does not exist for if it did, f would clearly be an identity
of B and hence every pi would be an identity of B. Then by multilinearity, every
pi would be an identity of A.
Before presenting the construction of the unique minimal field of definition of A
and IdG,F (A) we recall some basic facts about finite dimensional G-graded simple
algebras over an algebraically closed field F of characteristic zero. We shall assume
G is finite although some of the constructions hold also for infinite groups.
If A is finite dimensionalG-graded simple it admits a presentation PA = {H,α, g =
(g1, . . . , gn)} where H is a subgroup of G, α is a 2-cocycle of H with coefficients in
F ∗ and the n-tuple g = (g1, . . . , gn) consists of elements, possibly with repetitions,
taken from a fixed right transversal of H in G which we denote by T . With this
presentation
A ∼= FαH ⊗F Mn(F )
and Ag = {uh ⊗ ei,j : g = g
−1
i hgj}, where g ∈ G. Here, Ag denotes the g-
homogeneous component of A. In particular, the presentation PA determines the
isomorphism type of the G-graded algebra A (see [7]).
ON GENERIC G-GRADED AZUMAYA ALGEBRAS 5
We recall also that a G-simple algebra A may admit different presentations
PA. In fact there exist a set of admissible (or basic) moves on presentations, such
that on the one hand two presentations that are obtained one from the other by
means of an admissible move represent G-graded isomorphic algebras and on the
other hand every two presentations that represent G-graded isomorphic algebras
are obtained one from the other by means of a finite sequence of admissible moves.
The admissible moves are classified into three type, referred as moves of type I, II
and III (see [1]). For the reader convenience we recall them here.
Type I: Multiplying an element in the tuple g by elements of H on the left.
Type II: Permuting the elements of the tuple g.
Type III: Multiplying the tuple g by some g ∈ G, replacing H by Hg = gHg−1
and replacing the 2-cocycle α by αg where αg(h1, h2) = α(g
−1h1g, g
−1h2g).
By means of the basic moves we may normalize the tuple g in the presentation
PA = {H,α, g = (g1, . . . , gn)} so that it satisfies the following conditions:
(1) The element e appears in the tuple g and with maximal number of repeti-
tions.
(2) Equal representatives are adjacent to each other in g.
(3) Representatives that normalize H appear earlier in g.
We proceed now to the construction of the minimal field of definition.
Let NG(H) denote the normalizer of H in G. Note that any element of NG(H)
acts onM(H), the Schur multiplier of H . For the given [α] ∈ H2(H,F ∗), we denote
by π(α) (rather than π([α])) the image of [α] by the (surjective) map induced by
the Universal Coefficient Theorem
π : H2(H,F ∗)→ Hom(M(H), F ∗).
and let Bα = ker(π(α)) ⊆M(H).
We denote by N the elements of NG(H) which normalize Bα. We see that if
the group µn of all n-th roots of unity is precisely the image of π(α) in F
∗, from
the isomorphism of M(H)/Bα ∼= µn we obtain an induced action of N on µn and
hence on Q(µn). As we shall see below, the minimal field of definition of A is a
field k with Q(µn)N ≤ k ≤ Q(µn).
We now come to an important lemma which characterizes subgroups of NG(H)
that can be factored out from the n-tuple g of H-right cosets representatives. A
close inspection on the moves of type I, II, III, shows that moves of type I or II
on PA do not change the subgroup H . Note that the subgroup H is not changed
also if we apply a move of type III as long as g ∈ NG(H).
Let Λ = ΛPA be the multiset (with repetitions) consisting of the H-right cosets
represented by the elements of g ∈ PA. We see that if we apply moves of type I and
II on PA, the multiset Λ remains invariant. Applying a move of type III with an
element g ∈ NG(H) sends right H-cosets to right H-cosets, however it may change
the multiset Λ. We therefore consider the family ΩG,H,n of multisets of cardinality
n of H-right cosets in G. Clearly Λ ∈ ΩG,H,n. Multiplication on the left
Hb 7→ gHb = Hgb
of the right H-cosets appearing in P ∈ ΩG,H,n determines an action of NG(H) on
ΩG,H,n and we let K be the subgroup of G which fixes Λ. We say the elements
g ∈ K normalize Λ and write g × Λ = Λ. We have H EK ≤ NG(H) ≤ G.
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In order to have a better insight on the group K ≤ NG(H) let us present two
additional characterizations of it. Let U be a subgroup of NG(H) which contains
H .
Definition 2.3. We say U has the equal repetition property (or the equal frequency
property) in Λ if any two H-cosets in the tuple Λ that determine the same U -coset,
they appear the same number of times in Λ. So in fact for such U we have that all
H-cosets contained in U are represented the same number of times in Λ.
Next, we introduce the factorization condition. As above we let HEU ≤ NG(H).
Definition 2.4. We say U can be factored out from Λ (or equivalently the multiset
Λ can be factored out along U) if the following hold: If U = {e, ui2, . . . , uip} is a
transversal of [U : H ], then Λ can be expressed as
{e, ui2 , . . . , uip} × Λ0
where Λ0 is a multiset of H-right cosets.
Note that if the factorization condition holds for some transversal of [U : H ]
then it holds for every transversal.
Example 2.5. Let G ∼= D6 = {e, σ, σ
2, τ, στ, σ2τ}, H = {e} and
g = (e, e, τ, τ, σ, σ, σ2τ, σ2τ) = (e, τ)× (e, e, σ, σ2τ).
It is clear that left multiplication by τ preserves the tuple whereas multiplication on
the left by σ2τ does not.
We have
Lemma 2.6. Notation as above. For a group U = {e, u2, . . . , uq} with H ≤ U ≤
NG(H) the following conditions are equivalent.
(1) U normalizes Λ via left multiplication.
(2) U satisfies the equal frequency property.
(3) The multiset Λ can be factored along U .
Proof. It is clear that if U can be factored out from Λ then any element of U
normalizes Λ, hence (3⇒ 1). For the proof of (1⇒ 2) suppose U normalizes Λ and
let Hg1 and Hg2 be twoH-cosets contained in U and suppose by contradiction they
appear in Λ with frequencies d1 and d2 where d1 6= d2. Clearly there is u ∈ U such
that ug1 = g2 and hence uHg1 = Hug1 = Hg2 which shows that the multiplication
of Λ by u on the left sends the right H cosets represented by g1 to the cosets
represented by g2. Because they have different frequency, u does not normalize Λ.
Contradiction.
(2 ⇒ 3): Suppose U satisfies the equal frequency property. We want to show
the multiset Λ can be decomposed into disjoint sets Λi where each Λi has the form
{e, u2, . . . , uq}Hb = {H,Hu2, . . . , Huq}b. This will follow if we show Hb and Hub
appear with the same frequency in Λ for every u ∈ U . But this is exactly our
assumption because Hb and Hub determine the same right-U coset in G. 
In view of the first condition of the lemma we have
Corollary 2.7. Notation as above. There exists a unique maximal subgroup K
with H ⊳K ≤ NG(H), that satisfies the conditions of Lemma 2.6.
ON GENERIC G-GRADED AZUMAYA ALGEBRAS 7
We return now to the subgroup Bα of M(H) we considered above and let S be
the subgroup of K that normalizes Bα, that is S = N ∩K. We have the following
sequence of subgroups
H E S ≤ K ≤ NG(H) ≤ G.
Recalling that N acts on Q(µ), we have an action of S and we let k = Q(µ)S . The
main result of this section is the following.
Theorem 2.8. (1) The field k is the unique minimal field of definition of the
G-simple algebra A. (2) The field k is the unique minimal field of definition of
IdG,F (A).
We know by Lemma 2.2 that if L is a field of definition of A it is also a field of
definition of IdG,F (A). So, in order to prove the theorem we will show that (a) k
is a field of definition of A (b) any field L which does not contain k is not a field
of definition of IdG,F (A). For the proof of (a) we claim it is sufficient to show the
S-simple algebra AS with presentation PAS = {H,α, {gS = (s1, . . . , sd)}, where
S = {s1, . . . , sd}, is defined over k (Warning: AS is not the full S-homogeneous
component of A). To see this, let Λ = (s1, . . . , sd)(Hb1, . . . , Hbr) be a decompo-
sition of the tuple Λ along S and let let BS,k be a k-form of AS as an S-graded
algebra. Consider the algebra Mr(k) ⊗k BS,k where the homogeneous degree of
ei,j ⊗ zσ, zσ ∈ (BS,k)σ, is b
−1
i σbj ∈ G. Extending scalars to F yields
F ⊗k Mr(k)⊗k BS,k ∼= Mr(k)⊗k F ⊗BS,k ∼= Mr(F )⊗F AS ∼= A.
Let us show now the algebra AS is defined over k. Let T be the kernel of
the action of S on Q(µn) and S/T = Gal(Q(µn)/k). We exhibit elements which
generate the k-form BS,k of AS over k. Because the cohomology class α gets values
in Q(µn) we know the algebra AS has an obvious Q(µn)-form, which we still denote
by AS . Decompose AS ∼= Q(µn)αH ⊗Q(µn) Mrm(Q(µn)) where r is the order of
T/H and m the order of S/T . We may decompose the matrix algebraMrm(Q(µn))
and get
AS ∼= Q(µn)
αH ⊗Q(µn) Mr(Q(µn))⊗Q(µn) Mm(Q(µn))
where Mr(Q(µn)) is elementary graded by a transversal of H in T and Mr(Q(µn))
is elementary graded by a transversal of T in S. The form we are looking for is the
algebra over k generated by the following sets:
(1)
{
∑
i
u
g−1i
h ⊗ Ir ⊗ ei,i : h ∈ H}
(2)
{
∑
i
zg
−1
i ⊗ Ir ⊗ ei,i : z ∈ Q(µn}(
∗)
(3)
{1⊗ ei,j ⊗ Im : i, j = 1, . . . , r}
(4)
{1⊗ Ir ⊗ Pσ : σ ∈ Gal(Q(µn)/k)}
where Pσ is the m×m permutation matrix, homogeneous of degree σ.
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(∗) Note that in fact the second set above is obtained from the first so in fact it
can be omitted from the generating set.
We proceed now to the second part of the proof, namely for any field L not
containing k we can find an identity of A that is not defined over L. It is convenient
to regard g as an ordered tuple. Our first task is to get a better understanding of the
ordered tuples one may obtain by left multiplication of g by an element of NG(H).
Definition 2.9. Consider the n-tuple g = {g1 = e, g2, . . . , gn} ∈ G
n and the n-
tuple Λ = {Hg1, Hg2, . . . , Hgn} of right H-cosets represented by g. For an n-tuple
(h1, . . . , hn) ∈ H
n we refer to
g′(h1,...,hn) = (g
−1
1 h1g2, g
−1
2 h2g3, . . . , g
−1
n−1hn−1gn, g
−1
n hng1)
as the derivative of g along (h1, . . . , hn). Likewise, we refer to the n-tuple of sets
Λ′ = (g−11 Hg2, g
−1
2 Hg3, . . . , g
−1
n−1Hgn, g
−1
n Hg1)
as the full derivative of Λ along Hn. Clearly, Λ′ is the set of all derivatives of g
along the elements of Hn.
It is easy to see that if we multiply the n-tuple Λ by an element θ ∈ NG(H) on
the left, the obtained tuple Λˆ = θ × Λ has the same full derivative as Λ. We claim
the converse holds.
Lemma 2.10. Let Λ and Λˆ be n-tuples of right H-coset. If Λ′ = Λˆ′ then there
exists θ ∈ NG(H) such that Λˆ = θ × Λ.
Proof. From the condition on the derivatives we have that g−11 Hgj = gˆ
−1
1 Hgˆj and
so θ = gˆ1g
−1
1 ∈ NG(H) because it determines a left coset which is also a right coset
and hence it normalizes H . Moreover, we obtain that gˆ1g
−1
1 gj and gˆj represent the
same H-right coset as desired. 
We need a stronger lemma regarding the derivative of the nth tuple g = (g1, . . . , gn).
The proof is contained in the statement.
Lemma 2.11. Let gid = g be an n-tuple of right H-coset representatives and let
gσ be the permutation of g by σ ∈ Sym(n). Suppose gid and gσ have a common
derivative, that is there are tuples ~h = (h1, . . . , hn),~h
′ = (h′1, . . . h
′
n) such that
g′
id,~h
:= (g−11 h1g2, . . . , g
−1
n hng1) = g
′
σ,~h′
:= (g−1σ(1)h
′
1gσ(2), . . . , g
−1
σ(n)h
′
ngσ(1)). Then
gσ(1)g
−1
1 h1 · · ·higi = h
′
1 · · ·h
′
igσ(i). In particular, if gσ(1)g
−1
1 ∈ NG(H), multiplying
the tuple g by u = gσ(1)g
−1
1 determines the same tuple of H-right cosets as gσ.
We now come to the construction of a polynomial identity pL of A, where L is
any field not containing k. As mentioned above the polynomial pL we construct is
defined (as an identity of A) over the field k but it is not defined over L.
We start by putting a special ordering on the n-tuple g = (g1, . . . , gn) (the first
two items below were already mentioned earlier).
(1) By means of the basic moves we arrange equal representative to be adjacent
in g.
(2) We let g1 = e and arrange so that it appears in g with maximal multiplicity,
say d ≥ 1.
(3) Temporarily we order the coset representatives with multiplicities in de-
creasing order. We change the notation as follows:
g = (g[1,d1] = ed1 , g[2,d2], . . . , g[r,dr])
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where (now) g1, . . . , gr are the different H-coset representatives, g[i,di] =
(gi, . . . , gi), di times and (d1 ≥ d2 ≥ . . . ≥ dr). We have
∑r
i=1 di = n.
(4) Factor out from the tuple g the H-coset representatives from the group
K (see Lemma 2.6 and Corollary 2.7), starting, i.e. put them on the left,
with the representatives from S. Thus, we get the following configuration
(again, changing notation).
g = (e, s2, . . . , sp, kp+1, . . . , km)× (ed1 , g[2,d2], . . . , g[q,dq])
where g[j,dj] stands for (gj , . . . , gj), dj times. We assume as we may, that
the elements (e, g2, . . . , gq) are different right K-coset representatives in G.
With this notation we have p = [S : H ], m = [K : H ], all elements of K
appear with frequency d = d1. The order of g is n = m× (d1 + · · ·+ dq).
(5) We remind the reader that K is the maximal subgroup of NG(H) that can
be factored out from g. Therefore, it may be the case that among the
elements g2, . . . , gq there are representatives which belong to NG(H). If we
have t ≥ 1 such elements (including e) we write
g = (e, s2, . . . , sp, kp+1, . . . , km)× (ed1 , ν[2,d2], . . . , ν[t,dt], g[t+1,dt+1] . . . , g[q,dq]).
In the next steps we treat the representatives (g[t+1,dt+1] . . . , g[q,dq]), namely
those that are outside NG(H). To this end note that if ν ∈ NG(H) and
g ∈ G is an element with Hν 6= Hg then ν−1Hg ∩ H = ∅. On the other
hand, for gi 6∈ NG(H) this is false in the following strong sense: There
exists g ∈ G, possibly not in g, with Hgi 6= Hg and yet g
−1
i Hg ∩ H 6= ∅.
Indeed, because gi does not normalize H , g
−1
i Hgi 6= H . It follows there is
g ∈ G with g−1i Hg 6= g
−1
i Hgi which intersect nontrivially H . We introduce
an equivalence relation on the right H-coset representatives in g.
Definition 2.12. We say g, g′ ∈ g are related if g−1Hg′ ∩H 6= ∅.
Let [g] be the equivalence class represented by g ∈ g. By the previ-
ous paragraph we see that H-coset representatives which belong to NG(H)
represent classes of cardinality one. We refer to such classes as single-
tons. Because some H-cosets may not be represented in g, we may find
among the classes [gi] where gi /∈ NG(H) singletons as well as nonsingle-
tons. Thus, with the above notation the nonsingletons classes are contained
in (g[t+1,dt+1] . . . , g[q,dq]). We can set now the final refinement on the order-
ing of the tuple g, namely
g = (e, s2, . . . , sp, kp+1, . . . , km)×
(ed1 , ν[2,d2], . . . , ν[t,dt], g[t+1,dt+1] . . . , g[f,df ], g[f+1,df+1], . . . , g[q,dq])
where gi, t + 1 ≤ i ≤ f , represent singletons and nonsingletons if f + 1 ≤
i ≤ q.
Next, we want to describe the homogeneous degrees of the blocks determined by
g. By definition of the G-grading, as determined by PA, we see that the n × n
matrix algebra is decomposed into blocks which arise from repetitions of the H-
coset representatives. Note that if a representative appears di times it determines
a di× di-diagonal block of e-homogeneous elements which may be denoted by ue⊗
e[ka×il,ka×is] where gil = gis and ka is any element of K. Note that the e-elements
may appear only in this way, namely if uh⊗ e[ka×il,kb×jt] is homogeneous of degree
e, then h = e, a = b and gil = gjt which implies i = j. We decompose the set of
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all basis elements {uh⊗ e[ka×il,kb×jt]} into blocks, where the [ka× i, kb× j]-block is
of order di × dj , that is di-rows and dj columns, and with depth (= ord(H)). The
block is spanned by the basis elements uh⊗e[ka×il,kb×jt], l = 1, . . . , di, t = 1, . . . , dj
and h ∈ H . It is convenient to regard a block as above as a 3-dimensional box, of
order (di, dj , ord(H)), as the [ka × i, kb × j]-block with ord(H) pages.
As mentioned earlier, the e-component of A appears only in diagonal blocks.
Moreover, we see that the homogeneous degrees which appear in the box which
corresponds to a diagonal block are all in H if and only if the representative g ∈ g
normalizes H . In that case we say the [ka× i, ka× i]-diagonal block has pages only
in H .
Now, take two arbitrary basis elements. Their multiplication
uh1 ⊗ e[ka1×il,kb1×jt] × uh2 ⊗ e[ka2×xf ,kb2×ys]
is nonzero if and only if [kb1 × jt] = [ka2 × xf ]. On the other hand, it is clear that
any two basis elements z and w can be bridged by a basis element, that is there
exists c with zcw 6= 0. In the next lemma explains the reason for introducing the
terminology of singletons and nonsingletons.
Lemma 2.13. Consider diagonal blocks represented by representatives kagil and
kbgjt in g and let ze and we be basis elements of A, homogeneous of degree e, which
belong to these blocks respectively. Then the following hold:
(1) If ze and we belong to the same diagonal block, there exists an e-element
ce such that zecewe 6= 0. Conversely, if cg is homogeneous of degree g such
that zecgwe 6= 0, then necessarily g = e.
(2) If kagil and kbgjt in g are not related by the equivalence relation (e.g. one
of them is a singleton) and suppose zecgwe 6= 0. Then necessarily g /∈ H.
(3) Suppose the diagonal blocks are different and are represented by elements
kagil and kbgjt which are related by the equivalence relation. Then there
is ch, h ∈ H with zechwe 6= 0. However, there is no such bridge ch with
h = e.
Proof. The proofs of parts 1 and 2 follow directly from the definitions. Let us
prove part 3: Clearly, any bridge between different blocks cannot be homogeneous
of degree e. By assumption we have that (kagil)
−1Hkbgjt ∩ H 6= ∅, so if h
′ =
(kagil)
−1 × h × kbgjt . It follows that the basis element uh ⊗ e[ka×gil ,kb×gjt ] is
homogeneous of degree h′ and bridges ze and we.

Let L be a field not containing k. As mentioned earlier, our goal is to construct
a polynomial identity pL of A which is defined over k but not over L.
Let
∆ = {uh ⊗ e[ka×il,kb×jt]}
be a basis of A and let
∆e = {ue ⊗ e[ka×il,ka×it]}
bet the subset of ∆ consisting of all e-elements. Recall that the elements of ∆e
appear in diagonal blocks represented by kagil .
We consider a nonzero product E0 of basis elements of the form uh⊗e[ka×il,kb×jt]
which visits all basis elements of ∆e. We assume as we may, the product satisfies
the following conditions
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(1) Elements of ∆e which belong to the same e-block are separated exclusively
by e-elements.
(2) (For convenience) The e-blocks appear in E0 successively along the main
diagonal, that is the product starts with the e-block in place (1, 1), (2, 2)
and so on. In particular we visit each diagonal block exactly once.
(3) Multiplying the entire monomial E0 on the left and on the right by suitable
basis elements we may assume the monomial does not start and does not
end with a designated element. Moreover we may assume the monomial E0
starts and ends with an element in Λe.
(4) The bridges wg between e-blocks are chosen as in Lemma 2.13.
For each element {ue ⊗ e[ka×il,ka×it]} ∈ ∆e we choose an appearance of it in the
product E0 (we know each one of these appears at least once) and refer to it as a
designated element of E0.
Remark 2.14. In fact it is possible to arrange that visits in the e-diagonal blocks
consist only of designated elements but this will not play a role in the construction.
Consider the homogeneous degrees of all basis elements which appear in E0
and let Z0 be a multilinear monomial whose indeterminates are homogeneous of
degrees corresponding to the elements of E0. Clearly, by its very construction, the
monomial Z0 has a nonzero evaluation Zˆ0 = E0. Note however that the monomial
Z0 may admit many different nonzero evaluations.
Now, we want to extend the monomial E0 by bordering the designated elements
with e-diagonal elements. These extra elements are called frames. We denote the
monomial obtained by E1.
We denote by Z1 the multilinear monomial corresponding to E1 and denote by
Zˆ1 = E1. The designated variables of Z1 are those e-variables that correspond to
the designated e-elements in E1.
We let p1 be the polynomial obtained by alternating the designated variables
p1 =
∑
σ
(−1)σZ1,σ.
Here are some observations regarding the polynomial p1 and its evaluations on Λ.
(1) Because of the alternation, the designated variables must be evaluated on
the full set Λe, the basis elements of Ae, as long as the value is nonzero.
(2) For each evaluation at most one monomial, say Z1,σ, obtains a nonzero eval-
uation. Indeed, the values of the designated variables determine uniquely
the values of the frames variables if the value of the monomial is nonzero. It
follows that if the value of the frames are compatible with the value of the
designated variables of the monomial Z1,σ, they are not compatible with
the value of the designated variables of the monomial Z1,τ for τ 6= σ and
hence the value of Z1,τ is zero.
(3) From the construction it follows that Z1 = Z1,id has a nonzero evaluation
and hence p1 is a nonidentity (because, by the previous statement, the other
monomials vanish).
Our next task is to insert variables/polynomials so that, roughly speaking, they
reduce the possible monomials Z1,σ, σ ∈ Sym(de) where de = card(Λe), which may
get a nonzero value. Let p1 = p1(X,Y,W ). As mentioned above, by the alternation,
in any nonzero evaluation we must evaluate the set of designated variables X by a
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full basis of Ae. Taking the basic evaluation of X as in E1 we obtain p1(Xˆ, Y,W ),
and clearly we can choose evaluations of the sets Y and W (again, as in E1), so the
first monomial does not vanish and hence so does the entire polynomial. It is not
difficult to construct examples such that by changing the values of Y and W (and
keeping the evaluation Xˆ of X) a different monomial, say Z1,σ, σ 6= id, may get a
nonzero value. We note on the other hand, that for the polynomial p1(Xˆ, Y,W ),
there may be monomials Z1,τ (Xˆ, Y,W ), which vanish for every evaluation of Y and
W .
Let us illustrate this with a simple example.
Consider the algebra of 3 × 3-matrices, G = {e, g}-graded with the elementary
grading determined by the tuple g = (e, e, g). We consider the monomial E0 (in
the above notation) E0 = e1,1e1,2e2,2e2,1 × e2,3 × e3,3. We multiply the monomial
on the left and on the right by e-elements, so we get E0 = e1,1e1,1e1,2e2,2e2,1 ×
e2,3× e3,3e3,3. We insert the frames bordering the designated elements and get the
monomial
E1 = e1,1e1,1 · e1,1 · e1,1 · e1,2 · e2,2 · e2,2 · e2,2 · e2,1 · e1,1 × e2,3 × e3,3 · e3,3 · e3,3e3,3.
Next we construct the multilinear monomial with variables corresponding to the
elements in E0
Z1 = we,1ye,1xe,1ye,2xe,2ye,3xe,3ye,4xe,4ye,5wg,2ye,6xe,5ye,7we,3
and alternate
p1(X,Y, Z) =
∑
σ∈Sym(5)
(−1)σZ1,σ.
Now, we evaluate the designated variables xe,i as in the monomial E1. It is clear
that if we extend the evaluation of the variables in Y andW as in the monomial E1
we get a nonzero value (= e1,3) of the monomial which correspond to Id ∈ Sym(5)
and hence a nonzero value of p1. Consider now any permutation σ ∈ Sym(5) which
permutes the variables xe,1, . . . , xe,4 (and fixes xe,5). Evaluating W as above, there
exists an evaluation of the set Y such that the monomial Z1,σ gets a nonzero value.
On the other hand, for any permutation τ ∈ Sym(5) which does not fix xe,5, there
is no value of Y and W which makes the evaluation of the monomial Z1,τ nonzero.
Remark 2.15. Note that if we allow changing the values of the set X , there is no
essential difference among the monomials and hence if there is an evaluation of
p1(X,Y,W ) making the Id monomial nonzero, the same can be done for any Z1,σ.
Back to the general case where p1(X,Y,W ) is the alternating polynomial on the
set X constructed above. We know that if we evaluate the monomial Z1(X,Y,W )
as in E1, we get a nonzero value (by construction), and hence a nonzero value for
p1(X,Y,W ). Consider the generalized polynomial p1(Xˆ, Y,W ) where the values of
X are as in E1.
Definition 2.16. We denote by AdSym(de)(p1(Xˆ, Y,W )) the set of all permutations
σ ∈ Sym(de) for which there is an evaluation of the variables Y and W such that
the monomial Z1,σ(Xˆ, Y, Z) gets a nonzero value.
Let us pause for a moment and explain what we want to do. With this terminol-
ogy our goal will be, roughly speaking, to insert successively variables/polynomials
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B1, . . . , Bl in the polynomial p1(X,Y,W ) and get polynomials
p(1+i)(X,Y,W,B1, . . . , Bi)
so that AdSym(de)(p1+i(Xˆ, Y,W,B1, . . . , Bi)) has fewer elements but is nonempty
(i.e. the polynomial is a nonidentity). Also we want the coefficients of polynomials
p(1+i) and in particular p(1+l)(X,Y,W,B1, . . . , Bl) to be in Q. The final step will be
to insert a polynomial qL defined over k, which makes p(2+l)(X,Y,W,B1, . . . , Bl, qL)
an identity of A. We will show the polynomial identity is defined over k but not
over L. In order to explain our plan more precisely we introduce some additional
terminology.
Our starting point is the polynomial p1(X,Y,W ) constructed above and the
evaluation of the designated variables p1(Xˆ, Y,W ). As mentioned above, the set
Λe is decomposed into diagonal blocks of dimension di × di which correspond to
right H-coset representatives which appear di-times. By the fixed evaluation Xˆ we
label the variables of X accordingly. We say a variable xi ∈ X corresponds to the
[ka × i]-diagonal block if xˆi belongs to that block.
We fix once for all a nonvanishing evaluation Xˆ of the set X , that is p1(Xˆ, Y,W )
is a generalized nonidentity of A. Note that by the alternation this can be any of the
de! possible nonvanishing evaluations of X . Once we have chosen the evaluation Xˆ
of X we fix a nonvanishing monomial and regard it as the monomial corresponding
to the identity permutation in p1(Xˆ, Y,W ). The following definition is key for the
construction. Notation as above.
Definition 2.17. Let 0 ≤ i ≤ l. We say a permutation σ ∈ Sym(de) is nonva-
nishing in the polynomial p(1+i)(Xˆ, Y,W,B1, . . . , Bi), if there is an evaluation of
p(1+i)(Xˆ, Y,W,B1, . . . , Bi) so that the monomial Z1,σ(Xˆ, Y, Z,B1, . . . , Bi) admits
a nonzero value.
Using this terminology, we shall get a nonidentity polynomial
p(1+l)(X,Y,W,B1, . . . , Bl)
with coefficient in Q and such that p(1+l)(Xˆ, Y,W,B1, . . . , Bi) has a very limited set
of nonvanishing permutations. In particular, for such permutations, variables repre-
sented by S may be permuted only to elements of Λe that are represented by S. The
final step will be to introduce a polynomial qL defined over k but not over L so that
the resulting generalized polynomial p(2+l)(Xˆ, Y,W,B1, . . . , Bl, qL) has no nonvan-
ishing permutations, that is, the polynomial p(2+l) = p(2+l)(X,Y,W,B1, . . . , Bl, qL)
is an identity of A. Finally, by decomposing the polynomial p(2+l) into a linear com-
bination of polynomials with coefficients in L, we will see it is not defined over L.
As mentioned earlier there are 3 type of basis elements in Λe, namely (Type
I) elements that belong to blocks represented by coset representatives of NG(H),
(Type II) basis elements that belong to blocks represented by coset representatives
outside NG(H) and singletons and finally (Type III) basis elements that belong
to blocks represented by coset representatives outside NG(H) and nonsingletons.
By the correspondence established above between the designated variables and the
elements of Λe, we have designated variables of Type I, Type II and Type III.
Step 1: Consider the polynomial p1(X,Y,W ) and insert in each e-segment cor-
responding to an e-diagonal block represented by elements in NG(H) a product of
variables xh, (at least) one for each h ∈ H and such that the homogeneous degree
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of the product is e (we may need to add an additional variable). If we denote by
TH the set of the inserted H-variables and by p2(X,Y,W, TH) the obtained polyno-
mial, because diagonal blocks represented by elements in NG(H) have onlyH-pages,
the nonzero evaluation of Z1(Xˆ, Y,W ) can be extended to a nonzero evaluation of
Z2(Xˆ, Y,W, TH) and hence p2(X,Y,W, TH) is a nonidentity.
Proposition 2.18. Notation as above. Every nonvanishing permutation of
p2(Xˆ, Y,W, TH)
sends variables of Type I (resp. II, III) to values of Type I (resp. II, III).
Proof. We show first a nonsingleton variable cannot be evaluated on a singleton
element of Λe: Indeed, as chosen for nonsingletons, one of the bridges (a variable in
W ) from left or right, are H-elements and this is not compatible with a singleton
evaluation. In order to prove that singleton variables inNG(H) cannot be evaluated
on singletons represented by elements outside NG(H), note that because of the
insertion of the H-variables in the polynomial, these variables H must be evaluated
with elements in Λ from the corresponding block. But this is impossible because
the evaluation belongs to an element that does not normalize H so not all pages
are from H , or equivalently, some of the H-elements do not belong to the diagonal
e-block. 
We have shown thatNG(H)-variables must be evaluated only with basis elements
represented by NG(H). Suppose σ ∈ Sym(de) is such nonvanishing permutation.
By the proposition, σ restricts to permutations of the disjoint sets that correspond
to (a) elements that are represented by NG(H) (b) variables represented by repre-
sentatives not in NG(H) and singletons (c) variables represented by representatives
not in NG(H) and nonsingletons. Now, applying Lemma 2.11 and in particular
its last part, there is an element in g0 ∈ NG(H) such that g0g determines the
same H-coset representatives as determined by the permutation σ. Note that in
particular, nonvanishing permutations permute the diagonal blocks because by left
multiplication by g0, equal representatives are mapped to equal representatives.
Applying Lemma 2.6 and Corollary 2.7 we conclude that g0 ∈ K. It follows that
the diagonal blocks represented by K correspond to values represented by K and
so, in particular, the blocks represented by S are mapped to K-blocks. Our next
step is to insert additional polynomials in p2(X,Y,W, TH) so that nonvanishing
permutations send S-representatives to S-values.
Step 3: Let ki a representative in K \S. We know it appears d-times in g. Recall
that ki does not normalize Bα and hence there is a binomial identity of F
αH
βρ∈Sym(m)(xh1 , . . . , xhm) = (xh1 · · ·xhm − xhρ(1) · · ·xhρ(m))
which is not an identity of Fα
ki
H . Clearly, by adding one more variable if needed,
we may assume the homogeneous degree of βρ∈Sym(m)(xh1 , . . . , xhm) is e. We now
proceed as in [1]. Let Rd = R(x1, . . . , xd2 , y1, . . . , yd2) be a Regev polynomial on
2d2 variables. Recall that this is a nonidentity central polynomial of the algebra
of d × d-matrices over F . The polynomial is alternating on the x and y-variables
respectively. We replace all but one variable by homogeneous variables of degree
e and a single variable, say x1, by an element of degree h ∈ H . We denote the
polynomial obtained by Rd,h. Note that the homogeneous degree of Rd,h is h ∈ H .
We can now replace each variable xhi in βρ∈Sym(m)(xh1 , . . . , xhm) by Rd,hi and get
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the polynomial βρ,d = βρ∈Sym(m)(Rd,h1 , . . . , Rd,hm). Note that the homogeneous
degree of βρ,d is also e and so can replace (by the T -operation) a variables of degree
e with βρ,d.
In the next lemma we explain how these binomial-central polynomials are used.
Insert βρ,d in the segment represented by ki ∈ K \ S.
Lemma 2.19. The polynomial p3(X,Y,W, TH , βρ,d) is a nonidentity of A. Fur-
thermore, if σ ∈ Sym(de) is a permutation which sends the variables corresponding
to the block represented by ki ∈ K \ S to elements in Λe which correspond to an
S-block, then σ is a vanishing permutation.
Proof. The polynomial remains a nonidentity since the conjugation of the binomial
βρ∈Sym(m)(xh1 , . . . , xhm) by ki is a nonidentity of F
αH and moreover taking the
basic evaluation, the value of the polynomial βρ,d is an invertible element in the
ki-th block. On the other hand, because an element s ∈ S normalizes Bα, we
have that conjugating the h elements of βρ∈Sym(m)(xh1 , . . . , xhm) by s yields a
polynomial which is again a binomial identity of FαH and hence such evaluation
must vanish. 
We complete this step by inserting similar polynomials for all ki ∈ K \ S.
For simplicity we abuse notation and denote the resulting polynomial again by
p3(X,Y,W, TH , βρ,d). Note that the binomial we choose depends on ki. As a re-
sult we obtain that elements of S may be mapped only to S-values as long as the
permutation is nonvanishing.
The final step, as mentioned earlier, is to insert in the first e-segment, namely the
segment that corresponds to the representative g1 = e with d repetitions, a polyno-
mial qL defined over the field k so that the resulting polynomial p4(X,Y,W, TH , βρ,d, qL)
is an identity of A, defined over k but not over L.
The general construction in this step is somewhat similar to the one in the
previous step. Recall that by construction, the group S consists of all elements
s ∈ K which normalize Bα, that is if
βτ∈Sym(r)(xh1 , . . . , xhr ) = (xh1 · · ·xhr − xhτ(1) · · ·xhτ(r))
is an identity of FαH then also
βτ∈Sym(r)(xs−1h1s, . . . , xs−1hrs) = (xs−1h1s · · ·xs−1hrs − xs−1hτ(1)s · · ·xs−1hτ(r)s)
is an identity of FαH .
Let us return to the map π(α) : M(H)→ F ∗ which corresponds to the 2-cocycle
α ∈ H2(H,F ∗) by means of the Universal Coefficient Theorem. We recall that
because H is finite, the Schur multiplier is finite abelian which implies Im(π(α)) =
µn, the group of n-th roots of unity for some n. We recall also that because the
group S normalizes Bα = ker(π(α)) it acts on the group µn. We would like to
be more precise about how the action of S on µn is defined. Recall that by an
application of the Hopf formula to the Schur multiplier M(H), the elements of
M(H) are represented by binomial identities of FαH , and if ζ ∈ µn there is a
binomial identity
βτ∈Sym(r)(xh1 , . . . , xhr , ζ) = (xh1 · · ·xhr − ζxhτ(1) · · ·xhτ(r)).
Now, if uh1 and uh2 are representatives of h1 and h2 respectively, applying the for-
mula uhiuhj = α(hi, hj)uhihj several times we have uh1 · · ·uhr = α(h1, . . . , hr)uh1···hr
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and from the fact that βτ∈Sym(r)(xh1 , . . . , xhr , ζ) is a binomial identity of F
αH we
have that
ζ = α(h1, . . . , hr)(α(hτ(1), . . . , hτ(r)))
−1.
Let s ∈ S. Using this expression we set
s(ζ) = α(s−1h1s, . . . , s
−1hrs)α(s
−1hτ(1)s, . . . , s
−1hτ(r)s)
−1.
The fact that S normalizes Bα says that the above action on µn is well defined,
that is, it does not depend on the choice of the binomial identity. Recalling our
notation k = Q(µn)S we have a well defined surjective map
S → Gal(Q(µn)/k) = S¯
and composing with the embedding of S¯ ≤ Gal(Q(µn)/Q) we obtain a homomor-
phism
φ : S → Gal(Q(µn)/Q).
Next, we shall consider the action of the groups NG(H) and Gal(Q(µn)/Q)
on H2(H,Q(µn)∗) and the induced action on the set of multilinear binomials
{βτ∈Sym(r)(xh1 , . . . , xhr , ζ) = (xh1 · · ·xhr − ζxhτ(1) · · ·xhτ(r)), ζ ∈ µn.}
If g ∈ NG(H) we let let α
g : H × H → F ∗ be the 2-cocycle defined by
α(g)(h1, h2) = α(g
−1h1g, g
−1h2g)whereas for g ∈ Gal(Q(µn)/Q)we let α[g](h1, h2) =
g(α(h1, h2)). Note that with this notation the actions on H
2(H,Q(µn)∗) coincide
upon restriction to S and so we write αs = α(s) = α[s]
Lemma 2.20. The following hold for every element s ∈ S.
(1) For every binomial identity of FαH
βτ∈Sym(r)(xh1 , . . . , xhr , ζ) = (xh1 · · ·xhr − ζxhτ(1) · · ·xhτ(r))
where ζ ∈ µn = im(π(α)), the polynomial
βτ∈Sym(r)(xs−1h1s, . . . , xs−1hrs, s(ζ)) = (xs−1h1s · · ·xs−1hrs−s(ζ)xs−1hτ(1)s · · ·xs−1hτ(r)s)
is an identity of FαH.
(2) For every binomial identity of FαH
βτ∈Sym(r)(xh1 , . . . , xhr , ζ) = (xh1 · · ·xhr − ζxhτ(1) · · ·xhτ(r))
where ζ ∈ µn = im(π(α)), the polynomial
βτ∈Sym(r)(xh1 , . . . , xhr , s(ζ))
is an identity of Fα
s
H.
(3) For every binomial identity of FαH
βτ∈Sym(r)(xh1 , . . . , xhr , ζ) = (xh1 · · ·xhr − ζxhτ(1) · · ·xhτ(r))
where ζ ∈ µn = im(π(α)), the polynomial
βτ∈Sym(r)(xs−1h1s, . . . , xs−1hrs, ζ)
is an identity of Fα
s−1
H.
Furthermore, let g ∈ Gal(Q(µn)/Q) \ S¯, where ζn ∈ µn is a primitive n-th root of
unity. If βτ∈Sym(r)(xh1 , . . . , xhr , ζn) is a binomial identity of F
αH, then
βτ∈Sym(r)(xh1 , . . . , xhr , g(ζn))
is a nonidentity of Fα
s
H, for every s ∈ S.
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Proof. The proofs of 1 − 3 follow from the definition of S. The proof of the last
part follows from 2 and the fact that g(ζn) 6= s(ζn) for every s ∈ S. 
Let
βτ∈Sym(r)(xh1 , . . . , xhr , ζn) = (xh1 · · ·xhm − ζnxhτ(1) · · ·xhτ(r))
be an identity of FαH with ζn a primitive n-th root of unity and consider the
product
m(X) = Πs∈Sβτ∈Sym(r)(xh1 , . . . , xhr , s(ζn)).
By the lemma, the product is an identity of Fα
s
H for every s ∈ S and is clearly
defined over k = Q(ζn)S . As usual we assume the polynomial is multilinear. Our
next goal is to show the following
Proposition 2.21. The identity m(X) is not defined over L.
Once we know that, we shall proceed to the last step, that is, given a field L
which does not contain k, construct an identity of A which is not defined over L.
For the proof of the proposition we need a general lemma.
Let C be aG-graded simple algebra over an algebraically closed field of character-
istic zero. Let PC = (H, γ, g) be a presentation of C. Denote by ηγ : M(H)→ F
∗
the map defined on the Schur multiplier M(H) which corresponds to γ by means of
the Universal Coefficient Theorem. Let Im(ηγ) = µn be the group of all n-th roots
of unity. Clearly we may assume the cocycle γ has values in F ∗0 where F0 = Q(µn).
It follows that we may consider the twisted group algebra F γ0 H and hence also the
corresponding G-graded simple algebra Cγ over F0. Let L be a subfield of F0 and
let U = Gal(F0/L) be the corresponding Galois group. Consider the twisted group
algebras Fα
g
0 H with cohomology classes [α
g] ∈ H2(H,F ∗0 ), g ∈ U , and let Cγg be
the corresponding G-graded simple algebra. Note that [γg] is the cohomology class
that corresponds to g ◦η : M(H)→ F ∗. Let p(X) be an identity of Cγ and suppose
p is defined over L, that is p(X) ∈ F ⊗L IdL(Cγ). Explicitly, there are identities
pi ∈ IdL(Cγ) and scalars bi such that
p =
∑
i
bipi.
Lemma 2.22. Notation as above. The polynomial p(X) is an identity of Cγg , for
every g ∈ U .
Proof. It is sufficient to show that each pi is an identity of Cγg . Replacing pi by p
we let
p =
∑
σ
βσmσ
where βσ ∈ L and mσ are monomials. Moreover we can assume p is multilinear
and so every evaluation of the variables in basis elements uh ⊗ ei,j ∈ Cγg yields
the same value as the corresponding evaluation on Cγ where a scalar λσ ∈ µn is
replaced by λgσ. Because p is an identity of Cγ we have
∑
σ βσλσTσ = 0 where we
may assume Tσ = 1 ⊗ e1,1 or zero. Now, if we evaluate the polynomial p on Cγg ,
we obtain ∑
σ
βσλ
g
σTσ =
∑
σ
(βσλσ)
gTσ = 0
because the β′s are U invariant.

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We proceed now to the proof of Proposition 2.21.
Proof. Suppose the converse holds. By Lemma 2.22 and the paragraph preceding
it, replacing L in the lemma by the field L ∩ Q(µn), the polynomial m(X) is an
identity of Fα
g
H for every element g ∈ Gal(Q(µn)/(L ∩ Q(µn))) where here the
action of Gal(Q(µn)/(L ∩ Q(µn))) on α is induced by the action on its values,
namely on µn.
Now if g ∈ Gal(Q(µn)/(L∩Q(µn))) \ S¯, the value g(ζn) 6= s(ζn) for every s ∈ S
and hence invoking the last part of Lemma 2.20 each binomial factor in m(X) is a
nonidentity of Fα
g
H . We claim also the product
m(X) = Πs∈Sβτ∈Sym(r)(xh1 , . . . , xhr , s(ζn)).
is a nonidentity of Fα
g
H . Indeed, every nonzero value of βτ∈Sym(r)(xh1 , . . . , xhr , s(ζn))
is invertible in Fα
g
H and the claim follows. 
We would like to use the polynomial m(X) for the construction of an identity of
A, defined over k but not over L. We replace every variable of m(X) by a central
polynomial Rd,hi and denote the polynomial by qL. We insert the polynomial qL in
the first e-segment of p3(X,Y,W, TH , βρ,d), namely the segment which corresponds
to the diagonal block d× d represented by the trivial H-coset representative e. We
denote the resulting polynomial by p4(X,Y,W, TH , βρ,d, qL).
Proposition 2.23. The polynomial p4(X,Y,W, TH , βρ,d, qL) is an identity of A.
Proof. Let us show the generalized polynomial p4(Xˆ, Y,W, TH , βρ,d, qL) has no non-
vanishing permutations. Indeed, the variables represented by S can be permuted
in any nonvanishing permutation only to basis elements represented by S. The
presence of qL annihilates the evaluation also in that case. 
Proposition 2.24. The identity p4(X,Y,W, TH , βρ,d, qL) is not defined over L,
whenever L ∩Q(µn) + k.
Proof. We consider an action of Gal(Q(µn)/Q) and in particular of Gal(Q(µn)/(L∩
Q(µn))) on the family of G-graded simple algebras via the action on the 2-cocycle
α and this, via the action on its values. We denote by Aαg the image of A = Aα
induced by g ∈ Gal(Q(µn)/(L∩Q(µn))). The polynomial p3 above, obtained prior
to the insertion of qL, is defined over Q and hence it is not an identity of Aαg . The
insertion of qL produces an identity of A and if defined over L it is an identity of
Aαg . Let us show this is false: The argument is similar to the proof above, namely
that m(X) is a nonidentity of the twisted group algebra Fα
g
H . Indeed, because
the variables of the binomial factors ofm(X) are replaced by central polynomials of
d× d-matrices, the values of the corresponding factors in qL obtain nonzero central
values and hence invertible, within the corresponding e-block. This shows their
product is nonzero and hence if the polynomial p3 before the insertion of qL had
a monomial with nonzero value on Aαg , the same monomial will not vanish upon
the insertion of qL. This proves the proposition. The proof of Theorem 1.5 is now
complete. 
As mentioned in Remark 1.6, there exist PI algebras B with minimal field of
definition that strictly contains the minimal field of definition of Id(B). We close
this section by showing that under some mild conditions the T -ideal of identities of
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a finite dimensional algebra B has a unique minimal field of definition. The proof
was communicated to us by Ehud Meir.
Proposition 2.25. Let B be an associative finite dimensional algebra over F .
Suppose I = Id(B) ≤ k〈X〉 is its T -ideal of identities defined over an algebraic
and Galois extension k of Q. Then there exists a subfield kmin of k such that the
following holds.
(1) kmin is a field of definition of Id(B).
(2) If L ≤ k is a field of definition of B then kmin ≤ L.
(3) The form of Id(B) over kmin is unique.
Proof. We note that the algebra k〈X〉 is already defined over Q and is graded by
N+ where the grading is determined by the length of the monomials. It is sufficient
to show that In, the n-th homogeneous component of I, has a unique minimal field
of definition kn and over kn I has a unique form, for then kmin =
∑
kn will be the
unique field of definition of I = Id(B) and I = ⊕In the unique form.
In order to prove that we recall from ([3], Theorem 8.2) that we may assume X
is finite which implies In is finite dimensional vector space over k.
Write Λ = Gal(k/Q). The group Λ acts on k〈X〉n = k⊗QQ〈X〉n by its action on
k. It thus also acts on the set of subspaces of k〈X〉n. Write Hn = stabΛ(In). Claim:
In has a unique form over the unique minimal field of definition kn = k
Hn . Indeed,
if In is defined over k
H for some H < Λ then In = V ⊗ kHk, where V is a subspace
of kH〈X〉. It is then easy to see that every h ∈ H stabilizes In as a subspace. This
means that H < Hn and therefore kn ⊆ k
H . On the other hand, by a result due to
Speiser ([11], Lemma 2.3.8.) IHnn is a form of In over kn and hence kn is its unique
minimal field of definition. Let us show IHnn is the only form of In over kn. Fix
a basis v1, . . . vd for In. Then for every h ∈ Hn we have that h(vj) =
∑
i aij(h)vi
for some uniquely defined aij(h) ∈ k. The assignment h 7→ aij(h) then gives a one
cocycle which represents a class in the non-abelian cohomology H1(Hn, GLd(k)).
By the general version of Hilbert theorem 90, namely for the group U = GLd(k),
we have that the cohomology set H1(Hn, GLd(k)) is trivial. But by descent theory
the set of forms of In over kn is in bijection with the set H
1(Hn, GLd(k)) and the
claim follows. 
3. generic algebras
In this section we construct the algebra U and prove the Artin-Procesi’s condition
(Theorem 1.1, 1− 3).
We fix a finite dimensional G-simple algebra A over an algebraically closed field
of characteristic zero F . Let k be the unique minimal field of definition of A and
let k〈XG〉 be the free G-graded algebra over k. As shown in the previous section,
the field k is a field of definition (in fact unique minimal) also for the T -ideal of
G-graded identities of A and hence there is Γ = IdG,k(A) with Γ⊗k F = IdG,F (A).
This allows us to consider the relatively free algebra A = k〈XG〉/Γ.
Next we recall that such an algebra A, namely finite dimensional G-graded sim-
ple, admits a nonidentity G-graded e-central polynomial f (see [13]). Moreover, by
its construction, f is alternating on homogeneous sets of variables Xg of cardinal-
ity dg, g ∈ G, where dg is the dimension of Ag as a vector space over F . Now,
since A is defined over k, writing f =
∑
i βipi where the pi’s are polynomials with
coefficients in k and the β′is ∈ F
∗ are linearly independent over k, we have that
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every pi is e-central and at least one of them, say p1, is a nonidentity. Note that
by decomposing f over k we may have lost the alternation property of f and so in
order to retrieve it back, we insert in p1 a Kemer polynomial of A, defined over Q as
constructed in [2]. We obtain again an e-central polynomial of A with coefficients
in k alternating on homogeneous sets of variables Xg of cardinality dg. We denote
this polynomial again by f .
Let us briefly outline the proof of Theorem 1.1 (the detailed proof is contained in
this section and in the next two sections): we would like to localize A on a central
polynomial m(X) which turns out to be a a refinement of f , so that the localized
algebra m(X)−1A satisfies the polynomial identities of A and no nonzero homo-
morphic image of m(X)−1A satisfies more identities than A (that is, m(X)−1A is
Azumaya in the sense of Artin-Procesi). This will be the U of the theorem. For
the localization we will need to show that the nonzero elements of the e-center of
A = k〈XG〉/Γ are nonzero divisors in A = k〈XG〉/Γ. Note that this implies in
particular that R = m(X)−1Z(A)e is an integral domain (see [13]).
After proving the algebra U = m(X)−1A is Azumaya in the sense of Artin-
Procesi, we show that the G-graded two sided ideals of U are in 1−1 correspondence
with the ideals of R, the e-center of U (part 4 of the theorem). Azumaya in the
sense of Artin-Procesi + the 1 − 1 correspondence between G-graded ideals and
e-central ideals of U allows us to prove the algebra U is representing (part 5 of the
theorem).
We start with the construction of the polynomial m(X), a refinement of f .
Proposition 3.1. There exists an e-central polynomial m(X) of A, defined over
k, which is an identity of every G-graded simple algebra E with IdG(E) ! IdG(A).
Proof. Fix an algebra E as above. By [1] there exist nonidentities of A which vanish
on E. In the next lemma we show we can find such polynomial defined over Q.
Lemma 3.2. There is an homogeneous polynomial zE, defined over Q, which is an
identity of E but not of A.
Proof. It is proved in [1] that G-graded simple algebras are determined by their
T -ideal of identities, and hence there is a nonidentity zE of A, which vanishes on
E. A close inspection on the proof shows that one can find such a polynomial zE
whose coefficients are integers. For the reader convenience, let us provide some
details.
Let PA = (H, g, α) and PE = (Hˆ, gˆ, αˆ) be presentations in the sense of Bahturin,
Sehgal and Zaicev of A and E respectively. The proof in [1] consists of 10 steps
in which one constructs suitable nonidentities f of one algebra, either A or E, (in
each step it may be a different one, depending on their possible structure) and use
the assumption that f is also a nonidentity of the other algebra in order to put
constrains on its G-graded structure. Note that in our case we have IdG(A)  
IdG(E) and hence the set up is already not symmetric.
Recall that any G-graded simple algebra is Basic (or Fundamental) (see [2]) and
hence it admits Kemer polynomials which alternate on sets of variables of degree g of
cardinality dg, where dg is the dimension of the g-component. It follows immediately
that dim(Eg) is bounded by dim(Ag) for otherwise a Kemer polynomial for E
would be an identity of A contradicting our assumption. On the other hand, if
dim(Eg) < dim(Ag) for some g ∈ G, because Kemer polynomials are defined
over Q, we may take zE = any Kemer polynomial of E, which clearly vanishes
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on A. Thus for the proof of the lemma, it is sufficient to consider the case where
dimF (Eg) = dimF (Ag), every g ∈ G.
Remark 3.3. It is known that if G is abelian, the conditions above, namely
(1) A and E are finite dimensional G-graded simple
(2) dimF (Eg) = dimF (Ag), every g ∈ G
(3) IdG(A) j IdG(E)
already implies that A and E are G-graded isomorphic(!) and hence the lemma
is proved in that case (see [9]). Interestingly, for arbitrary G this is not known.
Our next step is to show there exists zE ∈ IdG(E) \ IdG(A), defined over Q,
unless the e-blocks determined by g and gˆ have the same sizes and in particular
g and gˆ have the same cardinality. Note that this will imply that H and Hˆ have
the same order. To see this, we order the tuples g and gˆ as in the proof following
Lemma 2.11 and let d1, . . . , dr and dˆ1, . . . , dˆs be the corresponding multiplicities.
We are assuming d1 ≥ d2 · · · ≥ dr ≥ 1 and dˆ1 ≥ dˆ2 · · · ≥ dˆs ≥ 1. Note that the
cardinality of g (resp. gˆ) is
∑
i di (resp.
∑
j dˆj). Note also that δA = (d
2
1, . . . , d
2
r)
and δE = (dˆ
2
1, . . . , dˆ
2
s) are partitions of dimF (Ae) = dimF (Ee). We want to show
a suitable zE exists unless the partitions are equal. Suppose first δA  δE and
construct a monomial for the algebra E with designated variables, frames and
bridges as in [1]. Alternating the designated variables we obtain a nonidentity p
of E. Moreover, in any nonzero evaluation, because of the alternation, we must
evaluate all designated variables on the entire e-component of E or A. We claim p
is an identity of A contradicting the assumption IdG(A) j IdG(E). Indeed, there
is no nonvanishing evaluation of p on A as long as an e-segment of p is evaluated
on e-elements which belong to different e-blocks which must be the case if δE  δA.
A similar argument can be used also in case δA  δE . Indeed, as above, we may
construct a nonidentity zE of A, defined over Q, which is an identity of E.
In the next steps, as they appear in [1], we show a suitable zE ∈ IdG(E)\ idG(A)
(i.e. defined over Q) exists unless we have H = Hˆ and g = gˆ (we may need to apply
basic moves on the presentations of A or E to achieve that).
Thus, we have found a suitable zE unless the presentations of A and E are equal
or else they differ by the cohomology class. Clearly, the presentations cannot be
equal if IdG(A)  IdG(E). The final step in the proof shows that if the presen-
tations differ only in the cohomology class, then again IdG(A)  IdG(E) is not
possible. Details are omitted.

Now, for the construction ofm(X) we take the central polynomial f , defined over
k, and replace one of the designated e-variables by zE (note that we may assume
by adding a suitable variable, that the homogeneous degree of zE is e). We denote
the resulting polynomial by fˆ . Thus the polynomial fˆ is a nonidentity e-central
polynomial of A which is defined over k. Moreover, fˆ is an identity of E. Next we
want to do the same for every G-graded simple E with IdG(A)  IdG(E).
Lemma 3.4. There are only a finite number of finite dimensional G-graded simple
algebras with IdG(A)  IdG(E) over F = F¯ .
Proof. We have seen that dim(Eg) ≤ dim(Ag). This shows the order of the group
Hˆ and the cardinality of the tuple gˆ are bounded. Finally, because H is finite,
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the Schur multiplier M(H) is a finite (abelian) group and hence, because the
number of roots of unity in F of order dividing exp(M(H)) is finite, the group
Hom(M(H), F ∗) is finite and the result follows. 

Thus, in order to complete the construction of m(X) we insert in f polynomials
zE for every G-graded simple algebra E with IdG(A)  IdG(E). This completes
the proof of Proposition 3.1.
Our conclusion at this point is that the algebra m−1A satisfies precisely the
identities of A and there is no nonzero homomorphic image B with IdG(B) ⊇
IdG(E) ! IdG(A) where E is G-graded simple. Indeed, the polynomial m(X)
would vanish on E and hence on B which is impossible if m(X) is invertible.
We can now complete the proof of part 3 in Theorem 1.1. Suppose IdG(B) !
IdG(A). Because A is finite dimensional the T -ideal IdG(A) and hence also IdG(B)
contains a nongraded Capelli polynomial. Applying Kemer’s representability the-
orem for G-graded algebras (G-finite) we obtain a finite dimensional algebra B0
over F which is PI equivalent to B. Let B0 ∼= E1 × · · · × Eq ⊕ J(B0) be the Wed-
derburn decomposition of B0 as a G-graded algebra where the Ei, i = 1, . . . , q,
are G-graded simple algebras and J(B0) is the radical Jacobson of B0. Here, the
sum is direct as vector spaces over F . But IdG(Ei) ⊇ IdG(B0) ) IdG(A) and so,
applying Proposition 3.1, the polynomial m(X) vanishes on Ei, i = 1, . . . , q. It
follows that m(X) is an identity of the semisimple supplement of J(B0) in B0 and
hence every evaluation of m(X) on B0 is contained in J(B0). Denoting by nB0 the
nilpotency index of J(B0) we have that m(X)
nB0 is an identity of B0 and by the
PI equivalence also of B. This contradicts the fact that m(X) is invertible in U
and hence invertible also in its image B.
4. Graded Azumaya algebras
Suppose that A is a G-graded F -algebra, where F is a field of characteristic 0.
Denote by R the e-center of A i.e., R = Z (A)e. Note that R might not be a field.
The goal of this section is to show the following Theorem:
Theorem 4.1. Suppose that A is a G-graded algebra which also satisfies:
(1) A is Azumaya (as an ungraded algebra).
(2) A is PI.
(3) J (A) = 0.
Then, there is a 1 ↔ 1 correspondence between ideals of R and G-graded ideals of
A given by
A ⊲ I 7→ I ∩R ⊳ R
R ⊲ a 7→ aA ⊳ A
We will assume till the end of this section that A is a G-graded algebra which is
also an Azumaya algebra.
Lemma 4.2. If B is another G-graded algebra over R and φ : A→ B is a graded
R-epimorphism, then B is Azumaya and
Ze (B) = φ (Ze (A)) .
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Proof. Because A is separable and φ is an epimorphism, by Proposition 1.11 in [6],
B is Azumaya and Z (B) = φ (Z (A)). As φ preserves the grading, we deduce:
Ze (B) = φ (Z (A))e = φ (Ze (A)) .

Lemma 4.3. If R is a field, then A is a finite dimensional G-simple R-algebra.
Proof. By [6, Proposition 1.12], A is separable over R. By [6, Theorem 2.5], A is
finite dimensional over R and is semisimple as an ungraded algebra. As a result, A
is G-semisimple. Because R is a field, A must be G-simple. 
Corollary 4.4. If M is a G-graded maximal ideal of A, then M = mA, where
m = M ∩ F .
Proof. Clearly M ⊇ mA. By Lemma 4.2, the algebra A/mA has a field for its
e-center and is Azumaya by [6, Proposition 1.11]. Hence, by Lemma 4.3, it is G-
simple. Furthermore, this algebra projects onto A/M and hence the projection is
a G-isomorphism. We conclude that M = mA. 
Remark 4.5. It is clear from the proof that if m is a maximal ideal of R, then so
does M = mA.
Lemma 4.6. R is a direct R-summand of Z (A).
Proof. We need to show that if Z (A) ∋ x = xe + x⊥, where xe ∈ Ae and
x⊥ ∈ ⊕e6=g∈GAg, then xe ∈ R: indeed for any component Ah we have 0 =
[Ah, x] = [Ah, xe] + [Ah, x⊥] and clearly [Ah, xe] has degree h whereas the pro-
jection of [Ah, x⊥] into Ah is 0. As a result, [Ah, xe] = 0 and so xe ∈ Z (A). 
Corollary 4.7. If a is an ideal of R, then aA ∩R = a.
Proof. Notice that we got that R is an R-direct summand of A. So we may write
A = R⊕ L. As a result,
aA ∩R = (a (R⊕ L)) ∩R = (a⊕ aR) ∩R = a.

From now on we will further assume that the Jacobson radical of A is zero. In
the case where A is a PI algebra, J (A) is equal to the G-graded Jacobson radical
([10, Theorem 4.4]) and by the G-graded Kaplansky Theorem ([13, Corollary 2.18]),
it is the intersection of two-sided maximal graded ideals. We got:
Proposition 4.8. If A is a G-graded algebra which is also (ungraded) PI and
J (A) = 0, then ⋂
m is maximal in R
mA = 0.
Proof of theorem 4.1. Let I be a G-graded ideal of A and let i = I ∩ R be the
corresponding ideal of R. We consider the graded projection:
p : A/iA→ A/I.
Notice that p is injective when restricted to the e-center, because by Lemma 4.2
Z (A/iA)e = R/i = Z (A/I)e .
ON GENERIC G-GRADED AZUMAYA ALGEBRAS 24
By the same Lemma, both algebras are Azumaya. We want to show that p is
injective; from which it follows that I = (I ∩R)A. We are in the following situation:
we have a surjection between p : B → B′ between two G-graded Azumaya algebras
which when restricted to the e-center is an isomorphism. Denote by R0 the common
e-center. By Corollary 4.4 the maximalG-graded ideals ofB and B′ are respectively
mB and mB′, where m is a maximal ideal of R0. Hence, by dividing by mB and
mB′, we obtain the graded projection
pm : (A/iA) /mB → (A/I) /mB
′.
By Lemma 4.3 we conclude that pm is an isomorphism. As a result, the kernel of p
must be contained in
⋂
m is maximal in RmA = 0.
The other direction, which is, iA ∩R = i is Corollary 4.7. 
5. Generic G-Azumaya algebra
Let A be a G-simple finite dimensional algebra over an algebraically closed field
F of characteristic 0. Denote by A its G-graded relatively free algebra.
In this section we show that there is an e-central localization s−1A ofA satisfying
all the assumptions (hence the conclusion) of theorem 4.1.
Let us state some facts regarding A which were proved in [13]:
Proposition 5.1. ([13, Lemmta 5.3,5.4,5.7])The algebra A has J (A) = 0 and
Z (A)e has no zero-divisors of A. Furthermore, if we denote S = Z (A)e \{0}, then
S−1A is finite dimensional G-simple algebra over its e-center R.
By the above proposition and [6, Theorem 2.5] we conclude that S−1A is separa-
ble over R. By [6, Theorem 3.8] S−1A is Azumaya. Using Braun’s characterization
of Azumaya algebras (see [6, 10]), one can find s ∈ S and a1, . . . , am; b1, . . . , bm ∈ A
such that
1
s
m∑
i=1
aibi = 1
and for every a ∈ A,
m∑
i=1
aiabi ∈ Z (A) .
As a result, U := s−1A is an Azumaya algebra which also satisfies:
(1) J (U) = 0,
(2) U is PI.
We can now complete the proof of Theorem 1.1. To this end we modify the G-
graded generic algebra constructed above so that it satisfies in addition the Artin-
Procesi condition.
Proposition 5.2. Let A be a finite dimensional G-graded simple algebra over
an algebraically closed field of characteristic zero F . Let k be its unique min-
imal field of definition. Let k〈XG〉/Γ be the relatively free G-graded algebra of
A. Then there exists an e-central polynomial t(X) such that the localized algebra
U = t(X)−1(k〈XG〉/Γ) is Azumaya in the sense of Artin-Procesi and satisfies the
condition on graded ideals.
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Proof. Let t(X) = s ·m(X). It is clear that the algebra t(X)−1(k〈XG〉/Γ) satisfies
the conditions of the above paragraph and so it is G-graded generic Azumaya. As
for the Artin-Procesi property, it is easily seen that if m(X) vanishes on G-graded
simple algebras E with IdG(E) ! IdG(A), so does t(X) and the result follows. 
We close this section by proving the algebra U = UA satisfies all conditions stated
in Theorem 1.1.
Proof. We need to prove (5) (indeed (1) follows from ([13, Lemmta 5.3,5.4,5.7]), (2)
follows from the fact that U is an e-central localization of the relatively free algebra
A = k〈XG〉/Γ of A and finally (3) and (4) were taken care in Proposition 5.2). 
Let η : U → B 6= 0 be a G-graded map of k algebras and onto. Let S be the
e-center of B and suppose it is an integral domain. If J = ker(η), we know by
Theorem 1.1 that it is induced by an e-central ideal of R, the e-center of U . It
follows that R/I ∼= S and B ∼= U/IU as G-graded algebras. Extending scalars to
L = frac(S) we obtain a finite dimensional algebra A0, G-graded simple over its
e-center L. By the Artin-Procesi property of U we have that B is PI equivalent to
A and hence A0 is a G-graded form of A.
Conversely: Let A0 be a finite dimensional algebra, G-graded simple over a field
L, the e-center of A0. Suppose A0 is a G-graded L-form of A. Our goal is to exhibit
a homomorphic image of U which yields A0 by scalar extension (note that we cannot
expect better than that since U is countable whereas A0 is not in general). Because
the polynomial t(X) is e-central and nonzero on A, it is e-central and nonzero on A0
and hence there is an evaluation of t(X) on A0 with nonzero, and hence invertible
value in L. This fixes the value of the variables that appear in t(X). We assume
as we may that k〈XG〉 has additional variables YG, at least as the dimension of A
over its e-center F (with the corresponding homogeneous degrees). Fix a basis βG
of A0 over L consisting of homogeneous elements and choose an evaluation of the
variables YG onto βG. We denote the map obtained from the evaluation by φ and
let J = ker(φ). Because J is a G-graded ideal of U , it corresponds to an ideal I of
R. The e-center of image(φ) is contained in L, and hence a domain. This shows
I is a prime ideal of R and extension of scalars of image(φ) from R/I to L shows
image(φ) is an R/I-form of A0.
6. G-graded verbally prime T -ideals and G-graded division algebras
Recall the definitions and characterizations of G-graded T ideals over an alge-
braically closed field of characteristic zero, containing a Capelli polynomial, which
are (1) verbally prime (2) strongly verbally prime (see [4]). By definition a G-graded
T ideal Γ is G-graded verbally prime if for every G-graded T -ideals I and J with
IJ ⊆ Γ, then either I or J are contained in Γ. Because a G-graded T -ideal which
contain a Capelli polynomial is the T -ideal of graded identities of a finite dimen-
sional G-graded algebra over F (see [2]), it is of interest to determine suitable finite
dimensional G-graded algebras over F whose T -ideal is verbally prime. The answer
to that question is not surprising. Following Kemer’s proof in the case of ungraded
algebras [14], it is proved that a G-graded T -ideal over F , containing a Capelli
polynomial is verbally prime if and only it is the T -ideal of G-graded identities of
a finite dimensional G-graded simple algebra A. Thus, borrowing the terminology
from T -ideals one refers to finite dimensional G-graded algebras over F as the finite
dimensional G-graded algebras that are verbally prime. Note that in the ungraded
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case, namely when G = {e}, the verbally prime T -ideals that correspond to finite
dimensional algebras are the T -ideals of identities of matrix algebras.
Now, it is known that in the ungraded case, the notion of verbally prime T -ideal
can be characterized by means of polynomials: An ungraded T -ideal Γ over F is
verbally prime if and only if for any two multilinear polynomials p(x1, . . . , xn) and
q(y1, . . . , ym) on disjoint sets of variables and coefficients in F , the condition pq ∈ Γ
implies p ∈ Γ or q ∈ Γ. In particular we have that the product of two multilinear
polynomials p and q on disjoint variables is an identity of Mn(F ) if and only if p
or q is an identity of Mn(F ). It is somewhat surprising that in the G-graded case
these two notions are not equivalent. It turns out that the condition stated with
polynomials is considerably stronger than the condition stated with T -ideals and
hence, in particular, they correspond to T -ideal of G-graded identities of certain G-
graded simple algebras. Thus by definition, a G-graded T -ideal over an algebraically
closed field F is strongly verbally prime if the product of two multilinear polynomials
over F , G-homogeneous polynomials p and q with disjoint variables is in Γ, then at
least one of them is in Γ.
The G-graded T -ideals over an algebraically closed field F of characteristic zero
which are strongly verbally prime and which contain a Capelli polynomial were
characterized in [4] in terms of Bahturin, Sehgal and Zaicev presentation (see the
Introduction above or [7]).
Theorem 6.1. A G-graded T -ideal Γ over an algebraically closed field F of charac-
teristic zero with cn ∈ Γ the nth Capelli polynomial for some n, is strongly verbally
prime if and only if it is the T -ideal of G-graded identities of a finite dimensional
G-graded simple algebra A with a presentation PA = {H,α, g = (g1, . . . , gn)} of
the following form (we assume as we may the G-grading is connected, that is, the
elements g ∈ G for which Ag 6= 0 generate G):
(1) The group H is normal in G.
(2) All coset representatives of H in G appear in g with equal frequency.
(3) The class α ∈ H2(H,F ∗) is G invariant where the action of G on F ∗ is
trivial.
An important reason for discussing finite dimensional G-graded simple algebras
whose T -ideal is strongly verbally prime, is that these are precisely the G-graded
simple algebras that admit a G-graded division algebra form e-central over K0
where K0 contains an algebraically closed field of characteristic zero.
It is then natural to pose the following question: what are the G-graded simple
algebras A over an algebraically closed field F that admit a G-graded division
algebra form? That is, algebras A which admit a finite dimensional G-graded
division algebra B over its e-center K0 so that B ⊗K0 E
∼= A⊗F E where E is any
(algebraically closed) field containing K0 and F .
Remark 6.2. The main point here is that unlike the result in [4], we do not impose
the condition that K0 contains an algebraically closed field.
Our main result is the following. The terminology is as in Theorem. In particular
we assume the G-grading on A is connected.
Theorem 6.3. Let A be a finite dimensional G-graded simple algebra over F . Then
it has a G-graded division algebra form over its e-center if and only if G = S (that
is H is normal in G, H-cosets are equally represented in g and G normalizes Bα).
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Next, we want to characterize the algebras in the theorem in terms of the G-
graded identities. If K is a field, we say p ∈ F 〈XG〉 is a K-polynomial if its
coefficients are in K.
Definition 6.4. (1) Let Γ be a G-graded T -ideal over an algebraically closed
field F of characteristic zero. We say Γ has no nozero G-homogeneous
zero divisors over a field K if and only if for any two K- multilinear G-
homogeneous polynomials p and q, on disjoint sets of variables, their prod-
uct pq is in Γ if and only if p or q is in Γ
(2) We say a T -ideal Γ is k-strongly verbally prime if k is the minimal field of
definition of Γ and Γ has no nonzero divisors over k.
(3) We say a T -ideal Γ is essentially verbally prime if it is k-strongly verbally
prime where k-is its unique minimal field of definition.
Note that with this terminology a G-graded T -ideal Γ (containing an ungraded
Capelli polynomial) is strongly verbally prime in the sense of Theorem 6.1 if and
only if Γ is Q(µn)-strongly verbally prime where µn is the image of the map π(α) :
M(H)→ F ∗. In particular such Γ is essentially verbally prime. We can state now
the second main result of this section.
Theorem 6.5. Let Γ be the T -ideal of G-graded identities of a finite dimensional
G-graded simple F -algebra A where F is the e-center, an algebraically closed field.
Then Γ is essentially verbally prime if and only A admits a G-graded division algebra
form.
Proof. of Theorems 6.3 and 6.5
We will show the following conditions are equivalent.
(1) A admits a G-graded division algebra form over its e-center.
(2) A is essentially verbally prime.
(3) G = S.
1⇒ 2 : Let B be a G-graded division algebra form of A over its e-center K, that
is there is a field L extending K and F such that B ⊗K L ∼= A ⊗F L as G-graded
algebras. If k is the minimal field of definition of A, we have K ≥ k and so, if p
and q are k-multilinear homogeneous polynomials, nonidentities of A with disjoint
sets of variables, we have that p and q are nonidentities also of B and so nonzero
evaluations on B must be invertible. This implies their product is nonzero and in
particular pq is a nonidentity of B and hence of A.
2⇒ 3 : We need to show if PA = {H,α, g = (g1, . . . , gn)} is a presentation of A
then H is normal, all cosets of H in G appear with equal frequency in the tuple g
and finally the subgroup Bα ofM(H) is normalized by G. Now, following the proof
of Theorem 6.1 in [4] we have that if H is not normal in G or the cosets of H in
G do not appear with equal frequency in g one can construct Q-polynomials (and
hence k-polynomials), multilinear, G-homogeneous nonidentities with disjoint sets
of variables whose product is an identity. This shows A is not essentially verbally
prime. In order to show G normalizes Bα we may assume H is normal in G and
the H-cosets are represented in g with equal frequency. Note that in that case we
have a well defined action of G on M(H).
By contradiction suppose g(Bα) * Bα for some g ∈ G and let z ∈ Bα be
such that g(z) /∈ Bα. Applying the Hopf formula for M(H) there is a mono-
mial x1,h1 · · ·xr,hr , hi ∈ H , and element σ ∈ Sym(r), such that z = x1,h1 · · ·xr,hr ·
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(xσ(1),hσ(1) · · ·xσ(r),hσ(r))
−1 ∈ Bα but z
g = xg1,h1 · · ·x
g
r,hr
·(xgσ(1),hσ(1) · · ·x
g
σ(r),hσ(r)
)−1 /∈
Bα. It follows that
βσ(x1,h1 , . . . , xr,hr ) = x1,h1 · · ·xr,hr − xσ(1),hσ(1) · · ·xσ(r),hσ(r)
is a H-graded identity of FαH whereas
xg1,h1 · · ·x
g
r,hr
− xgσ(1),hσ(1) · · ·x
g
σ(r),hσ(r)
is not.
Now, we order the tuple g = (g1 = e, g2, . . . , gs) as follows. For simplicity it starts
with the representative e followed with all coset representatives gi with gi(z) ∈ Bα.
Then, on the right of the tuple, we put the remaining elements gi, namely those
with gi(z) /∈ Bα. We arrange equal representatives to be adjacent in g. Note that
in each category, namely coset representatives that leave z in Bα and those that do
not, there is at least one element, that is e and g respectively.
Now, we construct the Capelli type polynomial, nonidentity, which alternates on
the e-blocks. We insert the polynomial
βσ,d = βσ(Rd,h1 , . . . , Rd,hr)
to the right of each segment which corresponds to one of the blocks on the right part
of the tuple g, namely the blocks that correspond to coset representatives gj with
gj(z) /∈ Bα. Here Rd,hi is the polynomial obtained from Regev’s central polynomial
for d×d-matrices where all its variables but one are replaced by different e-variables
and the remaining variable is replaced by an hi ∈ H variable (see Section 2 above).
This implies that if we evaluate one of these segments with a block represented
by gi(z) ∈ Bα, we get zero. So for a nonzero evaluation we are forced to evaluate
the segments on the left with the first blocks. This shows the product of several
(in fact two) such polynomials, different variables is an identity and so we have
nontrivial zero divisors over Q and hence over k. This shows A is not essentially
verbally prime.
The following is a consequence of the discussion above.
Corollary 6.6. If Γ is the T -ideal of G-graded identities of a G-simple algebra A.
Then Γ has no Q-zero divisors if and only if there are no k-zero divisors where k
is the unique minimal field of definition.
3⇒ 1 : Assume 3. Let A be the relatively free algebra of A over k. We claim it
is sufficient to show Ae is a domain: Recall that the e-center of A has no nontrivial
zero divisors in A and moreover, extending the e-center to its field of fractions E
yields a G-simple algebra Λ finite dimensional over its e-center E. But being the
e-component of Λ a domain and finite dimensional over E we have Λe is a division
algebra and hence Λ is a G-graded division algebra. This proves the claim. In order
to show Ae is a domain take p and q k-polynomials, e-homogeneous nonidentities
of A. We need to prove pq is a nonidentity. For this we make some reductions
following the approach in [4].
Recall p ∈ k 〈XG〉 is G-homogeneous if it belongs to k 〈XG〉g for some g ∈ G.
We say p is multihomogeneous if any variable xig appears the same number of
times in each monomial of p. More restrictive, we recall that p is multilinear if it
is multihomogeneous and any variable xig appears at most once in each monomial
of p. Note that unless G is abelian, multihomogeneous or multilinear polynomials
are not necessarily G-homogeneous.
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We first reduce the problem to polynomials p and q, e-homogeneous and mul-
tihomogeneous, that is the monomials consists of the same variables possibly with
repetitions.
To this end we introduce an ordering on the variables which appear either in p or
q. Counting variables multiplicities we order lexicographically the monomials in p
and q respectively. Let p = p1+. . .+pr and q = q1+· · ·+qs be the decomposition of p
and q into its multihomogeneous constituents where p1 < . . . < pr and q1 < . . . < qs.
Suppose pq is a G-graded identity. It follows that its homogeneous constituent are
G-graded identities and in particular p1q1 is a G-graded identity. This proves (1).
Let p be an e-homogeneous, multihomogeneous with coefficients in k. Suppose
p is a nonidentity of A. It is sufficient to prove the following proposition.
Proposition 6.7. Evaluations of p on the algebra A yield nonzero values on every
component of Ae. More precisely, if we denote by Pi the projection Ae → Ae,i, then
for any i the evaluation set of Pip on A is nonzero.
Let us complete the proof of 3 ⇒ 1 using the proposition. We let Ap,i = {z ∈
An : Pip(z) 6= 0} and Bq,i = {z ∈ A
n : Piq(z) = 0}. As Ap,i is nonempty and open,
Bq,i 6= A
n and closed, we have Ap,i * Bq,i. This shows Pipq = Pip · Piq : An →
Mr(F ) is a nonzero polynomial function and we are done.
Thus, it remains to prove the proposition for multihomogeneous, e-homogeneous
k-polynomials.
Claim: It is sufficient to prove the proposition for p multilinear.
Suppose p(x1, x2 . . . , xn) is multihomogeneous where variables x1, . . . , xn appear
in degree k1, . . . , kn respectively. Without loss of generality we may assume k1 ≥
k2 ≥ · · · ≥ kn. Clearly we may view the tuple (k1, . . . , kn) as a partition of m =∑
s ks. Put x1 = t1 + · · ·+ tk1 and let
p¯(t1, . . . , tk1 , x2, . . . , xn) = p((t1 + . . .+ tk1), x2, . . . , xn).
Since Pip(x1, x2, . . . , xn) = 0, we have that Pip¯(t1, . . . , tk, x2, . . . , xn) = 0 and
hence also Pip¯(tj , x2, . . . , xn) = 0, for j = 1, . . . , k1. It follows that
Pi(p¯(t1, . . . , tk1 , x2, . . . , xn)−
k1∑
j=1
p(tj , x2, . . . , xn)) = 0
where p¯(t1, . . . , tk, x2, . . . , xn)−
∑
j p(tj , x2, . . . , xn)) is a sum of multihomogeneous
polynomials of degree m whose multihomogeneous degrees are strictly smaller than
(k1, . . . , kn). The proof is completed by induction.
Next we proceed to prove the proposition for multilinear polynomials with the
extra condition that each H coset is represented only once in g, that is d = 1. To
this end let us recall briefly the notions of pure polynomials and path property from
[4].
The following lemma extends [4] Lemma 4.17.
Lemma 6.8. Let A be a G-simple algebra with presentation PA. Suppose G = S
and and let k be the unique minimal field of definition of A. Suppose that the
frequency of the representatives of H cosets in g is 1. Then A satisfies the path
condition on k-pure polynomials, that is, if p =
∑
σ∈Sym(n) bσZσ is a k-pure poly-
nomial, then it vanishes on one path if and only if p is a graded identity of A.
Proof. We know that if Z is a multilinear monomial of degree n and Zτ is the
monomial obtained from Z by permuting the variables with some τ ∈ Sym(n).
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Choose a nonzero (path) evaluation of Z on basis elements and suppose the value
is in the (i, i)-block. Then the following hold (proof as in [4]):
(1) If Zτ is a good permutation of Z, then the value of Zτ is nonzero and lies
in the (i, i)-block.
(2) If Zτ is not a good permutation of Z, then the value of Zτ lies in the
(j, j)-block for some j 6= i or is zero.
Next suppose Z and Zσ are good permutations of each other and let Zˆ1 = ue⊗ e1,1
denote the evaluation Z on the 1st path. By the preceding statement, we let
(Zˆσ)1 = αZˆ1 = α · ue ⊗ e1,1 be the corresponding evaluation where α = ασ is an
n-th root of unity. Let us evaluate now the monomials Z and Zσ on the i-th path.
Then (Zˆσ)i = gi(ασ)Zˆi
We now show that if p =
∑
σ bσZσ is a pure polynomial with coefficients in k
then it satisfies the path property on A. We need to show that if it vanishes on one
path then it is a G-graded identity. By symmetry we may assume it vanishes on
the 1-st path so
∑
σ bσασ = 0. The value on the i-th path is
∑
σ bσgi(ασ)Zˆi. But
bσ ∈ k, every σ, and so
∑
σ
bσgi(ασ)Zˆi = gi(
∑
σ
bσασ)Zˆi = 0.

Let us return to the proof of proposition, first for pure k-polynomials, e-homogeneous
and then extend it to multilinear k-polynomials, e-homogeneous.
Suppose p is e-homogeneous and pure. We know that since p is a k-polynomial,
if it does not vanish on a certain path, say the i-th path, it does not vanish on any
path j ∈ {1, . . . , [G : H ]}. Furthermore, we saw that different paths yields values
on different diagonal blocks and so the claim is clear in this case.
Suppose now p is multilinear and let p = p1 + . . . + pq be the decomposition
of p into its pure components. Let Z be a monomial of p1 say and suppose it
does not vanish on a certain path evaluation. Let Zσ be a monomial in p which is
obtained from Z by the permutation σ ∈ Sn. If Zσ is a good permutation of Z then
they are constituents of the same pure polynomial, the case we considered above.
Otherwise, applying the claim in the proof of Lemma 4.16 in [4] we know Z and
Zσ get values in different blocks (this includes the case the evaluation annihilates
Zσ). This establishes the claim in case p is multilinear.

We have completed the proofs of 1⇒ 2 and 2⇒ 3 whereas the implication 3⇒ 1
was shown under the condition d = 1. Let us prove 3⇒ 1, d > 1, assuming the case
d = 1. Write the G-graded simple algebra A as the tensor product of A1 ⊗Md(F )
where the grading on Md(F ) is trivial. Applying the case d = 1 we know A1 has
a G-graded division algebra form B1. In order to complete the proof we need to
find a division algebra form for the algebra of d × d- matrices such that tensoring
with (B1)e yields a division algebra. This can be done by taking a generic division
algebra of index d whose variables are disjoint to the variables appearing in (B1)e.
Details are omitted.
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