Orange peel has important flavor and nutrition properties and is often used for making jam and oil in the food industry. For previous reasons, oranges with high peel thickness are valuable. In order to properly estimate peel thickness in Thomson orange fruit, based on a number of relevant image features (area, eccentricity, perimeter, length/area, blue component, green component, red component, width, contrast, texture, width/area, width/length, roughness, and length) a novel automatic and non-intrusive approach based on computer vision with a hybrid particle swarm optimization (PSO), genetic algorithm (GA) and artificial neural network (ANN) system is proposed. Three features (width/area, width/length and length/area ratios) were selected as inputs to the system. A total of 100 oranges were used, performing cross validation with 100 repeated experiments with uniform random samples test sets. Taguchi's robust optimization technique was applied to determine the optimal set of parameters. Prediction results for orange peel thickness (mm) based on the levels that were achieved by Taguchi's method were evaluated in several ways, including orange peel thickness true-estimated boxplots for the 100 orange database and various error parameters: the sum square error (SSE), the mean absolute error (MAE), the coefficient of determination (R 2 ), the root mean square error (RMSE), and the mean square error (MSE), resulting in mean error parameter values of R 2 =0.854±0.052, MSE=0.038±0.010, and MAE=0.159±0.023, over the test set, which to our best knowledge are remarkable numbers for an automatic and non-intrusive approach with potential application to real-time orange peel thickness estimation in the food industry.
Introduction
Thomson orange (Citrus sinensis (L.) Osbeck) is a delicious fruit consumed worldwide. While originated in Southeast Asia, it is widely grown in Brazil, USA, India, Mexico, China, Spain, Italy, Iran, Egypt, and Pakistan, among others. It is consumed directly as fresh and fresh juice or indirectly as jam or oil. According to the statistics published, Iran is known as the sixth citrus producer around the world .
Orange peel has valuable flavor and nutrition properties, and is often used to make jam and oil. Orange peel can be either thick or thin. For obvious reasons, oranges with more peel thickness have more oil and can produce more jam. Grading peel of fruits provides information with regard to its thickness. The use of machine vision techniques for processing of vegetables and fruits has increased during last two decades. Nowadays, many producers around the world build grading machines capable of pre-grading fruits by mass, color, size and skin (Blasco et al., 2003) . For example, Fu et al. (2016) graded kiwifruit based on shape features using a single camera. For this aim an image processing algorithm was designed. Several features were used, including length, maximum diameter of the equatorial section, and projected area were extracted from kiwi fruits. Results showed that based on length and weight, volume value can be predicted, since real and predicted volumes had a good agreement with a coefficient of determination of 0.98. Thendral & Suhasini (2017) analyzed orange skin for grading purposes based on skin defect using machine vision including color and texture features. Three classifiers, back propagation neural network, support vector machine and auto associative neural network (AANN), were used. Results showed that AANN had best results among these three classifiers with an accuracy of 94.5%. Naganur et al. (2012) proposed a method based on fuzzy logic and image processing to grade six types of fruits, including orange, apple, sweet lime, banana, banana (Rasaballe) and guava. Grading was performed based on area and major axis, resulting in a good accuracy classification. Determining a proper relationship between orange peel thickness and morphological characteristics may therefore be useful and applicable in non-intrusive peel thickness grading.
Next, a state of the art in automatic orange, citrus or other fruits computer vision systems and peel thickness estimation is presented, which to our best knowledge is rather novel as of today. Fan et al. (2013) studied on surface images with texture characteristics of 17 samples and 25 different parts were detected within one sample using a computer vision system, including texture profile analysis in extruded food (rice). According to the linear fitting model, the hardness and gumminess score can be reflected directly by the a* and intensity based on correlation coefficient of 0. 9558, 0.9741 and 0.9429, 0.9619, respectively. LeivaValenzuela et al. (2013) predicted firmness and soluble solids content of blueberries using hyperspectral reflectance imaging. A pushbroom hyperspectral imaging system was used to acquire hyperspectral reflectance images from 302 blueberries in two fruit orientations (i.e., stem and calyx ends) for the spectral region of 500-1000 nm. Liu et al. (2013) studied on prediction of dissolved oxygen content in river crab culture based on least squares support vector regression optimized by improved particle swarm optimization (PSO). In this work, authors present a hybrid dissolved oxygen content prediction model based on the least squares support vector regression (LSSVR) model with optimal parameters selected by improved particle swarm optimization (IPSO) algorithm. In view of the slow convergence of PSO, IPSO was proposed with the dynamically adjusted inertia weight based on the fitness function value in order to improve convergence. Then a global optimizer IPSO was employed to optimize the hyper-parameters needed in the LSSVR model. Shin et al. (2012) investigated postharvest citrus mass and size estimation using a logistic classification model and a watershed algorithm. An image processing algorithm was developed to identify fruit from images of the postharvest citrus from a commercial citrus grove. For fruit detection, logistic regression model based pixel classification algorithms were developed. To avoid misclassification due to highly saturated area on fruit and non-fruit regions, a highly saturated area recovering algorithm was developed that avoided the use of a "filling holes" operation. Tong et al. (2013) conducted a study on developing machine vision techniques for the evaluation of seedling quality based on leaf area. Leaf area of a seedling is an important indicator of its quality. Here, a vision system was used to measure the leaf area in each cell to distinguish "bad" and "good" plugs. Based on the principle of proportion in area, the procedures for processing top-view seedling images and a method for calculating the leaf area of each seedling in the plug tray were investigated. Marchal et al. (2013) investigated an expert system based on computer vision to estimate the content of impurities in olive oil samples. In particular, authors developed a system based on computer vision and pattern recognition to classify the content of impurities of the olive oil samples in three sets, indicative of the goodness of the separation process of olive oil after its extraction from the paste. Starting from the histograms of the RedGreen-Blue channels for the RGB, CIELAB and HueSaturation-Value (HSV) color spaces, they constructed an initial input parameter vector and performed a feature extraction step previous to the classification phase. Several linear and non-linear feature extraction techniques were evaluated, and the classifiers used were support vector machines (SVMs) and ANN. The best correct classification rate (CCR) they achieved was 87.66%, obtained using kernel Principal Component Analysis and a grade-3-polynomial kernel SVM. Mottaghitalab et al. (2015) predicted the content of two chemical compounds: methionine and lysine related to soybean and fish meal, based on neural networks. For this aim, 119 and 116 data line from methionine and lysine, respectively, were used to develop Group Method of Data Handling-type (GMDH) neural network models. Results show that the GMDH had suitable performance. Karimi et al. (2015) proposed a new method based on an acoustic technique to evaluate seeding properties in laboratory. To that end they used three different seeds including corn, wheat and Pelleted tomato. In their proposed method, seeds were detected based on a rising voltage value that a microphone sensed over each impaction of seeds to a steel plate. Results show that the coefficient of determination between gathered data from a belt system and the corresponding seeds spacing measured with the acoustic system, was 0.98 on average. Rungpichayapichet et al. (2017) focused over the prediction of physicochemical features of mango fruits including, firmness, total soluble solids (TSS) and titratable acidity (TA) based on hyperspectral images. Predicted models were developed based on spectral data in visible and infrared ranges, using partial least squares regression. Results showed that there exists a high correlation between hyperspectral images and firmness, TSS and TA, so that the values of the determination coefficient and root mean square error (RMSE) between hyperspectral images and firmness, TSS and TA, were 0.81, 2.83 and 0.5 (determination coefficients), and 2, 0.81 and 0.24 (RMSEs), respectively. Mohapatra et al. (2017) provided a method for grading the ripening steps of red banana using the changes in the dielectric properties as well as image processing procedures. Fruits were stored at a temperature of 25 °C during transportation. The test was carried out in a ripening chamber with fruits stored at a relative humidity level of 85-88% different treatment temperatures of 15.5, 22 and 28 °C, control temperature (30 ± 2 °C), for 14, 9, 8 and 7 days, respectively. Dielectric characteristics such as capacitance, relative permittivity and impedance change were measured during the ripening process. In the next step, 140 images (20 images for each ripening step) were prepared vertically using a camera under natural light at a height of 30 cm. Two classifiers were used: (a) ChiSquare distance/nearest neighbor, and (b) Fuzzy C means (FCM) clustering. Results showed that different stages of ripening were classified with high accuracy under the proposed system. The aim of this study was to identify orange peel thickness using computer vision and artificial intelligence techniques. Artificial intelligence term was introduced by John McCarthy in 1956. He defined it as "the science and engineering of making intelligent machines, especially intelligent computer programs". Artificial intelligence can be divided into four groups: (1) systems that think similar to humans, (2) systems that work similar to humans, (3) systems that think logical, and (4) systems that work logical (Mellit & Kalogirou, 2014) .
Traditionally, machine vision techniques are divided into two parts: image processing and data analysis. In turn, there are two subparts inside image processing: hardware and software systems. Hardware systems consist of an image acquisition system, camera, frame grabber and personal computer (PC). On the other hand, software systems include optimal programming to properly extract morphological and color characteristics of an interest object.
The objectives of this work were: (i) to predict Thomson orange peel thickness from visual image features using non-intrusive computer vision techniques, in the visual range; (ii) to get an optimal use of oranges, in a way that each and every orange that has a thick skin, its peel is used for jam and pomace use for fruit juice; otherwise it is used for fresh eating; and (iii) to propose an effective and as simple as possible machine vision system prototype for potential use in a processing factory under real environment conditions.
Material and methods

Material
In this study, 100 Thomson orange samples were randomly selected and transferred to the Department of Mechanical Engineering of Biosystems, Razi University, Kermanshah, Iran. Selecting samples were among those healthy and free from any injuries recollected from orchards in the North of Iran. Eighty percent of oranges (80 oranges) were used as training samples and 20% remaining (20 oranges) as testing samples. In order to obtain statistical valid results, experiments were uniform random repeated 100 times, resulting in 2000 test oranges; each different orange sample number (orange # in what follows) was used 20 times on average over the test set. At the same time, true orange peel thickness was measured by using a digital caliper (Guanglu, China,) with an accuracy of 10 µm.
Illumination, data acquisition and image segmentation
Image data acquisition and illumination conditions
The proposed machine vision system ( Fig. 1 ), consists of a digital camera (BOSCH, Portugal), an image acquisition system, a frame grabber (Pinnacle, China) and a PC, 2.27GHz Intel(R) Core(TM) i3 CPU and 4 GB of RAM memory, which has been equipped with MatLab program (ver. R2014a, MathWorks, Natick, MA, USA). The system provides images with a medium resolution of 352 × 288 pixels, so as to allow easy real time potential industrial application. The image acquisition system includes three types of lamps: fluorescent, LED, and tungsten. The lamps were arranged in three rows along each lateral plane of a cubic chamber. Fluorescent lamps have predominant white light while tungsten bulbs have red, yellow and pink wavelength lights. Each set of LED lamps comprises five rows consisting of 40 LED lamps each. Light temperatures of LED lamps were orange, blue, red, white and green, rows from top to bottom. The filters were employed for noise removal. Regarding Canny filter, edges are detected with local maximum gradient function f(x,y). Gradient was computed using a derivative of a Gaussian filter. Two thresholds were used to identify strong and weak edges. Regarding Laplacian filter, edges were detected after filtering f(x,y) using a Gaussian filter (Gonzalez et al., 2004) .
Image processing and feature extraction
After image segmentation, image processing was accomplished as described in detail in Fig. 4 block diagram, where efficient algorithms were programmed in MatLab language that were able to compute the following 14 features: eccentricity, roughness, red component value, blue component value, green component value, contrast, texture, area, perimeter, length/area, width, width/area, width/length, and length, from segmented fruit images (Fig. 4) .
Artificial intelligence and machine learning procedures
Several artificial intelligence methods and algorithms were taken into account here: ANN, genetic algorithm (GA) and PSO, which are briefly described next. lamps were uniformly distributed around the samples in order to remove any possible shadow. A dimmer was built for providing high and low illumination conditions. The digital camera was placed in the center of the image acquisition system, and was fixed during all the time at a distance of 15 cm between sample and digital camera. For optimal image acquisition, only lamps of white LED with a light intensity of 70.44 lux were selected.
Image segmentation
A simple yet effective algorithm for orange segmentation from background, was implemented as depicted in Fig. 2 flowchart. In Fig. 3 , the peaks of the histogram from left to right are related to the high number of fruit and background color pixels, respectively. From Fig. 3 , it can be seen that segmentation of fruit from the background could be easily accomplished with a proper thresholding method in the red component of color image. After choosing the proper segmentation threshold, a number of discriminant parameters (features) will be computed and their corresponding data will be saved in the input image database for future use while in the machine learning automatic regression phase. Despite selection of the best possible imaging conditions, segmented images still had the presence of artifacts (noise). Canny and Laplacian Adjusting the neural network weights and bias terms ensures network accuracy. For this reason, a combination of PSO and GA algorithms was used. Next, it is explained in what way these three above mentioned methods are combined:
(a) Accuracy of neural network is related to weights (and bias) correct adjustment values.
(b) For the adjustment of weights in the neural network, a combination of PSO and GA algorithms was used.
(c) In each iteration two different steps must be done: 1) PSO algorithm adjusts neural network weights, based on mean square error (MSE); 2) GA algorithm adjusts neural network weights, also based on MSE too.
(d) Finally both PSO and GA algorithms MSE were compared over weights and optimal weights were selected at each iteration.
Artificial Neural Networks (ANN)
Nowadays, ANN are used in a wide range of problems in different domains such as, physics, medicine, engineering and finance. Three main reasons for this widely usage are: power of models, ease of use and high computational speed (Wen Sun, 2006) . The basic structure of the well-known Elman Neural Networks includes three layers: input, recurrent tansig and output purelin. In this network, there was a feedback from output of first layer to its input. Two layers with tansig transfer function were used in this study. In addition, the hybrid PSO and GA was used for network training.
Genetic Algorithm (GA)
GA is a stochastic optimization method that mimics biological genetic evolutionary mechanisms. There are three main parameters in GA: probability of mutation, crossover and population size. The major advantages of GA, as compared to other conventional optimization approaches, are: (i) GA does optimization in a stochastic framework; (ii) GA does not limit the search space (Yuan et al., 2014) , making an exhaustive search.
Particle Swarm Optimization (PSO)
PSO is a robust stochastic optimization technique based on the evolution in time and intelligence of natural swarms in nature. It applies the concept of social interaction to problem solving. It was jointly developed in 1995 by James Kennedy (social-psychologist) and Russell Eberhart (electrical engineer). PSO takes into account a high number of agents (particles) that constitute a swarm moving around in the search space looking for an optimal solution and each particle is treated as a point in an n-dimensional space which adjusts its "flying" according to its own flying experience as well as the flying experience of other particles in swarm. Each particle keeps track of its own coordinates in the solution space which are associated with the best solution (fitness) that has been achieved so far by that particle. This value is called personal best, pbest. Another best value that is tracked by the PSO is the best value obtained so far by any particle in the neighborhood of that particle. This value is called gbest. The basic concept of PSO lies in accelerating each particle towards its pbest and the gbest locations, with a random weighted acceleration at each time step. Thus, the idea behind this scheme is that each particle tries to modify its position using the current positions, the current velocities, the distance between the current position and pbest, the distance between the current position and gbest (Modenes et al., 2012) .
Taguchi experimental setup
PSO and GA, like other optimization algorithms, are mainly influenced by values of parameters. These parameters can be set by using different approaches such as full factorial experiment or manually. With an increase in the number of parameters, the number of experiments increases fast; for example with 6 parameters and 3 levels for each parameter one needs to perform 3 6 =729 experiments. On the contrary, in Taguchi's proposed approach, a large number of decision variables would be tuned through a small number of experiments. This method divides parameters into noise and controllable parameters to minimize the effect of noise and determine optimal level of important controllable factors based on the concept of robustness. Taguchi's method applies two major tools which are the signal-to-noise ratio (SNR) and the orthogonal array. The goal is to maximize the SNR (Karimi et al., 2011) . The corresponding SNR (Phadke, 1989; Shokrollahpour et al., 2011 ) is defined as:
(1)
Data generation and settings
An experiment was conducted to test the performance of the hybrid PSO, GA and ANN approach. Six factors and three levels for each one were selected following Taguchi approach, as presented in Table 1 .
Hybrid of PSO-GA-ANN parameters tuning
The Taguchi method was used for statistical calibration of the parameters in algorithm. These experiments were implemented in MatLab (ver R2014a). The orthogonal array used with six factors and three levels in Taguchi method is L 27 . L 27 orthogonal array, results of experiment and MSE are presented in Table 2 . The relative percentage deviation (RPD) is used as a common performance measure to setting parameters:
where Algorithm sol is result for a given algorithm and Min sol is minimum result for all algorithms (Shokrollahpour et al., 2011) . The optimal levels of factors A, B, C, D, E, and F (see Table 1 ) become 3, 1, 2, 1, 1, and 3, respectively, being the number of neurons in first layer (A)=7, number of neurons in second layer (B)=2, maximum iteration (C)=400, crossover probability (D)=0.7, Mutation probability (E)=0.1, and swarm (population) size (F)=200.
Results
Feature selection
Among all possible combinations of input features initially considered, three of them (the ratios of length/ area, width/area and width/length) were selected as inputs to the Elman Neural Network. Table 3 shows true and mean±std estimated 100 orange peel thickness data, over the test set. Standard deviation of estimated peel thickness values was also included, for the 100 uniform random test set samples simulations averaged: on average, each orange # was used 20 times inside the test set.
Estimation of peel thickness
In Table 4 the result of estimated orange peel thickness is shown based on levels that were achieved by Taguchi method, including the regression and error coefficients for the proposed automatic orange peel thickness estimation model. Mean and standard deviation of regression and error coefficient for the 100 uniform random test set samples simulations averaged are shown in Table 4 ; again, on average, each input orange sample is used 20 times in the test set. These performance indexes were computed from the following equation definitions (Liu et al., 2013; Sabzi et al. 2013 
where X are the actual values, X are the estimated va lues, X is the mean of the actual values and n is the number of estimates. The results achieved indicate that our hybrid automatic and non-intrusive model yielded significant reliable performance and generalization capability in the prediction task carried out. Fig. 5 shows peel thickness prediction result of test data given by the hybrid PSO-GA-ANN system. From Fig. 5 it is clear that the proposed model achieves good generalization performance given that the PSO-GA is a good compromise for guaranteeing improvement in both stability and accuracy, and is a suitable and effective method for predicting the peel thickness of orange.
Regression analysis was conducted over the estimated peel thickness with respect to the measured (true) peel thickness obtained from the entire experiment sets. Fig. 6 depicts regression analysis, plotting true versus estimated orange peel thickness (mm) over the 100 orange database, test set. The highest R linear regression coefficient between the measured and estimated peel thickness was 0.92659. Fig. 7 shows dispersion boxplots for (true -estimated) orange peel thickness (mm), over the 100 different orange image database. Boxplots for true-estimated peel thickness values were computed over the test set. To our best knowledge, taking into account the non-intrusive nature of the peel thickness estimation process, results shown in Fig. 7 are remarkable, since 92 out of 100 orange samples had error values under 1 mm in peel thickness estimation.
To conclude the estimation of peel thickness results section, Fig. 8 shows boxplots for the various error measures and coefficients, including SSE, MSE, MAE, RMSE, R, and R 2 , computed over the uniform random orange test set, in which, again, experiments were uniform random repeated 100 times, resulting in 2000 test oranges, since each different orange # was used 20 times on average over the test set.
Potential application to an industrial case study
Determination of ranked factors
Appropriate design of the parameters and operators has a significant impact on the efficiency of the hybrid Table 4 . Regression and error coefficients for the proposed automatic orange peel thickness estimation model. Mean ± standard deviation (std) and best case values of regression and error coefficients for the 100 uniform random test set samples simulations averaged. On average, each orange sample was used 20 times (test set). The sum square error (SSE), the mean absolute error (MAE), the coefficient of determination (R 2 ), the RMSE, and the mean squared error (MSE) were employed as performance indicators to evaluate prediction capability of the model. of PSO-GA-ANN. In this work, the behavior of the different parameters of the proposed hybrid PSO-GA-ANN system was studied. Among the several methods to statistically calibrate algorithms parameters, the Taguchi method was used for this purpose. Table 5 illustrates the computed SNR data and shows the order of effective factors in rank row. It can be inferred from previous table that F factor was the most effective factor. In decreasing effective order, factors were ranked as follows: F, A, C, B, D and E.
Grading system prototype proposal
The non-intrusive orange peel thickness grading system prototype is depicted in Fig. 9 . Oranges with different peel thicknesses were placed on conveyor belt and the camera took images over them. Images captured were then transferred to the computer for analysis by proper algorithms. After analysis, fruits were divided into two groups: fruit with high peel thickness and fruit with low peel thickness. Two independent lines were built to transfer oranges with different peel thickness towards the corresponding packaging areas. Oranges with high peel thickness can be used for preparation of jams and oil extraction, while oranges with low peel thickness can be used for fresh juice consumption. Fig. S1 [suppl] includes the visualization of the 100 Thomson orange image database used in this research for automatic peel thickness estimation.
Discussion
Automatic estimation of peel thickness from computer vision is a new research field and as such not may examples in the literature do exist. In this work, an accurate hybrid automatic nonintrusive method based on PSO, GA and ANN was proposed for prediction of peel thickness in Thomson orange, conveniently validated with statistical valid remarkable results computed over the test set, including boxplots of both true-estimated orange peel thickness and of main performance indexes.
Selected features
As mentioned in the Results section, the three most discriminative selected features were: the ratios 12 of length/area, width/area and width/length. It can be concluded that thickness estimation needs to use ratios of geometric properties. In addition, skin thickness of this orange variety could not be estimated based on color features. We believe this is due to the fact that skin orange color is an inherent property, so all fruits belonging to same variety have very similar skin color features.
Parameter optimization
As mentioned in the Results section, there are 729 different states for value adjustment over the following six parameters A, B, C, D, E and F (see Table 1 ); Taguchi method selected 27 optimal states. Results showed that A and B were 7 and 2, respectively. This fact means that the model is quite simple since there are only 7×2=14 possible network connections (weights) between layers 1 and 2. C was set to 400, meaning that the optimal number of iterations is less than 400 because higher iteration numbers only cause a waste of time or even overfitting in the worst case. D based on Taguchi method was set to 0.7, being a reasonable value since if this parameter had a higher amount chromosome might not have a good matching. The value of E was set to 0.1 so as to avoid algorithm is caught in local minima and this way achieve convergence to a new better final solution. F was set to 200, assuring better solutions under high population schemes (Mitchell, 1999) . Table 3 and Fig. 5 show that for almost all 100 input orange image samples, peel thickness estimation values have errors under 1.0-1.5 mm (Fig. 7) , which we believe is a remarkable estimation accuracy for a non-intrusive computer vision approach. Besides, Fig. 8 shows error indexes, R and R 2 parameters boxplots. These boxplots are quite compact, meaning that this method achieves similar results over different simulation iterations, thus it can be concluded that the system is stable and reliable. Two things are worth noting in order to keep high accuracy estimation indexes: (i) true orange peel thickness measurements should be done with high accuracy, for obvious reasons, given the high accuracy of estimated peel thickness values; and (ii) high precision should be applied in the selection of critical factors and their levels in optimization algorithms.
Peel thickness estimation: accuracy
Comparison with previous studies from the literature
Despite each input fruit image database is different, Table 4 shows regression results and error coefficients for the proposed automatic orange peel thickness estimation system, for the best run among all runs (over test set) for comparison purposes. As one can see, this method has promising results in peel thickness estimation. Jafari et al. (2014) recognized orange skin thickness based on visual texture coarseness. In fact they believe that an orange with coarser surfaces has thicker peel than other oranges. They did imaging in two states of illumination: directional and omnidirectional. Results show that the coefficient of determination between coarseness factor and thickness for two illumination states, either directional or omnidirectional, were 0.903 and 0.683, respectively. There were several adjustable parameter and variable definitions that affected the results in this study. These variables were: 1) illumination, 2) selected color component, 3) size of the moving kernels and 4) discrimination length of the strips. Bad adjustment and incorrect selection of above variables have direct effect on accuracy of the prediction. Use of this method for grading in the production line has a potential limitation: it is based on high resolution images while in the production line images are often captured with medium-low resolution, in order to increase speed. Río-Segade et al. (2011) used berry peel thickness to estimate anthocyanin extractability in wine grapes. Peel thickness was determined by mechanical equipment and anthocyanin extracted using several chemicals. Results show that linear regression coefficients between berry skin thickness and anthocyanin extractability for Mencía grape variety from several vineyards were highly variable between 0.259 and 0.683, what can pose an applicability problem. On the other hand, given the need of both mechanical equipment and various chemicals, computer vision grading based on peel thickness to detect anthocyanin cannot be used in and automatic non-intrusive environment.
In another interesting research, Williams et al. (2007) analyzed the relationship between bark thickness and diameter at breast height in four tree varieties. The minimum and maximum values of the coefficient of determination found were 0.005 and 0.802, respectively. In this study, again like previous one, experiments have been performed manually, thus experiments made by different persons can have different output results depending on each person experience and skills. At the same time, thickness may be different in various parts of tree, so this fact may have an effect over results.
Homutová & Blažek (2006) studied apple skin thickness computed based on both direct measurement and mean scores of panelists, 10 people. For this purpose, six different apple types were selected. Results show that the regression coefficient between true and estimated skin thickness was 0.91. For systematic grading based on peel thickness the use of panelists is not applicable in packaging factories since fatigue, visual error, and physical condition of the person might have an effect on estimation accuracy. Besides, speed is a critical parameter in packaging factories, thus resulting not practical for grading purposes in the food industry. Morgan et al. (2005) studied the relationship between peel thickness of "Hamlin" oranges and some mineral contain in it. Results show that the regression coefficient for different parameter pairs (leaf potassium concentration and fruit peel thickness, fruit peel potassium concentration and mean fruit peel thickness, mean fruit peel thickness and mean fruit diameter) were 0.704, 0.898, 0.732, respectively. The relationship between peel thickness and mineral contain can play an important role in the packaging industry, since based on peel thickness one can select oranges that have, for instance, high potassium without the use of any destructive methods, by using an imaging system, and image processing. In this study, all experiments were done manually, without the use of any imaging system, image processing or image analysis, thus it cannot be used for grading purposes in the packaging industry.
As it can be seen from Table 4 , in the optimal case over the test set, the coefficient of determination between orange peel thickness and the ratios of length/ area, width/area and width/length features was above 0.96, all automatic and non-intrusive. As a result, it can be inferred that the here proposed method performed better than previous ones found in the literature, but please take into account that image databases, fruits (not always orange), orange varieties and applications could differ a lot among the papers here analyzed.
To conclude, we believe that the automatic and non-intrusive Thomson orange peel thickness system proposed in this study could be potentially extended under real conditions in the sorting food industry, to judge from the accuracy of results achieved, but in order to maintain similar low peel thickness estimation error levels, the following should be carefully taken into account: (i) use of a camera with medium resolution if real time limitation permits to do so; (ii) locate the camera in a suitable distance from fruit, in such a way that real size of fruit is captured; (iii) appropriate homogeneous and fixed lighting condition, with limited light disturbances; and (iv) use of a suitable color as the background, omitting any possible light reflectance.
