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STEEP POINTS OF GAUSSIAN FREE FIELDS IN ANY DIMENSION
LINAN CHEN
ABSTRACT. This work aims to extend the existing results on the Hausdorff dimension of
the classical thick point sets of a Gaussian free field (GFF) to a more general class of excep-
tional sets. We adopt the circle or sphere averaging regularization to treat a singular GFF
in any dimension, and introduce the notion of “ f−steep point” of the GFF for certain test
function f . Roughly speaking, the f−steep points of a generic element of the GFF are loca-
tions where, when weighted by the function f , the “steepness”, or in other words, the “rate
of change” of the regularized field element becomes unusually large. Different choices of
f lead to the study of various exceptional behaviors of the GFF. We investigate the Haus-
dorff dimension of the set consisting of f−steep points, from which we can recover the
existing results on thick point sets for both log-correlated and polynomial-correlated GFFs,
and also obtain new results on exceptional sets that, to our best knowledge, have not been
previously studied. Our method is inspired by the one used to study the thick point sets of
the classical 2D log-correlated GFF.
1. INTRODUCTION
Gaussian Free Field (GFF) has played an essential role in many recent achievements
in quantum physics and statistical mechanics. Although originated in physics, the math-
ematical study of GFFs has been a fast developing field of probability theory, generat-
ing fruitful results on problems arising from discrete math, analysis, geometry and other
subjects. Heuristically speaking, GFFs are analogues of the Brownian motion with mul-
tidimensional time parameters. Just as the Brownian motion can be viewed naturally as
a random univariate function, GFFs can be interpreted as random multivariate functions
or generalized functions. Also, just as the graph of the Brownian motion naturally mod-
els a random curve, graphs of GFFs are considered as promising candidates for modeling
random surfaces or random manifolds, which ultimately lead to the study of random ge-
ometry. On one hand, GFFs have been applied to construct random geometric objects such
as random measures, for example, the Liouville Quantum Gravity measure which we will
mention briefly below. On the other hand, the study of geometric properties of a GFF
itself gives rise to many interesting problems, most of which remain open to date. The
main reason that such problems are challenging, at least for a typical GFF concerned in
our work, is that a generic element of the GFF is only a tempered distribution which may
not be point-wisely defined, to which we refer as the singularity of the GFF. To tackle this
kind of singularity, it is natural to consider a GFF in the discrete setting, for example, on
a discrete lattice, in which case the GFF will be defined on every vertex. A rich literature
has been established on the geometry of discrete GFFs. For instance, the distribution of
extrema and near-extrema of a discrete GFF has been extensively studied (e.g., [11, 10, 4]).
However, for a GFF in the continuum setting, the notion of “extrema” is not applicable due
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to the lack of point-wise values of the field. To overcome this issue, one needs to apply a
procedure, known as a regularization in physics literature, to approximate point-wise val-
ues of the continuumGFF. Various regularization procedures have long been considered in
the study of related problems. Below we only allude to two commonly used regularization
procedures.
The first one is based on the theory of Gaussian Multiplicative Chaos (GMC) intro-
duced by Kahane in his seminal work [17]. The GMC theory enables one to define in
any dimension a random Borel measure which formally takes the form “eh(x)dx”, where
h is a generic element of a log-correlated Gaussian random field, and dx is the Lebesgue
measure. Such a measure, known as the Liouville Quantum Gravity (LQG) measure, is
an important object in quantum field theory. Kahane’s work has led to the multi-fractal
analysis of the LQG measure by showing that such a measure is supported on a Borel set
where the regularized h achieves “unusually” large values. Over the past decade, further
results on the support of the LQG measure and the geometry of log-correlated GFFs have
been established under the framework of GMC (e.g., [2, 19, 20, 21, 3, 13]). Besides, using
the tool of GMC, the extreme values of the regularized h are also treated in [18].
Besides the GMC approach, one can also regularize a continuum GFF by averaging
the generic field element h over some sufficiently “nice” Borel sets. Since convolution or
integration is the natural way to “tame” the singularity of a tempered distribution, such an
averaging procedure becomes a natural choice when it comes to the study of the “land-
scape” of h. For example, a more recent breakthrough in the study of quantum gravity
was the work of Duplantier and Sheffield ([14]), which, based on the averages of h over
circles, gave a rigorous construction of the LQG measure in 2D, and a rigorous proof of
the long celebrated Knizhnik-Polyakov-Zamolodchikov formula, in the context of linking
the scaling dimension of the LQG measure with that of the underlying Lebesgue measure.
Along the way, [14] also derived the same property for the support of the LQG measure
as mentioned above, i.e., it is supported where the averaged h becomes unusually large.
Meanwhile, also using circular averages of h, Hu, Miller and Peres ([16]) studied specifi-
cally the points where the regularized h is unusually large, introduced the notion of “thick
point”1, and determined the Hausdorff dimension of the set consisting of thick points.
Based on a sphere averaging regularization, some of the results on the LQG measure were
generalized to higher-even-dimensional log-correlated GFFs by [6], and the study of thick
points was extended to four-dimensional log-correlated GFFs by [8], and then later to
polynomial-correlated GFFs in any dimension by [5].
1.1. A Brief Review of Thick Point. Besides being the support of the LQG measure,
thick point sets characterize a basic aspect of the “landscape” of the GFFs, that is, where
the “high peaks” occur, so thick points are of importance to understanding the geometry
of the GFFs. The purpose of this article is to consolidate the existing results on thick point
sets for both log-correlatedGFFs and polynomial-correlatedGFFs, and to extend our study
to a more general class of exceptional sets. We will begin with a brief (and not exhaustive)
review on what is known about thick point sets of log-correlated or polynomial-correlated
GFFs.
1.1.1. Thick Points of Log-Correlated GFFs. Following the same notations as above, let
h be a generic element of the GFF associated with the operator ∆ on a bounded domain
D⊆ R2 with the Dirichlet boundary condition. Governed by the properties of the Green’s
1The term “thick point” is borrowed from the literature of stochastic analysis. There it refers to the extremes
of the occupation measure of a stochastic process (see, e.g., [9]).
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function of ∆ in 2D, such a GFF is log-correlated, and it is possible to make sense of the
circular average of h:
h¯t (z) :=
1
2pit
∫
∂B(z,t)
h(x)σ (dx)
where z ∈ D, ∂B(z, t) is the circle centered at z with radius t and σ (dx) is the length
measure along the circle. To get an approximation of “h(z)”, it is to our interest to study
h¯t (z) as tց 0. For every γ ≥ 0, the set of γ−thick points of h is defined in [16] as2
(1.1) T γ,h :=
{
z ∈ D : lim
tց0
h¯t (z)
− lnt =
γ
pi
}
.
With z fixed, the circular average process
{
h¯t (z) : t ∈ (0,1]
}
has the same distribution as a
Brownian motion {Bτ : τ ≥ 0} up to a deterministic time change τ = τ (t) = − lnt2pi , and as
tց 0, h¯t (z) behaves just like Bτ as τ ր ∞. Then, for any given z ∈ D, written in terms of
the Brownian motion, the limit involved in (1.1) is equivalent to
lim
τ→∞
Bτ
τ
= 2γ
which occurs with probability zero for any γ > 0. Therefore, γ−thick points, so long as
γ > 0, are locations where the field value is unusually large. The authors of [16] prove that,
with probability one, if γ >
√
2pi, then T γ,h = /0; if γ ∈ [0,√2pi], then
dimH
(
T γ,h
)
= 2− γ
2
pi
,
where “dimH ” refers to the Hausdorff dimension; if γ = 0, z ∈ T γ,h for almost every z ∈D
under the Lebesgue measure on D.
1.1.2. Thick Points of Polynomial-Correlated GFFs. In Rν with ν ≥ 3, if θ is a generic
element of the GFF associated with the operator3 (I−∆) on Rν , then θ is more singular
compared with the previous 2D log-correlated GFF element h, because the Green’s func-
tion in this case has a polynomial singularity along the diagonal and the GFF is polynomial-
correlated. Intuitively speaking, compared with that of h, the graph of θ is “rougher”, and
the higher the dimension ν is, the worse it becomes. But no matter what the dimension is,
it is always possible to average θ over the codimension-1 sphere centered at any x ∈ Rν
with radius t > 0, and the spherical average, denoted by θ¯t (x), approaches “θ (x)” as tց 0
in the sense of tempered distribution. In this setting, for γ ≥ 0, the set of γ−thick points of
θ is defined in [5] as
(1.2) T γ,θ :=
{
x ∈ Rν : limsup
tց0
θ¯t (x)√
−G(t) ln t ≥
√
2νγ
}
where G(t) := E
[(
θ¯t (x)
)2]
for every t > 0. In a similar spirit as (1.1), if γ > 0, then a
γ−thick point is a location where θ is unusually large. It is established in [5] that, with
probability one, if γ > 1, then T γ,θ = /0; if γ ∈ [0,1], then
dimH
(
T γ,θ
)
= ν (1− γ).
2The definition of thick point presented here actually adopts a different parametrization from the original
version in [16].
3One can instead consider the GFF associated with ∆ on a bounded domain D ⊆ Rν equipped with the
Dirichlet boundary condition, and the same results as mentioned in this subsection will hold. See Remark 1.
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Clearly (1.2) is not the most straightforward analogue of (1.1), since “limsup” is considered
instead of “lim”, but it turns out to be a more suitable choice for the definition of thick point
of the polynomial-correlated GFF, because, with probability one, the “perfect” γ−thick
point, i.e., x such that
lim
tց0
θ¯t (x)√
−G(t) ln t =
√
2νγ,
does not exist. [5] also investigates the set of sequential γ−thick points given by
(1.3) ST γ,θ :=
{
x ∈ Rν : lim
mր∞
θ¯rm (x)√
−G(rm) lnrm
=
√
2νγ
}
,
where {rm :m≥ 1} ⊆ (0,1] is a sequence that rm ց 0 sufficiently fast as mր ∞, and
proves that, with probability one, if γ > 1, then ST γ,θ = /0; if γ ∈ [0,1], then
dimH
(
ST γ,θ
)
= ν (1− γ).
Compared with the case in the log-correlated setting, the higher-level of singularity of
θ makes its thick points “rarer” and hence harder to find. In fact, the most involved part
of the work in [5] is to establish a lower bound for dimH
(
T γ,θ
)
and dimH
(
ST γ,θ
)
. One
would expect that, for most problems related to the geometry of GFFs, it is non-trivial to
extend the study from the log-correlated setting to the polynomial-correlated setting, due
to the challenge posed by the higher order of singularity in the latter case.
1.2. An Outline of the Article. Generally speaking, in this article, instead of focusing
on the regularized GFF element “h¯t (z)” or “θ¯t (x)” itself, we consider the integral of some
test function f (t), integrated against the “increment” of the regularized GFF; instead of
focusing on how large the value of “h¯t (z)” or “θ¯t (x)” becomes as tց 0, we study how large
the value of the concerned integral becomes when t is small, which reflects the “steepness”
or the “rate of change” of the regularized GFF with respect to t. Although setting out
to investigating a slightly different perspective of the “landscape” of the GFF, our work
follows a similar general strategy as that in [16] and [5]. In §2, we interpret GFFs in
the framework of Abstract Wiener Space and adopt the regularization based on circular
or spherical averages. We also borrow, from the mentioned references, the results on the
continuity property of the regularized GFF to study the continuity property of the integral
of f against the regularized GFF. In §3 we introduce the notion of “ f−steep point” based
on the considerations above and carry out a careful analysis of the Hausdorff dimension of
the sets consisting of steep points. Below we give a brief description of our main results.
In Rν with ν ≥ 2, let {θ¯t (x) : x ∈ Rν , t ∈ (0,1]} be the regularized family based on
circular or spherical averages of θ , same as introduced above, of the GFF associated with
(I−∆) in Rν , and let f : (0,1]→ R be a properly chosen test function (the requirements
of f will be specified later). At any location x ∈ Rν , we consider a measurement of the
steepness of θ¯t (x), or the rate of change of θ¯t (x) with respect to t, as given by the integral
X
f ,θ
t (x) =
∫ t
1
f (s)dθ¯s (x) ,
which, as we will show later, can be interpreted as a Riemann-Stieltjes integral4. Heuristi-
cally speaking, assuming f is positive, the larger X f ,θt (x) gets as tց 0, the “steeper” θ¯t (x)
4For any 0< a< b≤ 1, “∫ ab ” refers to “−∫ ba ” in the sense of Riemann or Riemann-Stieltjes integral.
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is, or the faster θ¯t(x) changes with respect to t, when weighted by f . Furthermore, if we
define
Σ ft :=
∫ t
1
f 2 (s)dG(s)
whereG(t) :=E
[(
θ¯t (x)
)2]
for every t ∈ (0,1], then we can show that
{
X
f ,θ
t (x) : t ∈ (0,1]
}
has the same distribution as a Brownian motion running by the “clock” Σ ft . Therefore, if
x ∈ Rν is such that
lim
tց0
X
f ,θ
t (x)
Σ
f
t
=
√
2ν,
then x is a location where X f ,θt (x) achieves unusually large values and we will call x an
f−steep point of θ . Denote by D f ,θ the collection of all the f−steep points of θ . We
study the Hausdorff dimension of D f ,θ and find out that a key parameter is the limit range
of the ratio Σ
f
t
− lnt as tց 0. Namely, if we set
c¯ f := limsup
tց0
Σ ft
− ln t and c f := liminftց0
Σ ft
− lnt .
then we prove (Theorem 7) that, with probability one, if c¯ f > 1, then D f ,θ = /0; if 0< c f ≤
c¯ f ≤ 1, then
ν
(
1− 2c¯ f + c f
)≤ dimH (D f ,θ)≤ ν (1− c¯ f) ;
in particular, if c¯ f = c f =: c f ∈ (0,1], then
dimH
(
D f ,θ
)
= ν
(
1− c f
)
.
Besides, we also investigate some exceptional sets that are closely related to D f ,θ , includ-
ing the set of the super f−steep points, denoted by D f ,θlimsup, consisting of x such that
limsup
tց0
X
f ,θ
t (x)
Σ ft
≥
√
2ν,
and the set of the sub f−steep points, denoted by D f ,θliminf, consisting of x such that
liminf
tց0
X
f ,θ
t (x)
Σ ft
≥
√
2ν,
as well as the set of the sequential f−steep points, denoted by SD f ,θ , consisting of x such
that
lim
mր∞
X
f ,θ
rm (x)
Σ frm
=
√
2ν,
where {rm :m≥ 1}⊆ (0,1] is a sequence with rmց 0 asmր∞. We provide (Propositions
11 and 12) upper bounds and lower bounds for the Hausdorff dimension of D f ,θlimsup, D
f ,θ
liminf
and SD f ,θ .
We believe that analyzing steep points can be a useful approach in studying the geom-
etry of GFFs. In §4, by setting f to be specific functions, we can apply the framework of
f−steep point to re-produce some of the existing results on thick points, as reviewed in the
previous subsection, for both log-correlated GFFs and polynomial-correlatedGFFs. More-
over, certain choices of f lead to natural generalizations of thick point, to one of which we
refer as the oscillatory thick point. Heuristically speaking, an oscillatory thick point is a
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location x ∈ Rν where the value of the regularized field element θ¯t (x) achieves unusually
large values both in the positive direction and in the negative direction as t ց 0, i.e., an
oscillatory behavior with unusually large amplitude is exhibited by θ¯t (x) as t ց 0. With
the framework of steep point, we can determine the exact Hausdorff dimension of the set
of oscillatory thick points for log-correlated GFFs (Proposition 15), and provide estimates
for the Hausdorff dimension of the analogous exceptional set for polynomial-correlated
GFFs (Proposition 18). Besides, another generalization of thick point we will consider is
the lasting thick point, which, roughly speaking, is a thick point where θ¯t (x) spends non-
negligible portion of the total time maintaining unusually large values. Again, using the
results on steep points, we establish (Proposition 19) bounds on the Hausdorff dimension
of the set of lasting thick points, showing that, although “rarer” than the standard thick
points, lasting thick points can still be “detected”.
In §5 we briefly discuss some generalizations and problems related to the notion of
steep point, and possible directions in which we would like to further our study. §6 is the
Appendix, in which we include the lengthy and technical proofs of some of the results in §2
and §3, to avoid the tedious and pedagogically unimportant computations from distracting
readers, and to minimize, in the main article, the overlapping with the arguments used in
[16] and [5].
2. GAUSSIAN FREE FIELDS AND CIRCLE/SPHERE AVERAGING REGULARIZATION
2.1. Abstract Wiener Space and GFFs. A general and mathematically accurate treat-
ment of GFFs is provided by the theory of Abstract Wiener Space (AWS) ([15]), under
whose framework not only can we define and construct GFFs rigorously, we can also inter-
pret any regularization procedure, as mentioned in the introduction, in a natural way. The
connection between AWS and GFF is thoroughly explained in §2 of [5], so in this section
we will not repeat the entire theory but only review main ideas for the sake of complete-
ness. For readers who are interested in the general theory of AWS, we refer to [15], [23],
[7] and §8 of [24]. Same as in [5], we define GFFs in a general setting. Given ν ∈ N and
p ∈ R, consider the Sobolev space H p := H p (Rν), which is the closure of C∞c (Rν), the
space of R−valued compactly supported smooth functions on Rν , under the inner product
given by,
∀φ ,ψ ∈C∞c (Rν) , (φ , ψ)Hp := ((I−∆)
p φ ,ψ)L2(Rν )
=
1
(2pi)ν
∫
Rν
(
1+ |ξ |2
)p
φˆ (ξ ) ψˆ (ξ )dξ ,
where “(I−∆)p” is the Bessel operator of order p, and “ˆ” refers to the Fourier transform.
(H p, (·, ·)H p) forms a separable Hilbert space. One can identify H−p as the dual space of
H p, and for every µ ∈H−p, if hµ := (I−∆)−p µ , then hµ ∈H p. The theory of AWS guar-
antees that, there exists a separable Banach space Θp := Θp (Rν) with the Banach norm
‖·‖Θp , and a centered Gaussian measure W p := W p (Rν) on (Θp,BΘp) with BΘp being
the Borel σ−algebra, such that
(i) (H p, (·, ·)H p) is continuously embedded in (Θp,‖·‖Θp) as a dense subspace, so Θp is
also a space of R−valued functions or generalized functions;
(ii) if λ ∈H−p is a linear and bounded functional on Θp with respect to the “action” (·, ·)L2 ,
or in other words, λ is an element of (Θp)∗ the due space of Θp, and hλ := (I−∆)−p λ ,
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then the following mapping
θ ∈ Θp I (hλ ) (θ ) := (θ ,λ )L2 ∈ R,
as a random variable on (Θp,BΘp ,W p), has the Gaussian distribution with EW [I (hλ )] =
0 and Var(I (hλ )) = ‖hλ‖2H p = ‖λ‖2H−p .
In this setting, we refer to the probability space (Θp,BΘp ,W p) as the dim-ν order-p
GFF 5 and (H p, (·, ·)H p) is known as the Cameron-Martin space associated with this GFF.
Besides, (i) and (ii) also imply that the mapping
I : hλ ∈ H p 7→I (hλ ) ∈ L2 (W p)
can be extended to the whole H p and gives rise to an isometry I : (H p, (·, ·)H p) →
L2 (W p), and its image {I (h) : h ∈ H p} forms a centered Gaussian family under W p
with the covariance given by,
∀h,g ∈H p, EW p [I (h)I (g)] = (h,g)H p .
The isometryI is called the Paley-Wienermap and its images {I (h) : h ∈ H p} are known
as the Paley-Wiener integrals. There are two facts about the Paley-Wiener integrals that we
will use in our later discussions.
1. If {hn : n≥ 1}⊆H p is an orthonormal basis of (H p, (·, ·)H p), then {I (hn) : n≥ 1}, un-
derW p, is a family of independent standardGaussian random variables, and forW −almost
every θ ∈Θp,
(2.1) θ = ∑
n≥1
I (hn) (θ )hn.
2. Under W p,
{
I
(
hµ
)
: µ ∈ H−p} is again a family of centered Gaussian random vari-
ables with the covariance given by,
∀µ1,µ2 ∈ H−p, EW p
[
I
(
hµ1
)
I
(
hµ2
)]
=
(
hµ1 ,hµ2
)
H p
=
(
µ1,(I−∆)−p µ2
)
L2
=
1
(2pi)ν
∫
Rν
µ̂1 (ξ ) µ̂2 (ξ )(
1+ |ξ |2
)−p dξ .(2.2)
The formula (2.2) indicates that the covariance structure of the GFF is determined by the
Green’s function of (I−∆)p on Rν .
Remark 1. Instead of using the Bessel operator (I−∆)p to construct GFFs on Rν , one can
also use ∆p, equipped with proper boundary conditions, to construct GFFs on bounded do-
mains inRν , and this is the case with the GFF treated in [16, 14, 22] and many other works.
The field elements obtained in either way possess similar properties locally in space. How-
ever, we adopt (I−∆)p in our project for technical reasons. Specifically, (I−∆)p allows
the GFF to be defined on the entire space Rν , so we do not have to worry about any bound-
aries or boundary conditions, and besides, we can carry out computations with the Fourier
transforms using Parseval’s identity, which simplifies the task in many occasions.
5In physics literature, the term “GFF” only refers to the case when p = 1. Here we slightly extend the use of
this term and continue to use “GFF” when p 6= 1.
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With different choices of p and ν , a generic element of the GFF possesses different
levels of singularity or regularity. For example (§8, [24]) , when p = ν+12 , Θ
ν+1
2 can be
taken as
Θ
ν+1
2 :=
{
θ ∈C (Rν) : lim
|x|→∞
|θ (x)|
log(e+ |x|) = 0
}
,
whereC (Rν) is the space of R−valued continuous functions onRν , with the Banach norm
given by
‖θ‖
Θ
ν+1
2
:= sup
x∈Rν
|θ (x)|
log(e+ |x|) .
In other words, a generic element of the dim-ν order- ν+12 GFF is a continuous function on
R
ν that grows slower than logrithmically at infinity. In general, with ν fixed, the larger p
is, the more regular the generic element is, and the smaller p is, the more singular the GFF
becomes. In most of the cases that are interesting to us, generic elements of the GFFs are
only tempered distributions and may not be point-wisely defined. For example, if p= ν/2,
then the dim-ν order-(ν/2) GFF is a log-correlated GFF since the Green’s function of
(I−∆)ν/2 on Rν has a logarithmic singularity along the diagonal; in particular, the two-
dimensional log-correlated GFFs are most studied. On the other hand, if p< ν/2 and 2p∈
N , then the field is a polynomial-correlated GFF because in this case, the corresponding
Green’s function has a polynomial singularity of degree ν− 2p along the diagonal. In this
article, we aim to explore new ways to study certain exceptional sets of GFFs with p ∈ N
and p≤ ν/2, and for the same reason as pointed out in §3 of [5], we only need to treat the
case when p= 1 and ν ≥ 2, without losing any generality.
2.2. Circular or Spherical Averages of GFFs. For the rest of this article, we assume
that p = 1, ν ∈ N and ν ≥ 2, and write H1, Θ1, and W 1 as, respectively, H, Θ and W
for simplification. Denote by θ a generic element of the dim-ν order-1 GFF, i.e., θ ∈ Θ
is sampled under W . We have explained in the previous subsection that “θ (x)” is not
necessarily defined for every x ∈ Rν , so we will need to invoke a regularization procedure
to study the behavior of θ near x. As mentioned in the Introduction, in this article we adopt
the regularization based on the average of θ over a circle/sphere centered at x, which serves
as an approximation for “θ (x)” as the radius tends to zero. Let B(x, t) and ∂B(x, t) be the
open disc/ball and, respectively, the circle/sphere centered at x ∈Rν with radius (under the
Euclidean metric) t ∈ (0,1], σx,t be the length/surface measure on ∂B(x, t), αν := 2piν/2Γ(ν/2) be
the dimensional constant, and σavex,t :=
σx,t
αν tν−1
be the circle/sphere averaging measure over
∂B(x, t). By straightforward computations, we see that for every x ∈ Rν and t ∈ (0,1], the
Fourier transform of σavex,t is given by,
(2.3) ∀ξ ∈ Rν , σ̂avex,t (ξ ) =
(2pi)
ν
2
αν
ei(x,ξ )Rν · (t |ξ |) 2−ν2 J ν−2
2
(t |ξ |)
where J ν−2
2
is the standard Bessel function of the first kind with index ν−22 . It is easy to
check, using (2.3) and the asymptotics of J ν−2
2
at infinity, that σavex,t ∈ H−1 (Rν) and hence
hσavex,t := (I−∆)−1σavex,t ∈ H and I
(
hσavex,t
)
is a centered Gaussian random variable under
W . This is to say that, no matter how big ν is, no matter how singular the field element θ
is, one can always average θ over a circle/sphere in Rν in the sense that the average exists
as a centered Gaussian random variable. Furthermore,
{
I
(
hσavex,t
)
: x ∈Rν , t ∈ (0,1]
}
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forms a centered Gaussian family under W with the covariance given by, for x,y ∈ Rν ,
t,s ∈ (0,1], when x= y,
(2.4) EW
[
I
(
hσavex,t
)
I
(
hσavex,s
)]
=
1
αν (ts)
ν−2
2
∫ ∞
0
τJ ν−2
2
(tτ)J ν−2
2
(sτ)
1+ τ2
dτ,
and when x 6= y,
E
W
[
I
(
hσavex,t
)
I
(
hσavey,s
)]
=
(2pi)ν/2
α2ν (ts |x− y|)
ν−2
2
∫ ∞
0
τ2−
ν
2 J ν−2
2
(tτ)J ν−2
2
(sτ)J ν−2
2
(|x− y|τ)
1+ τ2
dτ.
(2.5)
The Gaussian family consisting of the circular/spherical averages has been carefully treated
and the integrals in (2.4) and (2.5) have been computed explicitly in §3 of [5]. Here we only
cite the results from [5] that are relevant to our project, but do not repeat the calculations.
Readers can turn to [5] for details.
Lemma 2. Let x ∈Rν be fixed. The distribution of the centered Gaussian family{
I
(
hσavex,t
)
: t ∈ (0,1]
}
does not dependent on x and6,
∀t,s> 0, EW
[
I
(
hσavex,t
)
I
(
hσavex,s
)]
=
1
αν (ts)
ν−2
2
I ν−2
2
(t ∧ s)Kν−2
2
(t ∨ s) ,
where I ν−2
2
and Kν−2
2
are the modified Bessel functions with index ν−22 .
Further, if we renormalize the averages by defining
∀t > 0, σ¯x,t := (t/2)
ν−2
2
Γ(ν/2)I ν−2
2
(t)
σavex,t ,
and set θ¯t (x) := I
(
hσ¯x,t
)
(θ ), then
{
θ¯t (x) : t ∈ (0,1]
}
is a centered Gaussian process
with the covariance give by,
(2.6) ∀0< s≤ t ≤ 1, EW [θ¯t (x) θ¯s (x)]= αν
(2pi)ν
Kν−2
2
(t)
I ν−2
2
(t)
=: G(t) .
In particular,
{
θ¯t (x) : t ∈ (0,1]
}
is a time-changed Brownian motion in the sense that
if
τ = τ (t) := G(t)−G(1) for t ∈ (0,1],
then {
Bτ := θ¯G−1(τ+G(1)) (x)− θ¯1 (x) : τ ≥ 0
}
has the same distribution as a standard Brownian motion.
One can verify that as tց 0,
lim
tց0
(t/2)
ν−2
2
Γ(ν/2) I ν−2
2
(t)
= 1,
6For two real numbers a and b, “a∧b” refers to min{a,b} and “a∨b” refers to max{a,b} .
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so θ¯t (x) still is a “legitimate” approximation of “θ (x)”. Moreover, by the asymptotics of
Kν−2
2
and I ν−2
2
near zero, the functionG defined in (2.6) is positive, smooth and decreasing
on (0,∞), and when t is small,
(2.7) G(t) =
{
1
2pi (− ln t)+O (1) if ν = 2,
1
αν (ν−2) · t2−ν +O
(
t3−ν
)
if ν ≥ 3,
which reflects the fact that the dim-ν order-1 GFF is log-correlated in 2D and polynomial-
correlated with degree ν− 2 in three and higher dimensions.
Throughout the rest of the article, we adopt{
θ¯t (x) : x ∈ Rν , t ∈ (0,1]
}
as the regularization of θ . Not only does it reduce to a Brownian motion (up to a time
change) for the concentric family at every point x, it also possesses favorable properties for
the non-concentric family under certain circumstances.
Lemma 3. Assume that x,y ∈ Rνand t,s ∈ (0,1].
(i) If |x− y| ≥ t+ s, i.e., if B(x, t)∩B(y,s) = /0, then
(2.8) EW
[
θ¯t (x) θ¯s (y)
]
= (2pi)−ν/2
Kν−2
2
(|x− y|)
|x− y| ν−22
=:Cdis j (|x− y|) ,
In particular, when |x− y| is small,
Cdis j (|x− y|) = G(|x− y|)+O (1) ,
where G is the same as in (2.6).
(ii) If t ≥ |x− y|+ s, i.e., if B(x, t)⊃ B(y,s), then
(2.9) EW
[
θ¯t (x) θ¯s (y)
]
= (2pi)−ν/2
I ν−2
2
(|x− y|)
|x− y| ν−22
Kν−2
2
(t)
I ν−2
2
(t)
=:Cincl (t, |x− y|) ,
In particular, when t is small (and hence |x− y| is also small),
Cincl (t, |x− y|) = G(t)+O (1) .
We would like to point out that (2.8) and (2.9) showcase the advantage of this partic-
ular choice of regularization. Under the assumption (i) or (ii) of Lemma 3, small radius
(radii) does not affect the covariance, which is a desirable property to have when studying
“convergence” in any reasonable sense as radius (radii) tends to zero.
The project we will carry out in this article only concerns local behaviors of the GFF, and
obviously, the distribution of “θ (x)” is invariant under translations in the spatial variable
x. So, without loss of generality, we may only consider the GFF restricted over S (O,1),
the closed square/cube centered at the origin with side length 2 under the Euclidean met-
ric7. An important factor in treating a GFF via a regularization is the continuity property
possessed by the regularized family. For the family
{
θ¯t (x) : x ∈ S (O,1), t ∈ (0,1]
}
, its
continuity has been investigated in [16] and [5], via standard techniques, such as Kol-
mogorov’s continuity criterion (e.g., §4 in [24]) and the classical entropy method (e.g.,
[12, 25, 1]). Here we review some results on the continuity modulus of θ¯t (x), and they
will become important technical tools in our later discussions.
7Similarly, for x ∈ Rν and s > 0, S (x,s) and S (x,s) are the Euclidean open and, respectively, closed
square/cube centered at x with side length 2s.
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Lemma 4. Let ν ≥ 2. Consider the intrinsic metric d associated with the Gaussian family{
θ¯t (x) : x ∈ S (O,1), t ∈ (0,1]
}
given by
∀x,y ∈Rν , ∀t,s ∈ (0,1], d (x, t; y,s) :=
√
EW
[(
θ¯t (x)− θ¯s (y)
)2]
.
(i) There exists a constant8C> 0 such that for every t,s∈ (0,1] and every x,y∈ S (O,1)
,
d2 (x, t; y, t)≤Ct2−ν
√
|x− y|
t
.
and hence,
d2 (x, t; y,s)≤C
(
t2−ν
√
|x− y|
t
+ |G(t)−G(s)|
)
.
Therefore, we may assume that for every θ ∈ Θ, the function
(x, t) ∈ S (O,1)× (0,1] θ¯t (x) ∈ R
is continuous.
(ii) There exists a constantC> 0 such that for every t ∈ (0,1] and every 0< δ <
√
G(t),
if
ωθt (δ ) := sup
{∣∣θ¯s (x)− θ¯s′ (y)∣∣ : d (x,s;y,s′)≤ δ , x,y ∈ S (O,1), s,s′ ∈ [t,1]} ,
then
E
W
[
ωθt (δ )
]
≤Cδ
√
ln
(
t(3−2ν)/4/δ
)
.
The proof of Lemma 4 is left in the Appendix §6.1, because the arguments are based on
straightforward calculations following the standard entropy method, and are very similar
to those in §3 of [5].
3. STEEP POINTS OF GAUSSIAN FREE FIELDS
Let (H,Θ,W ) be the dim-ν order-1 GFF, ν ≥ 2, θ ∈Θ be a generic element of the GFF,
and for each t ∈ (0,1] and x∈ S (O,1), θ¯t (x) be the renormalized circular/spherical average
as introduced in the previous section. As defined in (1.1) and (1.2) in the Introduction, thick
points of θ are, intuitively speaking, locations of “high peaks” in the graph of θ ; more
rigorously, thick points are defined as x ∈ S (O,1) such that the value of θ¯t (x) is unusually
large for t being sufficiently small. In this section, we will focus on another perspective of
the behavior of θ¯t (x), that is, the rate of change of θ¯t (x) as t ց 0. If one could establish,
in a proper sense, that for some x ∈ S (O,1), the rate of change of θ¯t (x) is unusually large
when t is small, then one would expect that the “landscape” of θ near x is unusually steep
since θ¯t (x) is approximately the average of θ over ∂B(x, t). Taking into account of this
consideration, we refer to x ∈ S (O,1) where θ¯t (x) changes unusually fast in t as t ց 0 as
a “steep point” of θ .
Although “ d
dt
(
θ¯t (x)
)
” is the natural thing to consider when studying the rate of change
of θ¯t (x) with respect to t, it is clear from the last statement of Lemma 2 that at any given x,
θ¯t (x) is almost surely nowhere differentiable in t. To overcome the indifferentiability, we
8Throughout the article, C refers to a constant that only depends on the dimension ν . C’s value may vary
from line to line.
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will study the change of rate of θ¯t using certain test function f : (0,1]→ R, that is, study
d
dt
θ¯t (x) weighted by f (t). The choice of such test function f is rather general, provided
f satisfying some basic requirements. First, in order to pair f with d
dt
θ¯t (x), f should have
bounded variation at least locally on (0,1]. Second, since f has to overcome the singularity
of the field element when t is small, it is natural to require | f |, the absolute value of f , to
decay to 0 sufficiently fast as t ց 0. On the other hand, | f | should not decay too fast so
that unusual behaviors of d
dt
θ¯t (x) can still be captured. In addition, for technical reasons,
we also require f to not “jump” too frequently. There is flexibility in setting up the class
of test functions to which the methods and the results discussed in later sections apply. For
the pedagogical purpose, we adopt the following specific class of test functions.
Definition 5. Define C to be the family of function f : (0,1]→ R satisfying that
(a) there exist constants9C f > 0 and ρ f > 0 such that
∀t ∈ (0,1],
∣∣∣ f (t)√G(t)∣∣∣≤C f [(− lnt)ρ f + 1] ;
(b) f : (0,1]→R is left-continuous, f has at most countably many jump discontinuities,
and if
J :=
{
t j : j ≥ 1, 0< · · ·< t j+1 < t j < · · ·< t1 < 1
}
is the collection of the jump discontinuities of f (in decreasing order), then10
∀t ∈ (0,1], #(J ∩ [t,1])≤C f
[
(− ln t)ρ f + 1] ;
(c) for each j ≥ 1, the absolute value function | f | is non-decreasing on (t j+1, t j] (but | f |
does not have to be non-decreasing on (0,1]), which, combined with (a) and (b), implies
that f ∈ BVloc ((0,1]);
(d) if for every t ∈ (0,1], Σ ft :=
∫ t
1 f
2 (s)dG(s) (defined as a Riemann-Stieltjes integral),
then Σ ft ր ∞ as tց 0.
Given f ∈ C , since for every θ ∈ Θ, x ∈ S (O,1) and t ∈ (0,1], s ∈ [t,1] θ¯s (x) is
continuous, and f ∈ BV ([t,1]), we can also define
X
f ,θ
t (x) :=
∫ t
1
f (s)dθ¯s (x) = f (t) θ¯t (x)− f (1) θ¯1 (1)−
∫ t
1
θ¯s (x)d f (s)
as a Riemann-Stieltjes integral. Again, by the last statement in Lemma 2, it is clear that
for any fixed x,
{
X
f ,θ
t (x) : t ∈ (0,1]
}
is a Gaussian process with independent increment
(in the direction of t decreasing) and
∀t ∈ (0,1], EW
[(
X
f ,θ
t (x)
)2]
= Σ ft .
In other words,
{
X
f ,θ
t (x) : t ∈ (0,1]
}
can also be viewed as a Brownian motion running
by the “clock” Σ ft , and according to (d) in Definition 5, the “clock” goes on forever. It
follows immediately from the Law of the Iterated Logarithm that for every x ∈ S (O,1),
(3.1) limsup
tց0
X
f ,θ
t (x)√
2Σ ft ln lnΣ
f
t
= 1 for W -almost every θ ∈Θ.
9The constants C f and ρ f may depend on f , and the values may be different from line to line.
10For a discrete set A, “#(A)” refers to the cardinality of A.
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Analogous to the idea of searching for thick points, we want to identify points x where
X
f ,θ
t (x) becomes unusually large and will define such points as f−steep points of θ .
Definition 6. Given f ∈ C , x ∈ S (O,1) is called an f−steep point of θ ∈ Θ if
(3.2) lim
tց0
X
f ,θ
t (x)
Σ ft
=
√
2ν.
Let D f ,θ be the set of all the f−steep points of θ .
Related to D f ,θ , we also introduce the set of super f−steep points given by
D
f ,θ
limsup :=
{
x ∈ S (O,1) : limsup
tց0
X
f ,θ
t (x)
Σ ft
≥
√
2ν
}
as well as the set of sub f−steep points given by
D
f ,θ
liminf :=
{
x ∈ S (O,1) : liminf
tց0
X
f ,θ
t (x)
Σ ft
≥
√
2ν
}
.
Obviously,
(3.3) D f ,θ ⊆ D f ,θliminf ⊆ D f ,θlimsup,
and the simple observation (3.1) implies that for every x ∈ S (O,1),
W
(
x ∈D f ,θ
)
= W
(
x ∈ D f ,θliminf
)
= W
(
x ∈ D f ,θlimsup
)
= 0.
In other words, the (super/sub) f−steep point sets are exceptional sets of the GFF. In-
deed, one can clearly see from (3.2) that the f−steep points of θ should be viewed as
the thick points corresponding to the process
{
X
f ,θ
t : t ∈ (0,1]
}
. As a consequence, one
would expect that the results established on the Hausdorff dimension of thick point sets, as
reviewed in §1, can be extended to steep point sets. This is our goal in this section, and we
summarize the main results in the following theorem.
Theorem 7. Given f ∈ C , set
c¯ f := limsup
tց0
Σ ft
− lnt and c f := liminftց0
Σ ft
− lnt .
(i) For W −almost every θ ∈ Θ, if 1< c¯ f ≤ ∞, then
D f ,θ = D
f ,θ
liminf = /0;
if 0< c f ≤ c¯ f ≤ 1, then
ν
(
1− 2c¯ f + c f
)≤ dimH (D f ,θ)≤ dimH (D f ,θliminf)≤ ν (1− c¯ f) .
(ii) For W −almost every θ ∈ Θ, if 1< c f ≤ ∞, then
D
f ,θ
limsup = /0;
if 0< c f ≤ 1, then
ν
(
1− 2c¯ f + c f
)≤ dimH (D f ,θlimsup)≤ ν (1− c f ) .
STEEP POINTS OF GAUSSIAN FREE FIELDS IN ANY DIMENSION 14
Certainly the lower bound in the statements (i) and (ii) is only meaningful if 2c¯ f −c f <
1. However, as we will see later that the estimates above, especially the lower bounds of
the Hausdorff dimension of the concerned sets, can be improved through imposing further
constraints on f . In particular, when c¯ f = c f , Theorem 7 is reduced to the following fact.
Corollary 8. Given f ∈ C , suppose that
c¯ f = c f = c f := lim
tց0
Σ ft
− ln t .
Then, for W −almost every θ ∈Θ, if 1< c f ≤ ∞, then
D f ,θ = D f ,θliminf = D
f ,θ
limsup = /0;
if 0< c f ≤ 1, then
dimH
(
D f ,θ
)
= dimH
(
D
f ,θ
liminf
)
= dimH
(
D
f ,θ
limsup
)
= ν
(
1− c f
)
.
Besides D f ,θ , D f ,θliminf andD
f ,θ
limsup, we will also treat the set of sequential f−steep points
given by
(3.4) SD f ,θ :=
{
x ∈ S (O,1) : lim
mր∞
X
f ,θ
rm (x)
Σ
f
rm
=
√
2ν
}
,
where {rm :m≥ 1} ⊆ (0,1] is a sequence such that rm ց 0 as mր ∞. Obviously,
(3.5) D f ,θ ⊆ SD f ,θ ⊆ D f ,θlimsup.
When f and {rm : m≥ 1} satisfy proper conditions, on one hand, our method allows us
to derive estimates for dimH
(
SD f ,θ
)
, and on the other hand, as we will see in Proposi-
tion 12(iii), the result on dimH
(
SD f ,θ
)
leads to an improvement of the lower bound of
dimH
(
D
f ,θ
limsup
)
given in Theorem 7.
The proof of Theorem 7 follows a similar line of arguments as in [16] and [5], combined
with an analysis of the continuity property of the family
{
X
f ,θ
t (x) : x ∈ S (O,1), t ∈ (0,1]
}
which we will carry out with the help of Lemma 4. Below we will study the Hausdorff
dimension of D f ,θ , D f ,θliminf, SD
f ,θ and D f ,θlimsup by establishing the “upper bounds” and the
“lower bounds” separately.
Remark 9. The condition “c f > 0” used in Theorem 7, or the condition “c f > 0” in Corol-
lary 8, can be dropped in certain circumstances. As we will see in §3.2, this condition is
only needed for technical reasons in the proof of the lower bound for dimH
(
D f ,θ
)
. We
will discuss in §3.2 and §4.2.3 how the methods and the results may still apply in certain
cases even if c f = 0 or c f = 0.
3.1. Upper Bounds. This subsection is devoted to establishing the upper bounds for the
Hausdorff dimension of the concerned exceptional sets. To get started, we need to develop
estimates related to the modulus of continuity for the family{
X
f ,θ
t (x)
Σ ft
: x ∈ S (O,1), t ∈ (0,1]
}
.
Instead of studying this Gaussian family directly, our strategy is to make use of the existing
results on the modulus of continuity of{
θ¯t (x) : x ∈ S (O,1), t ∈ (0,1]
}
.
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In particular, we have the following lemma.
Lemma 10. For every n≥ 1, let Bn be the subset of S (O,1)× S (O,1)× (0,1] that
Bn :=
{
(x,y, t) : x,y ∈ S (O,1), |x− y|< 2−(n+1)22√ν, t ∈
[
2−n
2
,2−(n−1)
2
]}
.
Then, for any f ∈ C , when n is sufficiently large,
E
W
[
sup
(x,y,t)∈Bn
∣∣∣∣∣X f ,θt (y)Σ ft − X
f ,θ
t (x)
Σ
f
t
∣∣∣∣∣
]
≤ 2− n4 ,
and hence
(3.6) W
(
sup
(x,y,t)∈Bn
∣∣∣∣∣X f ,θt (y)Σ ft − X
f ,θ
t (x)
Σ
f
t
∣∣∣∣∣> 2− n8 i.o.
)
= 0.
Again, we skip the technical details for now, and leave the complete proof in the Ap-
pendix §6.2. However, we would like to point out that the proof of Lemma 10 makes use
of the conditions (a)(b)(c) on f ∈ C as required in Definition 5, but it is clear from the
proof that those conditions are not unique, and they merely serve technical purposes.
We are now ready to prove the upper bounds for dimH
(
D f ,θ
)
and dimH
(
D
f ,θ
limsup
)
,
and the exactly same arguments also lead to an upper bound of dimH
(
SD f ,θ
)
associated
with any sequence that decays to zero.
Proposition 11. Given f ∈ C , let c¯ f and c f be as defined in Theorem 7. Then, for almost
every θ ∈ Θ, if c f > 1, then
D f ,θ = D
f ,θ
liminf = D
f ,θ
limsup = /0;
if c f ≤ 1< c¯ f , then
D f ,θ = D
f ,θ
liminf = /0 and dimH
(
D
f ,θ
limsup
)
≤ ν (1− c f ) ;
if c¯ f ≤ 1, then
dimH
(
D f ,θ
)
≤ dimH
(
D
f ,θ
liminf
)
≤ ν (1− c¯ f) .
Furthermore, suppose that {rm : m≥ 1} ⊆ (0,1] is a sequence such that rm ց 0 as
mր ∞ and
limsup
mր∞
Σ frm
− lnrm =: c ∈ [0,∞] ,
and SD f ,θ is the sequential f−steep point set associated with {rm : m≥ 1}. Then for
W −almost every θ , if c> 1, then
SD f ,θ = /0;
if c≤ 1, then
dimH
(
SD f ,θ
)
≤ ν (1− c).
Proof. We will first prove the results concerning D f ,θliminf, from which the claims about
D f ,θ follow (3.3), and the rest of the statement can be proved by similar arguments with
minor changes. Assume c¯ f > 0. Otherwise the inequality on dimH
(
D
f ,θ
liminf
)
is satisfied
trivially. For each n ≥ 0, consider a finite lattice partition of S (O,1) with cell size 2 ·
2−n
2
(i.e., the length, under the Euclidean metric, of each side of the cell is 2 · 2−n2). Let
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x
(n)
j : j = 1, · · · ,Jn
}
be the collection of the lattice cell centers where Jn = 2νn
2
is the
total number of the cells. Fix c′f ∈ (0, c¯ f ) and let c′f be arbitrarily close to c¯ f . If c¯ f = ∞,
then we take c′f to be arbitrarily large. There exists a sequence {sk : k ≥ 1} ⊆ (0,1) such
that sk ց 0 as kր ∞, and
Σ fsk > c
′
f (− lnsk) for all k≥ 1.
For each k ≥ 1, set nk to be the unique positive integer such that
2−n
2
k < sk ≤ 2−(nk−1)
2
.
According to (3.6), for W −almost every θ ∈ Θ, there is an integer Nθ such that for every
n≥ Nθ and every j = 1, · · · ,Jn+1
(3.7) sup
(y,t)∈S
(
x
(n+1)
j ,2
−(n+1)2
)
×
[
2−n2 ,2−(n−1)2
]
∣∣∣∣∣∣X
f ,θ
t (y)
Σ ft
−
X
f ,θ
t
(
x
(n+1)
j
)
Σ ft
∣∣∣∣∣∣≤ 2− n8 .
If y0 ∈ D f ,θliminf, then
liminf
kր∞
X
f ,θ
sk (y0)
Σ fsk
≥
√
2ν,
and hence (3.7) guarantees that, with W −probability one, for any a > 0 arbitrarily small
and k sufficiently large,
X
f ,θ
sk
(
x
(nk+1)
j
)
Σ fsk
> (1− a)
√
2ν, (†)
where x(nk+1)j is the center of the lattice cell (at the (nk+ 1)st level) where y0 lies, i.e.,
y0 ∈ S
(
x
(nk+1)
j ,2
−(nk+1)2
)
. Equivalently, if we denote by J θk the set of x
(nk+1)
j , j =
1, · · · ,Jnk+1, such that (†) holds, then W −almost surely
(3.8) D f ,θliminf ⊆
⋃
K≥1
⋂
k≥K
Jnk+1⋃
j=1
{
S
(
x
(nk+1)
j ,2
−(nk+1)2
)
: x(nk+1)j ∈J θk
}
.
Meanwhile, for all sufficiently large k’s,
W
(
x
(nk+1)
j ∈J θk
)
≤Cexp
[
−νΣ fsk (1− a)
2
]
≤Csνc
′
f (1−a)2
k .(3.9)
If c¯ f ∈ (1,∞], by choosing c′f sufficiently close to c¯ f and a sufficiently small, one can
always make
c′f (1− a)2 > 1+ a.
Therefore, (3.9) implies that for all sufficiently large k’s,
W
(
D
f ,θ
liminf 6= /0
)
≤W
⋃
K≥1
⋂
k≥K
Jnk+1⋃
j=1
{
x
(nk+1)
j ∈J θk
}
≤ ∑
K≥1
limsup
K≤kր∞
Jnk+1W
(
x
(nk+1)
j ∈J θk
)
≤C ∑
K≥1
limsup
K≤kր∞
2ν(nk+1)
2
s
ν(1+a)
k = 0.
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That is, D f ,θliminf = /0 with W −probability one when c¯ f > 1.
Next, assume that c¯ f ∈ (0,1]. Note that for W −almost every θ ∈ Θ, the right hand
side of (3.8) forms a covering of D f ,θliminf, and the diameter (under the Euclidean metric)
of S
(
x
(nk+1)
j ,2
−(nk+1)2
)
is 2
√
ν2−(nk+1)
2
. Thus, if H η is the Hausdorff−η measure for
η > 0, then
H η
(
D
f ,θ
liminf
)
≤ liminf
kր∞ ∑
j=1,··· ,Jnk+1,x
(nk+1)
j ∈Jk
[
2
√
ν2−(nk+1)
2
]η
=Cη liminf
kր∞
2−η(nk+1)
2
#
(
J θk
)
for some constantCη > 0. Again, it follows from (3.9) that
E
W
[
H η
(
D
f ,θ
liminf
)]
≤Cη liminf
kր∞
2−η(nk+1)
2
E
W
[
#
(
J θk
)]
≤Cη liminf
kր∞
2(ν−η)(nk+1)
2
W
(
x
(nk+1)
j ∈J θk
)
≤Cη liminf
kր∞
2(ν−η)(nk+1)
2−νc′f (1−a)2(nk−1)2 .
Given any η > ν
(
1− c¯ f
)
, so long as c′f is sufficiently close to c¯ f and a is sufficiently close
to zero, we can make
η > ν−νc′f (1− a)2 ,
in which case W −almost surely H η
(
D
f ,θ
liminf
)
= 0 and hence dimH
(
D
f ,θ
liminf
)
≤ η . Since
η can be arbitrarily close to ν
(
1− c¯ f
)
, we conclude that, for W −almost every θ ∈ Θ,
dimH
(
D
f ,θ
liminf
)
≤ ν (1− c¯ f) .
To prove the claims on the sequential steep point set SD f ,θ , we follow exactly the same
line of arguments as above, replacing {sk : k ≥ 1} by {rm : m≥ 1}, c¯ f by c and c′f by c′
where c′ < c but is arbitrarily close to c. We will omit the repetitive details and turn our
attention to D f ,θlimsup.
Again, without out loss of generality, we can assume c f > 0. Let c
′′
f ∈
(
0,c f
)
be ar-
bitrarily close to c f , and a > 0 be arbitrarily small. Obviously, Σ
f
t > c
′′
f (− lnt) for all
sufficiently small t’s. Meanwhile, for every θ and y0 ∈ D f ,θlimsup, one can find a sequence
{uk : k ≥ 1} ⊆ (0,1) such that uk ց 0 as kր ∞, and
X
f ,θ
uk (y0)
Σ
f
uk
>
(
1− a
4
)√
2ν for all sufficiently large k≥ 1.
Similarly, define nk to be the unique integer such that
2−n
2
k < uk ≤ 2−(nk−1)
2
.
Even though, this time, the choice of {uk : k ≥ 1} and {nk : k ≥ 1} will depend on θ and
y0, we can still make the arguments above work. Namely, notice that the estimate (3.7) still
applies, so when k is sufficiently large,
X
f ,θ
uk
(
x
(nk+1)
j
)
Σ
f
uk
>
(
1− a
2
)√
2ν
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where, again, x(nk+1)j is the center of the cell (at the (nk+ 1)st level) that contains y0, and
hence
sup
t∈
[
2−n
2
k ,2−(nk−1)
2
]
X
f ,θ
t
(
x
(nk+1)
j
)
Σ ft
>
(
1− a
2
)√
2ν. (††)
For each n≥ 1, Denote by K θn the set of x(n+1)j , j= 1, · · · ,Jn+1, such that (††) holds (with
nk replaced by n). Then,
D
f ,θ
limsup ⊆
⋃
K≥1
⋂
k≥K
⋃
n≥k
Jn+1⋃
j=1
{
S
(
x
(n+1)
j ,2
−(n+1)2
)
: x(n+1)j ∈K θn
}
.
It is easy to check, for example, by applying the standard entropy method to the processX
f ,θ
t
(
x
(n+1)
j
)
Σ
f
t
: t ∈
[
2−n
2
,2−(n−1)
2
] ,
that there is a constantC > 0 such that, for all n≥ 1,
E
W
 sup
t∈
[
2−n2 ,2−(n−1)2
]
X
f ,θ
t
(
x
(n+1)
j
)
Σ
f
t
≤C(Σ f
2−(n−1)2
)− 12
which11 tends to zero as nր ∞ according to (d) in Definition 5. Then, by the Borell-TIS
inequality (e.g., §2 of [1]), for all sufficiently large n’s,
W
(
x
(n+1)
j ∈K θn
)
= W
 sup
t∈
[
2−n2 ,2−(n−1)2
]
X
f ,θ
t
(
x
(n+1)
j
)
Σ ft
>
(
1− a
2
)√
2ν

≤ exp
−Σ
f
2−(n−1)2
2
[(
1− a
2
)√
2ν + o(1)
]2
≤C2−(n−1)2νc′′f (1−a)2 .
From here, we proceed in exactly the same way as we did earlier when proving the upper
bound of dimH
(
D
f ,θ
liminf
)
. Details are omitted. 
3.2. Lower Bounds. We now proceed to the lower bounds for the Hausdorff dimension
of the exceptional sets we have studied in the previous subsection. Let us summarize in the
following proposition the estimates we would like to prove.
Proposition 12. Given f ∈ C , let c¯ f and c f be as defined in Theorem 7.
(i) If 0< c f ≤ c¯ f ≤ 1 then W −almost surely,
dimH
(
D
f ,θ
limsup
)
≥ dimH
(
D
f ,θ
liminf
)
≥ dimH
(
D f ,θ
)
≥ ν (1− 2c¯ f + c f ) ,
which completes the proof of Theorem 7.
11If we identify t 
X
f ,θ
t
(
x
(nk+1)
j
)
Σ
f
t
with τ Bττ where Bτ is the standard Brownian motion, then by formulas
on the distribution of running maximum of a drifted Brownian motion, we can compute this expectation exactly,
but knowing the exact value is not necessary for our purpose.
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(ii) Suppose that there exists a sequence {rm : m≥ 1} ⊆ (0,1] with rm ց 0 as mր ∞
such that
liminf
mր∞
Σ frm
− lnrm > 0 (c f does not have to be positive though).
If SD f ,θ is the sequential f−steep point set associated with {rm : m≥ 1}, then W −almost
surely
dimH
(
D
f ,θ
limsup
)
≥ dimH
(
SD f ,θ
)
≥ ν (1− 2c¯ f + c f ) .
(iii) Suppose that there exists a sequence {rm :m≥ 1} ⊆ (0,1] such that
(3.10) lim
mր∞
m
Σ
f
rm
= 0 and lim
mր∞
Σ frm+1
Σ
f
rm
= 1.
If SD f ,θ is the sequential f−steep point set associated with {rm : m≥ 1}, then W −almost
surely
dimH
(
SD f ,θ
)
= dimH
(
D
f ,θ
liminf
)
= dimH
(
D f ,θ
)
= ν
(
1− c¯ f
)
and hence
dimH
(
D
f ,θ
limsup
)
≥ ν (1− c¯ f ) .
We only give a detailed proof of (i), because (ii) and (iii) can be derived based on the
same proof with minor changes. The main idea in proving the lower bound in (i) is to
create a setting in which we can apply Frostman’s lemma. To this end, we will need to
carry out several steps of preparations. We will start with a “configuration” of the problem
that is easier to handle. Besides the condition 0 < c f ≤ c¯ f ≤ 1, we will also assume that
1+c f > 2c¯ f (which implies that c¯ f < 1) since otherwise the inequalities in (i) hold trivially.
Choose c˜ ∈ (c¯ f ,1) and c˜∈ (0,c f ) to be sufficiently close to c¯ f and, respectively, c f , suchthat
(3.11) 1+ c˜> 2c˜.
Just as what we did for the upper bound, we will “discretize” the problem by considering
the behaviors of the concerned quantities, e.g., X f ,θt and Σ
f
t , when t varies along a specific
sequence, say,
{
2−n
2
: n≥ 0
}
. Without loss of generality, we will assume that for all
sufficiently large n’s,
c˜(n2 ln2)≤ Σ f2−n2 ≤ c˜(n2 ln2) .
To simplify the notation, we denote for every θ ∈Θ, x ∈ S (O,1) and n≥ 1,
∆θn (x) := θ¯2−n2 (x)− θ¯2−(n−1)2 (x) ,
∆X f ,θn (x) := X
f ,θ
2−n2
(x)−X f ,θ
2−(n−1)2
(x) ,
and
∆Σ fn := Σ
f
2−n2
−Σ f
2−(n−1)2
.
Define P fx,n to be the set of θ ∈ Θ such that
sup
t∈
[
2−n2 ,2−(n−1)2
]
∣∣∣X f ,θt (x)−X f ,θ
2−(n−1)2
(x)−
√
2ν
(
Σ ft −Σ f
2−(n−1)2
)∣∣∣≤√∆Σ fn ,
and set Φ fx,n :=
(⋂n
i=1P
f
x,i
)
.
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The first “ingredient” we need is the probability estimate for P fx,n and Φ
f
x,n, which can
be obtained through the Cameron-Martin formula.
Lemma 13. For every n≥ 1, P fx,i, i= 1, · · · ,n, are mutually independent. Moreover, there
is a constant p ∈ (0,1) such that for every n≥ 1,
(3.12) e
−ν
(
∆Σ
f
n
)
−√2ν
√
∆Σ
f
n
p≤W (P fx,n)≤ e−ν(∆Σ fn)+√2ν√∆Σ fn p
and hence
(3.13) e
−νΣ f
2−n2
−√2ν
√
nΣ
f
2−n2 pn ≤W (Φ fx,n)≤ e−νΣ f2−n2+√2ν
√
nΣ
f
2−n2 pn.
Proof. For each n≥ 1, the independence of P fx, j, j = 1, · · · ,n, is obvious from the fact that
X
f ,θ
t (x) has independent increments as t decreases. We only need to show (3.12), since
(3.13) follows trivially from (3.12), the Cauchy inequality and the independence. For each
n≥ 1 and x∈ S (O,1), assume that h is the unique element inH such that the corresponding
Paley-Wiener integral is given by I (h)(θ ) =−∆X f ,θn (x). Then, for t ∈
[
2−n2 ,2−(n−1)
2
]
,
(
h,hσ¯ xt
)
H
= EW
[
I (h)(θ ) θ¯t (x)
]
=−
∫ t
2−(n−1)2
f (s)dG(s) ,
which implies that
X
f ,θ+
√
2νh
t −X f ,θ+
√
2νh
2−(n−1)2
= X f ,θt −X f ,θ
2−(n−1)2
−
√
2ν
∫ t
2−(n−1)2
f 2 (s)dG(s)
= X f ,θt −X f ,θ
2−(n−1)2
−
√
2ν
(
Σ ft −Σ f
2−(n−1)2
)
.
Moreover,
‖h‖2H = EW
[
(I (h)(θ ))2
]
= EW
[(
−∆X f ,θn (x)
)2]
= ∆Σ fn .
Therefore, by the Cameron-Martin formula (e.g., §8 in [24]), we get that12
W
(
P fx,n
)
= W
 sup
t∈
[
2−n2 ,2−(n−1)2
]
∣∣∣X f ,θ+√2νht −X f ,θ+√2νh
2−(n−1)2
∣∣∣ ≤√∆Σ fn

= EW
exp(√2νI (h)(θ )−ν ‖h‖2H) ; sup
t∈
[
2−n2 ,2−(n−1)2
]
∣∣∣X f ,θt −X f ,θ
2−(n−1)2
∣∣∣≤√∆Σ fn

= e−ν∆Σ
f
nE
W
e√2νI (h)(θ); sup
t∈
[
2−n2 ,2−(n−1)2
]
∣∣∣X f ,θt −X f ,θ
2−(n−1)2
∣∣∣≤√∆Σ fn
 .
When the constraint in the right hand side above is satisfied,
I (h)(θ ) ∈
[
−
√
∆Σ
f
n ,
√
∆Σ
f
n
]
.
12For an integrable random variable Z on Θ and a measurable set A⊆Θ, “EW [Z;A]” refers to ∫A ZdW .
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Meanwhile, the distribution of
{
X
f ,θ
t −X f ,θ
2−(n−1)2
: t ∈
[
2−n
2
,2−(n−1)
2
]}
is that of a stan-
dard Brownian motion {Bτ : 0≤ τ ≤ T} on a generic probability space, say, (Ω,F ,P),
with
τ := Σ ft −Σ f
2−(n−1)2
and T := ∆Σ fn .
Thus,
W
 sup
t∈
[
2−n2 ,2−(n−1)2
]
∣∣∣X f ,θt −X f ,θ
2−(n−1)2
∣∣∣≤√∆Σ fn
= P( sup
τ∈[0,T ]
|Bτ | ≤
√
T
)
= P
(
sup
τ∈[0,1]
|Bτ | ≤ 1
)
:= p ∈ (0,1) .
We have finished the proof of (3.12) 
The events P fx,n and Φ
f
x,n concerning the discrete family
{
∆X
f ,θ
n (x) : n≥ 0
}
help us
“design” a specific collection of f−steep points, i.e., a subset of D f ,θ , and whose Haus-
dorff measure or Hausdorff dimension is “convenient” to study. Below we explain how to
construct such a subset of D f ,θ , which is the second “ingredient” of the main proof.
For every n ≥ 0, again we consider the lattice partition of S (O,1) with cell size 2−n2
with {
x
(n)
j : j = 1, · · · ,Jn := 2νn
2
}
being the collection of all the cell centers. For every θ ∈ Θ, we set
Ξ f ,θn :=
{
x
(n)
j : 1≤ j ≤ Jn, θ ∈Φ f
x
(n)
j ,n
}
.
Lemma 14. Let f ∈ C . For W −almost every θ ∈Θ,
(3.14) D f ,θ ⊇ ϒ f ,θ :=
⋂
k≥1
⋃
n≥k
⋃
x∈Ξ f ,θn
S
(
x,2−n2
)
.
Proof. Let y be an element from the right hand side of (3.14). It is easy to see that one can
always find a subsequence
{
n j : j ≥ 1
}⊆ N with n j ր ∞ as jր ∞ and a sequence of cell
centers
{
x(n j) ∈ Ξ f ,θn j : j ≥ 1
}
such that lim jր∞
∣∣∣y− x(n j)∣∣∣ = 0. For any t ∈ (0,1], assume
that ℓ ∈N is the unique integer such that 2−ℓ2 ≤ t < 2−(ℓ−1)2 . Then we have that for every
n j ≥ ℓ, since x(n j) ∈ Ξ f ,θn j ,
(3.15)
∣∣∣∣∣∣
X
f ,θ
t
(
x(n j)
)
Σ ft
−
√
2ν
∣∣∣∣∣∣≤ ∑
ℓ
i=1
√
∆Σ fi
Σ f
2−(ℓ−1)2
≤
√
ℓΣ
f
2−ℓ2
Σ f
2−(ℓ−1)2
≤
√
c˜ ln2ℓ3/2
c˜(ℓ− 1)2 ln2 ,
which can be arbitrarily small when ℓ is sufficiently large, or equivalently, when t is suf-
ficiently small. Moreover, with t and θ fixed, the function y X
f ,θ
t (y)
Σ
f
t
is continuous and
hence absolutely continuous on S (O,1), so one can also make∣∣∣∣∣∣
X
f ,θ
t
(
x(n j)
)
Σ
f
t
− X
f ,θ
t (y)
Σ
f
t
∣∣∣∣∣∣
arbitrarily small by choosing sufficiently large n j. This implies that y ∈ D f ,θ . 
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Now we are ready to embark on the proof of Proposition 12(i). Briefly speaking, our
goal is to apply Frostman’s lemma to bound dimH
(
ϒ f ,θ
)
from below, which requires us
to find a non-trivial Borel measure µ f ,θ supported on ϒ f ,θ and to study the α−energy of
µ f ,θ for certain α > 0. We will achieve our goal following two steps: first consider a natu-
rally chosen family of Borel measures µ f ,θn supported on S (O,1) for n≥ 1, and verify that{
µ f ,θn : n≥ 1
}
is “nice” in the sense that µ f ,θn ’s have uniformly bounded first and second
moments in their total mass, as well as uniformly bounded expectation of α−energy for
certain α > 0; next we combine a “compactness” argument and the Hewitt-Savage 0-1 law
to extract, for W −almost every θ , a limit measure µ f ,θ , and confirm that µ f ,θ inherits the
nice properties from
{
µ
f ,θ
n : n≥ 1
}
in the sense that µ f ,θ is a non-trivial measure sup-
ported on ϒ f ,θ with finite α−energy for α in a proper range.
Proof of Proposition 12(i): We consider a family of random finite measures on S (O,1):
for each n≥ 1 and θ ∈ Θ, define the measure
(3.16) ∀B ∈B
(
S (O,1)
)
, µ f ,θn (B) :=
1
Jn
Jn
∑
j=1
I
Ξ
f ,θ
n
(
x
(n)
j
)
W
(
Φ f
x
(n)
j ,n
) vol
(
B∩S
(
x
(n)
j ,2
−n2
))
vol
(
S
(
x
(n)
j ,2
−n2
)) ,
where “vol” refers to the volume under the Lebesgue measure on Rν . It is clear that
∀n≥ 1, EW
[
µ f ,θn
(
S (O,1)
)]
= 1.(3.17)
Besides the uniformity in the first moment of µ f ,θn
(
S (O,1)
)
, our next goal is to show that
its second moment is also bounded in n, i.e.,
(3.18) sup
n≥1
E
W
[(
µ f ,θn
(
S (O,1)
))2]
< ∞.
To this end, we write
E
W
[(
µ f ,θn
(
S (O,1)
))2]
=
1
J2n
Jn
∑
j,k=1
W
(
Φ
f
x
(n)
j ,n
⋂
Φ
f
x
(n)
k
,n
)
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
) .(3.19)
By ( 3.13), when j = k,
(3.20)
W
(
Φ
f
x
(n)
j ,n
⋂
Φ
f
x
(n)
k
,n
)
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
) = 1
W
(
Φ f
x
(n)
j ,n
) ≤ exp(ν c˜n2 ln2+Cn3/2) .
When 2 ·2−(i+1)2 ≤
∣∣∣x(n)j − x(n)k ∣∣∣< 2 ·2−i2 for some i where 0 ≤ i ≤ n− 1 (without loss of
generality, we assume that i is large), since the family{
∆X
f ,θ
l
(
x
(n)
j
)
, ∆X
f ,θ
l′
(
x
(n)
k
)
: 1≤ l ≤ i− 1, i+ 2≤ l ≤ n, i+ 2≤ l′ ≤ n
}
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is independent, if follows from (3.12) and (3.13) that
W
(
Φ
f
x
(n)
j ,n
⋂
Φ
f
x
(n)
k
,n
)
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
) ≤ W
((⋂i−1
l=1P
f
x
(n)
j ,l
)⋂(⋂n
l=i+2P
f
x
(n)
j ,l
)⋂(⋂n
l′=i+2P
f
x
(n)
k
,l′
))
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
)
≤ 1
W
(
Φ
f
x
(n)
k
,i+1
)
W
(
P
f
x
(n)
j ,i
)
W
(
P
f
x
(n)
j ,i+1
)
≤ exp
[
ν c˜(1+ i)2 ln2+ν
(
Σ f
2−(i+1)2
−Σ f
2−(i−1)2
)
+Ci3/2
]
≤ exp
[
ν
(
2c˜− c˜
)
i2 ln2+Ci3/2
]
.
(3.21)
Combining (3.20) and (3.21) yields that the right hand side of (3.19) is no greater than
1
J2n
Jn
∑
j=1
2ν c˜n
2+Cn3/2 +
1
J2n
n−1
∑
i=0
∑{
( j,k):2·2−(i+1)2≤
∣∣∣x(n)j −x(n)k ∣∣∣<2·2−i2}
2
ν
(
2c˜−c˜
)
i2+Ci3/2
≤2−ν(1−c˜)n2+Cn3/2 +
n−1
∑
i=0
2
−ν
(
1−2c˜+c˜
)
i2+Ci3/2
,
which is uniformly bounded in n under the assumption (3.11). So we have proved (3.18).
Next, we turn our attention to the α−energy,α > 0, of the measure µ f ,θn for every θ ∈Θ
and every n≥ 1, i.e.,
Iα
(
µ f ,θn
)
:=
∫
S(O,1)
∫
S(O,1)
|y−w|−α µ f ,θn (dy)µ f ,θn (dw) .
We need to verify that, wheneverα is smaller than a critical value which will be determined
later, µ f ,θn has uniformly bounded expected α−energy, i.e.,
(3.22) sup
n≥1
E
W
[
Iα
(
µ f ,θn
)]
< ∞.
By (3.16), EW
[
Iα
(
µ f ,θn
)]
is equal to
(3.23)
1
J2n
Jn
∑
j,k=1
W
(
Φ f
x
(n)
j ,n
⋂
Φ f
x
(n)
k
,n
)
W
(
Φ
f
x
(n)
j ,n
)
W
(
Φ
f
x
(n)
k
,n
)
∫
S
(
x
(n)
j ,2
−n2
) ∫
S
(
x
(n)
k
,2−n2
) |y−w|−α dydw
vol
(
S
(
x
(n)
j ,2
−n2
))
vol
(
S
(
x
(n)
k ,2
−n2
)) .
Assume for now α < ν
(
1− 2c˜+ c˜). Obviously, for the diagonal terms in the summationin (3.23), i.e., when j = k, we have that∫
S
(
x
(n)
j ,2
−n2
) ∫
S
(
x
(n)
k
,2−n2
) |y−w|−α dydw
vol
(
S
(
x
(n)
j ,2
−n2
))
vol
(
S
(
x
(n)
k ,2
−n2
)) =C2αn2 .
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If j 6= k, when
∣∣∣x(n)j − x(n)k ∣∣∣≤ 4√ν2−n2 , by possibly enlargingC, we can make∫
S
(
x
(n)
j ,2
−n2
) ∫
S
(
x
(n)
k
,2−n2
) |y−w|−α dydw
vol
(
S
(
x
(n)
j ,2
−n2
))
vol
(
S
(
x
(n)
k ,2
−n2
)) ≤C2αn2 ≤C ∣∣∣x(n)j − x(n)k ∣∣∣−α ;
when
∣∣∣x(n)j − x(n)k ∣∣∣> 4√ν2−n2 , since for every y′,w′ ∈ S(O,2−n2),∣∣y′−w′∣∣≤ 2√ν2−n2 ≤ 1
2
∣∣∣x(n)j − x(n)k ∣∣∣ ,
we have that ∣∣∣x(n)j − x(n)k − (y′−w′)∣∣∣≥ 12 ∣∣∣x(n)j − x(n)k ∣∣∣ ,
and hence∫
S
(
x
(n)
j ,2
−n2
) ∫
S
(
x
(n)
k
,2−n2
) |y−w|−α dydw
vol
(
S
(
x
(n)
j ,2
−n2
))
vol
(
S
(
x
(n)
k ,2
−n2
)) =
∫
S
(
O,2−n2
) ∫
S
(
O,2−n2
) ∣∣∣x(n)j − x(n)k − (y′−w′)∣∣∣−α dy′dw′
vol
(
S
(
x
(n)
j ,2
−n2
))
vol
(
S
(
x
(n)
k ,2
−n2
))
≤C
∣∣∣x(n)j − x(n)k ∣∣∣−α .
Also, recall from (3.20) and (3.21) that, when j = k,
W
(
Φ
f
x
(n)
j ,n
⋂
Φ
f
x
(n)
k
,n
)
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
) ≤ exp(ν c˜n2 ln2+Cn3/2) ;
when 2 ·2−(i+1)2 ≤
∣∣∣x(n)j − x(n)k ∣∣∣< 2 ·2−i2 for some i= 0,1, · · · ,n− 1,
W
(
Φ f
x
(n)
j ,n
⋂
Φ f
x
(n)
k
,n
)
W
(
Φ
f
x
(n)
j ,n
)
W
(
Φ
f
x
(n)
k
,n
) ≤ exp[ν (2c˜− c˜
)
i2 ln2+Ci3/2
]
≤ exp
[
−ν
(
2c˜− c˜
)
ln
∣∣∣x(n)j − x(n)k ∣∣∣+ o(− ln ∣∣∣x(n)j − x(n)k ∣∣∣)] .
As a result, the summation in (3.23) is no greater than a constant multiple of
1
J2n
Jn
∑
j=1
2(α+ν c˜)n
2+Cn3/2 +
1
J2n
∑
{1≤ j,k≤Jn, j 6=k}
∣∣∣x(n)j − x(n)k ∣∣∣−α−ν
(
2c˜−c˜
)
−o(1)
≤2−(ν−ν c˜−α)n2 ln2+Cn3/2 + 1
J2n
∑
{1≤ j,k≤Jn, j 6=k}
∣∣∣x(n)j − x(n)k ∣∣∣−α−ν
(
2c˜−c˜
)
−o(1)
−→
∫∫
S(O,1)×S(O,1)
|x− y|−α−ν
(
2c˜−c˜
)
dxdy< ∞ as nր ∞.
Therefore, we have shown that (3.22) holds whenever α < ν
(
1− 2c˜+ c)˜.
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Now fix any α ∈ (0,ν (1− 2c˜+ c˜)). After showing (3.18) and (3.22), we have twopositive real numbers
A1 := sup
n≥1
E
W
[(
µ f ,θn
(
S (O,1)
))2]
and A2 := sup
n≥1
E
W
[
Iα
(
µ f ,θn
)]
.
For constants c1 > 1, c2 > 0, define the measurable subset of Θ
Λα :n :=
{
θ ∈Θ : 1
c1
≤ µ f ,θn
(
S (O,1)
)
≤ c1, Iα
(
µ f ,θn
)
≤ c2
}
and Λα := limsupn→∞ Λαn . Clearly,
sup
n≥1
W
(
Iα
(
µ f ,θn
)
> c2
)
≤ A2
c2
and sup
n≥1
W
(
µ f ,θn
(
S (O,1)
)
> c1
)
≤ 1
c1
.
Moreover, by (3.17) and the Paley-Zygmund inequality,
sup
n≥1
W
(
µ f ,θn
(
S (O,1)
)
<
1
c1
)
≤ 1−
(
1− 1
c1
)2
A1
.
As a consequence, by choosing c1 and c2 sufficiently large, we can make
W (Λαn )>
(
1− 1
c1
)2
A1
− 1
c1
− A2
c2
>
1
2A1
for every n≥ 1, and hence W (Λα)≥ 12A1 .
Finally, we are ready to extract a limit measure µ f ,θ from the family
{
µ f ,θn : n≥ 0
}
.
For every θ ∈ Λα , there exists a subsequence {nk : k≥ 0} such that
1
c1
≤ µ f ,θnk
(
S (O,1)
)
≤ c1, Iα
(
µ f ,θnk
)
≤ c2 for all k ≥ 0.
Because Iα , as a mapping from the space of finite measures on S (O,1) to [0,∞], is lower
semi-continuous with respect to the weak topology,
M :=
{
µ Borel measure on S (O,1) :
1
c1
≤ µ
(
S (O,1)
)
≤ c1, Iα (µ)≤ c2
}
is compact, and hence there exists a Borel measure µ f ,θ on S (O,1) such that µ f ,θnk weakly
converges to µ f ,θ along a subsequence of {nk : k ≥ 0}. Thus,
1
c1
≤ µ f ,θ
(
S (O,1)
)
≤ c1, Iα
(
µ f ,θ
)
≤ c2.
Moreover, if ϒ f ,θ is the set defined in (3.14), then the weak convergence relation between{
µ
f ,θ
nk : k≥ 1
}
and µ f ,θ , combinedwith the fact that µ f ,θnk is supported on
⋃
x∈Ξ f ,θnk
S
(
x,2−n
2
k
)
for every k ≥ 1, implies that
µ f ,θ
(
ϒ f ,θ
)
≥ limsup
kր∞
µ f ,θnk
 ⋃
x∈Ξ f ,θnk
S
(
x,2−n
2
k
)≥ 1
c1
.
This means that ϒ f ,θ has strictly positive α−capacity, i.e.,
sup
{(∫∫
ϒ f ,θ×ϒ f ,θ
µ × µ (dydw)
|y−w|α
)−1
: µ is a probability measure on ϒ f ,θ
}
> 0.
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By Frostman’s lemma, dimH
(
ϒ f ,θ
) ≥ α and hence dimH (D f ,θ) ≥ α . Thus, we have
established that
W
(
dimH
(
D f ,θ
)
≥ α
)
≥W (Λα)≥ 1
2A1
.
Recall from (2.1) that for W − almost every θ ∈ Θ,
θ = ∑
n≥1
I (hn)(θ )hn
where {hn : n≥ 1} is an orthonormal basis of the Cameron-Martin spaceH and {I (hn) : n≥ 1}
underW forms a sequence of independent standard Gaussian random variables. By a sim-
ple application of the Hewitt-Savage 0-1 law, we have that
W
(
dimH
(
D f ,θ
)
≥ α
)
= 1.
Finally, since α is arbitrary in
(
0,ν
(
1− 2c˜+ c˜)) with c˜ and c˜ being arbitrarily close toc¯ f and, respectively, c f , we get the desired lower bound
W
(
dimH
(
D f ,θ
)
≥ ν (1− 2c¯ f + c f ))= 1.
This completes the proof of Proposition 12(i). 
As for Proposition 12(ii), we follow exactly the same proof as above, except that, in
the proof of Lemma 14, we argue that if for m ≥ 1 sufficiently large, ℓ ∈ N is the unique
integer such that 2−ℓ
2 ≤ rm < 2−(ℓ−1)2 , then (3.15) will be replaced by∣∣∣∣∣∣
X
f ,θ
rm
(
x(n j)
)
Σ frm
−
√
2ν
∣∣∣∣∣∣≤ ∑
ℓ
i=1
√
∆Σ
f
i
Σ frm
≤C
√
ℓ ·Σ f
2−ℓ2
− lnrm ≤
√
c˜ ln2ℓ3/2
(ℓ− 1)2 ln2
,
where the second inequality relies on the hypothesis in Proposition 12(ii) that
liminf
mր∞
Σ frm
− lnrm > 0
but does not require c f > 0. Hence, Lemma 14 still holds in the sense that
SD f ,θ ⊇ ϒ f ,θ :=
⋂
k≥1
⋃
n≥k
⋃
x∈Ξ f ,θn
S
(
x,2−n2
)
.
Therefore, the lower bound of dimH
(
ϒ f ,θ
)
established in (i) also serves as a lower bound
of dimH
(
SD f ,θ
)
.
As for Proposition 12(iii), we first observe that for every m≥ 1 and t ∈ (rm,rm−1],
Σ ft
− lnt ≤
Σ frm
− lnrm−1 =
Σ frm−1
− lnrm−1 ·
Σ frm
Σ
f
rm−1
,
so, by (3.10),
limsup
mր∞
Σ
f
rm
− lnrm = c¯ f .
Therefore, we only need to show that
dimH
(
D f ,θ
)
≥ ν (1− c¯ f)
and the rest follows from Proposition 11 and the relations (3.3) and (3.5). To this end,
we replace, everywhere in the proof of Proposition 12(i),
{
2−n
2
: n≥ 0
}
by {rn : n≥ 0}
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(with r0 := 1). The same line of arguments still works in this case, even if we do not know
specific values of {rn : n≥ 0}. Instead of repeating the entire proof, we will only point out
the steps that require changes, which also shows how the extra constraint (3.10) on f and
{rn : n≥ 0} can help. For example, this time (3.15) will become, for sufficiently large n’s,
sup
t∈(rn,rn−1]
∣∣∣∣∣∣
X
f ,θ
t
(
x(n j)
)
Σ ft
−
√
2ν
∣∣∣∣∣∣≤ ∑
n
i=1
√
∆Σ fi
Σ frn−1
≤C
√
nΣ frn
Σ frn−1
,
which is arbitrarily small according to (3.10), so Lemma 14 concludes that
D f ,θ ⊇ ϒ f ,θ :=
⋂
k≥1
⋃
n≥k
⋃
x∈Ξ f ,θn
S (x,rn).
Another change takes place in the estimate on
W
(
Φ
f
x
(n)
j ,n
⋂
Φ
f
x
(n)
k
,n
)
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
) , where 2ri+1 < ∣∣∣x(n)j − x(n)k ∣∣∣≤ 2ri for some i= 0,1, · · · ,n−1,
and this is the key factor to the whole proof. In this case, when i is sufficiently large,
according to our earlier derivation, we have that
W
(
Φ
f
x
(n)
j ,n
⋂
Φ
f
x
(n)
k
,n
)
W
(
Φ f
x
(n)
j ,n
)
W
(
Φ f
x
(n)
k
,n
) ≤ exp[νΣ fri+1 +ν(Σ fri+1−Σ fri−1)+ o(Σ fri+1)]
≤ exp[(ν + o(1))Σ fri]≤ r−ν c˜+o(1)i ,
which, again, is guaranteed by (3.10). The rest of the proof is exactly the same.
4. EXAMPLES OF STEEP POINTS OF GAUSSIAN FREE FIELDS
By varying the choices of f ∈ C , the definition (3.2) of f−steep point leads to various
exceptional sets of GFFs, including the classical thick point sets for log-correlated GFFs
as defined in (1.1), as well as the counterpart for polynomial-correlatedGFFs as defined in
(1.2) and (1.3). Theorem 7 offers information on the Hausdorff dimension of such sets.
4.1. For Log-Correlated GFFs. When ν = 2, the GFF we have studied in the previous
sections is log-correlated. Considering that the framework developed in §3 applies well
when Σ ft is “comparable”with (− ln t) as tց 0, a natural choice of f is a constant function.
This is the main scheme in which we will discuss certain generalized thick point sets for
log-correlated GFFs.
4.1.1. Thick Points, Revisited. By setting f ≡ γ for γ ∈ R\{0}, it is clear that for every
θ ∈ Θ, t ∈ (0,1] and x ∈ S (O,1),
X
f ,θ
t (x) = γ
(
θ¯t (x)− θ¯1 (x)
)
,
and
Σ
f
t = γ
2 (G(t)−G(1)) .
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By (2.7),
c f = lim
tց0
Σ
f
t
− ln t =
γ2
2pi
,
so x is an f−steep point of θ if and only if
lim
tց0
θ¯t (x)
− ln t =
γ
pi
.
In other words, when γ > 0, according to the definition (1.1), the setD f .θ of f−steep points
coincides with the set T γ,θ of γ−thick points.
Corollary 8 implies that for W −almost every θ ∈ Θ, if γ2 > 2pi , then
(4.1) T γ,θ = D f ,θ = D f ,θliminf = D
f ,θ
limsup = /0;
if 0< γ2 ≤ 2pi , then
(4.2) dimH
(
T γ,θ
)
= dimH
(
D f ,θ
)
= dimH
(
D
f ,θ
liminf
)
= dimH
(
D
f ,θ
limsup
)
= 2− γ
2
pi
,
which agrees with the results obtained in [16].
4.1.2. Oscillatory Thick Points. Besides the standard thick point set, the general frame-
work of steep point also allows us to study certain variations of this exceptional set. Again,
we fix a constant γ ∈ (0,√2pi]. We have already seen in (4.2) that W −almost surely the
set of x ∈ S (O,1) where
limsup
tց0
θ¯t (x)
− ln t ≥
γ
pi
has Hausdorff dimension 2− γ2pi , and the same fact holds for the set of x ∈ S (O,1) where
liminf
tց0
θ¯t (x)
− lnt ≤−
γ
pi
due to the fact that W is invariant under the transformation θ  −θ . However, if we
require the two conditions above to be met at the same time and set
T
γ,θ
oscil. :=
{
x ∈ S (O,1) : limsup
tց0
θ¯t (x)
− lnt ≥
γ
pi
and liminf
tց0
θ¯t (x)
− ln t ≤−
γ
pi
}
,
then, intuitively, T γ,θoscil. contains oscillatory thick points where θ¯t oscillates and achieves
an unusually large magnitude in both the positive and the negative directions. One would
expect that T γ,θoscil. is much smaller than either of the two sets mentioned above by imposing
only one condition. But we will show that, at least in terms of the Hausdorff dimension,
T
γ,θ
oscil. is as “big” as either of the two sets.
Proposition 15. If γ ∈ [0,√2pi], then for W −almost every θ ∈ Θ,
dimH
(
T
γ,θ
oscil.
)
= 2− γ
2
pi
.
Proof. It is obvious that T γ,θoscil. has a Hausdorff dimension no larger than 2− γ
2
pi . To show
the other direction, we consider a sequence {rn : n≥ 1}⊆ (0,1) such that rnց 0 as nր∞
and
(4.3) lim
nր∞
n(− lnrn−1)
− lnrn = 0.
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Set r0 = 1, and define the piece-wise constant function
foscil. : t ∈ (0,1] 7→ foscil. (t) := ∑
n≥1
I(rn,rn−1] (t) (−1)n γ.
It is still the case that Σ foscil.t = γ
2 (G(t)−G(1)), but
X
foscil.,θ
t (x) = γ ∑
n≥0
(−1)n (θ¯t∨rn (x)− θ¯t∨rn−1 (x)) .
According to (4.1), for W −almost every θ ,
sup
x∈S(O,1)
limsup
tց0
∣∣θ¯t (x)∣∣
G(t)
≤ 2γ.
Combining the above with (4.3), it is obvious that, for every x ∈ S (O,1),
lim
nր∞
∑n−1j=1
∣∣θ¯r j (x)∣∣
G(rn)
= 0.
Therefore, if x ∈ D foscil.,θ , then
lim
kր∞
X
foscil.,θ
r2k
Σ
foscil.
r2k
= lim
kր∞
X
foscil.,θ
r2k−1
Σ
foscil.
r2k−1
= 2,
which, one can easily verify that, is equivalent to
lim
kր∞
θ¯r2k (x)
− lnr2k =
γ
pi
=− lim
kր∞
θ¯r2k−1 (x)
− lnr2k−1 .
We conclude that W −almost surely D foscil.,θ ⊆ T γ,θoscil., and hence
dimH
(
T
γ,θ
oscil.
)
≥ 2− γ
2
pi
.

The results above also apply to “asymmetric” oscillations of θ¯t (x). Namely, for γ1,γ2 >
0 and γ1 6= γ2, we set
T
(γ1,−γ2),θ
oscil. :=
{
x ∈ S (O,1) : limsup
tց0
θ¯t (x)
− lnt ≥
γ1
pi
and liminf
tց0
θ¯t (x)
− ln t ≤−
γ2
pi
}
.
Then we have the following fact.
Corollary 16. If γ1,γ2 ∈
[
0,
√
2pi
]
, then for W −almost every θ ∈ Θ,
dimH
(
T
(γ1,−γ2),θ
oscil.
)
= 2− γ
2
1 ∨ γ22
pi
.
Proof. On one hand, it is clear that W −almost surely
dimH
(
T
(γ1,−γ2),θ
oscil.
)
≤ dimH
(
T
γ1,θ
oscil.
)
∧dimH
(
T
γ2,θ
oscil.
)
= 2− γ
2
1 ∨ γ22
pi
.
On the other hand, since T (γ1,−γ2),θoscil. ⊇ T γ,θoscil. where γ := γ1∨ γ2, W −almost surely
dimH
(
T
(γ1,−γ2),θ
oscil.
)
≥ dimH
(
T
γ,θ
oscil.
)
= 2− γ
2
pi
.

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4.2. For Polynomial-Correlated GFFs. In the case when ν ≥ 3, the GFF is polynomial-
correlated with the degree of the polynomial being ν−2. In order to make Σ ft comparable
with (− ln t) as t ց 0, the natural choice of f is a constant multiple of 1√
G(t)
. Namely, if
for some c ∈ R\{0},
f : t ∈ (0,1] 7→ f (t) := c√
G(t)
,
then for every θ ∈ Θ, t ∈ (0,1] and x ∈ S (O,1),
Σ
f
t = c
2 ln
G(t)
G(1)
and X f ,θt (x) =
∫ t
1
c√
G(s)
dθ¯s (x) ,
and hence by (2.7),
c f = lim
tց0
Σ ft
− ln t = c
2 (ν− 2) .
Since,
(4.4) lim
tց0
X
f ,θ
t (x)
Σ
f
t
=
√
2ν if and only if lim
tց0
∫ t
1
dθ¯s(x)√
G(s)
− lnt = c
√
2ν (ν− 2) ,
the result in Corollary 8 implies that W −almost surely,
(4.5) sup
x∈S(O,1)
limsup
tց0
∫ t
1
dθ¯s(x)√
G(s)
− ln t ≤
√
2ν (ν− 2)
and for c such that c2 < 1ν−2 ,
(4.6) dimH

x ∈ S (O,1) : limtց0
∫ t
1
dθ¯s(x)√
G(s)
− ln t = c
√
2ν (ν− 2)

= ν [1− c2 (ν− 2)] .
A point x where the limit (4.4) is achieved is certainly a location where θ¯t behaves unusu-
ally, but it does not correspond to the behavior of θ¯t attaining unusually large values. In
fact, we will argue in §5.1 that such a location is where the value of θ¯t “tends” to remain
unusually low when measured by certain “clock” in t. This is to say that x should not be
considered as a “thick point”, although the result (4.5) can help us acquire information on
the thick point sets.
4.2.1. Thick Points, Revisited. Recall from (1.2) that, for γ ≥ 0, the γ− thick point set of
θ is
T γ,θ :=
{
x ∈ S (O,1) : limsup
tց0
θ¯t (x)√
−G(t) ln t ≥
√
2νγ
}
.
As we have reviewed in the Introduction, it is proven in [5] thatW −almost surely, T γ,θ = /0
when γ > 1, and dimH
(
T γ,θ
)
= ν
(
1− γ2)when γ ∈ [0,1]. We also explained earlier that,
due to the higher-order singularity of the covariance function, the proof of these results,
especially the lower bound of dimH
(
T γ,θ
)
, was considerably more technical and involved
than that in the log-correlated case; in fact, the lower bound on dimH
(
T γ,θ
)
was estab-
lished indirectly through treating the sequential γ−thick point set
ST γ,θ :=
{
x ∈ S (O,1) : lim
nր∞
θ¯rn (x)√
−G(rn) lnrn
=
√
2νγ
}
,
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where {rn : n≥ 1} ⊆ (0,1] is a sequence satisfying (4.3). A lower bound of dimH
(
ST γ,θ
)
would lead to a lower bound of dimH
(
T γ,θ
)
.
Below we will revisit T γ,θ and ST γ,θ under the framework of steep point. In particular,
we can provide a lower bound for dimH
(
ST γ,θ
)
as well as dimH
(
T γ,θ
)
using Proposition
12 with a much shorter and easier proof than the one given in [5]. However, the lower
bound we obtain here is not as tight as the one provided in [5], which suggests that, in
order to obtain the exact Hausdorff dimension of T γ,θ and ST γ,θ , one does need to carry
out a careful analysis as in [5].
Remark 17. In fact, we believe that the same procedure as adopted in the study of ST γ,θ
can be applied to give more accurate treatments to the sequential steep point set SD f ,θ for
any fast decaying sequence {rm :m≥ 1}; in other words, with (possibly) heavier techni-
cality, it is possible to determine the Hausdorff dimension of SD f ,θ for {rm : m≥ 1} that is
more general than the one considered in Proposition 12(iii), from which one will produce
an improved lower bound of dimH
(
D
f ,θ
limsup
)
and may recover the tight lower bound of
dimH
(
ST γ,θ
)
. This problem is currently being investigated in a separate work, and we
will not get into details here.
Take any sequence {rn : n≥ 1} ⊆ (0,1] such that rnց 0 as nր∞ and (4.3) is satisfied,
and set r0 = 1. Fix γ ∈
[
0,1/
√
2
]
, and define a function g : (0,1]→ (0,∞) as
(4.7) t ∈ (0,1] g(t) := γ ∑
n≥1
√
− lnrn
G(rn)
I(rn,rn−1] (t) .
It is easy to check that g ∈ C with c¯g = γ2 and cg = 0. In fact, due to (4.3), when n is
sufficiently large,
Σgrn =
(
γ2+ o(1)
)
(− lnrn) .(4.8)
Therefore, by Proposition 12(ii), if SDg,θ is the sequential g−steep point set associated
with the sequence {rn : n≥ 1}, then W −almost surely
dimH
(
SDg,θ
)
≥ ν (1− 2γ2) .
On the other hand, for every θ ∈Θ, x ∈ S (O,1) and n≥ 1,
Xg,θrn (x) = γ
n
∑
j=1
√
− lnr j
G(r j)
(
θ¯r j (x)− θ¯r j−1 (x)
)
.
Using the result established in [5] that T γ,θ = /0 with probability one for any γ > 1, as well
as the invariance ofW under the transformation θ  −θ , we know thatW −almost surely,
for every x ∈ S (O,1),
(4.9) liminf
tց0
θ¯t (x)√
−G(t) ln t ≥−
√
2ν and limsup
tց0
θ¯t (x)√
−G(t) lnt ≤
√
2ν,
and hence ∣∣θ¯rn (x)∣∣ ≤ (√2ν + 1)√−G(rn) lnrn
for all but finitely many n’s. Combining (4.3), (4.8) and (4.9) leads to, for every x∈ S (O,1),
lim
nր∞
1
Σgrn
(√
− lnrn
G(rn)
∣∣θ¯rn−1 (x)∣∣+ n−1∑
j=1
√
− lnr j
G(r j)
∣∣∣θ¯r j (x)− θ¯r j−1 (x)∣∣∣
)
= 0.
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It becomes clear that if x ∈ SDg,θ , then
√
2ν = lim
nր∞
X
g,θ
rn (x)
Σgrn
= lim
nր∞
γ
√− lnrnθ¯rn (x)√
G(rn)Σ
g
rn
,
which, by (4.8), implies that
lim
nր∞
θ¯rn (x)√
−G(rn) lnrn
=
√
2νγ.
Therefore, we conclude that W −almost surely ST γ,θ ⊇ Dg,θ and
dimH
(
T γ,θ
)
≥ dimH
(
ST γ,θ
)
≥ dimH
(
SDg,θ
)
≥ ν (1− 2γ2) .
4.2.2. Oscillatory Thick Points. Similarly as discussed in the log-correlated case, we can
also consider, for θ being the generic element of a polynomial-correlated GFF, the excep-
tional set given by the oscillatory thick points as, for γ1,γ2 > 0,
T
(γ1,−γ2),θ
oscil. :=
{
x ∈ S (O,1) : limsup
tց0
θ¯t (x)√
−G(t) ln t ≥
√
2νγ1 and liminf
tց0
θ¯t (x)√
−G(t) ln t ≤−
√
2νγ2
}
.
Proposition 18. If γ1,γ2 ∈
[
0,1/
√
2
]
, then for W −almost every θ ∈ Θ,
ν
[
1− 2(γ21 ∨ γ22)]≤ dimH (T (γ1,−γ2),θoscil. )≤ ν [1− (γ21 ∨ γ22)] .
Proof. First, recall that it is shown in [5] that for any γ ∈ [0,1], W −almost surely
dimH
(
T γ,θ
)
≤ ν (1− γ2) ,
which, combined with the invariance of W under θ  −θ , implies that W −almost surely
dimH
(
T
(γ1,−γ2),θ
oscil.
)
≤ dimH
(
T γ1,θ
)
∧dimH
(
T γ2,θ
)
≤ ν [1− (γ21 ∨ γ22)] .
Next, set γ := γ1∨ γ2. Choose the same {rn : n≥ 0} as in §4.2.1, consider the function
goscil. : t ∈ (0,1] 7→ goscil. (t) :=
∞
∑
n=1
(−1)n γ
√
− lnrn
G(rn)
I(rn,rn−1] (t) .
and let SDgoscil.,θ be the set of sequential goscil.−steep points of θ associated with {rn : n≥ 1}.
Following exactly the same arguments as above, one can show that, for W −almost every
θ ∈ Θ, if x ∈ SDgoscil.,θ , then
lim
kր∞
θ¯r2k (x)√
−G(r2k) lnr2k
=
√
2νγ and lim
kր∞
θ¯r2k−1 (x)√
−G(r2k−1) lnr2k−1
=−
√
2νγ,
which means that SDgoscil.,θ ⊆ T (γ1,−γ2),θoscil. and hence
dimH
(
T
(γ1,−γ2),θ
oscil.
)
≥ dim
(
SDgoscil.,θ
)
≥ ν (1− 2γ2)= ν [1− 2(γ21 ∨ γ22)] .

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4.2.3. Lasting Thick Points. As we have seen so far in the treatment of thick points of θ ,
we have only invoked Proposition 12(ii), the results on SDg,θ . It is natural for one to ask
whether the analysis of Dg,θ leads to any new exceptional sets of θ , and if so, whether
we can use Theorem 7 to get information on such sets. The answer to both questions
is positive. We propose to study the following exceptional set of θ . For γ > 0, we call
x ∈ S (O,1) a lasting γ−thick point of θ if
limsup
tց0
∫ t
1 I[
√
2νγ,∞)
(
θ¯s(x)√
−G(s) ln s
)
dG(s)
G(t)
> 0,
where “IA” refers to the indicator function of a set A⊆ (0,∞). Denote by LT γ,θ the collec-
tion of the lasting γ−thick points of θ . Heuristically speaking, a lasting γ−thick point is a
location where the behavior of θ¯ t (x) achieving unusually large values, i.e., greater than or
equal to
√
2νγ
√
−G(t) ln t, “lasts” for a cumulative period of time that is a non-negligible
fraction of the total duration of the process. Of course, LT γ,θ is an exceptional set and
LT γ,θ ⊆ T γ,θ ,
so W −almost surely LT γ,θ = /0 when γ > 1, and
dimH
(
LT γ,θ
)
≤ dimH
(
T γ,θ
)
≤ ν (1− γ2)
when γ ∈ [0,1]. Below we will derive a lower bound for dimH
(
LT γ,θ
)
by drawing the
connection between LT γ,θ and the steep point set Dg,θ considered earlier.
Proposition 19. If γ ∈
[
0,1/
√
2
]
, then for W −almost every θ ∈ Θ,
ν
(
1− 2γ2)≤ dimH (LT γ,θ)≤ ν (1− γ2)
Proof. Only the lower bound requires proof. After a quick examination of the arguments
in §4.2.1, we realize that, for the piece-wise constant function g defined in (4.7), we cannot
apply Theorem 7 because cg = 0. To overcome this problem, we consider a perturbation
of g. Namely, let γ ′ > γ be arbitrarily close to γ , ε > 0 be arbitrarily small and {rn : n≥ 0}
be the same as in §4.2.1, and define the function
gε : t ∈ (0,1] 7→ gε (t) := γ ′ ∑
n≥1
√
− lnrn
G(rn)
I(rn,rn−1] (t)+ ε
1√
G(t)
.
Again, gε ∈ C . It is straightforward to check, by (4.3), that when n is sufficiently large,
Σg
ε
rn
=
[(
γ ′
)2
+ o(1)
]
(− lnrn)+ ε2 lnG(rn) ,
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and if t ∈ (rn,rn−1], then Σg
ε
t is equal to
Σg
ε
rn−1 +
∫ t
rn−1
(
γ ′
√
− lnrn
G(rn)
+ ε
1√
G(s)
)2
dG(s)
=
(
γ ′
)2
(− lnrn) G(t)
G(rn)
+ 4γ ′ε
√
− lnrn
√
G(t)
G(rn)
+
[(
γ ′
)2
+ o(1)
]
(− lnrn−1)+ ε2 lnG(t)
=
(
γ ′
)2
(− lnrn) G(t)
G(rn)
+
(
γ ′
)2
(− lnrn−1)︸ ︷︷ ︸
ϕn,t
+ ε2 lnG(t)+ o(− ln t)
(4.10)
Since
limsup
tց0
∞
∑
n=1
I(rn,rn−1] (t)
ϕn,t
− lnt =
(
γ ′
)2
and liminf
tց0
∞
∑
n=1
I(rn,rn−1] (t)
ϕn,t
− ln t = 0,
we see that
c¯gε =
(
γ ′
)2
+ ε2 (ν− 2) and cgε = ε2 (ν− 2) .
It becomes clear that by including the term “ε 1√
G(t)
” in the definition of gε , we have made
cgε > 0, to which case the main theorem can apply. Applying Theorem 7, we know that
dimH
(
Dg
ε ,θ
)
≥ ν
[
1− 2(γ ′)2− ε2 (ν− 2)]
provided that (γ ′)2 < 12 and ε > 0 is sufficiently small.
On the other hand, for every θ ∈Θ, x ∈ S (O,1) and n≥ 1, if t ∈ (rn,rn−1], then
X
gε ,θ
t (x) = γ
′
√
− lnrn
G(rn)
(
θ¯t (x)− θ¯rn−1 (x)
)
+ γ ′
n−1
∑
j=1
√
− lnr j
G(r j)
(
θ¯r j (x)− θ¯r j−1 (x)
)
+ ε
∫ t
1
1√
G(s)
dθ¯s (x) .
We write γ ′′ := γ+γ
′
2 and restrict t to (rn,Arn] where A := (γ
′/γ ′′)
2
ν−2 . It is clear from
(4.10) that
Σg
ε
t ≥ Σg
ε
Arn
≥
[(
γ ′
)2
A2−ν + o(1)
]
(− lnrn) .
Following the same arguments as earlier, we see that when n is large,
−γ ′
√
− lnrn
G(rn)
θ¯rn−1 (x)+ γ
′
n−1
∑
j=1
√
− lnr j
G(r j)
(
θ¯r j (x)− θ¯r j−1 (x)
)
= o(− lnrn) = o
(
Σg
ε
t
)
,
so for t ∈ (rn,Arn],
X
gε ,θ
t (x)
Σg
ε
t
= γ ′
√− lnrnθ¯t (x)√
G(rn)Σ
gε
t
+ ε
∫ t
1
1√
G(s)
dθ¯s (x)
Σg
ε
t
+ o(1) .
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Furthermore, (4.5) tells us that, when t ∈ (rn,Arn] and n is large,
ε
∣∣∣∣∫ t1 1√G(s)dθ¯s (x)
∣∣∣∣
Σ
gε
t
≤ ε2
√
ν (ν− 2)(− lnt)
Σ
gε
t
≤ ε2
√
ν (ν− 2)
(γ ′)2A2−ν
+ o(1) .
All in all, we have that, if x ∈Dgε ,θ , n is sufficiently large, and t ∈ (rn,Arn], then
√− lnrnθ¯t (x)√
G(rn)Σ
gε
t
≥ 1
γ ′
[√
2ν + o(1)− ε2
√
ν (ν− 2)
(γ ′)2A2−ν
]
,
which implies that
θ¯t (x)√
−G(t) ln t ≥
√− lnrnθ¯t (x)√
G(rn)Σ
gε
t
· Σ
gε
t
(− lnrn)
≥
[√
2ν + o(1)− ε2
√
ν (ν− 2)
(γ ′)2A2−ν
](
γ ′A2−ν + o(1)
)
=
√
2ν
(γ ′′)2
γ ′
+ o(1)− ε 2
√
ν (ν− 2)
γ ′
≥
√
2νγ,
provided that ε is sufficiently small. This is to say that
limsup
nր∞
∫ rn
1 I[
√
2νγ,∞)
(
θ¯s(x)√
−G(s) ln s
)
dG(s)
G(rn)
≥ lim
nր∞
G(rn)−G(Arn)
G(rn)
= 1−
(
γ ′′
γ ′
)2
> 0.
We can conclude that W −almost surely Dgε ,θ ⊆ LT γ,θ and hence
dimH
(
LT γ,θ
)
≥ dimH
(
Dg
ε ,θ
)
≥ ν
[
1− 2(γ ′)2− ε2 (ν− 2)] .
Finally, since γ ′ > γ is arbitrarily close to γ and ε > 0 is arbitrarily small, we have that
W −almost surely
dimH
(
LT γ,θ
)
≥ ν (1− 2γ2) .

5. GENERALIZATIONS AND FURTHER QUESTIONS
At the end of the article, we briefly allude to a few related problems and directions in
which we would like to further our study.
5.1. “Thin Points”. As mentioned in §4.2, when ν ≥ 3, a natural choice of f : t ∈ (0,1] 7→
f (t)∈R to which we can apply Theorem 7 is that f (t) being a constant multiple of 1√
G(t)
,
say, f (t) = c√
G(t)
for some c ∈ R\{0}. In this case we have pointed out in (4.4) that
x ∈ D f ,θ if and only if
(5.1) lim
tց0
∫ t
1
dθ¯s(x)√
G(s)
− lnt = c
√
2ν (ν− 2) .
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Let us take a more careful look at the limit involved in (5.1). Since for every θ ∈ Θ,
x ∈ S (O,1) and t ∈ (0,1],∫ t
1
dθ¯s (x)√
G(t)
=
θ¯t (x)√
G(t)
− θ¯1 (x)√
G(1)
+
1
2
∫ t
1
θ¯s (x)√
G(s)
dG(s)
G(s)
,
and, again, as we have pointed out earlier, W −almost surely,
sup
x∈S(O,1)
limsup
tց0
∣∣θ¯t (x)∣∣√
−G(t) ln t ≤
√
2ν,
it is clear that the limit concerned in (5.1) is equivalent to
lim
tց0
∫ t
1
θ¯s(x)√
G(s)
dG(s)
G(s)
lnG(t)
= 2c
√
2ν or lim
tց0
∫ t
1
(
θ¯s(x)√
G(s)
− 2c√2ν
)
dG(s)
G(s)
lnG(t)
= 0.
If the limit above is achieved, then it suggests that, at least when measured by the measure
“ dG(t)
G(t) ”, θ¯t (x)/
√
G(t) tends to stay “close” to the level of 2c
√
2ν when t is small, which
means that θ¯t (x)’s value is unusually small. If we, tentatively, call such a location x a “thin
point” of θ , then (4.6) tells us that the Hausdorff dimension of the set of “thin points” is
ν
[
1− c2 (ν− 2)] for W −almost every θ ∈Θ, provided that c2 ≤ 1ν−2 .
We think the characterization of “thin points” of the GFF can be improved since the ver-
sion described there is indirect and restricted (having to be measured by “ dG(t)
G(t) ”). There-
fore, we hope to further analyze the phenomenon of θ¯t maintaining unusually low values,
by devising a more explicit scheme to compare or connect θ¯t (x) with a constant multiple
of
√
G(t).
5.2. Dependence or Independence on the Choice of f . As we have mentioned in the
Introduction, to overcome the singularity of GFFs in general, various regularization proce-
dures have been introduced and adopted in the study of GFFs. Although different regular-
ization procedures may work equally well in the study of certain properties of GFFs, it is
unclear, in most cases, whether an obtained result is dependent on the specific regulariza-
tion, or it is intrinsic about the GFF itself and independent of the choice of regularization.
For example, it remains open, in the general setting, whether two thick point sets obtained
through two different regularizations have any connection, as well as whether there is an
intrinsic way to define thick points without the use of any regularization.
In our project it is clear that, if f1 are f2 are two different choices from C with c f1 =
c f2 := c ∈ [0,1], then W −almost surely
dimH
(
D f1,θ
)
= dimH
(
D f2,θ
)
= ν (1− c).
So, when the two choices of test functions have the same key parameter, at least the Haus-
dorff dimension of the corresponding steep point sets are identical. We are interested in
further studying the relation between D f1,θ and D f2,θ , In particular, we hope to use the
framework developed in this article to determine the conditions on f1 and f2 under which
the difference set betweenD f1,θ andD f2,θ is small, as well as to design examples of f1 and
f2 such that the difference set between D f1,θ and D f2,θ is big.
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5.3. Liouville Quantum Gravity Measures in Rν for ν ≥ 3. In the Introduction we
briefly alluded to the Liouville Quantum Gravity (LQG) measure on a planar domain,
which is a random measure that formally takes the form of “eh(z)dz” where h is a generic
element of the 2D log-correlated GFF and dz is the Lebesgue measure on the domain.
Since, formally, the “density” with respect to the Lebesgue measure is always positive, the
LQG measure can be thought as the induced measure of the Lebesgue measure under a
random conformal transformation, providing a model of 2D random geometry. The fact
that the covariance function of the GFF has a logarithmic (and no worse than logarithmic)
singularity plays an essential role in the mathematical construction of the LQG measure.
Therefore, the straightforward analog of the LQG measure in Rν for ν ≥ 3, i.e., “eθ(x)dx”
where θ is a generic element of the polynomial-correlated GFF on Rν , is not accessible in
the same way.
On the other hand, if one is interested in modeling random geometry in Rν for ν ≥ 3
using θ , then a possible approach is to construct the analog of the LQG measure with
the regularized family of θ replaced by
{
X
f ,θ
t (x) : x ∈ Rν , t ∈ (0,1]
}
for some f ∈ C .
The family of X f ,θt (x) has the desired logarithmic singularity. Besides, since the LQG
measure has a thick point set as its support, one can expect that an analogous random
measure will be supported on the corresponding f−steep point set. It is also possible to
extend further results on the LQG measure to the proposed random measure, such as the
Knizhnik-Polyakov-Zamolodchikov formula which governs the correspondence between
the scaling dimension of the random measure and that of the Lebesgue measure. We will
investigate this matter in the upcoming work.
6. APPENDIX
In the Appendix we include the complete proofs of Lemma 4 and Lemma 10.
6.1. Proof of Lemma 4. Recall that we want to show that, there existsC> 0 such that for
every ν ≥ 2, x,y ∈ S (O,1), t ∈ (0,1] and δ ∈
(
0,
√
G(t)
)
, we have
(6.1) d2 (x, t; y, t) := EW
[∣∣θ¯t (x)− θ¯s (y)∣∣2]≤Ct2−ν√ |x− y|
t
,
and
(6.2) EW
[
ωθt (δ )
]
≤Cδ
√
ln
(
t(3−2ν)/4/δ
)
,
where
(6.3) ωθt (δ ) := sup
{∣∣θ¯s (x)− θ¯s′ (y)∣∣ : d (x,s;y,s′)≤ δ , x,y ∈ S (O,1), s,s′ ∈ [t,1]} .
Proof. Assume x 6= y. By (2.4) and (2.5), we have that
d2 (x, t; y, t) =
2αν
(2pi)ν I2ν−2
2
(t)
∫ ∞
0
τ
1+ τ2
J2ν−2
2
(tτ)Ψ(τ |x− y|)dτ
where Ψ is the function given by
w ∈ (0,∞) Ψ(w) := 1− (2pi)
ν/2
αν
w
2−ν
2 J ν−2
2
(w) .
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It follows from the properties of J ν−2
2
that Ψ is analytic and
Ψ(w) = Γ(ν/2)
∞
∑
m=1
(−1)m−1 2−2mw2m
m!Γ
(
ν
2 +m
) .
Clearly, there existsC > 0 such that |Ψ(w)| ≤C√w for all w ∈ [0,∞). Therefore,
d2 (x, t; y, t)≤C 1
I2ν−2
2
(t)
√
|x− y|
∫ ∞
0
τ3/2
1+ τ2
J2ν−2
2
(tτ)dτ.
Assuming t is small, we can estimate the integral in the right hand side of above as follows:∫ ∞
0
τ3/2
1+ τ2
J2ν−2
2
(tτ)dτ =
(∫ 1
0
+
∫ 1/t
1
+
∫ ∞
1/t
)
τ3/2
1+ τ2
J2ν−2
2
(tτ)dτ
≤C+C
∫ 1/t
1
τ−1/2dτ +Ct−1
∫ ∞
1/t
τ−3/2dτ
≤Ct−1/2,
which leads to the desired inequality (6.1).
We will apply the metric entropy method (e.g., [12, 25, 1]) to prove (6.2). For every
compact subset A ⊆ S (O,1)×(0,1], let diamd (A ) be the diameter ofA under the metric
d. A is also compact under d, so A can be finitely covered under d. For ε > 0 and
x ∈ S (O,1)× (0,1], let Bd (x,ε) be the open disc/ball centered at x with radius ε under
d, and N (ε,A ) be the smallest number of such discs/balls Bd (x,ε) required to cover A .
Then N is the metric entropy function with respect to d. For any fixed t ∈ (0,1), set
At := S (O,1)× [t,1] ,
and let ωθt be as in (6.3). Then ω
θ
t is the modulus of continuity of the Gaussian family{
θ¯s (x) : (x,s) ∈At
}
under the metric d, i.e., for δ > 0,
ωθt (δ ) = sup
{∣∣θ¯s (x)− θ¯s′ (y)∣∣ : (x,s) ,(y,s′) ∈At , d (x,s;y,s′)≤ δ} .
Then, according to the standard metric entropy theory (e.g., Theorem 1.3.5 of [1]), there is
a universal constant K > 0 such that
(6.4) EW
[
ωθt (δ )
]
≤ K
∫ δ
0
√
lnN (ε,At)dε.
Below we describe a specific finite covering of At for every ε > 0 sufficiently small.
First, set
sε :=
1
2
(
ε2
9
C−1tν−3/2
)2
whereC, for the moment, is the same constant as in (6.1), and let
{B(yl ,sε ) : l = 1, · · · ,Lε}
be a finite covering of S (O,1) where yl ∈ S (O,1) and Lε be the smallest number of
discs/balls B(yl ,sε) needed to cover S (O,1) and hence
Lε = O
(
s−νε
)≤C[ε−1t(3−2ν)/4]4ν .
By (6.1), the choice of sε is such that, for every y,w ∈ B(yl ,sε) and every s ∈ [t,1],
d2
(
y,s; y′,s
)≤Cs3/2−ν√2sε ≤ ε2/9.
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Next, take τ0 := 2 and define τm inductively such that
G(τm)−G(τm−1) = ε2/9
for m= 1, · · · ,Mε + 1, whereMε is the smallest integer such that τMε ≤ t and hence
Mε ≤C (G(t))/ε2.
Consider the covering of S (O,1)× [t,1] that consists of the “cylinders”
{B(yl ,sε)× (τm+1,τm−1) : l = 1, · · · ,Lε , m= 1, · · · ,Mε} .
Any pair of points ((y, t) , (w,s)) that lies in one of the “cylinders” above, e.g., B(yl ,sε )×
(τm+1,τm−1), satisfies that
d (y, t; w,s)≤ d (y, t; y,τm)+ d (y,τm; w,τm)+ d (w,τm; w,s)
≤ ε/3+ ε/3+ ε/3= ε.
This implies that
N (ε,A t)≤ Lε · (Mε + 1) ,
and hence by (6.4),
E
W
[
ωθt (δ )
]
≤C
∫ δ
0
(√
lnLε +
√
lnMε
)
dε.
Therefore, we only need to compute the two integrals in the right hand side above.
By the estimates we derived for Lε above and a simple change of variable u=
√
ln
(
ε−1t
3−2ν
4
)
,
we get that∫ δ
0
√
lnLεdε ≤C
∫ δ
0
√
ln
(
ε−1t
3−2ν
4
)
dε ≤Ct 3−2ν4
∫ ∞√
ln
(
δ−1t
3−2ν
4
) u2e−u2du.
Since
∫ ∞
a e
−u2u2du= O
(
ae−a2
)
when a> 0 is sufficiently large, we arrive that∫ δ
0
√
lnLεdε ≤Cδ
√
ln
(
t(3−2ν)/4/δ
)
.
Similarly, one can derive that∫ δ
0
√
lnMεdε ≤Cδ
√
ln
(√
G(t)/δ
)
.
Combining the inequalities above, we have proven (6.2). 
6.2. Proof of Lemma 10. Recall that for every n ≥ 1, Bn is the Borel set in S (O,1)×
S (O,1)× (0,1] that
Bn :=
{
(x,y, t) : x,y ∈ S (O,1), |x− y|< 2−(n+1)22√ν, t ∈
[
2−n
2
,2−(n−1)
2
]}
.
We want to show that for every sufficiently large n,
E
W
[
sup
(x,y,t)∈Bn
∣∣∣∣∣X f ,θt (y)Σ ft − X
f ,θ
t (x)
Σ ft
∣∣∣∣∣
]
≤ 2− n4 ,
as well as
W
(
sup
(x,y,t)∈Bn
∣∣∣∣∣X f ,θt (y)Σ ft − X
f ,θ
t (x)
Σ
f
t
∣∣∣∣∣> 2− n8 i.o.
)
= 0.
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Proof. We only need to prove the first statement, since the second statement is an immedi-
ate consequence of the first one by the Borel-Cantelli lemma.
To facilitate the proof, we first make the following observations. For every θ ∈Θ, n≥ 1
and t ∈
[
2−n2 ,1
]
, we define
(6.5) mθn (t) := sup
{∣∣θ¯s (x)− θ¯s (y)∣∣ : x,y ∈ S (O,1), |x− y| ≤ 2−(n+1)22√ν , s ∈ [t,1]} .
By (6.1), whenever |x− y| ≤ 2−(n+1)22√ν and s ∈ [t,1],
d (x,s;y,s) ≤Cs(3−2ν)/4 |x− y|1/4 ≤Ct(3−2ν)/42−(n+1)2/4,
and hence
mθn (t)≤ ωθt
(
Ct(3−2ν)/42−(n+1)
2/4
)
where ωθt is as defined in (6.3). Therefore, by (6.2), it is easy to check that
E
W
[
mθn (t)
]
≤ EW
[
ωθt
(
Ct(3−2ν)/42−(n+1)
2/4
)]
≤C
√
G(t)2−n/2n.(6.6)
Now let us turn our attention to the desired statement. Recall that J :=
{
t j : j ≥ 1
}
are all the jump discontinuities of f . Set t0 ≡ 1. Assume that J and J′ are the two integers,
J′ ≤ J, such that
tJ′−1 > 2−(n−1)
2 ≥ tJ′ > · · · · · ·> tJ ≥ 2−n
2
> tJ+1.
For fixed t ∈
[
2−n
2
,2−(n−1)
2
]
, assume that K := K (t) is the unique integer, J′ ≤ K ≤ J,
such that
tJ′−1 > 2−(n−1)
2 ≥ tJ′ > · · ·> tK ≥ t > tK+1 > · · ·> tJ ≥ 2−n
2
> tJ+1.
Then, by rewriting it as a telescoping sum and using the triangle inequality, we have that
sup
(x,y,t)∈Bn
∣∣∣∣∣X f ,θt (y)−X f ,θt (x)Σ ft
∣∣∣∣∣
is no greater than
sup
(x,y,t)∈Bn
1
Σ
f
t
∣∣∣X f ,θt (y)−X f ,θtK (y)−(X f ,θt (x)−X f ,θtK (x))∣∣∣
+ sup
(x,y,t)∈Bn
1
Σ ftK
K
∑
i=1
∣∣∣X f ,θti (y)−X f ,θti−1 (y)−(X f ,θti (x)−X f ,θti−1 (x))∣∣∣
≤ sup
(x,y,t)∈Bn
1
Σ ft
∣∣∣X f ,θt (y)−X f ,θtK (y)−(X f ,θt (x)−X f ,θtK (x))∣∣∣
+
J
∑
j=J′
1
Σ
f
t j
 j∑
i=1
sup
|x−y|≤2−(n+1)22√ν
∣∣∣X f ,θti (y)−X f ,θti−1 (y)−(X f ,θti (x)−X f ,θti−1 (x))∣∣∣
 .
(6.7)
To treat the first term on the right hand side in (6.7), notice that f is continuous and does
not change sign on [t, tK ] and | f | is non-decreasing on [t, tK ]. For every s ∈ [t,1], let mθn (s)
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be as defined in (6.5). Then mθn : [t,1]→ (0,∞) is a non-increasing function on [t,1]. Thus,
sup
(x,y,t)∈Bn
1
Σ ft
∣∣∣X f ,θt (y)−X f ,θtK (y)−(X f ,θt (x)−X f ,θtK (x))∣∣∣
≤ sup
(x,y,t)∈Bn
1
Σ
f
t
∣∣∣∣ f (t)(θ¯t (y)− θ¯t (x))− f (tK)(θ¯tK (y)− θ¯tK (x))− ∫ t
tK
(
θ¯s (y)− θ¯s (x)
)
d f (s)
∣∣∣∣
≤ sup
2−n2≤t≤2−(n−1)2
1
Σ
f
t
[
| f (t)|mθn (t)+ | f (tK)|mθn (tK)−
∫ t
tK
mθn (s)d | f (s)|
]
≤ sup
2−n2≤t≤2−(n−1)2
1
Σ ft
[∫ t
tK
| f (s)|dmθn (s)+ 2 | f (tK)|mθn (tK)
]
≤ sup
2−n2≤t≤2−(n−1)2
[∫ t
tK
| f (s)|
Σ fs
dmθn (s)+ 2
| f (tK)|
Σ ftK
mθn (tK)
]
≤
J
∑
j=J′+1
∫ t j
t j−1
| f (s)|
Σ fs
dmθn (s)+
∫ 2−n2
tJ
| f (s)|
Σ fs
dmθn (s)+ 2
J
∑
j=J′
∣∣ f (t j)∣∣
Σ ft j
mθn (t j)
Again, for each integral above, mθn is non-increasing and | f (s)|/Σ fs is non-decreasing in
s within the relevant region. So, taking expectation and using (6.6) yields that for j =
J′+ 1, · · · ,J,
E
W
[∫ t j
t j−1
| f (s)|
Σ fs
dmθn (s)
]
≤
∣∣ f (t j)∣∣
Σ ft j
E
W
[
mθn (t j)
]
+
∣∣ f (t j−1)∣∣
Σ ft j−1
E
W
[
mθn
(
t j−1
)]− ∫ t j
t j−1
E
W
[
mθn (s)
]
d
| f (s)|
Σ fs
≤Cn2−n/2
[∣∣ f (t j)∣∣
Σ ft j
√
G(t j)+
∣∣ f (t j−1)∣∣
Σ ft j−1
√
G
(
t j−1
)− ∫ t j
t j−1
√
G(s)d
| f (s)|
Σ fs
]
≤Cn2−n/2
[
2
∣∣ f (t j−1)∣∣
Σ
f
t j−1
√
G
(
t j−1
)
+
∫ t j
t j−1
| f (s)|
Σ
f
s
1
2
√
G(s)
dG(s)
]
,
and similarly,
E
W
[∫ 2−n2
tJ
| f (s)|
Σ
f
s
dmθn (s)
]
≤Cn2− n2
[
2
| f (tJ)|
Σ
f
tJ
√
G(tJ)+
∫ 2−n2
tJ
| f (s)|
Σ
f
s
1
2
√
G(s)
dG(s)
]
.
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Therefore,
E
W
[
J
∑
j=J′+1
∫ t j
t j−1
| f (s)|
Σ
f
s
dmθn (s)+
∫ 2−n2
tJ
| f (s)|
Σ
f
s
dmθn (s)+ 2
J
∑
j=J′
∣∣ f (t j)∣∣
Σ
f
t j
mθn (t j)
]
≤Cn2− n2
[
2
J+1
∑
j=J′+1
∣∣ f (t j−1)∣∣
Σ
f
t j−1
√
G
(
t j−1
)
+
∫ 2−n2
tJ′
| f (s)|
Σ
f
s
1
2
√
G(s)
dG(s)+ 2
J
∑
j=J′
∣∣ f (t j)∣∣
Σ
f
t j
√
G(t j)
]
≤C f n2−
n
2
J (− ln tJ)ρ f +
√√√√√∫ 2−n2
tJ′
f 2 (s)(
Σ fs
)2 dG(s) ·
√∫ 2−n2
tJ′
dG(s)
G(s)

≤C f n2−
n
2
[
J (− lntJ)ρ f +
√
Σ
f
2−n2
√
lnG
(
2−n2
)]≤C f n3+4ρ f 2− n2 ,
where we used the conditions (a)(b)(c) imposed on f ∈ C as in Definition 5 as well as the
simple observation that
Σ f
2−n2
=
∫ 2−n2
1
f 2 (s)dG(s)≤C f
∫ 2−n2
1
(− lns)2ρ f dG(s)
G(s)
≤C f n4ρ f+2.
As for the second term on the right hand side of (6.7), by a similar argument, for each
i= 1, · · · ,J,
E
W
 sup
|x−y|≤2−(n+1)22√ν
∣∣∣X f ,θti (y)−X f ,θti−1 (y)−(X f ,θti (x)−X f ,θti−1 (x))∣∣∣

≤| f (ti)|EW
[
mθn (ti)
]
+ | f (ti−1)|EW
[
mθn (ti−1)
]
−
∫ ti
ti−1
E
W
[
mθn (s)
]
d | f (s)|
≤Cn2− n2
[
2 | f (ti−1)|
√
G(ti−1)+
∫ ti
ti−1
| f (s)|
2
√
G(s)
dG(s)
]
≤Cn2− n2
[
2 | f (ti−1)|
√
G(ti−1)+
1
2
√
Σ
f
ti
−Σ fti−1 ·
√
lnG(ti)− lnG(ti−1)
]
,
and hence,
J
∑
j=J′
1
Σ ft j
j
∑
i=1
E
W
 sup
|x−y|≤2−(n+1)22√ν
∣∣∣X f ,θti (y)−X f ,θti−1 (y)−(X f ,θti (x)−X f ,θti−1 (x))∣∣∣

≤C f n2−
n
2
J
∑
j=J′
1
Σ
f
t j
(
j
(− lnt j−1)ρ f +√Σ ft j · lnG(t j))≤C f n3+6ρ f 2− n2 .
This completes the proof of Lemma 10. 
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