We combine the probability forecasts of real GDP declines from the U.S. Survey of Professional Forecasters, after trimming the forecasts that do not have "value" in the sense of Merton (1981) . For this purpose, we propose a new test to evaluate probability forecasts that does not require converting the probabilities to binary forecasts before testing. The test accommodates serial correlation and skewness in the forecasts, and is implemented using a circular block bootstrap procedure. We find that the number of forecasters making valuable forecasts decreases sharply as horizon increases. The beta-transformed linear pool, based only on the valuable individual forecasts, is shown to outperform the simple average for all horizons on a number of performance measures including calibration and sharpness.
Introduction
Currently more than forty five years of quarterly expert forecasts for a number of U.S. macroeconomic variables are available in the U.S. Survey of Professional Forecasters (SPF).
1 In particular, the SPF probabilities of real GDP declines for the current and next four quarters have drawn special interest from economists and media alike. The New York
Times columnist David Leonhardt (September 1, 2002) called the one-quarter-ahead GDP decline probabilities the "Anxious Index". Drawing from methodologies developed in Statistics, Atmospheric Sciences, and Psychology, economists have studied the quality and characteristics of these subjective probabilities, and have reached certain broad consensus. 2 First, a simple average or the equally weighted linear opinion pool (ELP) of the individual probabilities seems to encompass all information imbedded in individual forecasts (Clements and Harvey, 2011) , and second, these average forecast probabilities do not seem to have any predictive power beyond second quarter (Lahiri and Wang, 2013) .
Many researchers have noted the failings of these average probabilities in forecasting economic downturns. Stock and Watson (2003) point out that SPF could not foresee the 2001 recession; the signal came with a lag in the fourth quarter of 2001 when the negative growth period had already passed. Rudebusch and Williams (2009) showed that SPF participants do not seem to use the information in the yield spread (i.e., the difference between long and short term interest rates) in forecasting recessions, even though it has been well known since at least the 1980s that it is useful in forecasting real GDP growth and recessions. However, find that when averaged over relatively better forecasters, the combined SPF forecasts do incorporate information from the yield spread as well as from a myriad of other economic indicators. Galbraith and van Norden (2012) use the pioneering Bank of England's "fan charts" to calculate the probability that annual rates of inflation and output growth exceed given thresholds, and find serious departure of these aggregate forecasts from perfect calibration and sharpness.
Our main motivation comes from a recent result due to Ranjan and Gneiting (2010) that the linear opinion pool is suboptimal in terms of calibration and sharpness.
Following their suggestion, we will use the non-linearly recalibrated beta-transformed linear pool (BLP) to explore if the performance of aggregated SPF forecasts can be improved. As the fallout from the recent recession of 2007-2009 has painfully reminded us again, even a small improvement in our capability to foresee recessions will be of enormous benefit to any modern society. Our second motivation is derived from the novel methodological approach to forecast combination due to Aiolfi and Timmermann (2006) .
Following their approach, and due to the huge missing data in SPF, we will first sort forecasters into four clusters based on their past performance, then pool forecasts within each cluster, followed by an application of the BLP methodology on these clusters to obtain an improved combined forecast. However, before making the clusters, we will trim the forecasters whose forecasts were found to have no 'value' in the sense of Merton (1981) . We develop a test that will address the issue of serial correlation and skewness in the forecasts.
The plan of the paper is as follows: In Section 2 we will describe the nature and characteristics of the SPF probability forecasts, which will naturally lead on to the methodological approach undertaken in the paper. In Section 3 we propose our test for zero forecast value against positive value that is robust to serial correlation and skewness, followed by the test results that are presented in Section 4. The beta-transformed linear pool methodology is implemented and the comparative performance results are presented in Section 5. Finally, conclusions are summarized in Section 6.
Probability Forecasts in SPF
We use probability forecasts of real GDP decline from Survey of Professional Forecasters (SPF). SPF is the oldest quarterly survey of macroeconomic forecasts in the United States 3 . Since the second quarter of 1990, the survey has been administered by Federal
Reserve Bank of Philadelphia. Survey respondents are asked to supply point forecasts and density forecasts on a wide range of variables covering output, price, and employment situation. The survey is widely used by researchers. Examples of recent work using data from the survey include Capistrán and Timmermann (2009), Clements (2011) , and Lahiri and Wang (2013) . We examine probability forecasts of real GDP decline for current quarter (we denote by ℎ = 0) 4 and the following four quarters (ℎ = 1, … , 4 Stark (2010) . The same approach is taken by, among others, Clements and Harvey (2010). The resulting binary outcome series contains 24 quarters of real GDP decline, about 14% of the time.
Since real GDP decline is a relatively uncommon event, its probability forecasts should be evaluated with this special considerations in mind. Examples of recent work focusing on evaluating probability forecasts include Galbraith and van Norden (2012) and Lahiri and Wang (2013) .
SPF data contains a large number missing values, see Capistrán and Timmermann (2009) and . In our case, a fully balanced panel with ever-participated number of forecasters and quarters would have 370,520 forecasts, meaning that more than 91% of the data is missing. To make the situation more complicated, after the Federal Reserve Bank took over the survey, most old forecasters stopped forecasting and many new forecasters joined the sample. As a result, for most old forecasters, no forecast is available after 1990Q2, before which nothing is available from the newly joined forecast-ers. To address this issue, we cut the sample at 1990Q2, creating two subsamples 5 . Subsample 1 (the earlier subsample) has 275 forecasters. Subsample 2 has 158 forecasters.
To further limit the amount of missing data, we consider imposing a participation requirement. A simple requirement asking for more than a certain number of forecasts from a forecaster would not work in our case. This is because for many forecasters satisfying such simple requirement, all forecasts may come from quarters without real GDP declines. Therefore, from each forecaster in subsample 1 (2), we require at least 7 (3)
forecasts from quarters with a decline in real GDP and at least 7 (3) forecasts from quarters with GDP growth. This leaves us around 50 forecasters for each horizon 6 . Imposing this requirement decreases the amount of missing data from 86% to 56% for subsample 1
and from 78% to 55% for subsample 2.
[ Table 1 here] Table 1 shows the number and some descriptive statistics on the QPS of individual forecasters who satisfy this participation requirement. As horizon increases, mean value of individual QPS deteriorates from 0.12 for current quarter (ℎ = 0) to 0.25 for four quarters ahead for subsample 1; and from 0.07 to 0.13 for subsample 2. Standard deviation increases slightly as well from 0.04 to around 0.06 as horizon increases in both subsamples. In general, performance seems to be better in the later years (subsample 2) 5 Using the sample as a whole without separating into two subsamples would not change our results qualitatively. 6 We also carried out the analysis with this requirement increased to 10 (5) and decreased to 5 (2) for subsample 1 (2). Similar results are obtained. Note that a requirement higher than 7 would filter out all forecasters joining the survey after the 1990s since there hasn't been more than 7 quarters with real GDP decline in the later period.
than the earlier years. Across horizons, for both subsamples, a clear deterioration in performance is observed around horizon of two-quarters.
[ Figure 1 here]
Kuiper Skill Score (KSS) 7 for forecasters satisfying the participation requirement are shown in Figure 1a for subsample 1 and in Figure 1b for subsample 2. Individual KSS are ranked and plotted on the vertical axis for all five horizons with the number of forecasters on the horizontal axis. Each point in the graph represents one forecaster. Points joined by a curve represent forecasters forecasting for the same horizon. For each horizon, forecasters are ranked based on KSS. The longer a curve, i.e., the more points connected by a curve, the more forecasters there are for the horizon represented by the curve. Ideally, curves for shorter horizons should sit above curves for longer horizons, representing a deterioration of KSS as horizon increases. The steeper a curve is, the more rapidly KSS deteriorates from the best forecaster to the worst forecaster for a given horizon. We see from top plot in both Figures 1a and 1b that forecasts for the current quarter (ℎ = 0) are significantly better than that for the remaining forecasts. Performance deteriorates dramatically from current quarter to one quarter for both subsamples but only modestly from one quarter ahead to two quarter ahead for subsample 1. Little deterioration in KSS is observable between three and four quarter ahead forecasts. The best forecasters for two, three, and four quarter ahead have almost the same performance. Ze- 7 The Kuiper (or Peirce) Skill Score is defined as
for some threshold probability value > 0. Assuming also that 1 { =1} , 1 { =0} , 1 {̂> , =1} and 1 {̂> , =0} are stationary and ergodic over time, it can be shown that the probability limit of will converge to (̂> | = 1) − (̂> | = 0), which is a function of . ro or negative KSS is first observed at two quarter horizon. Within each quarter, KSS of the best few forecasters and that of the worst few forecasters are widely different, while the KSS for forecasters in the middle are rather similar.
[ Figure 2 here] To further illustrate some common characteristics of these probability forecasts, we collect all individual forecasts horizon by horizon, conditioned on the outcome, and fit a beta distribution to them. We present these fitted densities in Figure 2 , where for each horizon, two such densities are plotted with the associated mean values (shown by vertical lines, with mean value for periods of real GDP decline on the right). The figures show a diminishing wedge between the two densities as horizon increases. For fourquarter ahead forecasts (horizon 4), there is virtually no difference between the two conditional densities. Another prominent feature of these probability forecasts is that they are highly skewed. From horizon 0 to 4, for periods of real GDP declines, the skewness val- 
Testing the Value of Probability Forecasts
Consider the binary variable of interest , where = { 1, if the event occurs at time 0, otherwise .
A forecast will be made at time − ℎ of the event occurring at time , where where ℎ is the forecast horizon. Let ̂ be the point forecast of the binary variable , and ̂ denote the forecast probability that the event occurs at time . We presume the two conditional processes ̂|{ = 1} and ̂|{ = 0} are stationary and ergodic with means (̂| = 1) and (̂| = 0) respectively. ̂ contains much more information than the point forecast ̂ since it gives the distribution of all possible outcomes, and hence one can readily construct ̂ based on ̂ and not the other way around. One simple and popular way of constructing ̂ is to use the indication function. That is, ̂= 1 {̂> } for some threshold value ∈ (0,1). Note that here ̂ is a function of .
Given ̂ and the realized value , it is interesting to see whether the forecast probability ̂ has any economic significance. According to Merton (1981) , if ̂= 1 {̂> } , then the forecast probability ̂ has no economic value whenever
for some threshold value . By constrast, ̂ is valuable in sense of Merton if and only if
Merton (1981) argues that the larger the value of the sum (̂> | = 1) + (̂≤ | = 0), the more valuable forecast information would be contained in ̂.
From the property of discrete conditional probability, it can be seen that conditions (1) and (2) are equivalent to
and
respectively. Note that (̂> | = 1) and (̂> | = 0) are the hit rate and false alarm rate (or their respective probability limits) because ̂= 1 whenever ̂> .
Thus the forecast probability ̂ has positive economic value if and only if the (limit of)
Kuiper score, which is defined as the difference between hit rate and false alarm rate, is positive. The application of Kuiper score as an indication of economic value has also been justified by Granger and Pesaran (2002b) . Intuitively, for a forecast to be valuable in Merton's sense it is necessary and sufficient that it beats random forecasts with an average of zero Kuiper score.
But the (limit of) Kuiper score defined in the left hand sides of (3) and (4) depend on the threshold probability value ω t . Kuiper score calculated using the threshold value will clearly have a "pointwise" property, and by using this as the basis for testing for economic value we will arrive at the conclusion that the forecasts have value only when that particular is used. The test statistic and statistical inference may differ with different values of . To construct a hypothesis test for economic value that is globally valid for whole range of , we notice that
As a result, testing globally for economic value of ̂ boils down to testing for the null
against the alternative hypothesis
One goal of this paper is to construct a simple test for the economic value of a set of probability forecasts by directly utilizing these observed probabilities ̂. For notational simplicity, let 1 denote the observed forecast probabilty conditioned on = 1, and 0 denote the observed forecast probability conditioned on = 0. Next define ̂1 = and √ 0 (̂0 − 0 ) are asymptotically and independently distributed as implied by Theorem 5.6 in Hall and Heyde (1982) . Consequently, a simple test for the null hypothesis in (5) against (6) would naturally be the one sided Welch's t-test. It is now well known that under the null hypothesis of no economic value the Welch's t test statistic is approximate-
There exist a number of statistical tests for economic value of forecasts in the literature. Henriksson and Merton (1981) introduce a statistical test for measuring forecasting skills that is closely related to Fisher's exact tests for testing the null of independence between two binary variables. Under the assumption of serial independence, Pesaran and Timmermann (1992) propose an asymptotic test to evaluate the economic value of binary variable forecasts. The asymptotic test is essentially a standardized ver-sion of Kuiper score, as shown in Granger and Pesaran (2002b) . Pesaran and Timmermann (1994) generalize the asymptotic test to multi-category variables. Recently, Pesaran and Timmermann (2009, later refer to PT) extend the asymptotic test for the economic value of directional forecasts in the more realistic situation of serial correlation. However, as reported by Pesaran and Timmermann (2009) , this test suffers from small sample size distortions. All these testing procedures are based on the fact that binary point forecasts ̂ are observed. A threshold value is needed to transform the forecast probability ̂ to the point forecast ̂. An obvious value for is 0.5, but other values could also be used.
In particular, the threshold value is often chosen in such a way that some skill scores are maximized (Sohn and Park, 2008) . However, the optimal threshold will be dependent on the skill scores and hence the related economic value functions used.
Moreover, the test statistic and statistical inference may be misleading if the optimal threshold picked by optimizing some skill scores is far away from the true but unknown threshold values (if exists). In addition, when is allowed to vary over time, we may not be able to get optimal threshold values for all . Further, the choice of optimal threshold becomes even more complicated if there are a large number of forecast probabilities ̂ at each time as in the case of data from Survey of Professional Forecasters. In general, one needs to allow differing across forecasters, horizons and over time.
Our simple Welch's t test based on (5) and (6) Compared to the weight used in the HAC variance estimator, the weight in the HAC skewness estimator consists of an addition penalty term, which is needed to offset the extra term in computing the skewness. Thus, HAC skewness estimator tends to underweight more than HAC variance estimator. 8 ̂0 , the estimator of skewness for 1 1/6 ̂0, is defined analogous to ̂1 .
Given 1 2 , 0 2 , ̂1 , and ̂0 , we are now ready to propose our testing procedures, which, based on Johnson's and Hall's transformation, should work in the more realistic situation of serial correlation:
and 8 Note that we need 1 > 2 in order to compute the estimated skewness.
Under the null hypothesis of no economic value, both and test statistics are approximately distributed with the estimated degrees of freedom ( ) being defined by 
Clearly, the and tests, like the PT test, are designed specifically to handle serial correlated data. They are complementary rather than alternatives to the PT test in the sense that they deal with different data structures -continuous observed probabilities rather than the binary variables faced by PT.
The and tests may still lack power when the sample size is small. One natural remedy to the small sample problem is bootstrapping. However, the simple bootstrap, which assumes independence, does not apply in our case because the observed probability assessments ̂1 and ̂0 are correlated over time. So, to be able to apply our proposed procedure in small samples, appropriate bootstraps for time dependent series are needed.
Block bootstrap has been shown to be a useful tool to obtain asymptotically valid procedures to approximate distributions of a large class of statistics and weakly dependent processes (see for example, Kunsch, 1989; Lahiri, 1991; Liu and Singh,1992, Politis and Ramano, 1992) . Consistency of the block bootstrap for the mean and asymptotic refinements over the classical normal approximation of the error in rejection probability can also be achieved if the block bootstrap is properly implemented. (Radulovic, 1996; Gotze and Kunsch, 1996; Lahiri, 1996; Hall and Horowitz,1996; Andrew, 2002; Inoue and Shintani, 2006) . Among various block bootstraps, circular block bootstrap (CBB) and overlapping moving block bootstrap (OMBB) procedures have been shown to be more efficient than non-overlapping and stationary bootstrap. Moreover, CBB is preferred over OMBB in the sense that the bootstrap sample mean under CBB has an expectation equal to the sample mean of the observed series while it is not true for OMBB (Lahiri, 1999) .
Thus in this paper we will apply the CBB procedure to both and statistics.
To carry out a one sided test of (3), we investigate only the CBB bootstrap approach for the statistic defined in (7). The CBB bootstrap for the statistic defined in (8) can be carried out similarly. First, given the observed series 1 , the CBB exploits 1 overlapping blocks of length 1 given by . Following Lahiri (1991 and and Gotze and Kunsch (1996) , the bootstrap long run variance 1 * 2 is computed based on the following formula Note that under CBB sampling, the population mean of ̂1 * and ̂1 0 * are given by ̂1 and 
Forecast Value Test Results
In this section, we test the value of individual series of forecasts with the aim of constructing a better combined forecast series based only on valuable individual forecasts.
The idea of trimming relatively inefficient forecasts before pooling has been emphasized by a number of authors including Granger and Jeon (2004) .
[ Table 2 here]
We test the value of forecasts for each individual forecaster satisfying participation requirement for each horizon and subsample using the bootrap and test with 1000 bootstrap relications and a block size equal to the nearest integer of .
See Hall, Horowitz and Jing (1995) for a discussion of block size choice.
For horizon ℎ = 0 to 4, given a chosen level of significance, the number of forecasters whose forecasts are considered to have value in the sense of Merton (1981) is given in the Table 2 9 . Depending on the subsample, at the 1% significance level, about 80% to 90% of forecasters make valuable forecasts for the current quarter. It is clear that after two quarters (i.e., current and next), the number of forecasters making valuable forecasts sharply decreases. After the third quarter, only a few forecasters are making valuable forecasts. Significantly larger proportion of forecasters makes valuable forecasts in subsample 2, compared with subsample 1. Surprisingly, beyond two quarters, less than 5% of the forecasters are making valuable forecasts for subsample 1, while still around 30% of the forecasters make valuable forecasts for subsample 2, possibly due to that the later period has witnessed a much less volatile evolution of real GDP except for the latest recession. This is so even though almost all individual series are reasonably good when measured by QPS, as shown in Table 1 10 . This result is consistent with what has been reported in the literature about performance of SPF forecasts (for example, Wang, 2013 and Stark, 2010) .
Forecast Combination: Beta-Transformed Linear Pool
It is widely accepted that combination of forecasts leads to higher accuracy. With a rich data set containing abundant individual series of forecasts like SPF, combination should prove to be helpful. In fact, many studies show that a significant performance boost can be obtained through properly combining survey forecasts 11 . However, Ranjan and Gneiting (2010) show that any non-trivially weighted average of two or more distinct and calibrated probability forecasts must be uncalibrated and lacks sharpness (i.e., low resolution). They propose to apply a beta-transformation to the linearly combined probability forecasts to restore calibration and resolution. Let ̂ be the probability forecast made by forecaster for time . The beta-transformed combined forecast ̂ takes the 10 Following Seillier-Moiseiwitsch and Dawid (1993), we also tested whether the forecasts are perfect, in the sense that QPS is not unreasonably larger than its expected value of ∑ (1 − ), using the following
1/2 ∼ (0,1). We find that except for very few forecasters at long horizons, everyone else passes the test. This apparent lack of power may be due to the fact that the test does not accommodate serial correlation and skewness in forecasts. Detailed test results available from the authors upon request. We use Ranjan and Gneiting (2010) is still a small number of missing values in the group forecasts. We impute these using the simple average of available group forecasts for the same period. This gives us a fully balanced panel of group forecasts. Since the number of individual forecasters making valuable forecasts is small, we restrict the combination to first three quarters only -current quarter ( ℎ = 0 ), one quarter ahead ( ℎ = 1 ) and two quarter ahead ( ℎ = 2 ).
Combination is performed separately for each subsample.
[ Table 3 here] Table 3 gives the maximum likelihood estimates of weights and parameters for the beta-transformation. For each horizon, as the restrictions on and are becoming more relaxed as we go from OLP to BLP to BLPa, log-likelihood value increases. To give a thorough evaluation of the performance of these forecasts, we examine additional measures of performance. More specifically, we examine hit rate, false alarm rate, odds ratio, Kuiper score, QPS, calibration error and resolution. Let the total number of forecasts from a forecaster be = 1 + 0 . Hit rate ( 1 ) is the mean of all 1 forecast probabilities conditioned on real GDP declines. False alarm rate ( 0 ) is the mean of all 0 forecast probabilities conditioned on no real GDP decline. Good forecasts have high hit rate and low false alarm rate. Odds ratio is defined as ( 1 /(1 − 1 ))/( 0 /(1 − 0 )) .
Higher odds ratio is more desirable and pertinent indicator, particularly for rare events, see Stephenson (2000) . Calibration error and resolution are results from decomposing the QPS. According to Brier, 1950; Murphy, 1973; and Dawid 1986 , we decompose QPS as follows 12 :
The first term on the right is the variance of the outcome series, which is independent of forecasts. The second term is the mean-squared calibration error, which takes value between 0 and 1, with 0 being perfect calibration and 1 representing the opposite. The third term measures resolution or sharpness, with a minimum value of 0 13 .
[ Table 4 here] Table 4 shows the above measures and sample estimates of calibration error and resolution of various forecast series. These are based on the forecasts from both subsamples. Shown here are averages of individual forecasts for all four groups, combined forecasts under different restrictions on the beta-transformation, and the benchmark forecasts that are simple average of all individual forecasts (overall mean) in the original SPF data without participation requirement imposed. In general, group forecasts outperform average individual forecasts 14 ; and combined forecasts outperform both group and average individual forecasts. ELP combined forecasts also outperform simple average benchmark in almost all aspects. In particular, combined two-quarter ahead forecasts significantly outperform the average over all forecasters.
Comparing the four group forecasts across all performance measures, we find that a low p-value from the test does not imply better performance by all measures, which is hardly surprising. In fact, we do not find any single measure to be sufficient in determining the quality of the forecasts. For example, for current quarter forecasts, group 3 has a Kuiper score 0.52, noticeably larger than that of group 4, which is 0.47. But group 3 has much higher calibration error and much lower resolution than group 4. Looking at the performance of combined forecasts, we find that not only does the beta-transformation significantly diminish calibration error, combined forecasts produced by BLP and BLPa methods have much higher odds ratio compared with combined forecasts produced by OLP or ELP method. This is especially true for longer horizon forecasts. For two-quarterahead forecasts, BLPa combined forecasts have an odds ratio of 5.1, which is almost double that of the ELP forecasts at 2.6. We also find that the group mean of the best group (Group 1) beats the simple average of all forecasters in many aspects, especially for short horizon forecasts. For one-quarter-ahead forecasts, mean of forecasts made by forecasters in group 1 have superior performance in most measures we use. For twoquarter-ahead forecasts, mean of group 1 is also better in most measures we examined.
This may indicate the usefulness of equally weighted forecasts from best individuals at shorter horizon (viz., current or one-quarter ahead) but possibly not at longer horizons (two-quarter ahead and beyond). However, beta-transformed combined forecasts seem to have better performance than average forecasts of all individuals at longer horizons.
BLPa combined two-quarter-ahead forecasts have better performance in 7 of the 8 measures, except calibration error by a tiny bit. In terms of odds ratio, Kuiper score, and QPS, the BLPa two-quarter ahead combined forecasts are better than all four group means, i.e., all individual forecasts used in combination.
We also tested for calibration of the simple average and BLPa combined forecasts using the prequential test due to Seillier-Moiseiwitsch and Dawid (1993  values were such that the linear opinion pool forecasts for all quarters are found to be not calibrated at the usual 5% level of significance with 2 degrees freedom. But as designed by Ranjan and Gneiting (2010) , the BLPa forecasts were found to be calibrated at the usual 5% level of significance. Unfortunately, due to the sparseness of observations at higher probability bins, we cannot make any inference on calibration at the higher deciles of forecasted probabilities. The results are reported in Table 5 .
In addition to the examination above based on quantitative measures of forecast performance, we subject these forecasts to graphical diagnostics. [ Figure 3 here]
We perform one additional graphical diagnostic check by two comparisons shown in Figure 3 . Top panel of Figure 3 shows the comparison for one-quarter ahead forecasts, where the mean of individual forecasts from the best group is compared against the simple average benchmark. We see that in the later years, i.e., subsample 2, the two series of forecasts are quite similar. In certain periods without real GDP declines, the best group forecasts are slightly lower and in the most recent periods with real GDP declines, they are very slightly higher. In earlier years covered in subsample 1, the best group forecasts are better than the simple average. During periods without real GDP declines, the best group forecasts are notably lower, while during the 1974-1975 periods as well as the 1980 periods, the best group forecasts are moderately higher. Overall, the two series of forecasts are similar graphically, but the best group forecasts are better when measured by all the different statistics as shown in Table 4 , except for QPS. Bottom panel of Figure 3 compares two quarter ahead BLPa combined forecasts, i.e., combined forecasts produced under most general BLP assumptions, against the benchmark mean forecasts of all individuals. Here a clear advantage of the combined forecasts is observed. In the later years, BLPa combined forecasts show almost uniformly better performance, i.e., high during periods with real GDP decline and lower during non-decline periods, except for a few quarters around mid-2001. In the earlier years, except for the 1978 period, BLPa combined forecasts also perform better than the benchmark. Overall, for two-quarter-ahead forecasts, combined forecasts are significantly better than the benchmark, which echoes the results presented in Table 4 .
These graphical checks confirm the quality of simple average benchmark forecasts. They also show the superiority of the beta-transformed optimally weighted forecasts from all forecasters making valuable forecasts, as identified by our test. We note that from the number of forecasters making valuable forecasts as shown in Table 2 and the graphical checks, especially Figure 3 , it may seem that forecasters are performing better in the later years, i.e., those covered by subsample 2. Using a fixed benchmark forecast that matches the overall sample proportion of periods with real GDP decline, we computed skill scores for two subsample periods separately. Results show that except for current quarter forecasts (where they turn out to be almost same), forecasts made during the later years do indeed show higher skills 15 .
Concluding Remarks
In order to trim forecasters who showed no value during the sample period, we developed a serial correlation and skewness-robust test of the value of probability forecasts in the sense of Merton (1981) utilizing directly the probability forecasts. We also test, combine, and analyze in detail the probability forecasts of real GDP decline using data from U.S.
Survey of Professional Forecasters during 1968Q4 to 2012Q1. Even though the data set spans over more than four decades covering many recessions and cyclical downturns, the challenge is that it has numerous missing values. In order to circumvent this problem, we 15 Results omitted for brevity -but are available from the authors upon request.
followed the multi-step methodology suggested in Aiolfi and Timmerman (2006) by first sorting forecasters into four clusters based on their past performance, followed by an application of the BLP methodology of Ranjan and Gneiting (2010) on these clusters to obtain a calibrated combined forecast. We compare the combined forecasts based on valuable individual forecasts against the simple average (ELP) of all individuals for current, one and two-quarter-ahead forecasts.
We find that the overall value of SPF probability forecasts of real GDP decline diminishes sharply and becomes low after two quarters, confirming similar findings in the literature. This means that an indiscriminate use of "raw" individual forecasts and the equally weighted average may have little practical value when horizon extends beyond two quarters. We identified around 50 forecasters who forecast frequently both during periods with real GDP declines and in periods of growth. Our test shows that at the 1% significance level, only around half of them are making valuable forecasts at short horizons. We also find that the performance of individual forecasts is better in the second half of the sample.
To induce persistence and distinctness in performance and to mitigate issues caused by the large amount of missing data in SPF, we grouped series of valuable individual forecasts into four groups based on p-values from the test, imputed the few remaining missing values using equally weighted average, and then combined them using the beta-transformed linear pool (BLP). After examining the performance of the benchmark, individual groups, and the combined forecasts, we conclude that BLP combined forecasts and the equally weighted forecasts made up of the top forecasters outperform simple unweighted average that is based on all individual forecasters. We also compare the performance of the combined and the benchmark forecasts using a number of measures including calibration and resolution, and found the ELP combined forecasts outperform the simple average. We also find that for two-quarter ahead forecasts, combining group forecasts with beta-transformed linear pool greatly enhances the performance, thus extracting valuable information from individual forecasts; the corresponding simple average benchmark forecasts exhibited little practical value at this horizon and beyond.
Based on the results obtained in this study, we suggest the following procedure when attempting to combine these subjective probability forecasts in real time. In each period, exclude from consideration the forecasts that have very little track record of participation. Then, rank the individual forecasters who participated in that period by their
Kuiper scores based on their historical performance. For those with reasonably high Kuiper scores, test the value of the recorded forecasts using our test procedure with bootstrap, and exclude anyone who fails the test at a pre-assigned significance level. Finally, combine the forecasts of the remaining forecasters, i.e., those passing the test, using BLP or BLPa methodology with weights estimated using historical data. 
