Introduction
Building on classical constructions such as the discriminant and the Hasse-Witt invariant, cohomological invariants have become a standard tool in the study of quadratic forms. Cohomological invariants of quadratic forms are also related to cohomological invariants of algebraic groups, for split groups of orthogonal type.
In [3] , Serre introduces cohomological invariants over a field, and completely describes (away from characteristic 2) the invariants of Quad n (non-degenerate n-dimensional quadratic forms) and Quad n,δ (those with prescribed determinant δ), and in particular this settles the case of invariants of split orthogonal and special orthogonal groups. In contrast, the case of split spin groups, corresponding to invariants of Quad n ∩I 3 (meaning that the Witt classes of the forms must be in I 3 ), is very much open, and has only be treated for small n ; one problem being that we do not have any satisfying parametrization of Quad n ∩I 3 . On the other hand, if we move from isometry classes to Witt classes, following the resolution of Milnor's conjecture by Voevodsky, we have at hand good descriptions of I n (see for instance [1] ), and at least one important cohomological invariant of I n , e n : I n (K) → H n (K, µ 2 ). The goal of this article is to describe all mod 2 cohomological invariants of I n , and study some of their basic properties.
Our starting point is a construction of Rost ([4] ), who defines a certain natural operation P n : I n (K) −→ I 2n (K) which behaves like a divided square in the sense that P n ( ϕ i ) = i<j ϕ i · ϕ j if ϕ i are n-fold Pfister forms. After composing with e 2n this gives a cohomological invariant of I n of degree 2n. We generalize this to operations f d n : I n −→ I dn for all d ∈ N and thus cohomological invariants of degree dn (theorem 1.1). Since our constructions involve both Witt invariants and cohomological invariants, in order to avoid repeating very similar proofs in both settings, we choose to adopt a unified point of view and treat both cases simultaneously, using A to denote either the Witt ring or mod 2 cohomology.
We use two sets of generators for invariants, f d n and g d n , depending on the situation. The invariants g d n have the important property that only a finite number of them are non-zero on a fixed form (proposition 3.7), which allows to take infinite combinations, and we show that any invariant of I n is equal to such a combination (theorem 3.9). They are also better behaved with respect to similitudes (proposition 6.5). On the other hand, the f d n are preferable for handling products (corollary 4.2) and restriction to I n+1 (proposition 5.1). We also study behaviour with respect to residues from discrete valuations (proposition 7.1), and establish links with Serre's description of invariants of isometry classes (proposition 8.3).
Our invariants may be related to other various constructions on Milnor Ktheory and Galois cohomology, notably by Vial in [5] . The invariants defined here may be seen as lifting of Vial's to the level of I n . See section 9 for more details.
Finally, we adapt an idea of Rost ([4] , see also Garibaldi in [2] ) to study invariants of Witt classes in I n that are divisible by a r-fold Pfister form, giving a complete description for r = 1 (proposition 10.6).
Notations and some preliminaries
In all that follows, k is a fixed field of characteristic different from 2, and K denotes any field extension of k.
The Grothendieck-Witt ring GW (K) has a fundamental idealÎ(K), and the canonical projection GW (K) → W (K) to the Witt ring induces an isomorphism I(K) ≃ I(K) which we usually view as an identification. In particular, for us 1-fold Pfister forms are a = 1 − a ∈Î(K) (this gives the usual class in I(K)), and n-fold Pfister forms are a 1 , . . . , a n = 1, −a 1 · · · 1, −a n . We use Pf n (K) for the set of n-fold Pfister forms. If n ∈ Z and q ∈ W (K), then nq = q + · · ·+ q is not to be confused with n q which is pointwise multiplication by the scalar n ∈ K. Notice that if q ∈ W (K), then 2q = −1 q, and in particular if −1 is a square in K then 2q = 0 in W (K). Also, if ϕ ∈ Pf n (K), then ϕ 2 = 2 n ϕ, since a, a = −1, a = 2 a . Recall that GW (K) is a λ-ring (see [6] ) : we have maps
]. This then satisfies λ t (q+q ′ ) = λ t (q)λ t (q ′ ), λ t (1) = 1+t, and λ t ( a q) = λ a t (q).
Let Fields /k be the category of field extensions of k. If we are given T : Fields /k → Sets and A : Fields /k → Ab (the category of abelian groups), then an invariant of T with values in A (over k) is a natural transformation from T to A. The set of such invariants is naturally an abelian group, denoted Inv(T, A).
If T takes values in pointed sets, then we can define normalized invariants as the ones that send the distinguished element to 0. This subgroup is denoted Inv norm (T, A), and we have Inv(T, A) = A(k) ⊕ Inv norm (T, A).
Since we want to unify proofs for Witt and cohomological invariants, we will use A(K) for either W (K) or H * (K, µ 2 ) (we write A = W or A = H if we want to distinguish cases). Then A(K) is naturally a filtered A(k)-algebra, the filtration being either
, and the filtration is separated (meaning that d A d (K) = 0). The invariants Inv(T, A) form a filtered A(k)-algebra for any T .
We have a group morphism f n : I n (K) → A n (K) (either the identity, or the morphism e n given by the Milnor conjecture) which is injective on Pfister forms, and we write {a 1 , . . . , a n } = f n ( a 1 , . . . , a n ) (so it is either a Pfister form or a Galois symbol depending on A). Note that f n (x) · f m (y) = f n+m (xy).
We set δ = δ(A) = 1 if A = W , and δ = 0 if A = H. Then we have
and
We will also freely use the following lemmas :
where we consider invariants defined over K.
The first lemma can be proved by specialisation, taking ϕ to be a generic Pfister form ; the second corresponds to two theorems of Serre ( [3] ).
The fundamental invariants
In this section we define some invariants f 
(ii) for all q, q ′ ∈ I n (K) :
Proof. Uniqueness follows from the fact that general Pfister forms additively generate I n (K), and the values of f d n are fixed on ±ϕ for any ϕ ∈ Pf n (K).
so by induction we see that necessarily
For existence, clearly it suffices to consider the case A = W , since the cohomological case can then be obtained by composing these f d n with e nd :
We define f d n as a function fromÎ(K). Let q ∈Î(K) ; then we set u n (q) = λ hn(t) (q) ∈ GW (K) [[t] ] where h n (t) = 1 − 2 1 + (1 + 2 n t)
We can then define f
It is easy to check that f 0 n (q) = 1 and f 1 n (q) = q, and we have
which implies the second property of the theorem. It remains to check the third one. It amounts to λ t (ϕ) = 1 + ϕx n (t), where
with a n (t) = 1
We proceed by induction on n.
For n = 1, we get x 1 (t) = t 1−t , and indeed
Assume the result holds for some n 1. We write ϕ = a ψ with ψ ∈ Pf n (K). Then we have
thus λ t (ϕ) = 1 + ϕx n+1 (t) amounts to
which is equivalent to
and thus to a n (t)a n (− a t) = 1 + 1 − a 2 (a n (t) 2 − 1).
Now if we write b n (t) for the even part and c n (t) for the odd part of a n (t), we have a n (− a t) = b n (t)− a c n (t). On the other hand, we see that a n (t)a n (−t) = 1 so b n (t) =
. All in all, we find a n (− a t) = 1 − a 2 a n (t) + 1 + a 2a n (t)
which after multiplication by a n (t) gives equation (5) .
The maps f d n have an especially simple behaviour on sums of Pfister forms, as can be easily proven by induction on r and d :
and in particular f d n (q) = 0 if q is a sum of k n-fold Pfister forms with k < d. This has an easy but interesting application to symbol length : Proposition 1.3. If there exists some r ∈ N * such that any element of I n (K) can be written as a sum of at most r n-fold Pfister forms, then I d (K) = 0 for any d n(r + 1).
Proof. It is enough to show that
Thus it suffices to show that any n(r + 1)-fold Pfister form is zero. But such a form can be written as ϕ = ϕ 1 · · · ϕ r+1 where ϕ i ∈ Pf n (K). Hence, ϕ = f r+1 n (q) with q = ϕ 1 + · · · + ϕ r+1 (where we take A = W ). Now by assumption q can be written as a sum of at most r n-fold Pfister forms, so according to proposition 1.2 we get ϕ = f r+1 n (q) = 0.
The shifting operator
To keep notations light, we fix some n ∈ N * , and set M = Inv(I n , A) and
Proposition-definition 2.1. Let ε = ±1. There is a unique morphism of filtered A(k)-modules, of degree −n,
for all α ∈ M , q ∈ I n (K) and ϕ ∈ Pf n (K).
Proof. Let α ∈ M and q ∈ I n (K). For any extension L/K and any ϕ ∈ Pf n (L), we set β q (ϕ) = α(q + εϕ).
Then β q ∈ Inv(Pf n , A), defined over K. According to lemma 0.2, there are uniquely determined x q , y q ∈ A(K) such that β q = x q + y q · f n .
Taking ϕ = 0 we see that x q = α(q), and we then set α ε (q) = εy q , which gives the expected formula, as well as the uniqueness of Φ ε . By definition, Φ ε is clearly a A(k)-module morphism, and it is of degree
These two operators (which actually depend on n) have natural links between each other : Proposition 2.2. The operators Φ + et Φ − commute, and furthermore for any α ∈ M we have :
Proof. Let q ∈ I n (K) and ϕ, ψ ∈ Pf n (L). We have
but also
, and since this holds for any ϕ, ψ over any extension, by lemma (0.1) we find α +− = α −+ . If we now take ϕ = ψ, the above formula gives
which allows to conclude, using f n (ϕ)f n (ϕ) = {−1} n f n (ϕ) and again (0.1).
We call Φ = Φ + the shifting operator, as justified by the following elementary result :
, which is an immediate consequence of theorem 1.1.
The action of Φ − on the f d n is more complicated, reflecting the fact that they behave very nicely with respect to sums of Pfister forms, but quite poorly for difference of those.
using formula (3).
Apart from its action on the f d n , the main property of Φ ε is the following :
for all d ∈ N, which gives the following exact sequence :
In particular, the kernel of Φ ε is the submodule of constant invariants.
, and also by symmetry α(q − εϕ) ≡ α(q). Since we can always write q = q 1 − q 2 where the q i are sums of n-fold Pfister forms, then by simple induction α(q) ≡ α(0) modulo A n+d (K) (where α(0) is seen as a constant invariant).
Taking a large enough d, and since the filtration on A(K) is separated, we see that α ε = 0 implies α = α(0).
Proof. The only thing left to check is surjectivity, but this is easily implied by propositions 2.3 for Φ + , and 2.4 for Φ − .
Remark 2.7. All this implies that Φ may be seen as some kind of differential operator : if we know α + for some invariant α, we may "integrate" to find α, with a certain integration constant. Precisely, if
(and we will show in the enxt section that such a decomposition always holds).
We will use extensively this method to compute some αs by "induction on shifting".
Classification of invariants
Recall that we fixed some n ∈ N * , and set M = Inv(I n , A) and
. We wish to show that any element of M can be written as a unique combination
n . This is supported by :
Proof. We use induction on d. For d = 0, this is trivial since M 0 = M . Suppose the property holds up to d−1, and let α ∈ M ; we setᾱ ∈ M/M d its residue class.
The problem is that to express an invariant in terms of the f d n , it is in general necessary to use an infinite combination, as the following example illustrates. 
Thus α cannot be written as a finite combination of the f d 1 (since the length of such a combination strictly decreases when applying Φ + ). On the other hand, we may write it as
But such an infinite combination may not always be well-defined : since the f 
It readily appears that the trouble is the bad behaviour of the f d n with respect to the opposites of Pfister forms. To get a satisfying description of M , we will introduce a new "basis", with better balance between sums and differences of Pfister forms, such that any infinite combination does take values in A. 
In any case the first formula is satisfied. For the remaining two, we use (g
coming from proposition 2.2. We may conclude, arguing according to the parity of d.
We may write the precise relation between f 
In particular, (f 
, and if d = 2m + 1 then we get
We thus have to check that in both cases we find the correct induction formula for α 
which are easily seen as being equal. The last statement comes from the fact that the transition matrix is triangular with 1s on the diagonal.
The important consequence of the balance of g d n is given by :
Now according to proposition 3.5, (g
+− may all be be expressed as combinations of some g Me may put it all together to prove the central theorem :
N , which is a filtered A(k)-module for the filtration
The following applications are mutually inverse isomorphisms of filtered A(k)-modules :
where
Proof. First, the application F is well-defined, since according to proposition 3.7, for any fixed q ∈ I n (K) we have g d n (q) = 0 for large enough d. Then F and G are clearly module morphisms, and the fact that they respect the filtrations is juste a reformulation of the fact that g d n takes values in A nd , and that Φ ε has degree −n.
Using proposition 3.5, it is easy to see
We know prove that G is injective, which finishes the proof of the theorem. Let α ∈ Ker(G), and let d ∈ N. According to proposition 3.1, and using the last statement of proposition 3.6, we see that α is congruent to some combination nk<d a k g k n modulo M d . Now the exact sequence in proposition 2.5 allows to see that
, and thus α ∈ M d . Since this is true for any d ∈ N, we may conclude that α = 0. On the other hand, example 3.3 shows that we cannot use the f d n if k is formally real, so this characterization is sharp.
Remark 3.12. We may construct cohomological invariants α such that, even though the degree of α(q) is bounded for fixed q, it is unbounded when q varies (for instance, α = d g d n ). This reflects in some sense the "infinite" nature of I n , and it is a behaviour that does not appear for invariants of algebraic groups. The submodule M ′ of uniformly bounded cohomological invariant is the submodule generated by the f 
Algebra structure
Since Inv(I n , A) is not only a A(k)-module, but also an algebra, we wish to understand how the product can be expressed in terms of the basic elements f 
Proof. Let q ∈ I n (K) and ϕ ∈ Pf n (K). Then
We proceed by induction, say on (s, t) with lexicographical order. First the result is clear if s = 0 or t = 0. By symmetry we may assume s > t (the case s = t can be treated similarly).
Then by induction we can replace each term in (7) and rearrange them to find 
. We then exploit the idea in remark 2.7 to "integrate" and find the expected formula for f s n · f t n . In the case A = H, this becomes much simpler. We introduce some notations : if s, t ∈ N, we set s ∨ t and s ∧ t the integers obtained by applying a bitwise or and and on the binary representations of s and t. In particular s ∨ t + s ∧ t = s + t. Proof. It is well-known that for any a ∈ Z, the 2-adic valuation of a! is a − f (a) where f (a) is the number of 1s in the binary representation of a. Then :
But it is easily seen that for any a, b There is a obvious restriction morphism from Inv(I n , A) to Inv(I n+1 , A), and we will denote α |I n+1 the restriction of α ∈ Inv(I n , A).
The case where A is mod 2 cohomology follows easily from the case
takes values in I r for r = (d − k)(n − 1) + k(n + 1) = d(n − 1) + 2k > nd, so composing with e nd gives 0, and thus only the term k = d/2 remains (and only when d is even).
Asumme then that A = W . Recall from the proof of theorem 1.1 that
d is defined to be λ hn(t) , with h n described in equation (4) . Then if we set p n (t) = t + 2 n−1 t 2 , we find for any k ∈ N
which implies that the formula we want to prove reduces to h n+1 (p n (t)) = h n (t).
Now :
Remark 5.2. In particular, for cohomological invariants, and when n = 1, we get the simple formula : (f
Remark 5.3. Suppose −1 is a square in k, and take n 2. Then in the case of Witt invariants, f d n is independent of n, and in the case of cohomological invariants the restriction of any α ∈ Inv(I n , µ 2 ) to I n+1 is constant.
Similitudes
In this section we study the behaviour of invariants with respect to similitudes.
Proposition-definition 6.1. There is a unique morphism of filtered A(k)-modules, of degree −1,
for any α ∈ M , q ∈ I n (K) and λ ∈ K * .
Proof. Let α ∈ Inv(I n , A) and q ∈ I n (K). For any λ ∈ L * , with L/K field extension, we set β q (λ) = α( λ q).
Then β q is an invariant over K of square classes, with values in A. Now the functor of square classes is isomorphic to Pf 1 , so we may apply lemma 0.2: there are uniquely determined x q , y q ∈ A(K) such that β q (λ) = x q + {λ} · y q . Taking λ = 1 we see that x q = α(q), and we setα(q) = y q .
Uniqueness of y q allows to see thatα ∈ Inv(I n , A), and the fact that Ψ has degree −1 is a consequence of lemma 0.1. Remark 6.2. We may notice that α is always a normalized invariant.
Proof. We use formula (1) to find :
so {λ, µ} δ α(q) + α(q) = 0. Since this holds for any λ, µ over any extension, we may conclude that α(q) = −δ α(q).
, that is to say α is invariant under similitudes. But the previous proposition suggests that in the case of Witt invariants, α = −α should also be an interesting property (notably, it is always satisfied by invariants of the form β). And indeed, it is easily seen to be equivalent to α( λ q) = λ α(q), that is to say α is compatible with similitudes (a behaviour that has no clear analogue for cohomological invariants). Then the proposition shows that any α may be uniquely decomposed as a sum α = β + γ with β compatible with similitudes, and γ invariant under similitudes. Precisely: β = − α and γ = α + α. From a less intrinsic point of view, a Witt invariant is always a combination of some λ i (since the f i n are), and β corresponds to selecting only the odd i, while γ corresponds to the even terms.
We now want to describe the action of Ψ on our basic invariants. It turns out that it is much easier to deal with the g 
Proof. We proceed by induction on d, the cases d = 0, 1 being trivial. If q ∈ I n (K), ϕ ∈ Pf n (K) and λ ∈ K * , then
On the other hand, if we write ϕ = a ψ :
Then if we take λ, a and ψ generic and take residues at those, we find :
using several times equations (1) and (2).
n . Thus we get:
n , and (g
n . Then:
+ which also allows to conclude.
The formula for f d n is not particularly enlightening, but we may at least give the values of f d n on general Pfister forms. Corollary 6.6. Let n ∈ N * and d 2. Then for any ϕ ∈ Pf n (K) and λ ∈ K * we have f
Proof. The formula is equivalent to
n is a combination of g k n with k 3 and thus g d n (ϕ) = 0. Using proposition 3.6, we find
and by induction hypothesis, setting m = E(
Ramification of invariants
In this short section we establish the behaviour of invariants with respect to residues of discrete valuations. Let thus (K, v) be a valued field, where v is a rank 1 discrete k-valuation.
Proposition 7.1. Let n ∈ N * and q ∈ I n (K). If q is non-ramified, then α(q) is non-ramified α ∈ Inv(I n , A).
Proof. As v is a k-valuation, it suffices to show the result for α = f d n . Let q ∈ I n (K) be non-ramified. Since we may write q = a 1 , . . . , a r with a i ∈ O K , λ k (q) is also non-ramified for any k ∈ N, and so is f d n (q) for A = W . Since e nd sends non-ramified forms to non-ramified cohomology classes, f d n (q) is also non-ramified when A is mod 2 cohomology.
Invariants of Quad n
In [3] , Serre gives a complete description of Inv(Quad n , A): it is a free A(k)-module of rank n + 1, generated by the λ i for A = W , and the Stiefel-Whitney classes w i for A = H (in both cases for 0 i n). Clearly any invariant of I restricts to an invariant of Quad n for any even n, and we want to express it in terms of the given basis.
For the rest of this section we fix some n = 2r ∈ N * .
For practical purposes it is more convenient to introduce a different basis for Inv(Quad n , W ) which is the equivalent for Witt invariant of the Stiefel-Whitney classes:
Then given that the transition matrix from (λ
Its definition is motivated by the very simple formula : Proposition 8.2. For any a i ∈ K * , 1 i n, we have
Proof. If we develop a i1 , . . . , a i d we find and for fixed I the term i∈I a i appears
To make unified statements, we set h Proposition 8.3. Let d ∈ N and q ∈ Quad n (K). Then :
Proof. We prove the statement concerning f 
for any a ∈ K * , which shows both that α d is an invariant of Witt classes (taking a = 1), and that α 
Let q be hyperbolic in dimension n = 2r. According to equation (10),
according to a simple combinatorial formula.
H

Invariants of semi-factorized forms
In [2] , Garibaldi defines a cohomological invariant on Quad n ∩I 3 the following way : any such form can be written q = c q ′ where q ′ ∈ I 2 (K), and we set a 5 (q) = e 5 ( c f 2 2 (q)) (using our notation). Of course, the non-trivial ingredient is that c f 2 2 (q) is actually independent of the decomposition of q. This construction does not fall into our previous considerations, but it is easy to see that the construction works for any Witt class q ∈ I 3 (K) that factorizes as q = c q ′ , so it is natural to try to extend it to other invariants of Witt classes.
More generally :
Definition 10.1. We set I n,r (K) = {ϕ · q | ϕ ∈ Pf r (K), q ∈ I n−r (K)}, for all n ∈ N * and 0 r < n. In particular, I
n,0 = I n .
Proposition-definition 10.2. There is a unique morphism of filtered A(k)-modules ∆ n,r : Inv norm (I n,r , A) −→ Inv norm (I n−r , A) α −→ α (r) ,
injective and of degree −r, such that
for any α ∈ Inv norm (I n,r , A), ϕ ∈ Pf r (K) and q ∈ I n−r (K).
Proof. Let α ∈ Inv(I n,r , A) and q ∈ I n−r (K). We may then define an invariant over K of Pf r by ϕ → α(ϕ · q). Using lemma 0.2, there are unique x(q), y(q) ∈ A(K) such that α(ϕ · q) = x(q) + f n (ϕ) · y(q) and by uniqueness those are invariants of I n−r , with x = α(0) constant. We then set α (r) := y.
This operator interacts nicely with the various operators we previoulsy defined. Note that any normalized invariant of I n gives by restriction a normalized invariant of I n,r , so we may apply ∆ n,r to it. Furthermore, the operator Ψ may actually be defined on Inv(F, A) for any subfunctor F of W such that F (K) is stable under similitudes for all K, and in particular for F = I n,r .
Proposition 10.3. We have Φ • ∆ n,r = {−1} r ∆ n,r • Φ on Inv norm (I n , A).
Proof. Let α ∈ Inv norm (I n , A). If ϕ ∈ Pf r (K), q ∈ I n−r (K) and ψ ∈ Pf n−r (K), we have α(ϕ(q + ψ)) = α(ϕq) + f n (ϕψ)α + (ϕq) = f r (ϕ)α (r) (q) + {−1} r f n (ϕψ)(α + ) (r) (q)
as well as α(ϕ(q + ψ)) = f r (ϕ)α (r) (q + ψ) = f r (ϕ)α (r) (q) + f r (ϕ)f n−r (ψ)(α (r) ) + (q) which gives (α (r) ) + = {−1} r (α + ) (r) .
The previous discussion shows that {a}f Again we proceed by induction on |J|. If it is empty then the form is hyperbolic and the result holds trivially. Now if the result holds for some ϕ, we show that it also does for ϕ + c n . In fact, a n = b n since n is represented by ab , so {a}f as we wanted.
