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(or “bases”), where each group is a N  × N  array of binary units resulting in k × N  hidden units. For
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including edges. The second and third layers are trained with neuroblastic tumor database. For this
purpose, the database is divided randomly into three subsets: the first one for validation (211 images), the
second one for training (623 images), and the third one for testing (209 images). We select the optimum
values for free parameters using the validation set and evaluate the final system using training and testing
sets.
Experimental setup
The applied algorithm has many parameters to be selected such as number of hidden layers, number of
groups in each hidden layer, number of mini­batches, size of the codebook, and SVM parameters. We
randomly divide the validation set into two subsets including 150 and 61 images. We train the algorithm
using 150 images and compute the accuracy of the system using 61 images to tune the free parameters of
the algorithm. To have a better estimation of the accuracy, we repeat the above procedure multiple times
(10 times) and compute the average overall experiments.
We tested CDBN with one layer and increased it to two and three layers, while the number of mini­batches
was 10. We stopped increasing the number of layers where the performance peaked. According to Table 2,
the best accuracy was found for a three­layer network, while the number of groups in the first, second, and
third layers was 24, 20, and 40, respectively. Hence, we considered a three­layer network in the next
experiments.
To choose the number of groups in the hidden layers, we computed the accuracy of the CDBN for a
different number of groups in the first, second, and third layers, whereas the number of mini­batches was
10. According to Table 3, the best accuracy was found when the number of groups in the first, second, and
third layers was 24, 40, and 40, respectively. These values were set in the next experiments.
We completed another experiment to find the optimum number of mini­batches. Table 4 shows the
accuracy of the classification for a different number of mini­batches, the size of the mini­batches was 70 ×
70 pixels. The best accuracy was found when the number of mini­batches was seven.
Furthermore, we chose the optimum value of the codebook size for the bag of features algorithm. For this
purpose, we tested five different codebook sizes, starting with 100 and following with 200, 300, 400, and
500. Figure 7 shows the weighted average F­measure versus size of the codebook. The best accuracy was
found when the size of the codebook was 300. This value was considered in the next experiments.
Finally, parameters of the SVM classifier were selected according to the work of Gheisari et al.[2] We used
SVM with Radial Basis Function (RBF) kernel and γ value was considered as 0.004.
System evaluation
We train a CDBN with three hidden layers. The first layer consists of 24 bases of 10 × 10 pixel filter. The
second and third layers contain 40 bases of 10 × 10 pixel filters. The pooling ratio of each layer is 2. The
learned first layer bases [Figure 8a] are oriented edge filters which learned from natural images. Figure 8b
shows the learned second layer bases which are visualized as a weighted linear combination of the first
layer bases and many of them respond to contours, corners, and angles. The learned third layer bases
which are the weighted linear combinations of the first and second layer bases are shown in Figure 8c.
To evaluate the proposed method, we use 80% of the dataset images which are not seen in the
experimental setup. They are divided randomly into the training set (623 images) and testing set (209
images). We train the final model using the training set with the parameter values selected in experimental
setup section and test using the testing set. We repeat this procedure multiple times (10 times) and report
the average accuracy. We evaluate the proposed method (CDBN) with the standard bag of features and the
pyramid bag of features'[12] algorithms as the feature encoding techniques. In each case, we used two
kernel types for the SVM classifier: the first one is RBF kernel and the second one is histogram
intersection kernel.[21] The performance of our algorithm measured by the weighted average (weighted by
the number of samples in each class) F­measure, recall, and precision is reported in Table 5. For
comparison, the performance of the PCLBP,[2] CLBP,[22] and CNNs is reported in Table 5 as the
benchmarks. A CNN is a class of deep feedforward artificial neural networks which has been applied
effectively to image classification tasks. Here, we compare our approach with three standard CNN
structures: visual geometry group 16 (VGG­16), VGG­19, and AlexNet. VGG­16 contains 12
convolutional layers, 5 pooling layers, and 3 fully connected layers.[23] VGG­19 has 14 convolutional
layers, 5 pooling layers, and 3 fully connected layers.[23] AlexNet consists of 5 convolutional layers, 3
pooling layers, and 3 fully connected layers.[24]
According to Table 5, the proposed method in the best case obtains 10.05% and 10.86% higher F­measure
compared to PCLBP and CLBP, respectively. Furthermore, our proposed approach achieved 3.41%, 2%,
and 1.21% higher F­measures compared to VGG­16, VGG­19, and AlexNet, respectively. The weighted
average of precision, recall, and F­measure of our algorithm is better than PCLBP, CLBP, and CNNs.
Distribution of the computed F­measures for different approaches over the ten trials is presented in 
Figure 9. It shows that combination of CDBN with the bag of features works better than CLBP, PCLBP,
and CNNs.
To check if the proposed method was significantly better than the benchmarks, we completed a t­test (with
significance level of α = 5%) for CLBP, PCLBP, VGG­16, VGG­19, and AlexNet [Table 6]. The results
showed that the combination of CDBN with bag of features and histogram intersection kernel SVM
significantly improved the classification accuracy compared to CLBP, PCLBP, and VGG­16. A
representative confusion matrix has been shown in Table 7. As can be seen, the poorest computer
performance was in discriminating between poorly differentiated and differentiating neuroblastoma, a
distinction that human pathologists also find difficult in limited fields of view.
Figure 10a shows the examples of the differentiating type which are misclassified as poorly differentiated
type. As can be seen, they are very similar to the actual poorly differentiated ones that are shown in 
Figure 10b.
Sensitivity of test samples
As mentioned, we tested our algorithm with manually selected 300 × 300 pixels subimages that are the
best representative of the neuroblastoma tissues. We evaluated whether the careful selection of the regions
does not bias the proposed algorithm. To evaluate the proposed method, we use 623 manually selected
subimages as the training set and 138 TMA cores as the testing set. Here, the method selects ten 300 × 300
pixels subimages randomly from each TMA core. The randomly selected subimages are likely to include
common artifacts seen in TMA cores such as tissue holes, red blood cells, over­staining, and under­
staining. A sample of randomly selected subregions of a TMA core is shown in Figure 11. The method
classifies each randomly selected subimage using the proposed CDBN algorithm and assigns a class to the
TMA core by the majority vote among ten classes corresponding to ten subimages. In cases with two or
more equal majority votes, the algorithm assigns the class with the highest prior probability (the class with
the highest number of samples in the training set) to the TMA core. The performance of the algorithm is
measured by the weighted average of F­measure, precision, and recall over 138 TMA cores. We repeat this
procedure 10 times and calculate the average accuracy of precision, recall, and F­measure as shown in 
Table 8. As can be seen, the accuracy of our system decreased when we applied it on the 138 TMA cores
compared to 209 manually selected subimages, but this is not surprising because the morphological
features are more concentrated on small regions. Investigating the results shows that the majority of
misclassifications occur between poorly differentiated and differentiated types of neuroblastoma. As
mentioned before, distinction between these two types is difficult even for pathologists.
DISCUSSION
CDBN is a new approach to classify neuroblastoma histological images into five different groups. Our
approach has the following advantages over the existing methods:
1. Neuroblastoma tumor images have a complex texture with complicated features in comparison with
other types of cancers. It is the first time that neuroblastoma histological images are classified using
a deep learning approach
2. The previous methods for classification of neuroblastoma histological images used handcrafted
features extracted from the color and the texture of the images. However, the proposed deep learning
approach, unlike handcrafted feature approaches, is an end­to­end feature learning approach which
learns high­level structural features from the training data
3. Previous works which use deep networks in histological image classification use the extracted deep
features directly for classification. Here, we apply the bag of features’ algorithm for refining the
CDBN features to improve the classification accuracy. Moreover, bag of features’ algorithm learns
discriminative features from input images and analyses the relationship between local visual patterns
and image classes
4. The proposed method extracts high­level features which are generally difficult to be detected by
human eyes. However, these features can be recognized by computer efficiently.
Our experimental results showed that combination of CDBN with the bag of features outperforms existing
approaches. Although results are promising, this study has a limitation too. As there is no public and
available dataset of neuroblastoma histological images, our method is tested only on one dataset which has
been gathered and consists of 1043 images.
CONCLUSION
In this article, we presented a combination of CDBN with feature encoding model to classify neuroblastic
tumors into five different categories using extracted high­level feature vectors from histological images.
CDBN uses a deep architecture to learn complex features from neuroblastoma histological images and
combine them with the bag of features to yield new features which increased the classification accuracy.
The evaluation was conducted on a gathered dataset with 1043 cropped images of five different categories.
We compare the results obtained by our system with the CLBP, PCLBP, and CNNs. Results indicate that
combination of CDBN with feature encoding has improved the average weighted F­measure compared to
PCLBP, CLBP, and CNNs. In the future work, we will combine CNNs with the bag of features algorithm
to classify histological images of neuroblastic tumors.
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Figure 1
A sample tissue array. The collected dataset consists of tissue microarray images that are scanned by the Aperio
ScanScope system. Most images belong to different patients, some of them are duplicate
Figure 2
Representative images in neuroblastic tumor categories: (a) Undifferentiated neuroblastoma, (b) differentiating
neuroblastoma, (c) poorly differentiated neuroblastoma, (d) ganglioneuroblastoma, and (e) ganglioneuroma. All collected
tissue samples were classified according to the Shimada classification system into five different categories. (a­e) The
representative images in each category
Figure 3
Open in a separate window
Quantitative actual size of tissue spots and cropped images. The areas which were the best representative of each category
were cropped within each tissue core by an expert histopathologist. The cropped images were selected with different
characteristics of each class
Table 1
Number of different categories of neuroblastic tumor cropped images in constructed dataset
Figure 4
The overall framework of the proposed method. The approach consists of whitening, partitioning, convolutional deep
belief network, feature encoding, and support vector machine classifier
Figure 5
Open in a separate window
Construction of a Convolutional Restricted Boltzmann Machine with probabilistic max­pooling. The convolutional deep
belief network is a hierarchical generative model composed of stacked Convolutional Restricted Boltzmann Machines. A
Convolutional Restricted Boltzmann Machine consists of a visible layer, a hidden layer, and a pooling layer
Figure 6
The scheme of the feature encoding block. The approach consists of clustering, codebook construction, and representation
by histogram of code words
Table 2
Average classification accuracy of the convolutional deep belief network over constructed dataset
using different number of hidden layers
Table 3
Average classification accuracy of the convolutional deep belief network over neuroblastic tumor
dataset using different number of groups in the hidden layers
Table 4
Average classification accuracy of the convolutional deep belief network over constructed dataset
for different number of mini­batches
Figure 7
Weighted average F­measure versus codebook size. To select the best codebook size, we evaluated different codebook
sizes in the classification of neuroblastoma histological images and chose the best one. The highest weighted average F­
measure was found when the size of the codebook was 300
Figure 8
The learned first, second, and third layer bases of convolutional deep belief network (a­c). (a) First layer bases learned
from natural images, (b) second layer bases learned from neuroblastic tumor images, (c) third layer bases learned from
neuroblastic tumor images
Table 5
Weighted average precision, recall, and F­measure of the proposed method and the benchmarks
Figure 9
Comparison between our algorithm (convolutional deep belief network + feature encoding) and benchmarks (completed
local binary pattern, patched completed local binary pattern, convolutional neural network (visual geometry group­16),
convolutional neural network (visual geometry group­19), and convolutional neural network (AlexNet). To compare the
performance of our algorithm with the benchmarks, we computed the distribution of the weighted average F­measure for
different approaches over the ten trials
Table 6
T­test for comparison of CLBP, PCLBP, CNN (VGG­16), CNN (VGG­19), and CNN (AlexNet)
with CDBN, significance level is 0.05
Table 7
A representation confusion matrix
Figure 10
Examples of actual and predicted images (a and b). (a) The samples of differentiating type predicted as poorly
differentiated, (b) the samples of actual poorly differentiated type. The poorest computer performance was in
discriminating between poorly differentiated and differentiating neuroblstoma, a distinction that human pathologists also
find difficult in limited fields of view
Figure 11
Open in a separate window
A sample of a tissue microarrays core with randomly selected subimages. The randomly selection of subimages is likely
to include common artifacts seen in tissue microarrays cores
Table 8
Weighted average precision, recall, and F­measure of the proposed method over 138 tissue
microarray cores
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