A combination of experimental, molecular dynamics, and kinetics modeling studies is applied to a system of concentrated aqueous sodium chloride particles suspended in air at room temperature with ozone, irradiated at 254 nanometers to generate hydroxyl radicals. Measurements of the observed gaseous molecular chlorine product are explainable only if reactions at the air-water interface are dominant. Molecular dynamics simulations show the availability of substantial amounts of chloride ions for reaction at the interface, and quantum chemical calculations predict that in the gas phase chloride ions will strongly attract hydroxl radicals. Model extrapolation to the marine boundary layer yields daytime chlorine atom concentrations that are in good agreement with estimates based on field measurements of the decay of selected organics over the Southern Ocean and the North Atlantic. Thus, ion-enhanced interactions with gases at aqueous interfaces may play a more generalized and important role in the chemistry of concentrated inorganic salt solutions than was previously recognized.
A combination of experimental, molecular dynamics, and kinetics modeling studies is applied to a system of concentrated aqueous sodium chloride particles suspended in air at room temperature with ozone, irradiated at 254 nanometers to generate hydroxyl radicals. Measurements of the observed gaseous molecular chlorine product are explainable only if reactions at the air-water interface are dominant. Molecular dynamics simulations show the availability of substantial amounts of chloride ions for reaction at the interface, and quantum chemical calculations predict that in the gas phase chloride ions will strongly attract hydroxl radicals. Model extrapolation to the marine boundary layer yields daytime chlorine atom concentrations that are in good agreement with estimates based on field measurements of the decay of selected organics over the Southern Ocean and the North Atlantic. Thus, ion-enhanced interactions with gases at aqueous interfaces may play a more generalized and important role in the chemistry of concentrated inorganic salt solutions than was previously recognized.
Processes at the air-water interface may play a key role in the uptake and reactions of gases with liquid particles in the troposphere. For example, SO 2 has been shown to form a unique bound complex at the interface that participates in its oxidation to sulfate (1) (2) (3) . Similarly, reactions between gases such as Cl 2 and O 3 and inorganic ions such as Br -and I -in solution have been shown to occur not only in the bulk liquid but also at the interface, leading to enhanced uptake and/or reactions of the gases (4 -6) .
Zetzsch and co-workers (7) report that an unidentified chlorine atom precursor is generated upon irradiation of seawater aerosol with simulated sunlight in the presence of ozone. Subsequently, our laboratory has shown that gaseous Cl 2 (8) is generated from deliquesced sea salt particles in the presence of O 3 and 254-nm radiation. Photolysis of O 3 generates OH radicals in the gas phase, which can be taken up into the particles
O(
OH (g) 3 OH (aq) (4) where 
Cl 2(aq) 3 Cl 2(g) (9) These reactions are dominant for Cl 2 production under the chamber conditions. However, a variety of additional reactions can also contribute, such as HOCl ϩ Cl Ϫ ϩ H ϩ 3 Cl 2 ϩ H 2 O, which dominates under atmospheric conditions. Such bulk aqueous-phase chemistry is included in current models of sea salt reactions in the marine boundary layer (9, 10) .
Because of the complex composition of sea salt (11) , constituents such as various trace metals have the potential for catalysis. Here we studied reactions of NaCl alone in order to simplify the potential chemistry. A comprehensive computational chemical kinetics model, which incorporates the known gas-and aqueous-phase chemistry in the particles as well as the mass transfer processes, is used to explore quantitatively the chemistry of this simplified system. We show that experimental results and model predictions can only be reconciled if reactions of gases with ions at the interface control the chemistry. Molecular dynamics simulations of NaCl dissolved in water clusters and quantum chemical calculations support this mechanism. Moreover, they suggest that strong interactions of gases with ions at the interface of concentrated solutions are probably a general property of atmospheric aerosol particles and should be taken into account in understanding and modeling atmospheric processes.
Aerosol chamber studies of the O 3 -NaCl photochemical system. Dry NaCl particles in air were placed in a chamber described in detail elsewhere (12) and the relative humidity (RH) was increased above the deliquescence point (75% RH) to form concentrated salt solutions. At a RH of 82% and temperature of 297 K, typical of these experiments, the particles are concentrated salt solutions with a concentration of 20 weight percent (wt. %) (13) . Ozone was added, but no production of Cl 2 was observed until the mixture was irradiated at 254 nm, generating OH via reactions 1 through 4. After the addition of ozone, differential optical absorption spectroscopy was used to follow O 3 , other gas-phase species such as CO 2 were measured with Fourier-transform infrared spectroscopy (FTIR), and Cl 2 was measured by atmospheric pressure ionization-mass spectrometry (API-MS). Figure 1 shows Cl 2 production in three experiments at different initial ozone concentrations. The Cl 2 production is similar to that observed from sea salt particles (8) , showing that the minor components are not important in this reaction. Although the initial ozone concentration decreases by a factor of about 6, the rate of initial Cl 2 production decreases by a factor of less than 2 and the peak Cl 2 concentrations by a factor of less than 4. Indeed, the initial rate of Cl 2 production appears to follow primarily the particle surface area and volume (which tend to change to a similar extent simultaneously in these experiments). This is expected if a key step in the Cl 2 production is the reaction of OH with Cl Ϫ , because modeled OH concentrations for the gas-phase reactions in this system are relatively insensitive to the initial O 3 concentration.
Computational kinetic model studies. To evaluate mechanisms of production of Cl 2 in this system with known gas-and bulk aqueousphase chemistry, we used a computer kinetic model (14). The model, MAGIC (Model of Aerosol, Gas and Interfacial Chemistry), includes 17 gas-phase species (Table 1) undergoing 52 reactions, combined with 32 aqueousphase species undergoing 99 reactions, including reactions 1 through 9. Mass transfer of species between the gas and aqueous phase (15) is treated with the method of Schwartz (16). Namely, the temporal variations of the concentrations of the gas-phase species, C g , and the aqueous phase species, C aq , are described by a system of coupled differential equations of the form
where k mt is the mass transfer coefficient, w L is the dimensionless volumetric liquid water mixing ratio, H A is the Henry's Law coefficient, R is the universal gas constant, T is the chamber temperature, ͗R aq ͘ is the spatially averaged bulk aqueous-phase reaction rate, and R g is the gasphase reaction rate. Because of the high ionic strengths encountered in the droplets, the reactivity of the species in the aqueous phase is described by their activities. Activity coefficients are calculated explicitly for the species H ϩ is slow relative to the rapid reverse of reaction 5 of HOCl Ϫ back to Cl Ϫ and OH, and the subsequent production of Cl 2 via reactions 7 through 9 is small. To confirm the effects of acid on the predicted Cl 2 formation, we performed model runs in which a constant pH of either 3.5 or 4.0 was assumed. As seen in Fig. 2 , the predicted initial rate of formation of Cl 2 at a pH of 4.0 is smaller than observed because of the second-order kinetics for the self-reaction 8 of Cl 2 -in the bulk, and the predicted peak concentration was too small by a factor of 2. Although Cl 2 is produced more rapidly at a pH of 3.5, the peak concentrations are predicted at later times and are much larger than those measured experimentally. In addition, there is no known source of acid in the experimental system, which would provide a pH of 4.0 or less.
In short, conventional chemical and physical processes involving transport of gases to the particle surface, mass accommodation, diffusion, and known reactions in the bulk aqueous-phase of the particles, do not explain the experimental observations. Molecular dynamics simulations. The solvation of NaCl and the nature of ion pairs in clusters and in concentrated bulk solutions have been explored theoretically (19 -21). There is evidence that in aqueous solutions of inorganic salts, the large and polarizable anions are more readily available at the surface than the small nonpolarizable cations. This effect is present at the surfaces of both bulk solutions and finitesize molecular clusters. For example, a negative surface potential has been measured for NaCl solutions (22) and attributed in part to enhanced chloride ion concentrations near the surface. Theoretical studies report that in clusters of hundreds of water molecules, Cl -can be moved within several molecular layers of the surface before the free energy starts to increase significantly, whereas the free energy for Na ϩ increases continuously from the center of the cluster to the surface (23). Molecular dynamics simulations of Na ϩ (H 2 O) n and Cl Ϫ (H 2 O) n (n ϭ 4 to 14) clusters show that full ion solvation occurs in the former case, whereas surface solvation dominates for the chloride anion (24).
To understand the nature of the interface of microbrine droplets with which OH and 864 . Two potential models, one nonpolarizable (25) and one explicitly including the polarizabilities of water and ions (26), were compared. Standard LennardJones parameters for the ions were used in both cases (27). All interactions have been included for cluster studies, whereas for the slab with an open surface, an interaction cutoff of 12 Å was applied and long-range interactions were accounted for with the particle-mesh Ewald method (28). Simulations were run for 500 ps after a sufficiently long equilibration period of 250 ps. The slab with a flat surface mimics the atmospheric microbrines with typical diameters of 200 nm better than the small clusters with hundreds of atoms do. We therefore report our results primarily on the basis of slab simulations. Figure 3 depicts a snapshot from the molecular dynamics run showing a typical arrangement of the open surface of the slab. The corrugated surface contains water molecules (red and white balls) and a large number of chloride ions (yellow balls). Sodium ions (green balls) are almost missing from the surface. This happens because the small sodium cations fit well into the hydrogen-bonded water structure and therefore are fully solvated, whereas the chloride anions are too large and, as a consequence, are to a great extent pushed toward the surface of the system. This effect is also present consistently in finite size clusters of different sizes and seems to be pertinent to concentrated solutions of ions of different relative sizes in a polar medium.
The degree of surface exposure of the ions will strongly influence their surface reactivity toward gas phase reactants. To quantify this, we have applied a standard procedure of evaluating the accessible surface area of the two ions by rolling a particle of the size of the OH radical (radius of 1.7Å) over the surface of the slab at each time step of the dynamical run. The relative accessible areas (with respect to the total surface) of the Na ϩ and Cl -ions from both the polarizable and nonpolarizable potential model are shown in Fig. 4 . Both models qualitatively predict that although the Na ϩ ions are fully solvated and almost absent at the surface, the Cl -ions occupy a significant part of the surface of the slab. Quantitatively, the nonpolarizable and polarizable models predict that 3.3 and 11.9% of the surface is covered by chloride ions, respectively, whereas both models predict that the sodium cations occupy less than 0.2% of the surface.
The dramatic difference between the solvation of the two ions is not only due to their different sizes but also to a much larger polarizability of Cl Ϫ , which also explains the quantitative discrepancy between the two potential models. Comparison of previous molecular dynamics simulations of clusters with only one type of ion to experimental measurements (24) as well as our preliminary first-principle molecular dynamics with a density functional interaction model (29) for Cl Ϫ (H 2 O) 6 indicates that the polarizable model is the more accurate one (24). Assuming that about 12% of the surface is covered by Cl Ϫ and that the ratio between the number of NaCl and water species is 1: 9, the chloride ion actually has more surface exposed than an average water molecule.
Our simulations confirm that chloride anions, unlike the sodium cations, occupy a significant fraction of the microbrine surface. This is a robust effect that qualitatively depends neither on the size of the microbrines nor, within relatively broad margins, on temperature. Two different potential models coherently predict this behavior, and the more accurate model also predicts more surface chloride anions.
Finally, in agreement with experimental findings (4, 5), we found that chloride ions strongly attract surrounding reactive particles. Using practically converged quantum chemical calculations [coupled clusters with single and double excitations and perturbative triples with an augmented correlation corrected Dunning polarization double-zeta basis set and with correction for the basis set superposition error (30)], we have evaluated affinities of Cl -toward the OH radical and compared them to those of the water molecule. The complexation energy rises dramatically from 4.9 to 16.9 kcal mol Ϫ1 from H 2 O to Cl Ϫ , suggesting that chloride anions can actually enhance the scavenging of reactive species from the atmosphere with which they then undergo chemical reactions.
Integration of experiments and simulations. The combination of experimental observations, computer kinetic modeling with the use of only gas-and bulk aqueous-phase chemistry, molecular dynamics simulations, and quantum chemical calculations strongly suggests that chemistry at the interface is responsible for the observed production of Cl 2 . We propose that the key step in the generation of Cl 2 in the chamber is the reaction of OH with chloride at the interface 
Other potential mechanisms that could generate Cl 2 were also considered (33); this one is presented because it provides good overall fits to the experimental data and is thermodynamically and kinetically feasible. Figure 5 shows schematically the overall chemistry and mass transfer processes considered in this model. In contrast to the mechanism represented by reactions 5 through 9, the interfacial reaction proposed here does not require an acid for Cl 2 production. Instead, OH Ϫ is produced. Cl 2 is known to react rapidly with OH -so that if the droplets become highly alkaline, Cl 2 is taken up into the aqueous phase and hydrolyzed, which results in much smaller predicted gas-phase concentrations of Cl 2 . However, the particles in the experiment are buffered by small amounts of gaseous CO 2 [ϳ13 parts per million (ppm)] that are present from the CaCO 3 drying agent in the particle diffusion dryer. The computer kinetic model includes the uptake of CO 2 and the aqueous-phase chemistry of carbonate and bicarbonate. As a result of these buffering reactions, the predicted pH in the droplets reaches the range of 8 to 9.
Production of Cl 2 is modeled under the assumption that a three-step process occurs at the interface, in addition to conventional transport into and reaction in the bulk aqueous phase of the particles. The rate of reaction 12 is set equal to the number of OH-particle surface collisions per second, multiplied by the ratio of the chloride ion to water concentrations, and scaled by a factor of 1.6 for the relative areas of a chloride ion and water, consistent with the polarizable molecular dynamics results that predict 12% of the surface is covered by chloride ions. A timedependent scaling factor is also included to account for the fact that a chloride ion already existing as a bound (OH...Cl)
Ϫ complex would not react with an incoming gas phase OH. This approach is applicable when the collisions are random with all surface sites without a strong propensity for hitting a chloride ion. This model is conservative because OH collisions may result in sticking to the surface with longer residence times, which will give a higher reactivity than the estimate based simply on collision rates. The rate constant for reaction 13 is assumed to be the same as that for the selfreaction of Cl 2 Ϫ , 1.8 ϫ 10 9 l mol Ϫ1 s Ϫ1 (34). The (OH...Cl)
Ϫ intermediate was assumed to exist in a volume corresponding to a 1-nm shell on the outside of the particle. In addition to its self-reaction, it is also assumed to decompose back to reactants with a rate constant of 1 ϫ 10 4 s
Ϫ1
, which was chosen to provide the best fit to the experimental observations. However, similar fits can also be obtained with smaller decomposition rate constants for OH...Cl Ϫ along with smaller values of the probability for reaction 12 forming OH...Cl Ϫ . Figure 6 shows the model-predicted concentrations of O 3 and Cl 2 when the surface reactions are included, along with the full suite of gas-and liquid-phase chemistry and mass transfer processes for the bulk phases described above for the three different initial ozone concentrations (Fig. 1) . The model predictions are much more consistent with both the time-dependent and the peak levels of Cl 2 observed experimentally than the base case, which uses only known gas and bulk aqueous-phase chemistry, or the predictions that assume a constant pH of 3.5 to 4.0 (Fig. 2) . Indeed, the predicted Cl 2 concentrations are always within 50% of those observed experimentally, and the time profiles are in qualitative agreement despite the uncertainties in the fates of (OH....Cl)
Ϫ at the interface and the simple reaction scheme used.
Application to atmospheric marine boundary layer. Computational kinetic studies were also performed for conditions more representative of the marine boundary layer (35, 36) using the mechanism that includes the surface reactions. Salt particles were assumed to be present with a number concentration of 10 cm Ϫ3 and a diameter of 2 m. Figure 7 shows the model predictions for Cl atoms and OH radicals for a 24-hour diurnal cycle for remote marine boundary layer conditions. The reported diurnal averages for OH and Cl (35) over 24 days are also shown, which include light and dark periods as well as times when sea salt particles had been washed out by storms. Given the different time scales and conditions involved in the model and measurements and that the model does not include transport or emissions, the model predictions and the field results are in excellent agreement. The pH of the particles was predicted to have dropped to ϳ4 after 24 hours, so acid-catalyzed bulk aqueous phase chemistry also contributes to the production of chlorine atoms (ϳ60% of the total). Model calculations were also carried out for a Lagrangian field experiment over the North Atlantic Ocean (36) . In this case, the model predicts a chlorine atom concentration of 3.7 ϫ 10 4 atoms cm Ϫ3 at noon, compared to a measured value of 6.5 ϫ 10 4 atoms cm -3 for a 2-hour period leading up to local noon, again in good agreement given the uncertainties in both the model and the measurements. Under these more polluted conditions, the pH of the particles is predicted to fall to ϳ3.2 after 2 hours, so that bulk aqueous phase chemistry predominates in the chlorine atom production (80% of the total). Under these atmospheric conditions, the major source of Cl 2 from the bulk, aqueous phase chemistry is the acid-catalyzed reaction of HOCl with Cl Ϫ . In the absence of the interface reaction, chlorine atoms are generated primarily from OH ϩ HCl, ultimately forming gas phase HOCl that is taken up into the aqueous phase. Clearly, the surface reactions will be most important at pH values above about 4.
Given the ubiquitous occurrence of sea salt particles in the marine boundary layer and the potential importance of their reactions in midlatitudes and in the Arctic, it is critical that such chemistry at interfaces be taken into account in field, laboratory, and tropospheric modeling studies. Furthermore, there is an urgent need for the development and application of experimental methods of detection of such radical surface species. Molecular dynamics simulations suggest that the availability of anions at the interface is not unique to chloride. If this availability is determined largely by the size and polarizability of the anion, then bromide should be even more evident at the surface of concentrated sea salt particles, enhancing its chemistry relative to chloride as has been observed in a variety of laboratory (37) 3 and Br Ϫ as well. Finally, the possible role of anions such as sulfate and nitrate that are considered unreactive in the atmosphere in increasing the scavenging of gases and, hence, altering their heterogeneous chemistry, also needs to be considered in assessing the contribution of highly concentrated inorganic salt particles to chemistry in the atmosphere. The rate of transport due to gas-phase diffusion and mass transport at the droplet interface for a given species is evaluated via a mass transfer coefficient k mt calculated as
where R p is the droplet radius taken to be the radius of average surface area in the experiments, D g is the gas-phase diffusivity, c is the mean molecular speed, and ␣ is the mass accomodation coefficient. The effect of diffusion on the overall rate of reaction of species in the bulk of the droplet is determined for species that are transported actively between the gas and aqueous phase and their hydrolysis and/or dissociation products. The average bulk concentration for these species is determined by solving a system of tightly coupled nonlinear equations emerging from solutions to the steady state aqueous-phase diffusion equation. In these equations, we consider both loss and production terms within the droplet that are calculated from the average bulk concentration of other species. Specifically, the average bulk concentration for species "j" is described as
D aq represents the aqueous-phase diffusivity, k L is the effective overall first-order rate constant for aqueous-phase losses, and P is the overall production term. Ϫ , which then self-reacts in the surface film to form Cl 2 . This can also match the experimental data reasonably well if it is assumed that Cl 2 Ϫ is "anchored" to the surface and does not diffuse into the bulk aqueous phase. Preliminary molecular dynamics
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The capsaicin (vanilloid) receptor VR1 is a cation channel expressed by primary sensory neurons of the "pain" pathway. Heterologously expressed VR1 can be activated by vanilloid compounds, protons, or heat (Ͼ43°C), but whether this channel contributes to chemical or thermal sensitivity in vivo is not known. Here, we demonstrate that sensory neurons from mice lacking VR1 are severely deficient in their responses to each of these noxious stimuli. VR1 Ϫ/Ϫ mice showed normal responses to noxious mechanical stimuli but exhibited no vanilloid-evoked pain behavior, were impaired in the detection of painful heat, and showed little thermal hypersensitivity in the setting of inflammation. Thus, VR1 is essential for selective modalities of pain sensation and for tissue injuryinduced thermal hyperalgesia.
Pain-producing stimuli are detected by specialized primary afferent neurons called nociceptors. These remarkable cells respond to a broad spectrum of physical (heat, cold, and pressure) or chemical (acid, irritants, and inflammatory mediators) stimuli but do so only at stimulus intensities capable of causing tissue damage (1). Little is known about the molecules that account for the specialized properties of nociceptors. One noxious stimulus for which a candidate transduction protein has been described is capsaicin, the lipophillic vanilloid compound that renders "hot" chili peppers pungent (2). Capsaicin and structurally related molecules, such as the ultrapotent irritant resiniferatoxin, bind to specific vanilloid receptors on the peripheral terminals of nociceptive neurons (3, 4) . Receptor occupancy triggers cation influx, action potential firing, and the consequent burning sensation associated with spicy food (2) . We recently identified a cDNA encoding a vanilloid-activated cation channel (VR1) (5) that is selectively expressed by small-to mediumdiameter neurons within dorsal root, trigeminal, and nodose sensory ganglia (5-7). When expressed heterologously in transfected mammalian cells or frog oocytes, VR1 can also be activated by protons (extracellular pH Ͻ 6) or noxious heat (Ͼ43°C) (5, 7), both of which excite nociceptors and evoke pain in humans or pain-related behaviors in animals (8 -12) .
Although these in vitro studies suggest that VR1 serves as a transducer of noxious thermal and chemical stimuli in vivo, this hypothesis is controversial on several fronts. First, multiple vanilloid receptor subtypes have been proposed to exist (13, 14) , and thus the extent to which VR1 is required for capsaicin-evoked nociceptive responses is unknown. Second, acidosis produces an array of electrophysiological responses in sensory neurons (15, 16), and extracellular protons may interact with targets other than vanilloid receptors on these cells, most notably acid-sensing ion channels (ASICs) of the degenerin family (17-19) . Thus, the relative contributions of VR1 and ASICs to proton-evoked nociceptor excitability and pain are not understood. Third, the link between vanilloid receptors and thermal nociception is tentative because some, but not all, biophysical and pharmacological properties of VR1 resemble those of native heat-evoked responses in sensory neurons (5, 7, 20 -25) . Finally, capsaicin-and heat-evoked single channel responses do not always cosegregate in membrane patches from cultured rat sensory neurons (25). These discrepancies raise the possibility that VR1 is not involved in thermal nociception and pain in the whole animal.
Here we adopt a genetic strategy to determine whether VR1 contributes to activation of the "pain" pathway by noxious chemical or thermal stimuli. Using a variety of cellular and behavioral assays, we show that disruption of the VR1 gene in mice eliminates capsaicin and resiniferatoxin sensitivity, demonstrating that VR1 is essential for mediating the actions of these compounds in vivo. Sensory neurons and primary afferent fibers from these mice also show a marked reduction in proton (pH 5) sensitivity in vitro, supporting the notion that VR1 contributes to acid-evoked nociception. We also show that the incidence of noxious heat-evoked currents of the moderate-threshold (Ͼ43°C) class is greatly reduced in cultured sensory neurons or sensory nerve fibers from VR1 mutant mice. VR1-null animals exhibit marked, but restricted deficits in their behavioral responses to noxious thermal stimuli, proving that VR1 is essential for normal thermal nociception. Moreover, the existence of residual heatevoked responses in these animals demonstrates that thermal nociception is a heterogeneous process involving multiple transduction mechanisms.
Sensory ganglion development. The mouse VR1 gene was disrupted by deleting an exon encoding part of the fifth and all of the sixth putative transmembrane domains of the channel, together with the intervening pore-loop region (Fig. 1A) (26) . The gene is located on a somatic chromosome (11B3) (27), and matings between VR1 heterozygous mice produced offspring with expected Mendelian distributions of gender and genotype (Fig. 1B) . Dorsal root ganglia (DRG) from null mutant mice lacked detectable VR1 transcripts (Fig. 1C) . VR1
Ϫ/Ϫ mice were viable, fertile, and largely 
