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Abstract
We have tested the original interaction-strength-
interpolation (ISI) exchange-correlation functional
for main group chemistry. The ISI functional
is based on an interpolation between the weak
and strong coupling limits and includes exact-
exchange as well as the Görling-Levy second-
order energy. We have analyzed in detail the basis-
set dependence of the ISI functional, its depen-
dence on the ground-state orbitals, and the influ-
ence of the size-consistency problem. We show
and explain some of the expected limitations of
the ISI functional (i.e. for atomization energies),
but also unexpected results, such as the good per-
formance for the interaction energy of dispersion-
bonded complexes when the ISI correlation is used
as a correction to Hartree-Fock.
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1 Introduction
Current approximations for the exchange-
correlation functional of Kohn-Sham (KS) den-
sity functional theory (DFT) work for systems that
are weakly or moderately correlated, as they are
based on information (exact or approximate) from
the weakly correlated regime, when the physi-
cal system is not too different from the KS one.
The idea of including information from the op-
posite limit of infinite correlation dates back to
Wigner,1,2 who approximated the correlation en-
ergy of the uniform electron gas by interpolating
between the limits of zero and infinite interac-
tion strength. Seidl and coworkers3,4 imported
this idea in the framework of KS DFT. They ana-
lyzed the structure3,5 of the DFT limit of infinite
coupling strength, proposed a semilocal approxi-
mation for it,6 and built an exchange-correlation
(xc) functional by interpolating along the adiabatic
connection between zero and infinite interaction
strength (“interaction-strength interpolation,” or
ISI). The original ISI functional interpolates be-
tween exact ingredients at weak coupling (exact
exchange and second-order perturbation theory)
and approximate ingredients at infinite coupling
strength, given by the semilocal “point-charge
plus continuum” (PC) model.4,6
In the recent years, the exact solution for the
limit of infinite interaction strength in DFT has
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been derived:7,8 it is given by a highly non-local
functional of the density, and can be mapped
into a mathematical problem appearing in mass-
transportation theory.9,10 Comparison against
these exact results showed that the PC model
(with a minor readjustment on the next leading
term8) is a rather accurate approximation for the
xc energy at infinite coupling strength,7,8 while
its functional derivative misses the non-local fea-
tures of this limit needed to describe many strong-
correlation phenomena in DFT in a spin restricted
framework.11–13 Another approximation for the
strong-coupling limit that retains some of its non-
locality (the “non-local radius” model, or NLR)
has been recently proposed in Ref.,14 and used by
Zhou, Bahmann, and Ernzerhof15 to construct new
xc functionals that use the information at infinite
coupling strength.
A formal drawback of the original ISI functional
is that it is size consistent only when a system
dissociates into equal fragments. This problem
is shared by different non-local methods in DFT
(see e.g. Refs.16,17) and in particular by the ap-
proximations based on a global interpolation (i.e.,
performed on quantities integrated over all space)
along the adiabatic connection, like the one of
Ref.18 For the latter, a possible way to restore size-
consistency in the usual DFT sense19,20 is to turn
to models based on local interpolations, performed
in each point of space,21 a route that is being
presently explored by different authors.15,22–26 An
efficient implementation of the ingredients needed
for a local interpolation along the adiabatic con-
nection22 in the ISI spirit is not yet available, and
it is the object of ongoing work.
While a considerable amount of theoretical work
on xc functionals that include in an approxi-
mate or exact way the strong-interaction limit has
been done, benchmarking has been restricted so
far to atomization energies,4,15 ionization poten-
tials,15 or to simple paradigmatic physical11,13,27
and chemical22,28–31 models only. Very little is
known about the performance of such function-
als for bigger systems and for other chemical and
physical properties, and about technical aspects
such as their sensitivity to reference orbitals and
their basis set dependence.
The purpose of the present work is to fill this
gap, by starting from a systematic study of the ISI
functional in its original formulation, for which all
the ingredients are readily available. This allows
us to start to analyze quantitatively which effects
are well captured by a functional that includes
the strong-coupling limit, together with the practi-
cal consequences of the size-consistency error for
heterolytic dissociation, as well as to examine re-
stricted versus unrestricted calculations, and other
aspects such as sensitivity to the reference orbitals.
Our main aim is to provide valuable information
for a future generation of functionals based on lo-
cal interpolations along the adiabatic connection
that can include the strong-coupling limit without
violating size consistency.15,22–26
As we shall see, our results show some of the
expected limitations of the original ISI functional,
but also unexpected results, like an excellent per-
formance for the interaction energy of dispersion-
bonded complexes that definitely deserves further
study.
2 Theoretical background
The ISI xc functional3,4,6 is built by modeling the
standard density-fixed linear adiabatic connection
integrand Wλ [ρ ],32
Wλ [ρ ] = 〈Ψλ [ρ ]| ˆVee|Ψλ [ρ ]〉−U [ρ ], (1)
where Ψλ [ρ ] is the wavefunction yielding the den-
sity ρ and minimizing 〈Ψ| ˆT +λ ˆVee|Ψ〉, and U [ρ ]
is the Hartree (or Coulomb) energy, with a func-
tional form W ISIλ [ρ ] that has the exact weak- and
strong-coupling asymptotic behavior,
Wλ→0[ρ ] = Ex[ρ ]+2λ EGL2[ρ ]+ ..., (2)
Wλ→∞[ρ ] = W∞[ρ ]+
W ′
∞
[ρ ]√
λ
+ .... (3)
Its final form for the xc energy is obtained as
EISIxc [ρ ] =
∫ 1
0
W ISIλ [ρ ]dλ , (4)
and reads
EISIxc =W∞ + (5)
+
2X
Y
[√
1+Y −1−Z ln
(√
1+Y +Z
1+Z
)]
,
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where
X =
xy2
z2
, Y =
x2y2
z4
, Z =
xy2
z3
−1, (6)
and x = −4EGL2, y = W ′∞, and z = Ex −W∞. The
ISI functional is thus based on four ingredients:
two come from the limit of weak interaction of
Eq. (2) expressed in terms of orbital and orbital
energies, namely the exact exchange energy
Ex =−12 ∑i, j
∫
dr
∫
dr′
φ∗i (r)φ∗j (r′)φ j(r)φi(r′)
|r− r′|
(7)
and the Görling-Levy33 second-order energy
EGL2 = −14 ∑
abi j
|〈φiφ j||φaφb〉|2
εa + εb− εi− ε j
−
−∑
ia
|〈φi|vˆKSx − vˆHFx |φa〉|2
εa− εi , (8)
where 〈· · || · ·〉 denotes an antisymmetrized two-
electron integral; two are derived from the limit
of strong coupling of Eq. (3): W∞[ρ ] is the in-
direct part of the minimum possible expectation
value of the electron-electron repulsion in a given
density,7 and W ′
∞
[ρ ] is the potential energy of
coupled zero-point oscillations of localized elec-
trons.8 They are both highly non-local density
functionals that are presently expensive to com-
pute exactly.7,8,13,31,34,35 They are well approxi-
mated7,8 by the semilocal PC model,6 which we
use in this work,
W∞[ρ ] =
∫ [
Aρ(r)4/3 +B |∇ρ(r)|
2
ρ(r)4/3
]
dr (9)
W ′
∞
[ρ ] =
∫ [
Cρ(r)3/2 +D |∇ρ(r)|
2
ρ7/6(r)
]
dr.(10)
The parameters A = −1.451, B = 5.317× 10−3,
and C = 1.535, are determined by the electrostat-
ics of the PC cell,6 while the parameter D cannot
be derived in the same way, and different choices
are possible. For example, we can fix D by re-
quiring that W ′
∞
[ρ ] be self-interaction free for the
H atom density.6 Another possible choice, which
was adopted when the ISI functional was first pro-
posed and tested for atomization energies, is to
fix D by requiring that W ′
∞
[ρ ] be exact for the He
atom density.4 At the time, however, the exact so-
lution for W ′
∞
[ρ ] was not available, and the accu-
rate W ′
∞
[ρ ] for He was estimated from a metaGGA
functional. Few years later, when the exact W ′
∞
[ρ ]
has been evaluated for several atomic densities,
it has been found that the metaGGA values were
not accurate enough.8 The parameter D has then
been changed and fixed by using the exact W ′
∞
[ρ ]
for the He atom. This choice, corresponding to
D = −2.8957× 10−2, improves significantly the
agreement between the PC model for W ′
∞
[ρ ] and
the exact values for several atomic densities8 and
it is the one we use in this work.
To see how the limits of Eqs. (2)-(3) are included
in the ISI functional of Eq. (5), we can expand
EISIxc [ρ ] in a series for small EGL2,
EISIxc
∣∣∣
EGL2→0
= Ex +EGL2 +
4
3(Ex−W∞)E
2
GL2 + ...
(11)
showing that ISI includes the exact-exchange and
recovers second-order perturbation theory.
The opposite limit of strong correlation is nor-
mally signaled by the closing of the energy gap
between the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular or-
bital (LUMO), which usually makes appear a bro-
ken symmetry solution with lower energy. If we
do not allow symmetry breaking, the gap closes,
implying that EGL2 →−∞ and
EISIxc
∣∣∣
EGL2→−∞
=W∞ +2W ′∞− (12)
− 2W
′2
∞
Ex−W∞ ln
(
1+ Ex−W∞
W ′
∞
)
.
The first two terms, W∞[ρ ] + 2W ′∞[ρ ], give the xc
energy in the limit of strong coupling, which is the
sum of a purely electrostatic indirect part (W∞[ρ ])
and electronic zero point oscillations (the factor
two in front of W ′
∞
[ρ ] accounts for the zero point
kinetic energy,8 and comes from the integration of
the term ∼ λ−1/2 in Eq. (3)). The last term in
Eq. (12) is dependent on the interpolating function,
and can change if we choose different forms (see,
e.g., the ones of Refs.8 and36).
If the four ingredients Ex, EGL2, W∞ and W ′∞
are size consistent, then the ISI xc functional is
size consistent only when a system dissociates into
3
equal fragments, as it can be easily derived from
Eq. (5). A detailed and quantitative analysis of the
problem is reported in Sec. 5.1.
We should notice, however, that within the less
usual restricted framework for open shell frag-
ments, which seems crucial to capture strong cor-
relation without introducing artificial magnetic or-
der and it is the present focus of a large theoret-
ical effort,24–26,37 size-consistency of the Ex and
EGL2 is lost,38 and usually EGL2 →−∞ at disso-
ciation. In this case, the ISI xc functional stays fi-
nite and tends to the expression of Eq. (12). In this
work we have tested the ISI functional following
the standard procedure of allowing spin-symmetry
breaking (for a very recent review on spin symme-
try breaking in DFT see Ref.39), and we discuss
only briefly paradigmatic calculations (the H2 and
N2 dissociation curves) in a spin-restricted formal-
ism. It is however clear from Eq. (12) that the ISI
xc functional is not able to dissociate a single or
multiple bond properly in a spin-restricted frame-
work, since Eq. (12) will not provide the right en-
ergy in this limit. The ISI accuracy in the usual
unrestricted KS (or Hartree Fock) formalism are
less easy to predict, and its analysis is the main
object of this work.
3 Computational details
The calculations with the ISI xc functional de-
fined by Eqs. (5)-(10) have been performed in a
post-self-consistent-field (post-SCF) fashion, us-
ing reference orbitals and densities obtained from
different methods; namely, DFT calculations us-
ing the Perdew-Burke-Ernzerhof (PBE40), the hy-
brid PBE (PBE041,42), and the hybrid Becke-
half-and-half (BHLYP43–45) exchange-correlation
functionals, the localized Hartree-Fock (LHF) ef-
fective exact exchange method46 and the Hartree-
Fock (HF) method.
In different parts of the paper we consider the ISI
correlation energy, which is defined, as usual in the
DFT framework,47 as EISIc =EISIxc −Ex, where EISIxc
and Ex are the ISI xc energy [Eq. (5)] and the exact
exchange energy [Eq. (??)], respectively. Note
that this definition of the ISI correlation energy is
well justified since the ISI xc functional includes
the full exact exchange.4
Unless otherwise stated, all energies have been
extrapolated to the complete basis set limit as de-
scribed in subsection 3.1, using data from calcu-
lations performed with the Dunning basis set fam-
ily cc-pVnZ (n = 2, . . . ,6).48–51 For spin-polarized
systems, an UHF formalism has been employed
in the self-consistent calculations. All calculations
have been performed using a development version
of the TURBOMOLE program package.52,53
To assess the performance of the ISI xc func-
tional in practical applications we considered the
following set of tests:
Thermochemistry dataset. It contains atom-
ization energies (AE6,54,55 G2/9756,57), ionization
potentials (IP1358), electron and proton affinities
(EA1358 and PA1259), barrier heights (BH7659–62
and K955,63), and reaction energies (BH76RC59–62
and K955,63) of small main-group molecules.
Non-covalent interactions dataset. It contains
interaction energies of non-covalent complexes
having hydrogen bond (HB664), dipole-dipole
(DI664), charge-transfer (CT764), dihydrogen-
bond (DHB2365), and various (S2266,67) char-
acter.
3.1 Basis set dependence
The ISI correlation energy formula contains the
GL2 correlation energy of Eq. (8). The latter is
well known to exhibit a relevant basis set depen-
dence as well as a slow convergence to the com-
plete basis set (CBS) limit. Thus, a similar be-
havior can be expected also for the ISI correlation
energy. Nevertheless, because the ISI energy also
includes other input quantities, whose basis set de-
pendence is different from that of GL2, and be-
cause all the input quantities enter non-linearly in
the ISI formula, it is not simple to derive analyti-
cally the ISI basis set dependence. This situation
is depicted in Fig. 1, where we report, for the F
atom, the basis set evolution of the different input
quantities of the ISI energy as well as of the ISI
correlation energy itself.
For this reason it is not convenient trying to de-
rive the ISI basis set behavior starting from the
assumed behavior of GL2 and other input quan-
tities, as given by popular basis set interpolation-
extrapolation formulas.68–73 Instead, it is more
practical to consider the basis set evolution of the
4
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Figure 1: Variation with the basis set (cc-pVnZ) of
the various input quantities (in Ha) used to com-
pute the ISI correlation energy, here for the F atom.
The black square at 1/n = 0 indicates the extrapo-
lation obtained applying Eq. (??).
ISI correlation energy as a whole. To this end, in
analogy with previous works on basis set extrapo-
lation,69,70,73 we consider the following ansatz
EISIc [n] = E
ISI
c [∞]+An−α , (13)
where the notation [n] indicates that the energy is
computed with an n-zeta quality basis set (here
specifically the cc-pVnZ basis set), A is a system-
dependent constant, and α is an exponent deter-
mining the strength of the basis set dependence.
Equation (??) provides an accurate fit for the ISI
correlation energies of different systems as we
show in Fig. 2 where we report, for some exam-
ple systems, the ISI correlation energies computed
with several basis sets and the corresponding fit
obtained from Eq. (??). Note also that, as shown
in Fig. 1, Eq. (??) reproduces correctly the CBS
extrapolated value of the ISI correlation energy as
computed using the extrapolated values of all input
ingredients.
Use of Eq. (??) allows to obtain accurate CBS-
ISI energies. However, a more practical approach
is to use Eq. (??) into a two-point scheme,68,69,73
to have the extrapolation formula
EISIc [∞] =
EISIc [n]nα −EISIc [m]mα
nα −mα , (14)
where n and m label two selected basis sets. In this
work we considered n= 5 and m= 4 (for basis sets
smaller than cc-pVQZ we could not avoid numer-
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Figure 2: Evolution of the ISI correlation energy
of different test systems with basis set. The red
dashed lines denote interpolations obtained using
Eq. (??).
ical noise in some cases) and fixed the parameter
α = 2.2475 by fitting to the accurate CBS ISI cor-
relation energies of atoms He-Ar, obtained by ap-
plying Eq. (??) to the full set of data correspond-
ing to n= 4, . . . ,6. The calculations have been per-
formed in a post-SCF fashion using LHF orbitals
(almost identical results have been obtained using
Hartree-Fock orbitals). Note that the optimized
value of α is a bit larger than the corresponding
ones obtained in Ref.74 for MP2 and CCSD (1.91
and 1.94, respectively). This indicates that the ISI
correlation converges slightly faster than the MP2
and CCSD ones to the CBS limit, possibly because
it benefits from the fast convergence of the pure
density-dependent contributions.
A test of Eq. (??) is reported in Fig. 3 where we
show the errors on ISI absolute correlation ener-
gies (upper panel) and atomization correlation en-
ergies (lower-panel) computed with different ba-
sis sets, as compared to CBS reference ones, i.e.
EISIc [∞] of Eq. (??) fitted to the data with n =
3, . . . ,6 with Eq. (??). The results obtained using
Eq. (??) are labeled as E-45 in the figure. For the
absolute correlation energies we see that even at
the cc-pV6Z level errors of about 10 mHa can be
expected, while only energies obtained via the ex-
trapolation formula of Eq. (??) show accuracies
of about 1 mHa. For the atomization correlation
energies, we deal with energy differences. There-
fore, error compensation effects are quite relevant,
especially for the smallest basis sets. Thus, the er-
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rors are close or lower than 10 mHa even for the
cc-pVTZ basis set. Nevertheless, accurate results
(about 1 mHa) can be obtained systematically only
using at least a cc-pV5Z basis set or, even better,
via the extrapolation formula of Eq. (??).
4 Results
4.1 Role of the reference orbitals
The ISI correlation functional is a complicated
orbital-dependent non-linear functional. Thus, a
stable self-consistent implementation is a compli-
cated task going beyond the scope of this paper.
Here the ISI correlation is employed in a post-SCF
scheme, where the ground-state orbitals and den-
sity are computed using a simpler approach and
then used to evaluate the ISI correlation (and also
the exact exchange contribution).
The relevance of the reference density and or-
bitals for different DFT calculations has been
pointed out in several works in literature.75,76
Therefore, it appears important to assess the re-
liability of different reference orbitals for the cal-
culation of the ISI correlation. Furthermore, be-
cause the ISI functional is including the GL2 cor-
relation energy as input ingredient, the orbital
energies, and in particular the HOMO-LUMO
gap, can be expected to play a major role (see
discussion in subsection 5.2). Hence, we take
into account reference ground-state orbitals com-
puted with the generalized gradient xc approxima-
tion of Perdew-Burke-Ernzerhof (PBE),40 with the
hybrid functionals PBE041,42 and BH-LYP,43–45
which include 25% and 50% of exact exchange re-
spectively, with the optimized effective potential
named localized Hartree-Fock (LHF),46 and with
the Hartree-Fock (HF) method. Note that the in-
clusion of larger fractions of non-local Hartree-
Fock exchange yields increasingly large HOMO-
LUMO gaps, which are also effectively used in
double-hybrid functionals.77 We remark that the
LHF method is instead a de facto exact exchange
Kohn-Sham approach. As such it gives signifi-
cantly smaller values of the HOMO-LUMO gap
than Hartree-Fock. Moreover, it may provide
a better approximation of the self-consistent ISI
ground-state density and orbitals than approximate
functionals or the Hartree-Fock method (we re-
call that in general correlation contributions to the
density and orbitals are rather small78–81). Any-
way, we cannot exclude that the self-consistent ISI
potential may display non-negligible differences
with respect to the LHF (or the exact exchange)
one. These differences might concern especially a
reduction of the HOMO-LUMO gap that will in-
duce a lowering of the total xc energy (note, how-
ever, that for the ISI functional a complete collapse
of the HOMO-LUMO gap is not likely because,
unlike in the GL2 case,82 the large increase of ki-
netic energy associated to it cannot be compen-
sated by the divergence of the correlation energy,
which is bounded from below in ISI) and cases
where static correlation is rather important.
In Table 1 we report the ISI correlation energies
(in absolute value) obtained using different refer-
ence ground-state densities and orbitals (see also
Fig. 4). The corresponding GL2 energies are also
listed in order to compare to the ISI ones (a star
is appended to the mean absolute errors reported
in Table 1 to indicate, for each choice of the ref-
erence orbitals, the best method between ISI and
GL2). We recall that the GL2 and ISI results are
extrapolated to CBS limit, as described in Eq. (??)
(for GL2 we used Eq. (??) with cc-pVQZ and cc-
pV5Z results and the optimized value α = 2.8). As
already discussed, the expected accuracy of such
an extrapolation is / 10 mHa (this explains the
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fact that for a few cases, e.g. Si, S, SiH2 using
PBE0 orbitals, we have |EISIc | > |EGL2c |, whereas
by construction it holds |EISIc | ≤ |EGL2c |). Table 1
also shows the correlation energies computed with
some popular semilocal generalized-gradient ap-
proximation (GGA) functionals (namely the Lee-
Yang-Parr (LYP),45 the PBE, and the PBE with
localization (PBEloc)83 functionals), in order to
provide a comparison for the expected accuracy
of standard DFT calculations. The correlation
energies for GGA functionals have been com-
puted using the cc-pV5Z basis set and the PBE
self-consistent orbitals. Note that GGA correla-
tion functionals include only dynamical correla-
tion,84,85 whereas the ISI method includes both
dynamical- and static-correlation.
We see that the results depend rather importantly
on the used reference ground-state orbitals. This
indicates that any non-self-consistent use of the ISI
functional must be considered with the due cau-
tion, while only self-consistent calculations could
give definitive information on the real quality of
the ISI energy. However, the self-consistent im-
plementation of the ISI functional is an extremely
hard task. On the other hand, using reference or-
bitals which are simpler to compute, in order to
evaluate ISI functional non-self-consistently may
offer a more pragmatic approach that can still pro-
vide interesting information on this method. For
this reason we consider this analysis in the follow-
ing.
A first inspection of the overall results, i.e. the
MAE in the overall statistics at the bottom of the
table, shows that the best ISI results are found us-
ing PBE0 and LHF orbitals (overall mean abso-
lute errors (MAEs) of 26.0 and 31.8 mHa, respec-
tively). We remark that these results are of simi-
lar quality as those of the semilocal DFT function-
als: the MAE of the best GGA functional (LYP)
is 28 mHa. On the other hand, the use of PBE
orbital leads to overestimated absolute ISI corre-
lation energies, while the use of HF or BH-LYP
orbitals yields largely underestimated absolute en-
ergies. Similar trends are obtained for the under-
lying GL2 (MP2 in the case of HF) correlation
energies. It is interesting to see that ISI strongly
improves over GL2 for PBE, PBE0 and LHF; an
opposite trend is found for HF, while no relevant
differences are found for BH-LYP.
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Figure 4: Errors on absolute ISI correlation en-
ergies (mHa) calculated using different reference
ground-state densities and orbitals.
A more detailed analysis of the different sys-
tems can be obtained by inspecting the statistics
reported for different classes of systems as well
as inspecting Fig. 4 which reports the errors on
the absolute ISI correlation energies for all the
systems. The plot clearly shows that the use of
Hartree-Fock orbitals leads to an underestimation
of the absolute correlation for all systems. Instead,
when LHF and PBE orbitals are considered atomic
correlation energies are computed with quite good
accuracy but molecular correlation energies are
significantly overestimated. This finding has an
important effect on the calculation of atomization-
correlation energies as shown in Table 2. In this
case the smaller errors are found for HF-based cal-
culations, which benefit from a large error cancel-
lation effect: indeed, as shown in Fig. 4 molecules
and atoms are underestimated by about the same
quantity. On the contrary, for all other reference
orbitals an important overestimation of the abso-
lute ISI correlation energy is observed. Note that,
in any case, the ISI correlation atomization ener-
gies computed for the present test set are always
better than the corresponding GL2 correlation at-
omization energies, yielding MAEs of 138.5, 92.5,
62.4, 116.5, and 23.7 mHa for PBE, PBE0, BH-
LYP, LHF, and HF orbitals respectively. Moreover,
the HF-ISI results are also almost three times bet-
ter than those obtainable by semilocal DFT func-
tionals (the best being PBEloc with a MAE of 36
mHa).
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Table 1: Total correlation energies (in mHa, with opposite sign) from semilocal DFT functionals (LYP,PBE, PBEloc, all using PBE orbitals), ISI, and GL2 methods calculated using different reference ground-state
orbitals. Reference data are taken from Ref. 86 The last lines report the mean error (ME) and the mean absolute error (MAE) for each case; a star is appended to the MAEs to indicate, for each choice of the reference orbitals,
the best method between ISI and GL2.
Correlation: LYP PBE PBEloc ISI GL2
Orbitals: PBE PBE PBE PBE PBE0 BHLYP LHF HF PBE PBE0 BHLYP LHF HF Ref.
Closed-shell atoms
He 43.7 41.1 33.8 44.3 40.9 38.3 41.8 34.5 52.3 46.9 42.8 48.4 37.4 42
Ne 383.1 347.1 358.3 433.6 400 375.8 406.5 338 500.3 452.9 419.8 462.6 370.1 391
Ar 751.5 704.4 757.4 709.4 658.3 618.8 696.2 556.5 723.1 663.1 619.8 708 558.2 723
ME 7.4 -21.1 -2.2 10.4 -18.9 -41.0 -3.8 -75.7 39.9 2.3 -24.5 21.0 -63.4
MAE 12.7 21.1 25.1 19.5* 24.9* 41.0* 14.2* 75.7 39.9 42.2 44.3 31.0 63.4*
Open-shell atoms
C 158.3 144.3 139.8 145.8 129.7 118.2 138 102.1 178.6 152.4 135 166.3 112.7 156
N 191.9 179.9 176.4 181.9 166.2 154.4 172.5 136.6 217.3 192.9 175.6 203.2 151.3 188
O 256.6 235.2 234.8 251.1 230.5 215.4 237 191.7 303.2 270.4 247.7 281.4 214.2 255
F 321 292.6 297.4 328.4 303.1 284.6 309.6 255.4 398.4 357.7 329.5 368.7 287.6 323
Si 529.2 484.2 516.8 515.3 474.5 444.4 498.9 395.2 518.3 470.3 446.3 508.8 393.5 505
P 566.4 526.5 564 544.4 504.1 473.6 531.6 424.5 553.3 505.5 480.6 543.3 426.7 540
S 627.7 584.1 626.1 592.1 547.5 514.4 575.4 459.8 600.9 546.9 517.9 585.8 456.6 603
Cl 689.7 644.5 691.6 640.2 592.8 557 623.8 499.3 658.5 600.1 559.3 638.6 501.3 664
ME 13.4 -17.8 1.6 -4.4 -35.7 -59.0 -18.4 -96.2 24.3 -17.2 -42.8 7.8 -86.3
MAE 13.9 17.8 20.0 9.4* 35.7 59.0 18.4 96.2 26.2 31.0* 44.4* 18.4 86.3*
Closed-shell molecules
H2 38.2 42.9 37.4 38.4 35 32.2 36.9 28 53.2 46.3 41.2 50.4 34.3 41
NH3 318 314.2 310.8 371.2 337.2 312.1 354.7 271.9 463.3 406.7 367.6 436.3 309.4 340
CH4 295 300 292.5 315.8 287.3 265.1 304.5 230.2 391.5 344.9 310.8 373.5 261.1 299
H2O 340.4 324.8 325.5 416.1 378.1 350.7 393.8 307 514.7 452.5 410.2 478.7 347.6 371
FH 362.2 335.1 340.4 439.6 400.8 373 412.1 329.6 528.9 469.1 428.2 486.8 368.2 389
HCN 464.8 439.7 437.8 604.4 536.8 488 561 414.3 773.8 655.2 577.1 714.7 470.1 515
CO 485.2 448.4 451 627.4 558.1 508 586.3 434.1 787.5 670.7 593 718.2 487.9 535
N2 484.2 451.5 452.5 644.5 574.5 523.8 612.4 446.1 821 699.3 618.7 766.2 505.8 549
C2H4 498.7 493.7 486.8 568.9 511.7 468.6 543.6 402.7 709.3 614.6 548.4 668.3 454.8 480
H2CO 540.7 514.4 514.6 673.8 602.9 550.9 632.4 473.6 844.5 725.1 644.6 775.3 534.3 586
HOOH 636.7 598.5 604.7 818.2 736.2 677.4 775.1 586.3 1023.1 885.6 794.1 951.3 663.2 711
F2 675.5 612.7 627 882.2 790.8 727 833 631.2 1081 934.4 838.7 1003.2 705.3 757
SiH2 598.3 553.8 582.6 609.4 553.8 513.4 586.8 452.5 615.9 548.8 512.1 588.2 455.3 567
PH3 676.7 642.7 677 696.6 637.1 591.4 675.6 522.3 719.9 646.1 591.4 693.8 522.8 652
SO2 1257.5 1171.3 1227.6 1570.3 1399.7 1278.6 1467.5 1103.5 1813.3 1559.2 1391.1 1659.4 1164.5 1334
ClF 1047.6 970.8 1028.1 1158.3 1049.8 971.4 1104 855.2 1262.2 1118.7 1019.3 1190.6 878.6 1063
HCl 727.6 686.2 733.5 720.2 664 621.4 703.9 554.7 740.9 673.1 623.1 721.6 557.5 707
ME -26.4 -58.5 -45.1 74.1 9.3 -37.8 40.4 -109.0 191.1 91.4 24.3 140.0 -69.1
MAE 37.6 60.5 53.8 74.4* 21.6* 37.8* 41.3* 109.0 191.1 98.3 52.9 140.0 69.1*
Overall statistics
ME -11.4 -42.9 -27.1 44.9 -6.6 -44.2 18.9 -101.8 127.2 50.8 -0.1 89.5 -73.4
MAE 28.2 44.1 41.1 49.9* 26.0* 44.2* 31.8* 101.8 127.8 73.0 49.6 93.6 73.4*
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Table 2: Correlation atomization energies (mHa, with opposite sign) from semilocal DFT functionals
(using PBE orbitals) as well as ISI and GL2 methods calculated using different reference ground-state
orbitals. Reference data are taken from Ref.86 The last lines report the mean error (ME) the mean absolute
error (MAE) for each case; a star is appended to the MAEs to indicate, for each choice of the reference
orbitals, the best method between ISI and GL2.
Correlation: LYP PBE PBEloc ISI GL2
Orbitals: PBE PBE PBE PBE PBE0 BHLYP LHF HF PBE PBE0 BHLYP LHF HF Ref.
H2 38.2 42.9 37.4 38.4 35.0 32.2 36.9 28.0 53.2 46.3 41.2 50.4 34.3 41.0
NH3 126.1 134.3 134.4 189.3 171.0 157.7 182.2 135.3 246.0 213.8 192.0 233.1 158.1 152.0
CH4 136.7 155.7 152.7 170.0 157.6 146.9 166.5 128.1 212.9 192.5 175.8 207.2 148.4 143.0
H2O 83.8 89.6 90.7 165.0 147.6 135.3 156.8 115.3 211.5 182.1 162.5 197.3 133.4 116.0
FH 41.2 42.5 43.0 111.2 97.7 88.4 102.5 74.2 130.5 111.4 98.7 118.1 80.6 66.0
HCN 114.6 115.5 121.6 276.7 240.9 215.4 250.5 175.6 377.9 309.9 266.5 345.2 206.1 171.0
CO 70.3 68.9 76.4 230.5 197.9 174.4 211.3 140.3 305.7 247.9 210.3 270.5 161.0 124.0
N2 100.4 91.7 99.7 280.7 242.1 215.0 267.4 172.9 386.4 313.5 267.5 359.8 203.2 173.0
C2H4 182.1 205.1 207.2 277.3 252.3 232.2 267.6 198.5 352.1 309.8 278.4 335.7 229.4 168.0
H2CO 125.8 134.9 140.0 276.9 242.7 217.3 257.4 179.8 362.7 302.3 261.9 327.6 207.4 175.0
HOOH 123.5 128.1 135.1 316.0 275.2 246.6 301.1 202.9 416.7 344.8 298.7 388.5 234.8 201.0
F2 33.5 27.5 32.2 225.4 184.6 157.8 213.8 120.4 284.2 219.0 179.7 265.8 130.1 111.0
SiH2 69.1 69.6 65.8 94.1 79.3 69.0 87.9 57.3 97.6 78.5 65.8 79.4 61.8 62.0
PH3 110.3 116.2 113.0 152.2 133.0 117.8 144.0 97.8 166.6 140.6 110.8 150.5 96.1 112.0
SO2 116.6 116.8 131.9 476.0 391.2 333.4 418.1 260.3 606.0 471.5 377.8 510.8 279.5 221.0
ClF 36.9 33.7 39.1 189.7 153.9 129.8 170.6 100.5 205.3 160.9 130.5 183.3 89.7 76.0
HCl 37.9 41.7 41.9 80.0 71.2 64.4 80.1 55.4 82.4 73.0 63.8 83.0 56.2 43.0
ME -35.8 -31.8 -29.0 82.0 54.0 34.0 68.2 5.2 137.8 91.9 60.4 114.8 20.9
MAE 38.3 39.3 35.3 82.3* 54.7* 35.1* 68.7* 12.7* 137.8 91.9 60.5 114.8 23.6
4.2 Total atomization energies
In Table 3 we report the total atomization ener-
gies. We compare the ISI results to HF+GGA
correlation approaches. Note that in the latter
methods no error cancellation between exchange
and correlation occurs and static-correlation is not
considered.84,85 Thus HF+GGA calculations give
much worse results than conventional GGA xc ap-
proaches. However, here they can be used to asses
the quality of the ISI results. ISI-HF has a MAE
of only 11.7 mHa which is 4 times better than
HF+GGA. Conversely, ISI-LHF largely overesti-
mates atomization energies, yielding an absolute
accuracy close to HF+GGA (which, on the other
hand, underestimate the atomization energies.83)
We note that the present results for ISI atomiza-
tion energies are slightly different from the ones
reported in the original ISI publication.4 This is
due to the different choice of the parameter D in
Eq. (10), which has been fixed here by using the
exact value of W ′
∞
[ρ ] for the He atom density8 in-
stead of the one estimated from a metaGGA func-
tional used in Ref.,4 and due to the different basis-
set used (recall that in the present work we used
extrapolation towards the complete basis set limit).
4.3 Main-group chemistry bench-
mark
To assess the practical applicability of the ISI
functional to main-group chemistry, we have per-
formed a series of tests involving different prop-
erties of interest for computational chemistry. We
have restricted our study to ISI calculations em-
ploying HF and LHF reference orbitals (hereafter
denotes as ISI-HF and ISI-LHF, respectively).
This choice was based on the fact that, as ex-
plained in subsection 4.1, ISI-HF is expected to
yield the best performance for these tests (accord-
ing to the results of Table 2) while ISI-LHF pro-
vides the best approximation for the performance
of self-consistent ISI calculations. For compari-
son, we report also the MP2 and B2PLYP77 re-
sults, which are based on GL2 energies, as well
as the performance of calculations using the pop-
ular PBE functional40 and of the Hartree-Fock ex-
change coupled with the semilocal PBEloc cor-
relation83 (HF+PBEloc). The latter is a sim-
ple approach adding semilocal dynamical correla-
tion to Hartree-Fock and can give information on
the possible accuracy of “standard” DFT methods
when used together with exact exchange; we re-
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Table 3: Total atomization energies (mHa, with opposite sign) form semilocal DFT functionals (using
PBE orbitals) as well as from ISI methods calculated using different reference ground-state densities and
orbitals. Reference data are taken from Ref.86 The last lines report the mean error (ME), the mean absolute
error (MAE), and the mean absolute relative error (MARE) for each case. 1mHa=0.62751 kcal/mol
Method: HF+LYP HF+PBE HF+PBEloc ISI
orbitals: PBE PBE PBE PBE PBE0 BHLYP LHF HF Ref.
H2 172.3 164.5 163.8 171.2 168.2 165.5 170.5 161.6 174.5
NH3 446.4 436.6 443.9 506.1 489.8 476.8 500.4 455.5 475.5
CH4 660 655 661.8 689.3 678.7 668.9 687.4 651.4 626
H2O 332.1 325.9 331.9 411 395 383 404 363.6 371
HF 195.6 190.9 193.9 264.2 251.6 242.6 256.6 228.7 216.4
HCN 431.8 426.7 435.2 586.1 554 530.4 459.3 492.7 496.9
CO 348.5 347 354.6 500.9 471.8 450.9 486 418.5 413.8
N2 284.3 275.6 283.6 457.4 422.2 396.9 446.5 356.7 363.7
C2H4 864.6 863.6 875.6 951.6 930.3 912.4 945.7 881 898.8
H2CO 536 533.1 543.1 676 646.9 625 662.4 590 596.7
HOOH 333.9 326.7 338.4 516.7 481 454.8 505 413.4 428.9
F2 25.8 31.8 27.1 156.9 120.3 96.5 146.9 61.1 62.5
SiH2 245.5 233.9 235.1 265.1 252.7 244.4 261.7 233.6 242.9
PH3 385.2 373.1 377.2 418.2 402.8 390.5 414.2 372.7 387.2
SO2 290.1 290.4 305.4 624.6 551.3 502.3 580.7 433.9 414.2
ClF 50.5 47.3 52.6 193.8 162.4 141.8 178.3 114 100.1
HCl 160.6 158.4 161 202.4 194 187.3 202.3 178.1 171.2
ME -42.9 -48.4 -41.8 +67.7 +43.1 +25.3 +51.0 -2.0
MAE 47.2 51.8 46.0 68.1 43.8 26.3 55.9 11.7
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mark anyway that much improved results can be
obtained by more sophisticated DFT approaches
including static and/or strong correlation treat-
ments.24,87
In the upper part of Table 4 we report the mean
absolute errors (MAEs) for several standard tests
concerning thermochemical properties. In the last
line of Table 4 we report, for each method X , the
relative mean absolute error (RMAE) with respect
MP2, i.e.
RMAEX = ∑
i
MAEXi
MAEMP2i
, (15)
where i indicates the different tests.
The results clearly show that ISI-LHF often
gives the largest MAEs, with a RMAE of 4.1.
Significantly better results are obtained by ISI-HF
calculations (RMAE=1.7). However, the perfor-
mance for barrier heights (BH76 and K9) is quite
poor and even worse than that obtained by adding a
simple semilocal correlation to Hartree-Fock.83,88
We note also that for this property Hartree-Fock
and LHF based ISI calculations yield a quite simi-
lar performance. On the other hand, ISI-HF yields
the best results for the PA13 test and the S22 test.
When the focus is on non-covalent interac-
tions (bottom part of Table 4), ISI-HF performs
quite well for both hydrogen bond (HB6) and
dipole-dipole (DI6) interactions having a compa-
rable accuracy as MP2 and B2PLYP. The ISI-
HF functional outperforms other approximations
for the S22 test, which contains different kinds
of biology relevant non-covalent complexes hav-
ing hydrogen-bond, dipole-dipole, and dispersion
character.
4.4 A closer look at dispersion com-
plexes
The small error for the S22 test set suggests
that ISI-HF may be more accurate than other ap-
proaches (e.g. B2PLYP) in the description of dis-
persion complexes. As further evidence, we re-
port in Fig. 5 the signed error obtained from ISI-
HF, MP2, and B2PLYP in the calculation of the
interaction energy of a collection of different dis-
persion complexes, which includes the dispersion-
dominated S22 cases as well as additional test
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Figure 5: Signed errors (kcal/mol) in the
calculation of the interaction energy of dif-
ferent dispersion complexes (1:He-Ne, 2:Ne-
Ne, 3:CH4-Ne, 4:CH4-F2, 5:CH4-CH4, 6:C6H6-
Ne, 7:CH2-CH2, 8:C2H4-C2H4, 9:C6H6-CH4,
10:C6H6 sandwich dimer, 11:C6H6 T-shaped
dimer, 12:C6H6 displaced dimer, 13:Pyrazine-
dimer, 14:Uracil stacked dimer, 15:Adenine-
Thymine stacked dimer, 16: Indole-Benzene
stacked dimer).
cases from the literature.89–92 It can be seen that,
indeed, ISI-HF results are always very accurate
(/1 kcal/mol), whereas for the dimers of aro-
matic molecules MP2 (B2PLYP) largely overesti-
mate (underestimate) the interaction energy.
In Fig. 6 we also report the interaction energy
curves for Ne-Ne and C2H4-C2H4, which show
again that ISI-HF accurately captures dispersion
interactions. Further analysis and discussion of
these results are reported in subsection 5.3.
4.5 Static correlation
One of the purposes of including the strong-
coupling limit into approximate functionals is the
hope to capture static correlation without resort-
ing to symmetry breaking. However, it is already
clear from Eq. (12) that the ISI functional will not
dissociate correctly a single or multiple bond in
a restricted framework. In fact, as the bond is
stretched, the ISI xc energy of Eq. (12) will be
quite different than the one for the two equal open
shell fragments. The problem is that only the elec-
trons involved in the bonds should be strongly cor-
related. The rest of the fragment should be in the
usual weak or intermediate correlation regime, but
the global interpolation makes the whole fragment
be in the strong-coupling regime. A local interpo-
lation might fix this issue, but it needs to be con-
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Table 4: Mean absolute errors (kcal/mol) on several tests as obtained from ISI calculations using LHF and
HF orbitals. PBE, HF+PBEloc, MP2 and B2PLYP results are reported for comparison. The best (worst)
result for each test is in boldface (underlined). The last line reports the relative MAE with respect MP2
(see Eq. (??)).
Test PBE HF+PBEloc MP2 B2PLYP ISI-HF ISI-LHF
Thermochemistry
AE6 13.3 24.0 9.6 1.6 10.0 43.4
G2/97 14.7 26.3 12.3 4.0 15.9 53.1
IP13 3.3 7.0 2.2 1.9 3.0 6.0
EA13 2.8 9.0 3.4 4.1 5.9 9.3
PA12 2.2 6.6 1.0 1.4 0.9 2.6
K9 7.4 4.3 4.1 1.6 7.2 8.5
BH76 9.7 6.8 5.2 2.2 10.1 11.7
BH76RC 4.3 6.9 3.9 1.2 7.0 16.4
Non-covalent interactions
HB6 0.4 1.7 0.4 0.4 0.7 1.1
DI6 0.4 0.4 0.5 0.5 0.8 3.3
CT7 2.3 1.1 0.8 0.6 2.2 7.5
DHB23 1.0 1.0 1.3 0.5 5.1 11.0
S22 2.7 1.9 1.2 1.9 0.4 1.5
Statistics
RMAE 1.50 2.31 1.00 0.75 1.71 4.14
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Figure 6: Interaction energy curves for Ne-Ne and
C2H4-C2H4. All energies have been corrected for
the basis-set superposition error. Reference values
for Ne-Ne and C2H4-C2H4 have been taken from
Refs.92 and,93 respectively.
structed carefully.22
An exception is the H2 molecule for which all
the electrons are involved in the bond. Indeed,
Teale, Coriani and Helgaker28 had found a very
good agreement between the ISI model for the
adiabatic connection curve (in a restricted frame-
work) and their accurate results in the case of
the H2 molecule dissociation, when the bond is
stretched up to 10 bohr. Their study used full
configuration-interaction (FCI) densities and the
corresponding KS orbitals and orbital energies
from the Lieb maximization procedure as input
quantities. They have also tested how the choice
of the parameter D in Eq. (10) affects the shape of
the adiabatic connection curve. They found that
the original metaGGA choice used in Ref.4 does
not yield accurate results. whereas the parameter
D used here was found to yield rather accurate re-
sults up to 10 bohr.
In Fig. 7 we report the dissociation curves of
the H2 and N2 molecules in a spin-restricted for-
malism for different methods. Our ISI results
are not very accurate if compared to the refer-
ence CCSD(T) results, but qualitatively better than
MP2 and B2PLYP which diverge for large dis-
tance. The inaccuracy of our ISI results origi-
nates form the approximated LHF (or HF) densi-
ties, orbitals and orbital energies: in fact, the spin-
restricted ISI turns out to be very sensitive to the
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Figure 7: Dissociation energy curves for the H2
and N2 molecules in a spin-restricted formalism.
In this case second-order perturbation theory di-
verges as the molecule is stretched, and the ISI
functional tends to Eq. (12). Note also that ISI-
LHF and ISI-HF will coincide at infinite distance.
input ingredients. The ISI results in Ref.28 are
much more accurate due to the fact that FCI in-
put density, orbitals and orbital energies have been
used. Moreover for H2, we recall that the ISI re-
sults will be exact at infinite distance only if the
parameter D is self-interaction free for the H atom
density.6
5 Discussion
The results reported in Section 4 show that the per-
formance of ISI-HF is quite good when compared
with HF+GGA methods (eg. HF+PBEloc), since
the former describes dynamical and static correla-
tion without any error cancellation while the latter
do not. On the other hand ISI-HF is much less ap-
pealing, if compared to MP2 which yields in many
cases better results at similar computational cost.
One important exception are dispersion interac-
tions, for which ISI-HF outperforms MP2. Instead
when ISI is applied to DFT orbitals (i.e. LHF) the
results are rather bad. In the following subsections
we try to analyze and rationalize this performance,
in order to provide useful information which can
be used to improve functionals based on interpola-
tions between the weak and the strong interacting
limits.
5.1 Influence of the size-consistency
problem
Being a non-linear function of exact exchange and
GL2 total energies, the ISI xc energy functional is
formally not size consistent. This means that com-
puting the (spin-unrestricted or spin-restricted) ISI
xc energy of two systems separated by a distance
large enough (eventually infinite) to make the in-
teraction between them negligible, yields a result
which is different form the sum of the ISI xc ener-
gies of the two isolated systems.
One exception is the case of a set of identical
systems, e.g. a homonuclear dimer A−A, where A
is closed-shell or the spin-unrestricted formalism
is used: under these conditions Ex, EGL2, W∞, and
W ′
∞
are all size-consistent, thus X [A−A] = 2X [A],
while Y [A−A] =Y [A] and Z[A−A] = Z[A]. Since
the ISI xc energy (see Eq. (5)) is linear in X and
W∞ is a size-consistent quantity, the the whole re-
sult is size-consistent.
The issue of size-inconsistency may, of course,
affect the results when atomization or interaction
energies are calculated. To investigate the rele-
vance of this problem, we perform a numerical
study on the magnitude of this effect. Consider a
system M (e.g., a molecule) composed of different
fragments Ai (e.g. atoms) with i = 1, . . . ,N. The
total xc interaction energy in this system is
E intxc (M) = Exc(M)−
N
∑
i=1
Exc(Ai). (16)
Here, Exc(M) denotes the xc energy of M and
Exc(Ai) the xc energy of the isolated fragment Ai.
Consequently, if we denote with M∗ the system
obtained by bringing all fragments Ai at large dis-
tance from each other (such that their mutual in-
teraction is negligible), this interaction energy can
also be written as
E intxc (M) = Exc (M)−Exc (M∗) . (17)
For any size-consistent method, Eqs. (??) and (??)
give the same result. However, for a non-size-
consistent method such as ISI, their difference
∆xc (M) = Exc (M∗)−
N
∑
i=1
Exc(Ai) (18)
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can provide a measure for the size-consistency
problem (clearly, ∆xc = 0 for any size-consistent
method).
In the specific case of ISI we have
EISIxc (M∗) = (19)
= f ISI
(
Ex (M∗) ,EGL2 (M∗) ,W∞ (M∗) ,W ′∞ (M∗)
)
,
where f ISI(w1,w2,w3,w4) is the non-linear func-
tion of four variables defined in Eqs. (5) and
(??). Assuming that all four ingredients are size-
consistent, we can further write
EISIxc (M
∗) = f ISI
(
N
∑
i=1
Ex (Ai) ,
N
∑
i=1
EGL2 (Ai) ,
N
∑
i=1
W∞ (Ai) ,
N
∑
i=1
W ′
∞
(Ai)
)
.(20)
Even then, we typically have ∆ISIxc (M) 6= 0, since
f ISI is not linear, i.e.
EISIxc (M
∗) 6=
N
∑
i=1
EISIxc (Ai). (21)
As previously mentioned, an exception arises in
cases with identical fragments, Ai = A (all i), since
the function f ISI has the property
f ISI(Nw1,Nw2,Nw3,Nw4)=N f ISI(w1,w2,w3,w4).
Using Eq. (19) and the corresponding expres-
sion for EISIxc (Ai), it is possible to evaluate the ef-
fect of the size-consistency violation of ISI for dif-
ferent systems. The results of these calculations
are reported, for a selected test set of molecules,
in Table 5. In these calculations we have con-
sidered a spin-unrestricted formalism for HF and
GL2 calculations on open-shell atoms, assuming
that the corresponding results are properly size-
consistent (whether this is formally correct is still
under debate in literature;20 however, numerical
results suggest that our approximation is quite ac-
curate in the considered cases). Inspection of
the Table shows that for molecules composed of
first row elements (plus hydrogen) the values of
∆xc are negligible. Thus, the ISI functional be-
haves, in practice, as a size-consistent method. On
the other hand, for molecules including both first
Table 5: Values of ∆xc per bond (in mHa), calcu-
lated using Eqs. (??), (19), and (20), for a selec-
tion of molecular systems. Note that since Ex is a
size-consistent quantity ∆xc = ∆c.
Molecule ∆xc Molecule ∆xc
CH4 0.03 H2CO 0.01
NH3 0.03 HOOH 0.02
H2O 0.04 SiH2 0.00
FH 0.04 PH3 0.00
HCN 0.01 SO2 -2.44
CO -0.02 HCl 0.00
C2H4 0.02 PN -1.39
SiC -1.70 SiO -3.43
PO -3.25 NCl3 -1.33
and second row elements, larger values are found.
We remark that these values are, anyway, often
smaller than few mHa per bond, so that the size-
inconsistency problem is not too large also in these
cases.
The difference between the two kinds of behav-
iors observed in Table 5 traces back to the fact that
when only first row elements are present, all atoms
display quite similar values of exchange and GL2
correlation; thus, the ISI behavior is rather simi-
lar to the ideal case of identical systems and the
size-consistency violation is small. On the con-
trary, when both first and second row atoms are
present, the atomic properties are significantly dif-
ferent and the non-linear nature of the ISI formula
leads to a non-negligible size-inconsistency. Fur-
ther evidence of this fact is given in Fig. 8, where
we report the values of ∆xc for the atomization of
a N2 molecule into two atomic fragments having 7
electrons each (as the N atom) but nuclear charges
Z1 = 7+∆Z and Z2 = 7−∆Z, for various values
of ∆Z. Indeed, the plot clearly shows that the size-
consistency problem grows with the difference be-
tween the two atomic fragments.
5.2 Role of the energy-gap
The fact that similar trends are observed in Tables
1 and 2 for ISI and GL2 correlation energies for
different reference orbitals and different systems,
suggests that the energy gap between occupied and
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Figure 8: Upper panel: Values of ∆xc as functions
of ∆Z for the dissociation of N2 into two atomic
fragments having 7 electrons and nuclear charges
Z1 = 7+∆Z and Z2 = 7−∆Z. Lower panel: Val-
ues of ∆Ex = Ex[ f ragment1]−Ex[ f ragment2] and
∆EGL2c =EGL2c [ f ragment1]−EGL2c [ f ragment2] as
functions of ∆Z. The values of ∆Ex and ∆EGL2c
have been scaled only for graphical reasons.
unoccupied molecular orbitals may play a major
role in determining the accuracy of the ISI corre-
lation energy. This difference is in fact smaller for
semilocal DFT (PBE) and larger for HF, having
intermediate values for hybrid and the LHF meth-
ods. Similarly, the energy gap is larger for closed
shell atoms and smaller for open-shell atoms and
molecules. These observations fit well with the be-
havior reported in Table 1 and Fig. 4.
To investigate this feature, we have considered
for all the systems in Table 1 the application to
the LHF ground-state orbitals of a scissor operator
to rigidly move all the unoccupied orbitals up in
energy by
∆E = α (Eg[HF]−Eg[LHF]) , (22)
where Eg[HF] and Eg[LHF] are the HOMO-
LUMO gaps for HF and LHF, respectively, while
α is a parameter used to tune the effect. Thus, for
α = 0 no shift is applied, whereas for α = 1 the
applied shift is such that the LHF HOMO-LUMO
gap is lifted up to the HF value.
In the bottom panel of Fig. 9 we report the devi-
ations from reference values of the ISI correlation
energies of the N2 molecule and twice the N atom,
as functions of the α parameter of Eq. (??). The
atomization correlation energy error is thus the dif-
ference between these two curves. For simplicity
we considered here results with the 5Z basis set
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Figure 9: Top panel: Mean absolute errors
(MAEs) for the ISI correlation and atomization
correlation energies of the systems of Table 1 as
functions of the α parameter of Eq. (??). Bottom
panel: Deviations from reference values of the ISI
correlation energies of the N2 molecule and two N
atoms as functions of the α parameter of Eq. (??).
All results were computed using a cc-pV5Z basis
set.
and not the extrapolated CBS ones. Hence, even
at α = 0 this results for N2 are slightly different
from the ones reported in Tables 1 and 2. At α = 0
we have an atomization correlation energy error of
about 100 mHa. When α is increased the absolute
correlation energies decreases due to an increased
energy in the denominator. However, the slopes
of the lines are different. At α ≈ 1 (i.e at the HF
gap) the two lines almost cross, meaning that the
ISI-HF method yields the correct atomization cor-
relation energy.
The MAEs computed for different values of the
parameter α for the ISI correlation energies of
open-shell atoms, molecules and both, as well as
the MAE of the correlation atomization energies,
are reported in the upper panel of Fig. 9. The
plot shows that the application of a shift for the
unoccupied orbitals generally leads to a worsen-
ing of the ISI correlation energies. This is partic-
ularly true for atoms, which already suffer for an
underestimation (in absolute value) of the correla-
tion energy, thus increasing the energy difference
between occupied and virtual orbitals adds a fur-
ther underestimation. For molecules instead at low
15
values of α a moderate improvement of the corre-
lation energy is observed, since in most molecules
LHF-ISI overestimates (in absolute value) correla-
tion energies that are thus improved by the appli-
cation of a shift. Nevertheless, for larger values of
α in all molecules an underestimation of the corre-
lation is found, so the results rapidly worsen with
increasing shift. We note that the rate of worsening
for molecular correlation energies is quite faster
that that observed for atoms.
5.3 Dispersion interactions
The good performance of the ISI-HF for disper-
sion interactions is surprising and deserves further
thoughts. First of all, we notice that the functional
EISIxc [ρ ] defined by Eqs. (5)-(10) inherits (at least
for the case of equal fragments) the long-range
∼ R−6 dispersion interaction energy dependence
from its EGL2 component (MP2 in the case of HF
reference orbitals considered here). Yet, it sys-
tematically outperforms MP2, suggesting that it
adds a sensible correction to it. The analysis of
Strømsheim et al.94 shows that the adiabatic con-
nection curve for the interaction energy of disper-
sion complexes deviates significantly from the lin-
ear behavior, requiring a considerable amount of
“non-dynamical” correlation, which seems to be
well accounted for by the ISI functional (although
the picture may be different with HF orbitals).
A possible explanation may be derived by look-
ing at the functional W ′
∞
[ρ ], which describes the
physics of coupled oscillations of localized elec-
trons. Its PC semilocal approximation of Eq. (10)
is a quantitatively good approximation of this en-
ergy.8 The physics of dispersion interactions is ac-
tually very similar, describing oscillations of cou-
pled charge fluctuations on the two fragments. We
suspect that when looking at the interaction en-
ergy, the physics introduced by W ′
∞
[ρ ] (when sub-
tracting the internal part of each fragment) is actu-
ally correct. However a more detailed study of this
aspect is required and it will be the object of our
future work.
6 Conclusions and Perspectives
We have reported the first detailed study of the
performances of a functional that includes (in
an approximate way) the strong-coupling limit,
analysing its dependence on basis-set, reference
orbitals and other aspects such as the size consis-
tency error. Overall, the ISI functional has serious
limitations, which could have been expected from
some of its formal deficiencies. We have ratio-
nalized our findings, providing useful information
for functionals that can retain the information from
the strong-coupling limit while remedying to these
deficiencies.22 In future work, we plan to extend
our analysis to functionals based on local interpo-
lations along the adiabatic connection,15,22–26 im-
plementing the needed input quantities.
An unexpected finding that emerged from our
study is a very good performance of the ISI func-
tional (when used as a correction to Hartree Fock)
for dispersion interactions, yielding a mean abso-
lute error of only 0.4 kcal/mol on the S22 set, and
consistently improving over MP2 in a significative
way for dispersion complexes (see Figs. 5-6). We
suspect that the functional W ′
∞
[ρ ], which describes
coupled oscillations of localized electrons, is able
to capture the physics of interaction energy in dis-
persion complexes. This is an interesting perspec-
tive for the ISI functional, which we will investi-
gate in detail in a future work.
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