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This paper is concernedwith algebras generatedby two idempotents
P and Q satisfying (PQ)m = (QP)m and (PQ)m−1 = (QP)m−1. The
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an application, it is shown that if an element of such an algebra
has a nondegenerate leading term, then it is group invertible, and a
formula for the explicit computation of the group inverse is given.
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1. Introduction and main results
Let B be an associative complex algebra and let P,Q ∈ B be two idempotents, that is, elements
satisfying P2 = P andQ2 = Q .We assume that there is a natural numberm such that (PQ)m = (QP)m.
In that case the algebra A generated by P and Q is the set of all elements A of the form
A = a1P + b1Q + a2PQ + b2QP + a3PQP + b3QPQ
+ · · · + a2m−1(PQ)m−1Q + b2m−1(QP)m−1Q + c(PQ)m (1)
with coefficients from C.
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The present paper has its source of motivation in Liu, Wu, and Yu’s article [15], who studied group
invertibility in matrix algebras generated by two idempotents P and Q under the assumption that
the idempotents satisfy additional constraints such as (PQ)2 = (QP)2 or (PQ)2 = 0. (Note that if
(PQ)2 = 0, then (PQ)3 = (QP)3 = 0.) In the case where (PQ)2 = (QP)2, representation (1) takes the
form
A = a1P + b1Q + a2PQ + b2QP + a3PQP + b3QPQ + c(PQ)2.
Under the assumption that a1 = 0 and b1 = 0, Liu et al. [15] introduced
X := 1
a1
P + 1
b1
Q −
(
1
a1
+ 1
b1
+ a2
a1b1
)
PQ −
(
1
a1
+ 1
b1
+ b2
a1b1
)
PQ
+
(
2
a1
+ 1
b1
+ a2 + b2
a1b1
+ a2b2 − b1a3
a21b1
)
PQP
+
(
1
a1
+ 2
b1
+ a2 + b2
a1b1
+ a2b2 − a1b3
a1b
2
1
)
QPQ
+
(
1
σ
− 2
a1
− 2
b1
− a2 + b2
a1b1
− a2b2 − b1a3
a21b1
− a2b2 − a1b3
a1b
2
1
)
(PQ)2,
where σ = a1 + b1 + a2 + b2 + a3 + b3 + c and 1/σ := 0 for σ = 0, and they showed by a
direct computation that this X satisfies A2X = A, X2A = X , AX = XA. We wanted to understand
where they took this X from and what could happen if the condition (PQ)2 = (QP)2 is replaced by
(PQ)m = (QP)m. We soon learned that one can easily find an X such that A2X = X and that this X is
just the one of Liu, Wu, Yu in the casem = 2. The verification of the equalities X2A = X and AX = XA
nevertheless remains nontrivial. The straightforward approach of [15] fails for general m due to the
increasing computational complexity. However, after having some understanding of the structure of
the algebras A, it becomes possible to derive the equalities X2A = X and AX = XA from the equality
A2X = X . In the course of our investigation we also arrived at a classification of the algebrasA. Such a
classification is clearly of interest by itself.
Let P and Q be two idempotents satisfying (PQ)m = (QP)m. We assume that m ≥ 2; the case
m = 1 will be disposed of in Remark 4.2. Taking the smallest possible m, we may also assume that
(PQ)m−1 = (QP)m−1. Consider the list
 = P,Q , PQ ,QP, PQP,QPQ , . . . ,
(PQ)m−1, (QP)m−1, (PQ)m−1P, (QP)m−1Q , (PQ)m. (2)
The number of factors of a product in the list will be called the order of the product. For convenient
referencing, we state the following simple observation as a lemma.
Lemma 1.1. If an element of order j in the list equals (PQ)m, then all elements in the list of order at least
j + 1 are also equal to (PQ)m.
Proof. This is immediate from the fact that if (PQ)m is multiplied from the left or the right by P or Q ,
then the result is again (PQ)m. 
Suppose exactly k elements of the list are equal to (PQ)m, and put  = 0 if (PQ)m = 0 and  = 1 if
(PQ)m = 0.We refer to the triple (m, k, ) as the type of the pair (P,Q).We always have k ≤ 4. Indeed,
if k ≥ 5, then either the last five elements of the list coincide, which gives (PQ)m−1 = (QP)m−1, or a
product of order less than 2m − 2 must be equal to (PQ)m and by Lemma 1.1, this implies again that
(PQ)m−1 = (QP)m−1 = (PQ)m.
Here are our main results.
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Theorem 1.2. Given integers m ≥ 2, k ∈ {1, 2, 3, 4}, and  ∈ {0, 1}, there exist an n and idempotent
matrices P and Q in Cn×n such that the type of (P,Q) is (m, k, ).
Theorem 1.3. For i = 1, 2, let Pi and Qi be idempotents in an associative complex algebra Bi satisfying
(PiQi)
mi = (QiPi)mi and (PiQi)mi−1 = (QiPi)mi−1 for somemi ≥ 2anddenote byAi the algebra generated
by Pi and Qi. The algebrasA1 andA2 are isomorphic if and only if the pairs (P1,Q1) and (P2,Q2) have the
same type.
We now turn to group inversion in A. Let A be of the form (1). Since A is finite-dimensional, the
element A is always Drazin invertible in A. This means that there exist a smallest natural number
k and an X ∈ A such that Ak+1X = Ak , X2A = X , and AX = XA. The number k is referred to as
the Drazin index of A. The element A is said to be group invertible if its Drazin index is 1, that is, if
there exists an element X ∈ A such that A2X = A, X2A = X , and AX = XA. If such an X exists, it
is unique. We refer the reader to Drazin’s original paper [9] for generalized invertibility in associa-
tive algebras and to the books [1,5] for the topic in algebras of matrices. Note that our algebras are
finite-dimensional and therefore have faithful representations as algebras of matrices. Squaring Awe
get
A2 = α1P + β1Q + α2PQ + β2QP + α3PQP + β3QPQ
+ · · · + α2m−1(PQ)m−1Q + β2m−1(QP)m−1Q + γ (PQ)m.
Note that α1 = a21 and β1 = b21. Denoting by σ the sum of the coefficients in (1),
σ = a1 + b1 + a2 + b2 + · · · + a2m−1 + b2m−1 + c,
we also have α1 + β1 + α2 + β2 + · · · + α2m−1 + β2m−1 + γ = σ 2. Let
X = x1P + y1Q + x2PQ + y2QP + x3PQP + y3QPQ
+ · · · + x2m−1(PQ)m−1Q + y2m−1(QP)m−1Q + z(PQ)m. (3)
Comparing the coefficients of P,Q , PQ ,QP, . . . , (PQ)m in the equation A2X = A, we get the 4m − 1
equations
P : α1x1 = a1,
Q : β1y1 = b1,
PQ : α1x2 + (α1 + α2)y1 = a2,
QP : β1y2 + (β1 + β2)x1 = b2,
PQP : α1x3 + (α1 + α2)y2 + (α2 + α3)x1 = a3,
QPQ : β1y3 + (β1 + β2)x2 + (β2 + β3)y1 = b3,
PQPQ : α1x4 + (α1 + α2)y3 + (α2 + α3)x2 + (α3 + α4)y1 = a4,
QPQP : β1y4 + (β1 + β2)x3 + (β2 + β3)y2 + (β3 + β4)x1 = b4,
. . .
(PQ)m : σ 2z + λ = γ,
where λ is a linear combination of x1, y1, x2, y2, . . . , x2m−1, y2m−1. If a1 = 0 and b1 = 0, then the
first 4m−2 of these equations can be solved successively and the solution is unique. The last equation
is uniquely solvable for σ = 0. If σ = 0, we put z = γ − λ − 1. Here is our result concerning group
inversion.
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Theorem 1.4. If a1 = 0 and b1 = 0, then X is the group inverse of A, that is, we have A2X = A, X2A = X,
AX = XA.
We remark that invertibility in algebras generated by two idempotents has been the subject of
intense studies for many decades, starting with work by Krein, Krasnoselski, Milman, Dixmier, Davis,
Halmos, Pedersen, Giles, and Kummer, to name only a few of the pioneering figures. See the surveys
[4,10,11]. In the 1990s, notable progress was made by Roch and Silbermann [17] and by Gohberg and
Krupnik [12,13],whosolved theproblemof characterizing invertibility inBanachalgebras generatedby
two idempotents (subject to no further constraints) via a symbol calculus.Moore–Penrose invertibility
in the C∗-algebra generated by two orthogonal projections was studied by one of the authors in [18].
In recent years, Drazin invertibility has received increasing attention. See, for example, [3,6–8,15,19].
Form = 2, Theorem1.4 is due to Liu et al. [15]. Their group inverse X cited above is exactly the solution
of the 7 equations for X arising from the equation A2X = X .
Example 1.5. In the case where A = aP + bQ (a = 0, b = 0) and (PQ)m = (QP)m, the 4m − 1
equations yield the group inverse
X =
m−1∑
j=0
[(
j + 1
a
+ j
b
)
P(QP)j +
(
j
a
+ j + 1
b
)
Q(PQ)j
]
−
m−2∑
j=0
[(
j + 1
a
+ j + 1
b
)
P(QP)jQ +
(
j + 1
a
+ j + 1
b
)
Q(PQ)jP
]
+
(
1
a + b −
m
a
− m
b
)
(PQ)m,
with 1/(a+b) := 0 if a+b = 0. In the casewhereB is a Banach algebra and P andQ satisfy additional
hypotheses, such as PQP = P, the first terms of this formula are already in [19].
Section 2 contains the proof of Theorems 1.2 and 1.3, while Theorem 1.4 will be proved in Section 3.
Several additional topics are discussed in Section 4.
2. Existence and classification
Proof of Theorem 1.2. If C and B are matrices in Ck×k, I is the k× k identity matrix, and 0 denotes the
zero matrix of order k, then
P =
⎛
⎝ I C
0 0
⎞
⎠ , Q =
⎛
⎝0 0
B I
⎞
⎠ (4)
are idempotent matrices in C2k×2k . We have
(PQ)m−1 =
⎛
⎝(CB)m−1 (CB)m−2C
0 0
⎞
⎠ , (QP)m−1 =
⎛
⎝ 0 0
(BC)m−2B (BC)m−1
⎞
⎠ ,
(PQ)m−1P =
⎛
⎝(CB)m−1 (CB)m−1C
0 0
⎞
⎠ , (QP)m−1Q =
⎛
⎝ 0 0
(BC)m−1B (BC)m−1
⎞
⎠ ,
(PQ)m =
⎛
⎝(CB)m (CB)m−1C
0 0
⎞
⎠ , (QP)m =
⎛
⎝ 0 0
(BC)m−1B (BC)m
⎞
⎠ .
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Type (m, 1, 0). Let B and C be the Jordan block of order 2m − 1 with zeros on the main diagonal,
C = B =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1
. . . . . .
0 1
0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Then (CB)m−1C = (BC)m−1B = 0 and (CB)m−1 = (BC)m−1 = 0, and hence
(PQ)m = (QP)m = 0, (PQ)m−1P = 0, (QP)m−1Q = 0,
and (PQ)m−1 = (QP)m−1. Consequently, (P,Q) is of the type (m, 1, 0).
Type (m, 2, 0). Defining C, B ∈ Cm×m by
C =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
. . .
1
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, B =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0
. . . . . .
1 0
0
⎞
⎟⎟⎟⎟⎟⎟⎠
,
we have (CB)m−1 = 0 and (BC)m−1 = 0, which gives
(PQ)m = (QP)m = 0, (PQ)m−1P = 0, (QP)m−1Q = 0,
and (PQ)m−1 = (QP)m−1. Thus, (P,Q) is of the type (m, 2, 0).
Type (m, 3, 0). Let C = B be the Jordan block of order 2m− 2 with zero on the main diagonal. In that
case (CB)m−1 = (BC)m−1 = 0 and (CB)m−2 = (BC)m−2 = 0, yielding that
(PQ)m = (QP)m = 0, (PQ)m−1P = (QP)m−1Q = 0,
and (PQ)m−1 = (QP)m−1. It follows that (P,Q) has the type (m, 3, 0).
Type (m, 4, 0). Let C, B ∈ C(m−1)×(m−1) be the matrices
C =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0
. . . . . .
1 0
0
⎞
⎟⎟⎟⎟⎟⎟⎠
, B =
⎛
⎜⎜⎜⎜⎜⎜⎝
1
. . .
1
1
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Then (CB)m−2C = C(BC)m−2 = 0 and (BC)m−2B = 0. We therefore obtain that
(PQ)m = (QP)m = (PQ)m−1P = (QP)m−1Q = (PQ)m−1 = 0,
and (QP)m−1 = 0, which shows that (P,Q) is of the type (m, 4, 0).
Type (m, k, 1). If the pair (P0,Q0) has the type (m, k, 0), then the pair (P,Q) given by
P =
⎛
⎝ I 0
0 P0
⎞
⎠ , Q =
⎛
⎝ I 0
0 Q0
⎞
⎠
is of the type (m, k, 1). 
To prepare the proof of Theorem 1.3, we consider again the list (2). Suppose the type of (P,Q) is
(m, k, ).We construct a new list0 as follows. If the type is (m, k, 0), we delete the k elementswhich
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equal (PQ)m = 0, and if the type is (m, k, 1), we keep (PQ)m in the list but delete the other k − 1
elements which equal (PQ)m. In the first case, 0 has the length 4m − k − 1, and in the second, 0
is of length 4m − k.
Lemma 2.1. The elements of 0 are linearly independent.
Proof. Suppose there exists a nontrivial linear combination of elements of 0 that is equal to zero
and let j be the smallest order of the monomials actually involved in this linear combination (that is,
having a nonzero coefficient). Assume first that j < 2m − 2. There may be at most two such mono-
mials. Choose one of them, and denote it by M. Without loss of generality let this monomial start
with P and denote its coefficient by uj . Multiply the linear combination by P from the left and by P/Q
from the right if j is odd/even. This operation does not changeM. Now derive two equalities from the
given one. For the first, multiply from the right by such a product which completes M to (PQ)m−1,
and for the second, multiply from the left by Q and from the right by a product which completes M
to (QP)m−1. In both cases, all other terms in the linear combination become (PQ)m, and their coef-
ficients do not change. What follows is that uj(PQ)
m−1 = uj(QP)m−1. Consequently, uj = 0. This is
a contradiction, which implies that in fact j is at least 2m − 2. Thus, we are left with the five-term
equality
u(PQ)m−1 + v(QP)m−1 + x(PQ)m−1P + y(QP)m−1Q + w(PQ)m = 0. (5)
Multiplication of this equality by (PQ)m shows that u + v + x + y + w = 0 provided that (PQ)m =
0.
Multiplying (5) from the left by P and from the right by Q , we obtain
u(PQ)m−1 + (v + x + y + w)(PQ)m = 0. (6)
If (PQ)m−1 = (PQ)m, then u = 0 (since then (PQ)m−1 is not in 0). If (PQ)m−1 = (PQ)m = 0, then
(6) takes the form u(PQ)m−1 = 0, so that again u = 0. Finally, if (PQ)m−1 = (PQ)m and (PQ)m = 0,
then rewriting (6) as
u((PQ)m−1 − (PQ)m) = 0
yields the same conclusion u = 0.
So, we have proved that u = 0 in (5). Analogously, v = 0. It remains to consider
x(PQ)m−1P + y(QP)m−1Q + w(PQ)m = 0, (7)
where x + y + w = 0 unless (PQ)m = 0. After multiplication by P from the left, (7) becomes
x(PQ)m−1P + (y + w)(PQ)m = 0.
Reasoning analogous to the one we used when considering (6) shows that x = 0. Similarly, y = 0, so
that (7) boils down to w(PQ)m = 0. But then w = 0 for (PQ)m = 0 (since (PQ)m is not in 0) and
w = 0 for (PQ)m = 0. This completes the proof. 
Lemma 2.2. For i = 1, 2, let Pi and Qi be idempotents in an associative complex algebra Bi and suppose
(Pi,Qi) is of the type (mi, ki, i). Denote by Ai the algebra generated by Pi and Qi. If (m1, k1, 1) =
(m2, k2, 2), then A1 and A2 are isomorphic.
Proof. We claim that the map 	 : A1 → A2 defined by
	
(
a1P1 + b1Q1 + a2P1Q1 + b2Q1P1 + · · · + c(P1Q1)m
)
= a1P2 + b1Q2 + a2P2Q2 + b2Q2P2 + · · · + c(P2Q2)m (8)
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is awell-defined algebra isomorphism. Indeed, by the construction of the lists
(1)
0 and
(2)
0 associated
withA1 andA2, respectively, we may assume that the linear combinations on the left and right of (8)
are formed by elements of
(1)
0 and
(2)
0 only. As (P1,Q1) and (P2,Q2) have the same types, a specific
product of P1 and Q1 appears on the left if and only if the same product with P1 and Q1 replaced by P2
and Q2 is present on the right. Now suppose we have two linear combinations A and B of elements of
the list 
(1)
0 and
A − B = u1P1 + v1Q1 + u2P1Q1 + v2Q1P1 + · · · + c(P1Q1)m = 0.
The products are all from the list 
(1)
0 . Since these are linearly independent by virtue of Lemma 2.1,
it follows that all coefficients are zero. This implies that 	(A) = 	(B). Thus, 	 is well-defined. It is
clear that 	 is linear, multiplicative, and surjective. To show that 	 is injective, suppose (8) is zero.
The products P2,Q2, P2Q2,Q2P2, . . . , (P2Q2)
m are all from the list 
(2)
0 . Lemma 2.1 tells us that the
coefficients must all be zero and hence
a1P1 + b1Q1 + a2P1Q1 + b2Q1P1 + · · · + c(P1Q1)m = 0,
as desired. 
Lemma 2.2 yields the “if” portion of Theorem 1.3. By Lemma 2.1, the dimension of the algebra
generated by P and Q is equal to the length of the list0. Thus, the dimension is 4m − k − 1 if  = 0
and 4m − k if  = 1. Since every finite-dimensional associative algebra over C of dimension M has
a faithful representation as a subalgebra of C(M+1)×(M+1), it follows that the n in Theorem 1.2 can
actually be chosen to be 4m − k + .
We are left with the “only if” part of Theorem 1.3. It suffices to prove that if A1 and A2 have the
same dimension but (P1,Q1) and (P2,Q2) are of different types, then A1 and A2 are not isomorphic.
Thus, there are two cases we have to study: the case of the types (m, k, 0) and (m, k + 1, 1) with
1 ≤ k ≤ 3 and the case of the types (m + 1, 4, 0) and (m, 1, 1).
We denote by Ln the linear hull of all products in the list  whose order is at least n.
Lemma 2.3. Let (P,Q) have the type (m, k, 0). If P ∈ A is an idempotent, then one of the following is
true:
(a) P = 0;
(b) P = P + L with L ∈ L2;
(c) P = Q + L with L ∈ L2;
(d) P = P + Q − (PQ + QP) + (PQP + QPQ) − (PQPQ + QPQP) + · · · .
Proof. Let P = xP + yQ + L with L ∈ L2. Then P2 = x2P + y2Q + L′ with L′ ∈ L2. Since P and Q are
always on the list0, it follows that for P to be an idempotent it is necessary that x
2 = x and y2 = y.
For (x, y) = (1, 0) and (x, y) = (0, 1) we arrive at (b) and (c), respectively.
Suppose (x, y) = (0, 0). We claim that then P = 0. To prove this, assume P = 0. We have
P = x2P + y2Q + x3PQP + y3QPQ + · · ·
and may assume that the coefficient of a product is zero if this product is not in the list 0. Because
P = 0, there is a smallest n ≥ 2 such that (xn, yn) = (0, 0). Thus, P = xnU+ynV + Lwhere L ∈ Ln+1
and U, V are products of the order n. Since (xn, yn) = (0, 0), one of the products U and V is a member
of the list 0. We get
P2 = x2nU2 + xnyn(UV + VU) + y2nV2 + L′
with L′ ∈ Ln+1. As U2, UV + VU, V2 are also in Ln+1, we see that P = P2 ∈ Ln+1, which implies
that xnU + ynV ∈ Ln+1. What results is that a member of the list 0 is a linear combination of
the remaining members of the list, and this contradicts Lemma 2.1. Thus, if (x, y) = (0, 0), we have
case (a).
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Let finally (x, y) = (1, 1). Then
P = P + Q + x2PQ + y2QP + L =: P + Q + B (9)
with L ∈ L3. We have P2 = (P + Q)2 + (P + Q)B + B(P + Q) + B2. Clearly, B2 ∈ L3 and
(P + Q)B = x2P + y2QP + L′, B(P + Q) = x2PQ + y2QP + L′′
with L′, L′′ ∈ L3. It follows that
P2 = P + Q + PQ + QP + 2x2PQ + 2y2QP + L′′′ (10)
with L′′′ ∈ L3. Comparison of (9) and (10) shows that x2 = −1 if PQ is in0 and y2 = −1 ifQP belongs
to0. In case one of the products PQ ,QP is not in0, we have L3 = {0} and hence P = P + Q − PQ
or P = P + Q − QP, which is as in (d). Otherwise we get P = P + Q − PQ − QP + L with L ∈ L3. If
L3 = {0}, the proof is complete.
So assume L3 contains PQP or QPQ . We then have
P = P + Q − PQ − QP + x3PQP + y3QPQ + N =: P + Q − PQ − QP + C (11)
where N ∈ L4, with the convention that x3 = 0 if PQP is not in0 and y3 = 0 if QPQ is not in0. The
square P2 equals
(P + Q − PQ − QP)2 + (P + Q − PQ − QP)C + C(P + Q − PQ − QP) + C2.
Since C2 ∈ L4 and
(P + Q − PQ − QP)C = x3PQP + y3QPQ + N′,
C(P + Q − PQ − QP) = x3PQP + y3QPQ + N′′,
with N′,N′′ ∈ L4, it follows that
P2 = P + Q − PQ − QP − PQP − QPQ + 2x3PQP + 2y3QPQ + N′′′ (12)
with N′′′ ∈ L4. Now compare (11) and (12). If QPQ is not in 0, then the terms with QPQ may be
assumed to be absent in (12). In that case PQP is on the list 0 and hence x3 = 1. Analogously, if PQP
is not in 0, then y3 = 1. Finally, in case both PQP and QPQ are on the list 0, we get x3 = y3 = 1.
Continuing in this way we obtain
x4 = y4 = −1, x5 = y5 = 1, x6 = y6 = −1, . . .
as long as the products associated with the coefficients belong to 0. This proves that P must be as
in (d). 
Lemma 2.4. If (P1,Q1) has the type (m, k, 0) with 1 ≤ k ≤ 3 and (P2,Q2) is of the type (m, k + 1, 1)
then the corresponding algebras A1 and A2 are not isomorphic.
Proof. Assume 	 : A2 → A1 is an isomorphism and put P = 	(P2), Q = 	(Q2). Then P and Q are
idempotents which generateA1, and the type of the pair (P,Q ) is (m, k+1, 1). We denote P1,Q1,A1
by P,Q ,A. By Lemma 2.3 and by symmetry, we may assume that we have one of the following three
cases:
(C1) P = P + x2PQ + y2QP + · · · , Q = P + a2PQ + b2QP + · · · ,
(C2) P = P + x2PQ + y2QP + · · · , Q = Q + a2PQ + b2QP + · · · ,
(C3) P = P + x2PQ + y2QP + · · · , Q = P + Q − (PQ + QP) + · · · .
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Case (C1). In this case we have
PQ = P + a2PQ + y2QP + L, (PQ )2 = P + a2PQ + y2QP + L′
and so on, until
(PQ )m = P + a2PQ + y2QP + L′′
with L, L′, L′′ ∈ L3. Analogously,
(QP)m = P + x2PQ + b2QP + L′′′
with L′′′ ∈ L3. As (P,Q ) is of the type (m, k + 1, 1), the equality (PQ )m = (QP)m holds and hence
(a2 − x2)PQ + (y2 − b2)QP ∈ L3.
If PQ belongs to the list0, this implies that a2 = x2, and in case QP is in0, we get y2 = b2. In either
case,
P − Q = (x3 − a3)PQP + (y3 − b3)QPQ + · · · ∈ L3.
It follows that
(P − Q )2 ∈ L5, (P − Q )3 ∈ L7, . . . , (P − Q )m ∈ L2m+1.
By Lemma 1.1, L2m+1 = {0}. Thus,
(P − Q )m = 0. (13)
Now consider the lists and0 associated with P and Q . The element (P−Q )m is a nontrivial linear
combination of the first 2m products on the list. As0 has length 4m− 1− k ≥ 4m− 4 ≥ 2m, the
first 2m products of belong all to0 and are therefore linearly independent. This shows that (13) is
impossible.
Case (C2). The product PQ belongs to the linear hull of {PQ} ∪L3. This implies that (PQ )2 is in the
linear hull of {(PQ)2} ∪ L5, that (PQ )3 lies in the linear hull of {(PQ)3} ∪ L7, and so on. Eventually,
(PQ )m is an element of the linear hull of {(PQ)m} ∪ L2m+1 = {0}, that is, (PQ )m = 0. But this cannot
happen if the type is (m, k + 1, 1).
Case (C3). It can be checked straightforwardly that UQ = U for every U from the list . Conse-
quently, PQ = P. This implies that P and PQ are linearly dependent. But as (P,Q ) is of the type
(m, k + 1, 1), the first 4m − k − 1 products of the list  must be in 0 and thus linearly indepen-
dent. Because 4m − k − 1 ≥ 7 − k ≥ 4, the elements P,Q , PQ ,QP are linearly independent. This
contradiction shows that case (C3) is impossible as well. 
Lemma 2.5. If (P1,Q1) has the type (m + 1, 4, 0) and (P2,Q2) is of the type (m, 1, 1) then the corre-
sponding algebras A1 and A2 are not isomorphic.
Proof. This can be proved in the same way as Lemma 2.4. This time (P,Q ) has the type (m, 1, 1) and
P,Q are of the form as in the cases (C1) to (C3) in the proof of Lemma 2.4. In the case (C1)we get as
in that proof that (P − Q )m = 0. The length of 0 is 4m − 1 ≥ 2m, which implies that all products
of order at most 2m belong to 0 and that therefore (P − Q )m cannot be zero. In the case (C2) we
obtain as in the proof of Lemma 2.4 that (PQ )m = 0, which is impossible for the type (m, 1, 1). In the
case (C3), we have again PQ = P, and since the list 0 is of length 4m − 1 ≥ 7, the elements P and
PQ are linearly independent. Thus, we arrive again at a contradiction. 
Proof of Theorem 1.3. Lemma 2.2 proves the “if” part. From Lemmas 2.4 and 2.5 we infer that the
algebras are not isomorphic in the critical cases where they have the same dimension but are gener-
ated by pairs of different types. In all other cases the algebras generated by pairs of different types
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have different dimensions and hence cannot be isomorphic. This completes the proof of the “only if”
portion. 
3. Group inversion
Proof of Theorem1.4. Suppose first thatσ = 0. Then the 4m−1 equations of the introduction provide
us with an X ∈ A such that A2X = A. Analogously we get a Y ∈ A such that YA2 = A. Consequently,
A is group invertible in A (see [9,14,16]). Let G ∈ A be the group inverse. We show that the equation
A2X = 0 has only the solution X = 0 inA. This implies that the equation A2X = A is uniquely solvable
in A, and since it is satisfied by both the X of Theorem 1.4 and G, we arrive at the desired conclusion
that X = G.
Thus, let X be of the form (3) and suppose A2X = 0. Wemay assume that X is a linear combination
of terms in 0. The product A
2X may also be written as a linear combination of the elements in
0, and as these are linearly independent, all coefficients must be zero. The coefficients of P and Q
are α1x1 and β1y1. Since α1 = a21 = 0 and β1 = b21 = 0, we conclude that x1 = y1 = 0. The
coefficient of PQ is α1x2 + (α1 + α2)y1 = α1x2. If PQ ∈ 0, we get α1x2 = 0 and thus x2 = 0.
In case PQ is not in 0, the term x2PQ is missing in (3) and hence the coefficient of PQ in A
2X is
automatically zero. Analogously, the coefficient of QP in A2X is β1y2 + (β1 + β2)x1 = β1y2, which
gives y2 = 0 if QP ∈ 0 and shows that y2QP is not present in (3) and that the coefficient of QP in A2X
is automatically zero if QP /∈ 0. Continuing in this way we arrive at the conclusion that each of the
coefficients x1, y1, x2, y2, . . . , x2m−1, y2m−1 is either zero or missing in (3). The coefficient of (PQ)m
in A2X is σ 2z + λ = σ 2z with σ = 0. If (PQ)m ∈ 0, we get z = 0, while if (PQ)m = 0, the term
z(PQ)m in (3) is missing. In summary, we have shown that X = 0. This completes the proof in the case
where σ = 0.
Now suppose σ = 0. In this case we denote the elements (1) and (3) by A0 and X0. Put A1 =
A0 + (PQ)m. Clearly, the sum of the coefficients of A1 is 1. From what was already proved we know
that A1 has a group inverse X1 of the form (3). The proof of the theoremwill be complete once we have
shown that X0 := X1 − (PQ)m satisfies A20X0 = A0, X20A0 = X0, and A0X0 = X0A0.
The product of an element of the form (1) or (3) and (PQ)m is equal to the product of the sum of
the coefficients of this element and (PQ)m. The sums of the coefficients of A0, X0, A1, X1 are 0, 0, 1, 1,
respectively. Since A21(PQ)
m = (PQ)m, it follows that
A21X0 = A21(X1 − (PQ)m) = A1 − (PQ)m = A0,
and as A0(PQ)
m = (PQ)mA0 = 0 and hence
A21 = (A0 + (PQ)m)2 = A20 + A0(PQ)m + (PQ)mA0 + (PQ)2m = A20 + (PQ)m,
we obtain that A20X0 + (PQ)mX0 = A0, which gives A20X0 = A0. Analogously, because X21(PQ)m =
(PQ)m, we have
X21A0 = X21(A1 − (PQ)m) = X1 − (PQ)m = X0,
and taking into account that X21 = X20 + (PQ)m, we get X20A0 + (PQ)mA0 = X0 and thus X20A0 = X0.
Finally, the equality A1X1 = X1A1 reads
(A0 + (PQ)m)(X0 + (PQ)m) = (X0 + (PQ)m)(A0 + (PQ)m),
which cancels down to A0X0 = X0A0. 
4. Additional remarks
Remark 4.1. Theorem 1.4 is no longer true without the assumption that a1 = 0 and b1 = 0. To see
this, let
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P =
⎛
⎝ I I
0 0
⎞
⎠ , Q =
⎛
⎝ I 0
C 0
⎞
⎠
and put A = Q + PQ − QP. Clearly,
(PQ)2 =
⎛
⎝(I + C)2 0
0 0
⎞
⎠ , A =
⎛
⎝I + C −I
0 −C
⎞
⎠ , A2 =
⎛
⎝(I + C)2 −I
0 C2
⎞
⎠ .
ChoosingC so that I+C is the Jordanblockof order 2with zeros on themaindiagonal,weget (PQ)2 = 0
and thus (PQ)3 = (QP)3 = 0, while rank A = 3 and rank A2 = 2, which implies that A is not group
invertible.
Remark 4.2. For commuting idempotents the subject of this paper is trivial. Indeed, write A = aP +
bQ + cPQ ∈ A as
A = aπ1 + bπ2 + (a + b + c)π3 := a(P − PQ) + b(Q − PQ) + (a + b + c)PQ .
We haveπiπj = δijπij and henceA is isomorphic to the algebra of all diagonal matrices in Cn×n where
n is the number of different nonzero elements on the list π1, π2, π3. We remark that Theorem 1.3 is
not true in the casem = 1, that is, for commuting idempotents. To see this, let
P1 =
⎛
⎝1 0
0 1
⎞
⎠ , P2 =
⎛
⎝1 0
0 0
⎞
⎠ , Q1 = Q2 =
⎛
⎝0 0
0 1
⎞
⎠ .
ThenA1 andA2 are both isomorphic to the algebra of all 2-by-2 diagonal matrices. However, (P1,Q1)
has the type (1, 2, 1), while (P2,Q2) is of the type (1, 1, 0).
Letting α† = 1/α if α = 0 and 0† = 0, we see that
X = a†π1 + b†π2 + (a + b + c)†π3
is the group inverse of A. The situation is almost equally simple for algebras generated by an arbitrary
finite number of commuting idempotents; see, for instance, Section 10 of [4].
Remark 4.3. Our paper [3] contains a criterion for Drazin invertibility in the W∗-algebra generated
by two orthogonal projections on Hilbert space. No additional conditions are required there. In that
paper it is also clarified when the Drazin inverse is the group inverse. See also Section 9 of [4]. We
remark that if P and Q are orthogonal projections on Hilbert space, then (PQ)m = (QP)m if and only
if PQ = QP.
Remark 4.4. Let B be a Banach algebra and P,Q ∈ B be idempotents. Instead of requiring that
(PQ)m = (QP)m (which implies that (PQ)m = (PQ)m+1 and hence that the spectrum of PQ is a subset
of {0, 1}),wenowdemand that the spectral radius ofPQ is strictly less than1. Then‖(PQ)j‖goes to zero
exponentially fast as j → ∞. Thus, deleting in the expression for X in Example 1.5 the last term and
replacing the sums by
∑∞
j=0, we obtain absolutely converging series for a well-defined element X ∈ B,
X =
∞∑
j=0
[(
j + 1
a
+ j
b
)
P(QP)j +
(
j
a
+ j + 1
b
)
Q(PQ)j
]
−
∞∑
j=0
[(
j + 1
a
+ j + 1
b
)
P(QP)jQ +
(
j + 1
a
+ j + 1
b
)
Q(PQ)jP
]
.
One can verify straightforwardly thatA2X = A,AX = XA, and X2A = X forA = aP+bQ . Consequently,
X is the group inverse of A.
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Remark 4.5. SupposeB is anassociativealgebraandP,Q ∈ B are idempotents, subject tonoadditional
conditions. Form ≥ 1, we denote by Jm the ideal inA generated by (PQ)m − (QP)m, that is, the set of
all finite sums of the form
∑
i Ai((PQ)
m − (QP)m)Bi with Ai, Bi ∈ A ∪ {1}, where 1 · a = a · 1 := a.
Since
P[(PQ)m − (QP)m] = (PQ)m − (QP)m − [(PQ)m − (QP)m]P,
Q [(PQ)m − (QP)m] = (PQ)m − (QP)m − [(PQ)m − (QP)m]Q ,
we actually have
Jm =
{
k[(PQ)m − (QP)m] + [(PQ)m − (QP)m]A : k ∈ Z, B ∈ A
}
. (14)
It is easily seen that J1 ⊃ J2 ⊃ J3 ⊃ · · · and that Jm = Jm+1 implies that Jm = Jm+k for all
k ≥ 1. It is also clear that Jm = {0} if and only if (PQ)m = (QP)m. Consider the quotient algebra
A = A/Jm and put P = P + Jm, Q = Q + Jm. Obviously, (PQ )m = (QP)m. If Jm−1 = Jm, we also
have (PQ )m−1 = (QP)m−1. Let A ∈ A be a finite sum of the form
A = a1P + b1Q + a2PQ + b2QP + · · ·
with a1 = 0 and b1 = 0 and determine the coefficients of the formal series
X = x1P + y1Q + x2PQ + y2QP + · · ·
by comparing the coefficients of A2X and A. If Jm−1 = Jm, we can apply Theorem 1.4 to A to conclude
that the element X = Xm + Jm given by
Xm = x1P + y1Q + x2PQ + y2QP
+ · · · + x2m−1(PQ)m−1Q + y2m−1(QP)m−1Q + x2m(PQ)m
is the group inverse of A = a1P + b1Q + a2PQ + b2QP + · · · . Equivalently,
A2Xm − A ∈ Jm, X2mA − Xm ∈ Jm, AXm − XmA ∈ Jm.
Consequently, if A is group invertible in A, that is, if there is a G ∈ A such that A2G = A, G2A = G,
AG = GA, then G − X ∈ Jm. Thus, we have the group inverse at least modulo Jm.
If B is finite-dimensional, and in particular if B = Cn×n, there is a smallest natural numberm such
that
J1  J2  · · ·  Jm = Jm+1 = Jm+2 = · · · .
From what was said in the preceding paragraph, we get the group inverse of matrices A ∈ Amodulo
Jm. For example, if B = C2×2 and
P =
⎛
⎝1 1
0 0
⎞
⎠ , Q =
⎛
⎝0 0
1 1
⎞
⎠ ,
then (PQ)m = P = Q = (QP)m for all m ≥ 1 and J1 = J2 = J3 = · · · is the ideal of matrices of
rank at most 1. More generally, if P and Q are n × n matrices and (PQ)m − (QP)m has rank r, then
(14) implies that Jm is a subset of the matrices of rank at most r. In caseA is infinite-dimensional and
(PQ)m = (QP)m for allm ≥ 1, we can obtain at least in principle the group inverse of A ∈ Amodulo
∩∞m=1Jm.
Remark 4.6. Suppose B is a Banach algebra with identity element I. Let P and Q be two idempotents
in B and let A stand for the smallest closed subalgebra of B which contains I, P,Q . For A ∈ B, we
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denote by σB(A) the spectrum of A in B. The following result was established by Roch and Silbermann
[17], and Gohberg and Krupnik [12,13]. A full proof is also in [2].
Put T = (P − Q)2. For each point λ ∈ σB(T) the map Fλ : {I, P,Q} → C2×2 given by
Fλ(I) =
⎛
⎝1 0
0 1
⎞
⎠ , Fλ(P) =
⎛
⎝1 0
0 0
⎞
⎠ , Fλ(Q) =
⎛
⎝1 − λ w(λ)
w(λ) λ
⎞
⎠ ,
where w(λ) := √λ(1 − λ) denotes any number the square of which equals λ(1 − λ), extends to a
continuous algebra homomorphism of A to C2×2, and for each point λ ∈ σB(P + 2Q) ∩ {0, 1, 2, 3} the
map Gλ : {I, P,Q} → C given by Gλ(I) = 1 and
G0(P) = 0, G0(Q) = 0, G1(P) = 1, G1(Q) = 0,
G2(P) = 0, G2(Q) = 1, G3(P) = 1, G3(Q) = 1
extends to a continuous algebra homomorphism ofA to C. An element A ∈ A is invertible in B if and only if
det Fλ(A) = 0 for all λ belonging to σB(T) \ {0, 1} and Gλ(A) = 0 for all λ ∈ σB(P + 2Q)∩ {0, 1, 2, 3}.
Now suppose (PQ)m = (QP)m. Since
Fλ[(PQ)m] =
⎛
⎝(1 − λ)m (1 − λ)m−1w(λ)
0 0
⎞
⎠ ,
Fλ[(QP)m] =
⎛
⎝ (1 − λ)m 0
(1 − λ)m−1w(λ) 0
⎞
⎠ ,
we necessarily have σB(T) ⊂ {0, 1}. This reveals once more that the condition (PQ)m = (QP)m is
highly restrictive. Anyway, because σB(T) \ {0, 1} is empty, invertibility in B of elements A ∈ A is
completely determined by the at most four one-dimensional representations Gλ.
Let A be of the form (1). Then G0(A) = 0, G1(A) = a1, G2(A) = b1, G3(A) = σ (= the sum of
all coefficients). Thus, if a1, b1, σ are nonzero, then A is invertible in B if and only if 0 is not in the
spectrum σB(P + 2Q), that is, if and only if P + 2Q is invertible in B, which is in turn equivalent to
the invertibility in B of simply P + Q . Choosing B = A, we conclude that A is invertible in A if and
only if P + Q is invertible in A. Analogously, considering dI + A instead of A, we get G0(dI + A) = d,
G1(dI+A) = d+a1,G2(dI+A) = d+b1,G3(dI+A) = d+σ . Consequently, ifd /∈ {0,−a1,−b1,−σ },
then dI + A is always invertible.
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