which is always negative for values of 1 27:02. Since the reset control system produces crossings with the reset surface with intervals that are lesser than 27.02, then it is not guaranteed that the reset control system be stable in this case. Fig. 5 shows a simulation for this system, comparing closed loop outputs both for the base and the reset control system, for 1 m = 0:1. Using again Proposition 4.1, it can be concluded that the closed-loop reset system is asymptotically stable if reset intervals 1 k , k = 0; 1; ..., are always greater than 1 m = 27:1. Fig. 6 shows a simulation for 1 m = 30, showing that the system is stable in spite that the base system is oscillating. For values of 1m closer to the stability limit the response become increasingly oscillating.
I. INTRODUCTION
Markovian jump systems have been widely used to model abrupt changes in structures, such as random failures of the components, sudden disturbances, variations of the environment, and changes of the subsystem interconnections. Many researchers have been attracted to this field and a lot of problems have been investigated, including H1 control, H1 filtering, output control, etc [2] , [4] , [6] , [12] , [13] , [17] - [19] .
On the other hand, the existence of time delays is very common in practical systems, such as network based control systems, chemical processes and communication systems. It is also well known that time delays may lead to oscillation, divergence and even instability [9] , and a lot of work has been conducted to the systems with time delays [8] , [10] . Meanwhile, considerable amount of efforts have been paid to the analysis and synthesis problems for Markovian jump systems with time delays [1] , [3] , [11] , [15] . As one of the most important and fundamental issues to be addressed, the stability characteristics of Markovian jump systems with time delays has been studied by many researchers. A delay-independent exponential stability criterion was proposed in [16] . Since the criterion allows the time delay to be arbitrarily large, it tends to be conservative in general. Special interests have been given to obtain delay-dependent criteria for Markovian systems with time delays. In [20] , a simple exponential stability criterion was obtained for Markovian jump system with mode-dependent delays, however, it will turn to be inapplicable when the delays change rapidly. Furthermore, though the decay rate can be computed, it is a fixed value that one cannot adjust to deduce if a larger decay rate is possible. In [14] , the authors proposed a new exponential stability criterion by choosing a new Lyapunov-Krasovskii functional and introducing some slack variables to reduce the conservatism caused by bounding techniques. However, these delay-dependent results assume the time delay is constant or varying between zero and an upper bound, while in practice, the lower bound may not be restricted to be zero.
In this technical note, we focus on the exponential stability conditions for Markovian jump systems with mode-dependent interval time-varying delays. To this end, an appropriate Lyapunov-Krasovskii functional (LKF) is established with the idea of partitioning the lower bound, which is inspired by the ideas presented in [5] , [7] . Then a less conservative delay-range-dependent exponential stability criterion is derived based on the new LKF, which is efficient in treating both fast and slow time-varying delays. Finally, numerical examples are given to demonstrate the advantages of our method.
Notation: The notation used in this technical note is standard. n represents the n-dimensional Euclidean space. For real symmetric matrices X and Y , the notation X > Y means that the matrix X 0 Y is positive definite. The superscripts "T " and "01" represent matrix transposition and matrix inverse respectively; 0 m;n denotes zero matrix with m 2 n dimensions; an asterisk 3 represents a term that is induced by symmetry. k 1 k stands for the Euclidean norm for matrices and j 1 j denotes the spectral norm for vectors. j j h = sup 0h s0 j (s)j for the family of any possible continuous . Ef1g stands for the expectation operator with respect to some probability measure. Matrices are assumed to be compatible for algebraic operations if their dimensions are not explicitly stated.
II. PROBLEM FORMULATION
Consider the following linear state-delay systems with Markovian jumping parameters: _ x(t) = A (r(t)) x(t) + A d (r(t)) x (t 0 (r(t); t)) (1) x(t) = (t); t 2 [0h2; 0]; r(0) = r0 (2) where x(t) 2 n is the system state, A(r(t)) and A d (r(t)) are matrix functions of the random jumping process fr(t)g, r(t) is a finite state where 1 > 0, and ij 0, for i 6 = j, is the transition rate from mode i at time t to mode j at time t + 1 and s j=1;j6 =i ij = 0 ii (4) for each mode i 2 S, o(1)=1 ! 0. i(t) denotes the mode dependent time-varying state delay in the system, and satisfies the following condition: 
where and are called the decay coefficient and decay rate, respectively.
III. MAIN RESULTS
In this section, we present our new exponential stability criterion for Markovian jump system with mode-dependent time-varying delays. 
ij Q 1j Q 1 (10) h 12 W T R R2WR W P = I n ;0 n;(m+2)n ; W P = [A i ;0 n;mn ;A di ;0 n ] WQ =[Imn; 0mn;3n]; WQ =[0mn;n; Imn;0mn;2n] W Q =[0 n;mn ;I n ;0 n;2n ]; W Q = 0 n;(m+1)n ;I n ;0 n WQ = 0 n;(m+2)n ;In ; WR =[Ai; 0n;mn; A di ;0n] W R = I n ;0I n ;0 n;(m+1)n ; h 12 = h 2 0 h 1 : WR =[0n;mn; In;0In;0n]; WR = 0 n;(m+1)n ;In;0In :
Proof: First in order to cast our model into the framework of the Markov processes, we define a new process f(xt; rt);t 0g by xt(s) = x(t + s); t0 h2 s t:
Now, take the stochastic Lyapunov-Krasovskii functional candidate as V (x t ;i;t) = e t V 1 (x t ;i;t)+ 4 j=2 V j (x t ;i;t) (12) where V 1 (x t ;i;t) = x T (t)P i x(t) V2(xt;i;t) = The weak infinitesimal operator F is defined as [19] FV (x t ;r t ;t)= lim (14) Suppose i = (i(t) 0 h1)=(h2 0 h1), we have the following equations:
By using Jensen's inequality, we have
Based on (13)- (17), we obtain As 0 i 1, it is obvious that FV < 0 if (8), (9), (10) and (11) hold. If (8), (9) hold. Meanwhile, (10) and (11) also hold in this case, since For any 0h2 t 0 i(t) h2, the following inequality is true: jx (t 0 i (t))j maxf1; dgj j h = dj j h : 
For the case h1 t < h2, 0 < t < h1, with the same method, it is easy to find that E jx(t)j 2 < (h1; h2)e 0t j j 2 h :
According to (21) So from Definition 1, we know that the Markovian jump system in (1) is exponentially stable with the decay rate . Then the proof is completed.
Remark 1:
The new criterion is based on the idea of delay partitioning. Here, we treat with the interval time-varying delay as two parts: the constant delay part h1 and the time-varying part h2 0 h1, then partition the constant part. The proposed result is much less conservative, and the conservatism will be reduced with the partitioning number m increases, which will be well illustrated with some numerical examples.
From the proof of Theorem 1, we can easily have the following corollary, which dedicates the way to calculate decay coefficient .
Corollary 1: For a given decay rate and an integer m 1, if there exist Pi > 0, Q1i 0, Q2i 0, Q3i 0, Q1 0, Q2 0, R1 > 0, R 2 > 0, such that (8), (9), (10) and (11) hold for any i 2 S, then an estimate of the decay coefficient for Markovian jump system with mode dependent time-varying delays is given by (h1; h2), which is already defined in (21) .
With the case that h 1 = h 2 = > 0, the mode-dependent time delay i(t) becomes a constant one. Then we can have the following proposition. for i = 1; 2; . ..;N, where W P =[I n ; 0 n;mn ]; W P = A i ; 0 n;(m01)n ; A di WQ =[Imn; 0mn;n]; WR = Ai; 0 n;(m01)n ; A di W Q =[0 mn;n ; I mn ]; W R = I n ; 0I n ; 0 n;(m01)n :
Proof: Choose a Lyapunov-Krasovskii functional candidate as follows:
V (x t ; i; t) = e t V 1 (x t ; i) + V 2 (x t ; i; t) + V 3 (x t ; i; t) ( Then with the same method presented in proving Theorem 1, we can obtain the result in Proposition 1.
Remark 2:
It is worth mentioning that even with the case m = 1, our method still outperforms that in [14] . The reduced conservatism of Proposition 1 benefits from V 2 (x t ; i; t), which is selected to be mode dependent in our technical note. Moreover, the proposed proposition requires less computational complexity than the method in [14] in terms of the number of variables. There are (2:5s + 1)n 2 + (0:5s + 1)n variables needed to solve Theorem 1 in [14] , compared with (s+1)n 2 + (s+1)n needed by Proposition 1. As s and n are all positive numbers, the advantage of our criterion in computational complexity is obvious, especially when s and n are large. 
IV. NUMERICAL EXAMPLES
In this section, we will use two numerical examples to illustrate the advantages of the proposed criteria in this technical note. For a prescribed decay rate = 1:2 and a given 11, we assume 22 = 00:3, the comparison results of time delay via different methods are given in Table I . Then fix time delay = 0:4 to find the maximum decay rate between different methods, which is presented in Table II .
From Table I and Table II , we can see that even with the case m = 1, our results still outperform those in [14] . Example 2: Consider a Markovian jump system in (1) and (2) First, for given h 1 = 0:5, we record the upper bounds h 2 of the time delays via different decay rate in Table III , which satisfy (8), (9), (10) and (11) . Then, we record the maximum decay rate via different upper bounds h 2 in Table IV. It can be seen from Table III and Table IV that the conservatism will be reduced with m increasing. 
V. CONCLUSION
In this technical note, new criteria for exponential stability of Markovian jump system with mode-dependent time delays have been established in terms of LMIs. With the idea of partitioning the lower bound of the interval time delays, a new Lyapunov Krasovskii functional has been constructed, and novel exponential stability criteria with guaranteed decay rate is obtained for the system. The method to estimate relevant decay coefficient is also presented. Numerical examples have illustrated the merits of the proposed criteria, which are less conservative than existing result. The method presented in the technical note could also be extended to treat with filter and controller design for Markovian jump systems with mode-dependent time delays, and also could be used to networked control systems with integrated communication delay and multiple package dropouts.
Reducing the Complexity of the Sum-of-Squares Test for Stability of Delayed Linear Systems
Yashun Zhang, Matthew Peet, and Keqin Gu 
I. INTRODUCTION
In this technical note, we consider stability of linear time-delay systems with fixed delays. The existence of a monotonically decreasing quadratic Lyapunov function is necessary and sufficient for stability of these systems [6] , [9] , [15] . As is customary, we refer to these Lyapunov functions as Lyapunov-Krasovskii functionals as the state-space is infinite dimensional. The problem of finding such a functional is considered computationally intractable. An obvious solution is to use simplified versions of the functional. Naturally, however, stability conditions derived in such a manner will be conservative [6] [2, 3] , [3, 3] , [4, 4] , [5, 5] ; the '5'-points denote the cases with monomial degree d = 1, 2.
to this dilemma was proposed in [4] which used a "discretized" version of the Lyapunov-Krasovskii functional. The product was a series of sufficient conditions which appears to converge to necessity as the level of discretization is increased. The significance of this work is that it gives a quantifiable tradeoff between computational complexity and accuracy of the stability test. See Fig. 1 in the numerical example. In [20] and [21] , the problem was approached using polynomials instead of discretized functionals. We refer to this result as the Sum-of-Squares (SOS) method. The advantage of the Sum-of-Squares approach is that it is easily generalized to nonlinear and uncertain systems [17] . It should be pointed out that it is possible to asymptotically approach the analytical limit of stability without the complete quadratic LyapunovKrasovskii functional. An interesting method that accomplishes this is the delay partitioning method described in [3] . In all of the above cases, the conditions are expressed using semidefinite programming (SDP) [14] , [18] . A problem with both the discretized functional method and the Sum-of-Squares method is that the computational cost increases quickly for large systems with multiple delays. In most practical systems, although the number of state variables is rather large, there are relatively few delayed elements and these delayed elements enter through low-rank coefficient matrices. Examples include a nuclear reactor model described in [10, Eq. (3.1), Ch. 2]; chemostat models in microbiology described in [10, Eq. (5.4), Ch. 2]; or any controlled system with delayed feedback. However, this feature is not typically leveraged when deriving stability conditions. In this technical note, we reformulate the standard model of time-delayed equations by using coupled differential-difference equations with a single delay in each feedback channel. The idea is that if the dimension of the feedback channel is substantially smaller than the number of states, then this formulation allows us to exploit this low-dimensional structure to potentially reduce the computational cost of stability analysis [7] . In addition, using coupled differential-difference equations allows us to address a larger class of systems that includes time-delay systems of both retarded and neutral type.
Coupled differential-difference equations have been studied for some time. See [2] , [22] and [25] . Asymptotic stability analysis based on the input-to-state stability of the difference equations was given in [23] . This result was strengthened to uniform asymptotic stability and extended to the general coupled differential-functional equations in [8] , which also considered the possibility of reducing the complexity of the discretized Lyapunov-Krasovskii functional method.
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