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Abstract
In this work, we study the existence of almost automorphic solutions for some partial functional dif-
ferential equations. We prove that the existence of a bounded solution on R+ implies the existence of an
almost automorphic solution. Our results extend the classical known theorem by Bohr and Neugebauer on
the existence of almost periodic solutions for inhomegeneous linear almost periodic differential equations.
We give some applications to hyperbolic equations and Lotka–Volterra type equations used to describe the
evolution of a single diffusive animal species.
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1. Introduction
The aim here is to study the existence of almost automorphic solutions for the following partial
functional differential equation⎧⎨⎩
d
dt
u(t) = Au(t)+L(ut )+ f (t), for t  0,
u0 = ϕ ∈ C := C
([−r,0];X), (1.1)
✩ This research is supported by TWAS Grant under contract No. 03-030 RG/MATHS/AF/AC.
* Corresponding author.
E-mail addresses: ezzinbi@ucam.ac.ma (K. Ezzinbi), gnguerek@morgan.edu (G.M. N’Guérékata).0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.05.036
K. Ezzinbi, G.M. N’Guérékata / J. Math. Anal. Appl. 328 (2007) 344–358 345where A is a linear operator on a Banach space X not necessarily densely defined and satisfies
the Hille–Yosida condition: there exist M  0, ω ∈ R such that (ω,+∞) ⊂ ρ(A) and∣∣(λ−A)−n∣∣ M
(λ−ω)n , for n ∈ N, λ > ω,
where ρ(A) is the resolvent set of A and C is the space of continuous functions from [−r,0] to
X endowed with the uniform norm topology. L is a bounded linear operator from C to X and f
is an almost automorphic function from R to X, the history function ut ∈ C is defined by
ut (θ) = u(t + θ), for θ ∈ [−r,0].
We prove that the existence of a bounded solution on R+ implies the existence of an almost auto-
morphic solution of Eq. (1.1). The achievement of this goal will be done through several results.
We employ the variation of constants formula obtained in [2], we develop new fundamental re-
sults about the spectral analysis of the solutions and we establish a new principle reduction which
allows us to prove the existence of an almost automorphic solution.
Almost automorphic functions are more general than almost periodic functions and they were
introduced by S. Bochner [4,5], for more details about this topics we refer to the recent book [11]
where the author gave an important overview about the theory of almost automorphic functions
and their applications to differential equations. In [11], the author proved the existence of almost
automorphic solution for the following ordinary differential equation
d
dt
x(t) = Gx(t)+ e(t), t ∈ R, (1.2)
where G is a constant (n× n)-matrix and e :R → Rn is almost automorphic. He proved that the
existence of a bounded solution on R+ implies the existence of an almost automorphic solution.
The existence of almost automorphic solutions for differential equations in infinite dimensional
space has been studied by several authors. Recently in [8], the authors established the existence
of almost automorphic solutions for functional differential equations of neutral type, they proved
that the existence of a bounded solution on R+ implies the existence of an almost automorphic
solution. In [10], the authors studied the existence of almost automorphic solutions for the fol-
lowing partial functional differential equations with infinite delay{
dx
dt
(t) =Dx(t)+L(t)xt +K(t), for t  0,
x0 = ϕ ∈ B,
(1.3)
where D is the generator of a strongly continuous semigroup of linear operators on a Banach
space E which is equivalent by Hille–Yosida’s theorem that D satisfies the Hille–Yosida condi-
tion and D(D) = E. The phase space B is a linear space of functions mapping (−∞,0] into E
satisfying some axioms introduced by Hale and Kato [10], for all t  0, L(t) is a bounded linear
operator form B to E and periodic in t . For all t  0, the history function xt ∈ B is defined by
xt (θ) = x(t + θ), for θ  0.
The function K is an almost automorphic function from R to E. The authors proved that the
existence of a bounded mild solution on R+ of Eq. (1.3) is equivalent to the existence of an
almost automorphic solution. In [12], the author studied the existence of almost automorphic
solutions for the following semilinear abstract differential equation
d
x(t) = Cx(t)+ θ(t, x(t)), for t  0, (1.4)dt
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automorphic function from R to Y . The author proved that the only bounded mild solution of
Eq. (1.4) on R× Y is almost automorphic. In [13,14], the authors proved the existence of almost
automorphic solutions for some non-autonomous inhomogeneous linear evolution equation in
Banach spaces.
This work is organized as follows: In Section 2, we give the variation of constants formula that
will be used in the whole of this work. In Section 3, we establish new fundamental results about
the spectral decomposition of solutions of Eq. (1.1). In Section 4, we recall some results about
almost automorphic functions. In Section 5, we prove the existence of an almost automorphic
solution of Eq. (1.1). In hyperbolic case, we prove that Eq. (1.1) has a unique bounded solution
which is almost automorphic. To illustrate our approach, we propose to study the Lotka–Volterra
model with diffusion.
2. A variation of constants formula
Throughout this work, we suppose that
(H0) A satisfies the Hille–Yosida condition.
We consider the following results which are taken from [1].
Definition 2.1. [1] We say that a continuous function u from [−r,∞) into X is an integral
solution of Eq. (1.1), if the following conditions hold:
(i)
t∫
0
u(s) ds ∈ D(A), for t  0;
(ii) u(t) = ϕ(0)+A
t∫
0
u(s) ds +
t∫
0
(
L(us)+ f (s)
)
ds, for t  0;
(iii) u0 = ϕ.
If D(A) = X, the integral solutions coincide with the known mild solutions. From the closed-
ness property of A, we can see that if u is an integral solution of Eq. (1.1), then u(t) ∈ D(A)
for all t  0, in particular ϕ(0) ∈ D(A). Let us introduce the part A0 of the operator A in D(A)
which defined by{
D(A0) =
{
x ∈ D(A): Ax ∈ D(A)},
A0x = Ax, for x ∈ D(A0).
Lemma 2.2. [3] A0 generates a strongly continuous semigroup (T0(t))t0 on D(A).
For the existence of the integral solutions, one has the following result.
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has a unique integral solution u on [−r,+∞). Moreover, u is given by
u(t) = T0(t)ϕ(0)+ lim
λ→+∞
t∫
0
T0(t − s)Bλ
(
L(us)+ f (s)
)
ds, for t  0,
where Bλ = λR(λ−A)−1, for λ > ω.
In the sequel of this work, for simplicity, integral solutions are called solutions.
The phase space C0 of Eq. (1.1) is defined by
C0 =
{
ϕ ∈ C: ϕ(0) ∈ D(A)}.
For each t  0, we define the linear operator U(t) on C0 by
U(t)ϕ = vt (., ϕ),
where v(., ϕ) is the solution of the following homogeneous equation{
d
dt
v(t) = Av(t)+L(vt ), for t  0,
v0 = ϕ ∈ C.
Proposition 2.4. [1] (U(t))t0 is a strongly continuous semigroup of linear operators on C0:
(i) for all t  0, U(t) is a bounded linear operator on C0;
(ii) U(0) = I ;
(iii) U(t + s) = U(t)U(s), for all t, s  0;
(iv) for all ϕ ∈ C0, U(t)ϕ is a continuous function of t  0 with values in C0.
Moreover,
(v) (U(t))t0 satisfies, for t  0 and θ ∈ [−r,0], the following translation property:(U(t)ϕ)(θ) = { (U(t + θ)ϕ)(0), if t + θ  0,
ϕ(t + θ), if t + θ  0.
Theorem 2.5. [2, Theorem 3] Let Au be defined on C0 by⎧⎨⎩D(Au) =
{
ϕ ∈ C1([−r,0];X): ϕ(0) ∈ D(A), ϕ′(0) ∈ D(A) and
ϕ′(0) = Aϕ(0)+L(ϕ)},
Auϕ = ϕ′, for ϕ ∈ D(Au).
Then, Au is the infinitesimal generator of the semigroup (U(t))t0 on C0.
In order to give the variation of constants formula, we need to recall some notations and results
which are taken from [2]. Let 〈X0〉 be the space defined by
〈X0〉 = {X0c: c ∈ X},
where the function X0c is defined by
(X0c)(θ) =
{0 if θ ∈ [−r,0),
c if θ = 0.
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a Banach space and consider the extension A˜U of the operator Au defined on C0 ⊕ 〈X0〉 by{
D(A˜U ) =
{
ϕ ∈ C1([−r,0];X): ϕ(0) ∈ D(A) and ϕ′(0) ∈ D(A)},
A˜Uϕ = ϕ′ +X0
(
Aϕ(0)+Lϕ − ϕ′(0)).
Lemma 2.6. [2, Theorem 13 and Lemma 15] Assume that (H0) holds. Then, A˜U satisfies the
Hille–Yosida condition on C0 ⊕ 〈X0〉: there exist M˜  0, ω˜ ∈ R such that (ω˜,+∞) ⊂ ρ(A˜U )
and ∣∣(λ− A˜U )−n∣∣ M˜
(λ− ω˜)n , for n ∈ N, λ > ω˜.
Moreover, the part of A˜U on D(A˜U ) = C0 is exactly the operator Au.
Theorem 2.7. [2, Theorem 16] Assume that (H0) holds. Then, for all ϕ ∈ C0, the solution u of
Eq. (1.1) is given by the following variation of constants formula
ut = U(t)ϕ + lim
λ→+∞
t∫
0
U(t − s)B˜λ
(
X0f (s)
)
ds, for t  0,
where B˜λ = λ(λ− A˜U )−1, for λ > ω˜.
3. Spectral analysis and decomposition
In the following, we assume that
(H1) the operator T0(t) is compact on D(A), for every t > 0.
Theorem 3.1. [2] Assume that (H0) and (H1) hold, then U(t) is compact for t > r .
As a consequence from the compactness property of the operator U(t), we have that the spec-
trum σ(Au) is the point spectrum and we can see that
σ(Au) =
{
λ ∈ C: kerΔ(λ) = {0}},
where the linear operator Δ(λ) :D(A) → E is defined by
Δ(λ) = λI −A−L(eλ.I),
and eλ.I :E → C, is defined by(
eλ.x
)
(θ) = eλθx, x ∈ E and θ ∈ [−r,0].
From [7], we have the following spectral decomposition result.
Corollary 3.2. [2] C0 is decomposed as follows:
C0 = S ⊕ V,
where S is U -invariant and there are positive constants α and N such that∣∣U(t)ϕ∣∣
C
Ne−αt |ϕ|C, for each t  0 and ϕ ∈ S. (3.1)
V is a finite dimensional space and the restriction of U to V is a group.
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correspond to the above decomposition.
Let d = dimV with a vector basis Φ = {φ1, . . . , φd}. Then, there exist d-elements
{ψ1, . . . ,ψd} in C∗0 such that{ 〈ψi,φj 〉 = δij ,
〈ψi,φ〉 = 0, for all φ ∈ S and i ∈ {1, . . . , d}, (3.2)
where 〈.,.〉 denotes the duality pairing between C∗0 and C0 and
δij =
{
1 if i = j,
0 if i = j.
Let Ψ = col{ψ1, . . . ,ψd}, 〈Ψ,Φ〉 is a (d × d)-matrix, where the (i, j)-component is 〈ψi,φj 〉.
Denote by Πs and Πv the projections respectively on S and V . For each ϕ ∈ C0, we have
Πvϕ = Φ〈Ψ,ϕ〉.
In fact, for ϕ ∈ C0, we have ϕ = Πsϕ +Πvϕ with Πvϕ =∑di=1 αiφi and αi ∈ R. By (3.2), we
conclude that
αi = 〈ψi,ϕ〉.
Hence
Πvϕ =
d∑
i=1
〈ψi,ϕ〉φi = Φ〈Ψ,ϕ〉.
Since (Uv(t))t0 is a group on V , then there exists a (d × d)-matrix G such that
Uv(t)Φ = ΦetG, for t ∈ R.
Moreover, σ(G) = {λ ∈ σ(Au): Re(λ) 0}.
For n,n0 ∈ N such that n n0  ω˜ and i ∈ {1, . . . , d}, we define the linear operator x∗i,n by
x∗i,n(a) =
〈
ψi, B˜nX0a
〉
, for a ∈ X.
Since |B˜n|  nn−ω˜ M˜ , for any n  n0, then x∗i,n is a bounded linear operator from X to R such
that ∣∣x∗i,n∣∣ nn− n0 M˜|ψi |, for any n n0.
Define the d-column vector x∗n = col(x∗1,n, . . . , x∗d,n), then one can see that〈
x∗n, a
〉= 〈Ψ, B˜nX0a〉, for a ∈ X,
with 〈
x∗n, a
〉
i
= 〈ψi, B˜nX0a〉, for i = 1, . . . , d, and a ∈ X.
Consequently,
sup
nn0
∣∣x∗n∣∣< ∞,
which implies that (x∗n)nn0 is a bounded sequence in L(X,Rd). Then, we get the following
important result of this work.
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sense that〈
x∗n, x
〉→ 〈x∗, x〉, as n → ∞, for all x ∈ X.
For the proof, we need the following fundamental theorem:
Theorem 3.4. [15, p. 776] Let Y be any separable Banach space and (z∗n)n0 any bounded
sequence in Y ∗. Then, there exists a subsequence (z∗nk )k0 of (z∗n)n0 which converges weakly
in Y ∗ in the sense that there exists z∗ ∈ Y ∗ such that〈
z∗nk , x
〉→ 〈z∗, x〉, as n → ∞, for all x ∈ Y.
Proof. Let Z0 be any closed separable subspace of X. Since (x∗n)nn0 is a bounded sequence,
then by Theorem 3.4 we get that the sequence (x∗n)nn0 has a subsequence (x∗nk )k∈N which
converges weakly to some x∗Z0 in Z0. We claim that all the sequence (x
∗
n)nn0 converges weakly
to x∗Z0 in Z0. In fact, we proceed by contradiction and suppose that there exists a subsequence
(x∗np )p∈N of (x
∗
n)nn0 which converges weakly to some x˜∗Z0 with x˜
∗
Z0
= x∗Z0 . Let ut (., σ,ϕ,f )
denote the solution of Eq. (1.1). Then,
Πvut (., σ,0, f ) = lim
n→+∞
t∫
σ
Uv(t − ξ)Πv(B˜nX0f (ξ))dξ,
and
Πv
(
B˜nX0f (ξ)
)= Φ〈Ψ, B˜nX0f (ξ)〉= Φ〈x∗n, f (ξ)〉.
It follows that
Πvut (., σ,0, f ) = lim
n→+∞Φ
t∫
σ
e(t−ξ)G
〈
Ψ, B˜nX0f (ξ)
〉
dξ
= lim
n→+∞Φ
t∫
σ
e(t−ξ)G
〈
x∗n, f (ξ)
〉
dξ.
For any a ∈ Z0, set f (.) = a, then
lim
k→+∞
t∫
σ
e(t−ξ)G
〈
x∗nk , a
〉
dξ = lim
p→+∞
t∫
σ
e(t−ξ)G
〈
x∗np , a
〉
dξ, for a ∈ Z0,
which implies that
t∫
σ
e(t−ξ)G
〈
x∗Z0, a
〉
dξ =
t∫
σ
e(t−ξ)G
〈˜
x∗Z0, a
〉
dξ, for a ∈ Z0,
consequently x∗Z0 = x˜∗Z0 , which gives a contradiction. We conclude that the whole sequence
(x∗n)nn0 converges weakly to x∗ in Z0.Z0
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get that (x∗n)nn0 converges weakly to x∗Z1 in Z1. Since Z0 ∩ Z1 is a closed separable subspace
of X, we get that x∗Z1 ≡ x∗Z0 in Z0 ∩Z1. For any x ∈ X, we define x∗ by
〈x∗, x〉 = 〈x∗Z,x〉,
where Z is any closed separable subspace of X such that x ∈ Z. Then x∗ is well defined on X
and x∗ is a bounded linear operator from X to Rd such that
|x∗| sup
nn0
∣∣x∗n∣∣< ∞,
and (x∗n)nn0 converges weakly to x∗ in X. 
As a consequence, we conclude that
Corollary 3.5. For any continuous function h :R → X, we have
lim
n→+∞
t∫
σ
Uv(t − ξ)Πv(B˜nX0h(ξ))dξ = Φ t∫
σ
e(t−ξ)G
〈
x∗, h(ξ)
〉
dξ, for all t, σ ∈ R.
As a consequence of the above, we establish the following fundamental reduction principle
which allows us to prove the existence of an almost automorphic solution.
Theorem 3.6. Assume that (H0) and (H1) hold. Let u be a solution of Eq. (1.1) on R. Then,
z(t) = 〈Ψ,ut 〉 is a solution of the ordinary differential equation
d
dt
z(t) = Gz(t)+ 〈x∗, f (t)〉, t ∈ R. (3.3)
Conversely, if f is a bounded function on R and z is a solution of Eq. (3.3) on R, then the function
u given by
u(t) =
[
Φz(t)+ lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ
]
(0), for t ∈ R,
is a solution of Eq. (1.1) on R.
Let u be a solution of Eq. (1.1) on R. Then,
ut = Πsut +Πvut , for all t ∈ R,
and
Πvut = Uv(t − σ)Πvuσ + lim
n→+∞
t∫
σ
Uv(t − ξ)Πv(B˜nX0f (ξ))dξ, for t, σ ∈ R.
Since Πvut = Φ〈Ψ,ut 〉 and by Corollary 3.5, we get that
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t∫
σ
e(t−ξ)G
〈
x∗, f (ξ)
〉
dξ
= Φe(t−σ)G〈Ψ,uσ 〉 +Φ
t∫
σ
e(t−ξ)G
〈
x∗, f (ξ)
〉
dξ, for t, σ ∈ R.
Let z(t) = 〈Ψ,ut 〉. Then,
z(t) = e(t−σ)Gz(σ )+
t∫
σ
e(t−ξ)G
〈
x∗, f (ξ)
〉
dξ, for t, σ ∈ R.
Consequently, z is a solution of the ordinary differential equation (3.3) on R.
Conversely, assume that f is bounded on R, then
∫ t
−∞ U s(t − ξ)Πs(B˜nX0f (ξ)) dξ is well
defined on R. Let z be a solution of (3.3) on R and v be defined by
v(t) = Φz(t)+ lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ, for t ∈ R.
Since
z(t) = e(t−σ)Gz(σ )+
t∫
σ
e(t−ξ)G
〈
x∗, f (ξ)
〉
dξ, for t, σ ∈ R.
Using Corollary 3.5, the function v1 given by
v1(t) = Φz(t), for t ∈ R,
satisfies
v1(t) = Uv(t − σ)v1(σ )+ lim
n→+∞
t∫
σ
Uv(t − ξ)Πv(B˜nX0f (ξ))dξ, for t, σ ∈ R.
Moreover, the function v2 given by
v2(t) = lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ, for t ∈ R,
satisfies
v2(t) = U s(t − σ)v2(σ )+ lim
n→+∞
t∫
σ
U s(t − ξ)Πs(B˜nX0f (ξ))dξ, for t  σ.
Then, for all t  σ with t, σ ∈ R, one has
U(t − σ)v(σ ) = Uv(t − σ)v1(σ )+ U s(t − σ)v2(σ ),
= v1(t)− lim
n→+∞
t∫
Uv(t − ξ)Πv(B˜nX0f (ξ))dξ + v2(t)σ
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n→+∞
t∫
σ
U s(t − ξ)Πs(B˜nX0f (ξ))dξ
= v(t)− lim
n→+∞
t∫
σ
U(t − ξ)(B˜nX0f (ξ))dξ.
Therefore
v(t) = U(t − σ)v(σ )+ lim
n→+∞
t∫
σ
U(t − ξ)(B˜nX0f (ξ))dξ, for t  σ.
By Theorem 2.7, we obtain that the function u defined by u(t) = v(t)(0) is a solution of Eq. (1.1)
on R.
4. Almost periodic and almost automorphic functions
We recall some properties about almost automorphic functions. Let BC(R,X) be the space
of bounded continuous functions from R to X, provided with the uniform norm topology. Let
h ∈ BC(R,X) and τ ∈ R, we define the function hτ by
hτ (s) = h(τ + s), for s ∈ R.
Definition 4.1. [9] A bounded continuous function h :R → X is said to be almost periodic if
{hτ : τ ∈ R} is relatively compact in BC(R,X).
Definition 4.2. (Bochner [11]) A continuous function h :R → X is said to be almost automorphic
if for every sequence of real numbers (s′n)n there exists a subsequence (sn)n such that
lim
n→∞h(t + sn) = k(t) exists for all t in R
and
lim
n→∞ k(t − sn) = h(t), for all t in R.
Remark. By the pointwise convergence, the function k is just measurable and not necessarily
continuous. If the convergence in both limits is uniform, then h is almost periodic.
If h is almost automorphic, then its range is relatively compact. Let p(t) = 2+cos t +cos√2t
and h :R → R such that h = sin 1
p
. Then h is almost automorphic, but h is not uniformly continu-
ous on R. It follows that h /∈ AP(X), the Banach space of all almost periodic X-valued functions.
The concept of almost automorphy is more larger than almost periodicity.
Definition 4.3. (Bochner [11]) A continuous function h :R → X is said to be compact almost
automorphic if for every sequence of real numbers (s′n)n, there exists a subsequence (sn)n such
that
lim
m→∞ limn→∞h(t + sn − sm) = h(t) exists uniformly on any compact set in R.
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The following theorem provides sufficient and necessary condition for the existence of almost
automorphic solutions of Eq. (1.2).
Theorem 4.5. [11, Theorem 5.8, p. 86] Assume that e is an almost automorphic function. If
Eq. (1.2) has a bounded solution on R+, then it an almost automorphic solution. Moreover,
every bounded solution of Eq. (1.2) on R is almost automorphic.
5. Almost automorphic solutions of Eq. (1.1)
In the following, we assume that
(H2) f is an almost automorphic function.
Theorem 5.1. Assume that (H0)–(H2) hold. If Eq. (1.1) has a bounded solution on R+, then it
has an almost automorphic solution.
Proof. Let u be a bounded solution of Eq. (1.1) on R+. By Theorem 3.6, the function z(t) =
〈Ψ,ut 〉, for t  0, is a solution of the ordinary differential equation (3.3) and z is bounded on R+.
Moreover, the function
(t) = 〈x∗, f (t)〉, for t ∈ R,
is almost automorphic from R to Rd . By Theorem 4.5, we get that the reduced system (3.3)
has an almost automorphic solution z˜ and Φz˜(.) is an almost automorphic function on R. From
Theorem 3.6, we know that the function u(t) = v(t)(0), where
v(t) = Φz˜(t)+ lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ, for t ∈ R,
is a solution of Eq. (1.1) on R. We claim that v is almost automorphic. In fact, let y be defined
by
y(t) = lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ, for t ∈ R.
Since f is almost automorphic, then for any sequence of real numbers (α′p)p0 there exists a
subsequence (αp)p0 of (α′p)p0 such that
lim
p→∞f (t + αp) = f˜ (t), for t ∈ R,
and
lim f˜ (t − αp) = f (t), for t ∈ R.
p→∞
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y(t + αp) = lim
n→+∞
t+αp∫
−∞
U s(t + αp − ξ)Πs
(
B˜nX0f (ξ)
)
dξ, for t ∈ R,
which gives that
y(t + αp) = lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ + αp))dξ, for t ∈ R,
By the Lebesgue’s dominated convergence theorem, we get that
y(t + αp) → w(t) as p → ∞,
where w is given by
w(t) = lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f˜ (ξ))dξ, for t ∈ R.
Using same argument as above, we can prove that
w(t − αp) → lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ as p → ∞.
This holds for any sequence (α′p)p0, which implies that y is almost automorphic. Consequently,
v is also an almost automorphic solution of Eq. (1.1). 
6. Hyperbolic case
Definition 6.1. We say that the semigroup (U(t))t0 is hyperbolic if
σ(AU)∩ iR = ∅.
From the compactness of the semigroup (U(t))t0 and from [7], we get the following result
on the spectral decomposition of the phase space C0.
Theorem 6.2. Assume that (H1) holds. If the semigroup (U(t))t0 is hyperbolic, then the space
C0 is decomposed as a direct sum C0 = S ⊕U of two U(t) invariant closed subspaces S and U
such that the restricted semigroup on U is a group and there exist positive constants M and ν
such that∣∣U(t)ϕ∣∣Me−t |ϕ|, t  0, ϕ ∈ S,∣∣U(t)ϕ∣∣Met |ϕ|, t  0, ϕ ∈ U.
As a consequence of the hyperbolicity we get the uniqueness of the bounded solution of
Eq. (1.1).
Theorem 6.3. Assume that (H1) holds and the semigroup (U(t))t0 is hyperbolic. If f is
bounded on R, then Eq. (1.1) has a unique bounded solution on R which is almost automor-
phic if f is almost automorphic.
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solution on R which is given by the following formula(
lim
n→+∞
t∫
−∞
U s(t − ξ)Πs(B˜nX0f (ξ))dξ + lim
n→+∞
t∫
+∞
Uu(t − ξ)Πu(B˜nX0f (ξ))dξ
)
(0),
t ∈ R.
By Theorem 3.6, we obtain this solution is almost automorphic when f is almost automor-
phic. 
7. Lotka–Volterra equation
To illustrate the above results, we consider the following partial functional differential equa-
tions with diffusion which describes the evolution of a single diffusive animal species with
population density v. For more details, about this model, we refer to [16].⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂
∂t
v(t, x) = ∂
2
∂x2
v(t, x)+
0∫
−r
g(θ)v(t + θ, x) dθ + h(t, x), for t  0 and x ∈ [0,π],
v(t,0) = v(t,π) = 0, for t  0,
v(θ, x) = ϕ(θ, x), for θ ∈ [−r,0] and x ∈ [0,π],
(7.1)
where g : [−r,0] → R, ϕ : [−r,0]×[0,π] → R and h :R×[0,π] → R are continuous functions.
Let X = C([0,π];R) be the space of continuous functions from [0,π] to R endowed with
the uniform norm topology. Define the operator A :D(A) ⊂ X → X by{
D(A) = {y ∈ C2([0,π];R): y(0) = y(π) = 0},
Ay = y′′.
Lemma 7.1. [6]
(0,+∞) ⊂ ρ(A) and ∣∣(λ−A)−1∣∣ 1
λ
, for λ > 0.
Moreover,
D(A) = {y ∈ X: y(0) = y(π) = 0}.
Consequently, condition (H0) is satisfied.
In order to rewrite Eq. (7.1) in the abstract form (1.1), we introduce the following functions
L :C → X by
L(φ)(x) =
0∫
−r
g(θ)φ(θ)(x) dθ, for x ∈ [0,π] and φ ∈ C,
and f :R → X is defined by
f (t)(x) = h(t, x), for t ∈ R and x ∈ [0,π].
Then, L is a bounded linear operator from C to X and from continuity of h we get that f is a
continuous function from R to X. With the above changes, Eq. (7.1) takes the abstract form (1.1).
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D(A0) =
{
y ∈ C2([0,π];R): y(0) = y(π) = y′′(0) = y′′(π) = 0},
A0y = Ay, for y ∈ D(A0).
It is well known from [7, Example 1.4.34, p. 123], that A0 generates a strongly continuous
compact semigroup (T0(t))t0 on D(A). Let ϕ ∈ C([−r,0] × [0,π];R) be such that ϕ(0,0) =
ϕ(0,π) = 0, then by Theorem 2.3, we get that Eq. (1.1) has a unique solution on [−r,+∞).
In order to study the existence of almost automorphic solution of Eq. (1.1), we suppose that
(H3) h is bounded and almost automorphic in t uniformly for x ∈ [0,π], which means that there
exists a measurable function k :R × [0,π] → R such that
lim
n→∞h(t + sn, x) = k(t, x) exists for all t in R and uniformly in x ∈ [0,π]
and
lim
n→∞ k(t − sn, x) = h(t, x), for all t in R and uniformly in x ∈ [0,π].
Moreover, we suppose that
(H4)
0∫
−r
∣∣g(θ)∣∣dθ < 1.
Proposition 7.2. Assume that (H3) and (H4) hold. Then, Eq. (1.1) has a unique bounded solution
on R which is almost automorphic.
Proof. We claim that the solution semigroup (U(t))t0 is hyperbolic. In fact, let λ ∈ σ(AU),
then there exists x ∈ D(A), x = 0 such that Δ(λ)x = 0. Which implies that
λx −Ax −
( 0∫
−r
g(θ)eλθ dθ
)
x = 0
and
λ−
0∫
−r
g(θ)eλθ dθ ∈ σp(A).
On the other hand, the point spectrum σp(A) of A is given by
σp(A) =
{−n2: n ∈ N∗}.
Consequently, λ ∈ σ(AU) if and only if
λ−
0∫
g(θ)eλθ dθ = −n2, for some n 1. (7.2)−r
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Re(λ) =
0∫
−r
g(θ)eRe(λθ) cos(Imλθ)dθ − n2, n 1.
Assume that Re(λ) 0, then
Re(λ)
0∫
−r
∣∣g(θ)∣∣dθ − 1 < 0,
this gives a contradiction. Consequently, σ(AU) ⊂ {λ ∈ C: Re(λ) < 0}, which implies that the
semigroup (U(t))t0 is hyperbolic. By Theorem 6.3, we deduce that Eq. (1.1) has a unique
bounded solution which is almost automorphic. 
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