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Abstract
This paper investigates some properties of Euclidean distance matrices (EDMs) with focus on their
ordering structure. The ordering treated here is the group majorization ordering induced by the group of
permutation matrices. By using this notion, we establish two monotonicity results for EDMs: (i) The radius
of a spherical Euclidean distance matrix (spherical EDM) is increasing with respect to the group majorization
ordering. (ii) The larger an EDM is in terms of the group majorization ordering, the more spread out its
eigenvalues are. Minimal elements with respect to this ordering are also described.
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1. Introduction
This paper investigates some properties of Euclidean distance matrices with focus on their
ordering structure.
To begin with, we recall a few standard definitions and well-known facts on this topic (see,
for example, [7,10]). An n × n nonnegative and symmetric matrix D = (d2ij ) with zero diagonal
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elements is called a predistance matrix. A predistance matrix D is called Euclidean or a Euclidean
distance matrix (EDM) if there exist a positive integer r and a set of n points {p1, . . . , pn} such
that p1, . . . , pn ∈ Rr and
d2ij = ‖pi − pj‖2 (i, j = 1, . . . , n), (1.1)
where ‖ · ‖ denotes the usual Euclidean norm. The smallest value of r that satisfies the above
condition is called the embedding dimension. Let
P = In − 1
n
eeT with e = (1, . . . , 1)T: n × 1, (1.2)
which is the orthogonal projection matrix onto
M =
{
x ∈ Rn|xTe = 0
}
.
The set M is the orthogonal complement of the one-dimensional space spanned by the vector e.
As is well known, a predistance matrix D is Euclidean if and only if the matrix B given below is
positive semidefinite (p.s.d.):
B ≡ −1
2
PDP  0, (1.3)
where, throughout this paper, the inequality A  0 for a symmetric matrix A means that A is
p.s.d. The embedding dimension for D satisfies r = rank(B) = rank(PDP).
Let n be the set of EDMs, which is a subset of Sn, the set of n × n symmetric matrices. If
D ∈ n, then there exists an n × r matrix C such that rank C = r and
B = CCT (1.4)
and the row vectors of C generate D. Namely, the vectors p1, . . . , pn ∈ Rr defined by
C =
⎛⎜⎝p
T
1
...
pTn
⎞⎟⎠
satisfy (1.1). Since CTe = 0, the centroid of the points p1, . . . , pn coincides with the origin:
(1/n)
∑n
i=1 pi = 0. The points are unique up to orthogonal transformations and translations.
That is, if both {p1, . . . , pn} and
{
p′1, . . . , p′n
}
generate D, then there exist an r × r orthogonal
matrix  and an r × 1 vector a such that pi = p′i + a (i = 1, . . . , n).
An important subset ofn is the set of spherical Euclidean distance matrices (spherical EDMs).
An EDM D ∈ n is called a spherical EDM if p1, . . . , pn ∈ Rr lie on the surface of some sphere:
‖pi − a‖2 = ρ2 (i = 1, . . . , n) for some a ∈ Rr and ρ > 0.
The set of spherical EDMs have attracted considerable attention mainly from geometric points
of view in the literature (for example, [11,2,12]). Among others, [11] gave various necessary
and sufficient conditions for an EDM to be a spherical EDM. However, little is known about the
ordering structure of EDMs.
The aim of this paper is to clarify the ordering structure of EDMs and spherical EDMs.
In Section 2, we introduce a group majorization ordering for EDMs, and then establish two
inequalities. The first inequality deals with the radius of a spherical EDM: It states that the radius
of a spherical EDM is increasing with respect to the group majorization ordering. The second
inequality concerns the spreadth of the eigenvalues of an EDM: It shows that the larger an EDM
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is in terms of the group majorization ordering, the more spread out its eigenvalues are. Section 3
is devoted to describing minimal elements with respect to this ordering.
2. Ordering for EDMs
We begin with providing the definition of group majorization ordering in a general setup. To
do so, let G be a compact subgroup of On, where On denotes the group of n × n orthogonal
matrices, and let Sn be the set of n × n symmetric matrices. The group G acts on Sn via the
group action
 → T with  ∈ G and  ∈Sn. (2.1)
Hence for each  ∈Sn, the G-orbit of  is given by {T| ∈ G}. For,  ∈Sn, we write
 G  if  is in the convex hull of the G-orbit of . Namely,
 G  iff  ∈ co{T| ∈ G}, (2.2)
where, for a set A, the notation co A means the convex hull of A. The orderingG thus defined is
called the group majorization ordering induced by G. Clearly, a necessary and sufficient condition
for (2.2) is that  can be represented as a finite convex combination of matrices in the orbit:
 =
m∑
i=1
cii
T
i (2.3)
for some integer m, some real numbers c1, . . . , cm ∈ (0, 1] such that ∑mi=1 ci = 1 and some
orthogonal matrices 1, . . . ,m ∈ G. If G1 and G2 are subgroups of On and G1 ⊂ G2, then
 G1  implies  G2  since co{T| ∈ G1} ⊂ co{T| ∈ G2}. Fundamentals of
group majorization orderings are summarized in Eaton [4] in the context of probability inequalities.
To introduce a group majorization ordering for EDMs, let G = Pn, where Pn is the group of
n × n permutation matrices. The group Pn acts on the set n via the same action as in (2.1):
D → DT with  ∈ Pn and D ∈ n. (2.4)
In fact, for any D ∈ n and  ∈ Pn, we can see that
−1
2
P(DT)P = 
(
−1
2
PDP
)
T  0
and henceDT ∈ n, where we used the equality P = P . Hence the orderingPn makes
sense on the set n. Namely, for D1,D2 ∈ n, we write
D1 Pn D2 if D1 ∈ co{D2T| ∈ Pn}. (2.5)
Let ˜n be the set of all spherical EDMs. Below we often limit our consideration to ˜n, and
hence the following lemma is helpful, which shows that Pn acts on the set ˜n via the same action
as in (2.4).
Lemma 1. For each D ∈ ˜n and  ∈ Pn, it holds that DT ∈ ˜n.
Proof. As is stated in Corollary 3.1 of [11], an EDM D is a spherical EDM if and only if there
exists β ∈ R such that
βeeT − 1
2
D  0. (2.6)
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Suppose that D ∈ ˜n. Then the inequality (2.6) holds, which in turn implies
βeeT − 1
2
DT = 
(
βeeT − 1
2
D
)
T  0,
since e = e. Hence DT ∈ ˜n. 
Now we state our main results. To do so, we introduce a formula derived by [11] for the radius
of a spherical EDM D ∈ ˜n. Any EDM D ∈ n can be expressed as
− 1
2
D = B + zeT + ezT + λeeT (2.7)
for some n × n p.s.d. matrix B satisfying Be = 0, some vector z ∈ M and some λ ∈ R. In fact,
for given D ∈ n, the quantities B, z and λ are obtained via
B = −1
2
PDP, z = − 1
2n
PDe and λ = − 1
2n2
eTDe. (2.8)
Note that λ < 0 unless D = 0. Let rank B = r . Then there exists an n × r matrix C satisfying
CTe = 0, rank C = r and
B = CCT. (2.9)
Ref. [11] showed that a necessary and sufficient condition for D ∈ n to be a spherical EDM is
that z ∈ span(B) = span(C), or equivalently,
z = Cq for some q ∈ Rr , (2.10)
where span(A) denotes the linear subspace spanned by the column vectors of matrix A. They also
proved that when D ∈ ˜n, the row vectors p1, . . . , pn of C satisfy
‖pi + q‖2 = λˆ with λˆ = qTq − λ (i = 1, . . . , n), (2.11)
from which it follows that p1, . . . , pn lie on the surface of the sphere centered at −q with radius√
λˆ. So let
radius(D) =
√
λˆ =
√
qTq − λ and center(D) = ‖−q‖,
where center(D) means the norm (length) of the center −q. It should be noted here that the
quantity qTq does not depend on the choice of C in (2.9). (In fact, let Cˆ be another choice in
(2.9). Then it is of the form Cˆ = C for some  ∈ On, and this leads to z = Cq = Cˆqˆ with
qˆ = Tq.) Hence both radius(D) and center(D) are free from the choice of C, and hence well-
defined. Note also that, in the above formulation, the centroid of p1, . . . , pn coincides with the
origin 0.
Theorem 1. If D1,D2 ∈ ˜n satisfy
D1 Pn D2, (2.12)
then the following two inequalities hold:
radius(D1)  radius(D2) and center(D1)  center(D2). (2.13)
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Proof. Fix any spherical EDM D ∈ ˜n and write it as in the form (2.7) and (2.10). If a spherical
EDM D ∈ ˜n satisfies D Pn D, then D is expressed as the following convex combination:
− 1
2
D = −1
2
m∑
i=1
ciiD
T
i (2.14)
for some integer m, some real numbers c1, . . . , cm ∈ (0, 1] such that ∑mi=1 ci = 1 and some
permutation matrices 1, . . . ,m ∈ Pn. Substituting (2.7) into (2.14) yields
− 1
2
D =
m∑
i=1
ciiB
T
i +
(
m∑
i=1
ciiz
)
eT + e
(
m∑
i=1
ciiz
)T
+ λeeT, (2.15)
where the equality
e = e for any  ∈ Pn (2.16)
is used. On the other hand, since D ∈ ˜n, it can be expressed as
− 1
2
D = B + z¯eT + ez¯T + λ¯eeT (2.17)
for some B  0 satisfying Be = 0, some z¯ ∈ span(B) and some λ¯ ∈ R. Hence we can see that
B = −1
2
PDP = P
(
−1
2
D
)
P = P
(
m∑
i=1
ciiB
T
i
)
P, (2.18)
where the first equality is due to (2.8), and the third is obtained by replacing (−1/2)D by the
right-hand side of (2.15) and by using P e = 0. Further, we have
P
(
m∑
i=1
ciiB
T
i
)
P =
m∑
i=1
ciiPBPTi =
m∑
i=1
ciiB
T
i , (2.19)
where the first equality follows since P = P holds for any  ∈ Pn, and the second follows
from
PBP = B.
Thus the matrix B is expressed in terms of B as
B =
m∑
i=1
ciiB
T
i . (2.20)
Similarly, z¯ is expressed in terms of z as
z¯ = −1
2
PDe/n = P
(
m∑
i=1
ciize
T
)
e/n
=
m∑
i=1
ciiP z =
m∑
i=1
ciiz, (2.21)
where the last equality is due to the fact that z ∈ M . And also
λ¯ = −1
2
eTDe/n2 = eT(λeeT)e/n2 = λ. (2.22)
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Let
 = (1, . . . ,m) : n × mn, W =
⎛⎜⎝c1 0. .
.
0 cm
⎞⎟⎠ : m × m,
1m = (1, . . . , 1)T: m × 1, (2.23)
where the matrix W is nonsingular. Further, define X: mr × n and U : mr × r as
XT = (W ⊗ C) = (1, . . . ,m)
⎛⎜⎝c1C 0. .
.
0 cmC
⎞⎟⎠ : n × mr,
U = 1m ⊗ Ir =
⎛⎜⎝Ir...
Ir
⎞⎟⎠ : mr × r, (2.24)
where ⊗ denotes the Kronecker product. Then clearly
m∑
i=1
ciiC = XTU (2.25)
and
B =
m∑
i=1
ciiB
T
i =
m∑
i=1
ciiCC
TTi = XT(W−1 ⊗ Ir )X
= XT−1X with  = W ⊗ Ir . (2.26)
Let r¯ be the rank of B. Applying the spectral decomposition theorem to B yields the following
expression:
B = T, (2.27)
where  is an n × r¯ matrix such that T = Ir¯ and  is a r¯ × r¯ nonsingular diagonal matrix. It
is clear that the matrix defined by
C ≡ 1/2: n × r¯ (2.28)
satisfies rank C = r¯ and
B = C CT. (2.29)
For this choice of C, let q¯ ∈ Rr¯ be the vector determined (uniquely) by
z¯ = Cq¯, (2.30)
where the existence of q¯ is guaranteed by the fact that z¯ ∈ span(B) = span(C). Since, by using
(2.21), (2.10) and (2.25), z¯ can be also expressed as
z¯ =
m∑
i=1
ciiz =
m∑
i=1
ciiCq = XTUq, (2.31)
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we see from (2.30) and (2.31) that
Cq¯ = XTUq, (2.32)
which in turn implies
q¯ = (CTC)−1CTXTUq. (2.33)
It is easy to show that the following equalities hold:
C(C
T
C)−2CT = −1T = (TB)−1T
= (TXT−1X)−1T, (2.34)
where the last equality follows from (2.26). Hence we have
q¯Tq¯ = qTUTXC(CTC)−2CTXTUq
= qTUTX(TXT−1X)−1TXTUq
= qTUT1/2Q1/2Uq, (2.35)
where the matrix Q is defined by
Q = −1/2X(TXT−1X)−1TXT−1/2.
Since Q is an orthogonal projection matrix, the matrix Imr − Q is p.s.d. Thus we obtain
the righthand side of (2.35)qTUTUq
=qT
(
1Tm ⊗ Ir
)
(W ⊗ Ir )(1m ⊗ Ir )q
=qT
(
1TmW1m ⊗ Ir
)
q
=qTq,
where the last equality follows from
1TmW1m =
m∑
i=1
ci = 1.
Thus we have q¯Tq¯  qTq, which yields radius(D)  radius(D) and center(D)  center(D),
since λ¯ = λ (see (2.22)). This completes the proof. 
Next we state an inequality on the spreadth of the eigenvalues of an EDM D ∈ n. To do
so, let us introduce the notion of majorization. As is well-known, for x = (x1, . . . , xn)T and
y = (y1, . . . , yn)T ∈ Rn, x is said to be majorized by y (or y majorizes x), if
n∑
i=1
xi =
n∑
i=1
yi and
k∑
i=1
x(i) 
k∑
i=1
y(i) (k = 1, . . . , n − 1), (2.36)
where x(1)  · · ·  x(n) and y(1)  · · ·  y(n) are the ordered values of x and y, respectively. We
write y 
 x if y majorizes x. For details, see [9].
For D ∈ n, let λ1(D)  · · ·  λn(D) be the ordered eigenvalues of D, and let
(D) = (λ1(D), . . . , λn(D))T: n × 1.
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Theorem 2. If D1,D2 ∈ n satisfy D1 Pn D2, then (D2) majorizes (D1):
(D2) 
 (D1). (2.37)
Proof. Since Pn is a subgroup of On, the inequality D1 Pn D2 implies
D1 On D2. (2.38)
In general, as is shown in Example 6.4 of Eaton [4], for two symmetric matrices A and B,
the inequality A On B is equivalent to (B) 
 (A). Hence (2.37) follows from (2.38). This
completes the proof. 
We end this section by noting that the ordering Pn on n has a connection with an ordering
on the set Cn of n × n correlation matrices, where by correlation matrix, we mean p.s.d. matrix
whose diagonal elements are all ones. Since the group Pn acts on Cn via the group action
C → CT with  ∈ Pn and C ∈ Cn, (2.39)
we define
C1 Pn C2 if C1 ∈ co{C2T| ∈ Pn}.
It can be seen that this ordering is a natural one for correlation matrices. For detail, see [6] in
which the ordering induced by a slightly larger group than Pn is discussed and several interesting
monotonicity results are derived. On the other hand, as is stated in [3, p. 535] (see also [1]), the
set n is represented as
n = {γ (eeT − C)|γ  0, C ∈ Cn},
where, for a set A, the notation A denotes the closure of A. Hence an EDM D in the interior
of n can be written as D = γ (eeT − C) for some γ  0 and C ∈ Cn. By using this relation
between D and C, we see that the action (2.39) induces the action D → DT on n, since
γ (eeT −CT) = γ (eeT − C)T = DT.
3. Minimal elements with respect to Pn
This section is devoted to the study on the minimal elements with respect to the orderingPn .
We call an EDM D ∈ n minimal with respect to the orderingPn , if there is no EDM D ∈ n
such that D /= D and D Pn D. This definition can be restated as
{DT| ∈ Pn} = {D}, (3.1)
or equivalently
DT = D for any  ∈ Pn. (3.2)
As can be easily seen, for any n × n symmetric matrix , the equality
T =  for any  ∈ Pn (3.3)
holds if and only if  is of the form
 = αIn + βeeT for some α, β ∈ R. (3.4)
If is a predistance matrix, namely if is a nonnegative and symmetric matrix with zero diagonal
elements, the condition (3.4) reduces to β = −α  0. Hence we obtain the following result.
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Theorem 3. An EDM D ∈ n is minimal with respect to the ordering Pn if and only if it is of
the form
D = β(eeT − In) f or some β  0. (3.5)
An EDM of the form (3.5) belongs to the set
n(e) = {D ∈ n|De = ξe for some ξ ∈ R}, (3.6)
which was fully studied by Hayden and Tarazaga [8] in the context of regular figures. Hence all
the results obtained by them forn(e) hold for the minimal elements in Theorem 3. For example,
Corollary 1. If D ∈ n is minimal with respect to Pn , then
1. the vector z in the representation (2.7) is z = 0;
2. D ∈ ˜n;
3. the points which generate D lie on the surface of a sphere whose center is the centroid of the
points.
Next we discuss the radius of a minimal element. For each D ∈ ˜n, by representing it in the
form (2.7) with (2.10) and by using (2.8) and (2.11), we can observe that
[radius(D)]2 = qTq − λ  −λ = e
TDe
2n2
. (3.7)
Hence the radius of D is bounded below by
√
eTDe/2n2. Here, the equality holds if and only
if q = 0, which is equivalent to z = 0. Hence it follows from Corollary 1 that the radius of a
minimal element attains the lower bound in (3.7).
Finally, we consider the problem of describing the smallest element of the convex hull of the
orbit of a given D ∈ n.
Theorem 4. For each D ∈ n the matrix
m ≡ m(D) = e
TDe
n(n − 1) (ee
T − In) (3.8)
satisfies
m(D) Pn F for any F ∈ co{DT| ∈ Pn}.
That is, m(D) is the smallest element of co{DT| ∈ Pn}.
Proof. As is shown, for example, in [5, p. 5] in a general setup, the smallest element of
co{DT| ∈ Pn} is given by
 ≡ 1
n!
∑
∈Pn
DT. (3.9)
Hence it suffices to show that m(D) = , the proof of which is fairly routine and hence
omitted. 
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