Abstract-We establish a lower bound on the entropy of weighted sums of (possibly dependent) random variables (X1, X2, . . . , Xn) possessing a symmetric joint distribution. Our lower bound is in terms of the joint entropy of (X1, X2, . . . , Xn). We show that for n ≥ 3, the lower bound is tight if and only if Xi's are i.i.d. Gaussian random variables. For n = 2 there are numerous other cases of equality apart from i.i.d. Gaussians, which we completely characterize. Going beyond sums, we also present an inequality for certain linear transformations of (X1, . . . , Xn). Our primary technical contribution lies in the analysis of the equality cases, and our approach relies on the geometry and the symmetry of the problem.
I. INTRODUCTION
The Entropy Power Inequality (EPI), first proposed by Shannon [1] , states that for any two independent R n -valued random variables X and Y , 
where h(X) and h(Y ) are the differential entropies of X and Y respectively. Equality holds in inequality (1) if and only if X and Y are Gaussian random vectors with proportional covariance matrices. An equivalent form of inequality (1) due to Lieb [2] is also commonly used in the literature, and is stated as follows:
where λ ∈ [0, 1]. Here, equality holds if and only if X and Y are Gaussians with identical covariance matrices. The EPI may be interpreted as a sharp lower bound on the entropy of sums of independent random variables in terms of their individual entropies. It has been widely used in communication theory to prove converses of coding theorems for different kinds of Gaussian channels, such as broadcast channels, wiretap channels, MIMO, etc.
The EPI was first proved in Stam [3] , and this proof was later simplified in Blachman [4] . A variety of different proofs of the EPI have been discovered since, and we refer the reader to Rioul [5] for an informative and in-depth analysis of different proof strategies. Numerous generalizations of this inequality have been proposed over the years such as Costa's inequality for when one of summands is Gaussian [6] - [8] , a generalization involving subsets of random variables in Madiman and Barron [9] , and a strengthened EPI using an auxiliary random variable in Courtade [10] .
In addition to communication theory, the EPI has also found applications in probability theory for proving the central limit theorem [11] . Barron [12] established an entropic version of the central limit theorem and conjectured a certain monotonicity property of entropy, which states that entropy is monotonically increasing with respect to the number of summands in the central limit theorem:
This conjecture was established in Artstein et al. [13] , and simplified proofs were obtained in Madiman and Barron [9] . More recently, a remarkably short and simple proof was also discovered in Courtade [14] . Our work in this paper is partly motivated by a series of interesting questions and conjectures made in Ball et al. [15] and Eskenazis et al. [16] , which are in turn motivated by monotonicity properties of entropy. We briefly describe the work in these papers concerning directional entropies.
The monotonicity property of entropy may be interpreted as a result comparing directional entropies; i.e., entropy of a random vector projected in a certain direction. Indeed, Eskenazis et al. [16] interpreted the monotonicity property of entropy as follows: For i.i.d. random variables X 1 , . . . , X n , entropy along the direction (1, 1, . . . , 1)
is larger than the entropy along (1, 1, . . . , 1, 0)
. This led them to the natural question (Question 6 in [16] ): Along which direction is the entropy maximized, or equivalently, which direction is most Gaussianlike for the joint distribution of (X 1 , . . . , X n )? A natural guess would be that the optimal direction is (1, 1, . . . , 1) 1 √ n , however, this conjecture is not true and it follows from a counterexample constructed in Ball et al. [15] for the case of n = 2. Ball et al. [15] conjectured that for log-concave random variables, the entropy maximizing direction for n = 2 should be (1, 1) / √ 2. In fact, the conjecture in Ball et al. [15] is stronger since h(
is a concave function of λ. Eskenazis et al. [16] were able to answer in the affirmative (Question 6 in [16] ) for a special class of symmetric random variables called Gaussian mixtures.
However, in general (Question 6, [16] ) and even its special case of log-concave random variables for n = 2 is as yet open.
One of our contributions in this paper is to establish lower bounds on such directional entropies, for symmetric random vectors. Notice that unlike most entropy inequalities, our lower bound (inequality (5)) is in terms of the joint entropy h(X). We note that similarities between entropy inequalities for joint distributions [17] and for sums [9] have been observed and explored recently [18] . Interestingly, our lower bound is maximized in the direction (1, . . . , 1)
, which is the conjectured direction of maximum entropy from [15] , [16] for log-concave random vectors. We note that Courtade [19] presents a version of the EPI for spherically symmetric and independent random vectors, but with a different motivation than what we have.
Another notable point is that our inequality does not require X i 's to be independent. If X i 's are independent, Theorem 1 may be seen as a consequence of the regular EPI stated in Lieb's form (2) . Another interpretation of (5) follows from the following observation: If A is an orthogonal matrix with rows (a i ) , then
Inequality (4) implies that for any choice of an orthonormal basis, and for any random vector X, there is at least one direction a i which satisfies h(a
n . Theorem 1 explicitly identifies (1, . . . , 1) / √ n as such a direction. The search for EPI-like inequalities for dependent random variables is an active area of research, although there are relatively fewer results here. Some notable ones are those by Takano [20] , Johnson [21] , and Rioul [5] . The conditions imposed on joint distributions in [20] and [21] are in terms of the score functions of Gaussian perturbed distributions, and are not that easy to interpret. The conditions from Rioul [5] are more interpretable, although they are not easy to verify. In contrast, we impose the easy to interpret and easy to verify (but strong) condition of symmetry on the distribution of X.
Going beyond directional entropies, it is natural to think about entropies of projections in subspaces of arbitrary dimensions; i.e., considering h(AX) where A is a k × n matrix with orthonormal rows. If X has independent components, Zamir and Feder's EPI for linear transformations of X [22] yields lower bounds on h(AX) for a matrix A. However, if X has dependent components, no such result is known in the literature. 1 We take a step towards obtaining such a result by showing that for symmetric random vectors, it is possible to obtain lower bounds on h(AX) similar to those in Theorem 1.
Equality cases: Equality holds in the classical EPI if and only if the two random vectors are Gaussian with proportional covariance matrices. We examine conditions for equality in Theorem 1, and notice an interesting phenomenon where equality conditions change when dimension increases beyond n = 2. Intuitively, this is because the symmetry assumption becomes stronger in higher dimensions. In Theorem 2, we completely characterize all equality cases for n = 2 by showing that X has to be a 45
• rotated version of Z, where Z has i.i.d. and symmetric components. For dimensions n > 2, we show that the only condition under which equality holds in Theorem 1 is when X has i.i.d. Gaussian components. This result is the most technical part of our paper and is given by Theorem 3:
It is interesting to note that the symmetry condition combined with the equality condition forces X to have independent components, even when we allow for dependence.
The structure of our paper is as follows: The main inequality and its proof will be given in Section II. In Section III, we completely characterize the equality cases for n = 2 and n > 2 separately. In Section IV, we extend the inequality to k−dimensional projections. Finally in Section V, we conclude the paper and describe some open problems.
Notation: We denote a random column vector in R n by X = (X 1 , X 2 , . . . , X n ) . We will use the notation x = (x 1 , x 2 , . . . , x n ) and denote the joint density
For an R n -valued random variable X with a continuous and differentiable density f X , the differential entropy of X is given by
and its Fisher information matrix is defined as
The Fisher information of X is defined as
dx.
II. MAIN RESULTS

Definition 1.
A random vector X = (X 1 , X 2 , . . . , X n ) on R n with a density f X is called a symmetric random vector if the following holds:
for all 1 ≤ i ≤ n and all x i ∈ R. An equivalent way to state this is f X (x) = f X (|x|), where |x| = (|x 1 |, . . . , |x n |). Theorem 1. Let X = (X 1 , X 2 , . . . , X n ) be a symmetric random vector on R n . Then the following inequality holds:
Proof of Theorem 1. We first establish the following Fisher information inequality:
Lemma II.1 (Hao and Jog [23] ). Let X be a symmetric R nvalued random vector, and let Y = n i=1 Xi √ n . Then we have
Proof sketch. Firstly, we acknowledge that the following is true.
Applying Cauchy-Schwartz inequality, we obtain
Averaging with respect to y, then
The cross-terms in (9) vanish due to symmetry.
Consider a random Gaussian vector Z with the identity covariance matrix; i.e., Z ∼ N (0, I), and Z is independent of X. For t ≥ 0, define
where d = stands for equality in distribution, and Z 0 ∼ N (0, 1) is independent of Y . Note also that if X has a symmetric joint distribution, X t also has a symmetric distribution. Hence, we may apply Lemma II.1 to X t and Y t to conclude I(Y t ) ≤ I(Xt) n . We now use the integral form of differential entropy in terms of Fisher information [5] , which implies
This completes the proof.
The following corollary is an immediate consequence of Theorem 1 and the scaling properties of the entropy function:
Corollary II.1. Let a = (a 1 , . . . , a n ) be any unit vector in R n ; i.e., a 2 = 1. Then the following inequality holds:
III. EQUALITY CASES
and
We have the following result on Z 1 and Z 1 :
Lemma III.1 (Hao and Jog [23] ). For equality to hold in inequality (5), Z 1 must be independent of Z 1 .
The symmetry assumption may be combined with Lemma III.1 to yield a stronger independence result:
Lemma III.2 (Hao and Jog [23] ). Let X be a symmetric random variable that achieves equality in Theorem 1. Let
A. Equality conditions for n = 2
When n = 2, the only orthonormal basis with one vector being
Define Z = A X. The equality case is completely characterized in the following theorem.
Theorem 2. For a symmetric random vector X in R 2 , equality holds in inequality (5) for Theorem 1 if and only if
are independent, identically distributed symmetric random variables.
Proof of Theorem 2. By Lemma III.1, we obtain the independence of Z 1 and Z 2 . Since X is symmetric, we see that X 1 + X 2 , X 1 − X 2 , −X 1 + X 2 , and −X 1 − X 2 have the same distributions. This means that Z 1 , Z 2 , −Z 1 and −Z 2 have identical distributions, and this concludes the proof for the "only if" part.
For the "if" part, let
It is easy to check that X is indeed a symmetric random variable. Furthermore, we may also check that inequality (5) from Theorem 1 holds with equality:
This completes the proof for the "if" part.
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B. Equality conditions for n ≥ 3 Theorem 3. Let X = (X 1 , . . . , X n ) be a symmetric R nvalued random vector. Then equality holds in Theorem 1 if and only if X i 's are i.i.d. 0-mean Gaussian random variables.
Proof sketch. We provide a proof sketch and we refer the reader to [23] [23] that it is always possible to make such a choice for n > 2, although not for n = 2.
We first construct a sequence of orthonormal bases A i , for 1 ≤ i ≤ n, by applying the Gram-Schmidt procedure to
, where each a ij is a vector in R n . We have that the last n − i columns of A 1 and A i are identical, because span(a 11:1i ) = span(a i1:ii ) = span(v 1:i ). We now define new random variables which are the projections of X on to the basis given by
Our strategy is to show that the components of Z 1 are independent and Gaussian with the same variance. Note that this implies that X is a spherically symmetric Gaussian, and concludes the proof of Theorem 3.
Let R i be a rotation matrix such that A i = A 1 R i , for 1 ≤ i ≤ n. Since the last n−i columns of A i and A 1 are identical, we have that
for some i × i rotation matrix R i . For i = 2 in particular, let
Since we chose v 1 and v 2 to be non-orthogonal, all entries of R 2 are non-zero. Furthermore, we have
We may use Lemma III.2 to write the following independence relations:
This shows that (Z 1 (1), Z 1 (2)) has independent components even after rotating by a matrix R 2 . Since R 2 has all nonzero entries, we may use the characterization theorem of Gaussian distributions [24] to conclude that Z 1 (1) and Z 1 (2) are normally distributed with 0 mean and identical variances.
We now proceed with an inductive argument. Assume
This certainly is true for k = 1. We will show that
for some α 11 through α 1k . By Lemma III.2 and our induction assumption, we have the following independence relations:
. Note that α 1,k = 0 because α 1,k corresponds to the projection of X onto v k which does not live in the span of v 1:k−1 . We now apply the following lemma to conclude
Lemma III.3 (Hao and Jog [23] ). Let X and Y be realvalued random variables, and let Z be an R n -valued random variable satisfying the independence relations X ⊥ ⊥ (Y, Z), and X + Y ⊥ ⊥ Z. Furthermore, the characteristic function of X, denoted by φ X , is assumed to have no zeros. Then X, Y, Z are mutually independent.
We know that
because of the symmetry assumption. We also have α 11
We finish the proof by applying Lemma III.4, to conclude that
Lemma III.4 (Hao and Jog [23] ). If X and Y are real-valued random variables such that:
By induction, all the Z 1 (i)'s are independent and identically distributed as Gaussian random variables and this completes the proof.
Remark III.1. Note that we use the Lemma III.3 only for the case when X is a Gaussian random variable, in which case φ X has no roots.
IV. EXTENSIONS AND ALTERNATE PROOFS
The proof of Theorem 1 may be adapted to obtain a version of the same with k-dimensional projections:
Theorem 4 (Hao and Jog [23] ). Let X be a symmetric R n -valued random vector. Let A be a k × n matrix with orthonormal rows. The matrix A is assumed to be balanced; i.e. all columns of A have the same 2 -norm:
Then the following bound holds for h(AX):
Since releasing the preprint of this work [23] , we have discovered an approach that simplifies the proofs of Theorems 1 and 4, which we briefly describe here. This approach is closely related to the observation that the EPI for independent and symmetric random variables is a direct consequence of subadditivity of entropy (see Proposition 11.1 in Wang & Madiman [25] ). Our approach relies on a result by Carlen et al. [26] that describes a very general subadditivity of entropy inequality by connecting it to Brascamp-Lieb inequalities on R n . We observe that a special case of Proposition 3.3 [26] states the following: If there exist non-negative constants c 1 , . . . , c r and unit vectors {u 1 , . . . , u r } that are irreducible spanning set (see [26] for details) of R n such that
. Furthermore, equality holds if and only if X is a spherically symmetric Gaussian random variable. By choosing {u i } i≥1 to be the directions (±1, . . . , ±1)/ √ n and constants c i to be all equal, we may verify that {u i } i≥1 satisfy all the necessary conditions in Proposition 3.3 if n ≥ 3. To complete the proof, we see that h(u i · X) is the same for all u i because of the symmetry assumption.
V. CONCLUSION
In this paper, we discovered a new lower bound for directional entropies of symmetric random variables. Our bounds are different from similar bounds in the literature in two key aspects. Firstly, the lower bound is in terms of the joint entropy h(X) instead of being in terms of a linear combination of h(X i )'s. And secondly, the lower bound holds for dependent random variables as well, so long as the joint distribution is symmetric. Our proof strategy involves proving a Fisher information inequality and then deriving a corresponding entropy inequality.
Our main technical contribution is the analysis of the equality cases. For n = 2, we completely characterized all possible equality cases, and showed that unlike the regular EPI, equality may hold even for non-Gaussian random variables. For dimensions great than 2, we showed that equality holds if and only if the random variables are i.i.d. Gaussian. Although this is the same equality condition for the regular EPI, our proof techniques are novel and rely on certain independence properties of the joint distribution combined with the symmetry assumption. Lastly, we also proved a generalization that yields entropy bounds for certain projections into kdimensional subspaces.
There are a number of open problems that we would like to consider in future work. For k-dimensional projections, our lower bound only holds for certain "balanced" projection matrices. It would be interesting to see if these bounds can yield bounds for projections in arbitrary k-dimensional subspaces as well. Analyzing equality cases for such k-dimensional projections also appears to be a challenging problem. It would be quite surprising if there are equality cases other that i.i.d. Gaussian random variables in these settings. Yet another direction to pursue would be to examine joint distributions corresponding to i.i.d. Gaussian mixture random variables as in Eskenazis et al. [16] , and identify which k-dimensional projections have the largest entropy. The current results in [16] are for 1-dimensional projections. Our analysis in this paper heavily relies on the symmetry assumption. It is easy to construct examples of non-symmetric random variables that do not satisfy the bounds in this paper. It would be interesting to see we can establish similar bounds for other classes of joint distributions, such as those corresponding to certain symmetric graphical models.
