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Abstract
We present the design, implementation and experimental validation of a supervisory predictive control approach for
an electrical heating system featuring a phase change slurry as heat storage and transfer medium. The controller
optimizes the energy flows that are used as set points for the heat generation and energy distribution components.
The optimization handles the thermal and electrical subsystems simultaneously and is able to switch between dif-
ferent objectives. We show the control can be implemented on low-cost embedded hardware and validate it with
an experimental test bed comprising an installation of the complete heating system, including all hydraulic and all
electrical components. Experimental results demonstrate the feasibility of both, a heat pump heating system with a
phase change slurry, and the optimal control approach. The main control objectives, i.e., thermal comfort and maxi-
mum self-consumption of solar energy, can be met. In addition, the system and its controller provide a load shifting
potential.
Keywords: Model predictive control, Phase change slurry, HVAC systems, Latent heat storage, Electric energy
storage, Power-to-heat
1. Introduction
Buildings account for almost 40% of the global en-
ergy consumption [1]. Among numerous control con-
cepts for buildings, model predictive control (MPC) has
emerged as a promising alternative [2]. MPC is an opti-
mal control strategy with two main features that are sig-
nificant for building control, namely the minimization
of a performance criterion and the systematic handling
of constraints. The concept rests upon model-based pre-
dictions of the future system behavior. Combining a
performance criterion, constraints and system model, an
optimal control problem (OCP) is posed and solved to
determine the optimal system behavior. The first ele-
ment of the solution, i.e., the optimal control input, is
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then applied to the system, before the OCP is updated
and solved again at the next time step [3, 4, 5].
MPC has been applied to heating, ventilation and
air conditioning (HVAC) systems in buildings before.
An overview is given in [6], where special attention
was paid to buildings with energy storage systems and
weather forecasts. Existing studies differ with respect
to the main control objective. In [7] for example, the
self-consumption of energy generated by on-site photo-
voltaic system was maximized. Other authors incorpo-
rate economic aspects [8, 9] or treat demand side man-
agement [10, 11]. Simulations of distributed economic
MPC for an electrical heating system featuring thermal
energy storage and electrical energy storage were pre-
sented in [8]. In [9], the authors used a real-time pric-
ing scheme to achieve peak-shaving with HVAC sys-
tems. Their approach is based on flexible electricity
prices, which, after being subject in scientific publica-
tions for two decades [12, 13], find the way into real
end-consumer contracts [14] today. In [15], the au-
thors presented a hybrid model predictive controller for
HVAC of a net zero energy building with phase change
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Nomenclature
Variables
α(·) thermal loss coefficients
β(·) thermal efficiency coefficients
∆h f specific enthalpy (J/kg)
∆z height difference (m)
V˙ volume flow (l/s)
η AC to DC power conversion coefficient
d disturbances
u inputs
x states
µ PV power factor
ρ density (kg/m3)
SoC Battery state of charge (%)
cp specific heat capacity (kJ/kgK)
COP heat pump coefficient of performance
E stored energy (kWh)
G global irradiation (kWh/m2)
h sampling time (min)
m mass (kg)
Np prediction horizon
Nu control horizon
P electrical power flow (kW)
p pressure (Pa)
q thermal power flow (kW)
r? weight coefficients
wP mass fraction (%)
Y installed peak power (kW)
z height (m)
Indizes
B battery
BLD building mass
DHW domestic hot water
G grid
HP heat pump
HR heating rod
L (household) load
lat latent
P paraffin wax
PCS phase change slurry
PV photovoltaic
sen sensible
SH space heating
W water
Superscripts
ch charging
dem demand
dis discharging
ret return
sup supply
material (PCM) included in the air flow line of a heat
pump. The experimental study was one of the first that
combined predictive control with PCM in a building ap-
plication. However, in contrast to the study reported in
the present paper, standard PC hardware was used.
Phase change materials are an interesting alternative
to water as a heat energy carrier in buildings [16]. PCM
are characterized by a high specific thermal capacity
around the temperature range of the phase change, be-
cause latent heat is stored in addition to sensible heat
[17]. Current research on PCM ranges from applica-
tions of the phase change to effectively increasing ther-
mal insulation of buildings to increasing the thermal ca-
pacity of heat storages. An overview of building re-
lated applications is given in [18]. Phase change slurries
(PCS) are an important class of PCM for HVAC sys-
tems [19]. This class stands out, as these materials are
both, heat storage and heat transfer medium. Techni-
cally, PCS are a mixture of water and a phase change
material, where microscopically small particles of an
arbitrary phase change material are, for example, dis-
persed or encapsulated in water [20]. PCS have first
been used in buildings as ice slurries in cooling applica-
tions, see [21, 22]. In [23], the authors replaced water
with PCS in a cold storage application. As a result, the
cold storage capacity was increased by almost a factor
of 3, while volume flow and heat transfer remain suffi-
cient without significant changes in pumping power.
We introduce a novel phase change slurry with an ad-
equate phase change temperature for low temperature
heating systems. Since the PCS has a higher heat capac-
ity than water, it results in a higher system heat capacity.
Increasing the heat capacity is particularly desirable in
domestic heating systems with renewable energy gener-
ation. It increases the potential to shift loads and enables
a higher self-consumption fraction of solar energy. In
order to use the system to full capacity and handle dif-
ferent operation objectives, a supervisory model predic-
tive control approach for the electrical heating system is
developed. We show it can be implemented on low-cost
embedded hardware that is suitable for domestic heating
systems.
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Figure 1: Sketch of the heat generation and consumption system. P and q denote power and heat flows, respectively.
Existing publications are either restricted to simula-
tion studies or laboratory computational hardware. In
contrast, it is one of our main contributions to prove an
implementation on low-cost embedded hardware is pos-
sible. The proposed predictive controller can be added
to existing systems as a supervisory, or piggyback, con-
troller. The phase change slurry is used with standard
hydraulic components, i.e., the only change is to replace
water with the PCS. The performance of the supervisory
MPC is illustrated with experimental results.
A control-oriented model for the electrical heating
system is presented in Section 2. In Section 3, the su-
pervisory MPC is proposed. The experimental test-bed
is introduced in Section 4, together with a brief expla-
nation of the real-time implementation. Experimental
results are presented in Section 5.
2. System description and modeling
The hydraulic and electric part of the system are in-
troduced in Sections 2.2 and 2.3, respectively. They are
combined into a control-oriented system model in Sec-
tion 2.4, which uses adjustable heat and power flows as
inputs.
2.1. Introduction
The system treated here is sketched in Figure 1. Heat
is generated by a heat pump and an auxiliary heating rod
and stored in a heat storage tank that is filled with PCS.
An internal heat exchanger is used to provide domestic
hot water (DHW), while space heating (SH) demand is
met by discharging heat from the storage directly. The
thermal mass of the building is treated as an additional
thermal storage.
Electricity is provided by photovoltaic panels and a
bidirectional connection to the electrical grid. Electric-
ity required for heat generation and the baseline house-
hold consumption constitute the electric load demand.
The system includes an electrochemical battery. The
system has been partially introduced in [24] and [25].
2.2. Hydraulic subsystem
The hydraulic subsystem consists of a storage tank
filled with a phase change slurry, a modulating air
source heat pump and a heating rod (see Figure 1). Heat
is removed from the system with two heat exchangers,
where, in both cases, the discharge is operated with wa-
ter.
2.2.1. Latent heat storage with a phase change slurry
The phase change slurry used here is an emulsion
of paraffin wax particles dispersed in water [26]. The
paraffin wax is selected to have a phase change range
adequate for floor heating.
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The hysteresis sketched in Figure 2 results, because
the phase change of paraffin occurs in a different tem-
perature range for freezing than for melting. During the
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Phase transition
Stored heat
Hysteresis
Figure 2: Illustration of hysteresis in PCS phase transitions.
phase transition, the gradient of the temperature change
decreases and temperature plateaus result. Because the
curve is nonunique in this range, the state of charge
cannot be determined from a temperature measurement.
We explain how the state of charge can be determined
in the remainder of the section.
The heat stored by the PCS in the storage tank
amounts to
EPCS = Esen + Elat
= mPCS ·
[
cp,PCS · ∆T + wP · ∆h f
]
, (1)
with specific heat capacity cp,PCS = (1 − wP) · cp,w +wP ·
cp,P, where wP is the mass fraction of paraffin wax in
the PCS, mPCS is the mass of PCS in the storage tank,
cp,w and cp,P are the specific heat capacities of water and
paraffin, respectively, ∆T is the usable temperature dif-
ference and ∆h f is the enthalpy difference in the phase
change of the paraffin. Parameters wP, cp,w and cp,P are
design parameters or known from material data sheets.
The stored sensible heat, i.e., Esen = mPCS ·cp,PCS ·∆T ,
can be calculated from temperature measurements. In
contrast, determining the stored latent heat requires ad-
ditional measurements. We choose to use two pressure
measurements, because pressure sensors are inexpen-
sive. The pressure pi at height zi in the storage tank
respects ρgzi = pi. Consequently, the density ρ can be
calculated from
ρ =
∆p
g · ∆z , (2)
where ∆p = pbottom − ptop and ∆z = zbottom − ztop re-
fer to two measurements close to the bottom and top
of the storage tank. Now let ρPCS,liq and ρPCS,sol re-
fer to the density of the paraffin water emulsion if the
paraffin is completely liquid and solid, respectively.
The density ρ of the emulsion then lies in the interval
ρ ∈ [ρPCS,liq, ρPCS,sol] and
ρ − ρPCS,sol
ρPCS,liq − ρPCS,sol ∈ [0, 1]
indicates the fraction of liquid paraffin. Assuming the
density difference is proportional to the latent heat Elat
in the tank, the stored latent heat can be determined
from
Elat (ρ) = mPCS wP ∆h f
ρ − ρPCS,sol
ρPCS,liq − ρPCS,sol , (3)
where ρ is determined from two pressure measurements
according to (2). The densities ρPCS,liq and ρPCS,sol can
be obtained from simple measurements.
2.2.2. Heat consumption and heat generation
The heat consumption subsystem is sketched in Fig-
ure 3, where qL,SH and qL,DHW represent the SH and
DHW load, respectively, introduced in Figure 1. While
V˙L,SH
Cold water
T supL,SH
T demL,SH
V˙L,DHW
Cold drinking water
DHW
T demSH
T retSH
V˙SH
SH
T supL,DHW
T demL,DHW
qL,DHW qSH
qL,SH
Storage tank
Building
mass
Figure 3: Heat consumption circuit.
the DHW demand is satisfied using an internal heat ex-
changer within the storage tank, space heating is de-
livered via an external heat exchanger decoupling heat
generation from heat distribution. The intermediate cir-
cuit shown grayed out is required for physical simula-
tion of a floor heating. The heat consumption can be
calculated from
qL,? = ρw · V˙L,? · cp,w ·
(
T demL,? − T supL,?
)
, ? ∈ {SH,DHW} .
(4)
The heat pump is operated at a SH and DHW mode.
The modes specify if the heat pump generates heat on
appropriate temperature levels for SH or DHW supply,
respectively. The corresponding heat flows are qHP,SH
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and qHP,DHW. The second heat generator is an auxiliary
heating rod located in the upper part of the storage that
provides the heat flow qHR. We anticipate that these val-
ues serve as inputs in the dynamic model presented in
Section 2.4 and omit a detailed description here. Addi-
tional information is given in Appendix A.
2.3. Electric subsystem
The electric subsystem consists of a photovoltaic
power generation, a grid connection and a battery stor-
age. It supplies the demand required for heat genera-
tion and the household electric load. Figure 4 shows
the electrical connections in the system, where the in-
teraction with the grid PG and the battery PB are both
bidirectional. The maximum capacity of the battery is
EmaxB and the current amount of electrical energy stored
is
EB = SoC · EmaxB . (5)
The electrical energy demand required for heat genera-
tion reads
PHP =
qHP,SH
COPSH
+
qHP,DHW
COPDHW
, (6)
PHR = qHR. (7)
The photovoltaic power output is calculated from
Inverter
pump
Grid
Solar
Batterycharger
PdemG
PPV PchB
HeatPHP
rod
Heating
load
Electrical
PHR
PLPsupG
PdisB
Figure 4: Sketch of electrical network. Green and blue lines depict
AC and DC connections, respectively.
global irradiation G using the simple relationship for a
surface perpendicular to direct solar radiation,
PPV =
G
1000 Wm2
· YPV · µ, (8)
where YPV the installed photovoltaic peak power at stan-
dard test conditions (STC) and µ ∈ (0, 1) a soiling fac-
tor. The household load PL is assumed to be measurable
throughout the paper. According to Kirchhoff’s point
rule, the sum of power into the electrical node labeled
Inverter in Figure 4 must always be equal to zero, i.e.,
PdemG +ηP
dis
B +ηPPV = PL +ηP
ch
B +P
sup
G +PHP +PHR, (9)
where η collects the conversion efficiency.
2.4. Control-oriented system model
Heat generation and heat withdrawal from the stor-
age are nonlinear relationships, if the temperatures and
volume flows are used as states and inputs. In con-
trast, we propose to use a linear discrete-time repre-
sentation of the change in the stored energy and to
collect physical properties like losses and efficiencies
by identifiable parameters. In the following, k =
0, 1, 2, . . . enumerates discrete time steps. The stored
energies are considered as state variables, i.e., x(k) =
[ESH(k), EDHW(k), EBLD(k), EB(k)]T .
The thermal and electrical energy flows constitute the
inputs
u(k) =

qHP,SH(k)
qHP,DHW(k)
qHR(k)
qSH(k)
PchB (k)
PdisB (k)
PdemN (k)
PsupN (k)

. (10)
The thermal load demand are considered to be measured
disturbances d(k) =
[
qL,SH(k), qL,DHW(k)
]
and modeled
according to (4).
The two parts of the thermal storage are modeled with
thermally connected, simplified energy balance equa-
tions. With ESH(k) and EDHW(k) as absolute value of
stored thermal energy in lower and upper part of the
storage, the linear discrete-time dynamic equations read
ESH(k + 1) = α1ESH(k) + νEDHW(k) (11a)
+ β1qHP,SH(k) − β2qSH(k),
EDHW(k + 1) = (α2 − ν) EDHW(k) (11b)
+ β3qHP,DHW(k) + β4qHR(k) − β5qL,DHW,
where the dimensionless parameters αi, i = 1, 2, ν and
βi, i = 1, . . . , 5 describe losses and efficiencies, respec-
tively. The dynamics of the energy stored in the thermal
building mass are described by
EBLD(k+1) = α3EBLD(k)+β6
(
qSH(k) − qL,SH(k)) , (12)
which can be understood as the dynamics of the dif-
ference between thermal load demand and heat drawn
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from the storage. The simplified energy balance of the
electrical energy stored in the battery reads
EB(k + 1) = α4EB(k) + β7PchB (k) − β8PdisB (k), (13)
where 0 < β7 < 1 and β8 > 1 are charging and discharg-
ing efficiencies, respectively. The parameters in (11)-
(13) are derived from measurements and grey box esti-
mation techniques (see Appendix B).
Collecting (11), (12) and (13) yields the linear
discrete-time state space model
x(k + 1) = Ax(k) + Bu(k) + Ed(k)
y(k) = Cx(k), (14)
with system matrices
A =

α1 ν 0 0
0 (α2 − ν) 0 0
0 0 α3 0
0 0 0 α4
 ,
B =

β1 0 −β2 0 0 0 0 0
0 β3 β4 0 0 0 0 0
0 0 0 β6 0 0 0 0
0 0 0 0 β7 −β8 0 0
 ,
E =

0 0
0 −β5
−β6 0
0 0
 and C = [I4×4] .
The states are calculated from (C.1), (C.2) and (5).
3. Supervisory model predictive control
It is the purpose of the control to determine optimal
values for the energy flows (10). The corresponding op-
timization problem is introduced in Section 3.1. We
stress again the merit function to be optimized can be
selected by the user to switch between various objec-
tives, such as maximum PV self-consumption or min-
imum short-term operation cost. The MPC is a super-
visory controller in the sense that the optimal energy
flows (10) need to be implemented by lower level con-
trollers. An example for such a lower level controller
is a pump controller that adjusts V˙HP to achieve the re-
quired qHP.
Section 3.2 discusses implementational aspects for
real-time and safe system operation. In Section 3.3, we
give further information about the methodology used for
forecasting d(k).
3.1. MPC problem
MPC requires to solve the following optimal control
problem:
min
U(k)
J(k) = Jy(k) + Ju(k) (15a)
s.t. x(k + 1) = Ax(k) + Bu(k) + Ed(k), (15b)
Eminj1 ≤ E j1 (k) ≤ Emaxj1 , (15c)
0 ≤ q j2 (k) ≤ qmaxj2 (k), (15d)
|qSH(k) − qL,SH(k)| ≤ σth(k), (15e)
P j4,minj3 (k) ≤ P
j4
j3
(k) ≤ P j4,maxj3 (k), (15f)
(9), (15g)
where j1 ∈ {SH,DHW,BLD,B}, j2 ∈ {HP,HR,SH},
j3 ∈ {B,G} and j4 ∈ {ch, dis, dem, sup} refer to the
corresponding system components and where N is the
number of simulated future time steps (the prediction
horizon). Solving (15) results in the optimal sequence
U(k) = [u(k|k),u(k + 1|k), . . . ,u(k + N |k)] of the input
variables for the N subsequent time steps. We anticipate
that (15) is solved with a sampling time h = 15 min.
Consequently, every 15 minutes, the optimal values
of (10) are updated. The notation u(k+ i|k) etc. refers to
the predicted values of u(k) for time k + i based on the
information available at time k.
The two terms of cost function (15a) are
Jy(k) =
N∑
i=0
rE,SH(k + i)
(
EsetSH(k + i) − ESH(k + i|k)
)2
+ rE,DHW(k + i)
(
EsetDHW(k + i) − EDHW(k + i|k)
)2
+ rE,BLD(k + i) (EBLD(k + i|k))2
+ rE,B(k + i)
(
EsetB (k + i) − EB(k + i|k)
)2
(16)
and
Ju(k) =
N∑
i=0
rHP,SH(k + i)
(
qHP,SH(k + i|k))2
+ rHP,DHW(k + i)
(
qHP,DHW(k + i|k))2
+ rHR(k + i) (qHR(k + i|k))2
+ rB,ch(k + i)
(
PchB (k + i|k)
)2
+ rB,dis(k + i)
(
PdisB (k + i|k)
)2
+ rG,dem(k + i)
(
PdemG (k + i|k)
)2
+ rG,sup(k + i)
(
PsupG (k + i|k)
)2
, (17)
which penalize the control error and input values, re-
spectively, with flexible tuning parameters r(?)(k + i) ≥
0. Large values of these parameters in (16) enforce
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small control errors, i.e., small differences between the
control output and their set points. Similarly, large val-
ues in (17) enforce small values of the corresponding
energy flows. Hence, maximum PV-self consumption,
i.e., isolating the system from the grid, is achieved by
assigning a high penalty rG,sup(k) on grid supply and
low penalties rB,(ch,dis)(k) on battery actions. This is sup-
ported by assigning EsetB = E
max
B in (16) combined with
a high penalty rE,B(k) during the day to prefer high level
of stored electrical energy. Other control objectives like
minimizing the short-term operation cost or the energy
consumption can be achieved in a similar manner. Spe-
cific tuning parameters will be given in Section 4.
Constraints (15c)-(15g) restrict states and inputs, re-
spectively. For example, (15c) ensures the lower part of
the thermal storage to be operated only within the phase
change range. This can be achieved by setting EminSH = 0
and EmixSH according to the energy that is stored if the
tank temperature is equal to the upper end of the phase
transition range, compare Figure 2. Similarly, (15c) also
ensures
• that the upper part of the thermal storage is always
at a temperature above the minimum usable tem-
perature for DHW supply,
• that the over- and undersupply is limited
• and that the battery state of charge stays above a
threshold.
Constraint (15d) enforces an upper bound on the gener-
ated heat, where qmaxHP (k), depends on ambient conditions
and on the coefficient of performance. Condition (15e)
ensures that SH load qL,SH is fulfilled. P
(ch,dis)
B and
P(sup,dem)G must respect negative lower and positive up-
per bounds, as given in (15f). The last constraint (15g)
implements node equation (9). Specific values for all
bounds will be stated in Section 4 again.
The OCP (15) can be transformed into a quadratic
program of the form
min
U(k)
UT (k)H(k)U(k) −FT (k)U(k)
s.t. Ω(k)U(k) ≤ ω(k). (18)
The first element of the solution, u(k|k) = [qHP,SH(k|k),
qHP,DHW(k|k), qHR(k|k), . . . ]T , i.e., the optimal energy
flows for the current time step, are applied to the system.
As stated above, (18) is updated periodically with sam-
pling time h with current values for disturbances and
tuning parameters, and a new solution is obtained based
on the prediction along horizon N. Only the first pre-
dicted optimal input signal is applied and subsequent
signals are updated in the next sampling period. Details
on the derivation of (18) can be found, e.g., in [27].
3.2. Implementational aspects
We discuss some implementational aspects required
to apply the presented supervisory MPC in this section.
We omit the details and refer to literature on the meth-
ods whenever possible for brevity.
Including equality constraint (15g) is numerically
challenging. In order to solve (18) robustly, a slack
variable el = 0.1 W is introduced. Additionally, 1-
norm constraint softening is performed on output con-
straints (15c) [27, pp. 97-99]. This method adds a slack
variable to the constraint that allows for a certain con-
straint violation. The slack variable is penalized in the
cost function, such that constraint violations only occur
if necessary. Furthermore, a move-blocking approach
is implemented to reduce the number of optimization
variables in later time-steps. This permits increasing the
prediction horizon N [28, 29].
Some properties of the heat pump and the heating
rod are not captured by the linear modeling approach.
The operation of the heating rod is limited to discrete
stages. The heat pump must be operated above a mini-
mum power threshold qminHP > 0 if switched on. The heat
pump is also subject to minimum up and down times,
i.e., it must be activated or deactivated for a minimum
time. Including these properties in the OCP would re-
quire integer decision variables [30], which currently
renders the approach computationally intractable for
embedded implementation. The components automat-
ically choose the closest realizable state to the thermal
set-point. Hence, the electrical set-points are not ad-
justed correctly, which would lead to values for battery
or grid power that differ from the calculated optimal
ones. As a remedy, a set of rules were developed as suit-
able post processing to adjust PB and PG, if one of the
optimal values for qHP,SH, qHP,DHW or qHR cannot be re-
alized. Specifically, qHP is set to zero if 0 < qHP < qminHP
and qHR is adjusted to the nearest possible stage below
the optimal set-point. Consequently, there is an amount
of electric power, Padd, that was planned for heat gen-
eration but will not be consumed from the heat gener-
ators. We add Padd to PchB if SoCB < 90% in case of
PPV ≥ Padd. If SoCB ≥ 90%, Padd is supplied to the
grid. If PPV < Padd, we first reduce PdemG and then P
dis
B
accordingly.
Furthermore, we record current up and down times of
the heat pump. If the controller demands for qHP > qminHP
but the minimum down-time is not reached, the power
is redistributed as described above. In the opposite case,
i.e., if the heat pump needs to run longer than desired,
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we increase PdemG to fill the power gap required to con-
tinue running the heat pump.
3.3. Disturbance predictions
The solution of MPC problem (15) requires to pre-
dict loads and PV power generation along the predic-
tion horizon N. For sake of simplicity, we do not model
the dynamics of these quantities. Instead, we derive
them from available measurements (see Section 2.2.2
and Section 2.3).
Consequently, predictions are obtained based on his-
torical measurement data. To create the historical data,
at each time step, qL,SH and qL,DHW are calculated by (4)
and PL is measured directly. The values are stored in
time series, which include data of the past seven days.
During run-time, the controller accesses the data stored
for the upcoming hours of the same weekday of the past
week and uses it as a forecast, which conforms with
standard occupancy profiles [31]. A drawback of this
method is that large differences in ambient temperatures
or user behavior between two consecutive weeks reduce
the quality of the predictions. The forecast of the PV
power output is calculated by (8) based on global irra-
diation forecast data provided by Germany’s National
Meteorological Service (DWD) [32].
4. Experimental test-bed and controller implemen-
tation
4.1. Experimental setup of the test-bed
The experimental test-bed is shown in Figure 51. It
consists of a complete installation of the hydraulic and
electric components introduced in Figure 1 and speci-
fied in Table 1. Detailed information on the components
is given in Section 4.2. Thermal and electrical load de-
mand are physically simulated by withdrawal of heat
and a controllable electric load, respectively.
Photovoltaic power generation of a PV installation
with a peak power of 6 kW is mimicked by a con-
trollable AC/DC converter and solar charge controllers.
The trend of the potential PV power is determined
with (8) using irradiation measurements obtained with a
sensor that is installed on the roof of the building. This
way, we are able to adjust the PV array tilt and orien-
tation by software in order to simulate that the direct
radiation is always orthogonal to the PV array. Using a
point-wise measurement instead of a real PV array, the
effect of potential panel shading could be avoided. The
1The test-bed was installed in Holzminden, Germany.
Inverter
Solar charger
Heat storage
Heating rod
Load generator
PV generator
Battery
Figure 5: Experimental test bed with heat storage, hydraulic piping,
control station, inverter, solar charger and batteries. The heat pump
is installed outside the building. The energy management hardware is
installed on the back side of the wooden rack.
electrical components are operated by an embedded en-
ergy management platform, which will be introduced in
Section 4.3. In addition, this hardware platform gathers
all measurements and runs the supervisory MPC.
4.2. Energy storage components
The electric battery is of tubular gel lead acid tech-
nology. It is operated above 35% state of charge (SoC)
to avoid deep discharge potentially leading to a reduc-
tion of the usable capacity due to sulphation. The ther-
mal storage capacity as stated in Table 1 results for the
lowest temperatures usable for SH and DHW supply,
which amount to 24 ◦C and 50 ◦C, respectively. In the
SH storage, the temperature range includes the whole
phase change in both directions, explaining the higher
heat capacity in spite of a smaller temperature gradient
compared to the DHW storage.
The used PCS is a paraffin in water dispersion with
a mass fraction of approximately 30% paraffin, i.e.,
wP = 0.3. A mixture of 50% Eicosan and 50% Docosan
is used as paraffin blend to produce the PCS. The test-
bed requires 700 l including the volume of both thermal
storages and the piping system. The used PCS was pro-
duced in eight batches. Figure 6 shows the DSC mea-
surement of batch 3 as an example. The DSC measure-
ment indicates a latent heat of ∆h f = 49 kJ/kg. The
freezing as well as the melting peak occurs in the tem-
perature range between 24 and 42 ◦C. Methods to re-
duce hysteresis were not applied. Figure 7 provides the
information about the paraffin particle size distribution
in the PCS. The PCS is stabilized with surfactants to
suppress phase separation. The particle size ranges from
0.09 to 0.3 µm.
The density map of the PCS, which is required to cal-
culate stored thermal energy according to (3), is shown
in Figure 8.
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Table 1: Dimension of energy storage, heat generation and power distribution components and corresponding constraints in (15).
Item Operating range Capacity Lower bound Upper bound
Battery [35, 100]% SoC 21 kWh EminB = 7.35 kWh E
max
B = 21 kWh
SH storage [24, 42] ◦C 300 l EminSH = 0 kWh E
max
SH = 8.4 kWh
DHW storage [50, 65] ◦C 300 l EminDHW = 0 kWh E
max
DHW = 3.6 kWh
Heat pump {0, [1, 3.7]} kWel qminHP,(SH,DHW) = 0 kWth qmaxHP,(SH,DHW) = 11.1 kWth
Heating rod {0, 2, 4, 6} kWel qminHR = 0 kWth qmaxHR = 6 kWth
Battery charging [0, 7] kWel qch,minB = 0 kWel q
ch,max
B = 7 kWel
Battery discharging [0, 7] kWel qdis,minB = 0 kWel q
dis,max
B = 7 kWel
Grid demand [0, 7.5] kWel qdem,minG = 0 kWel q
dem,max
G = 7.5 kWel
Grid supply [0, 7.5] kWel q
sup,min
G = 0 kWel q
sup,max
G = 7.5 kWel
Temperature in ◦C
30 40 50
0.0
20
0.2
0.4
−0.2
−0.4
−0.6
DSC in mWmg
exo
Area: 49.23 Jg
Area: -49.24 Jg
Figure 6: Results of a DSC measurement for the used PCS.
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Figure 7: Particle size distribution of the used PCS.
The bottom part of Table 1 refers to the constraints on
power and heat flows required in (15d)-(15f). The val-
ues for the heating rod, grid and battery power follow
directly from the manufacturers data sheets. The heat
pump can be either switched off or operated in the range
from 1 kWel to 3.7 kWel. The maximum heat gener-
ated by the heat pump is linked to the listed power con-
sumption by (6), where the coefficient of performance
depends on the ambient temperature and is calculated
according to the heat pump map supplied by the manu-
facturer [33].
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Figure 8: Measured density of the used PCS. The red and blue line
show the density for rising or falling temperature, respectively.
4.3. Real-time implementation of predictive control
The energy management including the supervisory
MPC algorithm runs on a custom embedded hard-
ware with an ARM Cortex-A8 processor with 1 GHz,
512 MB RAM and a NEON floating-point accelerator.
The device is equipped with a module that is connected
to the components of the electrical subsystem such as
solar charge controller and bidirectional inverter via bus
communication. A proprietary heat pump management
system provides the low level control of the hydraulic
subsystem (see Figures A.15 and 3) [34]. Set-points
determined by the predictive controller are communi-
cated via a Modbus TCP connection between the energy
management hardware and heat pump management sys-
tem. This interface allowed for setting heat pump mode
and thermal power according to the formal system de-
scription in (14), i.e., it allows specifying qHP,SH and
qHP,DHW. The three discrete stages of the heating rod are
activated by relays. The inverter power Pdem,supG serves
as set-point for electrical power. The optimal setting of
Pdem,supG also adjusts battery power P
ch,dis
B optimally, due
to constraint (9). Similarly, the optimal value for qSH
does not need to be applied explicitly, as it will appear
automatically by hydraulic correlations.
Figure 9 summarizes the offline and online steps per-
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formed to implement and run the supervisory MPC al-
gorithm. The controller was designed and implemented
Design
Implementation
Application
Offline Online
MATLAB/Simulink
Simulink coder
Cross compiling
S-MPC
Measurements Data
Optimal set-points
S-MPC
Figure 9: Toolchain for offline design and implementation and scheme
of online controller application.
in MATLAB/Simulink. C-Code was generated with the
Simulink Coder and compiled to the supervisory MPC
application. The application runs periodically on the
embedded control platform using a customized Debian
Linux as operating system. The online steps can be
Table 2: Assignment of model variables in (14) to measured
real-world quantities, compare Figure 1 and Figure 4 and equa-
tions (C.1), (C.2), (5), (4).
Model
variable
Measurement Description
ESH
Tcenter Tank center temperature
Tbottom Tank bottom temperature
pcenter Tank center pressure
pbottom Tank bottom pressure
EDHW
Ttop Tank top temperature
Tcenter Tank center temperature
EB SoCB Battery state of charge
qL,SH
V˙L,SH SH sink volume flow
T demL,SH
Temperature of SH
withdrawal
T supL,SH
Cold water supply
temperature
qL,DHW
V˙L,DHW DHW sink volume flow
T demL,DHW
Temperature of DHW
withdrawal
T supL,DHW
Cold drinking water
supply temperature
summarized as follows. First, measurements and data
files are collected. The measurements are used to cal-
culate current states x(k) and disturbances d(k) (cf. Ta-
ble 2). The data files include the prediction data de-
scribed in Sec. 3.3 and supervisory MPC parameters,
for example tuning parameters and set points in (15a).
We can easily tune the supervisory MPC to accomodate
changing objectives by manipulating these tuning pa-
rameters during run-time. Gathering all available in-
formation, (18) is updated and solved. As a solver,
we implemented the open source IPOPT code [35] and
parametrized it to speed up the solution of quadratic
programs. After the post processing step sketched in
Section 3.2, we gain a suitable, realizable representa-
tion of the optimal schedule along the control horizon,
of which we send the first element as set-point to the
plant.
5. Experimental results
5.1. Controller setup
The sampling time for the supervisory MPC was
15 min. The results show that this sampling time is suf-
ficient to achieve the control objective, since the con-
trol performance depends on the mid to long term be-
havior of the plant. Measurements were acquired every
two minutes for monitoring purposes. This resolution
is suitable for capturing the states of charge of the stor-
age devices. The electric power flows can fluctuate at
higher frequencies. Hence, we filter these values for the
presentation.
We chose to maximize the PV self-consumption as
control objective for the experiments. This implies a
minimization of the PV power fed into the grid and re-
quires to plan thermal and electric storage dispatch in
advance. To this end, the reference values in (16) are
set to EsetSH = E
max
SH = const., E
set
DHW = E
max
DHW = const.
and EsetB = E
max
B = const.. The tuning parameters are
chosen according to Table 3, where rdem(t) = const. and
rsup(t) = const. denote actual electricity cost and com-
pensation, respectively.
Table 3: Cost function parameters for maximum PV self-
consumption.
r?(k) t ∈ [6, 22] h t ∈ [22, 6] h
E,SH 3 0.01
E,DHW 5 0.5
E,BLD 1 0.1
E,B 3 1
HP,SH 5/COP(t)
HP,DHW 20/COP(t)
HR 250
B
1 , charge1 , discharge
G

1e3 · rdem(t), PPV ≤ 1kW1e4 · rdem(t), PPV > 1kW , demand
10 · rsup(t) , supply
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5.2. Experimental validation
We investigate the supervisory MPC performance for
a four day time-span during spring season with central
German climate conditions. The mean ambient temper-
ature and mean daily PV generation amount to 7.2 ◦C
and 19.1 kWh, respectively. The thermal load demand
is shown in Figure 10. The DHW load matches load
profiles from EU commission regulation [36]. The
M19 12 M20 12 M21 12 M22 12
Time in h
0
3
6
9
12
15
Po
w
er
in
kW
th
qL,SH
qL,DHW
Figure 10: Thermal load demand for March 19th to March 22nd. Blue
and red line show space heating and domestic hot water demand, re-
spectively.
SH heat load is more evenly distributed showing maxi-
mum SH load during early morning hours and minimal
load during afternoon hours. The SH load results from
the heat demand necessary to maintain a constant room
temperature of 21 ◦C.
Figure 11a shows that the supervisory MPC is able
to operate the lower part of the storage within the phase
change range marked by the dashed lines most of the
time. This enforces frequent melting and solidifica-
tion of the PCS and thus good exploitation of its la-
tent heat capacity. The upper part of the storage is al-
ways held above 50 ◦C. This requirement is enforced
by constraint (15c) to guarantee a suitable temperature
for DHW supply.
As the storage is filled with a PCS, it would be ex-
pected to observe temperature plateaus in Figure 11a.
To explain why these plateaus do not occur, we stress
again that the individual particles of the PCS are not lo-
cated permanently in the storage but are pumped. Con-
sequently, the phase change occurs also within the pip-
ing and not only at a constant geometric location inside
the storage tank. It will be shown in Section 5.4 that the
latent capacity of the PCS is indeed used effectively.
The operating behavior of the heat pump is evident
from Figure 11b. Supply temperatures larger than 40 ◦C
correspond to the heat pump providing heat for DHW.
Lower temperatures indicate the heat pump provides
heat for SH. The lower plot indicates the relation be-
tween power consumption and heat generation.
Figure 12 shows the electric power flows and the state
of charge of the battery. The first two days show a low
PV power output. The state of charge is kept at a low
value above the minimum feasible level of 35%. There
was a higher PV generation at the last two days. Conse-
quently, the battery is being operated at higher levels.
By anticipatory dispatch of the battery storage, com-
bined with the simultaneous heat generation from PV
power, the controller almost completely prevented feed-
ing electric energy into the grid, which can be mainly
seen at noon. Heat generation and power storage occur
in parallel, such that the battery storage is not charged
completely while the sun is shining, i.e., until around 6
p.m. The PV-self consumption was 91.8%.
Additionally, grid demand was kept at a low level,
while some peaks exist where the heat pump ran in
DHW mode. Considering the second day in Figures 11b
and 12, a relatively high DHW demand coincides with
a moderate PV power generation of the previous day.
This causes grid demand as a consequence of the low
battery state of charge.
5.3. Heat load shifting and grid support
Operation strategies for maximum PV self-
consumption often lack grid friendly performance
and large feed-in peaks are common. While simple
management strategies already are able to reduce these
peaks [37], our system achieves further improvements.
Thermal load shifting can be observed in Figures 11
and 12. In times of PV generation, 52.8% of the overall
heat has been produced, while only 37.3% of heat load
occurred then. Especially on the latter two days, it is
evident that the controller stores electrical and thermal
energy from PV generated power. Consequently, in the
experiment, 45.19 kWh or 15.5% of heat generation
has been shifted to times with PV generation. The
direct use of PV generated power was 37%, which
accounted for 74% of heat generation during this time.
The remaining power was drawn from the battery or the
grid. More precisely, 10.29 kWh or about 34% of the
29 kWh of total grid demand have occurred in sunny
times. If this number is scaled to regions with multiple
domestic PV installations, such a system operation
provides significant grid relief in times of high solar
penetration, see Figure 13. In addition to the power
withdrawal from the grid, we also observe that the
battery was discharged at sunny times. Consequently,
the controller extends the time span in which the battery
storage can be charged from PV power.
In summary the supervisory MPC operates both stor-
age domains within useful intervals. Thus, it increases
the amount of self-generated power which can be used
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(a) Temperatures measured in the storage tank. The red line depicts the temperature at the top, the blue line in the middle and the
yellow line at the bottom, respectively. The dashed lines mark the bounds of the phase change range.
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(b) Details on heat pump operating behavior. The top figure shows supply and return temperature, the bottom figure shows measured
power demand and heat generation calculated by (A.1).
Figure 11: Experimental results for supervisory MPC of the hydraulic part of the plant, March 2019.
on-site. This behavior results from the tuning parame-
ters (see Table 3). Decreasing the penalties on grid ac-
tion or linking it to a time-varying price profile allows
for grid supply during PV generation if there is a suit-
able incentive.
5.4. Heat pump operation and phase change slurry
The heat pump efficiency and the increased heat ca-
pacity of the storage are further key performance indica-
tors of the proposed setup. The supervisory MPC usu-
ally operates the heat pump at long run-times of around
1 h, see Table 4. This is beneficial because the heat
pump efficiency increases with longer run-times.
Table 5 shows that the efficiency is higher at lower
ambient temperatures, which is counter-intuitive, as the
coefficient of performance usually increases with in-
creasing temperature. It is evident, however, that longer
run-times are required at lower ambient temperatures,
as higher thermal loads occur in these cases. Hence,
the disadvantage of running the heat pump with low
air-source temperature is compensated by the long run-
times.
Table 4: Heat pump COP in SH operation mode related to run-time
per activation. Run-times smaller than 0.5 hours were not planned
by supervisory MPC operation but occur due to heat pump specific
behavior like defrosting, which cannot be scheduled explicitly.
Run-time COPSH Share of time
0 − 0.5h 3.5 12%
0.5 − 0.75h 3.2 12%
0.75 − 1h 4.1 39%
1 − 1.25h 4.2 27%
1.25 − 1.5h 3.9 9%
The PCS does not only increase the heat capacity of
the storage tank, but it also has a positive effect on the
overall system operation. In general, the charge or dis-
charge of latent heat causes the storage temperature to
be almost constant for longer periods during the phase
change. This is evident from the time around midnight
of March 22nd in Figure 14. The temperature in the
storage decreases linearly, until it reaches about 29.6 ◦C,
which equals the upper bound of the solidification tem-
perature range (cf. Figure 6). At this point, it remains
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Figure 13: Grid relief during PV generation period achieved by the
supervisory MPC, illustrated for March 20st, 2019. The blue and red
shaded areas in the upper subplot mark the additional power drawn
from battery and grid, respectively.
almost constant for more than one hour, before the tem-
perature decrease continues. The bottom plot shows that
the SH load is almost constant, i.e., heat is removed
from the storage without adding heat by the heat pump
(center subplot). Precisely, 2.3 kWh load demand was
fulfilled without significant temperature decrease in the
storage, which delayed the next heat pump activation
by 1.5 h compared to the operation with water. Hence,
the phase change slurry yields further flexibility poten-
tial. The specific properties of the phase change slurry
can also be observed in periods of charging the thermal
storage. This is evident from the data for March, 20th,
2 pm to 6 pm. During this time-span, 8.9 kWh of heat
are generated by the heat pump while 4.3 kWh are de-
Table 5: Heat pump efficiency in SH operation mode related to ambi-
ent temperature.
Tamb COPSH Share of time
≤ 0 ◦C 4.0 21%
0 − 5◦C 4.4 36%
5 − 10◦C 4.4 25%
10 − 15◦C 3.8 12%
15 − 20◦C 2.6 4%
≥ 20◦C 2.9 1%
manded by the heating system and 4.6 kWh are stored in
the thermal storage. The total thermal storage capacity
is 8.4 kWh. The temperature shift of 12.1 K corresponds
to 3 kWh heat that is stored sensibly. Hence, the amount
of latent heat stored is approximately Elat = 1.6 kWh.
This increases the heat capacity that can be used to store
PV generated power compared to the operation with wa-
ter. The theoretical maximum amount of latent heat in
the thermal storage is 3.9 kWh. During the analyzed pe-
riod, there was a phase transition of approximately 40%
of the paraffin.
6. Conclusion and Outlook
We presented a supervisory model predictive control
approach for an electrical heating system featuring a
phase change slurry as heat transfer and heat storage
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Figure 14: Indication of the heat load shifting effect in the storage induced by the phase change slurry. The sloped dashed line in the upper subplot
projects the sensible heat discharge for conventional water as storage medium. The green shaded area indicates the time span by which the heat
pump activation was delayed. The lower two subplots show heat generation and heat demand, respectively.
medium. We demonstrated the applicability of our con-
trol approach with an experimental test-bed and showed
heating systems composed of standard components can
be operated with a phase change slurry as a heat transfer
fluid. The control system achieves the desired high PV
self-consumption, operates the heat pump efficiently,
and provides a significant load shifting potential. More-
over, it meets the real-time requirements even when im-
plemented on low-cost hardware, and it can be added to
a existing low-level controllers as a piggyback supervi-
sory system without affecting any safety-critical func-
tion.
Future work will address cost functions that take dy-
namic electricity prices into account. Furthermore, ag-
ing models for the heat pump and for the electric battery
will be included to ensure an optimal operation over the
entire system lifecycle.
Appendix A. Heat pump heat generation with
phase change slurry
The hydraulic circuit for heat generation is shown in
Figure A.15. Since the heat transfer fluid is a PCS, the
heat pump simultaneously heats up the fluid and melts
the paraffin particles. Equation (3) introduced in Sec-
tion 2.2.1 cannot be used to determine the fraction of
latent heat, since no pressure measurements are avail-
able in the piping. We approximate the generated heat
by replacing the calculated specific heat capacity cp,PCS
by a nonlinear map capprox.p,PCS (T ) [38]. The map was de-
rived by grey box estimation techniques and accounts
Heat pump
Storage tank
Rod
T supHP,DHW
T retHP,DHW
T supHP,SH
T retHP,SH
T supHP
T retHP
V˙HP
qHR
Figure A.15: Heat generation circuit.
for the measurement peaks in Figure 6. The generated
heat can then be calculated from
qHP,SH = ρPCS
(
T supHP,SH
)
· V˙HP,SH · capprox.p,PCS
(
T supHP,SH
)
· ∆TSH,
(A.1)
qHP,DHW = ρPCS,liq · V˙HP,DHW · cp,PCS · ∆TDHW, (A.2)
where ∆TSH =
(
T supHP,SH − T retHP,SH
)
, ∆TDHW =(
T supHP,DHW − T retHP,DHW
)
and where the density ρPCS (T )
depends on the temperature of the fluid (see Figure 8).
The current operating mode of the heat pump deter-
mines if qHP = qHP,SH or qHP = qHP,DHW.
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Appendix B. Parameter identification
The scalar parameters αi, i = 1, . . . , 4 represent stor-
age losses, ν measures the thermal heat flow between
upper and lower part of the storage and βi, i = 1, . . . , 8
collect the charging and discharging efficiencies. We
calculate the thermal loss parameters αi, i = 1, 2, 3
based on total storage capacities and nominal condi-
tions. All other parameters of the linear model are fitted
to measurement data with matlab’s system identification
toolbox. The values listed in Table B.6 are identified
based on ten measurements at different ambient condi-
tions. The mean goodness of the fit was 59% and 84%
for the parameters of thermal and electrical subsystem,
respectively.
Table B.6: Calculated and identified loss parameters and efficiencies.
Loss param. Value Eff. param. Value
α1 0.99949 β1 0.275
α2 0.9979 β2 0.298
α3 1 β3 0.192
α4 0.9991 β4 0.248
ν 0.003 β5 0.339
β6 0.298
β7 0.223
β8 0.205
Appendix C. Calculation of stored energy
The storage tank is equipped with temperature and
pressure sensors as sketched in Fig. C.16. As the phase
Storage tank
Tcenter
Ttop
Tbottom
P ptop
pcenter
pbottom
P
P
EDHW
ESH
mDHW
mSH
Figure C.16: Storage tank with measured quantities.
change range was selected below the DHW temperature
level, latent heat only contributes in the lower part. Let
TSH and TDHW be the lowest temperature values usable
for SH and DHW supply and m(SH,DHW) and ρ(SH,DHW)
denote the mass and density of PCS in the lower and
upper part of the storage, respectively. With (1) - (3)
and ρSH = f (pcenter, pbottom), the total amount of heat
stored can be calculated from
ESH = mSH · cp,PCS · (Tcenter − TSH) + Elat(ρSH) (C.1)
and
EDHW = mDHW · cp,PCS ·
(
Ttop − TDHW
)
. (C.2)
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