A vital component of modern manufacturing systems is the scheduling and control system, which determines companies' overall performance in their respective supply chains. This paper studies iterative simulation-based scheduling mechanisms for manufacturing systems that operate in dynamic and stochastic environments. Also assessed are the issues involved when these mechanisms are used to make higher-level scheduling decisions, such as dispatching rule selection, instead of generation of a full schedule. A typical simulation-based system is outlined and tested under various experimental conditions. Examined are the effects of stochastic events such as machine breakdowns and processing time variations on the system performance, and the effectiveness of the simulation-based approach from the control point of view is evaluated. Finally, different levels of two important factors (look-ahead window and scheduling period) are compared for the iterative approach. Computational results show that, although simulation-based scheduling proves effective when these parameters are properly set, the overall performance diminishes due to the dynamic and stochastic nature of the system, which degrades the multi-pass improvement capability of the simulation runs. Experimental results also support the initial expectation in that frequent updates to the higher-level schedule may not be necessary when these decisions are naturally "adaptive" to the unexpected system changes.
Introduction
Effective production scheduling is becoming an increasingly important component of the supply chain environment that most companies face in today's competitive markets. Discrete-event simulation is a decision support tool that has been proposed to achieve effective scheduling. During the last decade, a significant body of literature has accumulated in this area, mainly either proposing simulation-based scheduling schemes or testing existing schemes in different settings. Most studies in this area share two common characteristics: (1) They use static and deterministic environments where all jobs are available for scheduling and no uncertainty is considered. In these cases, simulation is used as a search heuristic for improved scheduling decisions.
(2) Simulation is mostly used to assist with constructing a complete schedule of all jobs rather than other types of scheduling decisions; however, a simulation-based scheduling scheme might perform differently in a dynamic and stochastic environment and/or when the main scheduling decision is different from constructing an off-line static and complete schedule. The main goal in this paper is to investigate how simulation-based schemes perform under dynamic and stochastic conditions through a comprehensive experimental study when simulation is used to identify scheduling policies rather than to generate a complete schedule.
Two questions are addressed: (1) Are simulationbased schemes still effective in a dynamic and stochastic environment? It is already known that the performance of "optimization-based algorithms" used to generate schedules fine-tuned (or even optimal) with respect to deterministic assumptions deteriorates quickly with the introduction of uncertainty (see Lawrence and Sewell 1997 for processing time uncertainty) . This study will show if this is a valid conclusion for simulation-based methods, which are believed to be more flexible, adaptable, and realistic. (2) Is there a difference in the performance when simulation is used to make higher-level decisions? This study evaluates two simulation-based methods: (a) to select the best priority rule among candidates (rule selection), and (b) to fine-tune parameters of a heuristic (parameter tuning). From this perspective, simulation results will not generate a static complete schedule. One can interpret this as a mechanism to separate the higher-level (or more critical) policies rather than making detailed decisions such as sequencing all jobs and determining start times for operations.
A typical environment is explained where simulation-based schemes can be employed to address the above questions. In this environment, the scheduling and control activity is viewed as an intermediate component of a more global planning system in which decisions regarding production planning and master scheduling are made at a higher level. The scheduling and control level deals with the lower level, short-term decisions using the data provided by the higher levels. Specifically, it is assumed that a planning module provides a master schedule of upcoming jobs (called job release data). The time span of the job release data is called the forecast window. The scheduling module uses simulation runs to make (higher-level) scheduling decisions such as dynamic rule selection and parameter tuning. The length of the simulation runs is usually called the simulation window or look-ahead window, which may or may not equal the forecast window. The time interval between two successive points in time when the scheduling decisions are made is commonly called the scheduling period, which in turn determines the frequency of simulation activation. Simulation-based schemes are usually used in a rolling-horizon basis; that is, if new four-week job release data are available every week, for instance, and decisions are made for 2 weeks using simulation, then only the first-week decisions are implemented, and at the beginning of the next week new decisions are made for the following four weeks using the fresh job release data (see Figure 1) .
The details of an (iterative) simulation-based mechanism that has been used in past studies are outlined, and the implementation of two specific algorithms for this mechanism is explained. The alternative to simulation-based scheduling will be a well-studied and widely used approach: priority dispatching. Only top-performing priority rules are considered for the problem, job shop scheduling with weighted tardiness objective, which is a surrogate measure of customer service. These priority rules are dynamic and state-dependent and have inherent flexibility to utilize up-to-date information and accommodate changes. We expect to find somewhat different results from previous findings in which fine-tuned static schedules obtained through simulation were compared against these myopic rules under static and deterministic conditions. The contention is that these rules will work well under highly dynamic and stochastic conditions as compared to simulation-based schemes; however, deteri- oration of simulation-based schemes may not be so severe because they decide higher-level policies and leave the remaining decisions for later while the dynamics of the system take place.
Literature Review
First, the conceptual studies of simulation-based scheduling are summarized. An early study in this area is by Davis and Jones (1988) who decomposed scheduling problems into a hierarchical decision structure (planning, scheduling, and then control). They proposed a mechanism based on the simulation of each scheduling alternative (priority dispatching rules, routing alternatives, etc). Harmonosky (1990) discussed the implementation issues such as modeling, interface to the physical system, saving the system status for evaluating alternatives, and recovery at decision points. Harmonosky and Robohn (1991) addressed issues such as the frequency of invoking the simulation mechanism, dealing with the simulation output, data acquisition, and interface problems. In her later work, Harmonosky (1993) analyzed two key issues: (1) the simulation run length and (2) the type of simulation (deterministic versus stochastic due to machine breakdowns). In another study, Harmonosky and Robohn (1995) investigated the effects of different manufacturing systems on the computational time of simulation runs. The purpose in this paper, though, is not to address these issues; it is assumed that simulation is a viable approach from these perspectives.
Because two decision types (rule selection and parameter tuning) are the focus, the review mainly concentrates on studies that investigated these areas. Most simulation-based methods use a simulation run for each priority rule in a set of candidate rules, and then select the best among them. An early study in this area is by Wysk (1988, 1999) , whose experimental results showed that when simulation run length is accurately determined according to environmental conditions and objectives, then the approach is very effective. After observing the drawbacks of this study where the simulation window coincides with the constant scheduling period, Ishii and Talavage (1991) proposed variable-length, statedependent scheduling intervals and simulation windows. The simulation experiments showed that using a scheduling interval defined based on the system transient state improves the performance over using a constant scheduling interval, which has a very unstable performance as compared to single-pass rules. The results also showed that the performance becomes poorer than for the single-pass algorithms if the scheduling intervals are not accurately determined. After observing the advantages of switching rules in each time period, Ishii and Talavage (1994) tested the idea of using a different rule on each machine in each period. Cho and Wysk (1993) developed a neural network model to generate alternative dispatching rules based on the current system status, which are then evaluated by multi-pass simulation. also considered a rule-selection algorithm strengthened with a genetic algorithm-based machine learning scheme in a parallel machine setting with flow-time objective. provided a review of the relevant machine learning literature. It should be noted that this study fills some research needs (testing in dynamic and stochastic job shops) identified by Aytug, Koehler, and Snowdon and Aytug et al.
The second area where iterative simulation runs are used is what is called parameter tuning, where multiple simulation runs are conducted to tune parameter(s) of an algorithm. An early study by Vepsalainen and Morton (1988) proposed an iterative approach called lead time iteration (LTI) that makes repeated simulation runs to find more consistent queue (waiting) time estimates that are used in priority index calculation. Kiran, Alptekin, and Kaplan (1991) proposed a feedback heuristic, where a series of schedules is generated using job-based priorities that are smoothed at every iteration using the respective job's contribution to the performance measure and the job's priority in the previous iteration. Experiments conducted in static and dynamic flexible manufacturing environments showed that the iterative simulation mechanism can be very useful as compared with single-pass rules. Ovacik and Uzsoy (1994) presented several rolling horizon procedures to minimize maximum lateness on a single machine in the presence of sequence-dependent setup times. Although not simulation-based, the study is reviewed here because it addresses the issues of interactions between planning horizon and forecast window. The study showed that when forecast window and planning horizon parameters are appropriately selected, the proposed rolling horizon procedures outperform the earliest due date rule. In a related study, Church and Uzsoy (1992) analyzed several rescheduling policies for dynamic single-machine and parallel-machine problems with maximum lateness objective. Experimental results showed that periodic scheduling (that is, revising decisions every scheduling period) is very useful when the jobs arrive in batches periodically to the system and the scheduling period coincides with the batch interarrival time. In the case of dynamic and continuous arrivals, the benefit of extra scheduling diminishes rapidly.
All studies reviewed so far assume a deterministic (no stochastic events other than dynamic job arrivals) shop environment. Although there are numerous studies that investigate reactive scheduling, rescheduling, and robustness under uncertainty, there are only a few simulation-based studies that consider stochastic shop conditions. Kim and Kim (1994) proposed a simulation-based, real-time scheduling mechanism that evaluates various dispatching rules for a given job set and selects the best one for a given criterion. The best dispatching rule is used until the difference between the actual performance (under urgent job arrivals and machine breakdowns) and the estimated performance exceeds a given limit (called the performance limit); then, a new simulation is performed with the remaining operations, and a new rule is selected. Banks (1993a, 1993b) and Manivannan and Banks (1992) proposed an integrated scheduling and control system that combines simulation and knowledge-based concepts to perform an analysis of interruptions in the form of machine breakdowns and rush orders in a flexible manufacturing system. When a control decision cannot be obtained readily from the knowledge base, the alternative actions are evaluated using the simulation mechanism.
From the reviewed literature, it is known that static complete schedules (simulation-based or optimization-based) that do not leave any room for dynamic adaptability perform poorly in the face of disruptions. To the best of our knowledge, there is no single study that (1) uses simulation-based approach to decide high-level policies in a dynamic and stochastic job shop environment, and (2) analyzes them using an extensive experimental study under common conditions that test not only levels of stochastic disruptions (machine availability and processing time variation) but also investigate their interactions with method-specific parameters such as look-ahead and scheduling windows. This study fills this void and even addresses several issues that were raised in previous studies as future research directions: job shops instead of single machines or flow shops, processing time variation, and machine availability (together), and so on. Finally, the study shows whether the believed flexibility of simulation-based systems would hold under dynamic and stochastic conditions or not.
Iterative Simulation-Based Scheduling
A dynamic job shop scheduling problem is considered in which some information about future jobs is available for a certain period of time. The information on these soon-to-arrive jobs becomes available periodically; that is, certain characteristics of jobs that will be released to the shop floor are known, say, every week. The planning module, shown by the "plant controller" in Figure 2 creates the job release data (or master schedule). The job release data consists of
• job arrival times that will occur during the next forecast horizon; • job characteristics such as due dates, job weights, routing information (that is, number of operations, best estimates of processing times, machines that each job visits).
A typical simulation-based decision support to handle this type of scheduling problem is shown in Figure 2 . The plant controller lays out the job release data and the managerial objective(s) to the Parameter Selector (PS) and the Iterative Simulation Mechanism (ISM). The current shop status is fed back to the ISM and Parameter Selector by the execution and control module, called the "shop controller." The parameter selector determines the look-ahead (or simulation) window, the scheduling period (SP) or planning horizon, and other parameter values that are used in the ISM algorithm. This is done by examining the current shop status, the job release data, and the objectives (the study in a way provides additional insights for the PS to determine what might work in different conditions). The ISM activates the iterative scheduling algorithm using the provided information. The ISM initializes each iteration (or simulation run) with the current system status, and same dynamic events are generated by using the job release data in each iteration. The objective(s) set by management serve as performance measure(s) in the simulation runs. The simulation run length (called the "simulation window") is determined by the look-ahead window parameter provided by the PS. The scheduling period defines the frequency of normal ISM invokes (regular scheduling period). Although the ISM can also be activated in case of unexpected events such as machine breakdowns, this option is left for a future study.
It is implicitly assumed that the ISM consists of a somewhat detailed simulation model of the real system. The ISM uses this model to mimic the real-life system and evaluate the alternative scheduling policies by running the model. From this perspective, the ISM is flexible in terms of the variety of policies that it can test. More specifically, the ISM can be employed for many decision types such as:
• Best-rule selection • Priority update (or parameter tuning) • Constructing a complete schedule • Reactive scheduling and control policy determination
In the current ISM implementation, the first two of these decisions will be considered. A specific algorithm is implemented for each decision:
• Multi-pass Rule Selection Algorithm • Lead Time Iteration Algorithm These algorithms are described in detail in the following subsections.
Multi-pass Rule Selection Algorithm
Many researchers have studied priority dispatching rules for more than three decades. The major conclusion that can be drawn from these studies is that there is no single rule that yields the best performance in all conditions and that the performance of a rule is highly affected by the operating conditions and the managerial objective(s). Therefore, changing a dispatching rule over successive time periods based on the current system state, the performance measure, and the current information about the future events can improve overall performance over using a single rule for the entire planning horizon. One issue addressed in this study is to test the effectiveness of this rule switching approach as a high-level decision not only in dynamic but also in stochastic environments. Some existing studies that consider similar approaches are reviewed in the previous section Wysk 1988, 1989; Ishii and Talavage 1991; Cho and Wysk 1993) .
In this specific implementation of this approach, there are given a set of candidate rules, each of which can be applied in the shop for the given performance measure (weighted tardiness in this case). The candidate rules can be determined by analyzing their past performances. At each decision point, a new series of simulation runs is performed using each of the candidate priority rules in each run. At the end of each iteration, the performance measure is recorded for that rule, and the rule is selected that produces the best performance for the current look-ahead window. This rule is applied in the system until the next decision point, which is defined by the new information arrival (job release data, see Figure 3 ).
Because the weighted tardiness job shop problem is examined, the following specialized rules in the candidate set are considered: Apparent Tardiness Cost (ATC), Bottleneck Dynamics (BD), Cost OVER Time (COVERT), Modified Operation Due Date (MOD), and Weighted Shortest Processing Time (WSPT). Notation and definitions of the rules are given in Table 1 . WSPT is selected because it yields good performance for tardiness measures in highly loaded shop conditions. COVERT (Carrol 1965) and MOD (Baker and Kanet 1983) are two rules for minimizing the unweighted tardiness. ATC is similar to COVERT, but it utilizes exponential cost function (urgency factor) instead of linear (Vepsalainen and Morton 1987) . BD has been developed as an extension of ATC, with the primary difference in the resource usage computation (Morton and Pentico 1993) . The resource usage in the denominator of the formula is calculated by summing the terms (resource price times operation processing times) over the remaining operations for the job under consideration. The resource price of a machine k at time t (R k (t)) is based on both the current jobs in the queue and the overall utilization, as shown below:
where L k (t) is the current queue length, U ij (t) is the urgency factor, (wU) avg is the average delay cost, and k is the average utilization of the machine. (For a broad discussion of the rules, including BD, refer to Kutanoglu and Sabuncuoglu 1999.) 
Lead Time Iteration
Some priority rules such as ATC and BD involve parameters that need to be estimated or tuned. It is well known that the performance of these scheduling rules depends on the right setting of these parameters. Specifically, ATC and BD indices use waiting time estimates. One traditional approach is to use a constant multiplier (lead time constant) times processing time as a waiting time estimate (Vepsalainen and Morton 1987) . In general, single-pass versions of ATC and BD employ this approach. To further improve the performance, there are two alternatives:
• Several alternative values for the lead time constant are evaluated, and the one which produces the best performance measure is selected.
• Lead time iteration (LTI) estimates the waiting time of each individual operation iteratively using realized waiting times in simulation runs. Waiting time estimates that produce the best estimated performance are used in the implementation of the rule. 
In this study, the second approach is employed because it revises the individual waiting time estimates independently by using realized waiting times in previous iterations. Therefore, it is expected that it should perform at least as well as the first alternative for the same number of simulation iterations. LTI starts with initial waiting time estimates set as in traditional estimation method, and smoothes the estimated and the actual waiting time estimations at the end of each iteration for the next iteration. The steps of the algorithm are as follows (for the original version of LTI, see Morton and Pentico 1993):
• Step 1. Set iteration number n at 1. Initialize estimates (used was three times the processing time, W ij (1) = 3 ϫ p ij ) for each job on hand and jobs that will arrive during the look-ahead window.
• Step 2. Perform a simulation using ATC (or BD).
• Step 3. Record the performance measure obtained and the actual waiting times (Q ij (n)) for iteration n. where ␣ is a smoothing parameter between 0 and 1 (0.5 is used in the experiments).
• Step 6. Increase the iteration number n by 1, and go to Step 2. • Step 7. Report the best performance measure and corresponding waiting time estimates. Use the waiting time estimates in the actual implementation of the rule.
In the implementation of the algorithm, ATC is used because it requires less computation for priority calculation than BD. The smoothing process is used to prevent the estimates from changing drastically and to prevent possible oscillation. A typical termination rule is to set a limit on the number of iterations. An alternative is to terminate when there is no improvement in the performance for the last certain number of iterations. The procedure was set to stop either when the iteration number reaches 30 or when there is no improvement for 10 consecutive iterations.
In the experimental study, when scheduling decisions are made at these decision points either by the rule selection algorithm or LTI, these decisions are implemented in another simulation run representing the actual system operation. If a certain rule is selected during the iterative simulation, then this rule is applied as a priority dispatching rule to select the job next to be processed on an available machine. When the decisions are made by LTI, then ATC is used with the best waiting time estimates. During the iterative simulation process, the mechanism uses the best available information. But during the implementation of the decisions, the actual progress of the operations on the shop floor might be quite different. Two types of events are considered that will affect the actual progress: (1) machine failures and (2) processing time variations. Note that both events are tested simultaneously; that is, machines may unexpectedly fail and processing times may vary in the same experiment (except for the no-breakdown and no-variation cases). Hence in the study, also analyzed are the interactions between the parameters of the scheduling mechanism (that is, the scheduling period and look-ahead window) and these unexpected events that frequently occur in practice.
The extensive experimental study is conducted to test the following conjectures:
1. There is a strong interaction between methodspecific factors and system conditions such as utilization and stochastic events. 2. When a simulation-based mechanism is used to determine higher-level policies and these are implemented dynamically over time, there is not a great need to frequently update the policies; that is, short scheduling intervals may not pay off. 3. Single-pass dispatching rules that are inherently dynamic and state-dependent will yield performances comparable (or superior) to simulationbased schemes as more uncertainties are present in the system.
Computational Study
The experiments consider a hypothetical reentrant job shop environment with the following characteristics: Jobs arrive continuously according to a Poisson process. The average utilization of the shop is determined by calibrating the arrival rate of the jobs. The W n W n Q n ij ij ij
arrival rate is adjusted to achieve approximately 70% utilization on the average at the low level, and 90% utilization at the high level. The jobs have a fixed number of operations selected from a discrete uniform distribution from 1 to 10. The operations are randomly processed through 10 machines available in the shop. Job weights are drawn from Uniform [1, 30] . Due dates are assigned randomly over a full range of flow allowances, with an average of six times the mean job processing time. Two types of uncertainty are considered in the study: (1) processing time variation and (2) random machine breakdowns. Best estimates of processing times (that are assumed to be released by the plant controller, and that are used in simulation runs) are drawn from the uniform distribution between 1 and 30, U [1, 30] . Actual processing times are determined using the best estimates as follows:
where V, as an experimental factor, defines the level of processing time variation and p ij and p ij Ј are the best estimate and actual processing time for operation j of job i, respectively. In the current experimental study, V is set either at 0.0 (that is, deterministic case, no variation) or at 0.60.
Machine breakdowns are modeled by using the busy time approach proposed in Law and Kelton (1991) . With this approach, a random uptime is generated for each machine from a "busy time distribution." The machine is considered "up" until its total accumulated busy time reaches the end of the generated uptime. Then it fails for a random time drawn from a downtime distribution, after which an uptime is generated. Law and Kelton recommended that, in the absence of real data, busy time distribution is most likely to be a Gamma distribution with shape parameter (␣ b = 0.7) and scale parameter ␤ b to be specified according to the experimental conditions. They also stated that Gamma distribution with shape parameter (␣ d = 1.4) is appropriate for the distribution of downtimes. In this framework, the level of machine failure is measured by efficiency (or availability) level, which gives the long-run ratio of the machine busy time to the total busy and downtime. In fact, this ratio is modified to generate desired levels of the machine failure factor. In this way, the duration of each breakdown comes from and busy time between two successive breaks is drawn from
Here, d avg represents mean downtime and represents the efficiency level. (The former is denoted with D and the latter with E in the statistical analysis, see Table 2 .) Three levels of efficiency are considered. The first level corresponds to no failure case, in which the efficiency is 100%. In the other two levels, the machines are all fallible with average efficiency of 90% and 80%. Four levels of mean downtimes are defined. The first level represents the no-failure case with 0 mean downtime, which is only possible in the efficiency level of 100%. The other three levels of mean downtime are p avg , 5p avg , and 10p avg , where p avg is the overall average processing time (these three cases are only possible in efficiency levels of 80% or 90%).
The system is simulated by using SIMAN simulation language with some additional C subroutines linked in a UNIX environment. Ten independent replications are used for output analysis. Each replication is 1500 job-completions long. The system is initialized with 20 jobs to reach the desired system state faster. Common random numbers (CRN) are used as a variance reduction technique.
By setting the simulation run length, the entire manufacturing horizon is also determined as 1500 job completions. Two different forecast horizons are determined: 250 job arrivals and 100 job arrivals. In this case, the look-ahead window is set equal to the forecast horizon. The scheduling period that defines the decision points has three different levels with respect to the look-ahead window. At the first level, the scheduling period is equal to the forecasting horizon. In the other two cases, the scheduling period is a portion of the forecasting horizon: about a quarter of the forecasting horizon and approximately half of the forecasting horizon. Hence, the scheduling period is equal to 65, 125, or 250 jobs for the case when the forecast horizon is 250, and it is equal c h to 25, 50, or 100 jobs for the forecast horizon of 100. The case in which the forecast horizon is equal to the entire manufacturing horizon (1500 jobs) is used as a benchmark. In this case, it is assumed that all the information for a very long time period is available for ISM. (The experimental factors and their levels are summarized in Table 2 .)
Experimental Results
Results are analyzed in three subsections. First are briefly presented the results of single-pass versions of the rules in the candidate rule set. Then, the results are discussed of the iterative simulation-based scheduling system with the rule-selection algorithm, and with the lead time iteration algorithm.
Before presenting the results, it should be noted that detecting the effects of the downtimes and the length of the scheduling periods requires particular attention. For 100% efficiency level, there is no downtime (it is shown as 0), and for the other levels there are three values for the mean downtime. In addition, the scheduling periods with 25, 50, and 100 jobs are defined according to the 100-job lookahead window, while 65, 125, and 250-job scheduling periods are defined with respect to the 250-job window. Hence, the scheduling period factor is nested in the look-ahead window (shown as P(F)), and the mean downtime factor is nested in efficiency (D(E)). The analysis of the results is performed by using SAS statistics package (SAS 1994).
Single-pass Experiments
Statistical tests (the analysis of variance, ANOVA, and Duncan tests) have been used to identify areas that need further investigation. The reader is cautioned that the ANOVA results are given for expository purposes due to CRN and the resulting lack of sampling independence. The ANOVA test for singlepass experiments is presented in Appendix A. The column "Pr gt F" shows the significance level of the source. If the significance level of the analysis is taken as 0.05, the effects of the sources that yield probability smaller than 0.05 are statistically significant. In this table, B represents the effect of blocking due to the CRN implementation in simulation replications. According to the F-test, the main effects of all the factors are found to be significant. Also, all two-way interactions of rules, utilization, processing time variation, efficiency, and mean downtime are statistically significant. The three-way interaction of rules, utilization, and efficiency is effective on the weighted tardiness criterion.
Duncan's multiple range test is also applied for the main effects of the factors. Appendix B summarizes the Duncan's test results. (In the table, the significance level is 0.05, the levels with the same letter are not statistically different, and N is the number of observations for the corresponding level.) Although the rules significantly affect the overall performance, the performances of ATC, BD, and COVERT are not statistically distinguishable. MOD is the worst, producing on average 47% higher weighted tardiness than those of the best rules. An increase in utilization adversely affects the system performance as in the case of processing time variation. Lower efficiency levels significantly increase the weighted tardiness.
Because the two-way interactions of the rules and other factors are significant, these interactions are further depicted in a table and several figures. Table  3 summarizes the performances of the rules with respect to utilization (U), efficiency (E), and processing time variation (V). Performance measures for different downtime levels are averaged leading to 30 observations (N = 30) in 80% and 90% efficiency levels. Note the high variability especially at the low efficiency levels. The performances of the first three rules are very close to each other's in almost every factor combination. One side point is that WSPT gets closer to the best rules with increasing utilization and/or decreasing efficiency. MOD deteriorates sharply as utilization increases as compared with the other rules. The effects of processing time variation are shown in Figure 4 . In this case, the deterioration in the performance of the rules is almost in the same rate as the processing time variation increases. The effects of efficiency and downtimes are depicted in Figures 5 and 6 . In general, MOD is very sensitive to the efficiency and downtimes. It is also noted that the performance of WSPT is very close to the performances of ATC, BD, and COVERT at 80% efficiency, whereas it is worse than those rules at 90% efficiency.
Results of Multi-pass Rule Selection Algorithm
The ANOVA table for the multi-pass rule selection algorithm is presented in Appendix C. The main effects of all the factors except the scheduling period are statistically significant. All two-way interactions of utilization, efficiency, downtime nested in efficiency, and look-ahead window are effective on the performance. A significant three-way interaction of utilization, efficiency, and look-ahead window is observed, as well as a significant three-way interaction of utilization, downtime, and look-ahead window. The results also indicate that the scheduling period is effective only with downtime and efficiency. Appendix D summarizes the Duncan's multiple range test for the multi-pass algorithm. The results support the findings of ANOVA for utilization, processing time variation, and efficiency. The Duncan grouping shows that the look-ahead of 100 jobs is significantly the worst among the tested look-ahead windows. The look-ahead windows with 250 and 1500 jobs produce the lowest measures without any significant statistical difference between them. The effects of the look-ahead window are listed in Table  4 along with scheduling period levels. It is observed that a look-ahead window set at 250 jobs with scheduling periods of either 65 jobs or 250 jobs produces slightly better performance. Table 5 shows the selection percentages of each rule along with the average CPU time for one full replication of simulation. The results show that the selection percentages are highly dependent on the lengths of the look-ahead window and scheduling period. Although, ATC and COVERT are more and more selected for longer look-ahead windows, the other rules are alternatively selected in the shorter look-ahead windows. This shows that several rules can be preferred in the short term, although their long-term performances are dominated by others. The table also shows the effects of the look-ahead window and scheduling period on the simulation time. Especially the scheduling period affects the CPU time because it directly determines the frequency of the multi-pass algorithm executions.
A summary of results is provided in Table 6 for selected combinations of look-ahead window (F) and scheduling period (P). It is observed that F = 100 is inferior mainly due to its performance in low efficiency levels. The effect of utilization on the performance of the 100-job look-ahead window is depicted in Figure 7 . This figure shows that a scheduling period of 25 jobs is mostly affected by the utilization. The effects of efficiency and mean downtime are displayed in Figures 8 to 10 . In higher efficiency levels or in short downtimes, the different look-ahead windows seem to produce very similar performances. This effect becomes stronger when the efficiency is high; however, at low efficiency levels or with long downtimes, longer look-ahead windows yield better performances. In summary, the length of the look-ahead window is effective on the performance, but the scheduling period is not very significant. That is, it is important to select a proper time period for the look-ahead window; if an appropriate look-ahead window is selected, then the scheduling period is not so important.
Results of Lead Time Iteration Algorithm
The ANOVA test for the lead time iteration algorithm is presented in Appendix E. The F-test shows 274 that only the main effects of utilization, variation, efficiency, and downtime are significant. The lengths of the look-ahead window and scheduling period do not have significant impact on the performance of the lead time iteration algorithm. Among the two and higher-level interactions, the interaction between utilization and efficiency and the interaction between utilization and downtime are found significant. The Duncan's test supports these findings, as shown in Appendix F. For the sake of brevity, a summary table for LTI is provided (see Table 7 ).
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There is no significant difference among the performances of the selected combinations of F and P. One can choose shorter look-ahead windows with equal scheduling periods to save computational effort. From the same table, the effects of utilization, efficiency, and variation levels are observed. When compared with the single-pass algorithms, the multi-pass rule selection algorithm provides 7.5% improvement on average over the single-pass rules. When the utilization is high or the processing time variation is low, multi-pass rule selection algorithm is even more advantageous. The lead time iteration algorithm produces lower weighted tardiness with an average improvement of 9.6% over the single-pass rules. When the LTI algorithm is compared with the multi-pass rule selection algorithm, it is seen that, on average, LTI dominates the latter; however, the improvement rate over the rule selection algorithm changes with respect to the efficiency and processing time variation. Even in these cases, however, the improvement does not seem to be signifi- cant especially if the high variability due to processing time variations and machine failures is considered. Hence, either can be implemented in the outlined iterative simulation-based mechanism.
The results of summary tables for alternative schemes are simultaneously analyzed (single-pass, multi-pass rule selection, lead time iteration, see Tables 3, 6 , and 7). The differences observable over all observations may not be consistent with the more direct comparison of the best single-pass rule (say, ATC) and the best setting for multi-pass algorithms (F = 250, P = 250). Although both multi-pass algorithms improve performance over single-pass rules on average, this is questionable if it is compared with the best among the single-pass rules, especially in low efficiency levels and high processing time variation levels. This implies that multi-pass algorithms may not pay off the computational effort if the best rule to implement in the system in known. These results also show that a simulation-based scheduling mechanism is effective in more deterministic situations (E = 100 and V = 0). This can be attributed to the nature of the iterative algorithms because they search through the promising improvements over the existing alternatives; however, this positive effect of the search ability reduces in the dynamic and stochastic environment (that is, processing time variations and machine breakdowns seriously diminish the potential improvement expected from the iterative algorithms).
Discussion and Conclusions
This study has defined a scheduling environment where some information about future job arrivals (job release data) is available. A simulation-based scheduling mechanism is outlined. Two types of scheduling decisions were tested for effectiveness: (1) best-rule selection and (2) parameter tuning. Using the multi-pass rule selection algorithm for the first type and the lead time iteration method for the second, an extensive experimental study was conducted by creating both deterministic and stochastic environments (dynamic, however, in all cases). The effects of unexpected events such as machine failures and processing time variation were investigated. The experimental results repeatedly show the significant interactions among the method-specific factors and the system conditions, which supports the first conjecture.
The priority rule is selected to implement during the next scheduling period in the rule selection algorithm, whereas improved waiting time estimates were sought in the lead time iteration method. Namely, higher-level policies are decided at the beginning of a scheduling period, and the selected policies are implemented dynamically over time. The remaining scheduling decisions such as determining the start times of operations (or which job to start next) are determined in a dynamic manner during the implementation of the selected policies (a static a priori schedule is not actually generated, as opposed to the traditional approaches). When unexpected events occur in the system, the dynamic nature of these algorithms results in decisions that are state-dependent as the system state changes. Hence, the algorithms that are dynamic and statedependent in nature inherently develop their reactions to the events until the next decision point. In this sense, the results support our second conjecture that frequent updates of the higher-level policies (short scheduling periods) may not be necessary even in dynamic and stochastic conditions. This observation is especially true when the lead time iteration method is considered. If the algorithm implemented in ISM were not dynamic and robust, then the revision of the policies would be critical.
In this case, the information for the next forecast horizon is utilized explicitly during the decision making process. It is assumed that the arrival times and other characteristics of the jobs are known with certainty at the beginning of scheduling period. The only stochastic events are machine failures and processing time variations; however, the results of the experiments have indicated that these two events do not necessitate frequent revision of the higher-level The results also show that the multi-pass or iterative algorithm is better than single-pass algorithms (rules) on average, but not better than the best single-pass rule, especially in stochastic cases. This implies that one may just choose the overall best rule and not need to revise this decision for the entire horizon. This can be explained by the dynamic and state-dependent nature of the rules implemented in the study. Even if the rules are single-pass, they use the up-to-date information about shop status because they defer scheduling decisions until when they are needed. Hence, the rules have inherent adaptive/reactive elements such as changing the priorities of jobs, which make them rather robust for uncertain conditions. Additionally, the results show that fine tuning a parameter of a rule in a series of iterative simulations may not be a viable approach in a stochastic environment. The stochastic events may make the fine-tuned rule/parameter an inferior decision for the implementation; that is, the performance of the rule/parameter that performed best under deterministic conditions may turn out to be a poor selection under stochastic events. These observations provide evidence that support the third conjecture listed previously; however, a further investigation is needed for other types of decisions that would be made by means of iterative simulation and for other types of stochastic events. 
