Estimates of the remainder in Taylor’s theorem using the Henstock-Kurzweil integral by Talvila, Erik
Czechoslovak Mathematical Journal
Erik Talvila
Estimates of the remainder in Taylor’s theorem using the Henstock-Kurzweil
integral
Czechoslovak Mathematical Journal, Vol. 55 (2005), No. 4, 933–940
Persistent URL: http://dml.cz/dmlcz/128035
Terms of use:
© Institute of Mathematics AS CR, 2005
Institute of Mathematics of the Czech Academy of Sciences provides access to digitized documents
strictly for personal use. Each copy of any part of this document must contain these Terms of use.
This document has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://dml.cz
Czechoslovak Mathematical Journal, 55 (130) (2005), 933–940
ESTIMATES OF THE REMAINDER IN TAYLOR’S THEOREM
USING THE HENSTOCK-KURZWEIL INTEGRAL
     
	
, Abbotsford
(Received January 22, 2003)
Abstract. When a real-valued function of one variable is approximated by its nth degree
Taylor polynomial, the remainder is estimated using the Alexiewicz and Lebesgue p-norms
in cases where f (n) or f (n+1) are Henstock-Kurzweil integrable. When the only assumption
is that f (n) is Henstock-Kurzweil integrable then a modified form of the nth degree Taylor
polynomial is used. When the only assumption is that f (n) ∈ C0 then the remainder is
estimated by applying the Alexiewicz norm to Schwartz distributions of order 1.
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1. Introduction
In this paper the Henstock-Kurzweil integral is used to give various estimates of
the remainder in Taylor’s theorem in terms of Alexiewicz and Lebesgue p-norms. Let
[a, b] be a compact interval in  and let f : [a, b] →  . Let n be a positive integer.
When f is approximated by its nth degree Taylor polynomial about a, the remainder
is estimated using the Alexiewicz norm of f (n+1) and p-norms of f (n) in the case when
f (n+1) is Henstock-Kurzweil integrable (Theorem 4). When the only assumption is
that f (n) is Henstock-Kurzweil integrable then f (n) need not exist at a. In this case
we use a modified form of the Taylor polynomial where f (n) is evaluated at a point
x0 ∈ [a, b] at which f (n) exists. The resulting modified remainder is then estimated
in the Alexiewicz and p-norms (Theorem 3). And, when the only assumption is that
f (n) ∈ C0, the Alexiewicz norm is used in the space of Schwartz distributions of
Research partially supported by the Natural Sciences and Engineering Research Council
of Canada. An adjunct appointment in the Department of Mathematical and Statistical
Sciences, University of Alberta, made valuable library and computer resources available.
933
order 1 to estimate the remainder (Theorem 6). The results extend those in [1]. See
also [7] for another form of the remainder.
For the Henstock-Kurzweil integral we have the following version of Taylor’s the-
orem.
Theorem 1. Let f : [a, b] →  and let n be a positive integer. If f (n) ∈ ACG∗













f (n+1)(t)(x − t)n dt.(2)
A proof under the assumption that f (n) is continuous on [a, b] and f (n+1) exists
nearly everywhere on (a, b) is given in [6]. The general case follows from the Funda-
mental Theorem: If F : [a, b] →  and F ∈ ACG∗ then F ′ exists almost everywhere,
F ′ is Henstock-Kurzweil integrable and
∫ x
a F
′ = F (x) − F (a) for all x ∈ [a, b]. For





ap = F (x) − F (a) for all x ∈ [a, b]. Here the integral is the wide Denjoy
integral and the approximate derivative is used. All the results proved in the paper
have a suitable extension to the wide Denjoy integral. The function spaces ACG∗
and ACG are defined in [2] and [4]. Note that AC  ACG∗  ACG  C0. The set
of continuous functions that are differentiable nearly everywhere is a proper subset
of ACG∗, which is itself a proper subset of the set of continuous functions that are
differentiable almost everywhere. The other half of the Fundamental Theorem says
that if f ∈ HK then ddx
∫ x
a
f = f(x) almost everywhere (and certainly at points of
continuity of f).
The Alexiewicz norm of an integrable function f is defined







We will write ‖f‖I when it needs to be made clear the norm is over interval I .
See [5] for a discussion of the Alexiewicz norm and the Henstock-Kurzweil integral.




∣∣. It leads to similar estimates to those obtained
for the Alexiewicz norm in Theorems 3, 4 and 6.
Denote the space of Henstock-Kurzweil integrable functions on [a, b] by HK. Note
that if f (n) ∈ ACG∗ then f (n+1) ∈ HK.
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2. Estimates when f (n−1) ∈ ACG∗
If f (n−1) ∈ ACG∗ (i.e., f (n) ∈ HK) then f (n) need only exist almost everywhere
on (a, b). If f (n) exists at x0 ∈ [a, b] then we can modify the Taylor polynomial (1) so
that the nth derivative is evaluated at x0 and then obtain estimates on the resulting
remainder term. The following lemma is used.
Lemma 2. If f : [a, b] →  and f (n−1) ∈ ACG∗ then let x0 ∈ [a, b] such that
f (n) exists at x0. Define the modified Taylor polynomial by
(4) Pn,x0(x) = Pn−1(x) +
f (n)(x0)(x − a)n
n!
and define the modified remainder by Rn,x0(x) = f(x) − Pn,x0(x). Then for all






[f (n)(t)− f (n)(x0)](x− t)n−1 dt.
The proof is the same as for Lemma 1 in [1] (which is false without the proviso
that f (n) exists at x0). Of course we can take x0 as close to a as we like. See [3] for
remainder estimates based on estimates of |f (n)(t)− f (n)(x0)|.
Theorem 2 in [1] gives pointwise estimates of Rn in terms of p-norms of f (n) when
f (n−1) ∈ AC and f (n) ∈ Lp (1 6 p 6 ∞). We have the following analogue when
f (n−1) ∈ ACG∗. Note that if f (n−1) ∈ ACG∗ \ AC (i.e., f (n) ∈ HK \ L1) then for
each 1 6 p 6 ∞ we have f (n) 6∈ Lp. However, we can use the Alexiewicz norm to
estimate Rn,x0 .




‖f (n)(·)− f (n)(x0)‖.











(n− 1)! [(n− 1)p + 1]1/p ‖f
(n)(·) − f (n)(x0)‖, 1 6 p < ∞,
(b− a)n−1
(n− 1)! ‖f
(n)(·)− f (n)(x0)‖, p = ∞.
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. Let a 6 c 6 b. Using Lemma 2 and the reversal of integrals criterion








[f (n)(t)− f (n)(x0)]
∫ c
t






[f (n)(t)− f (n)(x0)] dt for some ξ ∈ [a, c].
Equation (9) comes from the second mean value theorem for integrals [2]. Taking








[f (n)(t)− f (n)(x0)] dt





This gives (7). The other estimates in (8) follow from this. 
An alternative approach in Theorem 3 is to assume f (n−1) is ACG∗ on [a, b]
and f (n) exists at a. Then equation (6) is replaced with ‖Rn‖ 6 (b− a)n‖f (n)(·) −
f (n)(a)‖/n! with similar changes in (7) and (8). This is Young’s expansion theorem [8,
p. 16] but with a more precise error estimate.
3. Estimates when f (n) ∈ ACG∗
Corollary 1 in [1] gives a pointwise estimate of Rn in terms of p-norms of f (n+1)
when f (n) ∈ AC and f (n+1) ∈ Lp. When f (n) ∈ ACG∗ \AC (i.e., f (n+1) ∈ HK\L1)
then for no 1 6 p 6 ∞ do we have f (n+1) ∈ Lp. But, we can estimate Rn using the
Alexiewicz norm of f (n+1) and p-norms of f (n).

















n! (np + 1)1/p
‖f (n+1)‖, 1 6 p < ∞,
(b− a)n
n!







n! (np + 1)1/p
|f (n)(a)|+ Ai, 1 6 p < ∞,
(b− a)n
n!
|f (n)(a)|+ (b− a)
n
n!
‖f (n)‖∞, p = ∞,
where 1/α + 1/β = 1 and
A1 =
(b− a)n−1+1/p‖f (n)‖
(n− 1)! [(n− 1)p + 1]1/p , for n > 1,
A1 = ‖f(·)− f(a)‖p, for n = 1,
A2 =
(b− a)n−1+1/p+1/β‖f (n)‖α
(n− 1)! [(n− 1)β + 1]1/β [(n− 1 + 1/β)p + 1]1/p , for 1 < α 6 ∞,
A2 =
(b− a)n−1+1/p‖f (n)‖1
(n− 1)! [(n− 1)p + 1]1/p , for α = 1,
A3 =
(b− a)1−1/p
(n− 1)! [(n− 1)p + 1]1/p
(∫ b
a












. The proof of (11) is very similar to the proof of (6), except that we
begin with the remainder in the form of (2).








∣∣∣∣ for some ξ ∈ [a, x].
The estimates in (12) and (13) now follow directly.
Integrate (2) by parts to get



























































(x − t)(n−1)p(x− a)p−1 dx dt(21)
6 (b− a)
p−1
(n− 1)p + 1
∫ b
a
|f (n)(t)|p(b− t)(n−1)p+1 dt.(22)
From this we obtain A3.


















|f (n)(t)|p(x − t)n−1(x− a)n(p−1) dt dx,(24)






|f (n)(t)|p(b− t)n dt,
which gives A4. The case p = ∞ follows directly from (16). 
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Note that A2, A3 and A4 all lead to estimates of form Ak 6 Cn,p(b − a)n‖f (n)‖p
(k = 2, 3, 4) where Cn,p is independent of a, b and f .
The integral over x in (21) can be evaluated using hypergeometric functions. How-
ever, this does not markedly improve the estimate for A3. Similarly with A4.
In (12) we have Rn(x) = o[(x − a)n] as x → a.
Note that if f (n) ∈ ACG∗ then ‖f (n+1)‖ = max
a6x6b
|f (n)(x) − f (n)(a)|. This affects
how the remainder is written in Theorems 3 and 4.
Example 5. Let 0 < an 6 1 be a sequence that decreases to 0. Let bn be
a positive sequence that decreases to 0 such that the intervals (an − bn, an + bn)
are disjoint. For this it suffices to take bn 6 min([an−1 − an]/2, [an − an+1]/2).
Let fn(x) = (x − an + bn)2(x − an − bn)2 for |x − an| 6 bn and 0, otherwise.
Let α > 0 and define f(x) =
∑
nαfn(x). For |x − an| < bn we have f ′n(x) =
4(x − an + bn)(x − an − bn)(x − an) and f ′′n (x) = 4[3(x − an)2 − b2n]. Suppose
bn = o(an) as n → ∞ and nαb3n → 0. Then max|x−an|6bn
|f ′n(x)| = O(b3n) so f ∈ C1[0,1]
but f 6∈ C2[0,1]. If
∑
nαb3n = ∞ then f ′′ ∈ HK \ L1. Let a = 0 in Theorems 3 and 4.
(i) If nαb3n/an 6→ 0 then f ′′(0) does not exist. An example of this case is
an = 1/n, bn = c n−β for β > 2 and small enough c, and 3β − 1 6 α < 3β. Let
x0 ∈ (0, 1)\{an±bn}n∈  . Then f ′′(x0) exists and we have the modified second degree
Taylor polynomial P2,x0(x) = f(0) + f ′(0)x + f ′′(x0)x2/2 = f ′′(x0)x2/2. The modi-
fied remainder is R2,x0(x) =
∫ x
0
[f ′′(t)−f ′′(x0)](x− t) dt. If we take x0 = an±bn/
√
3














allows us to obtain all of the estimates in Theorem 3. Note that |R2,x0(x)| =
O(xb1/xcα−3β) = O(x1−α+3β) as x → 0 (and 1 < 1− α + 3β 6 2).
(ii) If nαb3n/an → 0 then f ′′(0) exists. An example is 0 < α < 3β − 1 with an and
bn as in (i). This gives f ′′ ∈ L1. Now P2,0(x) = 0 and R2,0(x) =
∫ x
0 f
′′(t)(x − t) dt.
The quantity ‖f ′′‖[0,x] can be estimated as in (i).









4. Estimates when f (n) ∈ C0
We now show that (11) continues to hold when the only assumption is that f (n) ∈
C0. Under the Alexiewicz norm, the space of Henstock-Kurzweil integrable functions
is not complete. It’s completion is the subspace of distributions that are the distribu-
tional derivative of a continuous function, i.e., distributions of order 1 (see [5]). Thus,
if f is in the completion of HK then f ∈ D ′ (Schwartz distributions) and there is a




for all test functions ϕ ∈ D = {ϕ : [a, b] →  : ϕ ∈ C∞ and supp(ϕ) ⊂ (a, b)}. And,
we can compute the Alexiewicz norm of f via ‖f‖ = max
x∈[a,b]
|F (x)| = ‖F‖∞.









|f (n)(x)− f (n)(a)|.

. From Lemma 2, Rn(x) = (n− 1)!−1
∫ x
a
[f (n)(t) − f (n)(a)](x − t)n−1 dt.






[f (n)(t)− f (n)(a)](y − t)n dt. Equation (26) now follows. 
Example 7. Let g be continuous and nowhere differentiable on [0, 1]. Let n > 1
and define f(x) = (n−1)!−1
∫ x
0
g(t)(x−t)n−1 dt. By differentiating under the integral
and then using the Fundamental Theorem, f (n) = g ∈ C0 but f (n) 6∈ ACG∗. We have
Rn(x) = (n− 1)!−1
∫ x
0
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