Abstract. Static verification of software is becoming ever more effective and efficient. Still, static techniques either have high precision, in which case powerful judgements are hard to achieve automatically, or they use abstractions supporting increased automation, but possibly losing important aspects of the concrete system in the process. Runtime verification has complementary strengths and weaknesses. It combines full precision of the model (including the real deployment environment) with full automation, but cannot judge future and alternative runs. Another drawback of runtime verification can be the computational overhead of monitoring the running system which, although typically not very high, can still be prohibitive in certain settings. In this paper we propose a framework to combine static analysis techniques and runtime verification with the aim of getting the best of both techniques. In particular, we discuss an instantiation of our framework for the deductive theorem prover KeY, and the runtime verification tool Larva. Apart from combining static and dynamic verification, this approach also combines the data centric analysis of KeY with the control centric analysis of Larva. An advantage of the approach is that, through the use of a single specification which can be used by both analysis techniques, expensive parts of the analysis could be moved to the static phase, allowing the runtime monitor to make significant assumptions, dropping parts of expensive checks at runtime. We also discuss specific applications of our approach.
Introduction
There is a significant quest from the software industry for lightweight formal methods -methods which achieve a high degree of confidence in desired (sub-) system properties, while satisfying high demands on usability and automation. There are various reasons for this increasing need in software development, including the following recent parallel trends:
Corresponding author. Even if static verification of software has become more relevant, effective and efficient, overcoming certain inherent limitations has proved to be hard. Certain static verification techniques have high precision, in which case powerful judgements are still too hard to achieve automatically, while others use abstractions to enable increased automation, in which case important, or even critical, aspects of the real, concrete system are easily missed, not to speak of the fundamental difficulty of crafting the right abstraction. In reaction to this, there is a recent trend towards more lightweight formal methods, which are easier to exploit but give limited guarantees. One such lightweight method is runtime verification which, compared to static verification, has complementary strengths and weaknesses. Runtime verification combines the full precision of the execution model (even including the real deployment environment) with full automation. On the other hand, it only ever judges observed runs, and cannot judge alternative and future runs. Another drawback is the computational overhead of monitoring the running system which, although typically not very high, can still be prohibitive in certain settings.
In this paper, we propose a unified static and runtime verification framework for object-oriented software. The aim is to provide a unified, lightweight to use but powerful in result, method for specifying and verifying, with a variety of confidence levels, properties of parallel object-oriented software systems.
The paper is organised as follows. We first give some background on static and dynamic verification techniques/tools. In Section 3 we present our framework, and in Section 4 we provide an example to illustrate how our framework could be applied in practice. We briefly describe some application domains of our framework in Section 5. We discuss related work in Section 6 and we conclude in the last section.
