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As a healthy and green transportation mode, cycling has been advocated by many governments. 
However, compared with vast amounts of works on vehicle flow and pedestrian flow, the bicycle 
flow study currently lags far behind. We have carried out experimental studies on bicycle flow on 
a 146-m long circular road. We present the fundamental diagram of bicycle flow and the 
trajectories of each bicycle. We have analyzed the spatiotemporal evolution of bicycle flow as 
well as its stability and phase transition behavior. The similarity between bicycle flow and vehicle 
flow has been discussed. We have proposed a cellular automaton model of bicycle flow, and the 
simulation results are in good agreement with the experiments. 
 
 
Due to serious congestion and pollution, the traffic problem caused by motor vehicles has 
become an urban illness. As an ecological means of transportation, cycling has a number of 
advantages over other modes, both for the individuals and the society. For individuals, cycling is 
healthy and cheap, and sometimes can be faster than other transport modes. For society, cycling 
is environmental sustainable, requires cheap infrastructure and improves public health. Therefore, 
cycling has been advocated by many governments. On the one hand, extensive cycling rights of 
way have been complemented by many pro-bicycle policies and programmes such as ample 
bicycle parking, full integration with public transport. On the other hand, car parking has been 
made expensive and inconvenient in central cities, and strict land-use policies have generated 
shorter and thus more pro-cycling trips. As a consequence, the percent of bicycle trips has 
reached nontrivial level in some countries, such as 10% in Germany and Sweden, 11% in Finland, 
18% in Denmark, and 27% in the Netherlands [1]. Therefore, bicycle flow study is practically 
important for design, operation and control of bicycle facilities.  
 
On the other hand, as vehicle flow and pedestrian flow, bicycle flow is a self-driven many-particle 
system far from equilibrium [2,3]. Thus the study is expected to contribute to understand various 
fundamental aspects of nonequilibrium systems which are of current interest in statistical physics 
such as swarming and herding of birds and fishes [4], traveling waves in an emperor penguin 
huddle [5], ant trails [6], and movement of molecular motors along filaments [7].  
 However, unfortunately, compared with vast amounts of papers studying motor vehicle flow and 
pedestrian flow [2,3,8], the state of knowledge regarding bicycle flow currently lags far behind [9]. 
In the bicycle studies, the data were collected via on-site observations [10-15] and experiments 
[15]. The objective of these studies was to determine the optimal bike path or lane width, to 
assess safety, the impact of bicycles on vehicle traffic flow, the level of service, the fundamental 
diagram and the capacity of bicycle flow [9-20]. For example, the studies, so far, suggest that 
capacity varies in a wide range, such as 2,600 bicycles per hour per 3.3-ft (1 m) [11], 3,000 to 
3,500 bicycles per hour per 2.6-ft (0.78 m) [12], 4,500 bicycles per hour per 8-ft (2.4 m) [13], 10, 
000 bicycles per hour per 2.5-m [15].  
 
Nevertheless, none of the previous studies investigates the phase transition feature of bicycle 
flow. This paper carries out an experimental study on the bicycle flow, see section Methods. We 
present not only the fundamental diagram, but also the trajectories of each bicycle so that we 
can analyze the spatiotemporal evolution of bicycle flow as well as its stability and phase 
transition behavior. We have also discussed the similarity between bicycle flow and vehicle flow, 
and presented a model to simulate the bicycle flow.  
 
Results 
 
Figure 1 shows the fundamental diagram of flow rate versus bicycle number, which exhibits the 
common feature as vehicular flow and pedestrian flow: the flow rate increases when bicycle 
density (bicycle number/course length) is small and decreases when bicycle density is large. The 
capacity is reached in the intermediate density. 
 
For the first experiment, the capacity is estimated to be around 3000 bicycles per hour, 
complemented with the simulation (see section Discussion). For the second experiment, the 
capacity is a little smaller, which is around 2700 bicycles per hour. This may be due to the 
different gender constitution of the riders as pointed out in section Methods, and the maximum 
riding speed of male students is larger than that of female students. In the third experiment, flow 
rate is remarkably smaller due to the rain.  
 Figure 1 The fundamental diagram obtained from the experiment (scattered data) and 
from the simulation (solid lines).  
 
Next we study the spatiotemporal evolution of the bicycle flow via investigating the trajectories 
of the bicycles. It has been found that there exists a critical density ρc1 around 37 bicycles per 
100-m. Below the critical density, the bicycle flow is quite stable. Fig.2(a) and (b) show two such 
typical trajectory diagrams, see also the Supplementary Videos S1 and S2. One can see that even 
if small jams have occurred from time to time, they will soon disappear, as shown by the blue 
arrows. Moreover, as shown by the red arrows in Fig.2(a), some large gaps occur from time to 
time when the density is far below ρc1. On the one hand, this is because, when the preceding 
bicycle is slow, some riders would rather ride slowly instead of accelerating to decrease the gap 
and then decelerating. On the other hand, the behavior may be partially due to the rain. As a 
result, the flow rate is remarkably smaller. As the density approaches ρc1, the bicycle flow 
becomes more congested and the large gaps cannot occur. 
 
However, when the density is above ρc1, the bicycle flow becomes unstable as shown in Fig.3(c).  
Traffic jams exist in the bicycle flow, see also Supplementary Video S3, from which one can see 
that some riders walked instead of riding even if outside of the jams because the riding speed 
approximately equals to walking speed. Even if the jam occasionally dissipates (in the vicinity of 
700 s as shown by the blue arrow), it soon appears spontaneously (in the vicinity of 800 s as 
shown by the red arrow). When the density further increases, the jams cannot dissipate.  
 
 
 Figure 2 Typical trajectory diagrams from experiment. (a) from the third experiment and bicycle 
number is 39; (b) from the second experiment and bicycle number is 48; (c) from the third 
experiment and bicycle number is 63.  
 
Recent empirical studies show that the congested vehicle flow can be classified into two phases: 
the synchronized flow and the jam [21-23]. When the density of synchronized flow is large (which 
is named heavy synchronized flow), the vehicle flow is not stable and a spontaneous phase 
transition from synchronized flow to jam will occur [21-26]. On the other hand, the light 
synchronized flow is quite stable and no spontaneous phase transition to jam occurs, and vehicle 
flow evolves into a widening synchronized flow pattern at the road bottlenecks [21-23]. One can 
see that the feature of bicycle flow is very similar to that of vehicle flow: the heavy (light) 
synchronized flow corresponds to bicycle flow with density above (below) ρc1.  
 
In the future work, we need to carry out experimental study on wider courses allowing 
overtaking. Moreover, the effect of bottlenecks, which will cause phase transition from free 
bicycle flow to congested bicycle flow, also needs to be investigated. Based on the similarity 
between bicycle flow and vehicle flow, we expect that the experiment on bicycle flow will be 
helpful to disclose the mechanism of phase transition from free vehicle flow to congested vehicle 
flow.  
 
Discussion 
 
Model  
 
Now we present a cellular automaton (CA) model of bicycle flow. The CA approach has been used 
successfully to simulate vehicular flow and pedestrian flow [27-30]. In the CA model, the road is 
classified into cells, and bicycles move with integer velocity 0, 1, … , vmax. Here vmax denotes the 
maximum velocity of bicycles. In each time step, the bicycles move as follows: 
(1) Acceleration, vi  min(vi +1, vmax) 
(2) Deceleration,  
     (2a) if di < dod,   vi  min(vi, di, max(𝑑𝑖−1, dc)) 
     (2b) else,       vi  min(vi, di) 
(3) Determination of virtual velocity of a bicycle, vvir,i = max(𝑣𝑖 − 1,0) 
(4) Recalculation of velocity, taking into account virtual velocity of preceding bicycle, 
                   vi  min(vi + min(𝑣𝑣𝑖𝑟,𝑖−1, va), vmax) 
(5) Randomization, vi  max(𝑣𝑖 − 1,0) with probability p 
(6) Bicycle movement, xi  xi + vi 
In the model, vi and xi denote velocity and position of bicycle i, respectively, 𝑑𝑖 = 𝑥𝑖−1 − 𝑥𝑖 − 𝑙 
is the gap between bicycle i and its preceding one 𝑖 − 1, l is length of a bicycle.  
 
The anticipation effect is considered in deceleration rule (2a), i.e., when a bicycle and its 
preceding one are within an operating distance dod, the bicycle's velocity is decided not only by 
its spatial gap, but also by its preceding one's spatial gap. This reflects the fact that when the 
spatial gap of its preceding car is small, bicycle tends to move more slowly than that allowed by 
its spatial gap in order to avoid unrealistic oversized deceleration in the next time step. The 
parameter dc is a criterion parameter which indicates that the preceding bicycle's spatial gap has 
limited effect on the bicycle compared with its own spatial gap. For instance, even if the 
preceding bicycle's spatial gap 𝑑𝑖−1 = 0, a bicycle still moves forward if its own gap di > 0. In 
rules (3) and (4), the virtual velocity of the preceding bicycle is introduced as in vehicular flow 
models [30], which takes into account the fact that the preceding bicycle is also moving. Here va 
denotes the maximum limit of virtual velocity.  
 
For the randomization probability p, the slow-to-start rule is taken into account by adopting a 
velocity dependent randomization probability as in vehicle flow model [28]: 
𝑝 = {
𝑝0
𝑝𝑛
      if    
𝑣𝑖 = 0
𝑣𝑖 > 0
 
with 𝑝0 > 𝑝𝑛.  
 
Simulation results 
 
In the simulations, the circular road is classified into 486 cells and each cell corresponds to 0.3 m. 
Thus, the road length is 145.8 m. The length of bicycles is set as 1.5 m, thus a bicycle occupies 5 
cells. The parameters pn = 0.3, p0 = 0.8, dc = 3 cells, and dod = 20 cells are used. 
 
We compare the simulation results with the experimental ones. For the first set of simulation, the 
parameters are set as vmax = 14, va  = 4, because the riders are all young male university student. 
For the second set of simulation, the parameters are set as vmax = 12, va  = 4 because there are 
both male and female riders. For the third set of simulation, the parameters are set as vmax = 12, 
va  = 1 due to the rain. As can be seen from Fig.1, the simulation results are in good agreement 
with the experimental ones.  
 
Figure 3 shows typical trajectory diagrams of the bicycle flow from the simulation. When the 
density ρ < ρc1, traffic jam disappears quickly and bicycle flow becomes homogeneous even if 
starting from a standing platoon, see Fig.3(a) and (b). On the other hand, when the density is 
larger than ρc1, the traffic jam cannot dissipate, see Fig.3(c). This is also generally in consistent 
with the experiment.  
 
The deficiency of the model is that the bicycle flow is quite homogeneous. Therefore, it cannot 
reproduce the spontaneous formation and disappearance of small jams shown in Fig.2(b), and 
the disappearance and re-formation of jam shown in Fig.2(c). Thus, the model needs to be 
improved in the future work. 
 
 
Figure 3 Typical trajectory diagrams from simulation. (a) the third set of parameters and bicycle 
number is 39; (b) the second set of parameters and bicycle number is 48; (c) the third set of 
parameters and bicycle number is 63. 
 
Methods 
 
In the experiment, we use an oval-like course on four neighboring basketball court with 29 m 
straight sections joined by 14 m circular curves, see Fig.4. The total length of the course is thus 
about 146 m. The width of the course is about 80 cm and bicycles are not allowed to overtake. 
We have changed the number of bicycles within the course and thus observed features of bicycle 
flow under different density. Note that this kind of experiment has already been conducted for 
vehicle flow and pedestrian flow [24-26, 31].  
 
We have conducted the experiment three times, on Nov.3.2009, Nov.7.2009, Apr.19.2010, 
respectively. The weather is sunny for the first time, sunny/cloudy for the second time, and a 
little rainy for the third time. Thus some riders hold up an umbrella with one hand while riding in 
the third experiment. In the first experiment, the riders are all young male university student. In 
the second and third experiments, there are both male and female riders. A video camera has 
been used to film the experiment on a 18-stories building neighboring the experiment field. 
 
We have labeled the course into meters, via which the location information of each bicycle has 
been obtained every second from the videos. Thus, the trajectories of each bicycle can be plotted. 
For the flow, we counted the number of bicycles passing a point in unit time.  
 
 
Figure 4 A snapshot of the experiment 
 
 
1. Pucher, J. & Buehler, R., Making Cycling Irresistible: Lessons from The Netherlands, Denmark 
and Germany. Transport Reviews 28, 495 - 528 (2008) 
2. Chowdhury, D., Santen, L. & Schadschneider, A., Statistical physics of vehicular traffic and 
some related systems. Phys. Rep. 329, 199-329 (2000). 
3. Helbing, D., Traffic and related self-driven many-particle systems. Rev. Mod. Phys. 73, 
1067-1141 (2001) 
4. Vicsek, T., Czirók, A., Ben-Jacob, E., Cohen, I. & Shochet, O., Novel type of phase-transition in a 
system of self-driven particle. Phys. Rev. Lett. 75, 1226–1229 (1995) 
5. Gerum, R.C., Fabry, B., Metzner, C., Beaulieu, M., Ancel, A., et al., The origin of traveling waves 
in an emperor penguin huddle. New J. Phys. 15, 125022 (2013) 
6. John, A., Schadschneider, A., Chowdhury, D. & Nishinari, K., Traffic like collective movement of 
ants on trails: Absence of a jammed phase. Phys. Rev. Lett. 102, 108001 (2009) 
7. Parmeggiani, A., Franosch, T. & Frey, E., Phase coexistence in driven one dimensional transport. 
Phys. Rev. Lett. 90, 086601 (2003) 
8. Kerner, B.S., Criticism of generally accepted fundamentals and methodologies of traffic and 
transportation theory: A brief review. Physica A 392, 5261-5282 (2013) 
9. Taylor, D. & Davis, W., Review of Basic Research in Bicycle Traffic Science, Traffic Operations, 
and Facility Design. Transportation Research Record 1674, 102-110 (1999). 
10. Wang, D., Feng, T., & Liang, C., Research on bicycle conversion factors. Transportation 
Research Part A 42, 1129-1139 (2008). 
11. Homburger, W.S., Capacity of Bus Routes, and of Pedestrian and Bicycle Facilities. Working 
paper of Institute of Transportation Studies, University of California at Berkeley: Berkeley, 
California (1976). 
12. Botma, H. & Papendrecht, H., Traffic Operation of Bicycle Traffic. Transportation Research 
Record 1320, 65-72 (1991). 
13. Raksuntorn, W. & Khan, S.I., Saturation flow rate, start-up lost time, and capacity for bicycles 
at signalized intersections. Transportation Research Record 1852, 105-113 (2003). 
14. Gould, G. & Karner, A., Modeling Bicycle Facility Operation Cellular Automaton Approach. 
Transportation Research Record 2140, 157-164 (2009) 
15. Navin, F.P.D., Bicycle Traffic Flow Characteristics: Experimental Results and Comparisons. ITE 
Journal 64, 31-37 (1994) 
16. Botma, H. Method to determine level of service for bicycle paths and pedestrian-bicycle paths. 
Transportation Research Record 1502, 38-44. (1995). 
17. Zhao, X.M., Jia, B., Gao, Z.Y. & Jiang, R., Traffic interactions between m-vehicles and non 
m-vehicles near a bus stop. Journal of Transportation Engineering 135, 894-906 (2009) 
18. Vasic, J. & Ruskin, H.J., Cellular automata simulation of traffic including cars and bicycles. 
Physica A 391, 2720-2729 (2012). 
19. Jia, S.P., Peng, H.Q., Guo, J.Y. & Chen, H.B., Quantitative analysis of impact of bicycles on 
vehicles in urban mixed traffic. Journal of Transportation Systems Engineering and Information 
Technology 8, 58-63 (2008) 
20. Allen, D.P., Hummer, J.E., Rouphail, E.M. & Milazzo, J.S., Effect of Bicycles on Capacity of 
Signalized Intersections. Transportation Research Board 1646, 87-95 (1998) 
21. Kerner, B.S. & Rehborn, H., Experimental properties of complexity in traffic flow. Phys. Rev. E 
53, 4275–4278 (1996) 
22. Kerner, B.S. & Rehborn, H., Experimental properties of phase transitions in traffic flow. Phys. 
Rev. Lett. 79, 4030–4033 (1997) 
23. Kerner, B.S., Experimental features of self-organization in traffic flow. Phys. Rev. Lett. 81, 
3797–3800 (1998). 
24. Sugiyama, Y., Fukui, M., Kikuchi, M., Hasebe, K., Nakayama, A., et al., Traffic jams without 
bottlenecks - experimental evidence for the physical mechanism of the formation of a jam. New J. 
Phys. 10, 033001 (2008). 
25. Nakayama, A., Fukui, M., Kikuchi, M., Hasebe, K., Nishinari, K., et al., Metastability in the 
formation of an experimental traffic jam. New J. Phys. 11, 083205 (2009) 
26. Tadaki, S., Kikuchi, M., Fukui, M., Nakayama, A., Nishinari, K., et al., Phase transition in traffic 
jam experiment on a circuit. New J. Phys. 15, 103034 (2013). 
27. Nagel, K. & Schreckenberg, M., A cellular automaton model for freeway traffic. J. Phys. I 
(France) 2, 2221–2229 (1992) 
28. Barlovic, R., Santen, L., Schadschneider, A. & Schreckenberg, M., Metastable states in cellular 
automata for traffic flow. Eur. Phys. J. B 5, 793–800 (1998) 
29. Li, X.B., Wu, Q.S. & Jiang, R., Cellular automaton model considering the velocity effect of a car 
on the successive car. Phys.Rev.E 64, 066128 (2001) 
30. Burstedde, C., Klauck, K., Schadschneider, A. & Zittartz, J., Simulation of pedestrian dynamics 
using a two-dimensional cellular automaton. Physica A 295, 507-525 (2001) 
31. Seyfried, A., Steffen, B., Klingsch, W. & Boltes, M., The fundamental diagram of pedestrian 
movement revisited. J. Stat. Mech. P10002 (2005) 
 
Supplementary information 
Video S1   Scenario of the experiment corresponding to Fig.2(a). 
Video S2   Scenario of the experiment corresponding to Fig.2(b). 
Video S3   Scenario of the experiment corresponding to Fig.2(c). 
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