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1 
"We teach people how to remember, we never teach them how to grow." - Oscar Wilde 
.. 
Abstract 
Automatic image enhancement refers to the process of improving the quality of the visual 
content of an image without user interaction. There has been considerable research 
done in the area of image enhancement normally as a preprocessing step for computer 
vision applications. Throughout the literature, objective image quality metrics have 
been defined and image enhancements have been made to satisfy the quality metric. 
Quality metrics typically are based upon the signal to noise ratio, focus measurements, or 
strength of edges within the image content. Subjective human input is rarely considered 
in image enhancement applications. 
This thesis investigates the concept of automatic image enhancement. In this thesis, 
an automatic subjective image enhancement system based on the regional content of 
the image is proposed. The system makes use of segmentation, region classification, 
image operator discovery and image reconstruction techniques. A detailed description 
is given of each element of the proposed method and novel methods are proposed in 
areas where possible improvements can be made to the existing methods with respect to 
this domain. It is shown in each case that the proposed methods perform well on our 
database of images. 
Overall results of the proposed system are explored with respect to subjective user eval-
uations. They demonstrate the effectiveness of the overall image enhancement system 
and possible correlations between the users' feedback are explored. From the analy-
sis, we conclude that the proposed system effectively enhances consumer photographs 
aesthetically based on the content of the image. 
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Chapter 1 
Introduction 
Abstract 
Image enhancement operations are used to modify the visual content of an image. Digi-
tal photography equipment continues to become more accessible at the consumer-level. 
As the consumer is not expected to be an expert in image enhancement or have the 
patience required to make manual image enhancements, it is more necessary to perform 
aesthetically pleasing image enhancements with, at most, minimal user input. This the-
sis proposes a novel method of automatic subjective image enhancements based on the 
regional content of images. 
1.1 Digital Image Enhancement 
Aesthetic (or general) image enhancements are used to improve the perceptive quality 
of an image in order to produce an output that is visually pleasing and is a highly 
subjective task [63]. Historically, consumer photographs captured on traditional analogue 
camera systems were enhanced by hand to improve the aesthetic qualities of the image. 
An example of this type of photographic enhancement is the process of dodging and 
burning. Dodging and burning are printing techniques whereby light is either withheld 
from (dodging) or added to (burning) portions of the photograph during the printing 
stage [83]. The procedure is used to lighten dark regions and darken light regions so that 
13 
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details in the photographs are not lost. If the image were to be lightened or darkened 
uniformly across the entire image, light regions could only be darkened by sacrificing 
detail in the dark regions and vice versa. As it is performed as part of the printing 
process, results can only be determined after the photograph is completely developed, 
therefore, these traditional image enhancement methods can be costly in terms of time 
and materials. The success of such methods is limited by both the patience and ability 
of the individual. 
Digital image processing techniques are designed to reproduce, automate, facilitate and 
extend the traditional image processing tasks but are performed on digital representa-
tions of images. Through digital processing of images, the cost of image processing in 
time and materials is cut as enhancements are performed without any additional printing 
of photographs, and the results are available in a fraction of the time. Analogue images 
are digitised through a capture device such as a scanner. Digital cameras are used to 
acquire digital photographs directly. Digital cameras have a similar design externally to 
their film-based counterparts, but, internally, capture a scene by means of a sensor de-
vice that converts the analogue photometric response to a digital representation. Though 
digital image processing methods are useful tools with which a user may enhance the 
aesthetic qualities of an image, the overall success is still linked to both the patience and 
ability of the individual. The popularity of digital cameras and embedded image sensor 
devices in hand-held equipment such as mobile telephones and Personal Data Assistants 
allows inexperienced and unskilled users to more easily access digital photography. 
Defining and quantifying the subjective quality criteria for enhancements is perhaps the 
most difficult aspect of image enhancement [41] as it relies heavily on the problem domain 
for which the images are used. Aesthetic image enhancements usually require interaction 
from users in order to obtain satisfactory results as aesthetics are a subjective issue of 
personal tastes. The research presented in this thesis focuses on the elements involved 
with creating an aesthetic image enhancement system performed automatically on digital 
images. The aim of this research is to develop a means by which images are enhanced 
without user interaction in order to improve the subjective aesthetic appearance. In 
Section 1.2, global image enhancements are compared objectively against region-based 
CHAPTER 1. INTRODUCTION 15 
implementations of the same operators to illustrate the effectiveness of enhancing an 
image on a region by region basis as opposed to global image attributes. 
1.2 Motivation For Region-Based Enhancement 
Digital image enhancement operators fall into two categories: global enhancement and 
local enhancement operators. Global operators are those that modify the image content 
based on the histogram distribution and enhance the overall image but are limited in 
the suitability of their results [30]. Local enhancements, however, are performed on the 
local information normally through window-based operators and produce results that 
are more pleasing on complex natural scenes [59]. It is, therefore, preferable on natural 
images to use local image enhancement operators that adapt to local spatial content. For 
example, a scene containing many sharp contrast areas is locally enhanced to increase 
detail in both the dark regions and the bright regions through contrast stretching and 
contrast compression respectively. The locally adaptive contrast enhancement increases 
details in parts of the image that contain low contrast whilst maintaining regions that 
already have sufficient contrast. It is, however, noted in [30] that localised histogram 
equalisation has an increase in algorithmic complexity with order O(nmr2) where n, m 
are the image width and height respectively, and r is the size of the window; local image 
enhancements must be cautiously considered in terms of the added visual benefit with 
respect to the added computational cost. 
Global operators modify the image uniformly across the entire image, and local operators 
modify the image based on narrow windows. For this thesis, it is the hypothesis that 
images can be better enhanced on a region by region basis with respect to the image 
content of the region. In this section, local and global operators are considered on a 
region by region basis in order to improve their effectiveness. 
To demonstrate the motivation for region-based image enhancement, an experiment is 
performed to investigate the effect of applying image enhancement operators on a regional 
basis. For each image in the test, the image is segmented by gross colour segmentation 
using the colour vector quantisation approach discussed in further detail in Section 3.2.1 
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on the normalised hue and intensity components. The complete image is enhanced using 
different image enhancement operators: histogram equalisation[30], normalisation[30] 
and Retinex[60], described in more detail in Section 2.2.5. The segmented image regions 
are also enhanced using the same image enhancement operators. As the Retinex oper-
ator has user-defined parameters, it is performed across all regions with fixed default 
parameters. 
For objective analysis of the image enhancements, the image regions are compared by 
using the objective image quality metric proposed in [61] that defines a well-enhanced 
image as one having a higher number of pixels belonging to an edge; the image should 
have good contrast. The fitness is described as 
(1.1) 
where J is the image rendered using the image enhancement operator given the four 
genome parameters and the original image, E(I) is the sum of edge intensities from the 
result of the Sobel operator, E is the Euler constant used as In( E) = 1 so if E(I) = 0 then 
In(ln( E)) = 0, T/ is the number of edge pixels, N is the total number of image pixels, and 
H (J) is an "entropic measure" defined as 
(1.2) 
otherwise 
where Vi is the frequency of pixels having the histogram bin value i. It is important to 
note that E(I) is taken in [85] as a Sobel edge detector used as an automatic threshold 
detector. The best enhancement maximises the above fitness measure as an increase in 
F(J) corresponds to an image with a maximal number of edge pixels, a maximal E(J) 
implying sharp edges and a maximal H(I) value implying a uniform histogram. After 
enhancement, each image region is compared against both the globally enhanced version 
and the region ally enhanced version for each image enhancement operator. Results are 
shown in Figure 1.1. A similar experiment is performed in [15] asserting that local 
histogram equalisation performed on graph theory segmented regions gave more details 
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than global histogram equalisation. 
For the normalisation and histogram equalisation, the images in the natural scene database 
enhanced on a region basis were better enhanced than those enhanced across the entire 
image. The Retinex image enhancement operator, however, did not perform as well as 
the others. Retinex is a local algorithm applied on a multi-scale representation of the 
image and local enhancement algorithms performed with fixed parameters do not, on 
average, change the objective viewability metric. Using a heuristic method of parameter 
selection, the images are once again enhanced on a region by region basis and measured 
using the fitness F(I). The Retinex parameters are selected by increasing the gamma 
correction [30] parameter of the Retinex algorithm for darker regions and increasing the 
per scale weighting for regions with greater pixel diversity creating a crude content-based 
variation of the Retinex algorithm. Figure 1.2 shows the results of the experiment vary-
ing the Retinex algorithm with regards to the basic features of the regional content. 
Adapting the Retinex parameters based on regional content, increases the performance 
on average better on a region basis than globally over the entire scene. 
From these tests, the hypothesis is that more complex image enhancements (that is, 
sequences of image enhancements, or those that require parameters) can be performed 
on an image on a region by region basis without user interaction if knowledge of the 
content of the region can be used to affect the enhancement. From the existing literature 
of automatic image enhancement j human knowledge is critical in selecting appropriate 
image enhancement operators. This thesis is written to explore the concepts surrounding 
this hypothesis. 
1.3 Methodology 
An automatic aesthetic image enhancement process is proposed in this thesis that com-
bines enhancements performed on a region by region basis dependant on the image con-
tent of the regions. In order to effectively address the image enhancement problem, it is 
required to investigate several key image processing topics. Image enhancements are, in 
most cases, considered a pre-processing step to higher-level image processing tasks. The 
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Figure 1.1: For a test set of 100 images, three different image operators are performed 
both globally and on a region by region basis. The plots show the difference between 
the fitness measure F(I) of the globally enhanced images to the fitness F(I) of the 
region ally enhanced images. The three image operators are (a) normalisation[30j, (b) 
equalisation[30j and (c) Retinex[60j 
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Figure 1.2: Performing Retinex on the test set of 100 images on a region by region basis, 
varying the parameters based on simple heuristics. This demonstrates an increase in the 
fitness F(I) of the region by region approach over the fixed parameter global approach. 
fundamentals of image enhancement are discussed in Chapter 2. The proposed solution 
to the automatic image enhancement problem is to first divide the image into its con-
stituent homogeneous regions and is investigated as the topic of image segmentation in 
Chapter 3. Once the homogeneous image regions are defined, it is necessary to identify 
the content of the image regions. The image processing topic of content-based classifi-
cation is investigated in Chapter 4. Once the image content is identified, it is necessary 
to enhance the image. region with an appropriate set of image operators. This thesis 
proposes using a case-based reasoning style approach. In order that the case-based sys-
tem can effectively enhance the images, a system is needed to learn image enhancement 
operators from example images. These issues are discussed in Chapter 5. The effective-
ness of the solution is best judged by human observers and the results are discussed in 
Chapter 6. 
1.4 Contributions 
This thesis presents several contributions with one goal in mind, that is, an automatic 
aesthetic image enhancement system that enhances each constituent region of an image 
differently based on the content of the region. The image enhancements performed 
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on each region are not restricted to a single operator, but rather a set of operators 
learnt from examples of manually enhanced images. This section briefly discusses the 
contributions made to this end: a multi-resolution vector quantisation scheme for image 
segmentation, a feature vector for region classification, an image enhancement operator 
discovery method, and an automatic image enhancement model based on regional image 
content. 
1.4.1 Multi-resolution Vector Quantisation 
Segmentation poses a common bottleneck for image processing applications. Each seg-
mentation methods has its advantages and disadvantages for each problem domain and 
none can provide a perfect segmentation of the image data. An automatic method of 
segmentation is proposed in this thesis that is a derivative of vector quantisation clus-
tering applied to the image data over several resolutions. By producing the clusters over 
multiple resolutions in a Gaussian pyramid, the segmentation is less sensitive to noise 
in the image data. The resulting clusters are a coarse segmentation of the image useful 
for enhancement on a regional basis. Results are shown against the common baseline, 
fuzzy c-means clustering, to be a suitable segmentation method for the purposes of the 
problem domain of this thesis. 
1.4.2 Region Identification 
The classification of segmented image regions is a key component in the overall aim of 
content based image enhancement. A set of features is proposed that is derived from the 
power spectrum of image data for a region in an image. Principal component analysis is 
used to create templates in the frequency domain. The feature set is calculated against 
the most significant templates in the eigenspace. Results are shown to be competitive 
against more traditional feature sets such as Gabor filter banks and colour moments for 
classification but have the advantage of a reduced length feature vector. 
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1.4.3 Enhancement Operator Discovery 
In order to determine examples of likely image enhancements, manually enhanced images 
are created by human experts. A method is proposed that automatically discovers an 
operator set that closely reproduces the manual enhancements from a set of fundamental 
image operators. The proposed method .uses a simulated annealing approach to create an 
operator set attempting to recreate a manually enhanced image from the original image. 
The operator sets represent the user behaviour modelling with respect to enhancing a 
database of images. Results are shown as a comparison between the manually enhanced 
image and the image created from the discovered operator set given increasingly more 
complex manual image enhancements. 
1.4.4 Automatic Image Enhancement 
The overall contribution of this research is combining segmentation, classification and 
user behaviour modelling to create a method of automatic image region enhancement 
based on image content. The system is evaluated by subjective user assessment of the 
resulting enhanced images based on preference in image enhancement techniques. The 
users are presented with the original images, the manually created enhancements, the 
results of the proposed automatic image enhancement system, and traditional globally 
enhanced images. Results of the user evaluations indicate that the proposed enhancement 
system enhances images on a content basis in keeping with the user's subjective tastes. 
1.5 Image Database 
The images used in this thesis are taken from the database of images described in [70]. 
The database comprises 1000 images categorised into 500 indoor and 500 outdoor images. 
The outdoor images are sub-categorised into landscape and cityscape images. Each 
image is 640x480 pixels and stored in a low compression JPEG format like that used on-
board in commercial digital cameras. The images were collected from different individual 
collections of photographs including holiday shots and therefore have been taken with 
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different cameras in differing circumstances. 
1.6 Thesis Outline 
As the research for this thesis covers many aspects of image processing research, the 
thesis is organised by each of the individual elements. 
Chapter 2 discusses the general field of image enhancement in detail and the types of 
operator that are typically used for enhancement. Additionally, existing automatic image 
enhancement methods are discussed. 
Chapter 3 discusses image segmentation and clustering techniques with focus on the task 
of identifying the image content on a regional basis. A novel multi-dimensional extension 
of the vector quantisation method of data clustering is proposed for use on image data. 
Features for the identification of the segmented regions are discussed in Chapter 4. A 
novel set of features is proposed based on the power spectrum properties of the sample 
image regions which maintains a high level of discrimination with a relatively small 
number of dimensions. 
The process for automatic image enhancement is investigated in Chapter 5. Also, a 
novel method of discovering image enhancement operators from sample enhancements is 
proposed. 
Conclusions based on the results of this research are discussed in Chapter 6. Subjective 
user evaluations of the overall proposed system are analysed. The main contributions 
are discussed and proposals are made for future work and model extensions. 
Chapter 2 
Image Enhancement Background 
Abstract 
In this chapter, the background of colour digital image enhancement algorithms is dis-
cussed. This survey of the fundamentals of image enhancements and the operators 
designed for colour image processing are presented so as to put the scope of the thesis in 
perspective. The current automatic image enhancement applications are also discussed 
which gives a better understanding of the overall approach proposed in this thesis. 
2.1 Introduction 
Both traditional (Le. analogue) and digital photography lack the ability to capture the 
true perceived real-world scene intended to be captured; people do not always remember 
the actual scene, but rather what they thought they saw. In order to make the inherently 
degraded scene representation more consistent with the actual scene, image enhancement 
operators are used that transform the visual information. Image enhancement is a very 
broad term used in image processing that describes any manipulation to an image that 
improves the visual quality of an image for a specific domain. Improvements tend to be 
highly subjective and completely bounded by the domain. For example, in the study 
performed in [93], image enhancements were performed to improve the viewability of 
23 
CHAPTER 2. IMAGEENHANCEMENTBACKGROUND 24 
airport baggage security images. This image enhancement, while a derivative form stan-
dard image enhancement techniques, was optimised for the domain of baggage screening. 
A general concept of image enhancements does not exist since there is no standard of 
image quality estimation with which to measure the effectiveness of existing image en-
hancement algorithms nor to design new image enhancement processors. Ultimately, the 
subjective human viewer is the judge of the effectiveness of image enhancement. 
In consumer photography, typically tone reproduction, restoration and aesthetic en-
hancements are the key issues involved with improving the closeness with the intended 
world scene. The human visual system is capable of capturing a wide range of lumi-
nance (dynamic range) and is highly adaptable to the surrounding information [21]. The 
investigation of tone reproduction aims to construct operators that compress the broad 
natural scene dynamic range to the much narrower display-level dynamic range in a 
manner that best suits the expectations of the human visual system. Tone reproduction 
models have been applied both uniformly (global manipulation of each pixel) and on a 
local basis (pixel values modified based on windowed information or a multi-scale de-
composition). Both types of model attempt to map from the visual model to the display 
model and recent models have focused more on creating results that are pleasing and 
believable, rather than focusing on recreating an accurate mapping of the real-world 
scene [83]. 
There exists a vast library of literature based on image enhancement for greyscale images, 
but those that specifically explore colour image enhancements are limited. Typically, im-
age enhancement operators attempt not to affect the hue component of colour images 
as processing that greatly affects the hue component makes the resulting colour image 
appear awkward to humans [91]. In an attempt to generalise greyscale enhancement 
operators for use in colour image enhancement, The authors of [63] use non-linear trans-
formations based on shifting and scaling, thus preserving the hue component of the 
original image pixels. In the next section, the background of colour image operators is 
discussed. 
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2.2 Colour Image Operators 
Grey-level image enhancement modifies the intensity value of the input image according 
to some mapping that leads to an output intensity value. Colour image enhancement 
is not as well-studied as grey-level enhancement operators and, furthermore, techniques 
that work for intensity images do not translate well to colour images [601. For exam-
ple, histogram equalisation in grey-level images is a simple equation mapping existing 
intensity values in order that they cover the complete range of intensity values. A sim-
ple translation of histogram equalisation to colour histogram equalisation suggests that 
each channel be equalised individually. Performing colour histogram equalisation in this 
manner, however, leads to an unlinked shift in the component channels resulting in a 
potentially large shift in pixel hue [911. A better solution is to first convert the image 
to the HSI colour space, perform histogram equalisation on the intensity (illumination) 
component, and convert the image back into the RGB colour space. The HSI colour 
space is defined by three components: hue, saturation and intensity (or lightness). The 
conversion from the RGB colour space to the HSI colour space is defined by 
H 
s 
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(2.1) 
(2.2) 
(2.3) 
where max and min are the maximum of red (R), green (G) and blue (B) components 
of the RGB colour space respectively. Since the changes to the hue component are 
minimised in performing the histogram equalisation on the intensity component, only 
the brightness of the image is modified. This section discusses the existing foundations 
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of colour image enhancement algorithms. 
2.2.1 Point Transformations 
Point transformations represent a set of image enhancement operators that act as a 
transfer function between an input pixel to an output pixel. In some cases, the transfer 
function uses neighbourhood information in order to determine the correct pixel mapping 
between an input pixel and an output pixel. The operators are defined as 
J'(x, y) = T[J(x, y)] (2.4) 
where J(x, y) is the pixel value at the spatial location x, y, and T represents the transfer 
function. One of the most common image issues requiring enhancement operators is poor 
contrast therefore contrast stretching is one of the most common image enhancement 
operators [75]. Contrast stretching attempts to stretch the dynamic range of and image. 
In a simple form, it is a linear operation and therefore can result in saturation, loss of 
detail and regions of poor visibility if the image contains a wide dynamic range [79]. 
Linear contrast stretching is 
['(x, y) = max(I) ~ min(I) (I(x, y) - min(I)) + 8 (2.5) 
where u is the upper value of the new dynamic range, 8 is the offset (lower value) of the 
new dynamic range. This transform function ensures that the resulting image will cover 
the entire goal dynamic range but does not imply visually pleasing results. Contrast 
enhancement can also be performed by edge strengthening. This can be achieved using 
a point transform function as 
J'(x, y) = J(x, y) + ,\1 J(x, y) (2.6) 
where \1 represents the Laplacian of the image J and, is a parameter. 
Non-linear point transformations are also used for image enhancement. Normally, the 
signal response of non-linear transfer functions increases the visibility of darker regions 
CHAPTER 2. IMAGE ENHANCEMENT BACKGROUND 27 
by losing visibility in bright areas. For example, logarithmic transfer functions are used 
for dynamic range compression techniques as 
I'(x, y) = a log(1 + I(x, y)) (2.7) 
where it is expected that I 2': 0 and 0; is a scaling constant. The initial luminance map-
ping for tone reproduction techniques relies on logarithmic dynamic range compression 
for a non-linear representation of the world luminance [83]. Similarly, power-law point 
transformations represent a common form of non-linear transfer functions. They have 
the form 
I'(x, y) = aI(x, y)>' (2.8) 
where 0; and ,.\ are constants. Obviously, if ,.\ = 1, the power-law point transformation 
is the same as a simple point transformation using the a as a linear scaling. Gamma 
correction is a power-law point transformation where ,.\ = ~. 
2.2.2 Spatial Operators 
Spatial operators are image operators performed over a local neighbourhood of pixels in 
the image, for example, noise smoothing and edge sharpening [41]. Often, these operators 
are performed by convolving the image with a spatial mask. Convolution is the process 
by which a mask is moved from pixel to pixel and a response is computed at each pixel. 
The response of a filter at any given point is given by 
(2.9) 
where WI •.. W n are the elements of the spatial filter mask and ZI ••• Zn are the pixels that 
fall under the spatial filter mask centred about the pixel x, y [30]. The convolution of 
two functions is defined by 
1 M-I N-I 
!(x,y)0h(x,y) = MN L L !(m,n)h(x-m,y-n) 
m=O n=O 
(2.10) 
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where M and N are the sizes of the functions f and h, and h, the mask function, is 
mirrored about the origin. In general, spatial operators in colour are a direct following 
of the original greyscale versions of the operators convolved on each colour channel 
separately. 
2.2.3 Homomorphic Filtering 
An image is composed of two parts: the illumination and reflectance components. Sep-
arating the influence of the two components is known as the colour constancy problem. 
In the spatial domain, the image is therefore composed as 
I(x, y) = i(x, y)r(x, y) (2.11) 
where i and r are the illumination and reflectance components respectively. Illumination 
is represented by slow spatial variations, whereas reflectance is prone to change more 
suddenly, therefore, in the frequency domain the separation of two components can be 
achieved by simple frequency separation. Enhancement done by applying a filter that 
affects the high frequencies (reflectance) and the low frequencies (illumination) differently 
is called Homomorphic Filtering [30j. In order to perform the filtering, the logarithm of 
equation 2.11 is taken producing 
log(I(x, y)) = log(i(x, y)) + log(r(x, y)) (2.12) 
and the conversion to the frequency domain is performed though the Fourier transform. 
The homomorphic filter is applied and the resulting filtered frequency domain image 
is converted back into the spatial domain using the inverse Fourier transform. The 
original dynamic range is restored by applying the exponential function to the image. 
Homomorphic filtering allows for more control of the filter effect on the illumination and 
reflectance components individually therefore dynamic range and contrast operations 
can be simultaneously effected. 
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2.2.4 Colour balancing 
Operators dealing with colour balancing attempt to remove the colouring effect of the 
lighting source or capture device. While the fundamental tenet of this type of enhance-
ment violates the hue preservation of contrast and sharpness operators, attention must 
be paid to preventing artifacts in the image which could lead to unnatural appearance 
to the colours. The ability that the human visual system has for separating the colour 
of the objects in a scene from the illuminating light source is called colour constancy. 
Colour balancing is closely related to tone reproduction in that the range of colours is 
remapped to produce a more vibrant reproduction of the original viewable scene. Trans-
formations for modifying the hue are normally done interactively [30]. Typically for 
automatic methods, however, the reflectance (the illuminating light source) is estimated 
and then the colours are corrected under the assumption that the reflectance is known. 
In [29], simple image statistics are used to identify the colouring effect on the image and 
then to remap the pixel values to attempt to remove the effect. The method makes use 
of the mean and variance of the hue in order to identify the "equivalent circle" centred 
at the mean and having a radius of the standard deviation. Colouring effect removal is 
dependant on a set of heuristics surrounding the equivalent circle. 
2.2.5 Retinex Enhancement 
Using motivation from the neuro-physiological understanding of the human vision colour 
constancy, Land and McCann proposed the Retinex (a name derived from an amalga-
mation of retina and cortex) model for lightness and colour perception [78]. Inherently, 
lightness theories make the assumption that average reflectance in the convolution of the 
image with a low-pass filter, also called the "surround function" [39], are equal in the 
three colour bands. In [78], the Retinex model is explored as a local contrast correction 
algorithm as a form of automatic image enhancement. As with tone reproduction, the 
model attempts to transform the captured image closer the perception of the real-world 
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scene. The basic form for the multi-scale Retinex is 
K 
Ri(x, y) = ai(x, y) LWk(log(Ii(x, y)) -log(Fk(x, y) 0 Ii(x, y))) (2.13) 
k=l 
where Ii is the value in the ith spectral band, Wk is the weight associated with the kth 
scale, Fk is the surround function, or a convolution filter, in the kth scale ([39] suggests 
a Gaussian surround function whereas Land originally suggested ~) and ai is a colour 
restoration function. The a factor exists to correct any greying effect that the Retinex 
algorithm inflicts upon regions that violates the assumption that the average reflectance 
in the surround of all three colour channels be more or less equal. This assumption, 
though not explicitly so, attempts to maintain the assertion that image enhancements 
should not perturb the hue component. The restoration factor is designed as 
Ii(x, y) 
ai(x,y)=!( ..... N l( )) 
L..m=l n x, Y 
(2.14) 
where N is the number of components (e.g. three for an RGB image) and f is some 
mapping function (e.g. log as a non-linear mapping). Colour correction, however, can 
lead to shifts between the colour channels that lead to changes in hue. One solution 
is to perform Retinex only on the V component of HSV conversion of the image both 
reducing the computational expense and the potential for colour shifts [43]. The HSV 
colour space is defined by three components: hue, saturation and value (the brightness 
of the colour). The conversions from the RGB colour space to the HSV colour space is 
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where max and min are the maximum ofred (R), green (G) and blue (B) components of 
the RGB colour space respectively. It is clear to see that HSV differs from HSI (Equation 
2.3) only in that the third component is the maximum value as opposed to the average 
value. The multi-scale Retinex algorithm produces good dynamic range compression 
present in the single-scale Retinex and, in addition, attempts to maintain a sufficiently 
good tone reproduction. 
The automatic. colour equalisation (ACE) method proposed in [84] is inspired by the 
Retinex algorithm and attempts to solve the same problem from a different perspective. 
The ACE method performs a pixel-level adjustment to the pixel colour based on the 
colour .and spatial relationship of the other pixels in the image. The relationship is seen 
as a ratio between the summed channel differences of pixels scaled by some transfer 
function and the spatial distance between the pixels. This yields a new pixel value from 
the combined non-linear contribution of other pixel values as 
W H 
L L T[Ic(x, y) - Ic(i,j)] d(x, y, i,j) (2.18) 
i=l,i#i=l,#y 
where the reconstructed value for the pixel at the spatial position x, y for the colour 
channel c, Rc(x, y), is the summed ratio of the transfer function T of the channel pixel 
value Ic(x, y) against other pixel values Ic(i,j), and the spatial distance between the 
pixels d(x, y, i,j). The distance function in [84] is the Euclidean distance. The transfer 
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function is shown as a slope function, a measure of the effect of gradient, where the 
steeper the slope, the more severe the contrast enhancement. The reconstructed im-
age is mapped back into the displayable image range through a simple dynamic tone 
reproduction scaling that linearly scales the values into the correct range. Results are 
comparable to those of Retinex. 
2.2.6 Wavelet Inspired Enhancement 
Wavelet transform image enhancements are different from multi-scale Retinex in that 
the effect of the wavelet method enhances the weaker edges of an image leaving the 
strongest edges untouched whereas Retinex algorithms leave the weak edges untouched 
and soften the stronger edges. The wavelet enhancement proposed in [109] is performed 
by modifying the wavelet coefficients in the horizontal and vertical directions in multiple 
scales. The gradient magnitude is calculated as 
(2.19) 
where Vj(x,y), Vj(x,y) are the horizontal and vertical coefficients respectively at scale j 
and pixel position x, y. The coefficient transformations are performed as 
vj(x, y) (2.20) 
where t(x) is defined as 
(7)P Ixl ~ c 
t(X) = (fxi) c ~ Ixl < m (2.21) 
1 Ixl ~ m 
The enhanced image is created by taking the inverse wavelet transform of the modified 
coefficients. 
Limitations of the wavelet system are exposed in images containing highly anisotropic 
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Figure 2.1: A Bayer pattern image is a mosaic colour filter array for arranging red, green 
and blue colour filters on a square grid of photosensors. As each pixel only records one 
of the three colour values, the other two values are interp olated from the surround pixels 
values with a demo aicing algori thm. 
elements; wavelets are not well adapted to the detection of elements that depend on 
the direction of measurement as Equation 2.19 neglects orientat ion. In [96], a model is 
proposed to extend the ideas of the model in [109] using curvelets in place of wavelets. 
Ridgelets and , consequentially, curvelets, are very sensitive to direction and anisotropic 
elements. Specifically, curvelets are multi- cale ridgelets and in this model are combined 
with patial bandpass filters to create sensitivity isolated to specific frequency ranges. 
Therefore, an image decomposition is 
J 
I (x, y) = 6 1(x, y) + L \7 1j(x , y) 
j= l 
(2.22) 
where 6 1 is the coarse version of the original image and \7 1j is the detail at th jth cale. 
Similarly, this decomposition can be viewed as though the image is the combination of 
the low-level respon e from a Gaussian filter and the sum of the high-level detail provided 
by the Laplacian at differing scales . Similarly to the vvavelet model, the curvelet model 
aims to modify the curvelet coefficients based on parametric cri teria and then construct 
an enhanced image through the inverse curvelet transform . 
2.2.7 Content-based Enhancement 
In [4], regions of interest are labelled throughout the Bayer pattern Image (CCD or 
CiVIOS raw sensor data image) based on statistical criteria. 
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The luminance channel is divided into some N blocks of equal dimensions and a measure 
of focus and contrast are calculated on each block. Blocks labelled as interesting are 
those that demonstrate high focus or contrast levels. Regions are labelled as skin if 
they satisfy a threshold in relation to a skin detection calculation in the colour of a sub-
sampled RGB image created from the original Bayer pattern. The method presented 
enhances only in terms of exposure correction and is performed differently depending 
on the labelling of the region. Compared with more traditional global and adaptive 
enhancement algorithms, the results indicate that statistically identifying regions and 
modifying image enhancement parameters benefits the enhancement algorithm and is an 
area worthy of further study. 
A framework is proposed in [26] that attempts to make use of regional segmented image 
data in order to determine the correct colour correction for the region. Images are 
segmented using a k-means clustering algorithm on the dominant colours in the L*a*b 
and each region is classified based on colour, texture and shape features in addition 
to global image colour and texture features. They provide no means of enhancing the 
image based on the content information, but assume that existing methods of colour 
correction for image regions such as Retinex will perform better on regions that were 
poorly enhanced in the global image. 
2.2.8 Manual Enhancements 
Manual image enhancements are performed by humans and vary in effectiveness based 
on the individual level of expertise and the subjective criteria applied at the time of the 
enhancements. Colour saturation adjustment and reshaping of the contrast curve are 
examples of simple global image enhancement stretching levels. Dodging and burning 
are the processes of darkening (dodging) or lightening (burning) an image region in order 
to compress or stretch the dynamic range respectively to avoid loss of detail. Region sizes 
for dodging and burning tend to be large and bounded by large contrasts [83]. In the case 
of large numbers of images, manual enhancements are highly undesirable as they are not 
only time consuming, but non-experts require a fair amount of persistence to sufficiently 
complete the task. In comparison with the multi-resolution Retinex algorithm, manual 
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dodging and burning produced worse results and took more time to complete according 
to [79]. One advantage to manual enhancements, however, is that the individual can 
subjectively modify the hue of an image or image region (pseudo-colouring) creating 
artistic effects or correcting digital camera tone mapping artifacts. 
2.3 Automating Image Enhancements 
Complex colour image manipulations can be performed by per image determination of 
a set of parameters (e.g. additive weight responses on a combination of operators) in 
order that they may achieve satisfactory results. Parametric optimisation methods can 
be used in order to best determine values for a parameter set. The difficulty in image 
enhancement parameter optimisation, however, is the need for an objective fitness in 
determining the parameters, but contain the sense of subjective evaluation by a human 
observer [59]. Critical to the optimisation then is the choice of a suitable criterion for 
enhancement. Furthermore, the use of multiple, potentially conflicting objectives, is a 
vast area of research [17] with limited discussion in image enhancement. It is worth 
noting that for a truly automatic system, the objective evaluation of images must not 
itself contain parameters that require optimisation as they would undermine the efforts 
taken in optimising the enhancement parameters [59]. In this section, attention is given 
to those optimisations that are focused on image enhancement with special attention to 
those that work on colour image enhancements. 
In [60], the parameters of the multi-scale Retinex algorithm are optimised by a genetic al-
gorithm against a fitness function that determines how well an image has been enhanced. 
The fitness function is a divergence metric on the hue, saturation and intensity compo-
nents of the enhanced image. For the experiments in [60], a fit image has a uniformly 
distributed hue, a middle-distributed saturation and an increased intensity distribution. 
The model of parameter enhancement leads to a selection of parameters for each of the 
test images that better enhances an individual image over a uniform parametrisation of 
the Retinex algorithm. Furthermore, compared with the results of other automatic image 
enhancement operators, the model produces more visually pleasing results, maintaining 
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hue whilst improving the brightness and contrast. 
In [61], a model of automatic image enhancement is proposed wherein the parameters 
of an image enhancement operator are optimised using a genetic algorithm. The image 
enhancement operator is a computationally inexpensive statistical scaling that requires 
four parameters. The parameters were coded as genomes for a genetic algorithm and 
judged against their fitness function without human intervention. Lacking a universally 
accepted measure of image quality, the model determines a well-enhanced image as one 
that has a high number of pixels belonging to edges. Their fitness function, therefore, 
becomes, 
F(I) = In(ln(E(I) + E)) 1](1) eH(I) 
N (2.23) 
where I is the image rendered using the image enhancement operator given the four 
genome parameters and the original image, E(I) is the sum of edge intensities from the 
result of the Sobel operator, E is the Euler constant used as In(E) = 1 so if E(I) = 0 then 
In(ln(E)) = 0,1] is the number of edge pixels, N is the total number of image pixels, and 
H (I) is an "entropic measure" defined as 
(2.24) 
otherwise 
where Vi is the frequency of pixels having the histogram bin value i. Using the number 
of edge pixels alone, a problem arises in images containing high contrast regions with 
sharp transitions and a relative small number of grey level values. The entropic measure 
is used to ensure a more natural contrast to the image fitness measure. As discussed in 
Section 1.2, maximising the entropy leads to histograms with a uniform distribution. 
A different approach to the image quality measure is taken in [90]. From the assumption 
that natural images follow a fractal model, a sharpness measure in defined as the ratio 
between the high-pass and low-pass filter in the Fourier domain localised to a particular 
feature. It is suggested that this measure be used for automatic image enhancement 
using the sharpness measure as a measurement of image quality (relative comparison to 
some goal sharpness). In defence of the sharpness measure, comparisons were given on 
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images taken by cameras producing differing quality images. 
2.4 Considerations 
Image editing applications allow users to combine many of the fundamental image en-
hancement operators in order to achieve aesthetically pleasing results. In automatic 
applications, combinations of the fundamental image enhancement operators are used to 
satisfy domain specific enhancements. For example, in magnetic resonance tomography 
(MRT) is is critical to remove noise and artifacts from images. Therefore, a number of 
methods use adaptive applications of spatial operators [6], that is, changing the parame-
ters of spatial operators based on local image content. In [6], a band separated operator 
combined with non-linear edge enhancement, similar to that of anisotropic diffusion, is 
used to improve upon results from previous studies. This research attempts to develop 
a method of automatically combining base operators in order to subjectively enhance 
the aesthetic properties of natural images. In effect, it is the goal of this research to 
mimic the behaviour of a human user performing content-based aesthetic improvements 
to consumer digital photographs. In the next chapter, a key element of image processing 
tasks, image segmentation, is discussed. 
Chapter 3 
Image Segmentation 
Abstract 
In the previous chapter, image enhancement operators are discussed as a fundamental 
area for describing an automatic image enhancement system. In this chapter, image 
segmentation methods are discussed as a critical element of the process of the automatic 
image processing goal of this thesis. Image segmentation is the process of partitioning an 
image into regions that represent the constituent objects and is one of the most difficult 
challenges in image processing applications. A novel method of image segmentation 
is proposed which is derived from vector quantisation used for compression techniques. 
The proposed method uses a multi-resolution scheme that makes it less sensitive to noise. 
One of the strongest features of the proposed method is that it does not require user 
interaction and therefore can be used on large databases of images. 
3.1 Introduction 
Image segmentation is the process of partitioning an image into regions that represent 
constituent objects [30]. Image segmentation is an important but arduous part of the 
image processing pipeline. The segmentation of complex images (for example, natural 
scenes) is one of the most challenging areas of image processing and is critical in some 
tasks as the segmented output is the input to higher-level image processing. Robustness 
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and generality are poor on image segmentation methods applied to large data sets [52]. In 
this research, an automatic image segmentation is required in order to divide the image 
into regions which can then be enhanced based on the content of the regions. This chapter 
explores literature surrounding colour image segmentation specifically focusing on colour 
quantisation approaches. A novel extension to an existing image segmentation algorithm 
is presented in this chapter exploiting the advantages of multi-resolution processing. 
The proposed extension requires no parameters or advanced knowledge of the number 
of clusters contained within the image. Comparative results are given against existing 
baseline methods within the intended domain of region-based image enhancement. It is 
shown that the proposed extension is more robust to noise and provides a segmentation 
result that is less over-segmented than the baseline method. 
3.2 Background 
The survey of colour image segmentation in [94] provides a categorisation of the different 
styles of algorithms and provides an extensive collection of studies that demonstrate the 
categories. There are a vast number of image segmentation algorithms in the literature, 
some designed with a specific task in mind and some designed for general purpose, all 
of which operate under differing assumptions. Broadly speaking, image segmentation 
algorithms fall into four categories: pixel, area, edge and physics-based. Pixel-based 
methods specify pixels as belonging to a region based on some class membership such as 
pixel distance to some defined prototype pixel of this region. Histogram thresholding and 
clustering are types of pixel-based segmentation methods. The study in [50] considers 
these methods as feature-based approaches as they deal with clustering the pixels based 
on some feature cloud clustering. Area-based methods define regions based on some 
uniformity condition. Region growing, and split and merge algorithms fall into this 
category. Uniformity is based on colour variance, correlation of colour feature histograms, 
moments or some other uniformity measure. Edge-based methods group pixels to regions 
that are bounded by edge pixels. Contour tracking and line fitting are key components 
of edge-based methods. Physics-based segmentation models define regions by modelling 
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the interaction between light interaction with coloured materials. Pixels are assigned to 
a region if they satisfy a homogeneity criterion with respect to the material of a surface 
or object. 
3.2.1 Colour Spaces 
Colour space selection and colour distance measures are critical to colour segmentation 
algorithms. Though colour spaces are discussed in detail in Chapter 4, it is appropriate 
here to discuss some aspects of colour space that are relevant to image segmentation 
algorithms. It is widely acknowledged that normalised RGB colour space reduces the 
dependency of segmentation algorithms on changes in lighting 
q= R+G+B (3.1) 
where Ci denotes the standard RGB colour of a given channel i and Ci is the normalised 
RGB of the channel i. The normalised colours, however, vary significantly under low 
intensities due to non-linear transformation from standard RGB space. The HSI colour 
space (defined in Equation 2.3), however, has advantages over the RGB colour space due 
to several considerations. The separation of the hue component allows for invariance 
to transparencies, highlights, shading (if ambient light is sufficient) and shadows (if the 
material is matte and Phong's radiance model is applicable) [94]. Phong's radiance 
model divides the reflection from a surface into three components: specular reflection, 
diffuse reflection and ambient reflection. Lambertian reflectance, however, is often used 
as a model for diffuse reflection as the apparent surface brightness is the same regardless 
of viewing angle. 
Hue is the most discriminant colour attribute for most regions and HSI is simpler than 
most other perceptual colour spaces [77]. The HSI colour space is not without limitations, 
however, due to imprecision in the measurement of distance in the hue component for 
small values of intensity and saturation. It is for this reason that several segmentation 
algorithms in HSI leave pixels unassigned at low saturation values [13]. The Euclidean 
distance in the RGB colour space is straightforward as the distance d between two colours 
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is simply 
(3.2) 
where r, g and b are the red, green and blue colour components respectively. The 
parameters Cl and C2 are colours where Cn = rn, gn, bn . As the hue component of the 
HSI colour space is a cyclic measurement as hue is calculated as a rotation, modular 
arithmetic is required to determine the distance between hue values 
(3.3) 
The advantage of the HSI colour space for colour segmentation algorithms is that the HSI 
representation correlates well with the perception of colour in the human vision system. 
Measuring similarity by distance between two colours in RGB, however, is not necessarily 
accurate as differences are not represented on a uniform scale[13]. Uniform colour spaces, 
such as the International Commission on Illumination (CIE) colour space, CIE L*a*b, 
have a similar measurable distance between colours as the difference perceived by the 
human eye [50]. However, the conversion from RGB (image storage representation) to 
CIE L*a*b relies on an intermediary conversion to the XYZ colour space which requires 
empirical measurements for transformation; the XYZ colour space is dependent on the 
display device and though a device independent conversion exists (Telecommunications 
Union standard) [82], variations in capture devices can cause large deviations in the 
conversion. The XYZ colour space is a tristimulus coordinate space and the conversion 
from RGB is a linear transformation which is defined as 
x 
y 
Z 
0.607 0.174 0.200 
0.299 0.587 0.114 
0.000 0.066 1.116 
R 
G 
B 
(3.4) 
for NTSC (television standard) receiver systems [94]. Different CIE colour spaces can 
be constructed if the XYZ linear transformation is known. The YUV colour space is 
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another common CIE space used commonly in European television systems defined as 
y 
U 
V 
= 
0.299 0.587 
-0.147 -0.289 
0.114 
0.437 
0.615 -0.515 -0.100 
R 
G 
B 
(3.5) 
again for NTSC (television standard) receiver systems [94]. The YUV colour space 
has the advantage of HSI in that the intensity is coded in a separate dimension to the 
colour components [9]. The CIE colour spaces are most commonly used in real-time 
segmentation algorithms focused on raw television video data [9, 12, 13, 14]. Linear 
colour spaces, such as RGB, have a high correlation between colour components making 
separation between object colour and lighting changes very _difficult. Nonlinear colour 
spaces (e.g. HSI) are preferable in segmentation in cases where some lighting conditions 
can be ignored [13]. 
3.3 Segmentation methods 
In this section, the different types of well-established colour image segmentation methods 
are discussed in categories similar to that of the study in [94]: thresholding, clustering, 
split and merge, edge-based, and physics-based models. 
3.3.1 Histogram Thresholding 
Histogram segmentation methods identify one or more peaks in the histogram of an im-
age and use the surrounding intervals for pixel classification. A well-defined image for 
greyscale histogram thresholding, according to [100], has a bimodal distribution with a 
deep valley between the peaks. Background and object pixels are then easily separa-
ble by determining an optimal thresholding value in the region between the two peaks. 
Furthermore, for irregularly illuminated images [100] suggests that spatial techniques 
would provide better segmentation results. Image segmentation algorithms in colour use 
a threshold for each colour channel histogram separately as though each channel his-
togram represented an independent grey-level histogram. As this process does not use 
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the full information contained in the colour channels, many algorithms have been pro-
posed to represent a colour space representation in some manner suitable for thresholding 
values, for example, projecting into a one- or two-dimensional space [13] or using a colour 
space that allows single dimension histograms. Effective colour thresholding solutions, 
however, are computationally expensive as they require searching a multidimensional 
histogram for thresholding points. 
The study in [44], is a relatively recent example of projecting the RGB colour space 
information onto two dimensional planes for histogram thresholding. The RGB space 
is projected to RG, RB and GB pairs, considered as segmentation channels, and a his-
togram is generated for each pair. In order to simplify the algorithmic complexity, 
the histograms are smoothed with a Gaussian filter and re-sampled from their original 
256x256 to 32x32. Each band pair histogram is next subjected to peak finding. In peak 
finding, the number of desired clusters is known a priori and if more peaks are found, 
the algorithm continues to smooth the histogram until the desired number of peaks are 
found. Histogram elements belong to a peak based on the location and size of the peak; 
membership is determined as a Newtonian gravitational force 
(3.6) 
where force fi is the ratio between the mass (strength), mi, of peak i and the Euclidean 
distance di between the histogram bin and the ith peak. Once partitioned, the his-
tograms were up-sampled to their original size and the partitioning information is used 
to segment the corresponding band pair image. Partition matching between the band 
pair is performed heuristically and a majority vote at each pixel over its neighbouring 
pixels in all band pairs determines the final region membership of the pixel. 
Another solution to colour histogram thresholding is presented in [12] that performs 
histogram thresholding in the "homogeneity domain". The homogeneity domain estimate 
uses a per-pixel measurement of homogeneity such that 
h( · .) - 1 eij (J'ij Z,) - ---x--
emax (J'max 
(3.7) 
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where eij and O"ij are the gradient magnitude and grey-level standard deviation of the 
local window surrounding the pixel position (i,j) respectively and emax and O"max are the 
maximum and standard deviation of the gradient magnitude respectively. For this study, 
a 3x3 pixel window was selected for determining the magnitude and a 5x5 pixel window 
was selected for computing the standard deviation. Peak searching and thresholding are 
performed on the histogram of pixel homogeneity. The thresholding uses specific rules for 
selecting optimum peaks. Peaks are discarded if they are not proportionally large enough 
compared to the maximum peak. Peaks are also discarded if they are close to another 
peak, but a smaller peak than its neighbouring peak. Finally, peaks are removed if the 
valley between peaks is too shallow and the peak is smaller than its neighbouring peak. 
The image is segmented by intensity values based on the thresholding of homogeneity. 
The colour element of this method is introduced through a second stage process of 
segmenting each region by thresholding the histogram of hue value. Furthermore, over-
segmentation is handled by a merging algorithm that merges neighbouring regions in the 
CIE L*a*b colour space based on average colour distance. In [14], the method is extended 
to use fuzzy region membership and scale space filtering. Rather than using the hue value 
to re-segment regions, each channel is subjected to the fuzzy homogeneous histogram 
segmentation method and combined to form a final segmented image. As in the previous 
method, over-segmentation is handled in the CIE L*a*b colour space but an additional 
rule is used. Regions with too few pixels are merged with the largest neighbouring cluster 
with the smallest colour difference. Additionally, clusters are merged with neighbouring 
clusters with small colour difference. 
3.3.2 Clustering 
Clustering is a well-established approach to image segmentation. Pixels that cluster to-
gether into one region (based on raw intensity or other features) have a higher degree 
of similarity with each other than with pixels of other clusters (regions). Though no 
clustering criterion or similarity measure is universally applicable, region similarity is 
often defined in feature space by one of the following measurements: weighted Euclidean 
distance, vector dot product, normalised correlation and similarity rule [41]. Cluster-
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ing algorithms assume that the number of clusters is known in advance, that makes 
it difficult to us~ them on large databases of images. The number of clusters can be 
determined automatically by incorporating some cluster validity measure into the clus-
tering algorithm [41] such as the Davies-Bouldin index or Dunn's separation index. The 
Davies-Bouldin index is a function of the ratio of the sum of the within-cluster scatter 
to between-cluster separation. The within-cluster scatter is defined as 
S(Ai) = I~'I I: 11 x - i1i 11 
Z xEAi 
(3.8) 
where Ai is a set of data points, IAil is the number of elements in Ai, x is a data point 
in Ai, and i1i is the mean of Ai. The between-cluster separation is defined as 
(3.9) 
where i1i and i1j are the means of sets Ai and Aj respectively. The Davies-Bouldin index 
is then defined as 
(3.10) 
where N indicates the number of clusters in the set of clusters A. Dunn's separation 
index is defined as 
(3.11) 
where 
(3.12) 
and 
(3.13) 
Care must be exercised in determining the number of regions as it is a difficult task 
and mistakes lead to invalid results [52]. There is a large number of data clustering 
techniques that can be used on images in feature space, however, techniques without 
some incorporation of spatial' relationships are not directly usable in image processing 
[87]. This is due to the fact that many image processing tasks are strongly based upon 
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spatial relationships. The k-means and fuzzy c-means clustering algorithms are well-
established examples in the literature and are often used as baselines for evaluating 
novel clustering approaches [50]. 
Clustering algorithms such as k-means and its derivatives are forms of non-hierarchical 
clustering. Hierarchical clustering does not partition data into clusters in a single step, 
but aims to construct a tree structure representing the cluster membership at each level 
of cluster formation [32]. The clustering is either performed top-down (divisive) or 
bottom-up (agglomerate). In divisive clustering, at each level, new clusters are formed 
by reassigning the class membership of one cluster at a time based on some similarity 
measurement; the large cluster with dissimilarity is divided into smaller clusters. In 
agglomerate clustering, the data is partitioned into individual clusters and most similar 
clusters are joined together. In data analysis applications, the tree structure is often 
shown as a dendrogram which represents the separation of sub-clusters at each level. A 
dendrogram is a tree diagram used to illustrate the arrangements and distances of clus-
ters. Figure 3.1 shows an example of a dendrogram. Hierarchical methods do not need 
to know the number of clusters in advance, but instead need an appropriate threshold 
for partitioning the tree into disjoint clusters [87]. 
An agglomerate hierarchical clustering method is proposed in [46] that is based on fuzzy 
estimators. This method is ideally suited to applications that simply require a coarse 
segmentation of the image. The initial regions are determined by first performing a 
fuzzy c-means clustering of the colour image data. Regions are then pairwise merged 
based on measures of overlap and compactness. Overlap is defined as the ratio between 
the region intersection (measurement of the overlap exists between two regions) and 
the region union (measurement of the combination of the two regions). Compactness 
is then determined as the minimum overlap of regions. Performing fuzzy c-means for a 
larger number of initial clusters gives a more robust clustering but obviously increases 
the computational time. 
The basic k-means algorithm [30] is an iterative process that mInImISeS the sum of 
squared distances between points and clusters. An initial guess of cluster locations in 
the feature space is made for all k clusters and at each iteration the samples are assigned 
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Figure 3.1: In this example dendrogram, the cluster numbers are shown on the x-axis and 
the cluster distances are shown on the y-axis. Cases 4 and 5 have an inter-cluster distance 
of one and are joined together as a cluster shown by the horizontal line. Likewise, the 
inter-cluster distance of the (4,5) cluster to the (1,3) cluster is 2.1 shown by another 
horizontal bar. The number of clusters is easily identified by the number of vertical lines 
crossed by drawing a horizontal line at a distance across the diagram. For example, 
a horizontal line drawn at distance 2.3 across the diagram crosses two vertical lines 
indicating that 2 clusters a formed at that distance. 
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to clusters based on similarity, for example using the Euclidean distance. The cluster 
mean is adjusted and this process is continued until the cluster centres for the next 
iteration are the same as the current iteration. Fuzzy c-means is an extension of k-means 
clustering that incorporates a degree of membership of each data point with respect to 
the cluster centres. The cluster centre is therefore the weighted mean of all data points 
belonging to the cluster where the weight is the degree of membership defined as the 
inverse of the distance to the cluster centre. The fuzzy membership criterion allows 
multi-class membership allowing more flexibility than the absolute membership in the 
case of standard k-means. Clearly, the outcome of the clustering in both k-means and 
fuzzy c-means is dependent on the initial guess of the cluster positions and on the number 
of clusters, k, specified through either an a priori knowledge of the data (manually) or 
by a validity measure. 
A cluster validity measure in this context is an objective function that computes how valid 
the clusters are by ensuring large distance between data points of different clusters and 
small distance between data points of the same cluster. An optimum clustering is one that 
best fits the characteristic division of the data [33] and a well-defined validity measure 
should take into account three main aspects of cluster quality: intra-class compactness, 
inter-class separation and the geometry of the data [34]. For example, the Davies-Bouldin 
index validation measure is the ratio of the sum of within-cluster scatter to between-
cluster separation minimising the inner-class diversity whilst maximising the inter-class 
separability [81]. Other commonly used validation measures are Dunn's separation index, 
Bezdek partition coefficient and classification entropy: Dunn's index measure is the ratio 
between the minimum distance between inter-class data points to the maximum distance 
between inner-class data points which becomes much more computationally expensive 
as the number of clusters increases or the number of data points increase [34]. The 
Bezdek partition coefficient measures the amount of cluster overlap as the average sum 
of the degree of membership of data points to a cluster. The classification entropy is a 
specialisation of the partition coefficient and is defined as the average sum of the entropy 
CHAPTER 3. IMAGE SEGMENTATION 49 
of the degree of membership, that is, 
(3.14) 
where N is the number of data points, M is the number of clusters, Uij is the degree of 
membership of the lh data point to the ith cluster. Both the partition coefficient and 
the classification entropy, however, fail to take into account the geometry of the data 
cluster [34]. 
The k-means algorithm is modified slightly in order to incorporate the cluster validity 
measure in determining k [57]. An iterative process is defined whereby at each iteration, 
the cluster with the greatest variance is split and the k-means clustering is performed on 
the new clusters. After k-means is completed, the cluster validation measure is calculated 
for each of the clusters determining the optimum value of k. As clustering the image data 
leads to data simplification, data compression techniques adopt this method to represent 
image data with fewer colours [41]. 
3.3.3 Split and Merge 
Split and merge is a region-based segmentation method that splits the image into an 
initial arbitrary set of nonuniform regions and thereafter iteratively splits or merges 
regions based on region compactness and similarity criteria in order to create uniform 
regions [30]. Typically, this family of algorithms use a quad-tree decomposition either 
explicitly or implicitly for region splitting [94]. Image blocks that have a uniformity below 
some threshold are split into four equal blocks and and the process is repeated iteratively 
on all of the resulting blocks. This is considered a top-down segmentation approach and 
is often criticised for producing "square" regions. Region merging attempts to join the 
blocks together into larger blocks by similarity criteria as a bottom-up segmentation 
approach in order to make the homogeneous regions as large as possible[50]. Region 
splitting and merging process is often represented using a Region Adjacency Graph that 
is a hierarchical structure representing the sub-block composition oflarger blocks. Region 
Adjacency Graphs provide a connectivity view of the overall image that can be exploited 
CHAPTER 3. IMAGE SEGMENTATION 50 
in order to improve segmentation results [103]. 
The standard region splitting is typically based on quad-tree structures and it can lead 
to rectangular and overly linear final segmentation output. The method proposed in 
[48] attempts to perform split and merge style segmentation guided by shape-based 
and geometric constraints. The original image is over-segmented by standard region 
merging techniques and the regions are thereafter joined by minimising a cost function 
of the deformation model. The deformation model is determined in advance making this 
technique application specific. As it is impossible to guarantee over-segmentation for 
all input images, an iterative approach is devised that applies a perceptually-motivated 
(geometrically-driven) region splitting to regions where the model fitting cost is larger 
than some threshold. For every iteration that produces a split region, the region merging 
step is performed again in order to refine the segmentation. Results shown in [48] report 
an improvement over previous model-based segmentation algorithms. 
3.3.4 Region Growing 
Region growing groups pixels into regions by joining neighbouring pixels based on some 
predefined criteria starting from an initial set of seed points [30]. The seed points are 
sometimes set by hand, or using some automated method such as performing an ini-
tial clustering by any unsupervised method and choosing the cluster centroids as seed 
points for the region growing algorithm. The choice of the predefined selection criteria 
is domain specific and needs consideration. In colour image segmentation, the selection 
criteria are usually based on similarity measurements performed locally and globally in 
a chosen colour space. The implicit use of both feature space information and spatial 
relationship between pixels in the region growing methods makes them typically more ef-
fective than thresholding and clustering techniques. However, the selection of seed points 
and other parameter settings are a challenging task [13]. Region growing algorithms for 
segmentation normally converge only after all pixels in the image belong to a region. 
Domain specific stopping criteria may also be specified. Commonly, a post-processing 
step is used to merge the small regions left at the end of the region growing process with 
larger regions [50]. 
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A region growing method proposed in [771 implemented a two stage process. The pixels of 
the image are first joined by a weighted link representing the inter-pixellikeness. Because 
of the singularities expressed in the hue component as saturation tends towards zero, it 
is necessary to base the pixel similarity on the hue component if the saturation is strong, 
and on the intensity component if the saturation approaches zero. It is argued that the 
intensity component becomes the discriminating component in the case of singularities. 
The inter-pixel similarity measure is therefore a combination of the following two additive 
properties as 
[(P1, P2) = o:(P1, P2) cosh -I(k ~(HpI' ;P2)) + ,(P1, P2) cosh-I(k IIpI - ;21) 
max: max: 
(3.15) 
where k is defined as cosh-I(2), HpI and Hp2 are the hue component of pixels P1 and 
P2 respectively, IpI and Ip2 are the intensity components of pixels P1 and P2 respec-
tively, maxH is the maximal hue distance for chromatic pixels (pixels with saturation), 
maxI is the maximal value distance for achromatic pixels (pixels without saturation), 
o:(PI, P2) is the "chromatic degree" of the pixels and ,,((PI, P2) is the "chromatic de-
gree" of the pixels. The "chromatic degree" is the minimum value of the saturation 
normalised between 0 and I and the "achromatic degree" is the minimum value of one 
minus the saturation normalised between 0 and 1. A region growing process is then ap-
plied based on the degree of similarity. A region-to-pixel similarity measure is calculated 
similar to the inter-pixel calculation but using the relationship between region compo-
nents and pixel components. The degree of similarity is calculated based on inter-pixel 
and region-to-pixel similarity calculations. A merging step follows based on a calculation 
of inter-region likeliness. The segmentation varies with the calculation of the degree of 
similarity; if the degree of similarity is based entirely on the region-to-pixel calculation, 
the image is segmented according to the maximum colour deviation whereas a degree of 
similarity based purely on the inter-pixel calculation results in a segmentation according 
to the maximum colour gradient. 
In [27], a segmentation algorithm uses concepts from region growing and hierarchical 
clustering. The method is developed with the need to utilise some spatial notion to 
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otherwise purely colour value based segmentation and therefore region growing is per-
formed with respect to an eight neighbour moving window. The RGB colour space is 
used but its role lacks justification as opposed to other colour spaces. Regions are created 
by region growing based on both a local and a global criterion. The local criterion is 
based on the Euclidean distance between two neighbouring pixels and the use of a local 
threshold. The global criterion checks that the Euclidean distance between the query 
pixel and the average colour value for the region is below a global threshold. The seed 
pixel is defined as the next unclassified pixel in a top to bottom scan-line sweep of the 
image. The method satisfies the given definition of region; a region is a set of connected 
pixels disjoint from other regions. The hierarchical structure is constructed as per the 
definition of a sub-region; a region S is a sub-region of another region R if all the pix-
els of the region S are surrounded by pixels of region R. Rather than using manually 
segmented images as ground-truth data, the authors of [27] used database retrieval accu-
racy as their comparative measurement between segmentation methods. They reported 
higher database retrieval results using the hierarchical region segmentation method over 
retrieval results using baseline segmentation methods. 
Colour edge information is also used to determine seed points for the region growing 
algorithm in [24]. An isotropic colour edge detection method was proposed that operates 
in the horizontal and vertical directions, like the Sobel edge operator, as well as across the 
diagonal directions and offers a more complete, possibly over sensitive, edge detection. 
A set of an unspecified number of seed points is automatically chosen as the averages of 
edge pixels in the corresponding edge regions. If the seed points are chosen such that 
they are spatially close and of similar colour to one another, the seed points are joined 
together. The similarity constraint is defined in the YUV colour space, chosen instead of 
the preferred perceptual colour spaces as it is the standard for television video streams, 
the application area addressed in this study. Using another colour space would require 
a conversion from the stream colour space. The cost of conversion is a concern while 
developing a robust real-time segmentation algorithm. The similarity is calculated as 
the colour space distance between the pixel and the average value of the region. In post-
processing, the colour edge boundary information is used to refine image segmentation, 
CHAPTER 3. IMAGE SEGMENTATION 53 
for example, regions with an insignificant edge between them are merged together to 
form a larger region. 
Region growing is also performed by treating an image as a topographical surface. Meth-
ods that perform segmentation in this manner are called watershed algorithms [30]. Min-
ima values of gradient are detected in the grey-level image data and the algorithm grows 
a region from a minimum according to gradient information. This procedure can be un-
derstood by imagining that the minima values were holes in a surface and as the holes are 
equally filled with water, barriers are constructed where the water in one hole would meet 
the water from another whole. These barriers are called watershed lines. The process of 
watershed segmentation can lead· to extreme over-segmentation [28]. Over-segmentation 
can be treated either by post-processing based on region merging or by using markers 
(components marking flat image regions). In [28], morphological filters (erode and dilate) 
are used to simplify the image and define marker regions which are then extracted and 
used for initialisation of partitions for the watershed algorithm. Watershed algorithms 
encapsulate the concepts of thresholding and region growing producing more stable re-
sults. Morphological operation-based methods however work in a restricted domain of 
regular shapes or where only narrow connections exist between touching objects [48]. 
The results of region growing methods depend heavily on the order in which pixels are 
processed. Normally, implementations perform operations in a scan-line approach; the 
image is processed left to right, top to bottom leads to sequential segmentation, that is, 
pixel membership is influenced by the sequence in which they are processed. Additionally, 
region growing methods tend to grow too far making it necessary for post-processing. 
An adjacency-based approach is suggested in which immediately neighbouring regions 
are merged if the colour contrast separating the regions is too small. The colour contrast 
is determined using the Fisher distance (distance between the means normalised by the 
standard deviation) between neighbouring regions according to the adjacency graph. As 
regions are merged, the adjacency graph is updated to reflect the changes. This method 
ensures that neighbouring regions must not be too similar. 
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3.3.5 Boundary Edges 
Grey-level image segmentation operators often rely on edge detection techniques detect-
ing discontinuities in pixel intensity or, rather, severe changes in gradient. As several 
edge detectors (Prewitt, Sobel, Laplacian) use small window sizes for masks, they are 
highly influenced by noise in the image [13]. Colour edge detection is a more complex 
problem and can potentially lead to accurate edge detection within the image as there is 
more information in the colour signal. Edge detection on its own, however, cannot pro-
vide image segmentation. The results of an edge detection algorithm must be combined 
with other techniques in order to extract or refine region information. For example, 
edge linking and contour closing are commonly used post-processing steps to edge detec-
tion with the Canny edge detector. An area of segmentation based on edge detection, 
called active contour algorithms, attempts to deform initial contours to the boundaries 
of objects by minimising a global energy [50]. 
A boundary segmentation algorithm proposed in [52] uses a model of edge flow to define 
the boundary contour edges for region segmentation. Edge flow determines boundary 
lines based on local pixel energy and flow direction using colour change and Gabor phase 
features. Local energy calculated at a pixel is propagated to its neighbouring pixel if the 
edge flow at the pixel point is in a similar direction. Local flow energies are accumulated 
at their nearest image boundary and an energy measure is calculated as the sum of the 
flow energies on either side of a boundary. Final boundaries are identified at locations 
where two flows of opposite directions meet and two neighbouring edge flows point at each 
other. As a post-processing step, disjointed boundaries are linked to form closed contours 
with the closest boundary found in a localised search area. Further post-processing is 
done to merge similar regions (removing boundaries with weak energies) reducing the 
number of regions based on the normalised distance in feature space. 
In [47], a method is proposed for extracting contour information based on the global 
contour strength computed from orientation energies. The energies are calculated from 
angle-oriented elongated second derivative Gaussian filters designed to respond more 
strongly to long edges over short ones. Furthermore, the filters respond worse to high 
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curvature, similar to human perception. Regions are created based on pixel similarity, a 
measure in this case calculated from a combination of intensity, colour, and edge simi-
larities. The colour similarity measure is performed on hue and saturation components 
of the HSI colour space. The edge similarity is a combination of logical effects of contour 
determination. 
3.3.6 Physics-based Models 
Physics-based models attempt to exploit some physical model to segment an image cor-
responding to the surfaces or objects in the scene [94]. Methods in this category at~empt 
to segment the image by determining changes in materials by modelling the reflectance 
and luminance of the scene. In terms of the actual process of segmentation, physics-based 
methods do not differ significantly from previously mentioned methods. The difference 
is the use of reflectance models of surfaces to segment materials [50]. Different materials 
cause a difference in reflection for an illuminant and therefore, typically, materials are 
placed into different categories depending on those interactions. Optically homogeneous 
materials such as metals and glass are separated from non-homogeneous materials such 
as plastics and paper. In tasks where the luminance and the reflectance components of 
the surfaces are known, the physics-based methods can be useful [44]. Typically, how-
ever, the physics-based methods have too many restrictions, such as advanced knowledge 
of the surface models and lighting positions, keeping them from general use [13]. 
3.3.7 Colour Quantisation 
Quantisation is the processes of digitising the amplitude of a signal [30]. Colour quan-
tisation is the process of limiting the number of colours used for a display device or for 
image compression techniques. In essence, the techniques used in colour quantisation are 
not far removed from those used in colour image segmentation and clustering methods 
have been utilised in colour quantisation problems [86]. However, colour quantisation 
does not typically use a spatial constraint in the image domain. Furthermore, the ex-
plicit goal of colour quantisation is to reduce the image colour count while maintaining 
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image viewability. Colour quantisation is a two-part process. The colour palette must 
be chosen first and should be selected to best fit the image. The second stage is to map 
the colours in the image to the best fit colour in the palette. 
Many algorithms approach palette selection as a multi-thresholding task wherein the 
peaks of the colour index histogram are taken to be the entries of the initial quantised 
palette. An iterative process follows that assigns the palette colours by minimising the 
total squared error between these and the original colours of the image. The mapping 
of colours is a matter of then finding the minimum distance between the original colour 
and some palette entry. In [68], several methods are proposed on palette selection and 
colour mapping using a tree structure. A non-linear colour space, such as L*a*b or 
Lu *v*, is resilient to noise, improves quantisation and it is therefore used rather than 
the standard linear RGB colour space. Palette selection is performed by creating a tree 
structure where the eigenvalue resulting from the principal component analysis of the 
palette space is used to measure the expected reduction in the total squared error if the 
tree node is split. If a node is to be split, it is done so by creating two nodes in its 
place offset either side of the largest eigenvector. Colours are mapped by determining 
the dithering value from pixel colour to the possible quantisation candidates. This is an 
extension of the basic vector quantisation algorithm. 
Vector quantisation, described in [18], is a lossy compression algorithm that maps a large 
set of colour vectors into a small number of reproduction vectors. Each reproduction 
vector is called a codeword which can be viewed as a centroid in the vector space. A set 
of codewords is referred to as the code-book. The assignment of values to codewords is 
usually performed by minimising the reproduction distortion, typically calculated as the 
mean squared error, of a vector from the code-book. A full search on a given unstructured 
code-book increases in complexity as the vector size increases. A partial search can 
be performed on a structured code-book but it cannot be guaranteed that an optimal 
minimum distortion will be found. 
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3.3.7.1 Colour Segmentation with Vector Quantisation 
In [37], an iteratively self-dividing quantisation method is used as a fuzzy style colour 
segmentation algorithm. Each pixel is described by a feature vector based on the RGB 
values and the coordinates of the pixel within the image, such that 
{(x, y) = {r(x, y), g(x, y), b(x, y), wx, wy} (3.16) 
where r(x, y), g(x, y) and b(x, y) are the red, green and blue components at a point 
(x, y), and w is a weighting factor regulating the relation between the pixel colour and its 
spatial position. Vector quantisation is performed to minimise the total sum of squared 
quantisation error. The procedure starts with one centroid covering the entire image. 
For each iteration, the centroid with the highest variance is bisected by a hyperplane 
perpendicular to the direction of highest variance. The new centroids are calculated such 
that the variances of the two partitions are minimised. Instead of determining the number 
of clusters in advance, an upper limit is set for the sum of squared quantisation errors 
and used as a stopping criterion for the iterative division algorithm. Unfortunately, this 
method does not assure that clusters comprise a contiguous set of points. Furthermore, 
neighbouring clusters may (for example, in the case of an image with sky in it) have very 
similar properties that would indicate that the two separate clusters should be merged 
into one larger cluster. In the next section, a multi-scale vector quantisation algorithm is 
proposed for the purpose of this thesis as an extension of the standard vector quantisation 
making it more suitable for colour image segmentation. 
3.4 Proposed Multi-Scale Colour Vector Quantisation 
The overall methodology of this research requires a fast and effective image segmenta-
tion algorithm that is robust to noisy (Le. real-world) environments. Clustering methods 
are the most suitable candidates as they are easily adaptable to many general-purpose 
applications whereas other segmentation methods, performing well under controlled cir-
cumstances, do not perform as well in general, uncontrolled, environments[50]. The 
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vector quantisation approach presented in [371 has been demonstrated to be an effec-
tive image segmentation algorithm for real-world applications. Clusters in images are 
based on a vector of both the pixel colour value and pixel position. As with previous 
works, the process attempts to combine the colour information with spatial constraints. 
The method in [371 uses the RGB colour space in the feature vector and so it is illumi-
nation and reflectance dependent. However, regions resulting from vector quantisation 
may not comprise a contiguous set of points, a constraint required by other segmen-
tation algorithms. Due to the spatial constraint, large regions, such as sky or ground, 
are partitioned into several tile structures. Additionally, the computational cost of the 
algorithm increases considerably with an increasing number of cluster centroids. The 
shortcomings of this method need to be addressed in this research to create a suitable 
image segmentation algorithm for the problem domain. In this section, an extension of 
the traditional vector quantisation method for image segmentation is proposed making 
use of multi-resolution techniques. An illumination independent colour space is used and 
post-processing is designed to assert constraints that result in contiguous, homogeneous 
regions. Furthermore, the stopping criterion based on quantisation errors is determined 
automatically. The proposed approach is designed to use the advantages of the clustering 
methods and overcome the limitations in the methods described above. 
3.4.1 Basic Vector Quantisation Algorithm 
The vector quantisation algorithm is a lossy data compression method that relies on 
constructing a code-book of rounded values of a multi-dimensional input vector. The 
Linde, Buzo and Gray (LBG-VQ) algorithm is a vector feature space version of the 
k-means clustering algorithm and can be described in Algorithm 1. 
3.4.2 Proposed Approach 
The segmentation method [37], proposes splitting only the cluster with the highest vari-
ance for each iteration. This technique increases the computational time, but prevents 
unnecessary clusters being introduced into the set of partitions. Additionally, in order 
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Algorithm 1 Basic Vector Quantisation Algorithm 
For this algorithm, the notation used is: 
• ~ is the nth centroid 
• M is the number of source vectors. Source vectors are the vectors in feature space 
(e.g. in an image context, the source vector is typically {r, g, b}). 
• x-; is the nth sample 
• E is some small constant value 
• Q(x) is the code-book entry for the vector x 
1. Initialise an initial centroid Cl as the average vector of the complete feature space. 
M 
.... 1 "' .... Cl = M 6 xm 
m=l 
(3.17) 
and calculate the average deviation as the average sum of squared differences of all 
the values in the feature space from the initial centroid 
M 
Davg = ~[ L IXm - cl1 2 
m-I 
2. For all centroids, separate into two centroids such that 
-4 
c· I (1 + E)Ci 
(l-E)Ci 
(3.18) 
(3.19) 
(3.20) 
where N is the number of centroids. The splitting process doubles the number of 
centroids. 
3. Iterate the following steps 
(a) The quantisation centroid is assigned for every pixel such that the distance 
between the pixel and centroid is minimised 
(3.21) 
(b) The centroid is updated (repositioned in feature space) as the mean of the 
vectors assigned to it. 
.... I:Q(Xm)=Ci xm Ci = -..:.-'-.~--'--
N (3.22) 
where N is the number of x-; that satisfies Q(xm) = Ci 
(c) Calculate the average deviation as the sum of squared difference between a 
vector and its assigned centroid 
M D~vg = ~k L IXm - Q(XmW 
m-I 
(3.23) 
(d) if (D~;J - D~vg)/ D~;J > E, repeat from step (a) 
4. Repeat steps 3 and 4 until the desired number of centroids is achieved. 
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to improve the quality of image segmentation, a colour space should be selected that is 
invariant to the illumination and reflectance changes commonly found in natural images. 
The use of the RGB colour space, as discussed previously, is not suitable for this task. 
Therefore, a perceptual colour space that separates the intensity from colour information 
is chosen, namely the HSI colour space. As discussed in Section 3.2.1, the HSI colour 
space is a perceptual colour space and has a simple conversion from RGB. The feature 
vector for the quantisation becomes 
j(x,y) = {h(x,y),s(x,y),v(x,y),wx,wy} (3.24) 
and the distance between the vectors must both satisfy the cyclic nature of the hue 
component and the singularities in the hue when the saturation tends to zero. While 
the intensity component is a part of the feature vector, it is only part of the distance 
calculation in the case where the hue component expresses a singularity. In addition to 
these simple algorithmic changes, vector quantisation needs to be expressed in a manner 
that reduces the computational cost and increases the sensitivity to hard boundary edges. 
3.4.3 Multi-Scale Extension 
Through the use of a multi-resolution pyramid (e.g. Gaussian pyramid), the noise con-
tained in an image is smoothed in the lower resolution levels therefore making it easier to 
find an appropriate region. The coarser resolutions are less susceptible to the influence 
of noise and only the most dominant features remain. Furthermore, the number of fea-
ture vectors is reduced and thus the computational cost is also reduced [87]. Therefore 
a Gaussian pyramid is constructed from the input image and the vector quantisation 
algorithm is performed from the coarsest level to the finest level. Upon completion of 
the quantisation process at one level, the results are used to seed the next level in the 
pyramid. Seeding in this manner biases the vector quantisation algorithm towards the 
previous level boundaries. 
As with other clustering-style algorithms, the vector quantisation algorithm needs to 
know the number of desired clusters in advance, a threshold for the upper limit of the 
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sum of quantisation errors or some cluster validity measure as discussed earlier in the case 
of the k-means clustering algorithm. Choosing the number of clusters in advance does 
not allow for unsupervised segmentation of a large database of images. Similarly, using 
a threshold value for the upper limit requires choosing the threshold for each image 
individually. However, the pyramid decomposition can be used to derive a suitable 
threshold based on the coarsest level average deviation to the centroid as 
r=wDc (3.25) 
where w is some weighting value representing the average deviation decomposition be-
tween levels of the pyramid and Dc is the average deviation of a single centroid represent-
ing the entire coarsest level of the pyramid. The weight w is expected to be approximately 
0.25 as each level represents one quarter of the pixel area from the previous level. Each 
level seeks to refine the clustering performed at the previous level therefore it is neces-
sary to propagate the threshold value from level to level. Keeping the threshold value 
constant for all levels only serves to increase computational costs as the small clusters 
created by using the initial threshold guess will be merged together in post-processing 
stages. Instead, the threshold value is doubled to reflect the doubled resolution as it 
propagates through each level in the pyramid, 
3.4.4 Post-Processing 
Segmentation is defined explicitly in [103] as partitioning of an image such that 
1. U~=l Rm = I: the image is completely defined by the sum of the regions; there 
are no pixels in the image that do not belong to a region in the partitioning. 
2. Rm is composed of a contiguous set of points. 
3. Rm has homogeneous colour. 
4. Rm U Rn has non~homogeneous colour for m =1= n where Rm and Rn are adjacent. 
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The vector quantisation algorithm determines the appropriate centroid to assign to all 
pixels in the image satisfying the first condition. The colour space and spatial distances 
assure the region satisfies the third condition. There is nothing in the standard vector 
quantisation algorithm to assure properties (2) and (4). Therefore, post-processing steps 
are required to assure that the two conditions are satisfied. 
In order to assure that a region is composed of a contiguous set of points, a so-called 
"tracing algorithm" is developed that maps regions by only those pixels that are con-
nected. Simply, the tracing algorithm checks that all pixels belonging to a cluster a 
adjacent to other cluster pixels. Non-adjacent pixels are assigned to new clusters. Satel-
lite sub-clusters are therefore separated from their parent regions forming individual 
regions. Small regions are likely to emerge from the tracing algorithm, and therefore it is 
necessary to merge small clusters with a neighbouring cluster with the smallest deviation 
from the small cluster centroid. The size of small clusters is controlled by a threshold. 
Typically, small clusters are composed of only a few pixels grouped together, therefore, 
the threshold is defined as one percent of the total pixel count of the image. 
The fourth condition indicates that neighbouring regions should be merged if their colour 
distributions are very similar. In [14], a colour distance merging method is suggested 
whereby the M regions produced from the previous stages are considered as a colour 
represented by the number of pixels clustered to that region. Therefore the standard 
deviation of the N = M(J\,t- 1) colour differences is 
L~l ni(di - dp )2 
L~lni (3.26) 
where ni is the number of pixels representing the ith colour difference di and dp is the 
mean colour difference 
d - L~l nidi 
p - ",N 
L..i=l ni 
(3.27) 
The threshold for merging regions is then determined to be r = dp - du . Any clusters 
whose distance is less than one standard deviation from the mean distance is considered 
as a suitable pair of clusters for merging. 
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3.5 Results 
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The quality of segmentation cannot be evaluated by a single measure it depends on 
spatial compactness as well as continuity, perceptual correspondence and homogene-
ity. Reported results, therefore, are often discussed on a subjective level resorting often 
to somewhat arbitrary domain requirements in order to assert the effectiveness of one 
method for the particular problem domain [50]. In [103] for example, results are deter-
mined subjectively from ten subjects. Any comparison performed with existing methods 
were based solely on execution time. In [44], comparison is performed with the existing 
histogram thresholding methods. Analysis of the quality of the image segmentation is 
again performed subjectively by human observers. Fuzzy c-means clustering is used as a 
baseline method as it is considered the most generally applicable clustering method and 
it is often used to compare results of novel segmentation techniques [50]. Comparisons to 
other segmentation methods are not made as they are not suitable for general-purpose 
applications. As most methods of segmentation are unsuitable for the problem domain 
due to limitations in their suitability for general purpose applications, results are fo-
cussed on the clustering methods. Furthermore, as it is not the intention to create a 
general use segmentation method, results are shown with focus on shape preservation. 
3.5.1 Results on Synthetic Images 
Several synthetic images are used to test the clustering algorithms' ability to adequately 
cluster image pixels into appropriate regions. Each synthetic image is processed by the 
method proposed in this thesis as well as a standard fuzzy c-means algorithm. The fuzzy 
c-means was given the expected number of clusters in order to maximise its ability to 
segment the image properly. Results are shown on three synthetic images in Figure 3.2. 
The image (a) represents two primary shapes on a solid (uniform) background. Image (b) 
is the result of the fuzzy c-means algorithm. Both shapes in the image are allocated to the 
same class in error. The result of the proposed algorithm shown in image (c), on the other 
hand, classed the actual objects separately with the correct boundaries. Image (d) is a 
two class division of the image and both fuzzy c-means (e) and the proposed method (f) 
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Figure 3.2: Original synthetic images (a, cl , g) with the results from the standard fuzzy c-
means clustering algori thm (b, e, h) and the proposed vector quantisation segmentation 
(c, f, i). 
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perfect ly clustered the two regions. Image (g) represents a colour chart. F\lZZY c-means 
(h) is input with the correct number of clusters. The resulting segmentation did well 
at finding correct cluster centres, however failed to maintain the shape of the clusters. 
The proposed method slightly under-segmented the image (merging some neighbouring 
regions together that should have remained separate) but maintained well the shape 
structure of the regions. We wish to further test the algori thm on real-world images. 
3.5.2 Results On Real-World Images 
A selection of natural scene images is used in order to test the clustering algori thm 
performance on real \-vorld data. Manually ground tru th labelling of segmented regions 
in natural images is a task prone to human error , therefore, a method is proposed for 
evaluation of the segmentat ion algori thms on natural data. We seek to evaluate each 
method on its abili ty to segment natural images with an increasing amount of noise 
introduced into the images. Each image is segmented with the method proposed in this 
thesis as well as fuzzy c-means. The number of clusters is determined by egmenting 
the images with an increasing number of cluster and using the Davies-Bouldin index 
to determine the optimum number of clusters. The segmentation methods are then 
performed on the images as progressively more noi e is int roduced. Compari ons are 
made with the original segmentation results using the probabili ty of error described in 
[100] shown as 
J( l< 
P (error) = L L P(~IRj)P (Rj) 
j = l i= l ,i,pj 
(3.28) 
where Ri is the number of pixels in the ith region. The function of error is a measurement 
of the misclassified pixels wi th respect to the original segmentation. As the signal- to-
noise ratio of the image increa es, the segmentation results are expected to become more 
unstable. 
Figure 3.3 shows the results on natural images segmented by applying the fuzzy c-means 
method and the proposed method. The visual analysis shows that the proposed colour 
quantisation clustering approach preserves the output regions bet ter than fuzzy c-means 
method. Results using the fuzzy c-means method tend to heavily over-segment the image. 
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Figure 3.4 and Figure 3.5 show the objective error measure for the image segmentation 
methods and show the proposed method is more stable to noise contamination than the 
traditional fuzzy c-means method. 
It is also interesting to note the effect of determining the optimum number of clusters 
using the Davies-Bouldin index on natural images compared to the node-based approach 
of the vector quantisation method. In some of the natural images, the Davies-Bouldin 
index indicates an optimum c value of two, the minimum cluster number for fuzzy c-
means. Figure 3.6 shows a visual comparison of the segmentation results using the fuzzy 
c-means when the optimum number of clusters is determined as two and the proposed 
method . It is clear to see the advantage of the colour quantisation approach as it again 
more closely fits the subj ective expectation for segmentation. 
3.6 Conclusions 
Image segmentation is one of the most fundamental steps in image processing research 
and demonstrating an image segmentation method that works well on real- world images 
is very difficult . For this research , an image segmentation method that effectively divides 
an image into its constituent components is a key element to determining image content 
and enhancing the image. In this chapter, some well-known image segmentation and clus-
tering methods have been discussed . There is no single method that works reliably well 
on natural images obtained from real-world scenes. A novel image segmentation method 
is therefore proposed using techniques borrowed from vector quantisation compression 
using a perceptual colour space and spatial constraints. This method outperforms the 
well-established baseline method, fuzzy c-means clustering, as shown in Figure 3.3. It is 
clearly shovvn that the proposed method does not only \-vork well on synthetic test images 
but also works well on complex indoor and outdoor scenes . One of the strong features 
of the proposed method is that is does not require any user interaction and hence can 
be used to perform well on a large database of images. Furthermore, as the method uses 
multi-resolution techniques it is more robust to noise and preserves the contour shapes 
whilst maintaining region homogeneity during segmentation . In the next chapter , fea-
CHAPTER 3. IMAGE SEGMENTATION 67 
Original Proposed 
a b c 
d e f 
h J 
. ~ .. · . .. ··., .:o .... 
. ,,-.-- .' . 
• _ ,~ ~ ~ I 
__ .-t ' ~::-: .. 
---. -~.,...-
k m 
Figure 3.3: Original natural images (a, d , h , k) shown with segmentation results from 
fuzzy c-means method (b , e, i, 1) and the colour vector quantisation method (c, f, j , m). 
The proposed method is visually more consistent with subject ive expectations . 
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Figure 3.4: Error rates , P( er-TOT) , on the y-axis for the segmentation methods on the 
original image injected with increasing levels of Gaussian noise on the x-axis are shown. 
Graph (a) corresponds to the computed errors of images (3.3.b) and (3.3.c) , graph (b) 
corresponds to the computed errors of images (3.3.e) and (3.3.f). 
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Figure 3.5: (continued from 3.4) Graph (c) corresponds to the computed errors of images 
(3.3 .i) and (3.3.j ) and graph (d) corresponds to the computed errors of images (3 .3 .l) 
and (3.3.m). It is clear to see that the proposed method is less prone to injected noise 
in the image. 
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Figure 3.6: Original natural images (a, d , h , k) that were found to have an optimum 
cluster count of two and their segmentation results using both fuzzy c-means (b , e, i, 1) 
and the colour vector quantisation approach (c, f, j , m). 
CHAPTER 3. IMAGE SEGMENTATION 71 
tures for region classification are discussed and a novel set of features is proposed for 
region identification. 
Chapter 4 
Region Classification 
Abstract 
This chapter provides a survey of features for image classification and retrieval tasks. 
Image region classification is a key component of the overall image enhancement system 
presented in this thesis. A novel method is proposed for image region-level classification 
based upon principal component analysis and the Fourier power spectrum features for 
image scene classification. The proposed method performs comparably to the state-of-
the-art methods, but has a significantly reduced feature vector size. 
4.1 Introduction 
In this research, the ability to classify the constituent regions of an image is a critical 
element of the overall system of automatic content-based image enhancement. The abil-
ity to best classify any set of data is based on the choice of strong characteristic features 
capable of discriminating between different classes. The goal is to find features in the 
problem domain that maximise separability into distinct classes. In image scene, region 
and object classification, the features are usually colour, texture, or shape features [26] 
used individually or in some experimentally optimised combination. The combination 
of texture and colour features, however, is criticised in [73] which claims that the in-
creased performance of adding colour features to texture features is only present with 
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static illumination conditions. Furthermore, the added benefits of combining colour and 
texture features are outweighed greatly by the increased length in the feature vector. In 
this chapter, commonly used colour, texture, shape and statistical-based approaches for 
scene and region classification, and the related field of content based image retrieval, are 
investigated. For the goals of the research, it is not essential to create a total description 
of the content of an image region, but rather a similarity to known image regions. A 
novel method of image region similarity is described in this chapter and experimental 
results and conclusions are given. 
4.2 Image features 
In this section, the features typically extracted from image data that are used for the 
purpose of classification are discussed. Colour, texture and shape features are discussed 
along with the typical methods of classification. 
4.2.1 Colour Features 
For scene and region classification, features based on the colour histogram in one or 
another colour space are often used as they express useful information about colour 
images. It is a basic approach and is often considered the baseline model with which to 
compare new classification features [20]. The selection of the particular colour space and 
distance metric depends highly on the application area. In contrast to the histogram 
features, the use of pixel colour features is discussed in [11] where the luminance and the 
red-green and yellow-blue opponent colour difference signals are used to classify at the 
pixel level. 
As the RGB colour space is device dependent and does not represent certain visible 
colours, it is often converted into another colour space that is more suited to the hu-
man vision system. Regardless, colour features for scene classification are sometimes 
computed on the RGB colours. The authors of [49] claim that in their experiments, 
other colour spaces show no distinct advantage over RGB in classification tasks and for 
their purposes, the RGB mean colours suffice as the colour features. Statistical features 
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including the mean, variance and modality are calculated on the RGB and grey-level 
histograms in [58] to perform their scene classification. 
In [98], a set of features derived from the colour histogram is used to boost colour 
histogram-based recognition rates over the conventional RGB colour space. The his-
togram is created with 32 bins for each of the three channels in the Ohta colour space 
[98]. In their experiments, they also found that the classification results could be further 
improved by using the histogram intersection norm rather than Euclidean distance. The 
use of the Ohta and related colour spaces in scene classification systems consequently 
has been employed in other research to achieve relatively accurate results [73, 51]. In 
[88], the LST colour space is used for colour histogram features which is akin to the Ohta 
colour space. 
A comparison of three colour spaces is carried out in [89] for scene classification tasks. 
The RGB, LCyrCyb and Lu*v* colour spaces are tested for classification accuracy over an 
eleven class separation. The LCyrCyb is based on the opponent model of the human vision 
system. The Lu*v* colour space is considered a perceptually linear colour space, that 
is, perceptually equidistant colours are represented as equidistant points in the colour 
space. In their experiments, the Lu*v* colour space features achieve higher classification 
accuracy than the other colour spaces, indicating that the choice of colour space is critical 
for image scene and object classification tasks. In [40], the HSI colour histogram features 
are used with the justification that it also relates closely to the human vision system. 
The most commonly used distance metric between histogram sets is the Euclidean dis-
tance. The Euclidean distance is defined as the square root of the sum squared distance 
between elements of the histogram, or 
N 
de(HI, H2) = 2:(HI(i) - H2(i))2 (4.1) 
i=1 
where HI and H2 are histograms of size N. One weakness of the Euclidean distance is 
seen in a set with one attribute containing values of significantly greater range than the 
other attributes; the single attribute distance overpowers the distance values of the other 
attributes. Each attribute of the Euclidean distance is therefore divided by the standard 
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deviation of the attribute creating a normalised Euclidean distance. For some studies 
[106, 110], the normalised Euclidean distance is sufficient in providing the necessary 
discrimination for histogram distance. 
The normalised Euclidean distance remains susceptible to the effect of outliers and the 
histogram intersection norm is used as an improved measure proposed in [98] and used 
subsequently in [54, 73, 51]. The histogram intersection norm measures the linear overlap 
error between corresponding attributes of the histograms, as 
N 
di(H1, H2) = L(H1(i) - min(H1(i), H2(i))) (4.2) 
i=l 
Though the Euclidean distance and the histogram intersection are not the only distance 
measures, they are the predominant choices of the content-based image retrieval and 
scene classification literature. The evaluation study in [54] confirms that the Ohta colour 
space and histogram intersection norm are a strong combination of colour space and 
distance measure for colour features in scene classification tasks. It is stressed, however, 
that the use of colour histogram features are prone to error in non-static illumination 
conditions. 
4.2.2 Texture Features 
Texture is a visual pattern that has homogeneous properties that are not the result of a 
single colour or intensity. There does not exist a single best model of texture for image 
processing. Often it is described by such terms as coarseness, roughness, regularity, 
directionality and contrast[llO]. Established texture features attempt to represent the 
variations in gradient at the pixel or region level across an image. The baseline models 
for texture features are Haralick (Grey Level Co-occurrence Matrices) texture features, 
Law's texture measures, Gabor-based texture features, and Fourier and Wavelet-based 
features. Texture methods commonly are performed on greyscale images, however, there 
has been research into the concept of colour texture features, combining the colour 
channel gradients to the existing greyscale techniques. 
The Haralick features are calculated on the normalised Grey Level Co-occurrence Matrix 
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(GLCM) of an image. The GLCM is defined as a matrix of frequencies at which two 
neighbouring pixel values occur within the image given a particular orientation angle and 
separated by a particular spatial distance. By using different angle and distance values, 
different texture characteristics are represented in a set of co-occurrence matrices, one 
for each angle and distance combination. Features for classification are calculated on the 
GLCM or series of GLCMs. Haralick et al. propose several co-occurrence features such 
as mean, standard deviation, skewness, kurtosis, energy and entropy [75]. In [38], co-
occurrence matrices are calculated for four angles (0°,45°,90°,135°) and four distances 
and the authors use the energy, entropy, contrast and homogeneity features that are 
claimed to be the four most common features used for image retrieval tasks. In their 
experiments, the highest performing feature is homogeneity that performed poorly in 
comparison to the Gabor features in the same study. In contrast, the study performed 
in [49] uses dissimilarity, angular second moment, mean, standard deviation and corre-
lation on the GLCMs. The combination of the second order statistics provides improved 
performance over the filter bank method used for comparison. In [42], the increased 
recognition performance of the Haralick features over histogram comparisons is recog-
nised. It is indicated, however, that the additional computational cost of the Haralick 
features is unsuitable for real-time applications. 
The Laws texture features are extracted from an image by convolving the greyscale image 
with a series of 25 impulse response matrices and then performing a nonlinear windowing 
operation. In some cases, only a subset of the convolution matrices are used, reducing 
both computational expense and the size of the feature vector. The windowing operation 
replaces the values in the convolved greyscale images with a Texture Energy Measure 
that provides a vector of texture features for every pixel. The feature set is reduced to 
a smaller vector of global texture features by combining similar energy measure feature 
sets. The study in [76] compare the Laws texture features with Haralick, Gabor and 
Wavelet texture features and the results indicate that the features performed well at the 
pixel-level compared to the Gabor and Wavelet features whereas the Haralick features 
did not perform well at all. 
Gabor texture features are very popular in studies on texture-based image retrieval and 
CHAPTER 4. REGION CLASSIFICATION 77 
classification tasks [89]. Simply, the Gabor filter is a two dimensional cosine modulated 
by a Gaussian and is defined by a spatial frequency; the Gabor filters are created specific 
to a particular direction and period. The use of Gabor features is desirable as they 
produce high discrimination values. The decision of the Gabor function parameters and 
how many different filters to use in the Gabor filter bank depends on heuristics derived 
from the particular problem domain [111]. In the evaluation of texture features in [38], 
Gabor texture features produced a better result in classification tasks than other texture 
features, but required experimental optimisation demonstrating both their effectiveness 
for texture description and their weakness as a problem dependent solution. Another 
strength of the Gabor filter bank features is the comparative performance with other 
texture descriptions at a reduced feature vector size. Gabor feature vector reduction 
is illustrated in [89] whereby the strong relationship between different filters is used to 
combine features into fewer new features. The reduction in the feature vector from the 
naive approach (complete feature vector) resulted in comparable results. Studies such 
as [64] claim that the success of Gabor filters in classification tasks is due the similarity 
in the model to the human vision system perception of texture. 
Wavelet texture features are calculated features of the coefficients of a vVavelet decom-
position or decomposition pyramid. A wavelet decomposition is considered to be a rough 
approximation function of a data set with coefficients that influence the function at dif-
ferent scales and are useful for hierarchical decomposing functions [65]. In both [88, 97], 
energy features are computed on the \Vavelet decomposition coefficients as 
(4.3) 
where M and N are the image dimensions of the coefficient Ck. In [97], the coefficient 
is convolved with a Gaussian kernel function. For a two-level \Vavelet decomposition, 
a seven element feature vector is created using the local energies or the logarithms of 
the local energies as components. In [3], a different feature vector is constructed using 
the directionality, regularity and symmetry of the decomposition, however, no indication 
is given to the relative performance of the increased feature vector length to the more 
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common local energy wavelet feature vector. The advantage of the Wavelet techniques 
over other frequency domain techniques is the low computational cost and relatively 
small feature vector. In [76], it is shown that the Gabor features performed significantly 
better than the wavelet features in classification tasks and were, in some cases, less 
effective than the Laws texture features. 
4.2.3 Shape Features 
Image regions and scenes are identified by the human vision system by the edges con-
tained both within objects and at the boundaries of objects. Contour-based shape tech-
niques aim to identify objects based on the boundary edge information whereas region-
based techniques are concerned with the the edge information over an entire region. 
Contour-based shape methods are concerned with the local shape features or the con-
spicuous geometric detail of an object [95]. Object contours are defined as a discrete 
sequence of boundary pixels; contours are constructed from sequential pixels along the 
edge of a two dimensional object. Representative features of contours are metrics such 
as curvature, centroid distance and complex coordinate functions. In [53], Fourier-based 
contour representations are used in conjunction with colour and texture features for a 
content-based image retrieval system. Though there are no quantified experimental re-
sults associated with the method, it does demonstrate problems resulting from the use 
of shape features alone in classification tasks. The model works only with the support-
ing features of colour and texture, and heuristics for ignoring the shape features under 
certain circumstances. 
As a simple region-based method, [71] propose a method of determining a measure of 
edge straightness within block regions of an image in order to determine the synthetic 
or organic content of the region. Overall image classification is performed by heuristics 
about the amount of coverage by synthetic blocks. Relatively high classification results in 
a binary classification are achieved using this approach without the support of additional 
colour features. A similar approach is taken in [102] but rather than focusing on edge 
straightness within regions, the method explores the global fractal nature of the scene 
CHAPTER 4. REGION CLASSIFICATION 79 
edge content. It is noted in [105] that shape features are not useful in scene classification 
tasks as objects with similar shapes are present in many different classes of scenes. 
Similarly-shaped objects are demonstrated in comparisons between indoor scenes and 
outdoor scenes with a large number of buildings or man-made structures. 
4.2.4 Scene and Object Classification methods 
The methods used in scene and object classification range from the simple feature 
distance-based methods such as K-nearest neighbour to more statistical methods such as 
support vector machines or neural networks. Evaluations in [98] indicate that K-nearest 
neighbour used as a baseline shows better results than a three layer neural network. The 
solution for the final experiments uses a multi-stage classifier which classified sub-blocks 
of the image and then performs a final classification on the results of the sub-block 
classification. The first stage classification uses a k-nearest neighbour approach using 
the histogram intersection distance in place of the usual Euclidean normalised distance 
whereas the second stage classification uses a neural network approach. Image classi-
fication in [106] is performed using a weighted k-nearest neighbour classifier based on 
the Euclidean distance. The classifier is used as a stable reference point for determining 
the discriminating features for the particular image classification. Similarly, the study 
performed in [54] uses k-nearest neighbour as a fair baseline comparison for the variety 
of features discussed in their evaluation. In [40], both k-nearest neighbour and neu-
ral network approaches are evaluated. Unlike in [98], the k-nearest neighbour provided 
poor results and the neural network demonstrated dramatic improvements in both patch 
classification and overall scene classification. 
Other approaches, such as [2, 88], use support vector machines for classification. Support 
vector machines are a set of supervised learning algorithms that attempt to separate 
classes within the feature space using the optimal hyperplanes by mapping input vectors 
into a higher dimensional feature space though a predetermined non-linear mapping. 
Consider the classification of two classes of patterns that are linearly separable. The 
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linear classifier is the optimum hyperplane 
p=w·x+b=O (4.4) 
where w is a unit normal of the separating hyperplane, b is an offset parameter and x is 
the vector separating the classes. The optimum hyperplane is the hyperplane with the 
maximum distance between hyperplanes PI and P2 such that 
PI = w· xi + b > 1 
P2 = w· Xi + b < -1 
(4.5) 
(4.6) 
for any pattern Xi in the training set. Support vector machines are used in [8] for multi-
label classification, that is, labelling each image as belonging to one or more classes. 
The assertion is that support vector machines give a higher generalisation than artificial 
neural networks for training data with a bias towards a particular type of data. 
Artificial neural networks are used in scene and object classification with such methods 
as described in [89, 58]. Though there are a large variety of types of neural network, 
typically studies use multi-layer perceptrons. They provide non-linear mappings between 
input and output nodes which leads to good generalisation. Multi-layer perceptrons have 
an input layer, an output layer, and one or more hidden layers between the input and 
output layers. Each layer is connected by a series of weighted combinations determined 
though the training process. The hidden layers are used to find high level statistics 
about the data from the previous layer. The studies using neural networks demonstrate 
that while they can be used to generalise complex models, they must be optimised and 
training can be a lengthy process especially with long feature vectors. In [11], a neural 
network is optimised and trained for classification between 11 categories using shape 
features of segmented images. Their results, while representing a high classification rate, 
are not evaluated against baseline models on their test data nor is their choice of a neural 
network classifier evaluated against any other classification method. 
Probabilistic models, such as Bayesian or maximum likelihood functions, are used in 
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scene and object classification models. The Bayesian methods are derived under the 
basis of the a posteriori probabilities using the probability of 
P(AIB) = P(BIA)P(A) 
P(B) (4.7) 
where A denotes the task and B denotes the evidence. The authors of [105] use a Bayesian 
framework approach to classify image into four gross categories. Their results indicate 
no particular improvement in classification results over those demonstrated in [98] using 
the same features. 
4.3 Statistical Region Classification 
For this research, a method of regional image content classification is required. In [104]' 
reference images representing the principal distribution components of a database of face 
images are used to perform face recognition. Each face in the training set is represented 
as a linear combination of eigenfaces, combinations of the contributions of each image in 
the distribution to the eigenvectors of the covariance of the distribution. Through the 
method, faces can be stored by only a few values, the weights of the most significant 
eigenfaces, as, 
(4.8) 
for I is a face image, J.l is the average face of the set and Uk is the kth eigenvector of the 
distribution. A query of a face is performed by minimising the difference over a small 
feature set of weights and is treated as "unknown" if the minimum distance is above some 
threshold. Furthermore, it is noted that the detection of faces is performed by projecting 
the query image into the face space. Unlike those of non-face images, images of faces do 
not change radically when projected into face space. 
The concept of classification of natural images using principal component analysis is 
explored in [101]. The notion of a continuous semantic axis for scene classes rather 
than the traditional discrete classification mechanisms of previous works prompts the 
exploration of the image power spectrum [67] which encodes global information about 
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the basic structural elements of the image. The power spectrum is used to identify the 
different energy frequency distributions present in different types of real-world scenes. 
The structural variability between images is found by using principal component analysis 
and a continuous function is established for determining the class membership of an 
unknown image. The model outlined in [101] demonstrates the differentiation possible 
through the power spectrum between different man-made scenes, between man-made 
scenes and natural environments, and between different natural environments in images. 
In this research, a method of region classification is proposed. Characteristics of the 
power spectrum are exploited in order to differentiate between different classes of image 
regions. Given a colour image, I, we wish to construct a covariance matrix of the power 
spectra of the image regions of the image. To ensure that all of the image regions are 
of the same dimensions, we sample the image regions as a window centred around the 
centre of the segmented region. 
(4.9) 
where M is the number of pixels in the region and xi is the position of the ith pixel. 
A continuous classification is desired over a discrete classification therefore the possible 
overlap of windows with image data from neighbouring regions is permissible as contex-
tual information for image region discrimination. 
The Fourier Transform of the wind owed image region is calculated, as 
N N 
F, (k k) = J.-"" I (x y)e-ij;(xkx+yky ) r x, y N266 r , 
x=Oy=O 
(4.10) 
and the power spectrum is then defined as the square of the magnitude Fourier transform, 
(4.11) 
The power spectrum gives important information about the frequency bands that encode 
most of the energy in an image region. Additionally, the power spectrum gives global 
information about the basic elements of the image [101]. The power spectrum of an 
image distribution is represented in a single matrix where the columns are the image 
~ ________________________________________________________________________________________ I 
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power spectra as a column vector normalised by the mean image power spectrum of 
the distribution. The covariance matrix of the image region power spectrum is then 
calculated, such that, 
N 
cov(X) = N ~ 1 ~)Xi - X)(Xi - X)T 
i=O 
(4.12) 
where X is the matrix whose columns are the image power spectra, N is the number of 
rows, Xi is the ith row and X is the mean of the rows of the matrix X. \Ve can calculate 
the principal modes of variation through the power spectra from cov(X). The principal 
modes of variation of the distribution are found through principal component analysis. 
The eigenvectors, W, and the eigenvalues, A, are first found such that, 
cov(r)W = AW (4.13) 
and it is strictly assured that IWI = 1. Principle component analysis is then performed 
to find the most significant modes of variation through the image regions. For each of 
the modes of variation, a matrix is calculated that represents the mode in the power 
spectrum, as 
N 
Ck(X,y) = LWiri(X,y) (4.14) 
i=O 
where N is the number of image regions, Wi is the ithdimension of the eigenvector that we 
treat as the weight of the ith power spectrum, ri. The matrix Ck is the additive response 
of the contributions of all the power spectra to the kth mode of variation and can be 
considered the "eigenregion". A power spectrum of an image is therefore represented by 
k features, Cb as, 
(4.15) 
where the feature Ck is the dot product of the power spectrum of the image region, r, 
and the kth principal mode matrix, Ck. 
Continuous class membership is determined by minimising the error function, 
(4.16) 
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where n is the k-Iength feature vector, n = {q, ... , cd. Image region power spectrum 
are first projected into "region space" by mean-adjusting the power spectrum against the 
mean power spectrum of the distribution. 
4.4 Results 
Test images, taken from the images of ,the indoor / outdoor benchmark described in [70], 
are segmented into regions by the specialisation of the vector quantisation method shown 
in Chapter 3. The sample window of each cluster is taken at the centre of mass method 
described in the previous section and are of 100x100 pixels. Feature vectors are calculated 
for the previous described eigenregion features for the significant principal modes of 
variation as well as Ohta colour histogram features and Gabor features, representing 
the colour and texture families of image classification features respectively. Ohta colour 
histogram features are calculated by converting the RGB image data into Ohta as 
il 
r+g+b 
3 (4.17) 
i2 
r-b 
--
2 
(4.18) 
i3 
r - 2g+ b 
4 
(4.19) 
and calculating a 32-bin histogram for each component, it, i2 and i3. The resulting 96 
element feature vector is normalised as continuous values between zero and one. The 
Gabor texture features are calculated as the method proposed in [55]. A Gabor filter 
bank of 24 filters is constructed from the calculated Gabor filters at four scales and six 
orientations. A feature vector is constructed using the mean, /-l, and standard deviation, 
(j of the results of applying the Gabor filters to the image, as feature components and 
the resulting 48 element feature vector is normalised between zero and one. 
Feature selection, the process by which feature vector are reduced in length, is typically 
a common step in classification experiments. The idea behind the process of feature 
selection is that a feature vector can contain features that do not contribute to the 
overall classification rate, but do increase the computational complexity. Therefore, the 
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most irrelevant and redundant features are removed from the feature vector such that 
the overall classification rate is not significantly impacted by the missing features. In 
this experiment, there is sufficient data for training and testing, and the feature vector 
lengths are not too large and therefore infeasible for computation purposes. 
For the entire image collection, ground-truth data is acquired by manually labelling 
the images to the class that best describes the image content. The image regions are 
first classed into a binary classification of synthetic or organic items (e.g. images of 
buildings and furnishings against images of foliage and landscapes). Classification is 
performed separately on each of the feature vectors of the image regions using a feed-
forward back-propagation neural network. As with any neural network classification 
problem however, a validation set is used to determine the optimum number of hidden 
nodes for the neural networks on each type of feature vector. The number of nodes is 
determined by experimentally maximising the classification performance on each type of 
feature vector by starting with one hidden node and increasing hidden nodes through 
to 20 hidden nodes. The optimum number of hidden nodes is then the global maximum 
of the classification results over the entire range. Figure 4.1 shows the classification 
rates against the number of hidden nodes for the Ohta colour features, Gabor texture 
features and the eigenregion features. The feature vector length impacts the speed at 
which the network is trained and tested, therefore as the number of nodes increases, it 
is less desirable for potential real-time application. 
Using the experimentally optimised number of hidden nodes, tenfold cross-validation is 
performed on the remaining data set for each of the complete feature sets. The data-
set is split randomly into ten mutually exclusive subsets of similar size and, for any 
one data set, the automatic enhancement strategy is trained on the nine other data 
subsets and tested on the one remaining data subset [451. Figure 4.2 shows the ten-fold 
cross-validation results across a data set consisting of 7,000 image regions. The Ohta 
colour features are able to perform the binary classification at an average success of 
94.12%. The Gabor features are an improvement, able to perform the classification at 
an average of 96.69%. The proposed eigen region feature set is able to perform the binary 
classification at 99.10%. The binary classification problem is trivial in terms of multiple 
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Figure 4.1: Optimisation of the number of hidden nodes in the Neural Network classifi-
cation scheme for a binary classification system. Each graph represents the classification 
rates over an increasing number of hidden nodes: (a) Ohta colour features, (b) Gabor 
texture features and (c) Eigenregion features. 
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class classification on a real data set, but the experiment demonstrates that the proposed 
feature set can perform the classifications at a competitive rate to the well-established 
baseline methods at a significantly reduced feature vector length. 
Performing a multiple class classification on a data set that represents unconstrained 
consumer photographs poses a very difficult classification problem. A similar cross-
validation classification experiment is performed on an eight-class classification. The 
classes are buildings, persons, cityscape, grass, trees, sky, water and landscapes. Figure 
4.3 shows the validation set optimisation for the eight-class system. Figure 4.4 shows the 
ten-fold cross-validation results across the data set consisting of 7,000 image regions. The 
classification rate for the Ohta colour features is 30.11% and is a marked improvement 
(140%) over random guess on the chosen data set. The Gabor feature classification 
rate is 45.12% and represents a reduction in the feature vector length. The eigenregion 
feature set performs at 46.75% classification for an even further reduction in feature 
vector length. The proposed eigenregion features perform comparably to that of the 
well-established Gabor features, but with a significantly smaller feature vector. This 
gives the proposed method the advantage that it can easily be supplemented with other 
features for improved classification, discussed in detail in Chapter 5. 
4.5 Conclusions 
Features for classification are key to the machine-level understanding of image content. 
In this chapter, many well-established feature sets for image classification and image 
retrieval systems have been discussed. These methods have been shown to have success 
in limited domains and it is a very difficult task to have general purpose features for 
image content identification. A novel feature set is proposed in this chapter borrowing 
concepts from eigenfaces for face recognition and the Fourier power spectrum method of 
statistical image classification. Gabor texture features are shown to be a well-established 
baseline model for the classification of image content and have been shown in a number of 
studies to outperform other features used in image content classification. The proposed 
model is clearly shown in Figure 4.4 to achieve comparable classification results to the 
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CHAPTER 4. REGION CLASSIFICATION 91 
Gabor texture features but with a significantly reduced feature vector length. In the next 
chapter, the methodology of the model for automatic content-based image enhancement 
is proposed making use of the image enhancement principles discussed in Chapter 2, 
the segmentation method proposed in Chapter 3 and the region identification features 
proposed in this chapter. 
Chapter 5 
Automatic Image Enhancement 
Abstract 
In this chapter, the concepts of subjective image enhancement performed automatically 
with respect to the content of the image regions are discussed. In order to fully define 
the automatic image enhancement system, image enhancement operator discovery from 
manually enhanced training images is discussed and a novel method based on simulated 
annealing is proposed. Furthermore, the overall methodology of the system is discussed 
including region blending principles from photo-montage. One of the greatest strengths 
of the proposed method is that it allows changes in hue as the image enhancements are 
learnt from human sources. 
5.1 Introduction 
This chapter investigates image enhancement performed with respect to the content of 
the constituent regions of images. In this investigation, a method of enhancing image 
content by means of discovered operator sets is introduced. As discussed in Section 
1.2, image enhancement performed on each individual region of an image produces, for 
those regions, a better enhancement than a global image enhancement approach. This 
research aims to validate the hypothesis that image enhancement operators can be com-
bined to produce an aesthetically improved overall enhancement. Segmentation methods 
92 
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and region identification methods have already been discussed as necessary steps in this 
endeavour. In this chapter, a method is proposed that automatically creates image en-
hancement operator sequences from each segmented region of manually enhanced training 
images. In order to automatically enhance images, each region is enhanced wit.h the op-
erator set from the set of discovered operator sequences based on the region content. A 
gradient-based region blending algorithm is used to combine the individually enhanced 
regions into a complete enhanced image. As the image enhancements are learnt from 
human sources, the proposed method can allow changes in hue. In previous automatic 
methods, changes in hue are avoided to prevent the image from appearing unnatural to 
a human viewer [91]. 
5.2 Methodology 
This research aims to create an automatic aesthetic image enhancement process that 
combines enhancements performed on a region by region basis dependant on the image 
content of the regions. Throughout this thesis, elements Of key areas of image processing 
important to that end are discussed. This thesis proposes a solution that first segments 
the image into homogeneous regions and identifies the image content of those regions. 
Enhancements are performed on a region-by-region basis chosen specifically to match the 
content of the image regions. Issues fundamental to image enhancement are discussed 
in Chapter 2. For the proposed solution, the fundamental image enhancements are con-
sidered as the operators available for the automatic image enhancements. In Chapter 
3, image segmentation algorithms are discussed in order to divide images into the con-
stituent regions. Region classification is discussed in Chapter 4 in order to identify the 
image content of the segmented image regions. Once the image content has been identi-
fied, to enhance the image region with an appropriate set of image operators, this thesis 
proposes using a case-based reasoning style approach. 
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5.3 Discovering Image Operator Sets 
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As discussed in Chapter 2, aesthetic image enhancement is a highly subjective task de-
pendant on human preference. The quality of image enhancement performed manually is 
limited by the ability, patience and available time of the individual. In order to automate 
this process, it is necessary to find a method of determining an image filter that best en-
hances a particular type of image region. In this section, previous methods are discussed 
and a method is proposed for determining an operator set that automatically reproduces 
manual enhancements on an image. Results are given illustrating the effectiveness of the 
operator determination method. 
5.3.1 Evolutionary Approaches 
In the literature, methods are described that attempt to solve the problem of operator 
design and selection through evolutionary programming techniques. Evolutionary pro-
gramming is a general term describing algorithms that simulate an evolutionary model 
of natural selection and genetics [661. In this section, genetic algorithms and genetic pro-
gramming methods, and the issues surrounding using these methods for operator design 
are discussed. 
5.3.1.1 Genetic Algorithms 
Genetic algorithms (GAs) are robust search mechanisms based on the theoretical work-
ings of biological systems. They are based on the concepts of reproduction, cross-over 
and mutation to evolve coded populations finding the optimum of a described fitness 
function. GAs have been used in different aspects of image processing. In [56], mor-
phological filters for the purpose of film dirt removal from archival film material were 
designed using genetic algorithms. Morphological filters can remove noise in images 
while preserving the structure. Their design can be complex and GAs are well suited to 
optimisation problems that are difficult to model. Rather than relying on user input for 
the fitness function, a training set is artificially created by selecting a small noise-free 
region of the image and creating noise within it. The best filter in terms of a fitness 
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function is the filter created under constraint that returns the artificially noisy section 
to its original state. 
In [60], evolutionary simulation methods have been used to enhance contrast in greyscale 
images by evolving the contrast curve. Through each generation, user input is required to 
determine the fitness of the modified contrast curve. The proposal would be impractical 
as at least several hundred images have to be reviewed by a user. In light of this, it was 
suggested to use multiple regression techniques to simulate user input. The results in 
[60] showed that this method of image enhancement performed at least as well as the 
conventional alternative, histogram equalisation. In some cases, the results were greatly 
improved with the evolutionary technique. This method, however, does not take into 
consideration any local image variations that might be made less viewable by a uniform 
contrast enhancement. Subjective fitness functions are used in other systems and are 
suggested as a viable method in [7] when the fitness function would otherwise be too 
difficult to design and human opinion is considered. 
In [59], the authors proposed a method of histogram equalisation by encoding four pa-
rameters of the statistical scaling histogram equalisation model as a genome. The fitness 
is performed automatically as opposed to the user-subjective fitness measures defined 
in previous works. It is noted that an enhanced image with good contrast has a higher 
number of pixels laying on edges of the image. The fitness is evaluated by performing the 
statistical scaling using the genome's four parameters, edge detecting, and then count-
ing edge pixels. Generally, this method outperformed traditional histogram equalisation 
methods. 
5.3.1.2 Genetic Programming 
Genetic programming is the use of genetic algorithms for evolving operation sequences 
that satisfy a given fitness function. GAs are used to select an optimal set of standard 
image processing tools to best enhance an image in [10, 69]. Genomes are coded as 
strings representing a set of image processing functions. In [69], the genome strings 
are sectioned based on the refinement of parameters for each individual operation. The 
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image enhancement operations of hue thresholding, brightness thresholding, smoothing, 
edge enhancement, contraction, expansion, and reversion were coded into strings. In [10], 
a similar approach is taken where the genomes are encoded as a series of instructions 
and parameters randomly selected and ordered. In both, the fitness is determined based 
on the pixel difference between the enhanced image and some predefined goal image. A 
genetic programming method similar to these genetic algorithm methods is presented in 
[74] in which the random combination of processing sequences are evaluated. 
Another use of genetic algorithms in image processing tasks is described in [62]. Instead 
of attempting to generate an enhanced image from an input image, the study attempts 
to find the operators that reproduce an alleged ideal image from the original. The ideal 
image is manually created by image processing experts using some image editing software. 
A GA is used to discover a suitable combination of the five predefined operators that 
best matches the transformation from the original to the ideal. The assumption is that 
the procedure can be used to create an expert system style approach for solving specific 
image processing tasks. 
In [22], genetic techniques were explored as a method of creating task specific image 
operators. As an example, a so-called interest operator is evolved. From a small set 
of primitive image operators, a formalised set of optimisation criteria taken from the 
concepts of optical flow and a sequence set of four images, an operator is created and 
used to extract the points of interest from the images in sequence sets. The resulting 
point extraction is compared against tradition methods on the same image sequences. 
Using quality measures from the optic flow domain, this method is found to be neither 
conclusively better nor worse than traditional methods. 
5.3.1.3 Issues 
The evolutionary approach suffers from problems in describing a suitable fitness function. 
In the uses of GAs for image enhancement tasks, the fitness function is a domain specific 
description of enhancement rather than a general description of aesthetically enhanced 
images. The time of execution of evolutionary techniques for image processing tasks 
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must also be considered. Often the fitness function in image processing GAs requires 
the rendering operations on the image which, depending on the operations, require long 
computational times across the entire population at a single generation. In [22], it 
was reported that the evolution of the image operators took several days to complete. 
Furthermore, the tests in [22] showed no clear advantage of the method over traditional 
techniques that would justify such a long processing time. If the search space can be more 
clearly understood, a solution based on the structure of the domain can be constructed 
cutting back on computational cost [19]. 
5.3.2 Proposed Method 
Similar to [62], we aim to create a set of operators from a selection of primitive operators 
that best describes the enhancements made manually to an image by an expert user. 
Given the original· image and the manually enhanced ideal image, a search technique 
is required to construct an instruction set of operators that mimics the transformation 
from the original to the ideal. All search techniques assume some fitness function that 
defines the problem. Therefore, a fitness function is defined to minimise 
(5.1) 
where [ and J represent the original image with the applied operator set and the ideal 
image respectively, M and N are the width and height of the image respectively, and 
[(x, y) represents the RGB triplet value at position x, y. The primitive operator set con-
tains 34 operators: add, add in the red, green and blue channels, subtract, subtract in 
the red, green and blue channel, multiply, multiply in the red, green and blue channels, 
divide, divide in the red, green and blue channels, normalise, Gaussian blur, gamma cor-
rection, gamma correction in the red, green and blue channels, gamma correction, power 
law point transformation in the red, green and blue channels, morphological dilation, 
morphological erosion, sharpen, unsharpen, diffusion, range, histogram equalisation, and 
high-boost filtering. These operators are defined in the Appendix. 
It is shown in [19] that, even in problem domains that would otherwise be suited for 
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use with GAs, the requirement for a sufficient number of samples necessary to create 
bias into search subspaces can become prohibitive if the domain cannot support such an 
evaluation. In searching for image operator sets, each prospective operator set must be 
used to render an image and then the image fitness must be evaluated. In [62], GAs are 
used to search an operator space of five operators on small greyscale images. In [22], the 
example scenario used twelve operators on a set of small images and the fitness evaluation 
is excessively long. Using a more traditional method, while subject to becoming trapped 
in local minima, is a more practical solution in this domain. Furthermore, GAs are 
not guaranteed to find the optimum solution, but rather an acceptably good solution 
[5], therefore, in cases with long processing times; they provide no real advantage over 
traditional search methods. 
Gradient search, or hill-climbing, is a rather primitive search technique in which infor-
mation about the gradient of the search is used to direct the search. If a local peak is 
found, the search can no longer continue regardless of whether the peak is the global 
peak. Improvements on the hill-climbing technique have been made, but require that a 
random point in the search space can be selected from which to reinitialise the search 
[5]. Selecting a random point from the search space of operator sets, however, presents 
problems in finding operator sets. For example, the number of operators in the operator 
set is unknown and it is necessary to randomly select the number of operators in addi-
tion to the specific operators to use. The search space is infinite and it is more likely 
that processing time will be wasted searching the majority of the search space that is 
irrelevant to the operator necessary to recreate the provided ideal image. 
Simulated annealing is a global optimisation method based on the physical concepts of 
metallurgical annealing where atoms of a body of metal stabilise as they slowly cool [36]. 
The annealing method probabilistically guarantees the global optimum solution for a 
given fitness function [99]. Rather than insisting that every step in an iterative refinement 
of the search space improves the fitness function, simulated annealing allows some steps 
that may temporarily worsen the fitness function. Successive steps are randomly chosen 
from the search space and if a step improves the fitness, it is chosen. Otherwise, the step 
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is chosen with the Boltzmann Probability of 
~ p=e T 
99 
(5.2) 
where 1).f is the difference between the previous iteration fitness and the step fitness, and 
T is the temperature. The temperature value is "cooled" (referred to as the annealing 
schedule) over time by 
T' = ~:-T_. -:-
In(l + t) (5.3) 
where t is the time. The slow "cooling" effect gives the search an opportunity to explore 
higher energy states which eventually lead to lower energy states than the initial. This 
refinement of the search strategy, in theory, attempts to prevent the search from stalling 
in a local minimum. 
Given an original image and an enhanced image, a simulated annealing approach is 
used on each of the segmented regions of the image to create a set of operators that 
best describes the enhancement for that region. The process is started with an empty 
operator set. For each iteration, operators are selected at random. If a randomly selected 
operator represents an improving step in the operator list construction (that is, the fitness 
of the operator list including the randomly selected operator is an improvement over the 
previous iteration), the operator is selected. Otherwise, the operator is selected at the 
probability p described above. The annealing schedule is refined every iteration. The 
construction ends when no improvements or selections are made to the operator list. 
Results and performance of the proposed method are discussed in Section 5.5.1 
5.4 Image Region Content Enhancement 
It is necessary to create a map between the content of the image region and some ap-
propriate image enhancement operator set. In this section, a method is proposed that 
uses the features for image region classification (discussed in Section 4.3) combined with 
fundamental image statistics in order to select an operator set created from manually 
enhanced example images. 
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5.4.1 Image Region Statistics 
Classification of image region content is described previously in Chapter 4. While the 
regions can be separated into semantic categories with classification techniques, more 
information is required that describes the state of the region; some information is required 
to better identify the degradation and other flaws in the image region in order to best 
determine the image enhancement operators. Information about the current state of 
the image is vital to automatic image enhancements. Intensity statistics represent the 
simplest of image statistics, treating the image as a distribution of intensities. 
Fundamental statistical approaches hail from statistical data analysis and deal with 
extracting information from the histogram of the image. Statistical moments about the 
mean are used as a method to describe image texture and the nth moment is defined as 
N 
mn(z) = L(Zi - JL)np(Zi) (5.4) 
i=l 
where N is the number of distinct grey-levels, Zi is the ith grey-level, JL is the average 
grey-level and p(Zi) is the probability of Zi occurring in the image. The second moment 
is the variance (usually normalised by dividing by N - 1), the square root of which is 
the standard deviation. The third moment is the skewness of the histogram, that is the 
measurement of symmetry of the distribution. The fourth moment is the kurtosis, a 
measure of flatness of the histogram relative to a normal distribution. 
The measurement of contrast in images is a key perceptual attribute of images and yet 
a clear unified definition remains absent [721. In the forms of definition that do exist for 
contrast, it is considered a function of luminance and the local contrast for a uniform 
luminance l on a uniform background is defined as 
bol 
C = -l ~ d(log(l)) ex al + a2Iog(l) (5.5) 
Another contrast model treats contrast as a power law function [411. It is common that 
for contrast comparisons between images, the contrast is taken as the root mean squared 
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error as 
c=rms= 
1 N 
--2)X-iL)2 
N -1 i=l 
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(5.6) 
where iL represents the mean normalised grey-level. Contrast models are also defined 
in the frequency domain, exploiting the ability to separate frequencies easily. In [72], 
a band-limited Fourier definition of contrast is presented as the ratio between the out-
puts of a band-pass filter at the lh level applied to the image and the output of the 
corresponding low-pass filter. The contrast definition is shown in the spatial domain as 
a two-dimensional array 
( ) 1/Jj('l)J{x,y) c x,y = 
c/>j ('l) J{x, y) (5.7) 
where ('l) represents the convolution operator, 1/Jj is a band-pass filter at level j of a filter 
bank and cPj is the corresponding low-pass filter. Variations of this model have been 
used since its introduction and it is consistent with psychological experiments on Gabor 
patches [107]. Similarly, the wavelet domain can be utilised to construct an isotropic 
contrast measure that is the ratio of the energy sum of filter responses in K directions 
and the two dimensional scaling function also as a two-dimensional array 
(5.8) 
where W jk represents a wavelet rotated by 2;/ and dilated by 2-j , and cPj is a low-pass 
filter at level j of a filter bank. By using a suitable measure of contrast visually weak 
image regions can be identified and enhanced accordingly. 
In [4], a contrast measure is used along side a focus measure as discriminating features 
between image regions. The focus measure is taken as the normalised high-frequency 
components of the image region. The feature is calculated as 
f = N~ t t { L ('l) [(x, y) L ('l) J{x, y) > threshold 
x=l y=l 0 otherwise 
(5.9) 
where L represents a 3x3 Laplacian filter convolved on the image J and the values are 
only considered if they are above some threshold. The focus measure represents the 
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sharpness of the edges within the image and is used to identify regions with details. 
There is a visually strong correlation in the intensities of neighbouring pixels in a natural 
image. Spatial correlations within an image are important in [92] and the obvious mea-
sure of this is the auto-correlation function. Auto-correlation is a 2D function of relative 
positions defined by the average of the product of intensities at two spatial locations 
shown by 
S(x,y) = J\fI: I(i,j)I(i + x,j + y) 
i=l j=l (M - x)(N - y) (5.10) 
where M and N are the width and height of the image I respectively. The auto-
correlation function is equivalent to the power spectrum (square of the Fourier transform) 
[30]. The study in [31] evaluated objective image quality measure designed to measure 
the difference between some original (reference) image and some potentially degraded 
image. Images were selected for evaluation by two criteria: the spatial frequency mea-
sure [23] and the spectral activity measure. The spatial frequency measure provides an 
indication to the overall level of activity within the image and is defined as 
(5.11) 
where IT and le are called the "row frequency" and the "column frequency" respectively 
defined by 
IT 
1 M N 
MN L2:)I(x,y) - I(x,y -1))2 
x=l y=2 
(5.12) 
le 
1 N M 
MN LL(I(x,y) - I(x -1,y))2 
y=lx=2 
(5.13) 
The spectral activity measure gives an indication of predictability within the image [23] 
and is computed in the frequency domain as 
(5.14) 
where F( u, v) is the (u, v)th coefficient of the discrete Fourier transform of the image. 
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mean std dev skew kurt cont sp freq sp act focus 
mean 
-
0.1808 -0.7356 -0.3520 -0.1538 0.1343 0.1449 0.8894 
std dev - - 0.0526 -0.5231 -0.5599 0.0366 0.0616 0.1093 
skew - - - 0.4054 0.1176 0.0416 -0.1871 -0.6795 
kurt - - - - 0.7090 -0.1144 -0.0218 -0.3264 
cont - - - - - -0.1311 0.0437 -0.1601 
sp freq - - - - - - -0.3921 0.1420 
sp act - - - - - - - 0.1272 
focus - - - - - - - -
Table 5.1: The covariance matrix calculated from the image statistics from the complete 
database of images. Correlation exists between variables such as between the mean and 
the focus, and the kurtosis and the contrast. 
In terms of image statistics, the spatial frequency measure can provide a measure of the 
level of detail contained within the image [101]. Large values of the spectral activity 
measure imply a high level of predictability within the image and lower values (close to 
one) indicate a more active image containing small details and low spatial redundancy. 
In the following subsection, some examples of the image statistics are shown. 
5.4.1.1 Example Image Statistics 
Table 5.1 shows the covariance matrix of the statistics described above. A strong cor-
relation between statistical features indicates a need for feature selection (feature set 
reduction). Features are selected to avoid unnecessary calculations and to reduce the 
size of the feature set, increasing the likelihood that a suitable number of samples ex-
ists to satisfy the dimensionality of the feature set. Features with high correlation are 
redundant and can be removed with no significant loss in performance. It is expected 
that the mean has some correlation with all of the features as the mean is a part of their 
calculations. 
5.4.2 Mapping Enhancement Operator Sets 
Sets of operators are created by manually enhancing an entire library of images and 
then discovering the primitive operator set that best reproduces the enhancement as 
described above. The image library is segmented into clusters by the vector quantisation 
method discussed previously in Section 3.4. In order to select the image enhancement 
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operators that are likely to best enhance an image region, a mapping is made between 
the complete region feature set (classification features and selected statistical features) 
and extracted enhancement operator sets. Using a nearest neighbour approach, unknown 
image regions are assigned the enhancement operator set of the closest matching known 
region. Regions of the image are enhanced with their respective operator sets. In the 
enhancement, it is assumed that the image operator changes the hue value according 
to the learning (discovery) stage discussed in Section 5.3.2. Under previous examples 
of automatic enhancement, hue has been preserved in order to reduce the potential for 
awkwardness in the image content. In this model, hue variations are controlled by the 
examples used to train the system and therefore are treated as beneficial enhancements 
to the image. 
5.4.3 Region Blending 
Enhancing on a region basis presents the possibility that the enhanced versions of the 
regions no longer fit together as naturally as they did in the original image. The problem 
present in the situation is similar to that of the field of photo-montage stitching appli-
cations. In photo-montage stitching, several overlapping images of a scene are combined 
to form a panoramic view of the scene. In [35], colour differences between the overlap-
ping images are blended to produce an image in the same colour tones by estimating 
the transfer function of the colourimetric reproduction model of a captured image. As 
the colour differences are intentional in the enhancement model, complete colour differ-
ence compensation is not required, but rather a natural blending between the enhanced 
regions. 
In [1], photo-montage is approached in two parts: selecting the optimum seams between 
image parts, and fusing the images regions to reduce artifacts. In the case of the regions 
of enhancement, it is assumed that the segmentation has provided the optimum seams 
between regions and it is therefore more important to reduce artifacts. Gradient-based 
fusion, similar to that described in [25], is used to fuse the image regions and reduce 
artifacts that may exist. For each colour channel, the value at a pixel location x, y is 
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found such that it satisfies 
c(x + 1, y) - c(x, y) 
c(x, y + 1) - c(x, y) = \1 Iy(x, y) 
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(5.15) 
(5.16) 
where c(x, y) is the channel value at the position x, y and \1 Ix and \1 Iy are the input 
gradients in the x and y directions respectively. As noted in [1], this process can be quite 
slow, but is computed only once for an image. Colour gradients are calculated for the 
overlapping image regions and used to smooth colour differences by solving a discrete 
form of the Poisson equation. 
In existing photo-montage literature, the aim is to map the image colours from multiple 
source images into the image colours of a common scene image. In this research, however, 
we have a different aim; image segments are modified from within the scene and should be 
combined back reducing the amount of obvious edging. A gradient-based fusion method 
is therefore used that blends the region edges according to the original image gradient. In 
the next section, results of the complete automatic image enhancement method described 
in this thesis are shown and issues are illustrated and discussed. 
5.5 Results 
In this section, results of the complete image enhancement methodology are discussed. 
First, the proposed image enhancement operator discovery method is discussed in the 
context of the overall image enhancement system. Second, the image results of the com-
plete automatic image enhancement system are discussed. Further subjective analysis of 
the overall system are performed in Chapter 6. 
5.5.1 Operator Discovery Results 
The evaluation of the operator discovery procedure is performed by first making sev-
eral manually enhanced versions of a database of images, each version with more image 
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enhancements than the previous version of the image. At each stage, the proposed dis-
covery method is performed and the fitness measure above is used to evaluate the fitness 
of the entire image generated by applying the operator set. Figure 5.1 shows the pixel 
differences caused in images by the manual enhancements and the pixel differences be-
tween the discovered operator enhanced and manually enhanced images. Clearly, in an 
ideal case, the pixel difference between the discovered operator enhancement and the 
manually enhanced images would be zero. As the manual enhancements become more 
severe, the discovery of the image enhancements becomes proportionally more difficult. 
However, the proposed method manages to fairly reproduce the manual enhancements. 
Another experiment is run to measure the pixel differences between the discovered op-
erator enhanced images and the manually enhanced images for a subset of 100 images 
for the image database. The results of the experiment are shown in Figure 5.2 and it is 
clear that the discovery method is capable of recreating the manually enhanced images 
well. Figure 5.3 shows the execution times. The mean time for the process is 121.36 
seconds. The average processing time means that for a database of training images, the 
process is not a real-time application, however, it is a significant improvement over the 
reported processing times in [22]. It is clear to see from the results that the proposed 
method makes a good reproduction of the manually enhanced images from a base set of 
operators. 
5.5.2 Automatic Image Enhancement Results 
The complete procedure is run across the entire image database using a ten-fold cross val-
idation approach. For reference, the images were also enhanced using a global enhance-
ment method (automatic histogram equalisation). Figure 5.4 shows image differences 
between the original images and the enhanced images across a sample of the data-set. 
With respect to the manual enhancements, the automatic enhancements generated by 
the work of this thesis are more mild, on average preserving more of the original sense 
of the image. The global enhancements represent a much more extreme change of the 
image. Therefore, it is expected that in user evaluations, the automatic enhancements 
will rate more favourably than the originals, but less favourably than the manual en-
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Figure 5. 1: The above graphs represent the fitness (described in Equation 5. 1) of the 
original image compared with the manually enhanced versions against the fitness of the 
discovered image operators applied to the image against the actual manual enhanced 
image. The graphs for t'vvo separate images affected with similar image enhancements 
are shown. 
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Figure 5.3: Execution times for the propo ed image enhancement operator discover 
method over 100 images from the image database. 
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hancements. The global enhancements, however , as they are quite extreme, are expected 
to be rated negatively wi th respect to the others. 
In Figure 5.5, positive examples of the resul ts of the automatic image enhancement sys-
tem are shown paired with the original data-set image. For image (a), the automatically 
enhanced version, image (b), shows a slight increase in the blue tones of the sky whereas 
the red tones and contrast of the grassy hill have been increased. The effect i that the 
image has been given a warmer tone. Image (c) enhancements shown by image (d) show 
an increase in contrast in many regions. Also, the grass has had blue tones softened 
and the tree trunk itself has had red tones increased . Image (e) has had the brightness 
increased on the water , but more subtle effects on the rest of the image shown in im-
age (f) . For image (g), image (h) shows that the stones increased in contrast and earthy 
tones , and the modifications have left the sky unaffected . Image (i) enhancements shown 
by image (j) illustrates a slight increase in contrast in the brick of the building and the 
cobbles of the drive. The tree and shrub have had a more severe increase in contrast as 
well as an increase in green tones and brightness illuminating details previously subdued. 
Addi tionally, there is slight morphological erosion in the shrubbery on the left. 
Images in Figure 5.6 represent issues found in some of the enhanced images that demon-
strate the shortcomings in some of the assumpt ion made in each of the component steps 
of the body of work . Image (a) enhancement image (b) illustrates a problem with the 
assumption that every image region should be subject to enhancements. In thi case , the 
excessively underexposed image presents issues vvhen making hue-based comparisons and 
enhancements . The near black values contain li ttle image data and image enhancement 
operators are not able to improve any detail. The efforts to introduce image detail lead to 
colour errors and distortion . The enhanced image (d) of image (c) shows patches of wall 
enhanced differently than those surrounding them. The enhancement errors illustrate 
two more assumptions. The first is t hat the assumption that the segmentation is perfect. 
The second is that the region blending can ease the sometimes extreme joins between 
enhanced portions of the image. As with the method in [1], the image blending relies 
heavily on the segmented image model. In some cases of poor segmentation , the image 
blending is able to smooth the differences between enhanced image regions. In the cases 
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CHAPTER 5. AUTOMATI C IMAGE ENHANCEMENT 111 
Original 
~-------- ------~ 
Automatic Enhancement Manual Enhancement 
a b c 
d e f 
g h 
J k 
m n o 
Figure 5.5: Original data-set images (a, d , g, j , m) compared with positive resul ts of the 
automatic image enhancement system (b , e, h , k, n) and the manually enhanced versions 
(c, f, i, 1, 0) 
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Figure 5.6: Image illustrating issues in the a sumptions of the model. 
when it is unable to do so, images are left with aberrations and unsightly patches. Image 
(e) and the automatically enhanced version, image (f) , demonstrate another assumption 
that the region classification is perfect. A region of wall at the bottom right of the image 
has increased green tones in the enhanced version . The section of wall is confused with 
typically grass texture . 
5.6 Conclusions 
In this chapter , the entire methodology for the novel automatic image enhancement sys-
tem is proposed . It is necessary for the purposes of the proposed image enhancement 
method to introduce a method of acquiring image enhancement operator sets from man-
ually enhanced images . Existing methods for operator discovery are therefore discu sed 
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and a novel method is proposed that uses a simulated annealing approach. This method 
effectively reproduces the manual enhanced images as demonstrated in Figure 5.3 and is 
computationally less expensive than the previous methods . 
The details of the proposed automatic image enhancement method have been discussed 
and the complete proposed ystem has been performed on the complete natural image 
database. The method is clearly shown to produce results of a similar manner to the 
manually enhanced training images and that it is a method capable of modifying hue 
with a positive impact on the visual quality of the image. Results have been analysed 
illustrating both the succes es and the weakness of the proposed method illustrating some 
of the key assumptions. The evaluations of the method in this chapter have been made 
as objectively as possible with respect to image enhancements. Overall , the proposed 
method has shown that it can successfully enhance images with no user interaction once 
trained on a suitable set of manual enhancement reference images. However , in the 
next chapter , subj ective analysis of the automatically enhanced images are discussed 
and further work for automatic image enhancement is suggested . 
Chapter 6 
Conclusions 
Abstract 
In this chapter , analysis of the user evaluation of the images produced by the proposed 
ystem are discussed in detail and the key findings of this research are discus ed . Addi-
tionally, important is ues that require fu ture investigation are discussed. 
6.1 Introduction 
In this thesis, a method of automatic aesthetic image enhancements based on regional 
image content is proposed. The method is composed of several aspects of computer 
vision and image processing. In Chapter 2, the background of image enhancement and 
the concept of automatic image enhancements are investigated. The automatic image 
enhancements in previous works use a defined objective fi tness measure of the image 
quality for their specific domain in order to optimise image operator parameters. In 
Chapter 3, the issues of image segmentation and region extraction are discussed as a 
critical component of image content identification and region-based image enhancement . 
A novel method of automatic image segmentation based on multi-resolution colour vec-
tor quantisation is proposed and is shown to be well-sui ted to the needs of the work 
throughout this thesis. In Chapter 4, features for region classification and identification 
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are discussed . Features based on the power spectrum of the Fourier transform are pro-
posed as a suitable and compact feature set for image region classification with results 
comparable to Gabor texture features. In Chapter 5, a method is proposed for automat-
ically determining a collection of subjective user image enhancement operator sets for 
image regions. The operator sets are used to determine image enhancements for image 
regions. The image regions are blended together using a gradient-based approach to cre-
ate a natural overall image enhancement. Unlike previous automatic image enhancement 
methods, the method proposed in this thesis is based on the subjective enhancements 
learnt from human users. 
In the previous chapter , the objective analysis of the automatic image enhancement are 
discussed and the method hows positive objective results. The analysis of the effect of 
the image enhancement system suggests that the changes to the images are more sub-
tle than those of the manually enhanced images but of a similar nature. As previously 
discussed , however , the true measurement of the success of aesthetically oriented image 
enhancement is through subjective user evaluation. Therefore, in this chapter , a sub-
jective user assessment exercise on the resul ts of the automatic image enhancement is 
proposed , and the resul ts are evaluated and discussed. 
6.2 Subjective Evaluation 
User evaluations of the enhanced images are subjective and many factors including indi-
vidual tastes influence evaluations. In order to reduce bias , the experiment i designed 
such that users are asked to rate images from one to ten based on their impression of the 
image quali ty. For each image in the database, four versions of the image are presented 
to the user in a randomised order: the original, the manually enhanced image, a baseline 
global automatic enhancement method and the image generated by the method pro-
posed in this thesis. Colour histogram equalisation is used as the baseline enhancement 
as it requires no user intervention to specify parameters, therefore t ruly automatic. The 
experiment is conducted with eight different people from different cult ural and profes-
sional backgrounds. The test group was composed of people of Indian, Chinese, Welsh, 
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English , Jordanian , American, Hungarian and South African cultural backgrounds. The 
professional backgrounds of the individuals were research students , software engineers 
and amateur photographers. The test group was predominantly male. Each person was 
presented with the four versions of the image in a single form. They were asked to rate 
each of the images for image quality on a scale of one to ten. Figure 6.1 hows an ex-
ample of the form presented to the human evaluators. The users were presented with a 
sequence of four images at a time which they were allowed to rate the images at their 
own leisure. Flat-panel displays under fluorescent lights were used in all cases. 
Figure 6.2 shovvs the normalised means of the image quality scores from all the users. 
Image quality scores are the user image ratings normalised between one and ten as 
. 10 
s = (8 - mm) . 
max - mm 
(6.1 ) 
where 8 is the unnormalised score of an image rating, and min and max are the min-
imum and maximum score for the four versions of an image . As predicted previously, 
the manually enhanced images are considered the theoretical best enhancements . The 
proposed method , on average, is rated between the original images and the manually 
enhanced images. The global enhancement method was rated poorly relative to the 
other images. For comparison , a set of images manually enhanced by a non-expert (in-
experienced user) is evaluated against the automatic image enhancement system. It is 
hown in figure 6.3 that the rating level for the manual enhancements performed by a 
non-expert are considerably lower on average than the automatic and , in many cases , 
than the original image. In order to fur ther explore the results of the evaluations, the 
statistics and measurements related to improvements and observed user behaviour are 
considered. 
6.2.1 Improvements 
On average, user ratings of the proposed image enhancement system represent an aver-
age 2.61 point increa e whereas the improvements noted in the manual enhancements 
represent an average 6.09 point increase. Assuming that the manual images are the 
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Rate _ell imap for quality (1 is a terrible ima,e, 10 is . faatlUticima:e) 
~ 100 ofSOO ( 12.5%) 
------------------~ 
1 r 2 r . 3 r 4" 3 r 6" 7" a r 9" 10 
3 r 4 r . 3 " 6 r i" a r 9 r 10 
.. ~~~;;~~~rmy~ 
r 1 r 2 r 3 r 4 " 3 r 6 r i" S r 9 r 10 
rm~ 
r 1 " 2 r 3 r 4 r . 3 r 6 r i" a r 9 r 10 
Figure 6.1: An example of the form presented to the human evaluators for the labelling 
of image quality 
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Figure 6.2: Normalised means of the image quality scores from all the test subj ects. 
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Figure 6.3: Normalised means of the image quali ty cores from all test subj ects compared 
to non-expert manual enhancements 
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Figure 6.4: Rating changes from the original image ratings for (a) the manual enhance-
ments and (b) the automatic enhancements respectively 
theoretical best versions on the images, the automatic enhancement is a 42.9% aver-
age improvement of the originals with respect to the manual enhancements. The global 
enhancement system is shown to have an average 33o/c decrease in interpreted image 
quali ty. Figure 6.4 shovvs both the levels of change in ratings for the manually and au-
tomatically enhanced images . The manually enhanced and the automatically enhanced 
image ratings show very similar trends according to the user ratings skewed tovvards the 
positive. The automatic enhancement ratings show a skevvness of 2.239 and a kurtosis 
of 4.303. The manual enhancement ratings show a skewness of 1.730 and a kurto is of 
1.973. The skewness and kurtosis increase of the automatic enhancements indicates that 
more samples are nestled closer to the mean , whereas the manual enhancements have a 
large spread of values. Additionally, in 28.8% of the images, the automatically enhanced 
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userl user2 user3 user4 user5 user6 user7 user8 
user1 - 0.0937 0.1230 0.1159 0.2395 0.0711 0.1123 0.1067 
user2 - - 0.0926 0.0404 0.1463 0.2162 0.2873 0.1632 
user3 - - - 0.0469 0.1993 0.0230 0.1231 0.1081 
user4 - - - - 0.0752 0.0735 0.1863 0.1702 
user5 - - - - - 0.0901 0.1650 0.1790 
user6 - - - - - - 0.3290 0.1730 
user7 - - - - - - - 0.3778 
user8 - - - - - - - -
Table 6.1 : Correlation matrix of user evaluations of the original images 
userl user2 user3 user4 user5 user6 user7 user8 
user 1 - 0.0890 0.2339 0.2034 0.3260 0.1019 0.2258 0.0742 
user2 - - 0.1380 0.0190 0.1358 0.2408 0.1311 0.2004 
user3 - - - 0.2524 0.2970 0.1332 0.2801 0.2863 
user4 - - - - 0.1316 0.1259 0.2098 0.1648 
user5 - - - - - 0.1620 0.2798 0.1118 
user6 - - - - - - 0.2788 0.1894 
user7 - - - - - - - 0.1908 
user8 - - - - - - - -
Table 6.2: Correlation matrix of user evaluations of the manually enhanced images 
images were, on average, rated better than the manual enhancements. 
6.2.2 Observed Behaviour 
Inter-user correlation is useful in demonstrating consistency between the user ratings 
of the images . Ini tial, correlation is explored in the raw ratings of the images by the 
eight users. Table 6.1 shows the correlation matrix of the ratings of the original images. 
Predominantly through the users, there is only a weak correlation in their ratings of 
the original images and the p-values of the correlation matrix indicate that there is no 
statistical significance in the correlation. In other words, each of the users had different 
preferences in choosing whether one image was better than another. There is no single 
definition between the users to define image quali ty. In Table 6.2 , the correlation matrix 
for the manually enhanced images is shown and indicates a small positive correlation 
between users' ratings . The p-values of the correlation indicate that the correlation 
demonstrated between user ratings of the manually enhanced images is statistically sig-
nificant . Table 6.3 shows the correlation matrix of the user ratings of the automatically 
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userl user2 user3 user4 user5 user6 user7 user8 
userl - 0.2763 0.1605 0.1672 0.0587 0.0914 0.2293 0.1475 
user2 - - 0.1674 0.1288 0.1855 0.1121 0.2847 0.3130 
user3 - - - 0.1294 0.2355 0.0689 0.1744 0.3249 
user4 - - - - 0.1573 -0.0158 0.1783 0.1668 
user5 - - - - - -0.0386 0.1173 0.2122 
user6 - - - - - - 0.2828 0.1977 
user7 - - - - - - - 0.3008 
user8 - - - - - - - -
Table 6.3: Correlation matrix of user evaluations of the automatically enhanced images 
userl user2 user3 user4 user5 user6 user7 user8 
userl - 0.2595 0.5436 0.3023 0.4416 0.2212 0.3690 0.4029 
user2 - - 0.3676 0.4586 0.3210 0.3729 0.5583 0.4291 
user3 - - - 0.4940 0.6035 0.3738 0.3834 0.4931 
user4 - - - - 0.3648 0.2475 0.4518 0.3196 
user5 - - - - - 0.2411 0.3068 0.4720 
user6 - - - - - - 0.2932 0.4182 
user7 - - - - - - - 0.3434 
user8 - - - - - - - -
Table 6.4: Correlation matrix of user evaluations of the globally enhanced images 
enhanced images. There is a slightly stronger correlation between user ratings of the au-
tomatically enhanced images compared with the original image ratings (similar to that 
of the manually enhanced image ratings) and the p-values indicate that the correlation 
holds a statistical significance. From the two enhancement correlation tables , Table 6.2 
and Table 6.3, it is een that the users have some amount of agreement between them as 
to which images are an improvement and by how much they are improved. It is clear to 
see .from Figure 6.2 that generally the users did not rate the globally enhanced images 
very highly. Table 6.4 shows that there is a much stronger correlation between users and 
in their ratings of the globally enhanced images. The p-values of the correlation indicate 
that the strong correlations are very significant. That is , the users could agree that they 
did not highly rate the globally enhanced images. 
In order to show reproducibility in the user evaluations, two of the users were asked to 
re-rate all the images in the evaluation exercise. 'User A' varied in raw rating scores of 
the images on average 1.58 marks for the original image, 1.61 marks for the automatically 
enhanced images , 1.94 marks for the manually enhanced images , and 1.93 marks for the 
CHAPTER 6. CONCLUSIO NS 122 
globally enhanced images . Similarly, 'User E ' varied in rating scores 1.21 marks for the 
original images, 1.68 marks for the automatically enhanced images , 2.38 marks for the 
manually enhanced images, and 2.04 marks for the globally enhanced images. In terms 
of ordered rankings (that is, first, second , third, fourth) , between runs of the exercise 
, ser A' was 79.60% consistent in their ranking of the original images , 35.16% over the 
automatically enhanced images , 35.32% for the manual images, and 39 .96% for the global 
images. 'User E ' showed a 84.08% consistency over the original images , 45.10% for the 
automatically enhanced images, 38 .14% for the manual images, and 39.3% for the global 
images . 
Figure 6.5 and Figure 6.6 show the spread of image ratings for all the u el'S on the 
different types of images . The similari ty in the distribution of the manual and automatic 
image enhancements with respect to the originals would indicate that the user preferred 
images in the manual that were improvements on some content of the original images. 
The highest rated original images images are sho"vn in Figure 6.7. Images rated highly 
in the original image set are all of high levels of fo cus with a reasonable colour balance. 
The most liked manual enhancement images are shown in Figure 6.8 with t heir original 
instances. From these examples, it is easy to see that the changes in hue and colour 
warmth, sharpness and contrast draw users to evaluate highly the images enhanced 
manually. The changes in hue, as discussed in Chapter 2, are difficult to reproduce 
by any automatic enhancement method. Figure 6.9 shows the most liked automatically 
enhanced images and their original versions. Again , the differences in the images are seen 
in the subtle changes in hue and colour warmth , sharpness and contrast . This similarity 
illustrates the ability of the proposed image enhancement system's ability to reproduce 
the type of image enhancements learnt from the manually enhanced images . In the next 
section , performance considerations relating to the speed of the proposed method are 
discussed. 
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Figure 6.5: Clustering of image ratings for all users for the (a) original images , (b) 
manually enhanced images 
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Figure 6.6: (continued from 6.5) (c) automatically enhanced images, and (d) globally 
enhanced images. 
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Figure 6.7: The highest rated group of original images. 
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Original Enhanced 
Figure 6.8: Highest rated groups of manually enhanced images and their original versions 
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Original Enhanced 
Figure 6.9: Highest rated groups of automatically enhanced images and their original 
ver ions 
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Figure 6.10: Vector quantisation image segmentation execution t imes over 100 images 
6.3 Performance Considerations 
Real- time processing is a highly desirable feature of an image enhancement method with 
respect to incorporation into a digital photography system. In this section , processing 
times for the individual elements of the proposed image enhancement method are con-
sidered. For the system, a new image must first be segmented. Figure 6.10 shows the 
vector quantisation image segmentation method timed over 100 images from the image 
database. The mean execution time is 37.627 seconds. The segmented regions must 
have features generated for both the eigenregion features described in 3.4 a well as the 
supplemental image statistics described in 5.4.1. Figure 6.11 shows the calculation times 
of the eigenregion features and the image statistics . The mean execution time is 0.515 
seconds for the eigenregion features and 0.512 seconds for the image statistics . Match-
ing image regions to the training database of enhancement data is performed using a 
simple nearest neighbour scheme and Figure shows the calculation times. The mean 
of the matching execution time is 0.734 seconds. The image operator sets chosen from 
the matching stage are used to enhance each region separately and then the image is 
blended back together using the gradient-based blending technique. Figure 6.13 shows 
the execution times across the test set for the enhancement and blending process. The 
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Figure 6.11: Feature calculation execution times over 100 images for (a) the eigenregion 
features and (b) the image statistics features 
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Figure 6.12: Execution times for the region matching mechanism over 100 images 
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Figure 6.13: Execution times for the image enhancement operations and gradient-based 
blending over 100 images 
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mean execution time is 16.43 seconds. In total, an image enhanced by the system takes, 
on average, 55.818 seconds. At worst case, the entire process took 147.45 seconds. The 
clear performance bottlenecks of the proposed method are the segmentation method and 
the region blending algorithm. 
6.4 Contributions to the Field 
In this section, the contributions to this field of image enhancement for digital photog-
raphy made in this thesis are discussed. 
6.4.1 Multi-resolution Vector Quantisation 
In Chapter 3, image segmentation methods are investigated and a novel approach to 
vector quantisation for automatic image segmentation is proposed that makes use of 
the robustness of multi-resolution techniques against image noise, and the advantages 
of the perceptual colour spaces. The results of the image segmentation are compared 
to a baseline model for evaluation as well as visual inspection for domain suitability 
demonstrating a cleaner segmentation with less sensitivity to noise. One of the strong 
features of the proposed method is that it does not require user interaction. 
6.4.2 Region Identification 
In Chapter 4, classification features and techniques are discussed and a novel set of 
features for region classification is proposed based on the concepts of eigenfaces and 
the Fourier power spectrum. Results are shown to be comparable to those of the well-
established baseline model of a Gabor filter bank approach and the Ohta colour features, 
but the proposed method has a significantly reduced feature vector. Furthermore, the 
feature vector is supplemented in Chapter 5 in order to provide further intra-class dis-
crimination to the established inter-class discrimination. 
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6.4.3 Enhancement Operator Discovery 
As part of the learning methodology for training the system to produce automatic image 
enhancements, in Chapter 5 a model is proposed for discovering the image operators that 
best suit the changes performed by a human expert in producing a manually enhanced 
version of an image. The proposed method uses a simulated annealing approach to build 
an operator set that produces a region by region reproduction of the manually enhanced 
image regions. Results are shown that demonstrate the ability of the method to make a 
good reproduction of the manually enhanced images. 
6.4.4 Automatic Image Enhancement 
Throughout this thesis, elements of a complete region-based automatic image enhance-
ment are discussed and proposed. In Chapter 5, a complete methodology is proposed 
for aesthetic subjective enhancements of images. Results of the system are evaluated 
objectively in terms of perturbation of pixels, and, in this chapter, are evaluated subjec-
tively by human subjects. Results have shown the method to provide an overall good 
enhancement of images that is pleasing to the human users. This is the key contribution 
to the field as it provides consumer-level (e.g. inexperienced) digital photographers a 
means of enhancing their photographs without relying on the users ability or patience. 
The proposed system is entirely automatic removing the requirement that the end-user 
have any knowledge of image processing or manual image manipulation. 
6.5 Future Work 
In this work, the aim was to create a novel method of automatic image enhancement 
that enhanced each constituent region of an image based on the content of that region 
such that the overall aesthetic appeal of the image is improved. The goal is achieved, 
but raises research issues that require further investigation. The details of the issues are 
described below. 
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6.5.1 Overcoming Assumptions 
As discussed in Section 5.5.2, assumptions that have been made throughout the com-
plete proposed model cause problems in some situations. Some future work should be 
conducted around attempting to solve the assumptions or minimise the effect that the 
problems demonstrate in the final enhanced images. 
In this work, we assumed that every image and every image region are subject to image 
enhancements. A human expert observing an image determines which parts of an image 
can be enhanced as well as those regions which should not be enhanced. To do so would 
require developing a reliable subjective image quality metric. Many previous works into 
automatic image enhancements use objective image quality metrics in order to enhance 
the image for their respective domains. Developing subjective quality metrics requires 
further investigation into human psychology and interpretation of beauty, and is outside 
the scope of this thesis, but should be considered as future work in this field. 
It is assumed that the segmentation algorithm produces a perfect semantically homoge-
neous regional segmentation. In this research, a segmentation model is proposed, but as 
with any segmentation method, it cannot be considered perfect. This limitation some-
times causes issues with the photo-montage model used in reassembling the image after 
each region is enhanced. It is unlikely that current research will produce a perfect seg-
mentation, therefore it is proposed for future work to develop a derivative method of 
photo-montage better tailored to the image enhancement domain. 
Region classification continues to be an area of research in both the image processing and 
image retrieval communities. It is assumed in this research that the region identification 
features produces an exact match from which enhancement operators are taken. In 
using this nearest neighbour approach, there are no allowances for image regions that 
may exist outside of the classification domain; outliers are treated equally to those that 
fit well with the regions represented in the training data. Future work in this area should 
include using a more sophisticated model for outliers detection and handling. 
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6.5.2 User Feedback System 
134 
As the user is the ultimate judge of any image enhancement model, their opinion of the 
final output image is the guiding factor. In the proposed model, it is assumed that all 
users have a favourable opinion of a simulation of expert enhancements to image content. 
Further work can be done in creating a mechanism for fine tuning the enhancement 
selection based on user feedback. 
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APPENDIX 
This Appendix. contains definitions for the 34 operators used in the proposed system. 
All resulting values in the RGB colour space are clamped in the range 0 - 255. That is, 
if a resulting value is less than zero, the value is set to zero and if a value is greater than 
255, the value is set to 255. 
Add value to a channel: 
C' = C+ v (A-I) 
where c is the channel value (either red, green or blue) and v is the scalar value to 
be added to the channel. The operator "Add" performs the addition of a value to all 
channels. Subtracting a value from a channel is the same as adding negative values to 
the channel. 
Multiply value with a channel: 
C' = CE (A-2) 
where C is the channel value (red, green or blue) and E is a positive scalar multiplier 
greater than one. Division is multiplication with scalar value E between 0 and 1. 
Normalisation: 
r (R .) 255 -mm 
max-min 
(A-3) 
255 (A-4) 9 = (G - min) . max-mm 
b (B .) 255 -mm 
max-min 
(A-5) 
where R, G and B are the red, green and blue components respectively, and min and 
max are the minimum and maximum values of the pixel components in the image. 
Gaussian blur: An isotropic (Le. circularly symmetric) Gaussian distribution in 2-D has 
the form: 
(A-6) 
where a is the standard deviation of the distribution. Once a Gaussian kernel has been 
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computed, the kernel is used as a convolution filter on the image. 
Gamma correction: Gamma correction is a power law function 
I 1 I (x, y) = aI(x, y);Y (A-7) 
where a is a scaling constant and 'Y is the correction value. 
Power-law point transformation: 
I'(x, y) = aI(x, y)'Y (A-8) 
where a is a scaling constant and 'Y is the correction value. 
Morphological dilation: 
(f Et! b)(8, t) = max(f(8 - x, t - y) + b(x, y)) (A-g) 
where (8 - x), (t - y) E Df and (x,y) E Db, Df and Db are the domains of f and b 
respecti vely. 
Morphological erosion: 
(f Et! b)(8, t) = min(f(8 + x, t + y) - b(x, y)) (A-IQ) 
where (8 + x), (t + y) E Df and (x, y) E Db, Df and Db are the domains of f and b 
respecti vely. 
Sharpen: Sharpening is the process of increasing the edge strengths of an image by 
adding or subtracting a Laplacian filtered version of an image to the image itself. 
{ 
I(x, y) - \12 I(x, y) 
Is(x, y) = 
I(x,y) + \12I(x,y) 
(A-ll) 
where \12 I is the Laplacian filtered image I. The Laplacian filtered image is added if the 
centre coefficient of the chosen Laplacian mask is positive, otherwise, it is subtracted. 
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Unsharpen: Unsharpen is the process of sharpening an image by subtracting a blurred 
version of an image from the original image. 
Is (x, y) = I(x, y) -l(x, y) (A-12) 
where I is an image and 1 is a blurred version of the image. 
Diffusion: 
'( ) ( ) ( )( '\12 I (x,y)) I x, y = I x, y + Is x, y 1 - 255 (A-13) 
where I is an image, Is is the unsharp mask of the image, and '\12 I is the Laplacian 
filtered image. 
Range: 
I'(x, y) = a log(1 + I(x, y)) (A-14) 
where I2: 0 and a is a scaling constant. 
Histogram equalisation: The histogram of an image is calculated. The probability that 
a pixel has an intensity rk is approximated by 
(A-15) 
where nk is the number of pixels in the image with intensity rk, n is the total number 
of pixels in the image, and k = 0,1,2, ... , L - 1 where L is the total number of possible 
intensities in the image. The transformation of intensity values is therefore 
(A-16) 
. The equalised image is therefore obtained by mapping each pixel intensity rk with a 
corresponding intensity Sk. 
High-boost filtering: High-boost filtering is a generalisation of Unsharp masking. 
hb(X, y) = (A - 1)I(x, y) + Is(x, y) (A-17) 
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where I is an image, Is is a sharpened version of the image, and A 2: 1. 
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