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This paper is devoted to constructive approximations and an alternative the4
oretic characterization of some classes of sliding mode control processes5 We
construct the consistent approximations of the di erential inclusions asso4
ciated with the rst4order variable structures dynamics and also propose a
variational description of the sliding mode control in the framework of an
auxiliary Hamiltonian based formalism5 A trajectory of the closed4loop sys4
tems can be then constructively speci ed as a result of a particular system
optimization procedure applied to the original model5 The presented approx4
imations and variational description of the sliding mode4type control design
can provide a new analytic basis for constructive numerical schemes and im4
plementable control algorithms5 The mathematical tool elaborated in our
contribution constitutes a formal extension of the classic Fillipovs results5
Keywords: variable structure control systems7 consistent approximations7
Hamiltonian formalism7 optimal control
1. Introduction
The study of various types of variable structures control processes in the
framework of the general discontinuous dynamic models has gained lots of
interest in recent years 0see e5g57 [87 107 127 137 167 177 247 267 277 357 367
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38, 40, 41, 44, 49]). An important case of the above-mentioned systems is
given by a class of the conventional first-order sliding mode control systems
and the corresponding mathematical models expressed in the form of dif-
ferential inclusions [43]. These sophisticated mathematical models are prac-
tically motivated by many modern engineering applications and constitute
a valuable part of the recent progress in the systems theory. We refer to
[12, 16, 17, 27, 35, 40, 41, 43, 45, 46, 47, 48, 49, 50] for the basic theoretic
facts and also for some interesting real world applications of the sliding mode
control techniques.
It is necessary to stress, that the control design approaches based on the
traditional sliding mode technologies (see [43]) and on the high-order exten-
sions ([26, 35]) are nowadays a mature and relative simple methodology for
the constructive synthesis of several types of robust controllers and effective
observers associated with the general nonlinearly affine dynamic systems.
However, the formal mathematical techniques based on the approximation
theory and on the modern variational analysis have not been sufficiently
advanced to the variable structure systems, as well as to the correspond-
ing computational algorithms. Recall that the general variational approach
(the possibility to replace an original problem by an equivalent minimization
problem) plays one of central roles in the applied functional and numerical
analysis and constitute the valuable contributions of many prominent math-
ematicians (D. Bernoulli, L. Euler, J.L. Lagrange, K.F. Gauss, D. Hilbert
and others). Our contribution pursues two main goals. Firstly, we are inter-
ested to provide a strong theoretic framework for consistent approximations
of the specific differential inclusions induced by the sliding mode control sys-
tems. Secondly, we elaborate an adequate variational representation of the
classic sliding mode dynamics and to deduce the associated state space for-
malism. And, it should be noted already at this point that a variational
characterization of some classes of control systems can be essentially used in
a concrete control synthesis procedure. Moreover, it can also leads to the
new theoretic interpretations and numerically tractable approximations of
the dynamic processes under consideration.
Our paper is organized as follows: Section 2 is devoted to some prelimi-
nary mathematical concepts and facts. We formalize our aims and introduce
the set-valued representation that is associated with the specific (sliding mode
type) closed-loop realization of the initial system. In Section 3 we propose
two effective approximation techniques for the closed-loop variable structure
systems under consideration. We introduce a so called β-system and also
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consider the first-order approximation approach. Section 4 deals with an
equivalent variational description of the designed dynamic processes. We
formulate a generic optimal control problem that constitutes a variational
specification of the initial control system. In this section we formulate our
main result and examine some possible special cases. Section 4 also discusses
shortly an application of the developed variational technique to the attain-
ability analysis. In Section 5 we extend the obtained theoretic results by
the corresponding numerical issues and consider a computational example.
Section 5 also discusses shortly an application of the developed variational
technique to the attainability and finite time stability analysis. Section 6
summarizes the paper.
2. Problem Formulation and Some Preliminaries
2.1. Systems Description









u(t) a.e. on [0, tf ],
x(0) = x0,
(1)
where x0 ∈ R
n is a given initial state. The functions a : R → Rn and
b : R → Rn×m are assumed to be sufficiently many times differentiable on an
open set R ⊆ Rn. From the general existence/uniqness theory for nonlinear
ordinary differential equations (see e.g., [29, 34, 41]) it follows that for every
admissible control u(·) ∈ L∞m (0, tf ), where L
∞
m (0, tf ) is the Lebesgue space
of all measurable essentially bounded functions, the initial value problem (1)
has a unique absolutely continuous solution x(·). Let us further consider the
case m < n. We also assume that the rank of span{F1(x), ..., Fm(x)}, where
Fj(x) are vector-columns of the matrix b(x), is equal to m ∈ N.
The specific class of the affine dynamical models introduced above rep-
resents a wide and important family of general dynamic systems. Various
control systems of the type (1) arise in the control of mechanical systems,
electrical circuits and aircrafts [16, 32, 34, 43, 47]. The switched and hybrid
affine systems, where different models are coupled together, are considered
in [2] (see also [6, 7, 8] and the literature herein). Systems of the type (1)
constitutes the main mathematical object of the variable structure control
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methodology (see e.g., [12, 32, 43]). The sliding mode character of the dy-
namic system (1) is determined by the following specific feedback control
functions:
w(x) := w̃(σ(x)), (2)
where w̃ : Rm → Rm is a bounded measurable (feedback) control function
and σ : Rn → Rm is a continuously differentiable m-valued function. The
classic sliding mode dynamic process associated with (1) usually incorpo-
rates a ”sliding manifold”, S := {x ∈ Rn
∣
∣ σ(x) = 0} that determines the
main feedback-type control strategy in the following sense: a trajectory x(·)
generated by the closed-loop system (1)-(2) possesses the following property
σ(x(t)) = 0, ∀t ≥ Tsl ∈ R+, Tsl < tf .
Let us note that the composite function uw(t) ≡ w(x(t)), where x(·) is a tra-
jectory of the resulting system (1)-(2), belongs to the space L∞m (0, tf ). This
is an easy consequence of the boundedness of w̃(·) and absolute continuity
of the solution x(·) to the closed-loop realization of (1)-(2). Note that the
main assumptions introduced above make it possible to incorporate some
classes of discontinuous closed-loop systems into the considered framework.
In that case the solution concept for (1)-(2) needs an additional justification.
An adequate constructive definition of a solution here can be considered, for
example, in the sense of the well-knowm Filippov approach [25, 38, 43]. Let
us also recall that the more general (higher order) sliding mode control ap-
proach to systems with a relative degree l ∈ N is related to a family of the
smooth functions of the type σ̄(t, x) and to a specific form of the feedback
control law. In this case the traditional sliding mode formalism is defined by
(l − 1) derivatives of the function σ̄(·, ·) (see e.g., [12, 26, 35]).
Evidently, the sliding mode control systems are characterized by a specific
mechanism of the states transitions. This prescribed switching mechanism
is determined by a discontinuous feedback control (2) that is implemented
for all 0 < t < Tsl. The generic sliding condition σ(x(t)) = 0 for t ≥ Tsl
evidently implies the inclusion
ẋ(t) ∈ TS(x(t))
for all t ≥ Tsl. By TS(z) we denote here the tangent space of S at z ∈ S. In
this paper we restrict our consideration to the linear-affine sliding surfaces S
defined by σ(x) = Sx+ c, where S ∈ Rm×n, c ∈ Rm. The last inclusion can
4









weq(x(t))] = 0, ∀t ≥ Tsl (3)
that determines explicitly the celebrated equivalent control weq(·) in the case
of an invertible matrix ∇σ(x)b(x)
weq(x) := −(∇σ(x)b(x))
−1[∇σ(x)a(x)] = −(Sb(x))−1[Sa(x)].
We use here the standard notation ∇σ(x) for a gradient of σ(x) at x ∈ S and
additionally assume the invertibility of the matrix Sb(x) for all x ∈ Rn \ 0.
Let us denote ueq(t) := weq(x(t)). The complete sliding mode control law
can now be written as follows:
usl(t) =
{
uw(t), if t < Tsl;
ueq(t), if t ≥ Tsl
}
(4)
Clearly, this form of the designed input can be formally obtained only under
the assumption of a known trajectory of the system. We call system (1) with
the implemented control usl(·) the closed-loop realization of (1).
2.2. The Set Valued Based Approach
In this paper, we propose a new variational representation of the sliding
behavior associated with this model that incorporates the classic Hamilto-
nian formalism. Resulting from this Hamiltonian-like representation in an
extended state space the realized sliding trajectory of (1) can be construc-
tively described as a solution to a specific auxiliary optimal control problem.
Moreover, the representation mentioned above makes it possible to calculate
the equivalent control ueq(·) as a time depending function in (4).
As mentioned above, the closed-loop realization (1)-(4) is in general deter-
mined by ordinary differential equations with discontinuous right hand sides.
The discontinuity effect is caused by the given class of the of the feedback
control functions w(·) and weq(·). In a concrete situation a suitable sliding
mode-based control design needs to posses some strong stability properties.
This stability requirement is usually related the classic Lyapunov or finite-
time stability concepts (see [12, 15, 31, 37]). We consider the corresponding
closed-loop system (1) as a special case of a general differential equation with
discontinuous right hand side. This modeling framework makes it possible to
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apply the celebrated Filippov approach [8, 25, 16, 21, 39, 38]) and to study
the associated differential inclusion of the following form
˙̃x(t) ∈ K[a, b](x(t)) a.e. on [0, tf ], (5)
where x(0) = x0 and




∣ xi → x, xi /∈ P}
Here P ⊂ Rn is a set of measure zero. Our aim now is with the development
of an adequate constructive characterization of the sophisticated closed-loop
realization of (1). Such an equivalent description of the initial mathematical
model (5) can provide a new theoretic basis for some effective control design
procedures. The expected equivalent or approximative description of (5) can
naturally be separated into two parts, namely, for t < T (the Part I) and
for t ≥ T (the Part II). For the mathematical description of Part I one
can use, for example, the set-valued approximation techniques proposed in
[10]. Let us shortly discuss this newly elaborated approximative tool. The
structure of the feedback control (2) motivates the consideration of the box-
type admissible controls set U
U := {v(·) ∈ L∞m (0, tf )
∣
∣ v(t) ∈ U a.e. on [0, tf ]},
U := {u ∈ Rm : vj− ≤ uj ≤ v
j
+, j = 1, ...,m},
where vj−, v
j
+, j = 1, ...,m are some constants. Using the general form (5),













where a(t, x(t)) + b(t, x(t))U is the orientor field associated with (1)-(4) for
a given compact and convex set U . We denote (6) as an inclusion generated
by the closed-loop realization (1)-(4). The original differential inclusion (8)
with affine structure admits a conventional parametrization in the form of a













uj(t) a.e. on [0, tf ],





α1(·), . . . , αn+1(·)
)T












αj(t) = 1, t ∈ [0, tf ]
}
,
is a set of admissible multipliers α(·). Let η(·) be a solution to the Gamkre-
lidze system (7) generated by an admissible controls u(·) ∈ U and multipliers
α(·) ∈ Λ(n+1). We refer to [1, 8, 10, 14, 21, 22] for the exact results related
to the explicit Gamkrelidze-factorization of the convex-valued differential in-
clusion (6). This result can be shortly summarized as follows
Proposition 1. A function x(·) is a solution of the inclusion (6) if and
only if it is a solution of the corresponding Gamkrelidze system (7).
Note that Proposition 1 is a direct consequence of the so called Filippov
Selection Lemma (see e.g., [1, 21, 30, 39]).
3. Constructive Approximations of the Sliding Mode Dynamics
3.1. The Approximating β-System
Our aim now is to construct an approximative approach to the initial
dynamic model (6). Let us assume that for a given number εM > 0 (the
prescribed accuracy) and for every element ω ∈ U there exist a point ωk ∈ UM
(the discrete approximations of the given control set U) such that
||ω − ωk||Rm < εM .
Following the theoretic construction developed in [10], we introduce the so
called β-system








a.e. on [0, tf ],
z(0) = x0,
(8)





βk(t) = 1 ∀t ∈ [0, tf ].
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The introduced vector βM(·) := (β
1(·), ..., βM (·))T is called a β-control. The
set of admissible β-controls is denoted by ℵ(M). Let W1,1n (0, tf ) be the
Sobolev space and Cn(0, tf ) be the space of continuous functions. Consider a
sequence of approximations UM corresponding to the given accuracy εM such
that limM→∞ εM = 0. The main result from [10] shows that the β-systems (8)
generated by UM are consistent approximations of the Gamkrelidze system
associated with (6).
Theorem 1. Consider the initial system (6) and a solution η(·) of the
corresponding Gamkrelidze system (7). Then there exists a sequence {βM(·)}
from ℵ(M) of the β-controls and the corresponding sequence {zβM(·)} of so-
lutions of β-systems such that zβM(·) approximate the solution y(·) in the
following senses limM→∞ ||z
β
M(·)− y(·)||Cn(0,tf ) = 0, and
lim
M→∞
||zβM(·)− y(·)||W1,1n (0,tf ) = 0.





M(t))× U a.e. on [0, tf ], (9)
where z(0) = x0.
Theorem 1 provides an effective approximative approach to differential
inclusion (8) and to the initial closed-loop realization (1)-(4) on the time in-
terval [0, T ). Recall that this behavior of the complete sliding mode dynamics
was denoted as a Part I. For the practically oriented approximative meth-
ods and for the concrete control synthesis procedures one now can eliminate
the exact Gamkrelidze system (7) from consideration and use the auxiliary
β-systems (8) or the approximative differential inclusion (9). Note that the
method based on the β-system (8) was effectively applied in [10] to prob-
lems of optimal control design in some particular cases of variable structure
dynamics.
3.2. First-Order Approximations
Let us now discuss the Part II of the complete sliding mode dynamic
behavior and concentrate on the corresponding approximative techniques for
this part of the control process. Consider the time interval [Tsl, tf ] and in-
troduce a bounded measurable variation δu(·) of the given control ueq(t).
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The variation of the state variable generated by ueq(·) + δu(·) is equal to
x(·) + δx(·). Evidently, the original (non-disturbed) control ueq(·) and the
realized trajectory x(·) determine the reference sliding dynamics of the closed-
loop system (1). Using the standard first-order argument and linearization
techniques (see e.g., [29, 34, 41], we can easily derive the variational dif-
















Note that (10) is considered on the interval [0, tf ] and w
j
eq(x), j = 1, ...,m
denotes the component of weq(x).
Let US be a subset of U such that x(t) + δx(t) ∈ S for all t ≥ Tδ with
Tδ < tf . From the general results of the variable structure systems theory it
follows that the set US is nonempty (see e. g., [12, 35, 38] and the references
therein). The following result is an immediately consequence of the classic
equivalent control concept [43].
Theorem 2. Let all conditions from Section 2 and Section 3 are satisfied
and ueq(·)+δu(·) ∈ US for a bounded measurable δu(·). Then we have δx(t) ∈
S for all t ≥ Tδ.
Proof: From the definition of the set US and (3) we easily deduce the
following
S[a(x(t) + δx(t)) + b(x(t) + δx(t))(weq(x(t)) + δu(t))] = 0
for all t ≥ Tδ. Since ueq(·) = weq(x(t)) is an equivalent control for the
original system (1), we have
S[a(x(t)) + b(x(t)weq(x(t))) = 0 ∀t ≥ Tδ.










(x(t))wjeq(x(t)))δx(t) + b(x(t))δu(t))] = 0
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for t ≥ Tδ. The last relation shows that the states δx(t) associated with the
linearized system (10) with δu(·) belong to S for all t ≥ Tδ. The proof is
finished. 2
From Theorem 2 it follows that the linear-affine sliding surface σ(·) also
constitutes a sliding surface for the linearized trajectory δx(·). Let xueq+δu(·)
be the solution of (1) generated by and admissible ueq(·)+δu(·). By x
ueq(·) we
denote a solution to (1) associated with ueq(·). Assume that δx(·) solves (10)
closed by an admissible δu(·) such that u(·) + δu(·) ∈ US . The consistency
of linear approximations given by (10) can be established using the general
continuity result from [11].
Theorem 3. Assume that the initial system (1) satisfies all technical
assumptions from Section 2 and Section 3. Then there exists a function
o : R+ → R+ such that s
−1o(s)→ 0 as s ↓ 0 and
||xueq+δu(·)− (xueq(·) + δx(·))||L∞n ≤ o(||δu(·)||L∞m )
for all ueq(·) + δu(·) ∈ US .
Proof: From the celebrated Gronwall Lemma and the corresponding com-
parison result (see [14, 41]) with the comparison functions
ξ(t) := xueq(t) + δx(·)(t), ψ(t, x) := a(x) + b(t)u+ δu(t),
we obtain










ueq(t)), b(t)), (δx(t), δu(t))〉−
[a(xueq(t) + δx(t)) + b(t)δu(t)− a(xueq(t)]||dt
(11)
for a constant C. Using the component-wise variant of the classic Mean
Value Theorem, we conclude that
ai(x
ueq(t)) + δx(t)) + b(t)(ueq(t) + δu(t))− (ai(x
ueq(t)) + b(t)ueq(t)) =
〈(ai)x(x
ueq(t) + νi(t)), b(t))(δx(t), δu(t))〉
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for a suitable bounded function ν(·) and with i = 1, ..., n, j = 1, ...,m. The
differentiability of a(·) implies the Lipschitz continuity of this function on
a bounded set R. The last observation causes the existence of a function
o1 : R+ → R+ such that s
−1o1(s)→ 0 as s ↓ 0 and
||〈(ax(x
ueq(t)), b(t)), (δx(t), δu(t))−
[a(xueq(t) + δx(t)) + b(t)δu(t)− a(xueq(t))] ≤ o1(||δu(·)||L∞m )
for all t from the given interval [Tsl, tf ]. From (11) we finally deduce the
expected estimation
||xueq+δu(·)− (xueq(·) + δx(·))||L∞n ≤ o(||δu(·)||L∞m )
with o(s) := eCo1(s). The proof is finished. 2
We refer to [11] for the proof of a general version of Theorem 3.
4. An Optimal Control Based Characterization of the Sliding Mode
Behavior
4.1. The Hamiltonian Formalism for Sliding Mode Processes
The sliding property of solutions δx(·) to (10) make it possible to derive
a Hamiltonian formalism associated with the closed-loop realization of the
original nonlinearly affine system (1). This equivalent representation makes
a sense for the Part II of the complete systems trajectory, namely, for the
time interval [Tsl, tf ]. Consider a restriction of the linear system (10) on
[T, tf ], where T := max{Tsl, Tδ}. We also put δx(T ) = 0. Let Φ(·) be a the













Φ(T ) = I.
Here I is the unit matrix. We are now ready to formulate the main theoretic
result of our contribution.
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Theorem 4. Consider the closed-loop realization of (1)-(4) on the ”slid-
ing” time interval [T, tf ]. Then there exists an absolutely continuous function
(the adjoint vector) p(·), p(t) ∈ Rn such that (ueq(·), x(·), p(·)) are solutions











(ueq(t), x(t), p(t))) = 0,
(12)
where H(u, x, p) := 〈p, a(x) + b(x)u〉 is the pseudo-Hamiltonian and 〈·, ·〉
being the inner product.
Proof: Note that the first equation from (12) is a simple consequence of
the linear structure of the Hamiltonian. Consider (11) for such bounded
measurable functions δu(·) that guarantee ueq(·)+δu(·) ∈ US . From Theorem
2 it follows that the dimension of the linear space
{
















is equal m. Therefore, there exists a vector ρ ∈ Rn such that
ρTΦ(tf )Φ
−1(t)b(x(t)) = 0
for almost all t ∈ [T, tf ]. We now introduce the function p(·) by setting
p(t) := ρTΦ(tf )Φ
−1(t). The definition of p(·) implies that this function is a












Moreover, it satisfies almost everywhere the equality p(t)b(x(t)) = 0 and we
get the second and the third equations in (12). The proof is completed. 2
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Theorem 4 gives a variational characterization of the sliding dynamics
given by (ueq(·), x(·)). Evidently, this theorem is similar to so called weak
Pontryagin Maximum Principle in optimal control (see [14, 18, 22, 28]).
The restriction of the sliding trajectory x(·) on the interval [T, tf ] satis-
fies so called weak Maximum Principle (see e.g., [22]) with the Hamiltonian
H(u, x(t), p(t)). Moreover, similar to the optimal control theory (see e.g.,











(ueq(t), x(t), p(t))ṗ(t) = −ṗ(t)[a(x(t))+
b(x(t))ueq(t)] + [a(x(t)) + b(x(t))ueq(t)]ṗ(t) = 0
(13)
for a solution (ueq(·), x(·), p(·)) of (12) on [T, tf ]. Evidently, (13) also specifies
the given manifold S. We have
H̃(t) := 〈p(t), a(x(t)) + b(x(t)weq(x(t))〉 =
〈p(t), a(x(t))− b(x(t)(Sb(x))−1[Sa(x)]〉 = const
(14)
One can interpret the derived relations (13) and (14) as a generalized ”ener-
getic” description of the sliding dynamics (ueq(·), x(·)) and the manifold S.









H̃(t) = H(ueq(t), x(t), p(t)) = const, t ∈ [T, tf ].
(15)
It is necessary to stress that the sliding manifold σ(·) is in general an algebraic
invariant of the initial closed-loop system (1)-(4). Hence ∇σ(x(t))ẋ(t) = 0
holds only for x ∈ S. In contrast to that case, the Hamiltonian ”sliding
manifold” determined by H(u, x, p) − const = 0 is a first integral of the
extended system (12) and the relation
〈∇(x,p)H(ueq(t), x(t), p(t))(ẋ
T (t), ṗT (t))T 〉 = 0
is true in an open subset of R2n. Let us also note that the asymptotic stability
and the invariant property of the ”Hamiltonian” manifold determined by
13
H̃−1(const) can be easier stated as the same property of S in (1)-(4). The
corresponding stability/invariance conditions for (15) are given by the known
Ascher-Chin-Reich Theorem [4].
We now consider a simple example associated with the obtained main
result.
Example 1. Let n = 2, m = 1 and S = (0, 1). Assume that
a(x) = (x21 + x
2
2, 0)
T , b(x) = (0, 1)T ,
x1(0) = −1, x2(0) = 0.
The equivalent control can be calculated here directly
ueq(t) = −(Sb(x(t)))
−1[Sa(x(t))] = 0.
The corresponding sliding trajectory is contained into S that is characterized
by the simple condition x2 = 0. The solutions of the one dimensional dif-
ferential equation ẋ1 = x
2
1 with x1(0) = −1 is given by x1(t) = −1/(t + 1).
Using the system Hamiltonian





where p = (p1, p2), we can apply the formalism of Theorem 4. From (12) it
follows:
ṗ1 = −2p1x1, ṗ2 = −2p1x2, p2 = 0
and −2p1x2 = 0. Under assumption p 6= 0 we obtain the sliding surface
determined by the condition x2 = 0. The sliding control that guarantee x2 = 0
is the same ueq(t) = 0. The corresponding trajectory also coincides with the
dynamic behavior obtained above x1(t) = −1/(t+ 1), x2(t) = 0.
4.2. On the Degenerate and Non-degenerate Cases
As mentioned above the system (12) from Theorem 4 is similar to the
generic conditions of a weak Pontryagin Maximum Principle in the clas-
sic optimal control. From the proof of Theorem 4 it follows that the pair
(ueq(·), x(·)) on [T, tf ] can be formally considered as an optimal solution to
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the auxiliary optimal control problem on [T, tf ] involved (1) with the terminal
costs functional φ(x(tf )) such that
∂φ
∂x
(x(tf )) = p(tf ) = ρ
T , ρTΦ(tf )Φ
−1(t)b(x(t)) = 0,
where ρ ∈ Rn, ρ 6= 0.
From the point of view of the Hamiltonian system (12) the information
about a sliding manifold S is now presented by the vector function p(·). Our
main variational result, namely, Theorem 4 does not exclude a possible zero-
solution for the second equation in (12). In that case we have a degenerate
Hamiltonian system (12) characterized by p(t) ≡ 0. Let us illustrate this
situation by the next simple example.
Example 2. Consider the following controllable linear system
ẋ1 = x2, ẋ2 = u
with x1, x2, u ∈ R, t ∈ [T, tf ]. The sliding manifold S associated with the
system is assumed to be given by the condition x1 + x2 = 0. The differential
equation for the adjoint variable from (12) with H(x, p) = p1x2 + p2u implies
ṗ1 = 0, ṗ2 = −p1.
From the Hamiltonian stationarity condition (∂H/∂u = 0) in (12) we deduce
that p2 = 0. Therefore, we also have p1 = 0. Otherwise, the equivalent control
computed by the explicit formula (3) implies weq(x) = −x2. Summarizing, we
can note that in this case of the degenerate Hamiltonian system the conditions
(12) are non-constructive and the equivalent control can not be found from
the system (12).
Recall that the case of a degenerate Hamiltonian system (12) is similar
to the analogous situation in the classic optimal control. When solving con-
ventional optimal control problems based on some necessary conditions for
optimality one is often faced with two technical difficulties: the irregularity
of the Lagrange multiplier associated with the state constraint [20, 41] and
the degeneracy phenomenon (see e.g., [3]). Various supplementary condi-
tions (so called constraint qualifications) have been proposed under which
it is possible to assert that the Lagrange multiplier rule holds in a ”usual”
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constructive form (see [20]). Examples are the well known Slater regularity
condition for classic convex programming and the Mangasarian-Fromovitz
regularity conditions for general nonlinear optimization problems. We refer
to [5, 3, 18, 23, 33, 41] for details. Note that some regularity conditions for
constrained optimal control problems can be formulated as controllability
conditions for the linearized system [33]. Our aim now is to formulate some
conditions that guarantee the existence of a non-degenerate (p(t) 6= 0) solu-
tion of the main Hamiltonian system in (12). We firstly recall the following
general concept of a end-point mapping (see e.g., [19]).
Definition 1. Consider system (1) and assume that all the conditions
from Section 2 are satisfied. The mapping E(x0, tf ) : U → x(tf ) is called an
end-point mapping associated with this system.
Note that E(x0, tf ) is defined here for fixed x0, tf . The differentiability
properties of this mapping in the context of some applications are studied in
[19]. We only mention here the following useful fact.
Proposition 2. Under the basic conditions of Section 2 the end-point
mapping E(x0, tf ) is Frechet differentiable and the corresponding derivative
Eu(x0, tf ) at u(·) ∈ U can be computed as follows: Eu(x0, tf ) = δx(tf ), where
δx(·) is a solution to the linearized system (10). If the Frechet derivative
Eu(x0, tf ) of the end-point mapping E(x0, tf ) is a non-surjective, then the
Hamiltonian system in (12) is non-degenerate and there exists an absolute
continuous solution p(·) to the adjoint equation from (12) with p(t) ∈ Rn\{0}.
As we can see, Proposition 2 express a sufficient condition for a non-
degeneracy of the Hamiltonian system under consideration. It is easy to see,
that for the linear version of the basic systems (1) with
a(x) = A ∈ Rn×n, b(x) = B ∈ Rn×m
the standard controllability condition guarantees the surjectivity of the Frechet
derivative Eu(x0, tf ) of the associated end-point mapping. Therefore, these
systems are in the bad set and indeed they correspond to the degenerate
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Hamiltonian systems (12) (as shown in Example 2). However, one can explic-
itly use the given information on the sliding surface (the algebraic invariant)
S and introduce the ”regularized” pseudo-Hamiltonian




that corresponds to the original system (1) augmented by the following ar-




It is common knowledge that H(u, x, p) can also be interpreted as a Hamil-
tonian in the following Bolza type optimal control problems with terminal
and integral terms






subject to (1), t ∈ [T, tf ], u(·) ∈ U .
(16)
Evidently, the above-mentioned augmentation of the initial system (1) or
the equivalent consideration of the optimal control problem (16) with the
Bolza costs functional involves a necessary ”information” regarding the ex-
istent algebraic invariant in an explicit form. In that case the proof of our
main Theorem 4 can also be realized for the extended Hamiltonian H(u, x, p)
without any conceptual changes. Using the same orthogonality argument and
the existence of the algebraic invariant for the system (1) one can claim the
existence of a vector ρ ∈ Rn such that
ρT [Φ(tf )Φ
−1(t)b(x(t))− (Sx(t) + c)2] = 0
for almost all t ∈ [T, tf ]. Recall that x(t) ∈ S for t ∈ [T, tf ] and the formal
augmentation above is in fact an augmentation by an effective zero. The
last condition implies the modified adjoint equation similar to the second
equation in (12) with respect to the augmented Hamiltonian H(u, x, p). Let
us apply the proposed technique to the system from Example 2 with the
initially degenerate Hamiltonian system.
Example 3. Consider the dynamic model from Example 2 and extend







The augmented Hamiltonian has the following form:





From (12) we deduce
ṗ1 = −p3(x1 + x2), ṗ2 = −p1(x1 + x2), ṗ3 = 0
and p2 = 0. The obtained adjoint system has a non-zero solution (p1, 0, p3)
with some constant p1 and p3 if x1 + x2 = 0. That leads to the correct
characterization of the equivalent control ueq(t) = x1(t) = −x2(t), t ∈ [T, tf ].
Note that the linearized system (10) for the given augmented system
in Example 3 is a controllable system. On the other hand, the surjectivity
condition in Proposition 2 is only a sufficient condition for the non-degeneracy
of the Hamiltonian system in (12).
5. The Numerical Aspects
Let us now discuss a computational scheme for a concrete evaluating the
extremal controls determined by (12). For a nonlinearly affine system of
the type (1) the extremal condition for the Hamiltonian in (12) implies the
following
〈p(t), Fj(x(t))〉 = 0 ∀j = 1, ...,m a.e. on [T, tf ]. (17)
Differentiating (17) with respect to t, we get the equation
q(x(t), p(t)) +Q(x(t), p(t))ueq(t) = 0, (18)
where q(x, p) is the m-dimensional vector with components
qj(x, p) := 〈p, [Fj, a](x)〉
and Q(x, p) is the m×m skew-symmetric matrix with
Oi,j := 〈p, [Fi, Fj](x)〉.









Clearly, (18) has a constructive character only in the case [Fj, a](x) 6= 0 and
[Fi, Fj](x) 6= 0 for all x ∈ R
n and all i, j = 1, ...,m. This relation represents
a constructive basis for the constructive numerical treatment of our main
Theorem 4.
Consider system (1) and suppose that m ∈ N is even. Moreover, assume
that max(x,p) rankQ(x, p) = m and det{Q(x, p)} 6= 0 for the all pairs (x, p)
that satisfy (18). Under these additional assumptions relation (18) implies
ueq(t) = −Q
−1(x(t), p(t))q(x(t), p(t)) (19)
Here x(·) and p(·) are calculated by (12). For an odd number m ∈ N one
can obtain a similar formula, the only complication being the existence of a
kernel for Q(x, p). In that case one can extend the original system (1) by an
additional differential equation of the type ẋn+1 = um+1 such that the rank
conditions (from Section 2) for the newly defined span{F1(x), ..., Fm(x)} are
also satisfied. In such a way we evidently come back to the case of an even
control dimension.
Let us now apply the numerical idea discussed above to an illustrative
computational example.
Example 4. Consider the nonlinear system








with some suitable initial conditions x1(0) and x2(0). Assume that the sliding
manifolds S1 and S2 are expressed by x1 + x2 = 0 and x1 − x2, respectively.
The corresponding initial conditions for these two cases are assumed to be
nontrivial and moreover, x1(0) + x2(0) = 0 or x1(0) − x2(0) = 0. It is easy
to see that the given control strategy
(û1(·), û2(·)), û1(t) := −3x1(t), û2(t) ≡ 0,
implies the sliding condition x(t) ∈ S1 for all t ≥ 0. For x(t) ∈ S2 we get the
next control strategy
(ũ1(·), ũ2(·)), ũ1(t) := −x1(t), û2(t) ≡ 0.
Note that control pairs (u1(·), u2(·)) that guarantees the above two sliding
behaviors are non uniquely defined. For example, the condition x(t) ∈ S2
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can also be guaranteed for the given control system closed by u1(t) = 0 and
u2(t) = x2(t). Here we use the natural notation x(t) := (x1(t), x2(t))
T . The
first components of the obtained control pairs are calculated using the explicit
equivalent control formalism (3).
We now characterize the same sliding dynamic behavior by the Hamilto-
nian system (12). Evidently,




2 + x1u1) + p2x
2
1 + p2x2u2, p := (p1p2)
T
and we easily obtain the corresponding adjoint system
{ ṗ1 = −(2p1x1 + p1u1 + 2p2x1)
ṗ2 = −(2p1x2 + p2u2).
(20)
The last condition in (12) implies the algebraic condition (p1x1, p2x2)
T = 0.
Since the assumption x2 = 0 implies x1 = 0, we get the contradiction with
the non-triviality of the initial conditions. Therefore, p2 = 0. Differentiating
the expression p1x1 = 0 with respect to the time and replace the derivatives
of the adjoint variable using (20), we get the simple orthogonality condition.
p1(x1 − x2)(x1 + x2) = 0.
From the assumption P 6= 0 it follows the characterization of the possible
sliding manifolds S1 and S2. Note that the formalism (19) can be obtained
applying the initially given system. For example, in the case x1 = x2 we
use the given information about the derivatives (from the dynamic system)
and derive the expression u1 − u2 = −x1. Clearly, the specific control pair
(ũ1(·), ũ2(·)), where ũ1(·) is an equivalent control, satisfies the obtained gen-
eral relation between the control components for the case x(t) ∈ S2.
Let us finally note that our main theoretic result, namely, Theorem 4
as well as the corresponding numerical tool (formula (18)) does not use the
dimensionality restriction dimS = m < n that is typical for the sliding mode
control design. Therefore, Theorem 4 can be considered as a generalization
of the equivalent control concept for the general case dimS < n.
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6. Concluding Remarks
In this paper, we have initiate the theoretic investigations devoted to a
Hamiltonian based variational approach to some classes of the conventional
sliding mode control processes. The main idea of the proposed approach
constitutes an extension of the specific approximation techniques and an
application of the Hamiltonian formalism. The proposed constructive ap-
proximations and the resulting variational description have a general nature
and can be also applied to wide classes of dynamic models with discontinuous
right hand sides. For control systems with affine structure closed by a typi-
cal sliding mode feedback synthesis we also propose a specific approximating
differential inclusion. This new mathematical object can be characterized as
an theoretic extension of the classic Filippov approach. The considered vari-
ational representation of the class of variable structure systems incorporates
the standard Hamiltonian system and some associated extremal conditions.
We have obtained a new specification of the sliding trajectory in the context
of a solution to an auxiliary optimal control problem. The last one has a
potential to be constructively implemented and applied to a concrete sliding
mode type control design procedure.
The methodology discussed in this paper can be developed not only to
the classical sliding mode dynamics but also to hight-order realizations. In
that case the generic variational Hamiltonian-based description needs to be
extended by additional state/derivatives constraints related to the admissible
hight-order sliding mode feedback control law. These restrictions are usually
given in the following form
ω(x) := ω̃(σ(x), σ̇(x), ..., σ(l−1)(x)).
Here l ∈ N is a relative degree of the system under consideration. The
resulted high order design procedure constitutes a sophisticated problem that
incorporates not only the usual state constraint σ(x(t)) = 0 but is also a set
of additional algebraical constrains
σ̇(x(t)) = 0, ...σ(l−1)(x(t)) = 0.
Under some concrete restrictions the specific structure of the above-mentioned
feedback control law can guarantee so called ”finite-time” stability of the cor-
responding closed-loop system. A formal consequence of this dynamic prop-
erty is a singularity of the end point mapping. This fact implies a possibility
to rewrite the closed-loop model in an equivalent Hamiltonian form.
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The initial analytic results discussed in our contribution need to be ex-
tended by some concrete control applications. Moreover, we also expect to
obtain some numerically tractable approximation schemes and solution pro-
cedures for the sliding mode design. Finally note that the mathematical tools
and analytic techniques developed in our paper can provide a new methodol-
ogy for some control problems associated with the general classes of switched
and hybrid control systems (see [6, 7, 9, 42]). It seems to be possible ap-
ply the elaborated theoretic approach to the description of the Zeno-type
dynamic processes [2].
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