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Abst rac t - -We formulate a coupled vibration problem between a structure and an acoustic field 
in a mathematical ly rigorous fashion. A typical example of the structure is a car body that  can be 
modeled by a cluster of thin plates. The problem leads to a nonstandard eigenvalue problem in a 
function space. Furthermore, we introduce a coupling strength parameter e as a multiplier applied to 
the nondiagonal coupling terms. A natural interpretation of this parameter is given. We represent an 
eigenpair for the coupled system by a perturbation series with respect o e which enable us to express 
the eigenpair for the coupled case by those for the decoupled case. We prove that  the series consists 
only of even order terms of e. In some practical applications, by using this perturbat ion series, it 
would become unnecessary to perform t ime consuming computat ions to get coupled eigenvalues, and 
hence the present results obtained by the perturbation analysis might have considerable engineering 
importance. We confirm the adequacy of this perturbation analysis by investigating some numerical 
examples. The results are given for a two-dimensional coupled problem. Wi thout  loss of generality, 
the same operator theoretical approach applies to the eigenvalue problems of the coupled vibration 
problem in a more general three-dimensional acoustic region with a plate for a part of its boundary. 
~) 2006 Elsevier Ltd. All rights reserved. 
Keywords - -Coup led  eigenvalues, Decoupled eigenvalues, Perturbation. 
1. INTRODUCTION 
In this paper, we study a numerical method to calculate the eigenfrequencies of the coupled 
vibration between an acoustic field and a structure. A typical example of the structure in the 
present study is a plate which forms a part of the boundary of the acoustic region. The application 
of this research is to reduce noise inside a car that is caused by an engine or other sound source. In 
particular, interior car noises such as a booming noise or a road noise are examples of structural 
acoustic oupling phenomena. 
The present study is motivated by the work of Hagiwara et al. [1], who developed a sensitivity 
analysis based on the eigenvalue calculation and applied the results to the design of motor vehicles 
with lower interior noise. 
We formulate the coupled eigenvalue problem in a mathematically rigorous fashion in a certain 
function space. This leads to a nonsymmetric eigenvalue problem, which can be transformed 
into a standard symmetric eigenvalue problem. The possibility of the symmetrization was first 
pointed out by Irons (see [3]) for a discretized matrix eigenvalue problem in a somewhat different 
manner. In Nastran and other software packages, MacNeal's method for symmetrization is used. 
However, MacNeal's ymmetrization method is computationally expensive. 
A finite-element approximation of the coupled problem is then considered in an abstract way. 
The approximate eigenvalue problem is written in an operator theoretical formulation by means 
of the Ritz projections. On the basis of this formulation, we can prove the order of convergence for 
the approximation error using a result of Babuska and Osborn, where we apply certain regularity 
conditions for the corresponding inhomogeneous problem. We also provide error estimates of 
the eigenvalues for the perturbation series. In particular, we show an approaching phenomenon 
of two eigenvalues that can be calculated exactly by the perturbation method, but cannot be 
calculated exactly by normal finite-element approximation. 
For our perturbation method, a perturbation series is formulated from a nonsymmetric coupled 
eigenvalue problem that results in decreased calculation costs. For an implementation of the 
perturbation method, we compare the difference between the method implemented in Nastran's 
software and our method. We also show how to use the perturbation method by augmenting 
Nastran's software. 
We restrict our research mainly to problems that can be reduced to two-dimensional problems 
where we can obtain the exact analytical solutions when the shape of the acoustic region is 
rectangular. However,  our analysis is valid for cases with more  general shapes of the acoustic 
region and with various boundary  conditions which under realistic conditions for studying the 
reduction of noise inside a vehicle. In this direction, we  refer to the extensive works by Hagiwara, 
Ma and Kozukue  [6] and the references therein. 
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2. A FORMULATION OF THE STRUCTURAL-ACOUSTIC  
COUPLED V IBRAT ION PROBLE 
In the coupled vibration problem between an acoustic field and the vertical displacement of
a structure, the acoustic field is described by the pressure field of the material which satisfies 
the usual second-order wave equation and the vertical motion of the structure satisfies the elastic 
wave equation with fourth-order differential operator as a forcing term. In this paper, we consider 
the case where the structure consists of a rectangular plate and the acoustic field corresponds to 
some gasiform material such as air. 
Figure 1 is a coupled sample inside of a car. A typical example of the structure in the present 
study is a plate that forms part of the boundary of the acoustic region. Figure 2a is a 3D coupled 
model. By using Fourier mode decomposition i  the z-direction we reduce the problem to a 2D 
coupled eigenvalue problem (see Figure 2b from which we obtain the exact solution). 
For this problem, the 3D coupled vibration system is given by the following system of partial 
differential equations, 
? 
Figure 1. Coupled sample inside of a car. 
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where 
2 2 - c  Vx,y,zP - w2p = 0 
Plro = 0, 
~n So = pow2U, 
DV4,~ U-w2p 1U = Plso, 
02[7 = O, 
U[oso = &r2 OSo 
in ~t0, 
on P0, 
on So, 
on So, 
on OSo, 
(1) 
~0 
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P 
: a three-dimensional acoustic region, 
: a plate region, 
: a part of the boundary  of the acoustic field, 
: the boundary  of the plate, 
: the 
: the 
: the 
: the 
: the 
: the 
: the 
: the 
acoustic pressure in ~0, 
vertical plate displacement, 
sound velocity, 
air mass  density, 
flexural rigidity of plate, 
plate mass  density, 
outward  normal  vector on O~ f rom ~t0, and  
outward  normal  vector on aS  0 f rom So. 
We can reduce the problem to a two-dimensional eigenvalue problem. Due to the symmetry 
of the domain fi0 in the z direction and the boundary conditions, we can apply Fourier mode 
decomposition to P and U in the z direction, 
oo 
P = E Pm (x, y) sin (mz), 
m=l  
oo 
u = ~ um (x, y) sin (mz), 
m=l 
where m represents the Fourier mode. The problem defined in (1) is then transformed into the 
following problem for each m with p = Pm and u ---- u,~, 
2 -V~,~p + (-w2/c 2 + m2)p = 0, in ~, 
Pit  = 0, on F, 
00--Pxs = on p0w2u, S, 
D \dy  4 -2rn2dy2] -~2p lu  = Pls, on S, 
~(o) = d~(°) -~(~) -  d~(~) 
dy 2 dy 2 = 0, on S. 
(2) 
Now, we are ready to transform the original 3D problem into the reduced form (see [2]), which 
we will study in the remaining part of the paper. We define a new perturbat ion method, by 
introducing a parameter ¢, in order to obtain a perturbat ion series that  expresses the eigenpalrs 
where 
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for the coupled case in terms of the decoupled cases, i.e., 
2 (--~2/C2 + rn 2) p = 0, in ~, -V~,yp + 
Pit = O, on F, 
Op s ~zz = Ep0,~%, on S, 
(3) 
u(0) = d2u(0) -- u(Tr) -- d2u(zr) -- 0, on S. 
dy 2 dy 2 
If ¢ -- 0, then the coupled problem can be separated into two uncoupled problems. The first 
represents acoustic vibration, 
2 (022/C 2 -4- rn 2) 0, in ~t, -Vx,yP + P = 
P[r = O, on F, (4) 
OP I =0,  onS .  
The second represents plate vibration, 
( dau 2 d2u'~ 
D - 2m ~..2~ - w2P lu = 0, on S, \ dy 4 t~y / 
(5) 
u(0) = d2u(0) - u(Tr) = d2u(Tr) ---- 0, on S. 
dy 2 dy 2 
We will give exact solutions for (3)-(5) in Section 7.1. 
REMARK 1. The parameters c, Po, D, and p~ may be replaced by 
D , Pl ,  
c' = c, p~ = Ep0, D = - - ,  Pl = - -  
E E 
which lead to the eigenvalue problem defined in (3). In other words, we can change the coupling 
strength E through the change of these parameters. 
3. AN OPERATOR THEORETICAL  APPROACH 
FOR THE COUPLED E IGENVALUE PROBLEM 
3.1. The  Operator  Theoret i ca l  Formulat ion  
For a rather general 2D bounded domain with suitable boundary, the eigenvalue problem 
(see [4]) is written in the following weak form, 
po 1 [((p,q)) + m2((p,q))] =w 2 [po-~((p,q))+ (u, Tsq)] , 
D [(u", v") + 2m 2 (u', v') + m 4 (u, v)] - (TsP, v) = Jp l (u ,  v), 
((19' q)) = .~o Vz,yp.Vz,yq dx dy, 
( (p , q ) ) = ./o pq 
dy, 
1694 D. L! et al. 
We use standard notation for Sobolev spaces and introduce the following function spaces, 
Vs = {p:p e Hi(a),  Pit = 0} and Vp = {u:u  • H2(S), uto s = 0}. 
We define a collection of bilinear forms on the function spaces Vs and Ve, 
and 
1 
as (p, q) = ~00 [((p' q)) + rn2 ((p' q))]' 
1 
bs (p, q) = ~ ((p, ql), 
ap (u, v) = D [(u", v") + 2m 2 (u', v') + m 4 (u, v)], 
~o (u, q) = (~,.~sq) , 
eo(p,~)=(~p,~), 
Then, the weak formulation is rewritten as 
as(p, q) = w 2 [bs(p, q) + co(u, q)], 
ap(u, v) - co(p, v) = w2bp(u, ~,), 
bs(p, q) = as(Asp,  q), 
bp(u, u) = ap(App,  q), 
co(u, q) = as(T 'u ,  q), 
~e(P, v) = ap(Tp, v). 
p, q E Vs, 
p, q E V, 
u, u C Vp, 
ueV,  qeV,  
uey ,  peYs .  
The operators As and Ap are  self-adjoint and compact. The operators T and T* are compact. 
By using these operators, the eigenvalue problem is transformed into the form, 
as(p - w2(Asp + T 'u) ,  q) = O, 
ap( -Tp  q- u - w2Apu, ~) = O, 
p = w2(asp + T'u), 
u - Tp = w2Apu, 
which leads to the matrix formulation, 
A finite-element formulation follows from the above immediately. In practical computation, 
the matrix equations axe written into 
(K~--w2hMa) ph--w~LUh =0,  
--LTph + (Kp - w~Mp) Uh = O, 
(7) 
[::] [::] (8, 
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where K~ and M~ are the stiffness and mass matrices for the acoustic field, Kp and Mp are the 
stiffness and mass matrices for the plate, and L and L T are the coupling matrices. The precise 
definitions of Ka, Ma, Kp, Mp, L, and L T are as follows, for Uh E Vvh and Ph E Vsh, 
1 
(Ko)ij = ~ [<(PhS,Phi)) + m2(Phj,Phi)], 
1 
(Mo)ij = 
(M.) i j  = pl( hj, 
(L)ij = (Uhj, 7S,Phi), 
(n T)~ = (~/s, Phi, uh3). 
3.2. Reduct ion  to a Symmetr ic  (Self-Adjoint)  P rob lem 
We use Als/2 to transform (6) into the eigenvalue problem for a self-adjoint operator. Since the 
operator As is positive and compact self-adjoint, As has the representation, 
oo 
Asx = E Ajas(x, ~aj)~j, for all x E Vs, 
j~ l  
A oo where { j,qoj}j= 1 is a set of eigenpairs, 
Ascflj -- Aj~j, Aj ~ O, 
satisfying the property l im j_~ A t = 0 as well as the orthogonality as(qoi, ~j) = 5ij. The square 
~1/2 of As is defined as root operator , ,s  
oo 
~1/2 1/2 
j= l  
The procedure of symmetrization is given below. It can easily be seen that 
[; 0] 
and multiplying (6) by the inverse matrix leads to 
T* 
which can be further multiplied by the operator, 
from the left leading to the following symmetric eigenvalue problem, 
We define 
A p 
1 
co2 ' 
1696 D. LI et al. 
and 
As T* ] 
L =- TAs  TT* + Ap ' 
and rewrite the problem as 
L~o = l~o. 
Since the operator As is compact and self-adjoint, he operator Als/2 is also compact and self- 
adjoint. Hence, it is clear that L is a compact self-adjoint operator in V - Vs x Vp : { (~) : p e 
Vs, u C Vp} with the inner product, 
Ul ~2 V 
Summing up these results and recalling the standard properties of compact operators, we have 
the following result. The eigenvalue problem defined in (6) may be reduced to a symmetric 
eigenvalue problem, 
L~ = l~ 
with a compact self-adjoint operator L in V, and hence, the spectrum of L consists of zero and 
discrete eigenvalues, Ai --- w~ -2 i --- 1, 2, 3 , . . . ,  which are real and at most countable with the 
property, limi-,oo Ai = 0. 
3.3. Mat r ix  Representat ion  of the Approximate Eigenvalue Problem 
The problem defined in (8) is not a usual symmetric eigenvalue problem. However, we can 
transform it directly into a symmetric problem by Irons idea as follows. Multiplying the second 
equation of (8) by Mp 1, we obtain 
w~u = --I~;1LTp + M;1Kpf~. (9) 
We multiply (9) by Kp to obtain 
-gp2f/I~LTp + KpM;1gpf~ = w2 gpf~, 
and multiply (9) by L and put the result into the first equation in (7), we finally have 
[ K~ + LM~IL  T -LM~IKp]  0 
From Sections 3.2 and 3.3, we see that it increases the calculation cost when the original coupled 
problem is transformed into a symmetric problem. But our perturbation method, which we will 
introduce in the next section, can avoid this problem and get the results from the uncoupled 
problem, acoustic field, and plate eigenpair as a symmetric problem. 
4, PERTURBATION ANALYS IS  FOR 
THE COUPLED V IBRAT ION PROBLEM 
4.1. Derivation of the Perturbation Series 
We introduced a coupling parameter E in (3). Consider the perturbed version of 
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We introduce a Hilbert space V = Vs x lip with a inner product As  + Ap  and define a vector 
qa in V and operators A and B acting on V as follows, 
qa = , A = Ap  ' B = , and  = . 
Then, the original eigenpair x and A is changed into the eigenpair x(e) and A(s) from the eigen- 
value problem, 
(A + eB*) ~o (e) = A (6) (I - qo (e)). (10) 
Then, when ~ = 0, we obtain 
A~o(0) = A(0)qo(0). 
We impose the following normalization condition for qo(0) and qo(e), 
((p,(0), qoj(0)) = 5,j and (qoi(6),cpj(0)) = 1, (11) 
where 5~ is the Kronecker delta function. This leads to the nonsymmetric formulation with 
reduced conditions, 
(2)_2 A}3)E 3+' ' '+A i e + . . . ,  
^(~)~ ~,(~) = ~,(0) + ~)~ + ~)~ + ~}~)~ +. . .  + ~, ~ +. . . ,  
(12) 
where the coefficients of the perturbation series A(E) and qo(E) will now be derived. We will prove 
the convergence of the series (12) in next section. Now, we calculate the coefficients A~ and • (n) ~u i • 
Substituting (12) into (10) and comparing the coefficients of e n, n = 0, 1,2, . . . ,  in the left-hand 
side with those in the right-hand side, we have 
n > 1 : AI 2'~-1) = 0, 
(2) _(2n--3) . (2n - -2 )  ~ (1) "~ n = 1: A~2n)= (B* +AiB)qa~ 2"-1) +A, Sw~ +. . .~ ,  ~o,  ,~o,), 
n--1 
• " k k=l  
(2) _(2n--3) . (2n- -2 )  r~ (1) '~ /  +Ai B~/i + . - -+ .~ .~ ,~./)~.~, 
.¢  
otherwise: qa} 1) = E ((B* + A,B) ~,, ~j) 
j#i j#i 
Using the finite-element formulation, we derive the solution to the coupled eigenvalue problem. 
Note that [ °l o 
)kh -eL  T gp Uh = Mp Uh ' 
where 
~h(E) = ~h~(~), 
There axe two orthonormality conditions for the eigenvector, 
qOih(o)[Ko a K0p ] ¢pjh(0) = ~ij and qOih(Z) [K0 ~ 0] Kp qO~h(O) --- 1. (13) 
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Hence, 
, (1)~. ~(2)~2 ,~(3) =3 . (n )~n 
~i~(e)  = ~(0)  + ~ ~ + v~ ~ + v~ o +""  + v~ ~ + . . . .  
__ ) , (2n - l )  = 0 ,  n > 1 : "'ih 
)~(2n) ( (  ~ r \  (2n--1) ~(2) r~(2n--3 ) . (2n - -2 ) r  (1) 
n _ > 1 : "'ih =- , LT  + A ih~)  ~Oih + "'ih ~"~ih + • • " Aih L~ih  ~Oih) , 
n=X:wi  h = 
j# l  
- (k )  
n> 2:~( '~)  1 A~ h k) ~ih ,~ jh  
- -  ih  : "~ jh  - -  )~ ih  
-- L T + AihL) ~inh -1  -t- A ih 1~i  h Jr " '"  -~- A ih  lW~ih , ~Ojh ~ jh"  
When the higher-order remainder terms axe small, we have 
~ (~) = ~ (0) + ~2~2) + o (~4). (14) 
We will give example to validate (14) in Section 7. 
REMARK 2. The results were derived from 2D equations; they are also useful for the 3D coupled 
problem. 
REMARK 3. The calculation of the coefficients only requires the uncoupled eigenvalue, acoustic 
field and structure igenvalue with a part of their eigenvectors which are the coupling matrices. 
The element number of the coupling matrices is far less than all of the element number of 
eigenvectors. 
REMARK 4. The coefficients and vectors can be calculated independent of each other on a dis- 
tributed memory computer. Either a tightly-coupled cluster or a grid computing environment 
can be used depending on quickly the results are needed. 
4.2. Convergence Rad ius  of the Per turbat ion  Series 
We prove the existence of a positive convergence radius for the perturbation series defined 
in (12) under the condition that Aj is simple. We recall the eigenvalue problem again, 
A~3 = A~ ~,  
L(E)~j (e) = Aj (E)~j (~). 
We take inner product between the second equation and ~j. Then, we have 
(L(E)~j(E), ~j) = Aj(E)(~,(E), ~oj). (15) 
Hence, we obtain the expression for the eigenvalue Aj(E) using the operator L(E) and its 
eigenvector ~j (E), which is also known as the Rayleigh quotient, 
Aj(¢) = (L(¢)~j(E), Tj) 
For a sufficiently small positive constant E0, we define a projection operator Pj(e) for each 
z e U~ o = {e : [El < Eo} as follows, 
1 J r  ( z -  L (~))  -1  dz, 
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where Fj is a simple closed curve which contains only eigenvalue Aj(z) in its interior. Then, 
Pj(E) is an orthogonal projection onto the eigenspace for Aj(~) (see [5]) and the eigenvector 
~j(E) - Pj(E)~j(z) for L(s) is a holomorphic function of E when IEI < ~o, because from the 
expression of the definition in the right-hand side of (15), Pj (s) is an operator valued holomorphic 
function in U~ 0. Hence, (~j(E),~j) and (L(E)~j(E), ~j) are both holomorphic functions of z in 
UE0. Hence, we obtain the result that Aj (~) is a holomorphic function of ~ as far as the following 
conditions are satisfied, 
I~1 < z0 and (~pj(~),~pj) :fi O. 
Since L(~) converges to A as s tends to zero in our operator norm. The projection operator 
P3 (s) converges to P~, which is the projection operator for a simple eigenvalue £3. Hence, the 
eigenvector ~ (s) converges to #~ as s tends to zero modulo some constant factor. This implies 
that the above condition (~3(s), ~)  # 0 is satisfied for a sufficiently small ~. Hence, there exists 
a positive convergence radius ~t(_> So > 0) of the perturbation series in s for £j(s). 
REMARK 5. Zl >_ E0 ~> 0 exists, but the perturbation series (12) needs a positive convergence 
radius s~ >_ i. 
5. ERROR EST IMAT ION OF PERTURBATION 
METHOD FOR THE F IN ITE  ELEMENT METHOD 
We give the order of convergence for the error between the exact and approximate eigenvalues 
using the standard result of Babuska and Osborn (see [2,4]), where we assume a certain regularity 
condition for the corresponding inhomogeneous problem. For 2D coupled eigenvalue problem, we 
obtain the order estimate, 
IA~. - A,,:hJ <_ C:,~h 2, 
with some positive constant CA~ which does not depend on h but may depend on hi. We also 
give the order of convergence for the error in perturbation method, 
2)  
. . . .  "'ih ] + 0 (h4E4) , 
- = - + 2) - ) (2)'~ "'ih ) 4- 0 (h4E 4) 
--< i~ i (O)  --  ~ ih (O)  I _.1_ E2 (..~2) --  "'ih)'(2)'~J 4. O (h4E 4) , 
where A~(0) is a decoupled eigenvalue of structure or acoustic field, we obtain the order estimate 
i 2 I,X~(o) - .,x~,~(O)l <_ C~,~(o)h . 
Another similar order of estimate can be obtained as below 
__ C II 82h 2 ¢2 (AI2)_ Alh2)) < X,(O) • 
Finally, we obtain the order estimate of the perturbation method for the case of 0 < ~ < 1 as 
follows, 
_ r~ h 2 C" E2h 2 IA~(z) - ~h(~) l  < vx , (0 )  + A,(0) + O (h% 4) _< Cx~h 2. 
6. NASTRAN SOFTWARE 
There are two points that need to be taken into account when using our method with Nastran 
software, 
(1) conditions to ensure /4 orthogonality for eigenvalues of the discrete matrix eigenvalue 
problem, and 
(2) how to minimize the number of eigenpairs necessary in order to improve the results. 
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The most important point is the condition of complete orthonormality for the eigenvectors of
the coupled and decoupled problem in (11), which is (13) for the discretized matrix eigenvalue 
problem. When these conditions are met, the problem is K orthonormal. In Nastran's oftware, 
there is no orthonormality condition like (13), but there is an option called M orthonormality, 
i.e., there are two orthonormality conditions for the eigenvector, 
0] 
~ih tu) 0 Mp ~°jh (0) = 5ij (16) 
Comparing (16) with (13) and Nastran's basic relation, 
0] [ 0o 0] 
0 Kp ~oih= Mp ~o~h 
leads to 
,A~2 -"~an'o' (17) ~o~h(O) = v " hV~h ~, ,,. 
We calculate both Aih and nastran(t3~ ~Oih ~.1 with Nastran's M orthonormality condition then use (17) 
to calculate ach coefficient of perturbation series. 
REMARK 6. From the K orthonormality condition for ~Oih, i.e., 
it follows that 
)~ih =)~ih~oiTh [Ko0 a
The condition l imi_~ )~ih = 0 leads to 
0] o 0] 
gp ~O,h =~o T M, ~O,h. 
'im.  i--.,oo ~O~h = lim ~ih  "~- O. 
i .--.* oO 
The second major point of this section is choosing a small number of eigenpairs to obtain better 
results from (14), namely, how to calculate the coefficient ,~2) efficiently in 
By substitution, we get 
~,(~) =~,(o)+~}:)+o(e).  
(18) 
From the orthonormaiity condition for ~i and Remark 5, we know I((B* + AiB)~oi, ~oj)(~oj, (B + 
AiB*)~oi)[ < C, hence, if Aj is closer to Ai, the value of 1/(Ai - Aj) is bigger. So, the reason for 
calculating A~ 2) (as well as A~4),..., A~ 2n), n = 1,2, 3 . . . .  ) is to choose the eigenvalue Aj group 
(numbers of used eigenpairs in (18)), which are close to Ai. The example in next section will 
validate this point (see Table 5). 
A Novel Perturbation Expansion Method 1701 
7. NUMERICAL  RESULTS 
7.1. Exact  Solution 
(1) COUPLED EICENVALUE PROBLEM. 
The coupled eigenvalue problem (3) is transformed into an equation that includes the param- 
eter ~ as follows, 
(COo +Pl/¢) c4' with m 2 +n 2 -- 1/(A(¢)e 2) ---- 0, (Type 0), 
~(~) : plgcoshwg/¢ -t-cposinhTrg with m 2 +n 2 - 1/(A(¢)c 2) = g2 > 0, (Type 1), (19) 
Dg(m 2 q-n2)2coshTrg ' 
pig cos 7rg/¢ + ¢po sin ~rg 
Dg(m 2+n2) 2coslrg ' within 2q-n 2 -1 / (A(e )  c 2 ) - - -g2  <0, (Type 2). 
(2) EIGENVALUES FOR THE ACOUSTIC VIBRATION MODE. 
In the case of the acoustic vibration mode (4) in a square 2D reduced acoustic region, where the 
eigenvalue A satisfies the equation Asp = Ap, p ~ O, we obtain the following series of eigenpairs 
{A~,k,pj,k } (j, k ---- 1, 2, . . .  ) for each Fourier mode number m in the z-direction, 
1 2x /~ sin (j - 1/2) x sin ky 
A~,k 
+ 
(3) EIGENVALUES FOR THE PLATE VIBRATION MODE. 
In the case that A is an eigenvalue of the plate vibration mode (5), 
Apu -- Zy, u ¢ O, 
where the plate is a square with side length 7r. The eigenpairs {A~, uj} (j = 1,2 , . . . )  for each 
Fourier mode number m in the z-direction have the form, 
Ap = Pl uj = v/2sinjy 
D (m 2 + j2)2' ~ (m 2 + j2)" 
7.2. Example  Calculat ion for Coupled Eigenvalue by the Analytical Method 
Now, some eigenvalues are calculated by the Newton method being applied to the above equa- 
tions for the case with the parameters, 
E=I ,  p0- -5 ,  p1=50,  D- -2 ,  re=l ,  c=2.5 ,  n=1,2 ,3 , . . . ,10 .  
The first type (Type 0) in (19) is an exceptional case and happens only if the relation, 
D 1 
(Po + Pl) c4 c 2 (m 2 + n 2) 
is satisfied. The second type (Type 1) has only one eigenvalue for each n. The third type (Type 2) 
has the infinite number of eigenvalues for each n. Let us denote by A p the eigenvalue of Type 1 
case. The first ten eigenvalues obtained for Type 1 are shown in Table 1. 
Let us denote by A~,k, the k th eigenvalue of Type 2 case for each n. Then, the first ten 
eigenvalues with n = 1 are shown in Table 2. 
7.3. Results of the Perturbation Analysis 
We make a comparison between the results which are computed by using the analytical equa- 
tions in the previous ection and the results computed for the decoupled eigenpairs by using the 
perturbation series. The approximate eigenvalues are calculated by using two terms in the per- 
turbation series: Ai ~2~(2) -b ¢ ^i when i = 1 and i = 5, respectively. The coefficient ),~2) is calculated 
by the method in previous ection. 
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Table 1. First ten eigenvalues A~, 1 < n < 10, 
of Type 1. 
Eigenvalue Value 
Symbol 
A~ 6.6944766 
A~ 1.0454237 
A~ 0.2581627 
A~ 8.8724295 ×10 -2 
A S 3.7775763 ×10 -2 
A~ 1.8604305 x 10 -2 
A~ 1.0170829 x 10 -3 
A S 6.0126868 X 10 -3 
A~ 3.7770790 x 10 -3 
A~o 2.4911543 x 10 -3 
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Table 2. First ten eigenvalues A 2 1 < k < 10, 1,kJ 
of Type 2. 
Eigenvalue Value 
Symbol 
A~, 1 6.9251599 × 10 -2 
A~, 2 3.7092787 x 10 -2 
A~, 3 1.9245426 x 10 -2 
A~, 4 1.1178121 x 10 -2 
A~, s 7.17051000 x 10 -3 
A~, 6 4.95143897 x I0 -3 
A~, 7 3.61061416 x 10 -3 
A~, 8 2.74377781 x 10 -3 
A~, 9 2.15303392 x i0 -3 
A~,Io 1.73322009 x 10 -3 
Table 3. Example 1 of perturbation analysis: The first eigenvalue of Type 1. 
0 
0.001 
0.01 
0.1 
0.5 
0.8 
1.0 
First Eigenvalue ~1(~) A 1 + e2A~ 2) error = Al(e) - A1 - e2A~ 2) 
6.250000000 
6.2500004447 6.2500004453 -6.000 × 10 -1° 
6.2500444660 6.2500444652 8.000 x 10 -1° 
6.2544465978 6.2544466536 -5.580 x 10 - s  
6.3611649457 6.3611542771 1.067 × 10 -5 
6.5345822609 6.5345070074 7.525 × 10 -5 
6.6944765756 6.6946597826 --1.832 x 10 -4 
E 
0.0 
0.001 
0.01 
0.1 
.05 
.08 
1.0 
Table 4. Example 2 of perturbation analysis: The first eigenvalue of Type 2. 
First Eigenvalue 
0.07111111 
0.071111109 
(A s h(2/ Ats,1 +e2 (Af,1) (2) err°r = Af, l (e ) -  Af,1 -e2  ~, 1,1) 
0.071111109 0.0 
2.000 x 10 -9 0.071110909 0.071110907 
0.071090951 0.071090759 1.920 x 10 -7 
0.07061816 0.070602315 1.585 x 10 -5 
0.06989274 0.069808592 8.415 x 10 -5 
0.069251598 0.069085726 1.659 x 10 -4 
Table 5. Relationship between error and a number of used eigenpairs. 
Number of Used Eigenpairs j Error (A1 (1) - (A,(0) + A~2))) 
1 6.262 x 10 -4 
3 -9.130 × 10 -5 
5 -1.622 × 10 -4 
10 -1.832 x 10 -4 
100 -1.865 × 10 -4 
1000 -1.865 × 10 -4 
10000 -1.865 × 10 -4 
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7.4. T runcat ion  Er ror  i n  the  Second-Order  Coeff icient 
We start by calculating A~(0) and AI 2). Then, we calculate ((A~B + B*)~ 1), qa~) approximately 
using a finite number of eigenpairs in the summation and use this approximation of (()~iB + 
B* )~ 1), ~,) to calculate an approximate )~2). In Table 5, numerical results for A(0) + )~2) with 
various numbers of eigenpairs in the summation are compared with the exact eigenvalue ),~1). 
The calculations of A~2) in Tables 3 and 4 are performed with j = 10 in Table 5, i.e., in the cases 
of j = 10 and 10000, we get a constant error in the limit with respect o the number of eigenpalrs. 
Hence, we can see the validity of (14) for this example. 
7.5 .  A Spec ia l  Case 
We observed a phenomenon of eigenvalues that cannot be described by the finite-element 
method (FEM), but can be described by the perturbation method. We consider two eigenvalues: 
one from an plate vibration mode and the other from an acoustic vibration mode. In the case 
when two eigenvalues are very close, we calculate their coupled eigenvalues by moving the coupling 
parameter E from 0 to 1. Then, we found an approaching phenomenon of two eigenvalue between 
,~6(e) (~ in Table 1) and ,kT(~) ()~,2 in Table 2) in our example (see Figure 3). In the beginning, 
the two eigenvalues behave nicely in such a way that the perturbation analysis is valid. When 
the parameter e approaches to 0.5, the two eigenvalues become very close to each other but are 
not coincident. From the exact solution given in Table 6, Table 7, and Figure 4, we know that 
the two eigenvalues are coincident. The perturbation method can calculate the two eigenvalues 
correctly because the perturbation method uses decoupled eigenpair only. 
Table  6. Exact  E igenvalue A6(e), 0 < e < 1. 
1.0 
0.9 
0.8 
0.7 
0.6 
0.037775763 
0.0376246 
0.0374900 
0.0373711 
0.0372680 
0.0371807 
0.0371093 
0.0370537 
0.0370140 
0.0369902 
0.0369823 
0.5 
0.4 
0.3 
0.2 
0.i 
0.0 
VS.  
Table 7. Exact  E igenvalue A7(¢), 0 < ~ < 1. 
1.0 
0.8 
0.6 
0.4 
0.2 
0.037092787 
0.03728925 
0.03744447 
0.037556608 
0.03762438 
0.03764706 0.0 
0.0376 
0.0375 
0.0374 
0.0373 
0.0372 
~0.0371 
0.037  
0.0369 
0.0368 
0.0367 
0.0366 
| | i 
0 
: : : : : : : 
0.1 0.2 0.3 0.4  0,5 0 .6  0 .7  0 ,8  0 .9  
Figure 3. Eigenvalue A6(e) and ~,7(e) by FEM. 
~ 2~ 6 (FEM) 
7 (FEM) 
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~..0378 
- ~ .0377 
~ .0376 
~ .0375 
~- "~ .0374 
.~ ~ .0373 
.0372 
~ .0371 
~ 0.037 
.0369 
0 
eigenvalue7 ................. 
ei~envalue6 ............... • 
+" 
• + + . ,  
\ 
x 
• ,¢ . "  
. . . . .  / • × 
I I I I 
0.2 0.4 0.6 0.8 
Figure 4. Eigenvalues A6(e) and At(z) by exact solution and perturbation method. 
8. CONCLUSIONS AND FUTURE WORK 
In this paper, we formulated the coupled vibration problem between a structure and an acous- 
tic field in a mathematical ly  rigorous fashion. We used a coupling strength parameter e as a 
multiplier that  was applied to the nondiagonal coupling terms. We represented an eigenpair for 
the coupled system by a perturbat ion series with respect to E that  enabled us to express the 
eigenpair for the coupled case by those for the decoupled case. We proved that the series consists 
only of even order terms of ~. Using this perturbat ion series, it is unnecessary to perform time 
consuming computations to get coupled eigenvalues. In fact, the new algorithm leads to an ob- 
vious implementation on distr ibuted memory computers, either in a t ight ly coupled cluster or in 
a grid computing environment. Hence, the present results obtained by the perturbat ion analysis 
results should have considerable ngineering importance. Numerical experiments confirm the 
adequacy of this perturbat ion analysis. 
We are continuing this research in three directions. We are trying to introduce this pertur- 
bation method as a new option into Nastran software through its Japan branch. We expect to 
obtain a mathematical ly  rigorous estimation of the magnitude of the convergence radius of the 
perturbat ion series. We need to consider how to modify the perturbat ion series in the case when 
the eigenvalue is not simple. 
REFERENCES 
1. D. Li, T. Kako, and I. Hagiwara, Development of coupled structural-acoustic e genpair expression from 
decoupled eigenpair (1st report, Induction by finite perturbation series), Trans. Japan Society of Mech. 
Engin. (Part C) 63, 3446-3453, (1997). 
2. D. Li and T. Kako, Finite element approximation f eigenvalue problem for a coupled vibration between 
acoustic field and plate, J. Comput. Math. 15 (3), 265-278, (1997). 
3. A. Craggs and G. Stead, Sound transmission between enclosures--A study using plate and acoustic finite 
elements, ACOUSTICA 35, 89-98, (1976). 
4. I. Babuska and J.E. Osborn, Eigenvalue problem, In Handbook of Numerical Analysis, Volume 2, Finite 
Element Methods (Part 1), pp. 683-692, Elsevier, Amsterdam, (1991). 
5. T. Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, (1966). 
6. W. Kotukue, Z. Ma and I. Hagiwara, Sensitivity solution for the model frequency response by omitting high 
and low terms, Trans. JS IAM 4, 141-164, (1994). 
