ABSTRACT Network function virtualization (NFV) has become an emerging issue in both academia and industry. By outsourcing network functions from dedicated hardware to virtualization platform, NFV promises to significantly improve the scalability and flexibility of network management and orchestration. One of the main challenges for NFV deployment is to realize coordinated service function chaining on NFV-based infrastructures. This challenge is referred to as the coordinated NFV resource allocation (coordinated NFV-RA) problem which is proved to be NP-hard. In order to response timely to the service variation, many heuristic or meta-heuristic algorithms are proposed to reduce the computing complexity. However, it is very difficult to evaluate the approach degree between obtained sub-optimal solutions and the optima, since finding the optimal solution is a non-trivial task. In this paper, a novel modeling approach called homogeneous link mapping is proposed to find the optimal solutions of a typical threestage coordinated NFV-RA model with CPLEX. Then we further establish a service function chain (SFC) deployment database with optimal solutions and the results in the database can be used as a criterion to evaluate other SFC algorithms. In order to imitate different practical networks, the SFC deployments are conducted on three type network topologies. And we also analyze the SFC deploying performance on different topologies. At Last, we make the optimal modeling approach open source, and upload the database on http : //www.opensource5g.org/database.
I. INTRODUCTION
Nowadays, the increasing need of new network services highlights the crucial role of the network functions (NFs) in network. NFs, such as firewalls, proxies, Deep Packet Inspections (DPIs), are usually deployed in specialized hardware (also known as middle-boxes) [1] , [2] and traffic flows in network are required to traverse these NFs in a pre-defined order to provide a certain service, which is typically defined as Service Function Chain (SFC) [3] . Since middle-boxes are usually expensive and difficult to upgrade, with the boom of diverse online services, the current mode that implementing NFs in middle-boxes is facing significant challenges both in flexibility and expandability. To this end, a novel network architecture concept called network function virtualization (NFV) [4] , [5] is proposed to shift NFs from dedicated hardware appliances to virtual machines (VMs) on commercial servers, in order to improve service flexibility and reduce service deployment costs. In NFV, SFCs are deployed by chaining a series of virtual network functions (VNFs) and this enables flexible SFC deployment based on geography or customer sets.
One of the greatest challenges NFV brings is how to achieve fast, scalable and flexible composition and resource allocation for VNFs and this problem is referred to as NFV Resource Allocation (NFV-RA) [6] . In [6] , Herrera and Botero divide NFV-RA into three major stages, which are VNFs Chain Composition (VNFs-CC), VNF Forwarding Graph Embedding (VNF-FGE) and VNFs Scheduling (VNFs-SCH). The VNFs-CC mainly deals with the problems that how many of each VNF to deploy and what's their order.
In this scenario, only properties (such as type and required data rate) of VNFs and dependencies between VNFs in a virtual network functions request (VNFR) are given rather than a specific VNF chain composition. An algorithm is needed to dynamically determine the composition of SFC with considering above conditions. The VNF-FGE mainly deals with the problems that where to place VNFs to optimize certain objectives and this stage has been proved to be NP-hard [7] , [8] . In [6] , the VNFs-SCH is considered to deal with scheduling of VNFs' execution time in order to minimize the total execution time. However, VNF scheduling can also refer to traffic scheduling among VNF instances which is also an important issue in NFV-RA and has likewise been proved to be a NP-hard problem [9] . In general, NFV-RA requires appropriate algorithms to efficiently schedule above three stages for a series of objectives and many works studying each stage of NFV-RA have already been done (readers could refer to [6] and [10] ).
Actually, the three stages of NFV-RA are mutually depended, for example, the VNFs-CC will always have an impact on the VNF-FGE and vice versa. Therefore, a recent trend in NFV-RA is to study the coordination of NFV-RA stages (two or three stages) and in this work we call it coordinated NFV-RA problem. Some works have already been done to study the coordinated NFV-RA problem. In [9] , Mijumbi et al. first formulate the online virtual function mapping and scheduling problem then solve the VNF-FGE and VNFs-SCH coordinately by proposing three greedy algorithms and a tabu search-based heuristic algorithm. And a heuristic method called CoordVNF is proposed to coordinate the VNFs-CC and VNF-FGE two stages in [11] . In [12] , a modified topological sort algorithm (MTSA) with two nodes selection strategies is proposed to solve the VNFs-CC and VNF-FGE simultaneously. In work [13] , Wang et al. propose a heuristic based algorithm JoraNFV to solve the VNFs-CC, VNF-FGE and VNFs-SCH (traffic scheduling) in a coordinated way.
As the evolution cycle of service is getting much shorter than before, the NFV-RA is required to response timely to service variation. Consequently, considering that the coordinated NFV-RA is a NP-hard problem (as it must contain VNF-FGE stage), almost all related works propose heuristic or meta-heuristic algorithms to reduce the time complexity in orchestrating resource allocation at the cost of optimality. However, a common drawback can be summarized from current works that, in most of works, the way of evaluating algorithms is just to compare them with other preproposed algorithms. Few works take the approach degree between obtained sub-optimal solution (here the solution refers scheduling strategy) and optimal solution into consideration to further evaluate the algorithms. The main reason is that it is difficult to find the optimal solution of a coordinated NFV-RA model. In general, there are two approaches to find the optimal solution of traditional NP-hard single-stage NFV-RA problem. The first one is to design corresponding optimal algorithms while the second one is to find optimal solution with optimizer such like CPELX. However, in coordinated NFV-RA, it is unrealistic to design the optimal algorithm due to its NP-hardness and complexity. And the second approach is also a non-trivial task as the most of coordinated NFV-RA models are hard directly to be inputted into the optimizer, thus an extra procedure that transforming original model into optimizer-based model is needed.
In this paper, we first formulate a typical three-stage coordinated NFV-RA model then propose a novel modeling approach called Homogeneous Link Mapping (HLM). By using the HLM, we successfully transform above model into the CPLEX-based model and find the optimal solution with CPLEX. Meanwhile, considering that the model coordinates three stages, extensive simulations are performed on three typical network topologies to find a series of optimal solutions which are further used for establishing a database. The database can be used as a criterion to evaluate other coordinated NFV-RA algorithms that consider similar models. This paper makes the following contributions specifically:
(1) A typical three-stage coordinated NFV-RA model which is incorporated to account for capital expenditures, operating expenditures and link costs is formulated to solve the optimization.
(2) A novel modeling approach called HLM is proposed and we transform the original model into the CPLEX-based model with it to find the optimal solution.
(3) Extensive simulations are performed on three typical network topologies to obtain a series of CPLEX-based optimal solutions and a database is built with them to provide the optimal data.
(4) The SFC deploying performance on above three network topologies is analyzed to investigate the influence of different structural topologies on SFC deployment.
The rest of the paper is organized as follows: The system model is formulated in section II. The HLM and CPLEXbased system model are presented in section III. And three typical network topologies with generating principles used as simulation topologies are introduced in section IV. We find numerous CPLEX-based optimal solutions through simulations on above three topologies and analyze the deploying performance in section V. Lastly, a short conclusion of the work is given in section VI.
II. SYSTEM MODEL A. PHYSICAL NETWORK
The physical networks mainly consist of switch nodes and links as shown in Fig. 1 . Some switch nodes are connected to servers where VNFs can be deployed and we call them NFV nodes. Each NFV node allows multiple VNFs to run on it simultaneously (e.g. there are three VNFs on node A in Fig. 1 ) and one VNF may also be placed on different nodes as the resource of each node may be limited (e.g. two VNF-B instances are located on NFV node A and C respectively in Fig. 1 ). Now we represent the physical network as an undirected graph G = (S, L), where S and L denote the set of switch nodes and links respectively. We also define an abstract graph G = (S vnf , P), where S vnf = {s n |n = 1, 2, . . . , N } denotes the set of NFV nodes, P represents the shortest paths set between NFV nodes since there might be multiple paths between two NFV nodes. Each server has a certain amount of resources (e.g., CPU, memory, disk, etc.) to host VNFs, and we define the resource capacity of the NFV node s n as vector R node n .
B. VIRTUALIZED NETWORK FUNCTION
Network Functions refer to the network entities that perform certain functions and various types of NFs can be provisioned in a network. In NFV, the NFs are provisioned in the form of VNFs and we use v x to represent VNF x and define V as the set of all kinds of VNFs, i.e., V = {v x |x = 1, 2, . . . , X }. VNFs are deployed in virtual machines running on virtualization platform so each VNF requires a certain amount of resources which are usually relevant with the traffic volume passing through it. To reduce the complexity, we assume the relationship is a linear relationship and use vector µ x to present the coefficients for different kinds of VNFs. So when t denotes the traffic data rate handled by a VNF, the resources required by the VNF are R vnf x = µ x · t. Note that some VNFs can change traversing network flows [14] such as a video transcoder can change the encoding of the video which may result in the change of traffic flow. So we define the data rate scaling ratio of each VNF as
, where t in and t out represent input and output data rate respectively.
C. SERVICE FUNCTION CHAIN
Service function chain is a sequence of NFs and a given service flow needs to traverse it to realize a certain service. Here, for simplicity, we assume the traffic flow comes from one single ingress and ends at one single egress [15] , as shown in Fig. 2(a) . Meanwhile, we also consider the case that multiple instances of one VNF are deployed on different NFV nodes as shown in Fig. 2(b) . In [14] , Mehraghdam et al. define a SFC description language for formalizing the SFC, which provides following information of SFC: the start/end point, the order of NFs, the data rate request, etc. We also apply this SFC description language in this work. Table 1 shows a simple example of SFC defined with above description language.
We use c k to represent the SFC k, and let C denote the set of SFCs,
to denote the ingress and egress switches of SFC k respectively. The locations of ingress and egress are predetermined such like in Table 1 .When we let y k denote the requested data rate of SFC c k , we can obtain the data rate on each VNF of c k with the data rate scaling ratio η x , which is defined as y k m .
D. DECISION VARIABLE
As mentioned above, one VNF in SFC can be deployed multiple times, so we use v k m,i to represent the i th instance of VNF v k m . Meanwhile, we limit one VNF can be deployed at most ξ times, i.e., 1 ≤ i ≤ ξ . In this work, we introduce two kinds of decision variables: location decision variable l k m, (i,n) and data rate decision variables r k m,i,j , r k I ,i and r k E,i . l k m,(i,n) is a binary value, which represents whether v k m,i is deployed on node s n .
r k m,i,j represents the data rate of traffic flow scheduled from v k m,i to v k m+1,j and satisfies 0 < r k m,i,j ≤ y k m+1 . r k I ,i denotes the data rate from ingress n k I to the i th instance of the first type VNF v k 1,i in SFC c k which satisfies 0 < r k I ,i ≤ y k 1 . Similarly, r k E,i denotes the data rate from the i th instance of the last type VNF v k M ,i to egress n k E in SFC c k and it satisfies 0 < r k E,i ≤ y k M .
E. OPTIMIZATION OBJECTIVE
In NFV resource allocation, the optimization objectives that should be considered are mainly cost and service VOLUME 6, 2018 performance. The former usually includes capital and operating cost while the latter can select a series of service performances such like bandwidth consumption or end-to-end delay. Actually, the cost and service performance are mutually effected, for example, deploying more VNF instances may increase the service performance but it would also bring more capital and operating cost. In order to synthetically consider above multiple objectives but avoid the high complexity that multi-objective optimization brings, in this system model each service performance is transformed into a kind of cost. Then the final optimization objective is to minimize the sum of all kinds of costs. In this model, the total cost includes three parts: capital expenditures, operating expenditures and link costs.
1) CAPITAL EXPENDITURES
Owing to the license cost and the standby energy cost [16] , deploying one VNF instance needs a certain amount of cost.
Here we mainly take this costs as the capital expenditures. When α v m represents the cost for each kind of VNF, the capital expenditures of each SFC can be denoted as:
2) OPERATING EXPENDITURES
The operating expenditures mainly come from the energy consumption of VNFs. We assume there is a linear relationship between energy consumption and traffic volume. When β v m represents the energy consumption cost coefficient of each kind of VNF, the operating expenditures of each SFC can be denoted as:
3) LINK COSTS
Link costs include bandwidth cost and delay cost. The bandwidth consumption is determined by the forwarding times of a given traffic flow [7] , [13] and intuitively, it can be deemed as a kind of link cost. So, when we define the number of hops
and the cost coefficient of transmitting one unit traffic through one link is ς , the bandwidth cost can be denoted as:
As the end-to-end delay is a service performance metric which has impact on service revenue, in this model, we treat it as a kind of penalty cost to the service. The precise relationship between end-to-end delay and penalty can be modeled by investigating historic marketing statistics and here we also assume that it is a linear relationship. (shortest path), the delay penalty cost which comes from SFC c k can be calculated as:
Where σ represents the penalty coefficient. Thus the link costs can be obtained:
In this model, the final goal is to minimize the total cost:
So this coordinated NFV resource allocation can be formulated as follows:
Constraint C1, C2 ensure each VNF of c k should be deployed at least on one node, but no more than N nodes. C3 ensures for each node, the total resource consumption of all VNFs on it should not exceed its resource capacity. C4, C5, C6 ensure for each type of VNF, the total processing traffic through it should be equal to its requested traffic volume. C7, C8, C9 ensure that the traffic of downstream VNF instances should be equal to the traffic from upstream VNF instances. The parameters used in system model are shown in Table 2 .
In above model, decision variable l k m,(i,n) reflects the scheme of VNFs-CC (due to the variable i) and VNF-FGE two stages while decision variables r k m,i,j , r k I ,i and r k E,i reflect the scheme of VNFs-SCH (traffic scheduling) stage. Consequently, above model is a typical three-stage coordinated NFV-RA system model and in this work we try to find the optimal solution of it.
III. HOMOGENEOUS LINK MAPPING AND CPLEX-BASED SYSTEM MODEL
In this work, we find the optimal solution of the model formulated in section II with CPLEX. However, above model which is formulated intuitively cannot be solved by the CPLEX directly since its objective function is a cubic function of decision variables and this is beyond the CPLEX's solving ability. What's more, the decision variables in above model need to satisfy not only constraints but also the connectivity between VNFs in network topology. However, the Optimization Programming Language (OPL), which is CPLEX's selfcontained language, is just a model-markup language and it cannot describe or reflect above complex relationships. To this end, a novel modeling approach called Homogeneous Link Mapping (HLM) is proposed in this work and we transform the original model into the CPLEX-based model with it to accommodate the CPLEX constraints. The main idea of HLM includes following two definitions:
Homogeneous Link: In a SFC, links consisting of two adjacent VNFs are called homogeneous links (here the ingress and egress are treated as dummy VNFs and their locations are predetermined). One SFC can be connected by various homogeneous links. For example, in Fig. 3(a) , the SFC contains four different homogeneous links.
Sub Link: In a SFC, links which belong to the same homogeneous link are called sub links. As shown in Fig. 3(b • k: represents SFC k.
• a: represents the sequence number of each homogeneous link in SFC k. For example, in Fig. 3(a) , a=3 denotes the homogeneous link consisting of VNF-B and VNF-C.
• i: represents the instance number of the former VNF in homogeneous link a.
• p: represents the location of the i th instance of the former VNF in homogeneous link a. VOLUME 6, 2018 FIGURE 4. Examples of deployment.
• j: represents the instance number of the latter VNF in homogeneous link a.
• q: represents the location of the j th instance of the latter VNF in homogeneous link a. For example, in Fig. 4 When we use α k a and β k a to represent deployment cost and operating cost coefficient of the latter VNF in homogeneous link a in SFC c k respectively, each kind of cost in above model can be re-denoted as follow:
Capital Expenditures:
Operating Expenditures:
Bandwidth Cost:
Delay Cost:
Where h p,q , d p,q denote the number of hops and delay between node p and node q (shortest path) respectively. The constraint in (8) is also restructured as follows:
Where a denotes the latter VNF in in homogeneous link a.
Constraint C1 ensures when decision variable l is equal to 0, the corresponding decision variable r is also equal to 0. C2 ensures that each VNF needs to be deployed at least once and C3 ensures each instance of a VNF should be deployed at most one time. C4, C5 ensure for a VNF, the sequence number of its instances is consecutive, i.e., VNF-X-i (i ≥ 2) can only be deployed after the VNF-X-(i-1) has been deployed. C6, C7 ensure the homogeneous links are continuous. C8 ensures in a homogeneous link, the sum of data rate allocated on each sub link is equal to total required data rate of the latter VNF in this homogeneous link. And C9 ensures total outflows of previous homogeneous link should be equal to total inflows of next homogeneous link. C10 ensures total resource consumption of all VNF instances on one node should not exceed its resource capacity. Here note that the µ, α and β of dummy VNFs ingress and egress are all set to zero. Thus, with above CPLEX-based system model, we can easily write corresponding OPL code and then find optimal solution by means of CPLEX.
IV. SIMULATION TOPOLOGIES WITH GENERATING PRINCIPLES
Since the model coordinates three stages of NFV-RA, we build an optimal solution database based on it to provide optimal data. Here note that the actual characteristic of substrate network topologies are not well understood now as the network virtualization is a new emerging field. Thus, considering the applicability and generality of database, we choose three typical kinds of network topologies as simulation topologies and in this section we introduce their generating principles.
A. RANDOM NETWORK
Random network can represent many typical networks such as ISP networks. Considering its universality, we take it as one of the simulation topologies. The generating principle of random network in this work is designed mainly according to the idea that the edge probability between a pair of nodes depends on the distance between them [17] . Generating Principle: In this work, a random network is generated by the following steps:
1) Generate N nodes at random locations.
2) For each nodes x, find the nearest m (m = θ · N ) nodes from it. Then for each pair of nodes < x, i > (i = 1, . . . , m), add an edge to connect them with
, where d x,i denotes the distance between node x and node i. Note that above steps cannot ensure the connectivity of the network. So, when a network is generated, we check if it is connected. If not, we will abandon it. Fig. 5 shows an example of 15 nodes random network.
B. SMALL-WORLD NETWORK
Small-World network [18] , [19] is a kind of network that has both features of large clustering coefficients and short average path length. According to the difference of generating principle, Small-World network can be divided into two types, WS Small-World network and NW SmallWorld network. As some of networks present the characteristics of Small-World network, we also take it as the simulation topology in establishing the database. Note that the generated NW Small-World network topology is denser than WS Small-World's under the same generation environment. And this may increase the execution time to find optimal solutions. Thus, we finally choose the WS Small-World network to represent the SmallWorld network. The generating principle of WS SmallWorld network in this work is designed mainly based on [18] and [19] .
Generating Principle: In this work, a WS Small-World network is generated by the following steps: 1) Generate a ring-shaped network with N nodes and each node is connected to its neighbor 2K nodes (K nodes on each side), where K (K < N /2) is a small integer. 2) For each pair of connected nodes, keep one end of edge unchanged and disconnect the other end with probability p (0 < p < 1) then reconnect it to another one node which is randomly chosen from the network. This rewiring step should be performed edge by edge, once and once on the original ring-shaped network. At the step 2, the random rewiring operation follows a uniform distribution which means every node has the same probability to be chosen. Meanwhile, multiple edges and self-loops are not allowed. Similar to the random network, as above generating way of WS Small-World network cannot ensure the connectivity of the network, we check the connectivity when each network is generated. Fig. 6 shows an example of 15 nodes WS Small-World network.
C. SCALE-FREE NETWORK
A common feature of random network and Small-World network is that their node-degree distribution approximately follows the Poisson distribution, i.e., nodes with high degrees usually don't exist in such networks. However, for many real-world networks such as Internet, World Wide Web, etc., their connectivity or node-degree distribution is heterogeneous, which follows a power-law form and is independent from the scale. This kind of network model is called BA Scale-Free model [20] , [21] and we also take this network as the simulation topology. The generating principle of Scale-Free network in this work is designed mainly based on [20] and [21] .
Generating Principle: In this work, a Scale-Free network is generated by the following steps: 1) Generate a connected network with n (n ≥ 1) nodes.
2) Add one new node to the existing network each time, and this incoming new node is randomly connected to m (1 ≤ m ≤ n) existing nodes with probability
, where N denotes the total number of current existing nodes and k i denotes the degree of node i (i = 1, . . . , m). Clearly, after t steps, there will be N = n + t nodes in network in all. Likewise, we check the connectivity when each network is generated. Fig. 7 shows an example of 15 nodes Scale-Free network.
V. SIMULATIONS AND RESULTS ANALYSIS
We perform extensive simulations on above three topologies to find a series of optimal solutions which are finally used for building the database. In this section, we first introduce simulation setup and then analyze the influence of different structural topologies on each cost objective and execution time in our system model. 
A. SIMULATION SETUP
Due to the NP-hardness, execution time will sharply increase with the expansion of topology. Hence, we consider the scenario of one SFC deployment for each topology. Meanwhile, we also assume that ingress node and egress node are included in each topology and other nodes are all NFV nodes. Resource on each NFV node and delay on each link are randomly generated following a uniform distribution which are given in Table 3 . For the resource on NFV nodes, we do not fractionize the type of resources (CPU, memory, disk, etc.), but just use one single value to represent the resource capacity of each node. The required SFC consists of three VNFs, and for the sake of simplicity, we set both traffic scale η and µ resource requirement coefficient of each VNF to one. The detailed parameters of required SFC and VNFs are given in Table 4 and Table 5 respectively. Table 6 gives the parameter settings in the generation process of topology. To ensure the comparability in later performance analysis, above parameters are set to make three network topologies have similar average node degree. For each type of topology, we start the simulation scale from 10 nodes and gradually increase nodes by 5 until reaching the memory limit of current simulation environment. We carry out our simulations in a PC with four 3.5GHz CPU cores and 32GB memories using CPLEX 12.6.0.0, and finally, under this environment, we have simulated the random network with 10, 15, 20, 25, 30 nodes, WS Small-World network with 10, 15, 20, 25 nodes and Scale-Free network with 10, 15, 20 nodes. Each type of topology with different nodes is generated 10 times and that is, there are total 120 CPLEXbased optimal solution data in database so far. The database is available at http : //www.opensource5g.org/database.
B. COST PERFORMANCE
In this subsection, we compare the influence of different structural topologies on each cost objective under our CPLEX-based system model. We set cost factors as in Table 7 , and likewise, we simplify the values of delay penalty coefficient and bandwidth cost coefficient to one. For each generated topology, we select two nodes with relatively large hop times between them as ingress node and egress node. Fig. 8 shows each cost objective performance on different topology. Here note that as we consider one SFC deployment, the operating expenditures on each topology is same, so we do not present the operating expenditures performance.
For Scale-Free network, we can observe that the link costs (including bandwidth cost and delay cost) are relatively high compared with other two network topologies when to realize the same SFC. This is because that the degree of most nodes in Scale-Free network is very small (as observed in Fig. 7 , there are many nodes whose degree is one). That causes the traffic flow to traverse again the nodes that have been visited when VNFs are deployed on these small degree nodes, as shown in Fig. 9 . In this work, we call it ''Node Backtracking''. The ''Node Backtracking'' lengthens total traffic flow path which correspondingly leads to high link costs in Scale-Free network.
For WS Small-World network, the result shows that it has high capital expenditures and low link costs compared with other two network topologies. High capital expenditures indicate VNFs have been deployed many times. In our model, the emergence of multiple instances of one VNF is caused by following two reasons. The first one is the resource of nodes is insufficient so extra instances should be added to split the traffic flow to reduce resource occupation per VNF. The other is, in some situations, deploying multiple instances is more conducive to reduce the total cost. Fig. 10 shows two deployment strategies (here r represents data rate and d, h represent delay and number of hops between nodes respectively). Under the recourse restriction, assuming that the strategy in Fig. 10(a) is the best deployment strategy when the VNF-B is deployed only once. However, in Fig. 10(b 
the total link costs of this strategy will be less than the strategy in Fig. 10(a) . Further, if the reduced link costs are more than the increased capital expenditures caused by adding extra one VNF-B instance, the transformation from the strategy in Fig. 10(a) to the strategy in Fig. 10(b) will reduce the total cost. And here we call this transform as ''Adding Instance'' transform. However, above case usually occurs in topologies where the average number of hops between each pair of nodes is small. Large average number of hops means long path, and it is usually accompanied by relatively high path delay. So if the average number of hops is large, it is hard to implement ''Adding Instance'' transformation as there are few substitutable nodes which meet above conditions. Exactly, the WS Small-World network has short average path length (as can be observed in Fig. 6 ), which means the average number of hops between each pair of nodes is small. So such ''short-cut'' characteristic of WS Small-World network not only decreases the link costs but also increases the probability of occurrence of Adding Instance transformation which further leads to high capital expenditures.
On the contrary, in random network, it has relatively large average number of hops (as can be observed in Fig. 5 ) which means there will be few ''Adding Instance'' transformations. Therefore, in Fig. 8 , it is shown that the random network has low capital expenditures with high link costs. However, when compared to the Scale-Free network, the random network has lower link costs. This stems from the fact there are few ''Node Backtracking'' phenomena in random network when compare to Scale-Free network. Fig. 11 shows total cost performance on different topologies. WS Small-World network achieves the lowest total cost through much ''Adding Instance'' transformation. And by the impact of the ''Node Backtracking'', Scale-Free network has the highest link costs which further leads to the highest total cost.
C. EXECUTION TIME
To investigate the impact of different structural topologies on execution time in our considered model, we plot the average execution time on each type of topology, as shown in Fig. 12 . It is noticeable that, with the increase of nodes, the execution time grows rapidly, which is consistent to our expectation. The Scale-Free network takes the longest time and also has the highest growth rate of memory consumption. So under aforementioned simulation environment, the largest scale of Scale-Free network we have simulated only contains 20 nodes. The reason is that, in Scale-Free network, there are a few nodes which have extremely high degree compared with others and many factors should be taken into consideration to deploy VNFs on these nodes. The WS Small-World network has the second longest execution time and this might be caused by the ''Adding Instance'' transformation. Relatively many VNF instances and traffic flow paths should be taken into account during the orchestration as much ''Adding Instance'' transformation occurs in WS Small-World network which correspondingly increases the execution time.
VI. CONCLUSION
In this paper, we formulate a typical three-stage coordinated NFV-RA model and find the optimal solution of it with CPLEX. Considering that the original model's objective function is a cubic function of decision variables which cannot be solved directly by CPLEX, we propose a novel modeling approach HLM to transform the original model into the CPLEX-based model. Besides, we establish a SFC deployment database with optimal solutions calculating on three typical network topologies and the database can be used as a criterion to evaluate other SFC algorithms. We also analyze the SFC deploying performance on above three network topologies to investigate the influence of different structural topologies on SFC deployment. In our future work, we would like investigate some heuristic approaches to reduce the execution time for finding high-quality sub-optimal solutions. 
