We consider adaptive finite element methods for second-order elliptic PDEs, where the arising discrete systems are not solved exactly. For contractive iterative solvers, we formulate an adaptive algorithm which monitors and steers the adaptive mesh-refinement as well as the inexact solution of the arising discrete systems. We prove that the proposed strategy leads to linear convergence with optimal algebraic rates. Unlike prior works, however, we focus on convergence rates with respect to the overall computational costs. In explicit terms, the proposed adaptive strategy thus guarantees quasi-optimal computational time. In particular, our analysis covers linear problems, where the linear systems are solved by an optimally preconditioned CG method as well as nonlinear problems with strongly monotone nonlinearity which are linearized by the so-called Zarantonello iteration.
Introduction
1.1. State of the art. The ultimate goal of any numerical scheme is to compute a discrete solution with error below a prescribed tolerance at, up to a multiplicative constant, the minimal computational costs. Since the convergence of numerical methods is usually spoiled by singularities of the (given) data as well as the (unknown) solution, a posteriori error estimation and related adaptive mesh-refinement strategies are indispensable tools for reliable numerical simulations. For many model problems, the mathematical understanding of rate-optimal convergence of adaptive FEM has matured; we refer to [Dör96, MNS00, BDD04, Ste07, CKNS08, CN12, FFP14] for some works for linear problems, to [Vee02, DK08, BDK12, GMZ12] for nonlinear problems, and to [CFPP14] for a general framework of convergence of adaptive FEM with optimal convergence rates. Some works also account for the approximate computation of the discrete solutions by iterative (and inexact) solvers; see, e.g., [BMS10, AGL13] for linear problems and [GMZ11, GHPS18, HW18a, HW19] for nonlinear model problems. Moreover, there are many papers on a posteriori error estimation which also include the iterative and inexact solution for nonlinear problems; see, e.g., [EEV11, EV13, AW15, HW18b] and the references therein.
As far as optimal convergence rates are concerned, the mentioned works focus on rates with respect to the degrees of freedom. However, in practice, one aims for the optimal rate of convergence with respect to the computational costs, i.e., the computational time. The issue of optimal computational costs is already addressed in the seminal work [Ste07] for the Poisson model problem. There, it is assumed that a sufficiently accurate discrete solution can be computed in linear complexity, e.g., by a multigrid solver. Under these so-called realistic assumptions on the solver, it is then proved that the total error (i.e., the sum of energy error plus data oscillations) will also converge with optimal rate with respect to the computational costs. A similar result is obtained in [CG12] for an adaptive Laplace eigenvalue computation.
In recent own works, we have tried to include concrete solvers into the convergence analysis. In [GHPS18] , we considered adaptive FEM for an elliptic PDE with strongly monotone nonlinearity. The arising nonlinear FEM problems are linearized via the socalled Zarantonello iteration (or Banach-Picard iteration), which leads to a linear Poisson problem in each step. The adaptive algorithm drives the linearization strategy as well as the local mesh-refinement. In [GHPS18] , we have proved that the overall strategy leads to optimal convergence rates with respect to the degrees of freedom and to almost optimal convergence rates with respect to the total computational costs. The latter means that, if the total error converges with rate s > 0 with respect to the degrees of freedom, then it converges with rate s − ε > 0 with respect to the overall computational costs, for all ε > 0. Moreover, in [FHPS19] , we obtained analogous results for an adaptive boundary element method, where we employed a preconditioned conjugate gradient method (PCG) with optimal additive Schwarz preconditioner to approximately solve the arising linear discrete systems.
In the present work, we now prove optimal rates with respect to the overall computational costs for the algorithm from [GHPS18] . Moreover, we give an abstract analysis in the spirit of [CFPP14] and show that this also covers linear solvers like PCG. The precise contributions of this work are outlined in the remaining subsections of this introduction. 
where Ω ⊂ R d is a bounded Lipschitz domain with d ∈ {2, 3}, and f ∈ L 2 (Ω) is a given load. We assume that A : L 2 (Ω) d → L 2 (Ω) d is strongly monotone and Lipschitz continuous (see Section 2.1) so that (1) resp. the equivalent variational formulation
admit a unique solution u ∈ H := H 1 0 (Ω). Given a discrete subspace X ⊂ H related to some triangulation T of Ω, also the discrete formulation Au , v H×H = F , v H ×H for all v ∈ X
(3) admits a unique solution u ∈ X . If A is nonlinear, then u can hardly be computed exactly. Even if A is linear, usual FEM codes employ iterative solvers like PCG, GMRES, or multigrid.
Given an initial guess u 0 ∈ X , we assume that we can compute iterates u k := Φ (u k−1 ) ∈ X which lead to a contraction in the energy norm on H, i.e., |||u − u k ||| ≤ q |||u − u k−1 ||| for all k ∈ N (4)
with some X -independent contraction constant 0 < q < 1. In explicit terms, we assume that we have an iterative solver with iteration function Φ : X → X which is uniformly contractive in each step. We assume that we can control the discretization error (for the exact, but never computed discrete solution u ∈ X from (3)) by some reliable a posteriori error estimator
where the local indicators η (T, ·) can also be evaluated for other discrete functions v ∈ X instead of the exact Galerkin solution u ∈ X .
1.3. Adaptive algorithm. In the following, we formulate our adaptive algorithm, which takes the form
where the first step may be understood (and stated) as an inner loop, and Mark is based on the Dörfler criterion (7) from [Dör96] with (quasi-) minimal cardinality [Ste07] . Let 0 < θ ≤ 1, C mark ≥ 1, and λ ctr > 0 be given. Starting from an initial mesh T 0 = T 1 and an initial guess u 0 ∈ X 0 , our adaptive algorithm iterates the following steps for all n = 1, 2, 3, . . . :
(i) Perform one step of the iterative solver to obtain u n := Φ n (u n−1 ). (ii) Compute the refinement indicators η n (T, u n ) for all T ∈ T n . (iii) If |||u n − u n−1 ||| > λ ctr η n (u n ), then define T n+1 := T n and continue with Step (i). (iv) Otherwise, choose a set of marked elements M n ⊆ T n which has up to the multiplicative constant C mark minimal cardinality and satisfies the Dörfler marking
(v) Employ, e.g., newest vertex bisection to generate the coarsest refinement T n+1 of T n such that at least all marked elements are refined.
Note that the index n ∈ N 0 does not distinguish whether one step of the iterative solver is performed or the mesh is locally refined. We remark that the computation of, e.g., all residual error indicators in Step (ii) as well as as the local mesh-refinement by, e.g., newest vertex bisection can be done at linear costs. The same applies to, e.g., one step of PCG with an optimal additive Schwarz preconditioner in Step (i). For the Dörfler marking (7) in Step (iv), we refer to [Ste07] for an algorithm with linear costs and C mark = 2 as well as to the recent own algorithm [PP19] with linear costs and even C mark = 1.
Main results.
Under usual assumptions, we prove that the proposed adaptive algorithm guarantees linear convergence of the quasi-error (consisting of error plus error estimator) in the sense of
for all m, n ∈ N 0 ; (8) see Theorem 4 for the precise statement. Moreover, given N ∈ N 0 , let T(N ) be the set of all refinements T of T 0 with #T − #T 0 ≤ N . Then, the algorithm leads to optimal convergence behavior in the following sense: For given s > 0, define
Then, there exists a constant C(s) > 0 such that
see Theorem 7 for the precise statement. Some comments are in order to underline the importance of the latter result:
• First, by definition (9), it holds that u As < ∞ if and only if the quasi-error (for the exact discrete solutions) converges at least with algebraic rate s > 0 along a sequence of optimal meshes.
• Second, if all Steps (i)-(v) of the adaptive algorithm can be performed at linear costs O(#T n ), then the sum n m=0 #T m is proportional to the overall computational work (resp. the overall computational time spent) to perform the n-th step of the adaptive loop, since each adaptive step depends on the full adaptive history.
• Third, the interpretation of (10) thus is that the quasi-error for the computed discrete solutions u n decays with rate s with respect to the overall computational costs (as well as the degrees of freedom) if and only if rate s is possible with respect to the degrees of freedom (for the exact discrete solutions on optimal meshes).
• Fourth, since s > 0 is arbitrary, the proposed algorithm will asymptotically regain the best possible convergence behavior, even with respect to the computational costs.
• Prior works (see, e.g., [Ste07, BMS10, CG12, GHPS18]) proved linear convergence of the quasi-error only for those steps, where mesh-refinement takes place. Unlike this, we prove linear convergence (8) for the full sequence of discrete approximations, i.e., independently of the algorithmic decision for mesh-refinement or one step of the discrete solver. Moreover, our proof of (10) shows that full linear convergence (8) is the key argument to prove optimal rates with respect to the computational costs.
• In usual applications, the quasi-error (i.e., error plus estimator) is equivalent to the so-called total error (i.e., error plus data oscillations) as well as to the estimator alone. Therefore, the approximability u As in (9) can equivalently be defined through the total error (see, e.g., [Ste07, CKNS08, CN12, FFP14]) or the estimator (see, e.g., [CFPP14] ) instead of the quasi-error (used in (9)). The overall result will be the same.
1.5. Outline. The remainder of this work is organized as follows: First, Section 2 formulates the precise assumptions on the model problem (Section 2.1), the mesh-refinement and the FEM spaces (Section 2.2-2.3), and the error estimator and the iterative solver (Section 2.4-2.5). Then, we give a reformulation of the proposed adaptive algorithm in Section 2.6, which is more appropriate for the numerical analysis, and formulate our main results in Section 2.7. Some remarks on the abstract setting are collected in Section 2.8, before we apply the setting to adaptive FEM with PCG solver for linear PDEs (Section 2.9) and the adaptive algorithm from [GHPS18] for adaptive FEM for problems with strongly monotone nonlinearity (Section 2.10). Section 3 provides the proof of Proposition 3 that the proposed adaptive strategy inherently allows for reliable a posteriori error control. The proof of Theorem 4 (full linear convergence) is given in Section 4. The proof of Theorem 5 (optimal rates with respect to the computational costs) is given in Section 5. Some numerical experiments in Section 6 underline our theoretical findings by numerical experiments in 2D and conclude the work.
Main results
2.1. Abstract model problem. Let H be a Hilbert space over K ∈ {R, C} with scalar product ·, · , corresponding norm ||| · |||, and dual space H (with norm ||| · ||| ). Let P : H → K be Gâteaux differentiable with derivative A := dP : H → H , i.e.,
We suppose that the operator A is strongly monotone and Lipschitz continuous, i.e., 
In particular, let u ∈ H denote the exact solution on H. Moreover, with the energy functional E := Re (P − F ), it holds that
see, e.g., [GHPS18, Lemma 5.1]. In particular, u ∈ H (resp. u H ∈ X H ) is the unique minimizer of the minimization problem
As for linear elliptic problems, the present setting guarantees the Céa lemma
2.2. Mesh-refinement. We assume that refine(·) is a fixed mesh-refinement strategy, e.g., newest vertex bisection [Ste08] . We write T h = refine(T H , M H ) for the coarsest one-level refinement of T H , where all marked elements M H ⊆ T H have been refined, i.e., M H ⊆ T H \T h . We write T h ∈ refine(T H ), if T h can be obtained by finitely many steps of one-level refinement (with appropriate, yet arbitrary marked elements in each step). We define T := refine(T 0 ) as the set of all meshes which can be generated from the initial mesh T 0 by use of refine(·). Finally, we associate to each T H ∈ T a corresponding finite-dimensional subspace X H .
For our analysis, we only employ the following structural properties (R1)-(R3), where C son ≥ 2 and C mesh > 0 are generic constants:
(R1) splitting property: Each refined element is split into finitely many sons, i.e., for all T H ∈ T and all M H ⊆ T H , the mesh T h = refine(T H , M H ) satisfies that
(R2) overlay estimate: For all meshes T ∈ T and T H , T h ∈ refine(T ), there exists a common refinement
(R3) mesh-closure estimate: For each sequence (T ) ∈N 0 of successively refined meshes, i.e., T +1 := refine(T , M ) with M ⊆ T for all ∈ N 0 , it holds that
2.3. Conforming discrete subspaces. To each T H ∈ T, we associate a finitedimensional conforming X H ⊂ H. We suppose nestedness in the sense that X H ⊆ X h for all T h ∈ refine(T H ). (17)
We assume the following axioms of adaptivity from [CFPP14] for all T H ∈ T and all T h ∈ refine(T H ), where C stab , C rel > 0 and 0 < q red < 1 are generic constants:
2.5. Discrete iterative solver. For all T H ∈ T, let Φ H : X H → X H be the iteration function of one step of the iterative solver. We require one of the following contraction properties with some uniform constant 0 < q ctr < 1, which is independent of T H : (C1) energy contraction:
To formulate the stopping criterion for the iterative solver, let
Then, the following lemma provides the means to stop the iterative solver.
Lemma 1. Let T H ∈ T and v H ∈ X H . Then, (C1) or (C2) imply the following estimates:
Proof. By definition of dl(·, ·), the claim (i) holds by assumption on (C1) resp. (C2). Moreover, (ii)-(iii) follow from the triangle inequality. Note that, if (C1) is valid, then dl(·, ·) is a quasi-metric, i.e., it holds that
2.6. Adaptive algorithm. For analytical reasons, we reformulate the adaptive algorithm from the introduction. More precisely, instead of the single index n, we will employ a lower index for the adaptive mesh-refinement as well as an upper index k for the respective steps of the iterative solver. Define the index set
With this order, we can define the total step counter
which provides the total number of solver steps up to the computation of u k . Then, provided that (C2) holds, Algorithm 2 and the adaptive algorithm from the introduction are related through T n = T and u n = u k , where n = |( , k)| and quantities with tilde (i.e., T n and u n ) belong to the algorithm from the introduction.
To abbreviate notation, we make the following convention: If the mesh index ∈ N 0 is clear from the context, we simply write k := k( ), e.g., u k := u k( ) . Finally, we introduce some further notation: Define := sup ∈ N 0 : ( , 0) ∈ Q . Generically, it holds that = ∞, i.e., infinitely many steps of mesh-refinement occur. Moreover, for ( , 0) ∈ Q, define k( ) := sup k ∈ N 0 : ( , k) ∈ Q + 1. We note that the latter definition is consistent with that of Algorithm 2, but additionally defines k( ) = ∞ if < ∞.
2.7. Abstract main results. This section states our main results in the abstract framework of Section 2.1. We stress that the analysis relies only on the assumptions (R1)-(R3) on the mesh-refinement, (A1)-(A4) on the error estimator, and (C1) resp. (C2) on the iterative solver. We refer to Section 2.9 and Section 2.10 below, where these assumptions are verified for concrete model problems.
First, we note that due to the contraction property (C1) resp. (C2), we have a posteriori error control of the error. The proof is given in Section 3.
if k = 0 and > 0.
(22)
The constant C rel > 0 depends only on C stab , C rel , q ctr , and λ ctr under (C2), while it additionally depends on α under (C1).
The first main theorem states linear convergence of the quasi-error. We note that under certain assumptions, linear convergence holds for arbitrary parameters 0 < θ ≤ 1 and λ ctr > 0. The proof is given in Section 4.
Then, for all 0 < θ ≤ 1 and 0 < λ ctr < λ conv θ, there exist constants C lin ≥ 1 and 0 < q lin < 1 such that the quasi-error (21) is linearly convergent in the sense of
The constants C lin and q lin depend only on C Céa = L/α, C stab , q red , C rel , q ctr , and the adaptivity parameters θ and λ ctr , while it additionally depends on L in case of (C1).
Remark 5. Theorem 4 is remarkably stronger than the corresponding results in [GHPS18]:
(i) [GHPS18, Theorem 5.3] assumes that k( ) < ∞ for all ∈ N 0 and then proves linear convergence only for the final iterates, i.e., η +m (u k +m ) q m lin η (u k ) for all , m ∈ N 0 . If k( ) = ∞ for some ∈ N 0 , then [GHPS18, Proposition 4.4] proves only plain convergence ∆ k → 0 as k → ∞. Instead, the present Theorem 4 states linear convergence of ∆ k in any case as |( , k)| → ∞.
(ii) Moreover, [GHPS18, Theorem 5.3] is always constrained by λ conv = 1−qctr C stab qctr , while the present Theorem 4 allows even for λ conv = ∞ in certain (relevant) situations.
The following corollary states that the exact solution u is discrete if < ∞, i.e., if the number of mesh refinements is bounded.
Corollary 6. Suppose the assumptions of Theorem 4. Then, < ∞ implies that u = u and η (u ) = 0.
Proof. According to Theorem 4, it holds that
Moreover, contraction (C1) or (C2) (together with (14) in case of (C1)) prove that
This concludes the proof.
The second main theorem states optimal convergence rates of the quasi-error (21) with respect to the overall computational costs. As usual in this context (see, e.g., [CFPP14] ), the result requires that the adaptivity parameters 0 < θ ≤ 1 and λ ctr > 0 are sufficiently small. The proof is given in Section 5.
Theorem 7. Suppose (C1) or (C2). Suppose (R1)-(R3) and (A1)-(A4). Define
Let 0 < θ ≤ 1 and 0 < λ ctr < λ opt θ such that
Let s > 0. Then, there exist c opt , C opt > 0 such that
where u As is defined in (9). The constant c opt > 0 depends only on C Céa = L/α, C son , C stab , C rel , #T 0 , and s, and additionally on resp. 0 , if < ∞ or η 0 (u k 0 ) = 0
2.8. Remarks on abstract assumptions. In this section, we briefly comment on the validity of the abstract assumptions made.
Mesh-refinement (R1)-(R3). For mesh-refinement of simplical meshes by newest vertex bisection, the properties (R1)-(R3) are verified in [BDD04, Ste07, Ste08, CKNS08, GSS14]. We note that the mesh-closure estimate (R3) requires a technical admissibility condition on T 0 for d ≥ 3, which is proven unnecessary for d = 2 in [KPP13] . We refer to [BN10] for red-refinement with first-order hanging nodes. In the frame of isogeometric analysis, we mention the mesh-refinement techniques for analysis-suitable T-splines [MP15] , truncated hierarchical B-splines [BGMP16] , and hierarchical B-splines [GHP17] .
Error estimator (A1)-(A4). The verification of (A1)-(A4) in Section 2.9 and 2.10 relies on scaling arguments and implicitly uses that all meshes T H ∈ T are uniformly shape regular. Moreover, we note that the analysis is implicitly tailored to weighted-residual error estimators, since the usual verification of (A2) relies on exploiting the contraction of the mesh-size on refined elements.
Iterative solver (C1)-(C2). For linear symmetric problems, one usually has that
, and hence (C1) and (C2) are equivalent. In the setting of strongly monotone and Lipschitz continuous nonlinear operators (see
satisfies (C2) with q 2 ctr = 1 − α 2 /L 2 ; see, e.g., [CW17, GHPS18, HW18a, HW19]. Hence,
In this case, the additional validity of (C1) with the modified constant L α q 2 ctr follows from an additional condition on L/α involving the golden ratio, namely
Moreover, with the same arguments, (C1) guarantees that
Hence, the condition (29) even yields equivalence of (C1) and (C2) (but with different contraction constants q ctr ).
2.9. AFEM for linear elliptic PDE with optimal PCG solver. We consider the boundary value problem (1), where we assume that
where A ∈ W 1,∞ (Ω) d×d is symmetric and uniformly positive definite. Note that A ∈ W 1,∞ (Ω) d×d instead of A ∈ L ∞ (Ω) d×d is only necessary to ensure that the residual error indicators (34) are well-defined. One easily checks that
satisfies (11). If we equip H 1 0 (Ω) with the scalar product
then (12) is satisfied with α = 1 = L. Let T 0 be a conforming initial triangulation of Ω into simplices T ∈ T 0 . We employ newest vertex bisection for refine. According to Remark 2.8, (R1)-(R3) are satisfied. For each T H ∈ T, we define the corresponding space
as the space of all continuous piecewise polynomials of fixed degree p ≥ 1 that vanish on the boundary Γ = ∂Ω. We define the weighted-residual error indicators (see, e.g.,
where [·] denotes the usual jump of piecewise continuous functions across element interfaces, and n is the outer normal vector of the considered element. It is well-known that the resulting error estimator satisfies the axioms (A1)-(A4); see, e.g., [CFPP14, Section 6.1] and the references therein. Finally, we introduce the iteration function Φ H : X H → X H as one step of PCG: Let
be the Galerkin matrix corresponding to the usual Lagrangian basis {ζ 1 , . . . , ζ N } of X H and P H ∈ R N ×N be an arbitrary symmetric positive definite preconditioner. With the right-hand side vector
For any v H ∈ X H with coefficient vector y H ∈ R N , we have the elementary identity
Given an initial guess x 0 H , PCG (see [GVL13, Algorithm 11.5.1]) approximates the solution x H ∈ R N . We note that each step of PCG has the following computational costs:
• O(N ) costs for vector operations (e.g., assignment, addition, scalar product),
• computation of one matrix-vector product with M H , • computation of one matrix-vector product with P −1 H . 
Then, the iterates x k H of the PCG algorithm satisfy the contraction property
where q pcg :
Finally, we suppose that the employed preconditioners P H are optimal in the sense that C pcg depends only onthe coefficient matrix A, the initial mesh T 0 , and the polynomial degree p. We stress that such optimal symmetric positive preconditioners exist and the product of P H with one vector can be realized in linear complexity O(N ); see, e.g., [WC06, SMPZ08, XCH10, CNX12]. Then, (41) together with (38) immediately gives the norm contraction (C2). Due to (31)-(32), we have that |E(v) − E(w)| = (1/2)|||w − v||| 2 for all v, w ∈ H 1 0 (Ω), and thus (C2) is equivalent to (C1). Altogether, the main results from Section 2.7 apply to the present setting. Moreover, the linear convergence (24) from Theorem 4 holds even for arbitrary λ ctr > 0 and 0 < θ ≤ 1 in Algorithm 2.
2.10. AFEM for strongly monotone nonlinearity. We consider the boundary value problem (1), where we assume that
with a scalar nonlinearity a : Ω × R ≥0 → R that satisfies the following properties (N1)-(N4) with generic constants c a , C a , c a , C a , L a , L a > 0, which have already been considered in [GMZ12, GHPS18]: According to, e.g., [GHPS18, Proposition 8.2], (N1)-(N2) imply the existence of some P : H 1 0 (Ω) → R with (11)-(12), where α = c a and L = C a if H 1 0 (Ω) is equipped with the scalar product w, v := Ω ∇w · ∇v dx.
Let T 0 be a conforming initial triangulation of Ω into simplices T ∈ T 0 . We employ newest vertex bisection for refine. According to Remark 2.8, (R1)-(R3) are satisfied. For each T H ∈ T, consider the lowest-order FEM space
We define the weighted-residual error indicators (see, e.g., [GMZ12, GHPS18] ) for all
where [·] denotes the usual jump of piecewise continuous functions across element interfaces, and n is the outer normal vector of the considered element. Note that (N3) guarantees that the presented error indicators are well-defined. Reliability (A3) and discrete reliability (A4) are proved as in the linear case; see, e.g., [CKNS08] for the linear case and [GMZ12, Theorem 3.3 and 3.4] for the present nonlinear setting. The verification of stability (A1) and reduction (A2) requires the validity of an appropriate inverse estimate. For scalar nonlinearities and under the assumptions (N1)-(N4), the latter is proved in [GMZ12, Lemma 3.7]. Using this inverse estimate, the proof of (A1)-(A2) follows as for the linear case; see, e.g., [CKNS08] for the linear case or [GMZ12, Section 3.3] for scalar nonlinearities. We note that the necessary inverse estimate is still open for non-scalar nonlinearities and/or higher polynomial order p ≥ 2.
As iteration function Φ H : X H → X H , we employ the Zarantonello iteration from (28). In the present setting, Φ H (v H ) ∈ X H is obtained by solving the linear system
for all w H ∈ X H . In explicit terms, the computation of one step of the iteration requires only the solution of one (discretized) Poisson equation with homogeneous Dirichlet data. Altogether, the main results from Section 2.7 apply to the present setting.
Proof of Proposition 3 (a posteriori error control)
For ( , k) ∈ Q and k > 0, it holds that
Suppose (C2). With Lemma 1 (i)&(iii), it then follows that ≤ 2/α dl(u , u k ) ≤ 2/α q ctr 1 − q ctr dl(u k , u k−1 ).
Since ∆ k = |||u −u k |||+η (u k ), this proves (22) for the case that 0 < k ≤ k( ). If k = k( ), then the stopping criterion in Algorithm 2(iv) yields that
This proves (22) for k = k( ). If k = 0 and > 0, then u 0 = u k −1 and hence
, this concludes the proof.
Proof of Theorem 4 (linear convergence)
Recall the definition of dl(·, ·) from (19). According to Algorithm 2, the contractive solver stops for the minimal k = k( ) ≥ 1 such that
In particular, this implies that
4.1. Proof of Theorem 4 under assumption (C1). In this section, we give a proof of Theorem 4 under the assumption that the iterative solver Φ leads to a uniform contraction of the discrete energy (C1). Note that
since all three energy differences in the latter equality are non-negative (see (14)), and hence the absolute values in the definition of dl(·, ·) can be omitted.
Lemma 9. Suppose (A1)-(A3) and (C1). Let 0 < θ ≤ 1 and λ ctr > 0. Then, there exist constants µ > 0 and 0 < q lin < 1 such that
satisfies the following statements (i)-(ii):
The constants µ and q lin depend only on L, α, C stab , q red , C rel , and q ctr as well as on the adaptivity parameters 0 < θ ≤ 1 and λ ctr > 0.
Proof of Lemma 9(i). Let µ, ε > 0 be free parameters, which will be fixed below. First, we note that
Together with (14), this leads to
Let C 1 := LC 2 rel and C 2 := 2 Lα −1 C 2 rel C 2 stab . With this, we obtain that
According to the definition of Q and Lemma 1(ii), it holds that k + 1 < k( ) and hence
Let C 3 := λ −2 ctr (1 + q ctr ) 2 . Combining the latter two estimates, we see that
ctr dl(u , u k ) 2 Note that C 1 , C 2 , C 3 depend only on the problem setting. Provided that
we are thus led to
Up to the final choice of µ, ε > 0 (see below), this concludes the proof of Lemma 9(i).
Proof of Lemma 9(ii). Let µ, δ, ε > 0 be free parameters, which will be fixed below. First, we note that
Recall that C 1 = L C 2 rel and C 2 = 2Lα −1 C 2 rel C 2 stab . With this, we obtain that
Next, stability (A1) and reduction (A2) show that
According to the Dörfler marking criterion in Algorithm 2(v), we are led to
Note that
The Young inequality proves that
Let C 4 := 4 α −1 (q 2 ctr + 1) C 2 stab . Note that Algorithm 2 guarantees that u 0 +1 = u k . Combining the latter estimates, we see that
Note that C 1 , C 2 , C 4 and 0 < q θ < 1 depend only on the problem setting. Provided that
Up to the final choice of δ, µ, ε > 0, this concludes the proof of Lemma 9(ii).
Proof of Lemma 9 (fixing the free parameters). We proceed as follows:
• Choose δ > 0 such that (1 + δ) q θ < 1.
• Choose µ > 0 such that q 2 ctr + µ q θ (1 + δ) −1 C 4 < 1 and µC 3 + q 2 ctr < 1. • Finally, choose ε > 0 sufficiently small such that (50) and (54) are satisfied.
This concludes the proof of Lemma 9 with (1 − ε) = q 2 lin .
Proof of Theorem 4 under assumption (C1). According to (14), it holds that ∆ k (Λ k ) 1/2 , where the hidden constants depend only on µ, α, and L. Then, linear convergence (24) follows from Lemma 9 and induction, since the set Q is linearly ordered with respect to the total step counter |(·, ·)|.
Proof of Theorem 4 under assumption (C2).
We recall the following main result from [GHPS18] . The proof is based on a perturbation argument. It is shown that the given constraint on λ ctr guarantees estimator equivalence η (u ) η (u k ) as well as the fact that Dörfler marking for η (u k ) and θ implies Dörfler marking for η (u ) and θ := (θ − λ ctr /λ conv )/(1 + λ ctr /λ conv ) > 0.
Lemma 10 ([GHPS18, Lemma 4.9, Theorem 5.3]). Suppose (A1)-(A3) and (C2). Let 0 < θ ≤ 1 and 0 < λ ctr < λ conv θ, where λ conv = 1−qctr C stab qctr . Then, it holds that
(55)
Moreover, there exist C ghps > 0 and 0 < q ghps < 1 such that
The constants C ghps and q ghps depend only on C Céa = L/α, C rel , C stab , q red , and q ctr , as well as on the adaptivity parameters θ and λ ctr .
In the present case, the core of the proof is the following summability result.
Lemma 11. Suppose (A1)-(A3) and (C2). Let 0 < θ ≤ 1 and 0 < λ ctr < λ conv θ, where again λ conv = 1−qctr qctrC stab . Then, there exists C sum > 0 such that
(57)
The constant C sum depends only on L, α, C rel , C stab , q red , and q ctr , as well as on the adaptivity parameters θ and λ ctr .
Proof. The proof is split into six steps.
Step 1. This step provides an equivalent quasi-error quantity. First, note that
This proves that ∆ k = |||u − u k ||| + η (u k ) A k . Second, the Céa lemma (16) proves that
This concludes that
Step 2. This step collects some auxiliary estimates. We start with
With the Céa lemma (16) and reliability (22), it follows that
With nested iteration u 0 = u k −1 and (A1)-(A2), we thus obtain that
This proves (59). Next, we prove that
To see this, note that
Hence, it follows that
This proves (60). Finally, we use the stopping criterion of Algorithm 2(iv) to prove that
With the stopping criterion (47) and Lemma 1(ii), we get that
This leads to
and thus proves (61).
Step 3. Suppose that = ∞ and hence k( ) < ∞ for all ∈ N 0 . Note that
With contraction (C2), the geometric series proves that
Moreover, it follows that
So far, this proves that
Exploiting the linear convergence (56) together with the geometric series, we prove that
Overall, this proves that
(63)
Step 4. Suppose that = < ∞ and hence k( ) = k( ) = ∞. Then, the geometric series proves that
Step 5. Suppose that < < ∞ and hence k( ) = ∞. Then, it holds that
Provided that < < ∞, it hence holds that
Along the lines of Step 3, one concludes that
Step 6. In any case, (63)-(65) prove that
This concludes the proof of (57).
Proof of Theorem 4 under the assumption (C2). From [CFPP14, Lemma 4.9], we recall the following implication for sequences (α n ) n∈N 0 in R ≥0 and constants C > 0:
Since the index set Q is linearly ordered with respect to the total step counter |(·, ·)|, Lemma 11 implies that
where C lin = 1 + C sum and q lin = 1/(1 + C −1 sum ).
Proof of Theorem 7 (optimal convergence rates)
Recall u As from (9) and T(N ) = T ∈ refine(T 0 : #T −#T 0 ≤ N . The following lemma proves the first inequality in (27).
Lemma 12. Suppose (R1) as well as (A1)-(A3). Let s > 0. Then, it holds that
where c opt > 0 depends only on C Céa = L/α, C son , C stab , C rel , #T 0 , and s, and, if < ∞ or η 0 (u k 0 ) = 0 for some ( 0 + 1, 0) ∈ Q, additionally on resp. 0 . Proof. The proof is split into three steps. First, we recall from [BHP17, Lemma 22] that #T h /#T H ≤ #T h − #T H + 1 ≤ #T h for all T H ∈ T and all T h ∈ refine(T H ). (67)
Step 1. In this step, we consider the pathological cases that < ∞ or η 0 (u k 0 ) = 0 for some ( 0 +1, 0) ∈ Q. In the first case, Corollary 6 gives that u = u as well as η (u ) = 0. Note that the latter implies that u k 0 = u = u 0 due to Proposition 3 and (16). Hence, with := resp. := 0 , we obtain that
The term N + 1 within the maximum can be estimated by
The Céa lemma (16) and (A1)-(A3) give that |||u −u H ||| |||u −u 0 ||| and η H (u H ) η 0 (u 0 ) (see, e.g., [CFPP14, Lemma 3.5]). Altogether, we thus arrive at
Step 2. Next, we consider the generic case that = ∞ and η 0 (u k 0 ) > 0 for all 0 ∈ N 0 . Algorithm 2 yields that #T → ∞ as → ∞. Thus, we can argue analogously to the proof of [CFPP14, Theorem 4.1]: Let N ∈ N 0 . Choose the maximal ∈ N 0 such that #T − #T 0 + 1 ≤ N . Then, T ∈ T(N ). The choice of N guarantees that
This leads to
Taking the supremum over all N ∈ N 0 , we conclude that
Step 3. With stability (A1) and the Céa lemma (16), we see for all ( , 0) ∈ Q that
With (68) and (70), we thus obtain that u As sup
To prove the converse estimate, we need the following comparison lemma for the error estimator of the exact discrete solution u ∈ X , which is found in [CFPP14, Lemma 4.14] .
Lemma 13. Suppose (R1)-(R2) and (A1)-(A4). Let 0 < θ < θ opt := (1 + C 2 stab C 2 rel ) −1/2 . Then, there exist constants C 1 , C 2 > 0 such that for all s > 0 with u As < ∞ and all T H ∈ T, there exists R H ⊆ T H which satisfies that
and the Dörfler marking criterion
The constants C 1 , C 2 depend only on the constants of (A1)-(A4).
Proof of Theorem 7. The proof is split into six steps.
Step 1. It holds that
According to Lemma 12, it only remains to prove that
Without loss of generality, we may assume that u As < ∞.
Step 2. Provided that ( + 1, 0) ∈ Q (and hence k( ) < ∞) Lemma 1(i)&(iii) and Algorithm 2(iv) prove that
Under (C2), this leads to
Under (C1), this leads to
Step 3. With
Step 2, we see that
With 0 < λ ctr /λ opt < 1, this guarantees the equivalence
Step 4. Let R ⊆ T be the subset from Lemma 13 with θ from (26). Note that
This proves that
The choice of θ in (26) gives that θ = (1 − λ ctr /λ opt ) θ − λ ctr /λ opt . Thus, we obtain that
Hence, R satisfies the Dörfler marking criterion used in Algorithm 2(v). By (quasi-) minimality of M in Algorithm 2(v), we infer that #M #R 
The hidden constant depends only on C stab , q red , C rel , 1 − λ ctr /λ opt , C mark , C rel , and s.
Step 5. For ( , k) ∈ Q with T = T 0 , Step 4 and the closure estimate (R3) lead to
Replacing u As with max{ u As , ∆ 0 0 }, the overall estimate trivially holds for T = T 0 . We thus have derived that
where the hidden constant depends only on C stab , q red , C rel , C mesh , 1 − λ ctr /λ opt , C mark , C rel , ∆ 0 0 , and s. Finally, we employ linear convergence (24) to bound the latter sum by means of the geometric series
Combining the latter two estimates, we see that
where the hidden constant depends only on C stab , q red , C rel , C mark , 1 − λ ctr /λ opt , C mark , C rel , C lin , q lin , ∆ 0 0 , and s. Step 6. Let ( , k ) ∈ Q. Together with Step 5, the geometric series proves that
Rearranging this estimate, we end up with
where the hidden constant depends only on C stab , q red , C rel , C mesh , 1 − λ ctr /λ opt , C mark , C rel , C lin , q lin , ∆ 0 0 , #T 0 , and s. This concludes the proof. Figure 1 . Z-shaped domain Ω ⊂ R 2 with initial mesh T 0 (left) and Lshaped domain Ω ⊂ R 2 with initial mesh T 0 (right).
Numerical experiments
This section provides numerical experiments that underpin our theoretical findings, where we employ H 1 -conforming lowest-order FEM in 2D; see (43). On the one hand, we present an example for AFEM with optimal PCG solver, cf. Section 2.9, and on the other, an example for AFEM for a strongly monotone nonlinearity, cf. Section 2.10. For each problem, we compare the performance of Algorithm 2 for 6.1. AFEM for linear elliptic PDE with optimal PCG solver. We consider the following Poisson problem with homogeneous Dirichlet boundary conditions −∆u = 1 in Ω,
for both geometries from Figure 1 . As an optimal preconditioner for the PCG solver, we use the multilevel additive Schwarz preconditioner of [Füh14, Section 7.4.1].
In Figure 2 , we compare Algorithm 2 for different values of θ and λ, and uniform mesh-refinement. To this end, the error estimator η (u k ) of the last step of the PCG solver is plotted over the number of elements. Recall that η (u k ) ∆ k according to Proposition 3. We see that uniform mesh-refinement leads to the suboptimal rate of convergence O(N −2/7 ) for the Z-shaped domain and O(N −1/3 ) for the L-shaped domain. Algorithm 2 regains the optimal rate of convergence O(N −1/2 ), which empirically confirms Theorem 7. The latter rate of convergence appears to be even robust with respect to θ ∈ {0.1, 0.3, . . . , 0.9} as well as λ ∈ {1, 10 −1 , . . . , 10 −4 }. In Figure 3 , we aim to underpin that Algorithm 2 has the optimal rate of convergence with respect to the computational complexity. To this end, we plot the error estimator η (u k ) of the last step of the PCG solver over the cumulative sum ( ,k )≤( ,k) #T . In accordance with Theorem 7, we observe again the optimal order O(N −1/2 ).
In Figure 4 , we take a look at the number of PCG iterations. We observe that a larger value of λ or a smaller value of θ lead to a smaller number of PCG iterations. Nonetheless, in each case, this number stays uniformly bounded.
6.2. AFEM for strongly monotone nonlinearity. We consider the problem −div a(·, |∇u | 2 )∇u = 1 in Ω,
where the scalar nonlinearity a : Ω × R ≥0 → R is defined by
Then, (N1)-(N4) hold with α = c a ≈ 0.9582898017 and L = C a ≈ 1.542343818.
In Figure 5 , we compare Algorithm 2 for different values of θ and λ, and uniform meshrefinement. To this end, the error estimator η (u k ) of the last step of the Picard iteration is plotted over the number of elements. We see that uniform mesh-refinement leads to the suboptimal rate of convergence O(N −2/7 ) for the Z-shaped domain and O(N −1/3 ) for In Figure 6 , we plot the estimator η (u k ) of the last step of the Zarantonello iteration over the cumulative sum ( ,k )≤( ,k) #T . As predicted in Theorem 7, we observe that Algorithm 2 regains the optimal order of convergence O(N −1/2 ) with respect to the computational complexity. The rate seems to be independent of the values of λ or θ.
We mention that the number of Zarantonello iterations (not displayed) behaves similarly as the number of PCG iterations of Figure 4 . A larger value of λ or a smaller value of θ lead to less iterations, where the number stays uniformly bounded in each case. 
