Abstract-Labeled Data is scarce. Most statistical machine learning techniques rely on the availability of a large labeled corpus for building robust models for prediction and classification. In this paper we present a Higher Order Collective Classifier (HOCC) based on Higher Order Learning, a statistical machine learning technique that leverages latent information present in cooccurrences of items across records. These techniques violate the IID assumption that underlies most statistical machine learning techniques and have in prior work outperformed first order techniques in the presence of very limited data.
I. INTRODUCTION
Solving any problem in general involves three phases; detection, classification and resolution in that order. In the absence of sound detection and classification, it is improbable to get the correct resolution. Detection has historically been an easier problem while providing a correct solution has been the most difficult. The problem of providing a resolution is more challenging because it is likely that one may come across a completely new problem which would require creative thought. In this paper we present HOCC a Higher Order based Collective Classifier that is capable of addressing the first two phases of problem solving, detection and classification in particular to security problems for network data. We use this general frame work to solve two difficult and different problems in security; detection & classification of attacks/anomalies and masquerade detection.
To detect and classify attacks/anomalies we use the Border Gateway Protocol (BGP) data. BGP forms the backbone of Internet routing functionality, and any large scale anomalous events (such as worms, misconfiguration and power failure) have a direct impact on BGP performance. Identification and classification of such events can be employed to avoid problems such as route flapping [7] and potentially mitigate damage [2] caused by the events (such as quarantining infected machines). Therefore, identification and classification of BGP events in real time is an important task. There exist several approaches in literature that are capable of identifying anomalous activity in BGP control/data planes. Classifying anomalous events is a more challenging problem. In [5] , a collective classification algorithm was developed that distinguishes different events with high accuracy, based on patterns of connectivity in graphs of BGP control-plane data. However, one of the issues in the approach in this prior work is the very large time complexity of the classification process. In addition, although the approach in [5] does address classification of events, it does not address the detection of anomalous events. In this paper, we present a novel algorithm for identification and classification of anomalous BGP events.
A masquerade is where a person disguises his behavior as another user in order to gain the privileges of that user. For masquerade detection we utilize the Harvard Network File System (NFS) trace dataset. The dataset consists of network file system accesses of two groups, the Electrical Engineering and Computer Science graduate students and CAMPUS, the central computing facility at the university. With this dataset we model the behavior of each user using very limited labeled data. We compare the user's network accesses with this model to identify masquerades. The advantage of this dataset is that it consists of a very large corpus of labeled data which helps to quantify classification performance better.
As discussed, we show how HOCC can be applied to two completely different problems. We provide a more general frame work where HOCC can be extended to solve a variety of network security related problems. We utilize this framework to solve two difficult problems in this paper. In the next section we present related work to Higher Order Learning and statistical machine learning with respect to HOCC. We follow this up with a brief overview of HOCC, its application to the BGP and NFS data sets and finally present our conclusions.
II. RELATED WORK
Modern data mining algorithms primarily leverage firstorder relations, aiming to discover patterns such as association or classification rules only within records. The underlying assumption is that records are independent and identically distributed [19] . This assumption simplifies the underlying mathematics of statistical models, but in fact does not hold for many real world applications [6] . Although useful models can be learned, in many cases more accurate models can be learned if higher-order associations are leveraged by the data mining algorithm: i.e., associations between records. For example, in supervised learning a classification model is applied to a single record and a prediction is made based on the items (i.e., attribute-value pairs, or features) of the given record in a context-free manner, independent of the other records in the dataset. However, this context-free approach does not exploit the available information about relationships between records in a dataset [1] . Coupled with this is a growing need for data fusion due to increasing data fragmentation [16] . Consequently, there is a greater need to incorporate contextual information -i.e., higher-order associations that cross record boundaries. In general, our research falls into the field of Statistical Relational Learning (SRL). SRL models operate on relational data that includes explicit links between instances. These relations provide rich information that can be used to improve classification accuracy of learned models since attributes of linked instances are often correlated, and links are more likely to exist between instances that have some commonality [6] . Given a set of test instances, relational models typically label related instances in order to exploit the correlations between class labels. This is called collective classification (or collective inference), and as noted violates the traditional independence assumption. Several studies [3] , [15] , [19] have shown, however, that by making inferences about multiple data instances simultaneously collective inference can significantly reduce classification error [8] .
In our prior work [10] , we mathematically proved that Latent Semantic Indexing (LSI), a well-known approach to information retrieval, implicitly depends on higher-order cooccurrence associations. We also demonstrated empirically that higher-order associations play a key role in the effectiveness of systems based on LSI. LSI can reveal hidden or latent relationships among terms, as terms semantically similar lie closer to each other in the LSI vector space. In a related effort, [4] uses higher-order co-occurrence to solve a component of the problem of lexical choice, which identifies synonyms in a given context. In another effort, [24] use second-order co-occurrence to improve the runtime performance of LSI. Second and higher-order co-occurrence have also been used in other applications including word sense disambiguation [17] and stemming [22] .
In summary, several recent studies including those mentioned above show that collective classification can significantly improve classification accuracy compared to the traditional classification techniques. Our approach, which we term Higher Order Collective Classification, is based on a collective classification algorithm that leverages Higher Order associations.
III. HOCC: A HIGHER ORDER COLLECTIVE CLASSIFIER
HOCC creates a multi-graph from aggregated instances over a window of time. The vertices of the graph are unique attribute value pairs while the edges are generated based on co-occurrence of two items in any record. This graph represents the model of an ongoing event. From the labeled instances we generate graphs for the Event Model and compare them with the Real Time Models. A comparison of the graph can be performed using various techniques such as item set enumeration [5] or record set enumeration [14] . HOCC uses the latter novel Higher Order record set enumeration technique which is both time and space efficient. For more details on the HOCC algorithm we refer you to [14] .
The Record-Set enumeration technique generates a distribution of integers from the graph. We compare two graphs by performing the Student's T-test between two distribution and use p-values for comparison.
We define two models that we shall refer to frequently:
• Real Time Model The sliding windows that are obtained from real time network event data are referred to as the Real Time Model.
• Event Model This is the model obtained from labeled event bins. This model represents the signature of a previously known event and is used for classification. These models are pre-computed for comparison with the Real Time Models. Figure 1 . shows how HOCC can be applied in a generic manner to different problems. We use this same framework to solve the problems of anomaly detection and classification and masquerade detection in the next sections.
IV. BGP ANOMALY DETECTION AND EVENT
CLASSIFICATION:
[13] provides an excellent survey of general anomaly detection problems and techniques. There have been several successful systems developed for the detection of anomalies in BGP traffic. Some previous techniques applied to BGP data include using neural networks and rule mining techniques that can detect novelty (or anomalies) such as those presented in [12] and [11] respectively. In [11] , Li et al. use attributes derived from BGP traffic to detect Internet routing anomalies. They employ data mining techniques, in particular a decision tree machine learning algorithm, to train a model using labeled data. The authors use the counts of different types of BGP messages divided into one minute bins. Their model consists of the rules learned, and is used to detect occurrences of abnormal events. Basically their system can distinguish between two classes -event and normal -but cannot identify the exact type of an event. Thus one important drawback in their approach is that it cannot distinguish between different anomalous events such as worms. In fact, in her public review, Dina Katabi from MIT points out the importance of identifying whether an abnormal event is caused by a worm, blackout or misconfiguration [11] . Similarly [12] achieves success in detecting novel events in BGP but is unable to differentiate between them.
Several other research efforts of a similar nature have been conducted in [25] , [22] , [24] and [23] . [24] proposes two approaches, signature-based and statistics-based detection. In summary, previous work has been focused on the detection of anomalies rather than the classification of events, and is thus in general unable to differentiate between events.
One significant exception that succeeded in the classification of events is [5] which is able to distinguish between events with very high accuracy. However, the authors were unable to build a model for non-anomalous events (normal behavior). As a result, the approach cannot be used for anomaly detection per se. In addition, the approach has a high time complexity which prevents it from being used in practice. This then forms the basis for our work. We build on the work completed in [5] and develop a novel approach capable of precisely classifying events as well as identifying anomalies. More significantly, we achieve this in real-time based on a novel approach that leverages our research in Higher Order Learning discussed below.
The BGP control plane data is in binary. We use free tools provided by [20] to convert the binary files into plain text representing packet level information. This information is continuous and each packet has a time stamp. We use these time stamps to create three second bins. Each three second bin consists of a variable number of packets. We extract the following information for each three second bin: 1) Number of Announcements 2) Number of Withdrawals 3) Number of Announcements and Withdrawals 4) Number of AS prefixes announced. Each announcement (1) can announce several AS prefixes 5) Number of AS prefix withdrawals. Each withdrawal (2) can withdraw several Autonomous System (AS) prefixes 6) Number of AS prefix announcements and withdrawals
The bins are generated every three seconds. We create a sliding window over 120 of such three second bins. HOCC is applied to each of these sliding windows in turn. Each window is compared to existing models of both events and non-events (i.e., the normal event model). The Event model was created using a single sliding window containing 120 contiguous three-second bins taken from the event period.
To perform anomaly detection we compare the Real Time Model to the normal Event Model while for classification we compare the Real Time Model to the signature event Models of previously known events. As noted above we compare models by performing the student's T-test between the record set distributions of the models generated by HOCC. We tested HOCC with three completely different events. Slammer, which was non-malicious, spread very quickly and caused network outages because it flooded the network but did not damage the infected machines. Witty was similar to Slammer but malicious. Any infected machine was eventually brought down. This meant the spread of Witty was curbed in comparison to Slammer. It only infected a tenth of the number of machines as Slammer. Finally, the last event we consider is Blackout which was caused due to electricity failure and brought down a large number of BGP servers.
For Witty and Slammer, a data set of 600 bins was used, 300 of which are pre-event and 300 post, while for Blackout a dataset of 800 bins was used, 400 of which are pre-event and 400 post. We created sliding windows each composed of 120 consecutive three second instances. From each window we created the item co-occurrence graph and enumerated paths of length three (p = 3). In all, for Slammer and Witty 480 windows (600 -120 bins) were formed and 680 for Blackout.
In Figure 2 the sliding window numbers are on the X-axis while the Y-axis corresponds to the value of the T-test p-values ranging between 0 and 1. The horizontal red line near the Xaxis is a measure of significance set to 5%. The thin vertical green line indicates the point in time where the bins from the various events start filtering into the sliding window and the thick vertical green line indicates the point where the sliding window has completely entered into the event.
A. Supervised Classification
As noted, HOCC statistically distinguishes between events using a T-test between event models for each known event. Thus the events themselves must be different. The results in Table I indicate that each of the event model classes are statistically significantly different based on T-test p-values.
In Figure 2 (a), (c)and(e) the results of the T-test comparisons between the Real Time Model and the event models of Witty, Slammer and Blackout are shown across all sliding windows. In Witty and Slammer, HOCC is able to detect a peak almost exactly at the point the Real Time Model moves into the event. For Blackout, the event is detected about 30 seconds later. Larger values of the T-test indicate that the distribution of the Real Time Model matches the distribution of the given Event Model. Small values (red line at bottom) indicate that the models are dissimilar. The results of the T-test remain consistently greater than 5% for Slammer and Blackout once the Real Time Model moves into the event and less than 5% otherwise. For Witty, the T-test p-values rise sharply and significantly at the start of event but immediately after, decline sharply. Although Witty is positively identified by HOCC, the rapid dropoff is consistent with the fact that Witty has proven difficult to model in prior work [18] . Yet, even though the drop off is very rapid, the magnitude of the difference between the T-test p-values is much larger than [5] indicating that HOCC is more sensitive in classification. 
B. Unsupervised Anomaly/Novelty Detection
In this section we present the results of using HOCC for anomaly detection in which we compared the Real Time Model with the Normal Event Model. In Figure 2 , (b), (d) and (f ), HOCC is used to identify the Slammer, Witty and Blackout as anomalies, not events. As noted, here the T-test p-values were obtained by comparing the Real Time Model to the Normal Model. We observe large T-test p-values (closer to 1) before the events begin. This is consistent with the fact that the pre-event periods exhibit normal behavior. As the sliding windows move into the event, the T-test p-values fall significantly (to less than 5%). This drop is very large for Slammer and Blackout where the T-test p-values are of the order of 10 −5 and 10 −4 respectively. For Witty the drop though not this large, is enough to be significant (less than 5%). The T-test p-values in anomaly detection are roughly the inverse of those seen in classification. This is to be expected, and is an indication that the various models (Normal, Event) have accurately captured the behavior. This is significant for these results support the conclusion that we now have a technique whereby we can successfully model both normal BGP behavior as well as specific targeted events using a single approach based on higher-order path statistics: HOCC. As stated earlier, to the best of our knowledge no other work in literature has been capable of both anomaly detection and classification.
V. HARVARD NFS TRACE & MASQUERADE DETECTION
Masquerade detection has been a difficult problem. Data for masquerade detection is difficult to obtain primarily due to privacy concerns [9] . For this reason, the Harvard dataset has been anonymized. The anonymization process replaced all UID (User Identity), GID (Group Identity) and IP (Internet Protocol) address by arbitrary but consistent values. Another problem that makes masquerade detection difficult is the fact that user behavior changes over time, so a user's behavior today can be potentially completely different a year later. In addition, data collection efforts have not focused on security applications. This has made quantifying performance across different systems difficult. Using the Harvard NFS traces, a large corpus of labeled data it should, however, be possible to address this problem.
The data set contains a wealth of information and can be replayed in real time to generate/simulate the entire traffic. This data contains information of users, groups, calls, addresses, ports and many more albeit anonymized. It contains both network and file system level information. One important underlying assumption that we had to make right at the start was that the data contained absolutely no masquerades. This way we could assume that each user was himself/herself and we could test for masquerades by comparing with other users. Another assumption was that the users behavior changes over time and the change is of a nature where the core behavior of the user remains most like him/herself. This means that even though a user's behavior might have changed with respect to himself, this new behavior is more similar to the user's past behavior. This assumption is important and helps us frame a maximum likelihood problem. Our experimental results confirm the validity of this assumption. In the following sections we explain the use of HOCC for detection of masquerades and compare results with first order systems for the NFS dataset.
A. Experimental Methodology
We randomly selected 10 users from the NFS file traces. For each of these 10 users we randomly choose a start point in time from the traces and collected 500,000 raw NFS calls. These calls were divided into two categories for training and testing divided in time. The initial calls were used for training and the remaining for testing. The time span for these calls was approximately two weeks and we created different signature model sizes for each user ranging from window sizes of 20 to 20480 seconds (or 5.6 hours). Our best overall results were achieved using two second bins over a window of length 80 for a total of 160 seconds.
From the training set we created 10 different trained models of each of these users, while from the test set we picked up 20 windows for the same users.
Each NFS Call consisted of Time stamp, Source Address, Source port, User ID, Group ID, Call Type (which could be 1 of 21 different NFS call types) , Acc (Access permission type) and Stable how (this is a bit that indicates the nature of a write). Even though more information was available, we choose these attributes based on the results of attribute selection for first order techniques using the Weka workbench [21] .
Using the Time stamps we binned this data into 2, 4, Each instance thus represented binned information over the 500,000 raw instances. We then divided these into windows with sizes ranging from 10, 20, 40, 80, 120 and 160 bins. Each of these windows models user activity for that period. HOCC was used for the comparison of these models. It is expected that the trained models of the user should conform with the test models. Any significant deviations in T-test p-values are considered as anomalies. We present results obtained for models with two second bins and window size of 80. Table III presents the results of our comparison of user trained models (in column 1) versus the test models (in row 1). Each comparison is the average of p-values of 200 comparisons (10 training models × 20 test models). For example, the first value in the table corresponds to the comparison of column user 18a88 training set versus row user 18a88 test set. A large value reflects greater similarity. To be precise, although anything larger than a value of p=0.05 would be sufficient to conclude that two distributions are not statistically significantly different, a larger p-value indicates "lesser dissimilarity". The ideal comparison table would then look like a unit matrix with 1.0 along the diagonal and 0 for the rest. But we are dealing with a lot of noise in the form of low level calls that are more often made by programs than users themselves. As a result, we end up modeling a users choice of programs. Also, there is a large amount of noise due to background daemons and services. This makes modeling any user a difficult problem, in particular for first order techniques which end up over fitting and in the worst cases, performing at the baseline.
As can be seen in Table III , our results show large values along the diagonal with an average of 0.8 whereas the nondiagonal elements average 0.13.
One of the concerns with this technique is that some users may have small p-values when compared to themselves, for user 18ad2 the p-value is 0.541. In other cases, we might see users that might not be significantly different from the user under consideration. To resolve these cases, we use a maximum likelihood framework for one class classification [9] . In such cases, we apply the M AX operator on the corresponding row. The M AX operator sets the largest average p-value to one and zero to the rest. In case there are two equally large, M AX randomly chooses one. In the case of user 18ad2 it tells us that the user indeed is most like himself (largest values highlighted in bold). This can also be confirmed by applying the M AX operator along each column. A notable instance is user 18ad6. This user even though most similar to himself is also quite similar to user 18a88. Even though this instance satisfies the M AX operator property and is correctly identified, it is expected that a good technique should strongly differentiate between the two. For this reason we also tried comparing users with different models. For example using 64 second bins and windows of size 80 we can strongly distinguish between user 18ad6 and 18a88 as shown in Table  II . Thus, a second model optimized toward a particular user could be used for validation. When we choose to use the most optimal models for each user for comparison, the diagonal had a larger average p-value of 0.89 and the average of non-diagonal elements falls to 0.11. For the simple M AX operator both precision and recall is defined as the ratio of the sum of the diagonal to the total number of users (since there can only exist one maximum in each row and the rest are zero). By building custom models for each user in the maximum likelihood framework we were able to get results with 100% recall and precision for this small set of users, similar to the result shown in Table III . Similarly, for the example shown in Table III , by applying the M AX operator we were able to get ideal performance with 100% precision and recall using just 160 seconds of labeled data to build our models.
In complete contrast to these results, first order techniques were able to achieve low accuracy. We ran the Naive Bayes algorithm on the same dataset. The class for each instance was set to UID and the classifier was trained using 10 fold cross validation, implying 90% of the data was used to train the models. The Naive Bayes classifier achieved an accuracy of 70.07% on both training and test data. Also, as the number of users increase (or number of classes increased) the quality of models drops significantly. For instance for a 20 user data set Naive Bayes had a classification accuracy of only 50%.
VI. CONCLUSION
Algorithms are often specific to an application, making it difficult to extend the same techniques to new domains. In this paper we have presented a novel Higher Order Learningbased record set enumeration technique, HOCC, capable of identifying and classifying network events in real time. To the best of our knowledge, HOCC is the only system capable of doing both anomaly detection and event classification, as demonstrated for the BGP data. HOCC is also capable of performing masquerade detection by building consistent models of users across time. These applications are quite diverse, and showcase the variety of problems amenable to modeling with the Higher Order Learning-based approach in HOCC. Furthermore, HOCC is able to do this by building robust models using very little labeled data. HOCC is a next generation system capable of explicitly utilizing latent higher order information in data sets with the added advantage of being faster and more space efficient than previous generation Higher Order Learning-based systems.
