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Abstract
We transpose work by T. Mizumachi to prove smoothing estimates for dispersive solutions of the lin-
earization at a ground state of a Nonlinear Schrödinger equation (NLS) in 1D. As an application we extend
to dimension 1D a result on asymptotic stability of ground states of NLS proved by Cuccagna and Mizu-
machi for dimensions  3.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
We consider even solutions of an NLS
iut + uxx + β
(|u|2)u= 0 = 0, (t, x) ∈ R × R. (1.1)
We assume β(t) smooth, with
(H1) β(0)= β ′(0)= 0, β ∈ C∞(R,R);
(H2) there exists p ∈ (1,∞) such that for every k = 0,1,∣∣∣∣ dkdvk β
(
v2
)∣∣∣∣ |v|p−k−1 if |v| 1;
E-mail address: cuccagna.scipio@unimore.it.0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2008.02.042
654 S. Cuccagna / J. Differential Equations 245 (2008) 653–691(H3) there exists an open interval O such that uxx − ωu + β(u2)u = 0 admits a C1-family of
ground states φω(x) for ω ∈O;
(H4) d
dω
‖φω‖2L2(R) > 0 for ω ∈O.
By [23] the ω → φω ∈ H 1(R) is C2 and by [14,15,32] (H4) yields orbital stability of the
ground state eiωtφω(x). Here we investigate asymptotic stability. We need some additional hy-
potheses.
(H5) For any x ∈ R, u0(x)= u0(−x). That is, the initial data u0 of (1.1) are even.
(H6) Let Hω be the linearized operator around eitωφω , see (1.3). Hω has a positive simple eigen-
value λ(ω) for ω ∈O. There exists N ∈ N such that Nλ(ω) < ω < (N + 1)λ(ω).
(H7) The Fermi Golden Rule (FGR) holds (see Hypothesis 4.2 in Section 4).
(H8) The point spectrum of Hω consists of 0 and ±λ(ω). The points ±ω are not resonances.
Theorem 1.1. Let ω0 ∈O and φω0(x) be a ground state. Let u(t, x) be a solution of (1.1). Assume
(H1)–(H8). Then, there exist 0 > 0 and C > 0 such that if infγ∈[0,2π] ‖u0 − eiγ φω‖H 1 <  < 0,
then there exist ω+ ∈O, θ ∈ C1(R;R) and h+ ∈H 1 with ‖h+‖H 1  C such that
lim
t→∞
∥∥u(t, ·)− eiθ(t)φω+ − eit∂2x h+∥∥H 1 = 0.
Theorem 1.1 is the one-dimensional version of Theorem 1.1 [6], which is valid for dimen-
sions D  3. In [6] there is also a version of the theorem with (H8) replaced by a more general
hypothesis, with more than one positive eigenvalue allowed (but then a more restrictive (FGR)
hypothesis (H7) is required). A similar result could be proved here, but we prefer to skip the
proof. We recall that results of the sort discussed here were pioneered by Soffer and Wein-
stein [25], see also [20], followed by Buslaev and Perelman [1,2], about 15 years ago. In this
decade these early works were followed by a number of results [3–5,11,17–19,21,26–30]. It was
heuristically understood that the rate of the leaking of energy from the so-called “internal modes”
into radiation, is small and decreasing when N increases, producing technical difficulties in the
closure of the nonlinear estimates. For this reason prior to Gang Zhou and Sigal [12], the litera-
ture treated only the case when N = 1 in (H6). [12] sheds light for N > 1, with the eigenvalue
λ(ω) possibly very close to 0. Here we strengthen the result in [12] for D = 1, in analogy to
the way [6] strengthens [12] for dimensions D  3. For a detailed introduction to the problem
of asymptotic stability we refer to [6]. There are three hypotheses in [12] which we relax here.
First of all, the (FGR) hypothesis in [12] is more restrictive than (H7). Specifically, [12] require
a sign assumption on a coefficient of a certain equation obtained during a normal forms expan-
sion. In [6] and later in this paper, it is shown that it is enough to assume that the coefficient
be nonzero, a generic condition, and then it is proved that it has the right sign. Second, [12]
deals with solutions whose initial datum u0(x) satisfies more stringent conditions than being of
finite energy. Finally, in the 1D case, [12] requires that β(t) be very small near 0, specifically
|β(t)| |t |3N+2 for |t | 1, which we ease considerably here, since we only need |β(t)| |t |2.
Notice that the symmetry restriction (H5) is only required to avoid moving ground states, and that
if we add to (1.1) some spacial inhomogeneity, thus eliminating translation invariance, then (H5)
is unnecessary. So in particular our result, dropping (H5), will apply to equations like in [12] of
the form iut + uxx + V (x)u + β(|u|2)u = 0 with V (x) a short range real-valued potential. As
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in the cases treated Fibich and Wang [10] where ground states are proved to be orbitally stable.
The proof of Theorem 1.1 is based heavily on Mizumachi [17], for both linear and nonlinear
arguments, with as new ingredient a new analysis of the Jost functions of the linearization Hω
of the NLS. Following the work for scalar operators in [17], for Pc(ω) the projection on the
continuous spectrum of Hω and 〈x〉 =
√
1 + |x|2, we prove (these estimates do not require f to
be even)
∥∥〈x〉−3/2e−itHωPc(ω)f ∥∥L∞x L2t C‖f ‖L2,∥∥∂xeitHωPc(ω)f ∥∥L∞x L2t  C‖f ‖H 1/2 . (1.2)
Given σ1 =
[ 0 1
1 0
]
, σ2 =
[ 0 i
−i 0
]
, σ3 =
[ 1 0
0 −1
]
, the linearization is
Hω = σ3
[−d2/dx2 +ω − β(φ2ω)− β ′(φ2ω)φ2ω]+ iβ ′(φ2ω)φ2ω. (1.3)
Hω consists of two coupled scalar Schrödinger operators. It is well known that for Hω it is pos-
sible to develop a scattering theory similar to the one for scalar Schrödinger operators. [1,13,16]
prove expansions in distorted plane waves, with dispersive estimates, for the group e−itHωPc(ω)
in 1D. [16] proves Strichartz estimates analogous to the flat case, except for one, by means of a
Kato theory type approach. Here we prove the remaining Strichartz estimate, as well as all the
other ones, by a simple T T ∗ argument as in the flat case, by choosing an appropriate bilinear
form which induces an isomorphism (L1(R,C2))∗ ≈ L∞(R,C2) and for which Hω is selfad-
joint. The proof of (1.2), following [17], requires additional estimates on the plane waves to the
ones stated in [1,3,13,16]. We obtain them stressing the similarities with the standard theory for
scalar operators. For u=w(x)v we write ‖u‖w(x)Lpx := ‖v‖Lpx for any weight function w(x) with
w(x) = 0 for all x. For ∂xu = v we write ‖u‖∂−1x Lpx := ‖v‖Lpx . We set 〈f,g〉 =
∫
t f (x)g(x) dx,
with f (x) and g(x) column vectors, tA the transpose and g the complex conjugate of g. Given
x ∈ R set x+ = x∨0 and x− = (−x)∨0. RH(z) = (H −z)−1. Wk,p(R) is the space of tempered
distributions f (x) such that (1 − ∂2x )k/2f ∈ Lp(R).
2. Linearization, modulation and set up
We will use the following classical result [14,15,32]:
Theorem 2.1. Suppose that eiωtφω(x) satisfies (H4). Then ∃ > 0 and A0(ω) > 0 such
that for any ‖u(0, x) − φω‖H 1 <  we have for the corresponding solution inf{‖u(t, x) −
eiγ φω(x − x0)‖H 1(x∈R): γ ∈ R, x0 ∈ R}<A0(ω).
This statement is stronger than the one in [14,15,32] since we state a more precise estimate for
the δ() than in these papers. We sketch the proof in Section 9. Now we review some well-known
facts about the linearization at a ground state. We can write the ansatz u(t, x)= eiΘ(t)(φω(t)(x)+
r(t, x)), Θ(t)= ∫ t0 ω(s) ds + γ (t). Inserting the ansatz into the equation we get
irt = −rxx +ω(t)r − β
(
φ2ω(t)
)
r − β ′(φ2ω(t))φ2ω(t)r
− β ′(φ2 )φ2 r + γ˙ (t)φω(t) − iω˙(t)∂ωφω(t) + γ˙ (t)r +O(r2).ω(t) ω(t)
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iRt =HωR + σ3γ˙ R + σ3γ˙ Φ − iω˙∂ωΦ +O
(
R2
)
. (2.1)
Set H0(ω)= σ3(−d2/dx2 +ω) and V (ω)=Hω −H0(ω). The essential spectrum is
σe = σe(Hω)= σe
(
H0(ω)
)= (−∞,−ω] ∪ [ω,+∞).
0 is an isolated eigenvalue. Given an operator L we set Ng(L)=⋃j1 N(Lj ) and N(L)= kerL.
[33] implies that, if {·} means span, Ng(H ∗ω) = {Φ,σ3∂ωΦ}. λ(ω) has corresponding real eigen-
vector ξ(ω), which can be normalized so that 〈ξ, σ3ξ 〉 = 1. σ1ξ(ω) generates N(Hω + λ(ω)).
The function (ω, x) ∈O × R → ξ(ω,x) is C2; |ξ(ω,x)| < ce−a|x| for fixed c > 0 and a > 0 if
ω ∈K ⊂O, K compact. ξ(ω,x) is even in x since by assumption we are restricting ourselves in
the category of such functions. We have the Hω invariant Jordan block decomposition
L2 =Ng(Hω)⊕
(⊕
j,±
N
(
Hω ∓ λ(ω)
))⊕L2c(Hω)=Ng(Hω)⊕N⊥g (H ∗ω)
where we set L2c(Hω)= {Ng(H ∗ω)⊕
⊕
± N(H ∗ω ∓ λ(ω))}⊥. We can impose
R(t)= (zξ + z¯σ1ξ)+ f (t) ∈
[∑
±
N
(
Hω(t) ∓ λ
(
ω(t)
))]⊕L2c(Hω(t)). (2.2)
The following claim admits an elementary proof which we skip.
Lemma 2.2. There is a Taylor expansion at R = 0 of the nonlinearity O(R2) in (2.1) with
Rm,n(ω,x) and Am,n(ω,x) real vectors and matrices rapidly decreasing in x:
O
(
R2
)= ∑
2m+n2N+1
Rm,n(ω)z
mz¯n +
∑
1m+nN
zmz¯nAm,n(ω)f +O
(
f 2 + |z|2N+2).
In terms of the frame in (2.2) and the expansion in Lemma 2.2, (2.1) becomes
ift = (Hω(t) + σ3γ˙ )f + σ3γ˙ Φ(ω)− iω˙∂ωΦ(t)+
(
zλ(ω)− iz˙)ξ(ω)
− (z¯λ(ω)+ i ˙¯z)σ1ξ(ω)+ σ3γ˙ (zξ + z¯σ1ξ)− iω˙(z∂ωξ + z¯σ1∂ωξ)
+
∑
2m+n2N+1
zmz¯nRm,n(ω)+
∑
1m+nN
zmz¯nAm,n(ω)f
+O(f 2)+Oloc(∣∣z2N+2∣∣) (2.3)
where by Oloc we mean that there is a factor χ(x) rapidly decaying to 0 as |x| → ∞. By taking
inner product of the equation with generators of Ng(H ∗ω) and N(H ∗ω − λ) we obtain modulation
and discrete modes equations:
S. Cuccagna / J. Differential Equations 245 (2008) 653–691 657iω˙
d‖φω‖22
dω
=
〈
σ3γ˙ (zξ + z¯σ1ξ)− iω˙(z∂ωξ + z¯σ1∂ωξ)+
2N+1∑
m+n=2
zmz¯nRm,n(ω)
+
(
σ3γ˙ + iω˙∂ωPc +
N∑
m+n=1
zmz¯nAm,n(ω)
)
f
+O(f 2)+Oloc(∣∣z2N+2∣∣),Φ
〉
,
γ˙
d‖φω‖22
dω
= 〈the same as above, σ3∂ωΦ〉,
iz˙− λ(ω)z = 〈the same as above, σ3ξ 〉. (2.4)
3. Spacetime estimates for Hω
We need analogues of Lemmas 3–6 in [17]. First of all we prove that the group e−itHωPc(ω)
satisfies the same Strichartz estimates of the flat case. The proof is almost the same of the flat
case. In particular we are able to implement a T T ∗ argument. For a different proof without the
L4t L
∞
x estimate, see Corollary 7.3 in [16].
Lemma 3.1 (Strichartz estimate). There exists a positive number C = C(ω) upper semicontinu-
ous in ω such that for any k ∈ [0,2],
(a) for any f ∈ L2c(ω),
∥∥e−itHωf ∥∥
L4t W
k,∞
x ∩L∞t H kx  C‖f ‖Hk ;
(b) for any g(t, x) ∈ S(R2),
∥∥∥∥∥
t∫
0
e−i(t−s)HωPc(ω)g(s, ·) ds
∥∥∥∥∥
L4t W
k,∞
x ∩L∞t H kx
 C‖g‖
L
4/3
t W
k,1
x +L1t H kx .
Proof. First of all, the case 0 < k  2 follows by the case k = 0 by a simple argument in Corol-
lary 7.3 [16]. Now we focus on the k = 0 case. For any 2  p ∞ by [1,13,16] ∃C = C(ω)
upper semicontinuous in ω such that
(1) ∥∥e−itHωPc(ω)f ∥∥Lpx  Ct− 12 + 1p ‖f ‖L pp−1 .
(b) is a consequence of (1) and of Hardy–Littlewood theorem. The L∞t L2x estimate in (a) is an
immediate consequence of (1) for p = 2. The quadratic form 〈f,σ3g〉 defined in L1c(ω)×L∞c (ω)
establishes an isomorphism (L1c(ω))∗  L∞c (ω). Based on 〈e−itHωf,σ3g〉 = 〈f,σ3eitHωg〉 the
following operators are formally adjoints
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∫
R
eitHωg(t)(x) dt ∈ L2c(ω) and
f ∈ L2c(ω)→ T ∗f = e−itHωf ∈ L4t L∞c (ω).
Then we can perform a slight modification of the standard T T ∗ argument. Preliminarily, we
split Pc(ω) = P+(ω) + P−(ω) the projections in the positive and negative parts of σc(Hω), see
Lemma 5.12 below and [2,3,5]. We bound separately P±(ω) ◦ Tf . The operator T ∗ ◦P±(ω) ◦ T
is bounded thanks to (1) and Hardy–Littlewood theorem. We write, for Lpc = Lpc (ω),
∣∣〈P±(ω) ◦ Tf,σ3P±(ω) ◦ Tf 〉tx∣∣= ∣∣〈T ∗ ◦ P±(ω) ◦ Tf,σ3f 〉tx∣∣

∥∥T ∗ ◦ P±(ω) ◦ T : L4/3t L1c → L4t L∞c ∥∥‖f ‖2L4/3t L1c .
Assuming
(2) 〈P±(ω)h,σ3P±(ω)h〉x ≈ ±∥∥P±(ω)h∥∥L2c (ω)
we conclude ‖P±(ω) ◦ Tf ‖L2c (ω)  ‖f ‖L4/3t L1c (ω). Adding up we get ‖Tf ‖L2c(ω)  ‖f ‖L4/3t L1c (ω).
For ψ ∈ C0([0,∞)× R) we get the following which yields (a):
〈
T ∗f,σ3ψ
〉
tx
= 〈f,σ3T ψ〉tx C‖f ‖L2c (ω)‖ψ‖L4/3t L1c .
To obtain (2) we observe that there exists a wave operator W : L2(R) → L2c(ω) which is an
isomorphism with inverse Z such that for h=Wh˜ and t h˜= (h˜1, h˜2) we have
〈
P+(ω)h,σ3P+(ω)h
〉= ‖h˜1‖22 ≈ ∥∥P+(ω)h∥∥L2c (ω) and〈
P−(ω)h,σ3P−(ω)h
〉= −‖h˜2‖22 ≈ −∥∥P−(ω)h∥∥L2c (ω).
W and Z above can be defined in a standard way, Z thanks to (1), as strong limits W(ω) =
limt→+∞ e−itHωeit (−Δ+ω), Z(ω) = limt→+∞ eit (Δ−ω)eitHω and by standard theory they are in-
verses of each other. More on wave operators in Section 5. 
The proofs of Lemmas 3.2–3.4 below, by means of the estimates in Section 5 are a transposi-
tion of [17] and are proved in the last three sections of the paper. Notice that Proposition 8.1 [16]
proves ‖〈x〉−1e−itHωPc(ω)f ‖L∞x  Ct−
3
2 ‖〈x〉f ‖L1x .
Lemma 3.2. ∃C = C(ω) upper semicontinuous in ω such that:
(a) for any f ∈ S(R),
∥∥〈x〉−3/2e−itHωPc(ω)f ∥∥L∞x L2t  C‖f ‖L2,∥∥∂xe−itHωPc(ω)f ∥∥L∞x L2t  C‖f ‖H 1/2;
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∥∥∥∥
∫
I
eitHωPc(ω)g(t, ·) dt
∥∥∥∥
L2x
C
∥∥〈x〉3/2g∥∥
L1xL
2
t
.
By density in (b) it not restrictive to prove case I = R. Then (a) implies (b):
∣∣∣∣
〈
Pc(ω)f,σ3
∫
R
eitHωPc(ω)g(t) dt
〉
x
∣∣∣∣= ∣∣〈〈x〉−3/2e−itHωPc(ω)f,σ3〈x〉3/2g〉tx∣∣

∥∥〈x〉−3/2e−itHωPc(ω)f ∥∥L∞x L2t ∥∥〈x〉3/2g∥∥L1xL2t

∥∥Pc(ω)f ∥∥L2x∥∥〈x〉3/2g∥∥L1xL2t .
Lemma 3.3. ∃C = C(ω) as above such that ∀g(t, x) ∈ S(R2) and t ∈ R,
(1)
∥∥∥∥∥〈x〉−1
t∫
0
e−i(t−s)HωPc(ω)g(s, ·) ds
∥∥∥∥∥
L∞x L2t
 C
∥∥〈x〉g∥∥
L1xL
2
t
;
(2)
∥∥∥∥∥
t∫
0
∂xe
−i(t−s)HωP (ω)g(s, ·) ds
∥∥∥∥∥
L∞x L2t
C‖g‖L1xL2t .
Lemma 3.4. ∃C = C(ω) as above such that ∀g(t, x) ∈ S(R2) and t ∈ R,
∥∥∥∥∥
t∫
0
e−i(t−s)HωPc(ω)g(s, ·) ds
∥∥∥∥∥
L4t L
∞
x ∩L∞t L2x
 C‖g‖L2t L2x(R;〈x〉5 dx).
Lemma 3.5. In Lemmas 3.1(b), 3.3 and 3.4 the estimates continue to hold if we replace in the
integral [0, t] with [t,+∞).
The case of Lemma 3.1(b) stated in Lemma 3.5 follows from the same argument made in
Lemma 3.1, while the proof of the rest of Lemma 3.5 will be seen later.
4. Proof of Theorem 1.1
We restate Theorem 1.1 in a more precise form:
Theorem 4.1. Under the assumptions of Theorem 1.1 we can express
u(t, x) = eiΘ(t)
(
φω(t)(x)+
2N∑
j=1
pj (z, z¯)Aj
(
x,ω(t)
)+ h(t, x)
)
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fixed C > 0 and a > 0, limt→+∞ z(t)= 0, and for fixed C > 0
(1) ∥∥z(t)∥∥N+1
L2N+2t
+ ∥∥h(t, x)∥∥
L∞t H 1x ∩L5t W 1,10x ∩L4t L∞x < C.
Furthermore, there exists h∞ ∈H 1(R,C) such that
(2) lim
t→∞
∥∥ei ∫ t0 ω(s) ds+iγ (t)h(t)− eit d2dx2 h∞∥∥H 1 = 0.
The proof of Theorem 4.1 consists in a normal forms expansion and in the closure of some
nonlinear estimates. The normal forms expansion is exactly the same of [6], in turn an adaptation
of [12].
4.1. Normal form expansion
We repeat [6]. We pick k = 1,2, . . . ,N and set f = fk for k = 1. The other fk are defined
below. In the ODEs there will be error terms of the form
EODE(k) =O
(|z|2N+2)+O(zN+1fk)+O(f 2k )+O(β(|fk|2)fk).
In the PDEs there will be error terms of the form
EPDE(k)=Oloc
(|z|N+2)+Oloc(zfk)+Oloc(f 2k )+O(β(|fk|2)fk).
In the right-hand sides of Eqs. (2.3)–(2.4) we substitute γ˙ and ω˙ using the modulation equations.
We repeat the procedure a sufficient number of times until we can write for k = 1 and f1 = f
iω˙
d‖φω‖22
dω
=
〈 2N+1∑
m+n=2
zmz¯nΛ(k)m,n(ω)+
N∑
m+n=1
zmz¯nA(k)m,n(ω)fk +EODE(k),Φ(ω)
〉
,
iz˙− λz = 〈the same as above, σ3ξ(ω)〉,
i∂tfk = (Hω + σ3γ˙ )fk +EPDE(k)+
∑
k+1m+nN+1
zmz¯nR(k)m,n(ω)
with A(k)m,n, R(k)m,n and Λ(k)m,n(ω, x) real exponentially decreasing to 0 for |x| → ∞ and continuous
in (ω, x). Exploiting |(m− n)λ(ω)|<ω for m+ nN , m 0, n 0, we define inductively fk
with k N by
fk−1 = −
∑
m+n=k
zmz¯nRHω
(
(m− n)λ(ω))R(k−1)m,n (ω)+ fk.
Notice that if R(k−1)m,n (ω, x) is real exponentially decreasing to 0 for |x| → ∞, the same is true for
RHω((m− n)λ(ω))R(k−1)m,n (ω) by |(m− n)λ(ω)|<ω. By induction fk solves the above equation
with the above notifications. Now we manipulate the equation for fN . We fix ω1 = ω(0). We
write
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{
Hω1 + (γ˙ +ω −ω1)
(
P+(ω1)− P−(ω1)
)}
Pc(ω1)fN
+ Pc(ω1)E˜PDE(N)+
∑
m+n=N+1
zmz¯nPc(ω1)R
(N)
m,n(ω1) (4.1)
where we split Pc(ω1)= P+(ω1)+P−(ω1) with P±(ω1) the projections in σc(Hω1)∩ {λ: ±λ
ω1}, see [2,3,5] and Section 5 later, and with
E˜PDE(N)=EPDE(N)+
∑
m+n=N+1
zmz¯n
(
R(N)m,n(ω)−R(N)m,n(ω1)
)+ ϕ(t, x)fN,
ϕ(t, x) := (γ˙ +ω −ω1)
(
Pc(ω1)σ3 −
(
P+(ω1)− P−(ω1)
))
fN +
(
V (ω)− V (ω1)
)
fN
+ (γ˙ +ω −ω1)
(
Pc(ω)− Pc(ω1)
)
σ3fN . (4.2)
By Lemma 5.12 below for CN(ω1) upper semicontinuous in ω1, ∀N , we have
∥∥〈x〉N (P+(ω1)− P−(ω1)− Pc(ω1)σ3)f ∥∥L2x  CN(ω1)∥∥〈x〉−Nf ∥∥L2x , (4.3)
see also [2,3]. Then ϕ(t, x) can be treated as a small cutoff function. We write
fN = −
∑
m+n=N+1
zmz¯nRHω1
(
(m− n)λ(ω1)+ i0
)
Pc(ω1)R
(N)
m,n(ω1)+ fN+1. (4.4)
Then
i∂tPc(ω1)fN+1
= (Hω1 + (γ˙ +ω −ω1)(P+(ω1)− P−(ω1)))Pc(ω1)fN+1
+
∑
±
O
(
|z|N+1)RHω1 (±(N + 1)λ(ω1)+ i0)R±(ω1)+ Pc(ω1)EˆPDE(N) (4.5)
with R+ =R(N)N+1,0 and R− =R(N)0,N+1 and EˆPDE(N)= E˜PDE(N)+Oloc(zN+1), where we have
used that (ω − ω1) = O() by Theorem 2.1. Notice that RHω1 (±(N + 1)λ(ω1) + i0)R±(ω1) ∈
L∞ do not decay spatially. In the ODEs with k = N , by the standard theory of normal forms
and following the idea in Proposition 4.1 [3], see [6] for details, it is possible to introduce new
unknowns
ω˜ = ω + q(ω, z, z¯)+
∑
1m+nN
zmz¯n
〈
fN,αmn(ω)
〉
,
z˜ = z+ p(ω, z, z¯)+
∑
1m+nN
zmz¯n
〈
fN,βmn(ω)
〉 (4.6)
with p(ω, z, z¯)=∑pm,n(ω)zmz¯n and q(z, z¯)=∑qm,n(ω)zmz¯n polynomials in (z, z¯) with real
coefficients and O(|z|2) near 0, such that we get
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i ˙˜z− λ(ω)z˜ =
∑
1mN
am(ω)
∣∣z˜m∣∣2z˜+ 〈EODE(N),σ3ξ 〉+ z˜N 〈A(N)0,N (ω)fN,σ3ξ 〉 (4.7)
with am(ω) real. Next step is to substitute fN using (4.4). After eliminating by a new change of
variables z˜ = zˆ+ p(ω, zˆ, zˆ) the resonant terms, with p(ω, zˆ, zˆ)=∑ pˆm,n(ω)zmz¯n a polynomial
in (z, z¯) with real coefficients O(|z|2) near 0, we get
i ˙ˆω = 〈EPDE(N),Φ〉,
i ˙ˆz− λ(ω)zˆ =
∑
1mN
aˆm(ω)
∣∣z˜m∣∣2zˆ+ 〈EODE(N),σ3ξ 〉
− ∣∣zˆN ∣∣2zˆ〈Aˆ(N)0,N (ω)RHω1 ((N + 1)λ(ω1)+ i0)Pc(ω0)R(N)N+1,0(ω1), σ3ξ 〉
+ zˆN 〈Aˆ(N)0,N (ω)fN+1, σ3ξ 〉 (4.8)
with aˆm, Aˆ(N)0,N and R
(N)
N+1,0 real. By
1
x−i0 = PV 1x + iπδ0(x) and by [2,3] we can denote by
Γ (ω,ω0) the quantity
Γ (ω,ω1)= 
(〈
Aˆ
(N)
0,N (ω)RHω1
(
(N + 1)λ(ω1)+ i0
)
Pc(ω1)R
(N)
N+1,0(ω1)σ3ξ(ω)
〉)
= π 〈Aˆ(N)0,N (ω)δ(Hω1 − (N + 1)λ(ω1))Pc(ω1)R(N)N+1,0(ω1)σ3ξ(ω)〉.
Now we assume the following:
Hypothesis 4.2. There is a fixed constant Γ > 0 such that |Γ (ω,ω)|>Γ .
Notice that the (FGR) hypothesis in [12] asks Γ (ω,ω) > 0. We will prove in Corollary 4.7 that
in fact Γ (ω,ω) > Γ . By continuity and by Hypothesis 4.2 we can assume |Γ (ω,ω1)| > Γ/2.
Then we write
d
dt
|zˆ|2
2
= −Γ (ω,ω1)|z|2N+2 + 
(〈
Aˆ
(N)
0,N (ω)fN+1, σ3ξ(ω)
〉
zˆN+1
)
+ (〈EODE(N),σ3ξ(ω)〉zˆ). (4.9)
4.2. Nonlinear estimates
By an elementary continuation argument, the following a priori estimates imply inequality (1)
in Theorem 4.1, so to prove (1) we focus on
Lemma 4.3. There are fixed constants C0 and C1 and 0 > 0 such that for any 0 <   0 if we
have
‖zˆ‖N+1
L2N+2t
 2C0 and ‖fN‖L∞t H 1x ∩L5t W 1,10x ∩L4t L∞x ∩〈x〉5L2t H 1x  2C1, (4.10)
then we obtain the improved inequalities
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‖zˆ‖N+1
L2N+2t
 C0. (4.12)
Proof. Set (t) := γ +ω −ω0. First of all, we have
Lemma 4.4. Let g(0, x) ∈ H 1x ∩ L2c(ω1) and let ω(t) be a continuous function. Consider igt =
{Hω1 +(t)(P+(ω1)−P−(ω1))}g+Pc(ω1)F . Then for a fixed C = C(ω1) upper semicontinuous
in ω1, we have
‖g‖
L∞t H 1x ∩L5t W 1,10x ∩L4t L∞x  C
(∥∥g(0, x)∥∥
H 1 + ‖F‖
L1t H
1
x +L
4
3
t W
1,1
x +〈x〉−5H 1x L2t
)
.
Lemma 4.4 follows from Lemmas 3.1–3.4 and
P±(ω1)g(t) = e−itHω1 e−i
∫ t
0 (τ) dτP±(ω1)g(0)− i
t∫
0
e−i(t−s)Hω1 e±i
∫ t
s (τ ) dτP±(ω1)F (s) ds.
Lemma 4.5. Consider Eq. (4.1) for fN and assume (4.10). Then we can split E˜PDE(N) = X +
O(f 5N) such that ‖〈x〉MX‖H 1x L2t  2 for any fixed M and ‖O(f 5N)‖L1t H 1x  5.
Proof. Schematically we have for a cutoff ψ(x)
E˜PDE(N)=O()ψ(x)fN +Oloc
(|z|N+2)+Oloc(zfN)+Oloc(f 2N )+O(β(|fN |2)fN ).
By (4.10) for all the terms in E˜PDE(N) except the last one and whose sum we call X, we have
(1) ∥∥〈x〉MO()ψ(x)fN∥∥H 1x L2t  ∥∥〈x〉−5fN∥∥H 1x L2t  2;
(2) ∥∥〈x〉MOloc(zfN)∥∥H 1x L2t  ‖z‖∞∥∥〈x〉−5fN∥∥H 1x L2t  2;
(3) ∥∥〈x〉MOloc(f 2N )∥∥H 1x L2t  ∥∥〈x〉−5fN∥∥2H 1x L2t  2;
(4) ∥∥〈x〉MOloc(|z|N+2)∥∥H 1x L2t  ∥∥zN+1∥∥L2t  2.
This yields ‖〈x〉MX‖H 1x L2t  2. Observe that schematically ‖β(|fN |2)fN‖W 1,rx  ‖f 5N‖W 1,rx for
all r ∈ (1,∞), if on the right-hand side we mean all the fifth powers of the components of fN .
Then we have
(5) ∥∥f 5N∥∥L1H 1  ∥∥‖fN‖W 1,10‖fN‖4L10∥∥L1  ‖fN‖5 5 1,10  5. t x x x t Lt Wx
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Oloc(zN+1). In addition to Lemma 4.5 we have the estimate ‖Oloc(zN+1)‖L2t H 1,Mx  ‖z‖
N+1
L2N+1t

2C0. So by Lemmas 3.1–3.4, for some fixed c2 we get schematically
‖fN‖L∞t H 1x ∩L5t W 1,10x ∩L4t L∞x  2c2C0 +
∥∥fN(0)∥∥H 1x +O(2)
where ‖fN(0)‖H 1x  c2 for fixed c2  1, O(2) comes from all the terms on the right of (4.1)
save for the R(N)m,n(ω0)zmz¯n terms which contribute the 2c2C0. We consider
(6) ∥∥〈x〉−5fN∥∥H 1x L2t  ∥∥〈x〉−3/2fN∥∥L∞x L2t + ∥∥〈x〉−3/2∂xfN∥∥L∞x L2t .
Let now fN = g + h with
igt =
{
Hω1 + (t)
(
P+(ω1)− P−(ω1)
)}
g +X, g(0)= fN(0),
iht =
{
Hω1 + (t)
(
P+(ω1)− P−(ω1)
)}
h+O(f 5N ), h(0) = 0,
in the notation of Lemma 4.5. Then, by Lemmas 3.2 and 3.3 and by the estimates in Lemma 4.5
we get ‖〈x〉−3/2g‖L∞x L2t + ‖∂xg‖L∞x L2t  2C0 + O(2) + c0 for a fixed c0. Finally by
Lemma 3.1
∞∫
0
∥∥〈x〉−5e−i(t−s)Hω1 e±i ∫ ts (τ ) dτO(f 5N )(s)∥∥H 1x L2t

∞∫
0
∥∥e−i(t−s)Hω1 e±i ∫ ts (τ ) dτO(f 5N )(s)∥∥〈x〉 32 L∞x L2t ∩∂−1x L∞x L2t

∞∫
0
∥∥O(f 5N )(s)∥∥H 1x  5.
So if we set C1 ≈ 2C0 + 1 we obtain (4.11). 
We need to bound C0.
Proof of (4.12). We first need:
Lemma 4.6. We can decompose fN+1 = h1 + h2 + h3 + h4 with for a fixed large M > 0,
(1) ‖〈x〉−Mh1‖L2tx O(2);
(2) ‖〈x〉−Mh2‖L2tx O(2);
(3) ‖〈x〉−Mh3‖L2tx O(2);
(4) ‖〈x〉−Mh4‖L2tx  c(ω1) for a fixed c(ω1) upper semicontinuous in ω1.
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i∂th1 =
(
Hω1 + (t)(P+ − P−)
)
h1,
h1(0)=
∑
m+n=N+1
RHω1
(
(m− n)λ(ω1)+ i0
)
R(N)m,n(ω1)z
m(0)z¯n(0).
We get ‖〈x〉−Mh1‖L2tx  c(ω1)|z(0)|2
∑‖〈x〉γ R(N)m,n(ω1)‖L2x = O(2) by the inequality (4.13)
below, see [1,3], which says that for any γ > γ0 for some given γ0,
∥∥〈x〉−γ e−iHωtRHω(Λ+ i0)Pc(ω)g∥∥2 <C(Λ,ω)〈t〉− 32 ∥∥〈x〉γ g∥∥2, Λ > ω, (4.13)
with C(Λ,ω) upper semicontinuous in ω and in Λ. Next, we set h2(0)= 0 and
i∂th2 =
(
Hω1 + (t)(P+ − P−)
)
h2
+O(zN+1)RHω1 ((N + 1)λ(ω1)+ i0)R(N)N+1,0(ω0)
+O(zN+1)RHω1 (−(N + 1)λ(ω1)+ i0)R(N)0,N+1(ω1).
Then we have h2 = h21 + h22 with h2j =∑± h2j± with
h21±(t)=
t∫
0
e−iHω1 (t−s)e±i
∫ t
s (τ ) dτP±zN+2(s)RHω1
(
(N + 1)λ(ω1)+ i0
)
R
(N)
N+1,0(ω1) ds
and h22± defined similarly but with RHω1 (−(N + 1)λ(ω1)+ i0)R
(N)
0,N+1. Now by (4.13) we get
∥∥〈x〉−Mh2j±(t)∥∥L2x  C
t∫
0
〈t − s〉− 32 ∣∣z(s)∣∣N+1 ds
and so ‖〈x〉−Mh2‖L2tx  ‖z‖
N+2
L2N+2t
=O(3). Let h3(0)= 0 and
i∂tPc(ω1)h3 =
(
Hω1 + (t)
(
P+(ω1)− P−(ω1)
))
Pc(ω1)h3 + Pc(ω1)E˜PDE(N).
Then by the argument in the proof of (4.11) we get claim (3). Finally let h4(0)= fN(0) and
i∂tPc(ω1)h4 =
(
Hω1 + (t)
(
P+(ω1)− P−(ω1)
))
Pc(ω1)h4.
Then by Lemma 3.2 ‖〈x〉−Mh4‖L2tx  ‖〈x〉−3/2h4‖L∞x L2t  ‖fN(0)‖L2x  c(ω1) we get (4). 
Continuation of the proof of Lemma 4.3. We integrate (4.9) in time. Then by Theorem 2.1 and
by Lemma 4.4 we get, for A0 an upper bound of the constants A0(ω) of Theorem 2.1,
‖zˆ‖2N+22N+2 A02 + 2c(ω1)‖zˆ‖N+12N+2 + o
(
2
)
.Lt Lt
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zˆ(t)→ 0 by d
dt
zˆ(t)=O(). 
As in [6] in the above argument we did not use the sign of Γ (ω,ω1). As in [6] it is nonnega-
tive.
Corollary 4.7. If Hypothesis 4.2 holds, then Γ (ω,ω) > Γ .
Suppose we have Γ (ω,ω1) < −Γ . We can pick initial datum so that fN+1(0) = 0 and
z(0) ≈ . Then following the proof of Lemma 4.6, by integrating (4.9) and using h4 = 0, we
get
∣∣zˆ(t)∣∣2 − ∣∣zˆ(0)∣∣2  Γ
t∫
0
|zˆ|2N+2 + o()
( t∫
0
|zˆ|2N+2
) 1
2
+ o(2).
For large t we have |zˆ(t)| < |zˆ(0)| since z(t) → 0, so for large t we get ∫ t0 |zˆ|2N+2 = o(2). In
particular for t → ∞ we get 2  o(2) which is absurd for  → 0.
The proof that, for t fN(t) = (h(t), h(t)), h(t) is asymptotically free for t → ∞, is similar to
the analogous one in [6] and we skip it.
5. Jost functions
We start now the second part of the paper, on linear theory. The proofs of Lemmas 3.2–
3.4 mimic [17] and require some refined information on the distorted plane waves provided
in this section. We recover some of the results in [1,3,12,16] by stressing the similarities with
the standard scalar theory. In the scalar case there is a pair of conjugate Jost functions f (x, k)
and f (x, k) for any k ∈ R. In our setting we have one pair associated to [ω,∞) and another
pair associated to (−∞,−ω]. One pair is obtained from the other by applying the matrix σ1.
So we look in detail only at the [ω,∞) component of σc(Hω). Furthermore, if f (x, k) is the
first element of the pair, the second is the complex conjugate of σ3f (x, k). We recall Hω =
σ3(−d2/dx2 +ω)+ V (x) with:
• V (x) a real entries square 2 matrix s.t. σ1V (x)= −V (x)σ1 and σ3V (x)= tV (x)σ3;
• |V (x)| Ce−
√
2ω|x| (this requirement could be relaxed);
• Hω has no eigenvalues in R \ (−ω,ω) and the points ±ω are not resonances, that is if
g ∈ L∞(R) satisfies Hωg = ωg, then g = 0.
These will be our hypotheses on Hω. We do not need V (x) = V (−x), which is used in [1,
3,12,16]. In particular, following [1,2,31], our estimates can be used to extend the dispersive
estimates proved in [1,3,12,16].
For any E /∈ σc(Hω) let k ∈ C with k  0 such that E = k2 + ω (in the sequel, for E and k
in the same sentence, we will have always the relation E = k2 + ω). Denote by e1 = t (1,0) the
transpose of (1,0). Set diag(a, b) for the diagonal two by two matrix with (a, b) on the diagonal.
We consider now appropriate solutions f±(x, k) of Hωu = Eu. We define m± by the equalities
f±(x, k)= e±ikxm±(x, k).
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±∞∫
x
sin(k(x − t))
k
diag(1,0)V (t)f±(t, k) dt
−
∫
R
e−
√
k2+2ω|x−t |
2
√
k2 + 2ω diag(0,1)V (t)f±(t, k) dt. (5.1)
Lemma 5.1. Assume that Hω does not admit eigenvalues in σc(Hω). Then there is a small δ > 0
such that for 0  k  δ, (5.1) has for any choice of sign a unique solution satisfying the esti-
mates listed below. These solutions solve Hωu = Eu with E = ω + k2 and with the asymptotic
property f±(x, k) ≈ e±ikx e1 + o(e±ikx) for x → ±∞. For m±(x, k) defined above and for any
fixed 0 < a <√2ω there is C such that ∀x ∈ R and ∀k with 0 k  δ we have
(1) ∣∣m±(x, k)− e1∣∣ Ce−ax±〈k〉−1(1 + x∓);
(2) ∣∣m±(x, k)− e1∣∣ Ce−ax±|k|−1;
(3) ∣∣∂xm±(x, k)∣∣ C e−ax±1 + |k| ;
(4) ∣∣∂km±(x, k)∣∣ C(1 + x2).
Proof. The proof consists of various steps but is an elementary reduction to the argument in
Lemma 1 [9]. We prove only the + case and drop the index. For t e1 = (1,0) and for Dk(x) =
1−e−2ikx
2ki we are solving
m(x, k)= e1 −
∞∫
x
Dk(x − t)diag(1,0)V (t)m(t, k) dt
−
∫
R
e−
√
k2+2ω|x−t |−ik(x−t)
2
√
k2 + 2ω diag(0,1)V (t)m(t, k) dt. (5.2)
Write (5.2) as two equations in the components tm= (m1,m2). Using Lemma 1 [9] we elim-
inate m1 from (5.2) and reduce to a system in m2, which we solve by Fredholm alternative.
Consider the equation m1(x, k) = 1 + · · · as an equation with m1(x, k) unknown and m2(x, k)
given. Then we get
Lemma 5.2. For given m2 ∈ L∞x we have m1(x, k)=m(0)1 (x, k)+m(1)1 (x, k) with for some fixed
K =K(V11),
(1) ∣∣m(0)1 (x, k)− 1∣∣max
{∫∞
x
|V11(t)|dt
e
∫∞
x |V11(t)|dt|k| ,K
(1 + x−) ∫∞
x
(1 + |t |)|V11(t)|dt };|k| 1 + |k|
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∞∫
x
∣∣V11(t)∣∣dt e∫∞x (1+|t |)2|V11(t)|dt ;
(3) ∣∣m(1)1 (x, k)∣∣ |k|−1∥∥m2(·, k)∥∥∞e
∫∞
x |V11(t)|dt|k|
∞∫
x
∣∣V12(t)∣∣dt;
(4) ∣∣m(1)1 (x, k)∣∣ 2 1 + x−(1 + |k|)
∥∥m2(·, k)∥∥∞e∫∞x 〈t〉2|V11(t)|dt
∞∫
x
〈t〉∣∣V12(t)∣∣dt;
(5) ∣∣m(1)1 (x, k)∣∣ 2|k|−1
∞∫
x
〈t〉2∣∣V12(t)∣∣dt e∫∞x 〈t〉2|V11(t)|dt∥∥m2(·, k)∥∥∞.
Proof. For m[0,0]1 (x, k) := 1 and m[0,1]1 (x, k) := −
∫∞
x
Dk(x − t)V12(t)m2(t, k) dt the equation
for the m1(x, k) can be written as follows:
m1(x, k) =m[0,0]1 (x, k)+m[0,1]1 (x, k)−
∞∫
x
Dk(x − t)V11(t)m1(t, k) dt.
We express m1(x, k) in terms of m2(x, k) writing m1(x, k) = m(0)1 (x, k) + m(1)1 (x, k) with for
= 0,1, m()1 (x, k)=
∑∞
j=0 m
[j,]
1 (x, k), where for j  1,
m
[j,]
1 (x, k)=
∞∫
x
Dk(x − t)V11(t)m[j−1,]1 (t, k) dt
=
∫
xx1···xj
dx1 · · ·dxjDk(x − x1) · · ·Dk(xj−1 − xj )
× V11(x1) · · ·V11(xj )m[0,]1 (xj , k). (5.3)
(1) in Lemma 5.2 is proved in Lemma 1 [9]. We estimate m(1)1 (x, k) following [9]. By |Dk(x)|
1/|k| we get in (5.3)
∣∣m[j,1]1 (x, k)∣∣ 1|k|j+1j !
( ∞∫
x
∣∣V11(t)∣∣dt
)j ∞∫
x
∣∣V12(t)∣∣dt∥∥m2(·, k)∥∥∞
which implies (3) in Lemma 5.2. By |Dk(x)| |x| we get in (5.3)
∣∣m[j,1]1 (x, k)∣∣ 1 + x−j !
( ∞∫
〈t〉2∣∣V11(t)∣∣
)j∥∥〈y〉−1m[0,1]1 (·, k)∥∥∞x
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−
j !(1 + |k|)
( ∞∫
x
〈t〉2∣∣V11(t)∣∣dt
)j ∞∫
x
〈t〉∣∣V12(t)∣∣dt∥∥m2(·, k)∥∥∞
and obtain (4) in Lemma 5.2. To prove (5) we use |Dk(x − x1)| 1/|k| and |Dk(xm − xm−1)|
|xm − xm−1| for m= 2, . . . , j . Then in (5.3) we get
∣∣m[j,1]1 (x, k)∣∣ 1|k|j !
( ∞∫
x
〈t〉2∣∣V11(t)∣∣
)j∥∥〈y〉−1m[0,1]1 (·, k)∥∥∞
 2 1
j !|k|(1 + |k|)
( ∞∫
x
〈t〉2∣∣V11(t)∣∣dt
)j ∞∫
x
〈t〉∣∣V12(t)∣∣dt∥∥m2(·, k)∥∥∞
which gives us (5) in Lemma 5.2. The argument for (2) is the same. 
Continuation of the proof of Lemma 5.1. Setting m(1)1 (x, k) = L(k)m2(x, k) we have proved
for a fixed C
(5) ∣∣L(k)m2(x)∣∣ C〈k〉−1(1 + x−)∥∥m2(·, k)∥∥∞.
L(k) is a linear operator with image in 〈x〉L∞(R). Eliminate m1 from (5.2) to get
(
I +K(k))m2(x, k)= −
∫
R
e−
√
k2+2ω|x−t |−ik(x−t)
2
√
k2 + 2ω V21(t)m
(0)
1 (t, k) dt,
K(k)g(x) :=
∫
R
e−
√
k2+2ω|x−t |−ik(x−t)
2
√
k2 + 2ω
(
V21(t)L(k)[g](t)+ V22(t)g(t)
)
dt. (5.4)
Lemma 5.3. Let 0 k < δ <√2ω−a for some a > 0. Then K(k) maps L∞ in e−a|x|W 1,∞(R)
and there is a fixed C such that (5.4) admits a unique solution m2(x, k) ∈ L∞ with
(1) ∣∣ea|x|m2(x, k)∣∣ C1 + |k| .
Proof. The fact that K(k) : L∞ → e−a|x|W 1,∞ if 0  k < δ < √2ω − a is an elementary
computation.
Claim. e−a|x|W 1,∞ ↪→ L∞ is a compact embedding.
Proof. By Ascoli given a sequence {fn}, fn = e−a|x|gn with ‖gn‖W 1,∞(R,C2)  1, there exist
g ∈ C0 ∩L∞ and subsequence of {gnj } with gnj (x)→ g(x) in L∞loc. It is not restrictive to assume
{gnj } = {gj }. Set f = e−a|x|g. Then |fn(x)|  e−a|x| and |f (x)|  e−a|x|. Fix for any ε > 0
an R > 0 such that 2e−aR < ε. Since fn → f in L∞ , there exists n0 such that n  n0 impliesloc
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So we conclude that fn → f in L∞(R,C2). 
By the claim, K(k) : L∞ → L∞ is a compact operator. For |k| → ∞ we have ‖K(k) : L∞ →
L∞‖ → 0 so we can solve (5.4) obtaining (1). For |k|  1 by the Fredholm alternative, the
operator I + K(k) will not be invertible only if ker(I + K) = 0. The fact that |k|  1 and we
can take δ > 0 small, and the continuity of K(k) in k, allow us to say that if ker(I +K) = 0 for
0 k  1 then ker(I +K) = 0 for all k in the region of interest. Let us assume now that for some
0 k  1 we have ker(I + K) = 0. Then there is a nontrivial solution to the equation obtained
from (5.4) replacing m(0)1 (t, k) with 0. Going backwards in the above argument, we obtain the
existence of a nontrivial g(x) satisfying
g(x)= −
∞∫
x
sin(k(x − t))
k
diag(1,0)V (t)g(t) dt
−
∫
R
e−
√
k2+2ω|x−t |
2
√
k2 + 2ω diag(0,1)V (t)g(t) dt. (5.5)
We get ker(I +K)= 0 for 0 k  1 and Lemma 5.3 by the following lemma:
Lemma 5.4. The only solution g ∈ L∞(R) of (5.5) is g = 0.
Proof. Let g = 0 be a solution L∞(R) of (5.5). Splitting g = g+ ig, both real g and imag-
inary part g satisfy (5.5) thanks to k ∈ R. So we can assume g(x) has real entries. From (5.5)
we obtain for some constant c0,
(1) g(x)= c0eikx e1 −
∫
R
(
eik|x−t |
2k
diag(1,0)+ e
−
√
k2+2ω|x−t |
2
√
k2 + 2ω diag(0,1)
)
V (t)g(t) dt.
By the absence of resonances (1) cannot hold for any g for k = 0. So we assume 0 < k  1. Sup-
pose c0 = 0 and set E = ω+ k2. Then (1) can be expressed as (I +Rσ3(−∂2x+ω)(E + i0)V )g = 0
for an E > ω. Standard arguments show that this implies E ∈ σp(Hω). But we are assuming no
eigenvalues E >ω exist. So c0 = 0 in (1). Since g = 0, for ϕ ∈ R (1) implies
(2) |c0| sin(kx + ϕ)= (2k)−1
∫
R
sin
(
k|x − t |)(V11(t)g1(t)+ V12(t)g2(t))dt.
(2) implies |c0| sin(kx+ϕ)≈ (2k)−1sin(k|x|)
∫
R
(V11(t)g1(t)+V12(t)g2(t)) dt for |x| → ∞, for
k > 0 impossible unless both sides are 0, that is c0 = 0. 
Continuation of the proof of Lemma 5.1. Lemmas 5.2–5.3 imply (1) and (2) in Lemma 5.1.
Estimate (3) in Lemma 5.1 follows by differentiation of (5.2) as the analogous in Lemma 1 [9].
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e−
√
k2+2ω|x|−ikx
2
√
k2+2ω ,
(6)
m˙(x, k)= −
( ∞∫
x
Dk(x − t)diag(1,0)+
∫
R
Ek(x − t)diag(0,1)
)
V (t)m˙(t, k) dt
−
( ∞∫
x
D˙k(x − t)diag(1,0)+
∫
R
E˙k(x − t)diag(0,1)
)
V (t)m(t, k) dt.
Then express like before m˙1(x, k) = m˙(0)1 (x, k) + L(k)m˙2(x, k) with m˙(0)1 (x, k) defined like
m
(0)
1 (x, k) but with m
[0,0]
1 (x, k) the second line in (6). Then |m˙(0)1 (x, k)| C(1 + x2) and
∣∣L(k)m˙2(x, k)∣∣ C〈k〉−1(1 + x−)∥∥m˙2(·, k)∥∥∞.
Then we obtain an analogue of system (5.4), with m(0)1 (x, k) replaced by m˙(0)1 (x, k). Then we
conclude |ea|x|m˙2(x, k)| C1+|k| . 
Lemma 5.1 yields Jost functions f (x, k) for Hω for energy E close to [ω,∞). By σ1Hω =
−Hωσ1 we conclude that σ1f (x, k) are Jost functions for Hω for energy E close to (−∞,ω].
From σ3Hω = H ∗ωσ3 we get that σ3f (x, k) are Jost functions for H ∗ω for energy E close to
[ω,∞) and σ3σ1f (x, k) are Jost functions for H ∗ω for energy E close to (−∞,ω].
Lemma 5.5. For k ∈ R we have f±(x, k)= f±(x,−k) and for k = 0 we have
(1) f∓(x, k)= 1
T (k)
f±(x, k)+ R±(k)
T (k)
f±(x, k)
where T (k) and R±(k) are defined by (1).
Proof. f±(x, k)= f±(x,−k) follows by the fact that V (x) has real entries and by uniqueness in
Lemma 5.1. We claim that the triples of functions in (1) are linearly dependent. Notice that this
implies immediately the statement, since one can see near +∞ by Lemma 5.1 that the functions
on the right-hand side of (1) are linearly independent. For definiteness we will prove linear de-
pendence of f+(x, k), f−(x, k) and f−(x, k). If we assume they are linearly independent, we can
find a nonzero linear combination g = αf+ + βf− + γ f− with g(x) ∈ L∞(R) and g(x)→ 0 for
x → +∞. Then g(x) satisfies (5.5) and by Lemma 5.4 we conclude g(x)= 0. So our assumption
is absurd and the three functions are linearly dependent. 
We consider the Wronskian [f,g] = ( d
dx
f ) tg − f d
dx
tg.
Lemma 5.6. All the Wronskians below are constant. We have for any k ∈ R,
(1) [f±(k), σ3f±(k)]= −2ik,
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[f∓(k), σ3f±(k)]
[f∓(k), σ3f±(k)] ,
(3) T (k)= T (−k), R±(k)=R±(−k),
(4) ∣∣T (k)∣∣2 + ∣∣R±(k)∣∣2 = 1, T (k)R±(k)+R∓(k)T (k)= 0.
Proof. The Wronskians are constant because for Hωf = Ef and Hωg = Eg and by σ3V (x) =
tV (x)σ3 we have
(− t f ′σ3g + t f σ3g′)′ = t (Hωf )σ3g − t f σ3Hωg − t (Vf )σ3g + t f σ3Vg
= (E −E) tf σ3g − t (Vf )σ3g + t f σ3Vg = t f tV σ3g − t (Vf )σ3g = 0.
(1) follows by direct computation using the asymptotics from Lemma 5.1. (2), which shows
how T (k) is the same for the two signs, is obtained applying Wronskians to (1) in Lemma 5.4.
(3) follows from (1), (2) and f±(x, k) = f±(x,−k) for k ∈ R. Iterating (1) in Lemma 5.4 twice
we get (4). Indeed, for example
f− = 1
T
f+ + R+
T
f+ = 1
T
(
1
T
f− + R−
T
f−
)
+ R+
T
(
1
T
f− + R−
T
f−
)
=
(
1
|T |2 +
R+R−
T 2
)
f− +
(
R−
|T |2 +
R+
T
)
f−.
This yields R−T + R+T = 0 and 1|T |2 +
R+R−
T 2
. Substituting R− = −R+T
T
we get |T |2 +
|R+|2 = 1. Similarly one gets |T |2 + |R−|2 = 1. All these computations are exactly the stan-
dard ones for scalar operators. 
Lemma 5.7. T (k) and R±(k) admit first derivative for k ∈ R and there is C > 0 such that for
n 1
∣∣dn/dkn[T (k)− 1]∣∣+ ∣∣dnR±(k)/dkn∣∣C/〈k〉.
The Jost functions in (5.1) are the main ingredient for the proofs, but to write the resolvent of
Hω we need another set of functions. Consider the following system which coincides with (5.6)
for the + sign:
g±(x, k)= e∓
√
k2+2ωx e2 −
±∞∫
x
sin(k(x − t))
k
diag(1,0)V (t)g±(t, k) dt
−
±∞∫
x
sinh(
√
k2 + 2ω |x − t |)√
k2 + 2ω diag(0,1)V (t)g±(t, k) dt. (5.6)
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Lemma 5.8. For E = ω + k2 with 0 k < δ system (5.6) admits exactly one solution g±(x, k)
which satisfies Hωg± =Eg±, g±(x, k) is real for k ∈ R and the following estimates hold:
∣∣g±(x, k)− e∓√k2+2ωx e2∣∣ C〈k〉−1
∣∣∣∣∣
±∞∫
x
〈t〉∣∣V (t)∣∣dt
∣∣∣∣∣e∓
√
k2+2ωx;
∣∣∂xg±(x, k)±√k2 + 2ωe∓√k2+2ωx e2∣∣ C
∣∣∣∣∣
±∞∫
x
〈t〉∣∣V (t)∣∣dt
∣∣∣∣∣e∓
√
k2+2ωx.
We have w(k)= [g−(k), σ3g+(k)] is a continuous function with w(k) = 0 for all k ∈ R and with
w(k)= 2√k2 + 2ω(1 + o(1)) for |k| → ∞.
We have [f±(x, k), σ3g±(x, k)] = 0. For k > 0 and h ∈ L∞(b,+∞), for some b ∈ R, with
Hωh= (ω+ k2)h, then h(x)= μf+(x, k)+ νg+(x, k) for constants μ and ν. If h ∈ L∞(−∞, b)
solves Hωh= (ω + k2)h, then h(x)= μf−(x, k)+ νg−(x, k).
The fact that there is a unique g±(x, k) satisfying (5.6) and the estimates follow from the
argument in Lemma 1 [9]. The asymptotic expansion of w(k) = [g−(k), σ3g+(k)] for |k| → ∞
follows from the inequalities. Taking δ > 0 small, it is enough to check w(k) = 0 for k ∈ R. If
w(k) = 0 for some k ∈ R, it follows that g+(x, k) is bounded. Then necessarily g+(x, k) solves
Eq. (5.5), but by Lemma 5.4 this can happen only for g+(·, k) ≡ 0, absurd. That [f±, σ3g±] = 0
follows by using the fact that the Wronskian is constant and by the asymptotic properties of the
functions. Consider h ∈ L∞(b,+∞) with Hωh=Eh with k > 0. By standard arguments there
is b  b1 such that in [b1,+∞) there are two other solutions a(x, k) and b(x, k) of Hωu = Eu,
both unbounded and such that a(x, k), b(x, k), f+(x, k) and g+(x, k) form a fundamental set of
solutions. Then in [b1,+∞) we have h(x)= μf+(x, k)+ νg+(x, k) and by unique continuation
this holds in (b,+∞).
Let E = ω + k2 with 0 < k < δ. Then we have
Lemma 5.9. Let E = ω + k2 for 0 < k < δ. Then the resolvent RHω(E) has integral kernel
given by RHω(x, y,E)=R1(x, y,E)+R2(x, y,E) with for x < y
R1(x, y)= −f−(x, k)
t (σ3f+(y, k))
[f+(·, k), σ3f−(·, k)] and R2(x, y)= −
g−(x, k)t (σ3g+(y, k))
[g+(·, k), σ3g−(·, k)]
and for x > y
R1(x, y)= −f+(x, k)
t (σ3f−(y, k))
[f+(·, k), σ3f−(·, k)] and R2(x, y)= −
g+(x, k)t (σ3g−(y, k))
[g+(·, k), σ3g−(·, k)] .
We have
RHω(x, y,E)=RHω(x, y,E) and RHω(x, y,−E)= −σ1RHω(x, y,E)σ1.
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and I be the null and identity square 2 × 2 matrices and let R(x, y) = R1(x, y) + R2(x, y). To
show that R(x, y) is the kernel of the resolvent it is enough to show that for any fixed x and for
any fixed E the following equalities hold:
(1) A(x,E) := ∂xR(x, x−)− ∂xR(x, x+)= I,
B(x,E) :=R(x, x−)−R(x, x+)= 0.
Now, for σ3h(x) = f+, f−, g+, g−, using the information on the Wronskians, we get
(2) t h(x)A(x,E)− t h′(x)B(x,E)= t h(x).
If now, for (x, k) fixed, (h(x),h′(x)) span C2 ×C2 for σ3h= f+, f−, g+, g−, then (2) yields (1).
For |k|  1 this is the case. Since A(x,E) and B(x,E) depend analytically on k, (1) holds for
all k.
Lemma 5.10. For any u ∈ L2(R) we have
Pc(ω)u= lim
→0+
1
2πi
∫
R\[−ω,ω]
[
RHω(λ+ i)−RHω(λ− i)
]
udλ.
For this see for example [16, Lemma 6.8]. Notice that Lemma 5.10 would be easy if Hω
was a selfadjoint operator. Lemma 5.10 can also be proved using Kato smoothness, consid-
ering as in §7 in [4] isomorphisms W : L2(R) → L2c(ω) and its inverse Z which conjugate
Hω in σ3(−d2/dx2 + ω). To find such wave operators one can first find them for the pair
Hω in σ3(−d2/dx2 + q(x) + ω) for q(x) a generic real, scalar and short range potential us-
ing Kato smoothness as in Proposition 7.1 in [4]. Then one considers conjugation for the pair
−d2/dx2 + q(x) and −d2/dx2. The wave operator W used earlier in the proof of the Strichartz
estimate is this one.
We discuss now the fact that by Lemma 5.10 one can use the Jost functions in (5.1) to write
plain waves and plain waves expansions. This part is somewhat differently discussed in [1,3,12,
16]. Here we stress that proceeding as in the scalar case, see [4,34], we get:
Lemma 5.11. The operator Pc(ω) has, for tA the transpose of A, kernel
Pc(ω)(x, y)=
∫
R
[
Ψ (x, k) t
(
σ3Ψ (y, k)
)+ σ1Ψ (x, k) t(σ3σ1Ψ (y, k))]dk,
Ψ (x, k) := 1√
2π
T (k)f+(x, k) for k  0, Ψ (x, k) := 1√2π T (−k)f−(x,−k) for k < 0.
Proof. Recall 〈f,g〉 = ∫ t f (x)g(x) dx. For f ∈ L2c(Hω)∩ S(R) we have
〈f,g〉 = lim
→0+
1
2πi
∫ 〈[
RHω(E + i)−RHω(E − i)
]
f,g
〉
dER\[−ω,ω]
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2πi
∫
R\[−ω,ω]
〈
H(E)f,g
〉
dE with H(E)f (x)=
∫
R
H(E,x, y)f (y) dy,
H(E,x, y)=RHω(E + i0, x, y)−RHω(E − i0, x, y).
We have RHω(E − i0, x, y) = RHω(E + i0, x, y), f±(x, k) = f±(x,−k). Pick now E > ω and
x > y. For k ∈ R since g±(x, k) has real entries for k ∈ R we get
H(E,x, y)= f+(x,−k)
t (σ3f−(y,−k))
[f+(−k), σ3f−(−k)] −
f+(x, k) t (σ3f−(y, k))
[f+(k), σ3f−(k)]
+ g+(x, k)
t (σ3g−(y, k))
[g+(k), σ3g−(k)] −
g+(x, k) t (σ3g−(y, k))
[g+(k), σ3g−(k)]
with the last line equal to 0. By Lemmas 5.5–5.6,
f±(x, k)= f±(x,−k), T (k) = T (−k), R±(k)=R±(−k),
f+(x, k)= T (k)f−(x, k)−R+(k)f+(x, k),
f−(y,−k)= T (k)f+(y, k)−R−(k)f−(y, k),
and so we obtain
H(E,x, y)= T (k)f+(x, k)
t (σ3f+(y, k))
[f+(−k), σ3f−(−k)] −
T (k)f−(x, k) t (σ3f−(y, k))
[f+(k), σ3f−(k)]
− f+(x,−k) t
(
σ3f−(y, k)
)[ R−(k)
[f+(−k), σ3f−(−k)] −
R+(k)
[f+(k), σ3f−(k)]
]
.
The last line is zero since if we multiply the bracket by −2ik we get by Lemma 5.6
−2ik[· · ·] =R+(k)T (k)+R−(k)T (k)= 0.
We have for E >ω and x > y
H(E,x, y)
dE
dk
= 2kH(E,x, y)
= i (−2ki)T (k)f+(x, k)
t (σ3f+(y, k))
[f+(−k), σ3f−(−k)] + i
2ikT (k)f−(x, k) t (σ3f−(y, k))
[f+(k), σ3f−(k)]
= i∣∣T (k)∣∣2(f+(x, k)t(σ3f+(y, k))+ f−(x, k)t(σ3f−(y, k))).
The same identity holds for x < y. Hence for any M > 0 we have
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2πi
M2+ω∫
ω
[
RHω(E − i0)−RHω(E + i0)
]
f dE
= 1
2π
M∫
0
dk
∫
R
dy
∣∣T (k)∣∣2(f+(x, k)t(σ3f+(y, k))+ f−(x, k)t(σ3f−(y, k)))f (y).
Repeating the argument for E <−ω and for M → ∞ we conclude the proof. 
Lemma 5.12. The following operators P±(ω) are well defined:
(1) P+(ω)u= lim
→0+
1
2πi
lim
M→+∞
M∫
ω
[
R(λ+ i)−R(λ− i)]udλ,
P−(ω)u= lim
→0+
1
2πi
lim
M→+∞
−ω∫
−M
[
R(λ+ i)−R(λ− i)]udλ
and have kernels
(2) P+(ω)(x, y)=
∫
R
Ψ (x, k) t
(
σ3Ψ (y, k)
)
dk,
P−(ω)(x, y)=
∫
R
σ1Ψ (x, k)
t
(
σ3σ1Ψ (y, k)
)
dk.
For any M > 0 and N > 0 and for C = C(N,M,ω) upper semicontinuous in ω, we have
(3) ∥∥〈x〉M(P+(ω)− P−(ω)− Pc(ω)σ3)f ∥∥L2  C∥∥〈x〉−Nf ∥∥L2 .
(3) for M = 2 is stated in [2] with the proof sketched in [3].
Proof. First of all the fact that the operators in (1) are well defined follows by Lemma 5.10.
(2) is a consequence of the proof of Lemma 5.11. We prove (3) following the argument in §7 [5].
For this proof we set L2s = 〈x〉−sL2, H = Hω , H0 = σ3(−Δ + ω), R0(z) = (H0 − z)−1 and
R(z) = (H − z)−1. To prove (3) it is enough to write Pc = P+ + P− and to prove ‖[P±σ3 ∓
P±]g‖L2M  c‖g‖L2−N . It is not restrictive to consider only P+. Setting H =H0 + V , we write
(4)
∑
±
±R(λ± i) =
∑
±
±(1 +R0(λ± i)V )−1R0(λ± i).
By elementary computation
R0(λ± i)σ3 =R0(λ± i)− 2(−Δ+ω + λ± i)−1 diag(0,1).
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rhs (4)σ3 = rhs (4)+ 2
∑
±
±(1 +R0(λ± i)V )−1 diag(0,1)(−Δ+ω + λ± i)−1.
Hence we are reduced to show that
Ku= lim
→0+
lim
M→+∞
∑
±
±
M∫
ω
(
1 +R0(λ± i)V
)−1 diag(0,1)(−Δ+ω + λ± i)−1udλ
defines an operator such that for some fixed c
(5) ‖Ku‖L2M  c‖u‖L2−N .
For m  1 we expand (1 + R0V )−1 =∑m+1j=0 [−R0V ]j + R0VRV (−R0V )N and we consider
the corresponding decomposition
(6) K =
m+1∑
j=0
K0j +K.
We have K00 = 0 since for any u ∈ L2 we have
lim
→0+
lim
M→+∞
M∫
ω
∑
±
±(−Δ+ω + λ± i)−1 diag(0,1)udλ= 0.
We next consider K01 and prove
(7) ∥∥K01u∥∥L2M  c‖u‖L2−N .
The operator (−Δ+ω + z)−1 has symbol satisfying, for z 0,
(8) ∣∣∂βz ∂αξ (|ξ |2 +ω + z)−1∣∣ cα,β(|ξ | + 1)−|α|〈z〉−1−β .
Therefore we have∥∥〈x〉M(−Δ+ω + z)−1u∥∥
L2 =
∥∥〈√−Δξ 〉M(ξ2 +ω + z)−1uˆ∥∥L2  C〈z〉−1‖u‖L2M
and so for any M ∈ R
(9) ∥∥(−Δ+ω + z)−1 : L2M → L2M∥∥ C〈z〉−1.
We can assume u smooth and rapidly decreasing. Since for s > 1 we have ‖R0(λ ± i) : L2s →
L2 ‖C〈λ〉− 12 , the following limit is well defined−s
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→0+
lim
M→+∞
M∫
ω
∑
±
±[R0(λ± i)V (−Δ+ω + λ± i)−1]diag(0,1)udλ
=
+∞∫
ω
[
R0(λ+ i0)−R0(λ− i0)
]
V (−Δ+ω + λ)−1 diag(0,1)udλ.
By R0(λ+ i0)−R0(λ− i0)= 2iπδ(Δ−ω + λ)diag(1,0) and for t u= (u1, u2)
K01u=
+∞∫
ω
δ(Δ−ω + λ)diag(1,0)V (−Δ+ω + λ)−1u2e2 dλ.
Up to a constant factor, this is schematically
∫
R2
eix·ξ Vˆ (ξ − η)uˆ(η)
ξ2 + η2 + 2ω dη dξ.
By the correspondence ∂x ↔ iξ and by Parseval equality, (7) will follow by∥∥∥∥
∫
R
dη uˆ(η)Vˆ (1)(ξ − η)∂2ξ
(
ξ2 + η2 + 2ω)−1∥∥∥∥
L2ξ
 C(1, 2)‖uˆ‖2
which is a consequence of Young inequality. We consider now
K0j u= (−)j lim
→0+
∑
±
±
+∞∫
ω
[
R0(λ± i)V
]j diag(0,1)(−Δ+ω + λ± i)−1udλ.
For some δ > 0 small but fixed we can deform the path of integration and write
K0j u= (−)j
ω−δ+i∞∫
ω−δ−i∞
[
R0(ζ )V
]j diag(0,1)(−Δ+ω + ζ )−1udζ.
By (9) we conclude
(10) ∥∥K0j u∥∥L2M  c‖u‖L2−N .
Next we consider also the reminder term in (6). Arguing as above
(−)m+2Ku= lim
→0+
∑
±
±
+∞∫
ω
R0(λ± i)V R(λ± i)V
[
R0(λ± i)V
]m
× diag(0,1)(−Δ+ω + λ± i)−1udλ
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ω−δ+i∞∫
ω−δ−i∞
R0(ζ )V R(ζ )V
[
R0(ζ )V
]m diag(0,1)(−Δ+ω + ζ )−1udζ.
For ζ = ω − δ, (8) implies
(
1 + |ζ |)−1  ∥∥R0(ζ )V :L2M → L2−N∥∥+ ∥∥V [R0(ζ )V ]m :L2−N → L2−N∥∥
+ ∥∥(−Δ+ω + ζ )−1 :L2−N → L2−N∥∥.
So ‖K :L2M → L2−N‖<∞ and this with (7) and (10) yields (5) and proves ‖[P+σ3−P+]u‖L2M 
c‖u‖L2−N . 
6. Proofs of Lemmas 3.2–3.4
From now on we mimic [17], simplifying the proof occasionally. We formulate four lemmas,
proved later in the next two sections, which are then used in this section to prove Lemmas 3.2–
3.4. Let χ(x) be a smooth function satisfying 0  χ(x)  1 for x ∈ R, χ(x) = 1 if x  2 and
χ(x) = 0 if x  1. Let χM(x) be an even function satisfying χM(x) = χ(x −M) for x  0. Let
χ˜M(x)= 1−χM(x). In the first two lemmas we estimate the high frequency part of the resolvent
operators RHω(λ± i0).
Lemma 6.1. There exist positive numbers M fixed and C(ω) upper semicontinuous in ω such
that for every u ∈ S(R)
(1) sup
x
∥∥χM(λ)RHω(λ± i0)u∥∥L2λ(σc(Hω))  C‖u‖L2(R),
(2) sup
x
∥∥χM(λ)∂x(RHω(λ− i0)−RHω(λ+ i0))u∥∥L2λ(σc(Hω)) C‖u‖H 1/2(R).
Lemma 6.2. There exist positive numbers M fixed and C(ω) upper semicontinuous in ω such
that for every u ∈ S(R)
∑
i=0,1
∥∥χM(λ)∂ixRHω(λ± i0)u∥∥L∞x,λ(R2)  C‖u‖L1x(R).
In the next two lemmas we consider low frequencies. For E = k2 +ω with 0 k < δ set
R˜Hω(x, y,E)= −
f−(x, k)t (σ3f+(y, k))
[f+(·, k), σ3f−(·, k)] for x < y,
R˜Hω(x, y,E)= −
f+(x, k)t (σ3f−(y, k))
[f+(·, k), σ3f−(·, k)] for x > y,
and R˜Hω(x, y,−E)= −σ1R˜Hω(x, y,E)σ1. We have proved in Lemma 5.11 that
RHω(λ− i0)−RHω(λ+ i0)= R˜Hω(λ− i0)− R˜Hω(λ+ i0).
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number C(ω) upper semicontinuous in ω such that for every u ∈ S(R),
(1) sup
x
∥∥〈x〉−3/2χ˜M(λ)R˜Hω(λ± i0)u∥∥L2λ(σc(Hω))  C‖u‖L2(R),
(2) sup
x
∥∥χ˜M(λ)∂xR˜Hω(λ± i0)u∥∥L2λ(σc(Hω))  C‖u‖L2(R).
Returning to RHω(λ± i0) we have
Lemma 6.4. Let M be a positive number given in Lemma 4.3. Then there exists a positive number
C(ω) upper semicontinuous in ω such that for every u ∈ S(R)
(1) sup
λ∈[−M,M]
∥∥〈x〉−1RHω(λ± i0)Pc(ω)u∥∥L∞x  C∥∥〈x〉Pc(ω)u∥∥L1x(R),
(2) sup
λ∈[−M,M]
∥∥∂xRHω(λ± i0)Pc(ω)u∥∥L∞x  C∥∥Pc(ω)u∥∥L1x(R).
We assume Lemmas 6.1–6.4 and we proceed with the proofs of Lemmas 3.2–3.4.
Proof of Lemma 3.2. By using [1,3,12,16] or Lemma 5.5 we consider the spectral decomposi-
tion
Pc(ω)e
−itHωf = e−itHωχM(Hω)f + Pc(ω)e−itHω χ˜M(Hω)f where
χM(Hω)e
−itHωf = 1
2πi
∞∫
−∞
e−itλχM(λ)
(
RHω(λ+ i0)−RHω(λ− i0)
)
f dλ,
Pc(ω)e
−itHω χ˜M(Hω)f = 12πi
∞∫
−∞
e−itλχ˜M(λ)Pc(ω)
(
RHω(λ+ i0)−RHω(λ− i0)
)
f dλ.
Integrating by parts
χM(Hω)e
−itHωf = (it)
−j
2πi
∞∫
−∞
dλe−itλ∂jλ
{(
RHω(λ+ i0)−RHω(λ− i0)
)
χM(λ)
}
f
in S′x(R) for any t = 0 and f ∈ Sx(R). Since, see for example [7],
∥∥∂jλPc(Hω)RHω(λ± i0) : 〈x〉−(j+1)/2−0L2 → 〈x〉(j+1)/2+0L2∥∥ 〈λ〉−(j+1)/2,
the above integral absolutely converges in 〈x〉(j+1)/2+0L2x for j  2. Let g(t, x) ∈ S(R2). By
Fubini and integration by parts, j  2,
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χM(Hω)e
−itHωf, g
〉
t,x
= 1
2πi
∫
R
dt (it)−j
∫
R
dλe−itλ∂jλ
〈
χM(λ)
(
RHω(λ+ i0)−RHω(λ− i0)
)
f,g
〉
x
= 1
2πi
∫
R
dλ
〈
∂
j
λ
{
χM(λ)
(
RHω(λ+ i0)−RHω(λ− i0)
)}
f,
∫
R
dt (−it)−j g(t)eitλ
〉
x
= 1√
2πi
∫
R
dλ
〈
χM(λ)
(
RHω(λ+ i0)−RHω(λ− i0)
)
f, gˆ(λ)
〉
x
.
Hence from Fubini and Plancherel we have
∣∣〈χM(Hω)e−itHωf, g〉t,x∣∣
 (2π)−1/2
∥∥χM(λ)(RHω(λ+ i0)−RHω(λ− i0))f ∥∥L∞x L2λ∥∥gˆ(λ, ·)∥∥L1xL2λ
= (2π)−1/2∥∥χM(λ)(RHω(λ+ i0)−RHω(λ− i0))f ∥∥L∞x L2λ‖g‖L1xL2t .
Similarly, we have
∣∣〈e−itHω χ˜M(Hω)f,g〉t,x∣∣
 (2π)−1/2
∥∥〈x〉−3/2χ˜M(λ)(RHω(λ+ i0)−RHω(λ− i0))f ∥∥L∞x L2λ(σc(Hω))∥∥〈x〉3/2g∥∥L1xL2t
and
∣∣〈∂xe−itHωPc(ω)f,g〉t,x∣∣
 (2π)−1/2
(∥∥χM(λ)∂x(RHω(λ+ i0)−RHω(λ− i0))f ∥∥L∞x L2λ(σc(Hω))
+ ∥∥χ˜M(λ)∂x(RHω(λ+ i0)−RHω(λ− i0))f ∥∥L∞x L2λ(σc(Hω)))‖g‖L∞x L2t .
If we apply Lemmas 6.1 and 6.3 we get Lemma 3.2. 
Proof of Lemma 3.3 and part of Lemma 3.5. Let I (t) = [0, t]. By Plancherel and Hölder
inequalities we have
∥∥∥∥〈x〉−1
∫
I (t)
e−i(t−s)HωPc(ω)g(s, ·) ds
∥∥∥∥
L∞x L2t

∥∥〈x〉−1RHω(λ+ i0)Pc(ω)χˆ[0,+∞) ∗λ gˆ(λ, x)∥∥L∞x L2λ

∥∥∥∥〈x〉−1RHω(λ+ i0)Pc(ω)〈x〉−1 : L1x → L∞x ∥∥∥∥〈x〉χˆ[0,+∞) ∗λ gˆ(λ, x)∥∥L1x∥∥L2λ
 sup
∥∥〈x〉−1RHω(λ+ i0)Pc(ω)〈x〉−1∥∥B(L1x ,L∞x )∥∥〈x〉g∥∥L1xL2t .λ∈R
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exactly the same, using Lemmas 5.2 and (2) in Lemma 6.4. Lemma 3.3 but with I (t)= [t,+∞)
follows by the same argument but with RHω(λ+ i0) replaced by RHω(λ− i0). 
Finally, we prove Lemma 3.4. The proof, which exploits a lemma of Christ and Kiselev [8],
is verbatim that of Lemma 6 in [17].
Proof of Lemma 3.4 and remaining part of Lemma 3.5. Consider the pairs (q,p) = (4,∞)
or (q,p)= (∞,2) and for g(t, x) ∈ S(R2) set
T g(t)=
∫
R
ds e−i(t−s)HωPc(ω)g(s).
Lemma 3.2(b) implies f := ∫
R
ds eisHωPc(ω)g(s) ∈ L2(R) and
∥∥T g(t)∥∥
L
q
t L
p
x
 ‖f ‖L2x 
∥∥〈x〉3/2g∥∥
L1xL
2
t
.
Thus by Schwarz’s inequality ∃C > 0 such that ∀g ∈ S(R2),
(1) ∥∥T g(t)∥∥
L
q
t L
p
x
C‖g‖L2t L2x(R,〈x〉5 dx).
Since q > 2, it follows from Lemma 3.1 in [24] and (1) that
(2)
∥∥∥∥
∫
s<t
ds e−i(t−s)HωPc(ω)g(s)
∥∥∥∥
L
q
t L
p
x
 ‖g‖L2t L2x(R,〈x〉5 dx).
This proves Lemma 3.4. Taking in (2) integral over s > t we obtain the rest of Lemma 3.5. 
7. High energy estimates
We need now to prove Lemmas 6.1–6.4. This section contains proofs of Lemmas 6.1 and 6.2,
the next proofs of the remaining two. The proof of the high energy estimates for the scalar case
considered in [17] is based on a Born expansion. The vector case is, conceptually, exactly the
same as the scalar. From σ1RHω(z) = −RHω(−z)σ1 it is enough to consider all the estimates in
the present section for λ > 0.
Proof of Lemma 6.1. Since σc(Hω)= [ω,∞)∪ (−∞,−ω] it is enough to consider the [ω,∞)
case in the present proof. Let H0 = σ3(−d2/dx2 + ω) and let R0(λ) be its resolvent. For
λ = k2 + ω with k  0 set G(x, k) = diag( eik|x|2ik ,− e
−|x|
√
k2+2ω
2
√
k2+2ω ). Then G(x − y,±k) is the in-
tegral kernel of R0(λ± i0) for λ= k2 +ω with k  0. If M is sufficiently large, we have
RHω(λ± i0)u =
∞∑
R0(λ± i0)
(
VR0(λ± i0)
)j
uj=0
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∥∥〈·〉−1R0(λ± i0)〈·〉−1 : L2(R)→ L2(R)∥∥ 〈λ〉−1/2.
In [17] it is shown that for fixed C > 0 and for diag(1,0) the diagonal matrix with entries 1 and 0,
(1) sup
x
∫
R
dk 〈k〉∣∣χM(k)diag(1,0)(G(·, k) ∗ u)(x)∣∣2 C∥∥diag(1,0)u∥∥2L2x .
By (1) and by Shur’s lemma, we get for fixed C > 0
(2) sup
x
∫
R
dk 〈k〉∣∣χM(k)(G(·, k) ∗ u)(x)∣∣2 C‖u‖2L2x .
For k = √λ−ω 0, we get
(3)
Fn(x,±k) :=R0(λ∓ i0)
(
VR0(λ∓ i0)
)n
u(x)
=
∫
Rn+1
G(x − x1,±k)
n∏
j=1
(
V (xj )G(xj − xj+1,±k)
)
u(xn+1) dx1 · · ·dxn+1.
Minkowski’s inequality and (2) for n 1 yield
∥∥χM(√λ )Fn(x,±√λ )∥∥L2λ(ω,∞)

∫
Rn+1
dx1 · · ·dxn
n−1∏
j=0
{∣∣V (xj+1)∣∣ sup
|k|M
(∣∣kG(xj − xj+1, k)∣∣)}
×
{∫
R
dk χM(k)
2〈k〉−2n+1∣∣(G(·, k) ∗ u)(xn)∣∣2
}1/2
 ‖V ‖n
L1
sup
xn
(∫
R
dk k−2n+1χM(k)2
∣∣(G(·, k) ∗ u)(xn)∣∣2
)1/2
M−n+1/2‖V ‖n
L1
‖u‖L2
where x0 = x. This and the remark before the proof about λ > 0 yield estimate (1) in Lemma 6.1.
With a similar argument we get
(4) ∥∥χM(√λ)∂xFn(x,±√λ)∥∥L2λ(ω,∞) M−n+3/2‖V ‖nL1‖u‖L2 .
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R0(λ− i0)−R0(λ+ i0) = diag(1,0)
(
R0(λ− i0)−R0(λ+ i0)
)
so by [17]
(5) ∥∥∂x(R0(λ− i0)−R0(λ+ i0))u∥∥L2λ(ω,∞)  ‖u‖H 1/2 .
So (4), (5) and the remark before the proof imply (2) in Lemma 6.1. 
Proof of Lemma 6.2. It is a consequence of the fact that from (2) we get
sup
x,k
(∣∣χM(k)Fn(x, k)∣∣+ ∣∣χM(k)∂xFn(x, k)∣∣)
 sup
x∈R, |k|M
〈k〉−n
∫
Rn+1
n∏
j=1
∣∣V (xj )∣∣∣∣u(xn+1)∣∣dx1 · · ·dxn+1
M−n‖V ‖n
L1(R)
‖u‖L1(R). 
8. Low energy estimates
In this section we will look at the low frequencies.
Proof of Lemma 6.3. For λ = k2 + ω with k  0 and for W(k) = [f+(k), σ3f−(k)], we can
write the kernel of R˜Hω(λ± i0) in the form
K±(x, y, k)= −f+(x,±k)
t (σ3f−(y,±k))
W(±k) for x > y,
K±(x, y, k)= −f−(x,±k)
t (σ3f+(y,±k))
W(±k) for x < y.
Hence
R˜Hω(λ± i0)u= −
f+(x,±k)
W(±k)
x∫
−∞
dy t
(
σ3f−(y,±k)
)
u(y)
− f−(x,±k)
W(±k)
∞∫
x
dy t
(
σ3f+(y,±k)
)
u(y)=: I (±k)+ II(±k). (8.1)
We estimate the L2λ norm of the right-hand side of (1). It is not restrictive to assume x > 0. Let
I = − f+(x, k)
W(k)
(I1 + I2 + I3),
where for F the Fourier transform
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x∫
0
dy t
(
σ3f−(y, k)
)
u(y),
I2 =
0∫
−∞
dy e−iky diag(1,0)u(y) = √2π F [diag(1,0)χ(−∞,0]u](k),
I3 =
0∫
−∞
dy e−iky t
(
σ3m−(y, k)− e1
)
u(y).
By Lemma 5.1 we have supx>0(|f+(x, k)| + 〈x〉−1|f−(x, k)|) <∞ and so
|I1|
x∫
0
dy 〈y〉∣∣u(y)∣∣ 〈x〉3/2‖u‖L2 .
By |σ3m−(y, k)− e1| eax , Lemma 5.1(1), we have
sup
x>0
|I3|
∥∥e−a|x|∥∥
L2x(−∞,0)‖u‖L2  ‖u‖L2 .
For II = − f−(x,k)
W(k)
(II1 + II2)
II1 =
∞∫
x
dy eiky diag(1,0)u(y)= √2π F−1y
(
χ[x,∞) diag(1,0)u
)
(k),
II2 =
∞∫
x
dy eiky t
(
σ3 m+(y, k)− e1
)
u(y),
and by the same argument of I3 we have supx>0 |II2|  ‖u‖L2 . By Parseval identity
supx>0(‖I2‖L2k + ‖II1‖L2k )  ‖u‖L2 . Since W(k) = 0 for every k ∈ R and since χ˜M(k) is com-
pactly supported, it follows from the above estimates that
sup
x
∫
R
dk |k|
∣∣∣∣χ˜M(k)
∫
R
dy K±(x, y, k)u(y)
∣∣∣∣
2
 〈x〉3‖u‖2
L2
and this yields estimate (1) in Lemma 6.3.
We turn now to (2) in Lemma 6.3. After differentiation of (8.1),
∂xR˜Hω(λ± i0)u
= −∂xf+(x,±k)
W(±k)
x∫
−∞
dy t
(
σ3f−(y,±k)
)
u(y)− ∂xf−(x,±k)
W(±k)
∞∫
x
dy t
(
σ3f+(y,±k)
)
u(y)
=: III(±k)+ IV(±k). (8.2)
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III = − e
ikx
W(k)
(III1 + III2 + III3),
III1 =
(
ikm+(x, k)+ ∂xm+(x, k)
) 0∫
−∞
dy t
(
σ3f−(y, k)
)
u(y),
III2 = ikm+(x, k)
x∫
0
dy t
(
σ3f−(y, k)
)
u(y),
III3 = ∂xm+(x, k)
x∫
0
dy t
(
σ3f−(y, k)
)
u(y).
By (2) and (3) in Lemma 5.1 we have
(1) sup
|k|√M−ω
sup
x0
eax
(∣∣k(m+(x, k)− 1)∣∣+ ∣∣∂xm+(x, k)∣∣)<∞.
This implies following the same argument used for I1, that
‖III1‖L2k[−√M−ω,√M−ω ]  ‖u‖L2 .
Similarly
|III3| e−a|x|
x∫
0
dy 〈y〉u(y) 〈x〉 32 e−a|x|‖u‖L2 .
Next we claim we have
(2) ‖III2‖L2k[−√M−ω,√M−ω ]  ‖u‖L2 .
From (1) and |f−(y, k)| 〈y〉 we get
∣∣∣∣∣(ik(m+(x, k)− e1)+ ∂xm+(x, k))
0∫
−∞
dy t
(
σ3f−(y, k)
)
u(y)
∣∣∣∣∣ ‖u‖L2 .
To complete (2) we substitute from Lemma 5.5
f−(x, k)= 1
T (k)
f+(x, k)+ R+(k)
T (k)
f+(x, k)
and use that for |k|  √M −ω we have |k/T (k)| = |[f+(k), σ3f−(k)]|/2  1 and
|kR+(k)/T (k)| = |[f+(k), σ3f−(k)]|/2 1. So (2) will be a consequence of
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∥∥∥∥∥
x∫
0
dy t
(
σ3f+(y,±k)
)
u(y)
∥∥∥∥∥
L2k[−
√
M−ω,√M−ω ]
 ‖u‖L2 .
To prove (2′) notice that for fixed C
∥∥∥∥∥
x∫
0
dy t
(
σ3f+(y,±k)− e±iky e1
)
u(y)
∥∥∥∥∥
L2k[|k|
√
M−ω ]
 C‖u‖L2
by the same argument of I3 and II2. By Plancherel
∥∥∥∥∥
x∫
0
dy e±iky e1 · u(y)
∥∥∥∥∥
L2k[|k|
√
M−ω ]
 C‖χ[0,x]u‖L2y  C‖u‖L2 .
The last two inequalities yield (2′) and so (2). With the same arguments we get
sup
x>0
‖IV‖L2k[−√M−ω,√M−ω ]  ‖u‖L2 .
Combining the above estimates we obtain
sup
x>0
∫
R
dk |k|
∣∣∣∣χ˜M(λ(k))
∫
R
dy ∂xK±(x, y, k)u(y)
∣∣∣∣
2
 ‖u‖2
L2
which yields (2) in Lemma 6.3. 
Proof of Lemma 6.4. We consider in the notation of Lemma 5.9, RHω(x, y,λ)=R1(x, y,λ)+
R2(x, y,λ). We focus on λ > 0. We start with λ  ω. Since [f+(k), σ3f−(k)] and [g+(k),
σ3g−(k)] are continuous and nonzero for 0  k < δ, by Lemmas 5.8, 5.1 and 5.7 we get for
j = 1,2, λ= k2 +ω and for any fixed M˜
sup
|k|<M˜
sup
x,y∈R
〈x〉−1∣∣Rj (x, y,λ± i0)∣∣〈y〉−1 <∞.
Thus we have
(3) sup
λω−ε
∥∥〈x〉−1χ˜M(λ)RHω(λ± i0)u∥∥L∞x  C∥∥〈x〉u∥∥L1x(R).
To prove (3) for 0 < λ < ω − ε we consider u = Pc(ω)u and for R0 the resolvent of
σ3(−d2/dx2 +ω) the following is well defined:
(4) RHω(λ)u=R0(λ)u−R0(λ)V Pc(ω)R0(λ)u+R0(λ)VRHω(λ)Pc(ω)VR0(λ)u.
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(5) sup
0<λ<ω−ε
∥∥∂jxRHω(λ)Pc(ω)u∥∥L∞x  C‖u‖L1x(R) for j = 0,1.
For G0(λ, x − y) = diag( e−
√
ω−λ|x−y|
2
√
ω−λ ,− e
−|x−y|√2ω−λ
2
√
2ω−λ ) we have ∂
j
x (R0(λ)u) = G0j (λ) ∗ u for
G0j (λ, x) = ∂jxG0(λ, x) ∈ L∞ for j = 0,1, uniformly bounded in 0 < λ < ω − ε. So for
0 < λ< ω − ε we have ‖∂jx (R0(λ)u)‖L∞x  C‖u‖L1x(R) for j = 0,1. We get (5) and (1) in Lem-
ma 6.4 by
∥∥∂jxR0(λ)VRHω(λ)Pc(ω)VR0(λ)u∥∥L∞x
 C
∥∥VRHω(λ)Pc(ω)VR0(λ)u∥∥L1x  ∥∥RHω(λ)Pc(ω)VR0(λ)u∥∥L2x

∥∥R0(λ)u∥∥L∞x  C‖u‖L1x(R).
We prove now (2) in Lemma 6.4. By (5), sup0<λ<ω−ε‖∂xRHω(λ)Pc(ω)u‖L∞x  C‖u‖L1x(R).
We now estimate ∂xRj (x, y,λ ± i0) for λ > ω − ε and j = 1,2. Let K = {k: |k| √
M −ω, 0 k  δ}. Let us start with j = 1. By Lemma 5.1 we have
sup
k∈K
(
sup
x>0>y
∣∣∂xR1(x, y,λ± i0)∣∣+ sup
x<0<y
∣∣∂xR1(x, y,λ± i0)∣∣)<∞.
So now we consider the case x and y have the same sign. It is not restrictive to assume x > y > 0.
By (4) Lemma 5.1 we have supk∈K |m−(y, k)| 〈y〉 〈x〉, and
sup
k∈K
∣∣∂xm+(x, k) tm−(y, k)∣∣ 〈x〉e−a|x|.
By (3) Lemma 5.1 supk∈K supy>0|km−(y, k)|<∞. Combining the above,
∂xR1(x, y,λ± i0)= −e
±ik(x−y)
W(±k)
{±ik m+(x,±k)+ ∂x m+(x,±k)} t(σ3 m−(y,±k))
are uniformly bounded with respect to x > y > 0 and k ∈K . By Lemma 5.8 we get also estimates
for R2 which, ending the proof of Lemma 6.4, yield
sup
ω−ελM
∥∥∂xRHω(λ)Pc(ω)u∥∥L∞x  C‖u‖L1x(R). 
9. Orbital stability: Sketch of the proof of Theorem 2.1
We sketch the proof of Theorem 2.1.
Lemma. Suppose that eiωtφω(x) satisfies (H6). In dimension n > 1 assume also that
L+ = −Δ+ω − β
(
φ2ω
)− 2β ′(φ2ω)φω (9.1)
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φω‖H 1(Rn) <  we have for the corresponding solution
inf
{∥∥u(t, x)− eiγ φω(x − x0)∥∥H 1(x∈Rn): γ ∈ R, x0 ∈ Rn}<A0(ω).
The proof consists in the argument in [32] with a minor change due to D.M.A. Stuart [22].
We have invariants:
Q(f )= 1
2
∫
Rn
∣∣f (x)∣∣2 dx, M(f )= 1
2

∫
Rn
f (x)∇f (x)dx,
E(f )=
∫
Rn
( |∇f (x)|2
2
+ F (|f |))dx.
For Θ(t, x)= v·x2 + ϑ(t) we have
M
(
eiΘf
)= 1
2

∫
Rn
e−iΘf (x)eiΘ
(
∇f (x)+ i v
2
f (x)
)
dx =M(f )+ v
2
Q(f ),
E
(
eiΘf
)= ∫
Rn
( |∇f (x)+ i v2f (x)|2
2
+ F (|f |))dx =E(f )+ v2
4
Q(f )+ v ·M(f ).
We define now from the invariants of motion
H(u)=E(u)+ω(t)Q(u)− v(0) ·M(u) =E(u0)+ω(t)Q(u0)− v(0) ·M(u0)
with v(0) initial velocity, ω(t) a function defined later, u0(x) = u(0, x). The idea of choosing
v(0) is in [22]. For y the coordinate in the moving frame, we consider the ansatz u= eiΘ(φμ(y)+
r(t, y)) satisfying the usual modulation equations
〈
Q′(ϕμ), r(t)
〉= 〈M ′(ϕμ), r(t)〉= 0.
After the above preparation we start the usual expansion
H
(
eiΘ(φμ + r)
)=E(eiΘ(φμ + r))+ωQ(φμ + r)− v(0) ·M(eiΘ(φμ + r))
=E(φμ + r)+
(
ω + v
2 − 2v(0) · v
4
)
Q(φμ + r)+
(
v − v(0)) ·M(φμ + r)
=E(φμ + r)+
(
ω − v
2(0)
4
+ (v − v(0))
2
4
)
Q(φμ + r)
+ (v − v(0)) ·M(φμ + r).
Define ω = v2(0) +μ. Then, setting d(μ)=E(φμ)+μQ(φμ) and q(μ)=Q(φμ)4
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2
4
q(μ)+ 〈E′(φμ)+μQ′(φμ)+ (v − v(0))M ′(φμ), r 〉
+ 1
2
〈[
E′′(φμ)+μQ′′(φμ)
]
r, r
〉+ (v − v(0))2
4
〈
Q′(φμ)+ Q
′′
2
(φμ)r, r
〉
+ 1
2
(
v − v(0)) · 〈M ′′(φμ)r, r 〉+ o(‖r‖2H 1).
From modulation and from E′(φμ)+μQ′(φμ)= 0 we get〈
E′(φμ)+μQ′(φμ)+
(
v − v(0)) ·M ′(φμ), r 〉= 0.
So
H(u)= d(μ)+ (v − v(0))
2
4
q(μ)+ 1
2
〈[
E′′(φμ)+μQ′′(φμ)
]
r, r
〉+ o(‖r‖2
H 1
)
.
Proceeding similarly
E(u0)+ω(t)Q(u0)− v(0) ·M(u0)= d
(
μ(0)
)+ 1
2
〈[
E′′(φμ(0))+μ(0)Q′′(φμ(0))
]
r(0), r(0)
〉
+ (μ−μ(0))q(μ(0))+ o(∥∥r(0)∥∥2
H 1
)
.
Recall now that d ′(μ(0)) = q(μ(0)) so by equating the last two displayed formulas and after
Taylor expansion of d(μ) we get the following result:
d ′′(μ(0))
2
(
μ−μ(0))2 + (v − v(0))2
4
q(μ)+ 1
2
〈[
E′′(φμ)+μQ′′(φμ)
]
r, r
〉
 1
2
〈[
E′′(φμ(0))+μ(0)Q′′(φμ(0))
]
r(0), r(0)
〉+ o(‖r‖2
H 1
)+ o(∥∥r(0)∥∥2
H 1
)
.
This implies (μ−μ(0))2 + (v − v(0))2 + ‖r‖2
H 1
 C‖r(0)‖2
H 1
because of the fact that
〈[
E′′(φμ)+μQ′′(φμ)
]
r, r
〉≈ ‖r‖2
H 1 .
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