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Resumen 
En este informe se hace una revisión del estado de la técnica en las distintas áreas del 
conocimiento en conjunción con la Ingeniería de Sistemas y la Automática. Se analiza 
el diseño e implementación de un sistema de control y supervisión en red sustentado en 
un sistema de control neuroborroso de fuerza/par de corte. Este método está basado en 
el paradigma del control por modelo interno. Se propone una plataforma de pruebas 
para el diseño de sistemas de control y supervisión en red para procesos de fresado a 
alta velocidad basada en las actuales tecnologías de comunicación y computación como 
los sistemas operativos de la familia Windows, la arquitectura CORBA y el protocolo 
TCP/IP. Se muestra un comportamiento adecuado, se mantiene la portabilidad del 
sistema obtenido, los bajos costes de diseño e implementación, su utilización en 
múltiples campos de aplicación y la facilidad de adicionar nuevas tecnologías 
desarrolladas en las áreas de investigación involucradas. Sin embargo, es necesario 
aumentar la frecuencia de muestreo del módulo de acceso de datos implementado.  
  
Revisión del estado del arte. 
 
En este informe se hace una revisión del estado de la técnica con respecto al 
desarrollo y aplicación de un conjunto de teorías y de técnicas sustentadas en la 
conjunción de la Automática, la Inteligencia Artificial (IA) y las tecnologías de las 
comunicaciones. La revisión incluyó el estado actual y las líneas de evolución en tres 
cuestiones esenciales de los componentes tecnológicos de las tecnologías avanzadas de 
la información: los sistemas inteligentes, las plataformas abiertas y los sistemas 
incorporados o embebidos.  
La evolución de la computación en red, los estándares abiertos de software, los 
sistemas multimedia y la revolución industrial del software han tenido una influencia 
directa en la Automática debido al desplazamiento de las aplicaciones hacia los 
sistemas distribuidos, abiertos y dinámicos lo que ha influido en las tecnologías que 
soportan los sistemas inteligentes. Asimismo, el rápido y profundo desarrollo de los 
sistemas de comunicaciones ha producido un cambio de los sistemas y aplicaciones de 
control tradicionales hacia estos entornos, y con ello la aparición de nuevos problemas 
y paradigmas que afectan a todos los campos de la Automática, la Informática y 
otras áreas afines. Los sistemas inteligentes, son, por derecho propio, una parte esencial 
dentro de los componentes tecnológicos debido a la necesidad de desarrollar 
metodologías y construir sistemas inteligentes robustos y adaptables que integren 
percepción, razonamiento, representación y aprendizaje y que sean capaces de 
interpretar, interaccionar con el entorno y comunicarse con el mundo. Se destacan en la 
literatura los trabajos relacionados con el aprendizaje automático y las tecnologías 
basadas en agentes.  
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Figura 1. Técnicas del soft-computing en el control inteligente de procesos. 
 
En la Figura 1 se muestra un esquema donde se resumen las técnicas que forman 
parte del llamado “soft-computing” y su aplicación a la Automática. En el caso de la 
lógica borrosa (Haber et al., 2002) y las redes neuronales (Alique et al., 2000) se han 
producido grandes avances en la consolidación del cuerpo de doctrinas relativo al 
diseño de sistemas de control. Así, se ha continuado trabajando en la caracterización de 
los controladores borrosos como reguladores no lineales, estableciéndose analogías con 
reguladores PID no lineales con ganancias variables (Ying, 1999, Haj&Ying, 2004). Del 
mismo modo, los temas relacionados con el análisis de estabilidad han recibido nuevos 
impulsos (Cuesta et al., 1999). Por otra parte, se continúa trabajando en el 
perfeccionamiento de las redes neuronales artificiales, las estrategias de aprendizaje y 
en el desarrollo de nuevas topologías de redes. En la enorme diversidad existente se 
destacan las redes neuronales dinámicas aditivas continuas (CA-FFN) (Griñó et al., 
2000), la red neuronal de memoria de corto y largo plazo (LSTM) 
(Gers&Schmidhuber,2002), la red neuronal hacia delante aumentada (Aug FFN) 
(Selmic&Lewis,2002), las redes neuroborrosas HYFIS (Shann&Fu, 1995), 
(Kim&Kasabov, 1999) y las variantes introducidas al CMAC (Abdelahammed, 2002). 
No sucede igual con la computación evolutiva, que incluye los algoritmos genéticos, la 
programación genética y las estrategias evolutivas, con un camino largo por recorrer en 
su nexo con la Automática, los sistemas de control y las aplicaciones en tiempo real. 
Así, requieren un análisis matemático riguroso y la profundización en los mecanismos 
de selección. Además, no existe una metodología general de aplicación a la 
optimización de sistemas de control y se requiere profundizar en la optimización 
multiobjetivo (Flemming&Purshouse, 2002). 
La tendencia actual más clara en el soft-computing es la simbiosis e hibridación con 
vistas al perfeccionamiento de los sistemas de control (Bonissone et al.,1999) como una 
necesidad, ya que los aportes clásicos no son capaces de hacer frente con éxito a la 
imprecisión e incertidumbre en el conocimiento de los procesos y la complejidad de los 
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sistemas controlados, mostrando una clara ineficacia en la representación del 
conocimiento experto y el aprendizaje (Fukuda&Shibata, 1994). Los avances en la 
hibridación (Er&Gao, 2003), (Hwang, Tan, Tsai, 2003) nos han conducido hacia las 
primeras aproximaciones a la llamada inteligencia estructural. Así, un sistema de 
control para sistemas electromecánicos complejos debe estar formado por tres niveles, a 
saber: un nivel de aprendizaje del conocimiento, un nivel de experiencia basado en 
reglas borrosas y un nivel de adaptación para ajustar las reglas de acuerdo con las 
condiciones del entorno, basado en los algoritmos genéticos (Fukuda&Kubota,1999). 
Otros aportes van más allá, y nos acercan hacia arquitecturas con capacidad de auto-
organización y auto-exploración del conocimiento en las que se incorpora conocimiento 
a través de la toma de decisiones basada en información sensorial. Se trata de esquemas 
que constan de tres elementos básicos: un proceso de exploración adaptativa, un 
conocimiento basado en reglas borrosas y un sistema de control basado en una red 
neuroborrosa (Haber et al., 2005). A pesar de los progresos, se requiere profundizar en 
el desarrollo de nuevas estrategias híbridas que permitan compartir los beneficios 
de cada técnica de IA y que sean viables de ser aplicadas en tiempo real. 
Otras áreas de investigación también han sido receptoras de los progresos en tema 
concretos como las plataformas abiertas y los sistemas incorporados. El desarrollo de 
las plataformas abiertas y en específico la construcción de entornos de desarrollo y de 
ejecución abiertos que soporten normas para la interoperabilidad, agregabilidad e 
integración es un elemento clave. Se destacan los trabajos recientes para el desarrollo de 
sistemas intermediarios interoperables, el número creciente de trabajos en el campo de 
los sistemas de software distribuido y en red y el desarrollo creciente del software 
incorporado. En especial la comunidad científica trabaja de forma activa en el desarrollo 
de entornos abiertos y modulares que sirvan de apoyo a la toma de decisión inteligente 
distribuida. Ciertamente los sistemas de control abierto permiten el desarrollo e 
implementación de sistemas de fabricación modulares y reconfigurables (Pritschow et 
al., 2001). Una de las tendencias actuales es la armonización de los aportes y 
arquitecturas existentes (e.g, OSACA, FAOP, OMAC, OSEC).  
En cuanto a los sistemas intermediarios y los estándares, CORBA1 (Cantillo et al., 
2002) abre nuevos horizontes como bus de comunicación en la monitorización y el 
control de procesos complejos (Sanz, 2003), (Felber& Narasimham, 2003). No obstante, 
CORBA está todavía lejos de los sistemas de fabricación actuales en los que existe una 
gran variedad de fabricantes de CNC y usuarios finales (Boissier et al., 2001). Nuevos 
intentos en el desarrollo de las plataformas abiertas pasan por CORBA como el 
paradigma de bus de comunicación (e.g., proyecto OCEAN). De este modo, los 
sistemas intermediarios y las plataformas abiertas para construir sistemas 
incorporados y en red permiten ocultar la complejidad de la informática, las 
comunicaciones, los sensores y el control subyacente en las aplicaciones.  
En concreto el fresado a alta velocidad, su modelado, control y supervisión, son 
campos de investigación que están recibiendo mucha atención. El modelado sigue dos 
direcciones complementarias basadas en la Teoría de Sistemas: la búsqueda de 
ecuaciones matemáticas que representen las leyes físicas que tienen lugar en los 
                                                 
1 Common Object Request Broker Architecture- 
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procesos de fresado a alta velocidad (FAV) y el estudio de las variables más relevantes 
para el FAV, sensores y sistemas de medición y del comportamiento del proceso. En la 
primera línea se trata de predecir las fuerzas de corte a partir de la teoría del mecanizado 
y de la geometría de la herramienta de corte. El principal inconveniente radica en la 
necesidad de coeficientes empíricos para cada combinación de condiciones de corte. 
Los resultados más importantes en el mecanizado convencional fueron desarrollados por 
Engin&Altintas (2001). Recientemente sobresalen los resultados en el modelado para 
estimar la deflexión de la herramienta y el error superficial (Kim et al., 2003) y las 
mejoras introducidas en el modelado analítico a partir del mapeo z y el aporte conocido 
como “local depth buffer” (Roth&Ismail, 2003).  
En la segunda línea de investigación, el modelado empírico, los datos medidos 
deben ser procesados para obtener información relevante del estado del proceso. La 
comparación de la información sensorial a partir de la desviación de las variables en el 
dominio del tiempo y frecuencial permiten estimar cuestiones esenciales como el estado 
de la herramienta de corte. Muy pocos resultados han sido publicados en la literatura a 
la que hemos tenido acceso. Podemos mencionar el estudio de la información sensorial 
en el FAV (Kong et al., 2001), el análisis de los diferentes tipos de desgaste que se 
producen en las herramientas debido al FAV (Dolinsek et al., 2001), (Liu et al., 2002), 
la monitorización del FAV basada en el esfuerzo de corte (Toh, 2004) y la 
monitorización basada en la desviación de variables representativas en el dominio del 
tiempo y en el dominio frecuencial. Otra línea de investigación, es la telemonitorización 
basada en la desviación que se produce en la señal de vibración a partir de índices en el 
dominio del tiempo y en el dominio frecuencial (Haber et al., 2004). 
En el control avanzado se distinguen las estrategias clásicas y las basadas en IA. 
Entre las primeras ocupan un papel relevante el control adaptativo basado en modelo de 
referencia (MRAC) (Ulsoy&Koren, 1985-1997), el control robusto basado en QFT 
(Rober et al., 1997), el control del esfuerzo de corte basado en modelos (Landers et al., 
2000), el control basado en la asignación robusta de los polos (Charbonnaud et al., 
2001) y el control robusto de la fuerza de corte con compensación de las variaciones del 
proceso (Kim et al., 2003). Entre las aplicaciones de las técnicas de IA están los trabajos 
relacionados con el control borroso autosintonizable del esfuerzo de corte (Haber et al., 
1998), el control borroso del esfuerzo de corte con ajuste basado en algoritmos 
genéticos (Lin&Lee, 1999), el control adaptativo borroso del esfuerzo de corte (Liu et 
al., 1999), el estudio comparativo de varios controladores basado en IA y clásicos (Liu, 
2001), el control borroso de la corriente consumida en el husillo (Yang et al., 2002), el 
control borroso incorporado en un CNC abierto (Haber et al. 2003), el control neuronal 
basado en linealización por realimentación (Alique et al.,2003), el control neuronal del 
esfuerzo de corte basado en IMC (Haber&Alique, 2004), el control basado redes 
borrosas de base radial (RBF) (Jiménez et al., 2004), el control borroso adaptativo de 
posición (Jee&Koren, 2004) y el control neuroborroso de la fuerza de corte basado en el 
control por modelo interno (Haber et al., 2004). 
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1. Metodología para el diseño, análisis e implementación de un sistema 
neuroborroso para el control y la supervisión. 
 
En este período se ha trabajado en el desarrollo de la metodología y en el estudio de 
esquemas de control y supervisión neuroborroso. A continuación, detallaremos el 
diseño realizado. 
 
 
Figura 2. Esquema de control neuroborroso y estrategia de sintonía. 
 
Ciertos procesos electromecánicos complejos como el fresado a alta velocidad están 
caracterizados por una complejidad e incertidumbre tales que hacen que la llamada 
tecnología de los sistemas inteligentes se convierta en una opción viable a las 
descripciones formales clásicas. La Lógica Borrosa (LB) es una de esas técnicas, que ha 
probado ser útil en control e ingeniería industrial como una herramienta de optimización 
muy práctica. Por medio de la LB los sistemas de control pueden ser dotados de la 
experiencia de un operador experto, expresada verbalmente. Por otro lado, las Redes 
Neuronales Artificiales (RNA) constituyen probablemente la otra técnica de la 
Inteligencia Artificial (IA) más usada en la identificación de modelos y el diseño de 
sistemas de control. Las RNA resultan adecuadas para la identificación y el control de 
procesos no lineales (Hunt, et al., 1992; Nelles, 2000), básicamente debido a su 
excelente capacidad para representar cualquier función no lineal con el grado deseado 
de precisión. De entre todos los diferentes tipos de RNA las anticipativas o hacia 
delante, particularmente el perceptrón multicapa (PMC), son las más frecuentemente 
usadas en control no lineal. Varios esquemas han sido propuestos para el control 
neuronal de sistemas no lineales (Hagan, et al., 2000). El paradigma del Control por 
Modelo Interno (CMI) es un enfoque bien establecido para el diseño de controladores, 
que utiliza explícitamente al modelo del proceso en el diseño del sistema de control 
(Kambhampati, et al., 2000). En general, la inversión de modelos no lineales no es una 
tarea fácil, y pueden no existir soluciones analíticas, de modo que las soluciones tienen 
que calcularse numéricamente. Otro problema es que la inversión del modelo del 
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proceso puede conducir a controladores inestables cuando el sistema es de fase no 
mínima (Carotenuto, 2001). 
Efectivamente, las RNA pueden usarse en un esquema eficiente de control basado 
en el principio del CMI. El CMI basado en RNA (RN-CMI) consiste básicamente en 
entrenar una red para que aprenda la dinámica del proceso. Otra RNA puede entrenarse 
para aprender la dinámica inversa, de modo que pueda usarse como controlador no 
lineal (Norgard, et al., 2000). La cuestión es cómo capitalizar la robustez de un CLB sin 
aumentar la complejidad del diseño. 
Si podemos sintetizar un CLB con ganancia estática igual a la del modelo inverso 
(Haber et al., 2006), y si el sistema de control es estable con este controlador, 
obtendremos un control sin desviación estacionaria para valores de referencia y 
perturbación constantes (Rivals y Personnaz, 2000). El esquema de CNB que 
proponemos está inspirado en las RN-CMI (Haber-Guerra y Alique, 2004). La inversa 
de la RNA dinámica es reemplazada en el camino directo por un CLB, para con ello 
mejorar la capacidad de rechazo a perturbaciones del sistema. 
El objetivo principal es implementar la optimización del proceso de fresado a alta 
velocidad mediante el control de una única variable de salida, la fuerza de corte, usando 
una única variable de acción, la velocidad de avance. La eficacia del esquema CNB la 
demostraremos mediante simulaciones. La comparación entre un CLB, un control 
directo-inverso basado en RNA’s (CDI-RN), un CMI-RN y un CNB se realiza usando 
varios índices de desempeño a partir de los resultados de las simulaciones. Como se 
verá, se concluye que el CNB produce un sistema de control más eficaz en el rechazo a 
perturbaciones. 
 
1.1 Introducción al modelado con RNA. 
Consideremos  un sistema no lineal con mku  entradas y pky  ( pm  ) salidas. 
Supongamos que ese sistema puede ser modelado exactamente mediante la siguiente 
RNA anticipativa, de una capa interna  
  oxukxo bbWxWW  k1k utanhy     (1) 
donde nkx  está dado por 
 TT nukT 1kT nykT 1kTk u,,u,y,,y,y  kx         (2) 
con   mnup1nyn  , lpoW , nlxW , mluW , 1lxb  y 1pob , donde xb  
y ob  son los vectores de la polarización en las capas oculta y de salida respectivamente, 
xW , uW  son matrices de pesos y tanh representa la función tangente hiperbólica. 
Por simplicidad, consideremos el sistema no lineal ( 1ky  ) de simple-entrada simple-
salida (SESS). La identificación puede ser vista como la determinación del mapeo del 
conjunto  TNz y u  al conjunto de pesos posibles (parámetros) θˆ , de modo que la red 
pueda producir una predicción 1kyˆ   lo más próxima posible a la salida real 1ky  . 
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      T ˆ ˆ  ˆvec  ˆvec  ˆvecˆ oxuxo bbWWWθ            (3) 
Usando un método de identificación de predicción de errores, los pesos se calculan 
como 
  )z,(Jminargˆ N1 θθ                    (4) 
donde    )t(yˆ)t(y)t(yˆ)t(y
N2
1)z,(J T
N
1t
N
1 Σ θθθ 

 
El método de entrenamiento de Levenberg-Marquardt puede usarse para determinar los 
pesos de la red (Haber-Guerra, et al., 2005). De entre las dos estructuras generales de 
modelado disponibles, seleccionamos el modelo paralelo mostrado en la ecuación (5), 
que expresa la aproximación del proceso no lineal mediante la función (.)Gm  en 
términos de las entradas y salidas pasadas del modelo, el modelo del promedio 
autoregresivo-móvil no lineal (NARMA): 
 
)θˆ,u,,u,yˆ,,yˆ,yˆ(G                  
)θˆ,kφ(G)1k(yˆ
1nukk1nyk1kkm
m



θ  (5) 
Usando (1) para formar el modelo paralelo de (5), el modelo puede expresarse como en 
(6) y (7) 




 



 )0,q(x
nu
1j
1jk)q(j
ny
1i
1ik)q(i)q(k bubyˆatanh  (6) 
  


p
1q
)0,k(o)q(k)q,k(o bW1kyˆ θ          (7) 
Nuevamente consideraremos un perceptrón multicapa con una sola capa interna y con 
funciones de activación tangente hiperbólica en la capa oculta y lineal en la salida. 
1.2. El proceso de fresado 
Las características del proceso de fresado, como proceso electromecánico complejo, 
limitan severamente el uso de herramientas matemáticas clásicas para el modelado y el 
control (Bukkapatnam, et al., 1995). La dinámica del proceso de fresado (respuesta de la 
fuerza de corte F  a cambios en la velocidad de avance f ) puede modelarse 
aproximadamente usando una ecuación diferencial de al menos segundo orden. 
Lauderbaugh and Ulsoy (1989) sugirieron el siguiente modelo lineal: 
    
77.0z75.1z
017.0z019.0zG 2LU 
  (8) 
Otro modelo, obtenido usando ecuaciones diferenciales de segundo orden (Rober and 
Shin, 1996) es 
    
45.0z42.1z
04.0z052.0zG 2RS 
  (9) 
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Landers and Ulsoy (2000) propusieron una estructura de primer orden del proceso de 
fuerza de corte, incluyendo las velocidades de corte y los efectos no lineales de la 
profundidad de corte, de ese modo 
 fa
85.0z
11.0)z(G 63.065.0LA 
  (10) 
Los modelos aproximados (8)-(10) proporcionan una caracterización de la dinámica 
del proceso de fresado que ayuda a investigar y analizar el desempeño y limitaciones de 
la máquina herramienta. Para obtener un mejor acabado superficial en la pieza y reducir 
el tiempo de fresado, la fuerza de corte ha de mantenerse constante durante el fresado 
(relación directa entre la fuerza de corte y la tasa de arranque de virutas). Cuando hay 
perturbaciones, tales como la variación de la profundidad de corte, este requisito solo 
puede cumplirse usando el control. De aquí que podamos usar un modelo matemático 
aproximado en el diseño de nuevos controladores con vistas a la optimización del 
proceso. 
El conjunto       zG,zG,zGG LARSLUP   representa al proceso de fresado. Las 
ecuaciones (8)-(10) son solo válidas en rangos de operación estrechos, de aquí que no 
puedan rebasar ciertos límites a la hora de representar la complejidad e incertidumbre 
del proceso. No obstante, ellas sí que proporcionan una caracterización aproximada de 
la dinámica del proceso de fresado y por ello serán usadas posteriormente para las 
simulaciones. 
El Control Numérico Computarizado  (CNC) cumple importantes tareas, que 
incluyen los lazos de control de velocidad para el avance, rf , y el giro del husillo, así 
como el interpolador (i.e., lazo de control de la posición espacial del útil de corte PO  
 TPPP zyx ). Las variables PoO , os  y of  representan las referencias internas para los 
lazos de control del CNC, los cuales pueden diferir, en el caso de f , de los valores 
dinámicos generados por el controlador de fuerza de corte. 
 
1.3. Un sistema de control por modelo interno basado en RNA 
Un esquema de CMI puede ser implementado usando una RNA, en lo que se conoce 
como RN-CMI. Primeramente, se entrena una RNA para que aprenda la dinámica del 
proceso suministrándole datos de entrada-salida. Así, uno de los modelos desarrollados 
en (Haber- Guerra, et al., 2005) se elige como base para el CMI. La ecuación dinámica 
puede representarse, en notación reducida, por 
),(G)t(Fˆ M fF                          (11) 
donde MG  es una función incógnita a identificar, F  es la fuerza de corte ejercida 
durante la remoción de virutas metálicas y f  es la velocidad relativa entre la bancada y 
el útil de corte. Puesto en forma vectorial f  y F  son la entrada y salida, 
respectivamente, definidas como  )nt(F)1t(F  F  y  )mt(f,),1t(f  f , t  
es el instante de tiempo discreto y Zm,n  . Un esquema de identificación debería 
asegurar valores  tFˆ  tan cercanos como sea posible a los de )t(F  (salida real). 
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El algoritmo de entrenamiento fue desarrollado usando MATLAB. La topología se 
escogió inicialmente como sigue: una entrada, f , y una salida, Fˆ , una función de 
activación lineal a la salida y una capa oculta que usa una función de activación de 
tangente hiperbólica. El tipo de modelo se seleccionó usando conocimiento a priori del 
proceso de fresado y los tipos de modelos considerados en trabajos previos. Se 
utilizaron para el entrenamiento datos obtenidos de operaciones de fresado reales. 
Elegimos una RNA con cuatro entradas, cuatro neuronas en la capa oculta y una 
neurona en la de salida. La ecuación dinámica puede expresarse, usando notación 
reducida, por 
 ))1t(F  )t(F  )1t(f   )t(f(G)1t(Fˆ M    (12) 
donde      00fxxufff bWWbWWwWw ,,,,,,GM   













4.1976-   0.0140    0.0103-   0.0167    0.0056-   
2.5668-   0.0245    0.0202-   0.0068-   0.0122    
6.2151-   0.0031-   0.0075-   0.0084    0.0081    
2.2530    0.0158-   0.0226    0.0019    0.0094-  
fw
   (13) 
 .378.4564  54.5429   47.0386   13.8937   28.7834-fW       (14) 
El modelo inverso se obtuvo mediante el entrenamiento generalizado (Norgard, et al., 
2000). Por consiguiente, la red fue entrenada para minimizar, fuera de línea, a  
 


M
1t
2
)t(fˆ)t(f)(J                    (15) 
Otra RNA fue entrenada para aprender la dinámica inversa del proceso y funcionar 
como controlador no lineal. La ecuación dinámica del modelo inverso puede expresarse 
en notación reducida por 
) )2t(f   )1t(f )t(F  )1t(F(G)t(f 'M     (16) 
donde,      00ixxuiii bWWbWWwWw ,,,,,,G'M   













0.7328-   0.0048    0.0010-   0.0006-   0.0029    
1.7947-   0.0070    0.0017    0.0027-   0.0026    
18.1896-  0.0213-   0.0076-   0.0141    0.0332    
0.3665-   0.0042-   0.0003-   0.0004-   0.0022
iw
   (17) 
 459.2642  129.0931  94.7554   2.6474    157.9236-iW    (18) 
Los vectores de polarización  0X bb ,  están representados por la última columna de (17)-
(18). 
1.4. Sintonía óptima del regulador neuroborroso. 
El algoritmo de propagación hacia atrás del error se aplicó para la sintonía de 
 CEE Kˆ,Kˆˆ  , correspondiente a los factores de escala de entrada del bloque borroso que 
reemplazará al modelo inverso (16). Los detalles se muestran en la figura 2. El objetivo 
es asegurar que la salida del sistema siga fielmente a la señal de referencia )t(Fr  
mediante el ajuste óptimo de esos factores de escala de entrada.  
 11-27 
Ciertamente, si (16) describiera la dinámica inversa real del proceso, habría una 
cancelación perfecta y por consiguiente podríamos intentar hallar una  CEE Kˆ,Kˆˆ   tal 
que    tftf FLCNN  . No obstante, la red entrenada (17)-(18) tendrá ciertas imprecisiones 
y no podremos estar seguros del comportamiento real del sistema a lazo cerrado. Sobre 
la base del algoritmo de entrenamiento recursivo descrito anteriormente el error de 
salida del CLB será 
      te1tf
tFte tn 
                     (19) 
donde       tFtFte 'rt  ,  tF  es la salida del sistema y )t(F 'r  la del modelo de 
referencia. Usando el modelo directo (12) podemos estimar las Jacobianas y, por 
consiguiente, 
 
 
 
 1tf
tFˆ
1tf
tF



                      (20) 
Más detalles acerca de este algoritmo pueden hallarse en (Norgard, et al., 2000).  
Para evaluar la desviación de ˆ  pueden usarse los conocidos criterios integrales, e.g., el 
de error cuadrático (ISE), que, sin embargo, no suele ser muy sensible. 
 
 
Figura 3.  Comportamiento del criterio ITAE respecto a  CEE Kˆ,Kˆˆ   
Por tanto, para optimizar la respuesta transitoria, penalizando sobrepasos grandes y 
transitorios prolongados, que resultan especialmente dañinos para los útiles de corte 
usados en el fresado, un mejor camino sería, por ejemplo, usar el criterio del integral del 
valor absoluto del error multiplicado por el tiempo (ITAE) 
  dt tetJ
T
0
2                              (21) 
El esquema para el ajuste óptimo del bloque borroso (CLB) usando el criterio ITAE se 
esboza en la figura 2. 
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Figura 4 a) Esquema CDI-RN, (b) Esquema CMI-RN 
 El modelo que usamos como referencia, en transformada Z, )z(GR , está dado por 
89.0z
11.0)z(GR 
                       (22) 
Los parámetros iniciales del sistema borroso CLB (i.e., sus factores de escala) fueron 
   1.5 ,2.10K,K CEE θ . Por simplicidad, se consideró que (10) es PG . Tras 150 
iteraciones, obtuvimos    29.9 ,69.5Kˆ,Kˆ CEE  , correspondientes a un mínimo 1.80J 2   (ver 
figura 3).  
1.5 Análisis de los resultados. 
Los modelos (8)-(10) fueron usados en la estructura de control realimentado, según los 
esquemas de la figura 2. La superficie de control borroso tiene la misma ganancia 
estática que el modelo neuronal inverso 'GM . Tal ganancia se obtuvo ajustando los 
factores de escala CEE K,K  y GC . 
Los factores de escala correspondientes al CLB eran  
   09.0 ,1.5 ,0.10GC,K,K CEE                (23) 
mientras que, aplicando el procedimiento de la sección 3.2.4, se obtuvieron 
   09.0 ,29.9 ,69.5GC,K,K CEE              (24) 
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Figura 5. Respuesta a lazo cerrado en presencia de perturbaciones a) CDI-RN, b) CLB, 
c) CMI-RN, d) CNB. 
 
En lo adelante, se aplicó (24) al CLB del esquema neuroborroso. Se realizaron 
simulaciones usando los modelos lineales (aproximados) del proceso (8)-(10) con los 
esquemas de control borroso y los que se muestran en la figura 5. Para evaluar el 
comportamiento del sistema en presencia de perturbaciones, se consideró la presencia 
de ruido aditivo más la dinámica no modelada, como estimación de la dinámica que 
cabría esperar en aplicaciones reales. Se asumió que la salida estaba contaminada con el 
ruido aditivo 
 t49.35sint66.23sint12sint8sin1.0)t(d      (25) 
De este modo, un modelo más realista del proceso, incluyendo dinámica multiplicativa 
no modelada, más el ruido (29), estaría representado por 
)z(d
904.0z
095.0)z(G)z(GP 
         (26) 
donde )(* zG  es un modelo ideal del proceso representado por (8)-(10). 
Se calcularon varios índices de mérito, tales como el Integral del valor Absoluto del 
Error ( IAE ), el ISE  y el ITAE , además del máximo sobrepaso Mpt . En la figura 5 se 
presenta una comparación entre el CDI-RN, CLB, CMI-RN y CNB, con la influencia de 
dinámica no modelada y perturbaciones. El CDI-RN muestra el peor de los 
desempeños. La señal de control generada CDI-RN es altamente oscilatoria y ocasiona 
las oscilaciones que muestra el sistema. 
Esa situación cambia significativamente si tienen lugar perturbaciones. El CLB, el 
CMI-RN y el CNB son todos capaces de regular el proceso en presencia de ruido. A 
pesar de su intrínseca robustez, el CLB da un mejor transitorio, pero más error y mayor 
sobrepaso y, por tanto, el peor de los desempeños detrás del CDI-RN. Por otro lado, no 
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hay gran diferencia entre el CMI-RN y el CNB en base de los criterios IAE e ISE 
(ligeramente mejor para el CNB). Sin embargo, el CNB se comporta muy bien según el 
criterio ITAE (ver Tabla 1). 
Tabla 1. Resumen comparativo de las estrategias analizadas. 
 
++ excelente, + bueno, - malo, -- muy malo 
 
El esquema de control neuroborroso propuesto está inspirado en el CMI no lineal. El 
modelo inverso, representado por una RNA dinámica, es reemplazado por un CLB para 
mejorar la capacidad de rechazo a perturbaciones. Una RNA dinámica es entrenada para 
aprender la dinámica del proceso (directa) y otra para aprender la dinámica inversa. Un 
CLB, con igual ganancia estática que el modelo inverso se usa en el camino directo del 
lazo de control. 
Este estudio muestra la viabilidad de implementar una estrategia de control, basada 
en el paradigma CMI, que es una útil sinergia de una RNA dinámica entrenada con 
datos reales, usada para predecir la salida del proceso y un CLB que mejora el 
desempeño global del sistema. Para el proceso electromecánico estudiado, las pruebas 
de simulación demuestran que el CNB se comporta mejor que el CLB y que el CMI-RN 
en presencia de ruido. Perturbaciones severas y ruido aditivo hacen que las simulaciones 
sean más realistas y útiles para la optimización del proceso. 
 
1.6. Otros esquemas en fase de estudio. 
 
A continuación, detallamos otros esquemas que están siendo analizados para ser 
considerados en la metodología de diseño. Un esquema jerárquico para el control en red 
basado en RT CORBA, una arquitectura abierta y un sistema neuroborroso para la 
selección de valores prescritos y ajuste de las ganancias de controladores locales (ver 
figura 6). 
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Figura 6. Esquema para el control jerárquico en red basado en sistemas neuroborrosos. 
 
Un sistema neuroborroso de control y supervisión en red, y el ajuste del compensador 
de retardos basado en la lógica borrosa (ver figura 7). 
 
 
Figura 7. Esquema para el control en red basado en sistemas neuroborrosos: control 
neuronal y compensador borroso. 
 
Sin embargo las restricciones en las comunicaciones han limitado el estudio del 
comportamiento del sistema de control en red. Por otra parte, se ha estudiado un tercer 
esquema de control y supervisión en red. 
 
 
Figura 8. Esquema de control y supervisión en red para el proceso de fresado a alta 
velocidad. 
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2. software de tiempo real soportado en un sistema intermediario para aplicaciones 
de control y supervisión. 
 
Entre las tendencias más actuales están los temas del control del proceso de 
fresado a alta velocidad y el control con restricciones en las comunicaciones. Las 
nuevas conexiones de las redes de control, a través de otras topologías distintas a la de 
punto a punto, optimizan la comunicación, ofreciendo accesibilidad continua a la 
información, facilidad de diagnóstico, monitorización y mantenimiento de los procesos. 
Sin embargo, y debido a los altos requerimientos tiempo real de las redes en los 
sistemas realimentados, el rendimiento y la estabilidad del sistema se ve afectada por la 
velocidad de los datos. El estudio realizado, a partir de la literatura disponible, ha 
ofrecido una mayor perspectiva a la hora escoger el enfoque de diseño para el desarrollo 
del sistema inteligente de control y supervisión en red. 
Otra de las fases de estudio de este primer año, tuvo en cuenta las características 
de los sistemas tiempo real flexible y de los sistemas tiempo real estrictos. Para un 
sistema tiempo real flexible, es suficiente un sistema operativo que cumpla en promedio 
con los requerimientos establecidos, siendo este nuestro caso. Entre las plataformas 
operativas de mayor popularidad estudiadas podemos mencionar a LynxOS, Linux, 
Solaris, VxWorks, Windows NT/2X/XP. Al analizar los aspectos de interés de los 
sistemas tiempo real con relación al sistema operativo y las restricciones de los CNC 
abiertos, se escogió inicialmente Windows NT/2X/XP únicamente como plataforma 
para el desarrollo de sistemas tiempo real flexible. 
Para el desarrollo de la parte distribuida del sistema se utilizó como solución el 
Middleware CORBA. Se continuó entonces, con el estudio completo y detallado de la 
arquitectura CORBA, definiendo todos sus componentes, las tareas que cada uno 
realiza, la interacción establecida entre estos, la estructura del ORB, la estructura del 
cliente, el servidor, del adaptador de objetos, la invocación de peticiones y una 
descripción completa del flujo general de peticiones. Del estándar CORBA, se ha 
prestado mayor atención a la especificación Real Time CORBA, la cual define 
mecanismos y políticas que le ofrecen a las aplicaciones la capacidad de controlar: los 
recursos del procesador, los recursos de comunicación y los recursos de memoria.  
Una de las partes de la arquitectura CORBA responsable de un comportamiento 
predecible y un mejor rendimiento en las aplicaciones es el núcleo del ORB, lo cual ha 
servido de referencia en las decisiones a tomar con respecto la implementación CORBA 
a elegir. El ORB tiempo real debe evitar el establecimiento de conexiones dinámicas, 
reducir la gestión de memoria dinámica y evitar el multiplexado de solicitudes de 
diferente prioridad en una conexión compartida. El ORB de TAO (ACE ORB), a 
diferencia de la mayoría de las implementaciones CORBA del mercado (MT-Orbix, 
CORBAplus, Visiobroker, miniCOOL, OrbixWeb, Java IDL, TAO, MICO, Ica, 
OmniORB, eORB), ofrece estas características por omisión.  Se examinó de manera 
detallada la arquitectura TAO, sus componentes, las características que optimizan su 
rendimiento, etc.  
La plataforma de pruebas desarrollada consta de dos aplicaciones, una aplicación 
servidora que llama PC-Monitor, y una aplicación cliente conocida como Cliente-
Remoto. Los módulos desarrollados en esta primera aproximación al sistema han sido el 
módulo de comunicación, tanto para la aplicación PC-Monitor como la aplicación 
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Cliente, y el módulo de adquisición de datos de la aplicación PC-Monitor. La 
plataforma operativa de pruebas escogida fue Windows 2X. El entorno de programación 
escogido es Microsoft Visual C++ 6.0 profesional. Parte del tiempo se utilizó para 
aprender a utilizar la versión ACE5.2 + TAO 1.2 y luego por fallos propios de la 
versión, se migró a las versiones ACE5.3 + TAO1.3. Entre los servicios y las funciones 
CORBA implementados en los módulos de comunicación están: el servicio de nombres 
y los mecanismos y políticas Real Time CORBA.  
El módulo de adquisición de datos fue implementado para el centro de 
mecanizado de alta velocidad marca KONDIA HS-1000, con CNC SINUMERIK 840D 
de Siemens. Para ello se estableció una conexión DDE (Dynamic Data Exchange) con 
la aplicación NCDDE Server proporcionada por Siemens. La aplicación NCDDE Server 
provee un servicio de variables, en el cual existen tres tipos de acceso: variable simple, 
variable vector y el servicio multivariable. Después de varias pruebas y analizar los 
retardos con los tres tipos de acceso, el servicio multivariable fue la alternativa más 
eficiente.  
A continuación, una breve descripción del sistema de adquisición de las señales de los 
sensores instalados en el entorno de aplicación en cuestión. Actualmente se encuentran 
instalados cuatro sensores en puntos clave de la máquina herramienta.  Estos a su vez se 
conectan a unos amplificadores y luego a adaptadores.  Esta señal es adquirida por el PC 
a través de 3 tarjetas de adquisición, en la gráfica vemos en que orden se miden las 
señales de los sensores en cada tarjeta.  Por medio de una biblioteca, que poseen los 
controladores de las tarjetas, se ha implementado un programa en Labview 7.0, 
denominado Acquisition. Por medio de este se obtiene los datos manipulando un buffer 
cíclico, el cual se puede leer después de establecer un estricto control. Se debe leer 
seguidamente después de la escritura de las tarjetas en él, ya que en un ciclo de tiempo 
determinado, la tarjeta volverá a escribir en ese mismo bloque, lo que se conoce con el 
nombre de buffer cíclico. Al terminar de utilizar los datos adquiridos se debe cerrar la 
conexión con las tarjetas y volver a abrirla cuando se requiera. Mantener la conexión 
abierta puede ocasionar desbordamiento de memoria y bloqueos del sistema.   
 
 
Figura 9. Esquema de la instalación experimental. 
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Con este entorno desarrollado se complementa la infraestructura requerida para la 
obtención de toda la información relevante de los procesos de fresado de alta velocidad, 
y lo más importante, en tiempo real, lo cual es esencial para la implementación de 
sistemas de control y supervisión remoto, constituyéndose en un gran avance en el 
sector de la máquina herramienta, debido a los múltiples beneficios obtenidos por todos 
los agentes involucrados. 
 
2.1 Desarrollo de la aplicación. 
A continuación, describiremos la base de la implementación para el desarrollo del 
sistema inteligente de control y supervisión en red para procesos de fresado a alta 
velocidad, dejando establecido con todas las pruebas que se han llevado a cabo, las 
restricciones en las comunicaciones y las plataformas operativas, de comunicación y de 
adquisición de datos. De aquí en adelante queda un amplio trabajo de investigación 
industrial para dar continuidad, enfocado en el modelado e identificación del proceso de 
fresado a alta velocidad para su posterior supervisión y control, todo basado en técnicas 
de inteligencia artificial, además de la inclusión de los retardos de comunicación en el 
modelo para el análisis final de viabilidad del control en red. Cabe destacar que hasta 
ahora se ha implementado el soporte de comunicación y de adquisición de datos del 
sistema de control. 
Gracias al entorno experimental desarrollado para la comunicación entre el centro 
de mecanizado y el PC, logrado por la instalación de las tarjetas de adquisición que 
obtienen los valores de  las variables directamente de los amplificadores y 
alimentadores de los sensores acústicos instalados en posiciones clave de la máquina 
herramienta, y con la conexión MPI2 establecida entre el PC y el CNC, es posible 
obtener en tiempo real los valores de los parámetros más importantes para la 
implementación on-line remota de distintas técnicas de gestión de información, 
incluidas las basadas en técnicas de inteligencia artificial. 
Inicialmente se implementa el sistema de adquisición remota, utilizando la 
arquitectura CORBA, de la información disponible en el PC Monitor, PC conectado con 
el centro de mecanizado por los sensores y la conexión MPI.  Se crea una aplicación 
servidor y otra cliente. La aplicación servidor reside en el PC monitor y se comunica 
con la aplicación NCDDE Server y la aplicación Acquisition por medio de DDE. 
 
La siguiente es la interfaz de comunicación actual definida para las aplicaciones 
CORBA, mencionada anteriormente: 
 
module rtcontrol{ 
 
typedef sequence<string> vectdatos; 
 
interface monitor{ 
  string solicitud(in short item); 
  long inidatosloop(); 
                                                 
2 Multipoint Interface- bus de comunicación serie de alta velocidad. 
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  void datosloop(in long indini,out long indend, in short item, out 
vectdatos vcdts); 
}; 
 
interface controller{ 
  
  typedef sequence<vectdatos,6> muestra; 
  
  void iniobtmuestra(out long ind); 
  long obtmuestra(in long ind,out muestra mact); 
}; 
}; 
 
No entraremos en detalle del procedimiento para la definición de la interfaz de 
comunicación. Se compila la interfaz IDL. Los archivos del cliente, *C.*, se copian a la 
carpeta de la aplicación del cliente. Igual con los archivos del servidor, *S.* y *_i.*.  
Tanto en la aplicación cliente como la aplicación servidor, se activan todos los 
mecanismos TAO a utilizar. La referencia de los objetos CORBA la obtendrá el cliente 
por medio del servicio de nombres. En el archivo *_i.* de la aplicación servidor, se 
implementan los métodos definidos en la interfaz para cada objeto CORBA, en este 
caso los métodos del objeto Monitor y el objeto Controller. A continuación explicamos 
muy someramente las aplicaciones CORBA desarrolladas.   
 
 
 Figura 10. Aplicación servidor. 
 
Se implementó un programa servidor a ejecutar en el PC Monitor, en el que se ha 
desarrollado un módulo de adquisición de datos y un módulo de comunicaciones. El 
módulo de adquisición de datos se refiere a los mecanismos utilizados para acceder a las 
variables del centro de mecanizado y su posterior almacenamiento local. El módulo de 
comunicaciones se refiere a los mecanismos TAO utilizados en el servidor, y la 
implementación de los métodos de los objetos CORBA a ser accedidos por los clientes. 
La principal tarea de los métodos implementados es acceder al lugar de almacenamiento 
local establecido en el módulo de adquisición, obtener los últimos valores almacenados 
y enviarlos al cliente que realizo la petición.  
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 Figura 11. Esquema de la plataforma de adquisición de datos. 
 
Inicialmente se establecen tres conexiones con la aplicación NCDDE y una 
conexión con la aplicación Acquisition. Seguidamente se inicia un bucle, que solo puede 
ser detenido por el usuario, y en el que se realizan cinco solicitudes DDE tipo Request 
de las variables anteriormente mencionadas:  
 
 Velocidad del cabezal, 
 Velocidad de avance en cada eje, X, Y y Z, 
 Potencia de corte del cabezal, 
 
repartidas entre las tres conexiones establecidas con la aplicación NCDDE, y una 
solicitud DDE tipo Request de la variable del sensor a la aplicación Acquisition. Los 
valores de las variables son almacenados en una matriz cíclica, es cíclica para no saturar 
el espacio en memoria, para lo que se define un tamaño límite y cuando se llega a éste 
los datos son escritos en un archivo de texto y se vuelve a almacenar los datos desde la 
primera posición de la matriz.  
Por otro lado, está el módulo de comunicaciones. La interfaz IDL define dos 
objetos CORBA,  monitor y controller. Monitor posee tres métodos, uno de ellos,  
 
string solicitud(in short item);, 
 
es cuando el cliente solicita el valor de una variable, para lo cual el servidor accede a la 
columna de la matriz cíclica que corresponde a la variable definida en ítem, y 
devuelve su ultimo valor almacenado. Con los dos siguientes métodos, el cliente 
establece un bucle de solicitudes para una variable, el cual solo puede ser detenido por 
el cliente remoto. Es decir, cuando el cliente lo decide inicia un bucle con la petición,  
 
long inidatosloop();, 
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con lo que se obtiene el índice de almacenamiento de la matriz y cada un segundo hace 
una petición, 
 
void datosloop(in long indini,out long indend, in short item, out 
vectdatos vcdts);, 
 
que devuelve un boque de valores de la columna de la matriz correspondiente a la 
variable definida en ítem, desde el ultimo valor del anterior bloque enviado, para lo 
cual define un vector de datos. 
 
typedef sequence<string> vectdatos; 
 
Esto mismo se realiza en el método 
 
long obtmuestra(in long ind,out muestra mact);, 
 
del objeto CORBA controller, que no es para una sola variable sino para todas las 
variables de la matriz cíclica. Envía un bloque de la matriz en un arreglo multi-
dimensional definida, 
 
typedef sequence<vectdatos,6> muestra;, 
 
con los datos de todas las variables desde la ultima posición del anterior bloque enviado, 
por lo que necesita al inicio del bucle del índice de la matriz que obtiene con el método 
 
void iniobtmuestra(out long ind); 
 
 
 
Figura 12. Esquema de la aplicación servidor. 
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El objeto controller es el más importante, porque con él se obtienen las muestras 
de todas las variables relevantes de los procesos de corte. El cliente, almacena en un 
archivo texto todos los bloques de datos de las variables y los retardos de comunicación 
de cada petición, T, para su posterior procesamiento, análisis y toma de decisión. Los 
retardos en las comunicaciones de cada petición son halladas con la diferencia entre el 
tiempo T1 en que inicia la petición y el tiempo T2 en que obtiene el resultado. 
 
A continuación mostraremos un diagrama de flujos de la aplicación cliente. 
 
 
Figura 13. Diagrama de flujos de la aplicación cliente. 
 
 
 
Figura 14. Diagrama de flujos de la aplicación cliente. 
 
En los diagramas se muestran las tres opciones definidas en la aplicación para el cliente.  
La opción Solicitud, Auto Lectura y Obtención de Muestra. Detallamos esta última por 
ser la más importante según los fines perseguidos en el desarrollo de la aplicación. Al 
final de esta operación el cliente tendrá un archivo con la información almacenada en la 
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matriz cíclica de la aplicación servidor, incluido el retardo de la comunicación de cada 
petición de muestra realizada. 
 
 
Figura 15. Interfaz gráfica de la aplicación cliente. 
 
4. Conclusiones y desarrollos futuros. 
La revisión del estado de la técnica realizada en las distintas áreas del conocimiento, y 
teniendo en cuenta el análisis de los resultados de los estudios realizados, se concluye 
que: 
 El diseño e implementación de un sistema de control y supervisión en red está 
sustentado en un sistema de control neuroborroso de fuerza/par de corte. Este 
método está basado en el paradigma del control por modelo interno. 
 La plataforma de pruebas para el diseño de sistemas de control y supervisión en 
red para procesos de fresado a alta velocidad basada en las actuales tecnologías 
de comunicación y computación como los sistemas operativos de la familia 
Windows NT, la arquitectura CORBA y el protocolo TCP/IP mostró un 
comportamiento adecuado: se mantiene la portabilidad del sistema obtenido, los 
bajos costes de diseño e implementación, su utilización en múltiples campos de 
aplicación  y la facilidad de adicionar nuevas tecnologías desarrolladas en las 
áreas de investigación involucradas. No obstante, en la actualidad se estudian 
otras variantes basadas en Linux+Adeos (Fedora 3.0+RTAI+COMEDI) como 
sistemas operativos de tiempo real estricto. 
 El ORB de TAO, el cual se analizó completamente, a diferencia de la mayoría 
de las implementaciones CORBA del mercado, permite un mejor desarrollo de 
aplicaciones CORBA tiempo real, pudiéndose obtener un comportamiento 
determinista y predecible en el envío y atención de solicitudes. 
 Es necesario aumentar la frecuencia de muestreo del módulo de acceso de datos 
implementado. Las tecnologías CNC están en continua expansión y su 
utilización masiva constituye uno de los pilares para mejorar el acceso al CNC.  
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