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During speech production, auditory processing of self-generated speech is used to adjust subsequent articulations. The current study
investigated how the proposed auditory–motor interactions aremanifest at the neural level in native and non-native speakers of English
who were overtly naming pictures of objects and reading their written names. Data were acquired with functional magnetic resonance
imaging and analyzedwith dynamic causalmodeling.We found that (1) higher activity in articulatory regions caused activity in auditory
regions to decrease (i.e., auditory suppression), and (2) higher activity in auditory regions caused activity in articulatory regions to
increase (i.e., auditory feedback). In addition, we were able to demonstrate that (3) speaking in a non-native language involves more
auditory feedback and less auditory suppression than speaking in a native language. The difference between native and non-native
speakers was further supported by finding that, within non-native speakers, there was less auditory feedback for those with better verbal
fluency. Consequently, the networks of more fluent non-native speakers looked more like those of native speakers. Together, these
findings provide a foundation on which to explore auditory–motor interactions during speech production in other human populations,
particularly those with speech difficulties.
Introduction
We do not only speak to communicate with others. The sound of
our voices also helps us to adjust our verbal articulations in real
time (Yates, 1963; Houde and Jordan, 1998; Guenther, 2006), in
particular when learning a new language (Borden, 1979, 1980).
However, attending to auditory feedback is potentially disadvan-
tageous, such as when it distracts us from our surroundings or
from formulating what we want to say next. Auditory processing
of self-generated speech is therefore likely to involve a balance
between using auditory feedback and suppressing it. In this
context, the aim of our study was twofold. First, we tested how
auditory feedback and suppression during overt picture nam-
ing and reading manifest in the causal connections between
selected articulatory and auditory processing regions in the
brain. We identified these regions with functional magnetic
resonance imaging (fMRI) and analyzed their causal connec-
tions with dynamic causal modeling (DCM). Second, by test-
ing both native and non-native speakers of English, we
investigated how auditory–motor interactions reflect speaker
fluency.
Suppression within the auditory cortex has been shown
when responses were attenuated for self-produced speech rel-
ative to the speech of others (Paus et al., 1996; Numminen and
Curio, 1999). Evidence for auditory feedback comes from be-
havioral studies that show alteration in speech production
when auditory feedback is perturbed (Takaso et al., 2010). In
addition, Tourville et al. (2008) used structural equationmod-
eling (McIntosh and Gonzalez-Lima, 1994) and showed in-
creased connectivity from posterior superior temporal regions
to right inferior frontal and ventral premotor regions, when
auditory feedback of the spoken response was perturbed by
shifting formant frequencies.
In this study, we focused on auditory suppression and audi-
tory feedback during normal (unperturbed) speech in native and
non-native speakers of English who ranged in fluency. Auditory
suppression was inferred when the connections from motor to
auditory areas were negative. Auditory feedback was inferred
when the connections from auditory to motor areas were posi-
tive. This is explained below (see Materials and Methods, Inter-
preting connection strengths).
To examine how speaker fluency influenced auditory sup-
pression and auditory feedback, we included both native and
non-native speakers of English. We also investigated how audi-
tory–motor interactions were influenced by the type of task per-
formed. This involved comparing connectivity for object naming
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and reading to that for saying “1-2-3” tomeaningless visual stim-
uli.Whereas naming and reading tasks are driven by the semantic
content of the visual stimuli (pictures and words), saying 1-2-3
depends on the auditory representations of the intended sounds
and not on the content of the visual stimuli.
We predicted that (1) auditory suppression would be greater
for native speakers than non-native speakers, (2) auditory feed-
back would be greater for non-native speakers than native speak-
ers, and (3) auditory–motor interactions would be greater during
naming and reading relative to saying 1-2-3 repeatedly to mean-
ingless stimuli. Moreover, we included two different auditory
regions to investigate how the interaction of anterior and poste-
rior auditory processing areas variedwith speech task and speaker
group.
Materials andMethods
The study was approved by the National Hospital for Neurology and
Neurosurgery and by the Institute of Neurology Joint Ethics Commit-
tee. All participants gave informed consent to take part in this
study.
Participants
A cohort of 36 monolingual native speakers of English (24 females) and
31 bilinguals who spoke English as a non-native language (13 females)
were recruited fromLondon (for details, see Parker Jones et al., 2012). All
67 participants were right-handed, MRI compatible, reported no neuro-
logical, hearing, or language impairments, and had normal or corrected-
to-normal vision. Theirmean agewas 36.4 years, and therewas awide age
range (19–74 years). Separated into groups, the mean age of the native
English speakers was 39.7 years (range, 19–74 years), whereas the mean
age of the non-natives speakers (excluding one missing case) was 32.3
years (range, 22–70 years). The practical reason for including partici-
pants with such a large age range was opportunistic: these were simply
the participants to whom we had access. As shown in Figure 1, none of
our participants (not even the oldest) was judged to be an outlier from
the rest of the sample, because none of the participants’ ages was more
than 2 SDs from the aggregate mean (or, if separated into native and
non-native groups, then none of the participants’ ages was more than 2
SDs from the mean of the relevant group). There was no significant
difference in age for the native and non-native speakers (t(64) 1.84, p
0.07). Moreover, there was no significant difference in the connection
strengths for older (than younger) participants, when participants were
split around the median age or connection strengths were correlated
across age.
All 67 participants were able to perform the in-scanner tasks with high
accuracy. For native speakers, accuracy for picture naming was 96.3%,
and accuracy for reading aloud was 99.7%. For non-native speakers,
accuracy for picture naming was 90%, and accuracy for reading aloud
was 98.3% (not including data lost fromone of the 31 participants). Only
picture-naming accuracy was significantly higher in the native than non-
native speakers (t(64)  6.5, p  0.001). All participants were able to
respond with 1-2-3 to the meaningless visual stimuli without error. The
high accuracy in the non-native as well as the native group was the con-
sequence of our previous exclusion of any participant with poor in-
scanner performance (for details, see Parker Jones et al., 2012). This
approach allows us to avoid group differences that are confounded by
accuracy.
All non-native English speakers were resident in the United Kingdom.
Their native languages were Greek (n  21), German (n  7), Italian
(n  1), Dutch (n  1), and Czech (n  1). On average, they reported
speaking 3.3 languages (range, 2–8), with a mean English age of acquisi-
tion of 9.2 years (range, 1–15 years). Their overall proficiency in English
was tested using a battery of out-of-scanner tasks (for details, see Parker
Jones et al., 2012). Here, we focus on the results of a standard letter
fluency task that required participants to generate as many words as
possible within 60 s that startedwith the same letter (e.g., “p”) (Grogan et
al., 2009). For 28 of 31 non-native speakers who completed the out-of-
scanner fluency task, there was substantial variance in performance: the
mean SE number of common nouns generated per minute was 13
0.84 (range, 5–22), in which a larger score indicates better verbal fluency.
We exploited this variation to investigate the influence of fluency on
auditory–motor interactions within the non-native speakers. This
within-group correlation effect could then be compared with the
between-group comparison of native versus non-native speakers. We
did not test the fluency of the native speakers, nor did we test their
residual knowledge of other languages; neither measure was necessary
for the current investigation. Our assumption that English fluency
was better in the native than non-native group was supported in two
ways. First, as detailed in our previous study (Parker Jones et al.,
2012), picture-naming scores were significantly higher in the native
than non-native participants (t(64)  6.5, p  0.001). Second, the
results of the DCM analyses show that group differences between
native and non-native speakers (i.e., those assumed to be more vs less
fluent), on connection strengths, were independently supported by
corresponding effects in the correlation of good versus poor fluency
scores within the non-native group.
Experimental design
The experimental design used to collect the raw data reported here and in
a previous study (Parker Jones et al., 2012) has been described previously
(for more on the stimuli in particular, see Hu et al., 2010). In brief, there
were four experimental runs/sessions; two required overt speech produc-
tion, and two required finger-press responses to indicate a semantic or
perceptual judgment. We focus on data from the two scanning sessions
requiring a spoken response. There were four different speech tasks dur-
ing each of these sessions: (1) naming pictures of objects; (2) reading
written object names; (3) saying 1-2-3 to unfamiliar (meaningless)
strings of Greek letters; and (4) saying 1-2-3 to pictures of non-objects.
For the 21 Greek speakers included in the non-native sample, the unfa-
miliar Greek letter strings (such as “”) were analogous to unfamiliar
consonant letter strings in English (such as “tttt”). Thus, although each
letter () was familiar to the Greeks, the resulting string () did not
constitute a familiar word. For the remaining native and non-native
European participants, who did not speak Greek, we note that the unfa-
miliar Greek letter strings might be better described as unfamiliar false
font strings. There was no evidence that Greek participants were activat-
ing the reading system when viewing unfamiliar Greek letter strings. For
example, at a threshold of p 0.001 (uncorrected), there were no voxels
that were activated by both of the following: (1) Greek letters (non-
objects in the Greek participants) and (2) reading words (Greek letters in
Figure 1. Participants by age. The participants ranged in age from 19 to 74 years. There
was no significant difference in age between native (light gray) and non-native (dark
gray) groups.
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the monolinguals). If the threshold was reduced to p  0.01 (uncor-
rected), there were two voxels in the right cerebellum. If the threshold
was reduced to p 0.05 (uncorrected), there were 20 voxels distributed
across six different regions.
The pictures and written words were derived from a set of 192 familiar
objects with names that had three to six letters in English (e.g., bell, frog,
camel, dagger). Each subject was presented with half of the objects as
pictures (for object naming) and the other half as written words (for
reading aloud).
Within each scanning session, there were four blocks of word reading,
four blocks of object naming, and four blocks of saying 1-2-3 (two in
response to meaningless letter strings that controlled for visual features
in words and two in response to pictures of unfamiliar non-objects that
controlled for visual features in pictures of objects).
The order of these conditions was counterbalanced within each
session. After every two blocks of stimuli, there was 14.4 s of fixation.
This provided a baseline measurement for activation. The duration of
fixation (14.4 s), relative to the stimulus blocks and repetition time
(TR), also allowed us to distribute the sampling of data across time by
avoiding time locking of the stimulus onsets with the same acquisi-
tion slice (Veltman et al., 2002). Each block was preceded by 3.6 s of
instructions. The instructions were “NAME,” “READ,” “1-2-3 SYM-
BOLS,” or “1-2-3 PICTURES.” Each block lasted 18 s, with 12 words
per block presented every 4.32 s in groups of three called “triads,”
followed by 180 ms of fixation.
Grouping stimuli into triads enabled the participants to read or
name the stimuli rapidly, thereby maximizing the efficiency of the
experimental design. The same triads were presented as words and
pictures across participants (to equate articulation responses). The
triads were grouped with one stimulus above and two stimuli below,
with one offset to the bottom left and the other to the bottom right,
and with all three triad stimuli presented simultaneously. The seman-
tic associations between items in the same triad were minimized in a
pilot study, in which eight participants judged the semantic related-
ness (or lack thereof) between items. In the speech-production tasks
(which we used in this study), a triad might include the items “an-
chor,” “carrot,” and “broom,” in which the pilot study indicated no
similarity between these items. Although we excluded these stimuli in
our current study, the full paradigm also included a semantic decision
task in which the top item in a triad (e.g., anchor) was related to one
of the items on the bottom (“ship” on the bottom left and “truck” on
the bottom right). Hence, the pilot study also established which items
were semantically related (i.e., anchor and ship, rather than anchor
and truck). Our primary reason for excluding the semantic decision
stimuli was that the relevant task required participants to press one of
two buttons rather than produce speech.
Each participant undertook a short training session before the exper-
iment, with printed sets of words and pictures that were different from
those used in the scanner. They were instructed to read or name the three
stimuli in the triad in a fixed order (i.e., top, bottom left, bottom right).
During the 1-2-3 conditions, they were instructed to say 1-2-3 while
looking consecutively at the top, bottom left, and then bottom right
stimuli. During training, we also emphasized the need to keep the body,
head, and mouth as still as possible.
In the scanner, we presented the stimuli via video projector and
front-projection screen using a system of mirrors fastened to a head
coil. We presented the words in lowercase Arial font to occupy4.9°
(width) and 1.2° (height) of the visual field. Each picture was scaled to
take 7.3  8.5° of the visual field. Participants’ verbal responses
were recorded and filtered using in-house noise-cancellation equip-
ment that allowed us to monitor in-scanner accuracy and distinguish
correct and incorrect responses. However, the recordings were made
independently of the presentation script and did not contain the
stimuli onsets; therefore, we were unable to measure in-scanner nam-
ing or reading latencies.
Image acquisition
All images were acquired from a 1.5 T Siemens system (SiemensMedical
Systems). Structural T1-weighted images were acquired using a 3Dmod-
ified driven equilibrium Fourier transform sequence and 176 sagittal
partitions with an image matrix of 256 224 and a final resolution of 1
mm3 [TR, 12.24 ms; echo time (TE), 3.56 ms; inversion time, 530 ms].
Functional T2*-weighted echo-planar images comprised 40 axial slices of
2 mm thickness with 1 mm slice interval and 3 3 mm in-plane resolu-
tion (TR, 3600 ms; TE, 50 ms; flip angle, 90°; field of view, 192 mm;
matrix, 64 64). With regard to this relatively low temporal resolution,
we note that DCM adjusts for TR length by including temporal sampling
information in its estimations (Kiebel et al., 2007). As Kiebel et al. (2007,
p 1487) observe, “With a TR of several seconds, it is quite likely that some
areas have slice-timing differences of1 s.” This was a problem forDCM
in its original incarnation (Friston et al., 2003), which assumed that slices
were acquired simultaneously. This turned out not to be a problem for
slice timing differences up to 1 s. However, for the larger differences
expected for our TR of 3.6 s, it is important tomodel these differences for
valid results (as we have done). One hundred three volumes were ac-
quired per session, leading to a total of 206 volume images across the two
speech-production sessions. To avoid Nyquist ghost artifacts, a general-
ized reconstruction algorithm was used for data processing. After recon-
struction, the first four volumes of each session were discarded to allow
for the T1 equilibration effect.
Data analyses
fMRI data preprocessing. Image processing and first-level statistical anal-
yses were conducted using Statistical Parametric Mapping (SPM5;Well-
come Trust Centre for Neuroimaging, London, UK; http://www.
fil.ion.ucl.ac.uk/spm/software/spm5/). Each participant’s functional
volumes were realigned and unwarped (Andersson et al., 2001), adjust-
ing for residual motion-related signal changes that may cause geometric
distortion in areas in which there are magnetic susceptibility artifacts in
echo planar imaging data (e.g., in the oral cavity during speaking). Un-
warping estimates and model field deformations with respect to subject
position so that distortions frommovement can be corrected during the
realignment procedure (Andersson et al., 2001). This procedure there-
fore corrects for motion-induced artifacts during scanning. We use it
in preference to including the realignment parameters as linear regres-
sors in the first-level analysis because unwarping accounts for nonlinear
movement effects by modeling the interaction between movement and
any inhomogeneity in the blood oxygenation level-dependent (BOLD)
signal. We further ensured that there was 3 mm movement for all
participants during all scanning runs.
Realigned scans from the different participants were spatially normal-
ized toMontreal Neurological Institute (MNI) space (voxel size, 2 2
2 mm3) using unified segmentation and normalization of the structural
image after it had been coregistered to the realigned functional images
(Ashburner and Friston, 2005). The normalized functional images were
then spatially smoothedwith a 6mm full-width half-maximum isotropic
Gaussian kernel.
fMRI data analyses. We submitted each participant’s preprocessed
functional volumes to a participant-specific fixed-effect analysis, using
the general linear model at each voxel. For each of the four speaking
conditions, correct and incorrect responses were modeled as separate
regressors (using event-related delta functions) with a duration of 4.32 s
per trial and a stimulus onset interval of 4.5 s. In addition, we included a
regressor thatmodeled all the instruction trials (regardless of condition).
Each eventwas convolvedwith a canonical hemodynamic response func-
tion. To exclude low-frequency confounds, the data were high-pass fil-
tered using a set of discrete cosine basis functions with a cutoff period of
128 s. At this point, we note that the methods were the same as in our
previous study (Parker Jones et al., 2012), but from here on the studies
diverged.
Regions of interest for the DCM analyses.Our DCM analysis of audito-
ry–motor interactions during speech production focused on areas in-
volved in the final stages of speech articulation (i.e., orofacial motor
control and auditory processing). The influence of other speech produc-
tion areas (e.g., involved in semantic analysis, lexical retrieval, phonolog-
ical planning) were not explicitly modeled because they were not the
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focus of interest. Nevertheless, their contribution may indirectly influ-
ence the connectivity we measure between the occipital and precentral
areas. This did not interfere with our ability to distinguish the effects of
auditory suppression and auditory feedback, but it does mean that our
DCM analysis was not designed to identify the brain regions that initiate
or control auditory suppression. For example, any auditory suppression
that we detect in the connectivity from motor to auditory regions could
be controlled by premotor areas associated with auditory speech maps
(Guenther et al., 2006).
Region identification (Richardson et al., 2010). In our speech-
production tasks (i.e., naming pictures, reading words, and saying 1-2-3
in response to unfamiliar visual stimuli), activation co-occurred in areas
involved in visual processing, all stages of speech articulation, and audi-
tory processing. To functionally segregate auditory and orofacial motor
areas, we therefore identified regions of interest (ROIs) using data from
an independent study (Richardson et al., 2010).
Areas involved in the motor control of speech were identified as
those that were activated during silent, non-verbal, mouth move-
ments (lip pursing and tongue protrusion) relative to hand move-
ments. Areas involved in auditory processing of speech were
identified as those that were more activated when the participants
listened to words and sentences relative to silently reading the same
words and sentences. For both levels of processing (motor and audi-
tory), activation was observed bilaterally. The current study focuses
only on left hemisphere regions. Our reason for excluding the right
hemisphere regions was essentially practical, because the computa-
tional cost of every region included in DCM analyses quickly becomes
prohibitively high. A model with four regions required fitting and
inverting4000 models for each of 67 participants. To include right-
hemisphere homologs of these four regions would require 16 mil-
lion models for each of 67 participants. Moreover, as remarked on in
the preceding subsection, this exclusion of regions did not interfere
with our ability to distinguish the effects of auditory suppression and
auditory feedback in the left hemisphere, but it does mean that our
DCM analysis is not designed to identify undoubtedly important
processes in the right hemisphere for the final stages of speech pro-
duction.
The results (from a reexamination of the analysis reported by
Richardson et al., 2010) identified the following.
(1) There was activation for mouth movements, relative to hand
movements, in bilateral premotor/motor cortex. The left hemi-
sphere peaks in MNI space were in the precentral gyrus (PrC) at
coordinates (x, y, z) (52, 12, 32) (t score  18.0), extending
dorsally to (47 11,14, 42) (t score 11.0).
(2) Listening to words and sentences, relative to the silent reading
of the same words and sentences, activated bilateral auditory
cortices associated with sound processing. The left hemisphere
peaks in MNI space were at coordinates (48, 24, 6) (t 
11.9), which corresponds to Heschl’s gyrus, extending posteri-
orly and dorsally into the planum temporale (PT) at (58,
34, 12) (t score  7.4) and anteriorly and ventrally into
anterior regions in the superior temporal gyrus (aSTG) at
(52, 6, 2) (t score  8.3).
None of the auditory processing ormouthmovement areas referred to
abovewere activated during silent reading relative to any other condition
(e.g., fixation,mouth or handmovements), although activation for silent
reading (relative to fixation, mouth and hand movements) was highly
significant along the whole length of the superior temporal sulcus in
which activation was also observed during auditory speech. Therefore,
we are proposing that the absence of activation inHeschl’s gyrus, PT, and
aSTG during reading was a consequence of the lack of self-generated or
stimulus-induced sound during silent reading.
ROI definitions from the data presented here and by Parker Jones et al.
(2012).The identification of areas involved inmouthmovements and audi-
tory processing, using the data reported byRichardson et al. (2010), allowed
us to delineate which parts of the activation profile reported for picture
naming, reading aloud, and saying 1-2-3 in the current study were likely to
follow from mouth movements and auditory processing. Specifically, we
were able to confirm that the auditory and motor areas identified by Rich-
ardson et al. (2010) were also activated for naming, reading, or saying 1-2-3
relative to fixation in our native andnon-native English speakers.Moreover,
as reported by Parker Jones et al. (2012), non-native speakers of English had
more activation than native speakers of English in three auditory–motor
areas: (1) left PrC, (48,16, 42), associated with mouth movements; (2)
leftPT, (56,30, 14), associatedwithauditoryprocessing during speech
output (Dhanjal et al., 2008); and (3) left aSTG, (60,10, 2), asso-
ciated with auditory processing during delayed auditory feedback
(Takaso et al., 2010). Our regions also correspond to those associated
with auditory–motor interactions by Tourville et al. (2008). Specifi-
cally, their posterior STG region at (64,30, 14) is remarkably close
to our PT region at (56, 30, 14), and their ventral primary motor
cortex at (48,10, 44) is almost the right-hemisphere homolog of our
PrC region at (48, 16, 42).
To conduct and report connectivity analyses in DCM, we defined
volumes of interest from a group analysis of all participants and then
extracted data for each participant from within each volume (PrC, PT,
and aSTG). The dimensions of each volume were defined as the voxels
that were activated in the group analysis (p  0.001, uncorrected) by
naming and reading more than fixation in (1) native speakers, (2) non-
native speakers, and (3) non-native speakers more than native speakers.
Criteria 1 and 2 ensured that we identified areas that were commonly
activated by native and non-native speakers. The motivation for in-
cluding criterion 3 was twofold. First, we needed a principled way to
reduce the size of the large ROIs associated with motor and auditory
processing by Richardson et al. (2010). Second, we wanted to ensure
that any group differences in connectivity for one pair of regions, but
not another, was not biased by group differences in activation level
(e.g., greater for non-native than native in one region but not an-
other). Because there were no areas in which brain activation was
higher for native and non-native speakers, criterion 3 reduced bias in
our region selection rather than increasing it. The resulting small
volumes of interest provided precision and consistency across partic-
ipants in the voxels that contributed to the DCM analysis. All three
ROIs were larger than 60 voxels (with PrC comprising 77 voxels,
aSTG 61 voxels, and PT 93 voxels).
Because all speech-production conditions were cued visually, we in-
cluded a fourth ROI in the occipital lobe (Occ) to serve as an external
input to the models. The Occ mask was extracted by finding the most
significant group activation in the visual cortex. To limit the extensive
activation in visual cortex to the most significant area, we set the statis-
tical threshold for the contrast (naming and reading fixation) to t 14
and ensured that the same voxels were also activated by semantic word
matching relative to fixation. We used an iterative procedure to pick this
threshold, starting small and increasing t until the resulting activation
was confined to the Occ (as visualized in SPM on the single-subject T1
template, i.e., the “Colin brain”); we then selected the previous t value—
effectively, the biggest cluster restricted to the Occ. This resulted in 347
voxels in the inferior occipital gyrus, which were converted into a binary
image and subsequently used to extract the relevant data (see next sec-
tion). Figure 2 illustrates the four ROIs. Table 1 records the peak coor-
dinates and numbers of voxels.
Data extraction. For each participant, the principle eigenvariate
(time series) was extracted from each of the four binary images (PrC,
aSTG, PT, Occ) and adjusted to the participant’s F contrast (effects of
interest). The principal eigenvariates provide a method for summa-
rizing the multivariate time series from all of the voxels in each ROI.
The aim is to produce a single vector for each region. An alternative
method would be to sum the voxels’ time series, but, of course, pos-
itive and negative values would cancel. The principle eigenvector does
not have this shortcoming. It is also standard practice to adjust the
time series to each participants’ F contrast (effect of interest). As
Stephan et al. (2010, p 9) noted, “. . . it would be nonsensical to ask
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this [connectivity] question of regional responses that did not show
experimental effects. Generally one should use the most revealing t-
or F-contrast for each region….” Thus, the contrast reveals the exper-
imental effects, which we aimed to model.
These data were then concatenated across the two overt speech-
production sessions and entered into the DCM analyses. No statistical
threshold was imposed on activity within the ROI (i.e., the same set of
voxels contributed to the extracted time series in all participants). The
advantage of this approach is that it avoids the common practice of
excluding participants from DCM analyses when they have weak ac-
tivation in the ROIs. To put it another way, we were in this way able to
include all of our participants in the DCM analyses. One potential
disadvantage of this approach is that the principle eigenvariate from
each ROI may reflect condition-independent noise, which would re-
duce the significance of the group-level inference and possibly yield
false negatives. This was not a serious concern in the current study
because the (relatively) large sample sizes produced highly significant
results in the DCMs, which had a very low probability of being noise.
DCM.We provide a fewmore details here about DCM to elaborate on
why we chose this technique and what it offers beyond other approaches.
DCM makes inferences about the causative (i.e., “effective”) connec-
tivity of dynamic neural systems from neuroimaging data, including
fMRI (Friston et al., 2003). It relies on an inference between observation
(i.e., hemodynamic response) and biophysical modeling at the neuronal
level and uses empirical Bayesianmethods formodel inversion and com-
parison (Friston, 2009).
A few general points when interpreting DCM results follow (Seghier
andPrice, 2010). First, to reiterate, connectivity parameters (endogenous
and modulatory) are estimated at an inferred neuronal level, because
neuronal activity is not directly accessible from the hemodynamic
response in fMRI. Second, coupling between regions does not imply
direct anatomical connections but can also result from polysynaptic
connections between two ROIs. Third, the estimated model is context
dependent. This means that interactions between regions are sensitive
to model architecture (i.e., regions, connections, driving inputs,
modulations). Changing any of these parameters may have a nonlin-
ear effect on the results. Finally, it should be remembered that DCM
can only find the best available model within the set of models (or
“model space”) tested. This means that the inclusion of multiple
competing models is an advantage and is not affected by the multiple-
comparison problem. To put it another way, the data (extracted and
adjusted times series) are identical across comparisons; it is only the
models that vary.
DCM model space. We grouped all four speech tasks (picture nam-
ing, reading, saying 1-2-3 to meaningless letters and saying 1-2-3 to
non-objects) as a single input that entered the system at Occ. Al-
though the specific nature of the input differed by task type, we note
that the system was driven in each case by external visual stimulation.
Naming and reading were used as a modulatory input to estimate any
changes in connectivity during these tasks versus saying 1-2-3 and to
estimate any changes in connectivity during naming versus reading.
We did not expect strong differences between task, but this approach
allowed us to check this assumption while also exploring the overall
effect of speech production on the system. To populate the model
space, a fully connected DCM was specified for each participant (i.e.,
with connections within and between all four regions). We then gen-
erated models for every possible combination of between-region
modulations, in effect fixing the endogenous (average) connectivity
while varying the modulations for naming and reading (relative to
everything else in the session, which included saying 1-2-3 and fixa-
tion) for every possible between-region connection (excluding self-
connections). The result was a model space of 4095 DCMs for each
participant (274,365 models overall), which we then analyzed. In
general, a comprehensive model space such as this is advantageous
during model comparison and averaging, because it allows multiple
explanations of the data to be tested explicitly.
Parameter estimation. There were three sets of neural connectivity
parameters to estimate in each model: (1) input parameters that
quantify how brain regions respond to external stimuli; (2) endoge-
nous parameters reflecting latent effective connectivity, characteriz-
ing average coupling strength between regions; and (3) modulatory
parameters that measure task-induced changes in effective connectiv-
ity. In DCM, these parameters are expressed as rates of change in hertz
between region-based time series at the neuronal level (Friston et al.,
2000). Each model also included a fourth set of hemodynamic param-
eters, used to infer a predicted BOLD response from the estimated
neural dynamics of each region (Buxton et al., 1998; Friston et al.,
2000; Stephan et al., 2007a). For each model, all parameters were
estimated using an expectation-maximization algorithm (Dempster
et al., 1977; Friston et al., 2003). Because of the relatively large number
Figure 2. Anatomical illustration of our three left-hemisphere ROIs plus input area. The
regions are the PrC, aSTG, PT, and Occ.
Table 1. ROIs
Peak (MNI)
ROI Voxels x y z
PrC 77 48 16 42
aSTG 61 60 10 2
PT 93 56 30 14
Occ 347 42 76 12
Cluster sizes are given in voxels, and representative coordinates are given in MNI space.
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of models in our analysis, the combined neural and hemodynamic
parameters for all DCMs were estimated in parallel over a local clus-
ter. To promote replicability and relevance, we used the most
up-to-date, open-source code at the time of writing (i.e., DCM10 in
SPM8; Wellcome Trust Centre for Neuroimaging; http://www.
fil.ion.ucl.ac.uk/spm/software/spm8/).
Bayesian model averaging and statistics. Having estimated the free
parameters, we analyzed the resulting DCMs in three ways. First, we
considered all of the participants as a single group. In the second and
third cases, we separated the total set of DCMs into disjoint subsets,
one for the native English speakers and another for the non-native
English speakers. In each case, we performed random-effects Bayesian
model selection over the relevant model space to assess the posterior
probability of each model generating the observed fMRI data series.
As expected, no single model was found to be significantly better than
the rest: the combined, native, and non-native model spaces were so
big. Instead, we calculated a Bayesian model average (BMA; Penny et
al., 2010) for each group (i.e., three BMAs in total), which revealed the
weighted average connectivity of our system over each model space.
BMA is the standard approach for large model spaces (Penny et al.,
2010) and has been successfully applied in several recent DCM studies
(Liang et al., 2011; Osnes et al., 2011; Richardson et al., 2011; Seghier
et al., 2011).
Frequentist statistics were used to evaluate the significance of the
resulting connection strengths from the BMA, for both the endoge-
nous connections (i.e., average connection strengths across all correct
trials) and modulatory connections (i.e., differences in the connec-
tion strengths for naming and reading vs saying 1-2-3, as well as for
naming vs reading). Within each group, we used one-sample t tests to
calculate the significance of each connection (H0  0) and to evaluate
self-connections (H01).We note that DCMassumes different priors
on connections between regions and self-connections. The first assump-
tion is that there should be no causal relationship between regions, hence
the prior and null hypothesis of 0. Because of the nature of Bayesian
modeling, this prior thus exerts a powerful preference for 0, whichmeans
that the data really have to be strong to deviate from this; this is called a
“shrinkage prior.” The second assumption is that the “shrinkage prior”
on self-connections is negative to force the model to quiet down over
time. This is an implementation constraint: if we did not assume negative
self-connections, then the model dynamics would be such that the pat-
terns of activity could explode or become chaotic.
To compare connection strengths between native and non-native
speakers, we used independent sample t tests. In this way, we were
able to ascertain whether a specific connection was significantly
stronger for one group relative to the other. For all t tests (all of which
were two-tailed), we used a statistical threshold of p  0.05. Because
Student’s t test assumes equal variances between samples, we also
tested the equality of variances (Levene, 1960): when between-sample
variances were heteroscedastic, we used an unequal variance t test
rather than Student’s t test (Welch, 1938, 1947). The effects of this
more conservative test can be seen in the adjusted degrees of freedom
(df), t values, and p values in our results (see the non-integer df in
Tables 2 and 3). Incidentally, we note that the model and the choice of
how to evaluate the model are independent. Whereas the model is
Bayesian (for example, its parameters were estimated using the stan-
dard Bayesian expectation-maximization algorithm), the question of
whether the estimated parameters differ from their priors can be
evaluated with simple-to-interpret t tests.
We are aware that there has been some inconsistency in the DCM
literature about whether or not to correct for multiple comparisons
when evaluating connection strengths with frequentist statistics
(Stephan et al., 2010; for a discussion on the use of Bonferroni’s
correction for multiple comparisons, see Seghier et al., 2010). Our
position is that it would be strictly inaccurate to correct each connec-
tion for multiple comparisons as if they were independent, because
the calculated strength of any connection depends on every other
connection in the DCMs. The situation is analogous to using con-
trasts in fMRI analysis: one does not correct for the number of con-
trasts defined, selected, or reported. This is because no matter how
many contrasts one might use, the data remain the same. Similarly, no
matter how many connections we evaluate within the results of the
BMA, the data likewise remain the same.
Table 2. Auditory–motor connections
All participants Native Non-native Group differences Fluency task
Connection Statistics
Strength
Hz
Statistics
Strength
Hz
Statistics
Strength
Hz
Statistics Statistics
From To t(66) p t(35) p t(30) p t df p r(28) p
Endogenous
Auditory suppression
PrC PT 4.08 <0.001 0.23 5.23 <0.001 0.35 0.93 0.358 0.08 2.58 65 0.012 0.301 0.120
PrC aSTG 2.38 0.020 0.15 2.56 0.015 0.23 0.63 0.533 0.05 1.43 65 0.157 0.340 0.077*
Auditory feedback
PT PrC 1.47 0.146 0.07 0.37 0.717 0.02 2.07 0.047 0.16 2.04 65 0.046 0.412 0.030
aSTG PrC 0.43 0.666 0.02 0.92 0.362 0.06 0.30 0.770 0.02 0.83 65 0.412 0.301 0.119
Auditory interactions
PT aSTG 1.57 0.120 0.09 0.34 0.740 0.03 3.06 0.005 0.21 2.28 65 0.026 0.391 0.039
aSTG PT 1.38 0.173 0.07 2.52 0.016 0.18 0.67 0.506 0.05 2.22 65 0.030 0.093 0.639
Modulatory
Auditory suppression
PrC PT 1.11 0.27 0.03 1.57 0.125 0.01 0.85 0.40 0.04 0.61 31.3 0.55 0.170 0.387
PrC aSTG 2.82 0.006 0.04 2.52 0.02 0.06 1.34 0.19 0.03 1.02 65 0.31 0.387 0.042**
Auditory feedback
PT PrC 0.74 0.465 0.01 1.35 0.19 0.01 1.54 0.13 0.03 2.05 65 0.04 0.052 0.794
aSTG PrC 1.48 0.145 0.03 1.20 0.24 0.03 0.86 0.4 0.03 0.23 65 0.82 0.145 0.462
Auditory interactions
PT aSTG 1.55 0.125 0.02 1.31 0.20 0.03 1.10 0.28 0.01 0.9 42.1 0.37 0.015 0.960
aSTG PT 2.89 0.005 0.07 1.96 0.06 0.07 2.13 0.04 0.07 0.04 65 0.97 0.056 0.776
Connectivity representing auditory suppression, auditory feedback, and auditory interactions. Endogenous or average connections are given in the top, whereas modulatory connections, which were additively stronger for naming and
reading, are given in the bottom. Connection strengths are given in hertz. Significant p values ( p 0.05, two-tailed) are rendered in bold here and in subsequent tables. *To be clear, we assume that a trend equals 0.1 p 0.05. So this
correlation is a trend with a two-tailed test but would be significant if we had used a one-tailed test instead ( pone-tailed 0.0385). Additional trends are italicized in subsequent tables. **When the effect of a single outlier was removed,
this correlation disappeared (r0.09, p 0.66).
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Interpreting connection strengths. The result of each of the three
BMAs was an average model with representative connection strengths
either across speakers, within native speakers, or within non-native
speakers. As we stated in Introduction, auditory suppression was in-
ferred when the connections PrC 3 PT or PrC 3 aSTG (i.e., from
motor to auditory areas) were negative, and auditory feedback was
inferred when the connections PT 3 PrC or aSTG 3 PrC (from
auditory to motor areas) were positive; here we explain what exactly
positive and negative connections mean in DCM.
In DCM, a negative connection means that higher activity in the
source region causes a decreased rate of change in the activity of the
target region. Technically, this relationship is modeled by a differen-
tial (evolution) equation (Friston et al., 2003):
dx
dt
  A  
j1
m
uj B
 j	x  Cu,
where x, short for x(t), is a vector of n regions, x1(t), . . . , xn(t), such
that the equation relates (1) the strength of each region in x at time t
to (2) the rate of change of each region in x at time t (which is written
as the derivative dx/dt). “Source” and “target,” then, are just different
entries in the same activation state vector x. A negative connection
causes the rate of change in the activity of the target region to decrease
when the source is high (i.e., high x and negative dx/dt for the relevant
entries in x): this is what we mean by “suppression.” In contrast, a
positive connection means that the rate of change in the activity of the
target region increases when the source is high (i.e., high x but this
time positive dx/dt, again for the relevant entries in x). A third possi-
bility is that the connection strength does not differ from zero, in
which case the rate of change dx/dt is flat and there is no significant
causal relationship.Because aderivative is a slope (i.e., “rise over run”),dx/dt
may thus take values from negative infinity to positive infinity (although in
our models typical values range closer to zero, influenced by the shrinkage
priors referred to above and representing a previous belief that there is no
causal relationship between regions).
In this equation, the endogenous connection strengths are repre-
sented in the A matrix. These are average effects across all conditions
in the experiment. The Bmatrices represent differences in connectiv-
ity for different conditions. For instance, if the experiment were to
consist of naming pictures, reading words, and saying 1-2-3 to unfa-
miliar objects and letter strings, then one modulation would be to
look at how the average connectivity differs for naming and reading
compared with saying 1-2-3. In this way, one models context-
sensitive connectivity by simply adding A and B matrices together,
given that there may be multiple contexts expressed through multiple
Bmatrices. [Our analysis included two modulations for (naming and
reading  saying 1-2-3) and for (naming  reading).] The inputs
(represented by u) enter the system through the connections specified
in C. In our case, C ensures that the inputs enter through Occ. There-
fore, all of the activity in the system is driven through this region (for
more details, see Friston et al., 2003; Stephan et al., 2007b).
Finally, DCM models regional interactions at an inferred neuronal
level. It is critical to model interactions at this neuronal level because
hemodynamic responses vary across the brain such that surface inter-
actions can lead to false inferences (Penny et al., 2004). In practice,
these neural representations can be inferred as outlined above (see
Data extraction). To reiterate, (1) an adjusted BOLD signal is ex-
tracted from a set of voxels within a region, (2) these time series are
summarized by their principle eigenvariate (a single vector represent-
ing the region), and (3) an empirically validated hemodynamic model
is used to infer an underlying and neuronal time series (Buxton et al.,
1998; Friston et al., 2000; Stephan et al., 2007a). Each region is thus
modeled by a neuronal time series and connections model interac-
tions between these.
Correlating connection strengths with behavior. Twenty-eight of 31
non-native speakers completed the out-of-scanner verbal fluency
task. We correlated these scores with specific connections from the
third BMA (non-native speakers only) to help interpret the results
and validate group differences between native and non-native
speakers.
Results
A summary of the significant effects is provided for the endoge-
nous connectivity in Figure 3 and themodulatory connectivity in
Figure 4.
Auditory suppression (frommotor to auditory regions)
Auditory suppression manifested as negative connectivity from
motor to auditory regions (PrC3 PT and PrC3 aSTG). This
was significant across groups and conditions (Table 2, top),
which indicates that, when articulatory activity was higher, ac-
tivity in auditory areas declined. Within groups, evidence for
auditory suppression reached significance in the native speakers
but not in the non-native speakers, and this group difference
reached significance on the connection from PrC3 PT. Within
the non-native group, there was a trend for the negative influence
of PrC 3 aSTG to be stronger in those with less good verbal
fluency (for details, see Table 2, top).
Table 3. Connections to and from Occ
All participants Native Non-native Group differences
Connection Statistics
Strength
Hz
Statistics
Strength
Hz
Statistics
Strength
Hz
Statistics
From To t(66) p t(35) p t(30) p t df P
Endogenous
Occ PrC 1.35 <0.001 0.36 7.17 <0.001 0.31 7.58 <0.001 0.41 1.43 65 0.158
Occ aSTG 8.11 <0.001 0.32 6.39 <0.001 0.33 5.01 <0.001 0.31 0.30 65 0.767
Occ PT 1.21 <0.001 0.36 7.69 <0.001 0.36 6.64 <0.001 0.36 0.07 65 0.941
PrC Occ 0.26 0.799 0.01 0.29 0.771 0.02 0.04 0.971 0.01 0.19 65 0.850
PT Occ 3.31 0.002 0.21 1.92 0.064 0.20 3.26 0.005 0.23 0.21 59.32 0.832
aSTG Occ 1.28 0.205 0.08 1.09 0.284 0.11 0.67 0.511 0.04 0.59 56.63 0.561
Modulatory
Occ PrC 0.80 0.424 0.01 0.38 0.707 0.01 2.24 0.033 0.01 0.12 65 0.908
Occ aSTG 1.17 0.247 0.01 0.43 0.672 0.01 1.28 0.212 0.02 0.61 65 0.545
Occ PT 0.99 0.327 0.01 0.52 0.606 0.01 0.83 0.412 0.02 0.45 65 0.654
PrC Occ 2.66 0.01 0.06 2.49 0.018 0.03 1.99 0.056 0.09 1.23 34.86 0.227
PT Occ 1.88 0.064 0.03 2.61 0.013 0.06 0.54 0.593 0.01 2.44 60.92 0.018
aSTG Occ 0.53 0.598 0.02 0.04 0.972 0.01 0.84 0.408 0.04 0.62 65 0.536
Connections to and from the input region, Occ. Endogenous or average connections are given in the top, whereas modulatory connections, which were additively stronger for naming and reading, are given in the bottom. Connection
strengths are given in hertz.
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The modulatory effect of task showed that the negative
influence of PrC on auditory activity (i.e., auditory suppres-
sion) was greater for naming and reading than for repeating
1-2-3. This reached significance in the native group and across
groups on the connection from PrC3 aSTG. The strength of
this modulation (PrC 3 aSTG) in the non-native group was
not significantly related to verbal fluency when the effect of a
single outlier was removed (Table 2, bottom).
Auditory feedback (from auditory to motor regions)
Auditory feedback was evidenced by significant positive con-
nectivity from PT 3 PrC in non-native speakers (Table 2,
top). The group difference on the strength of this connection
was significant, indicating that auditory feedback was stronger
in non-native than native speakers. This inference was sup-
ported by a significant negative effect of verbal fluency in the
non-native speakers (Fig. 5). In other words, auditory feed-
back on PT3 PrC was negatively correlated with fluency, so
that feedback is stronger in non-native speakers with poor
fluency.
There was no significant evidence for auditory feedback for
aSTG 3 PrC in either native or non-native speakers. How-
ever, the difference in connection strengths for PT3 PrC and
aSTG3 PrC was not significant either. The absence of a sig-
nificant difference in the strength of these connections could
be because either the difference in connection strengths was
small or the intersubject variability was high. Because the dif-
ference in connection strengths was large (0.16 for PT3 PrC
and0.02 for aSTG3 PrC; see Table 2, top), we infer that the
intersubject variability was high. Indeed, this is indicated by
the significant effect of fluency on interparticipant variability
in the strength of PT 3 PrC (Fig. 5). Together, the results
indicate that auditory feedback from PT3 PrC was driven by
non-native speakers with poor verbal fluency with no evidence
for a corresponding effect on aSTG3 PrC.
Figure 3. Differences in endogenous connectivity for native and non-native speakers. Top,
The auditory suppression connections, from PrC to PT and aSTG, are rendered along with the
“bottom-up” connection (in predictive coding), from PT to aSTG. Bottom, The two potential
auditory feedback connections, from PT and aSTG to PrC, are rendered along with the “top-
down” connection (for details, see Discussion), from aSTG to PT. Connection strengths are illus-
trated using bar plots, with native speakers (light gray) on the left and non-native speakers
(dark gray) on the right. Error bars indicate SEs. Asterisks show significant p values at p 0.05
(two-tailed).
Figure 4. Differences in modulatory connectivity for native and non-native speakers. Top
and Bottom, The parameter estimates for each group on the modulations (i.e., naming and
reading saying1-2-3), betweenPrC, aSTG, andPT. For details, see Figure 3. To emphasize the
modulation strengths, we have changed the scale of the y-axes from Figure 3. We note that
aSTG3 PT is a trend in the native group (Table 2, bottom). Error bars indicate SEs. Asterisks
show significant p values at p 0.05 (two-tailed).
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There was no significant influence of task (naming and
reading vs saying 1-2-3) on either feedback connection in ei-
ther group (Table 2, bottom); however, there was an interac-
tion between group and the effect of modulation on the
strength of PT 3 PrC. Because this was not qualified by sig-
nificant effects in either group, we will not discuss it
further.
Auditory interactions between PT and aSTG
The connectivity on PT3 aSTG was significantly more posi-
tive for non-native than native participants and when verbal
fluency was lower rather than higher (Table 2, top). In con-
trast, the connectivity on aSTG3 PT was significantly more
positive for native than non-native speakers. It was also more
positive across speakers when saying 1-2-3 than naming or
reading (Table 2, bottom). We suggest an interpretation of
this in Discussion.
Self-connections and connectivity to and from Occ
All self-connections were significant, and, on PT, self-
connections were stronger for non-native than native speakers
(Table 4). All of the connections from Occ were significant,
with no differences between groups or tasks (Table 3, top).
The connection PrC3Occ was stronger for naming and read-
ing than saying 1-2-3 for all participants (Table 3, bottom).
Finally, the connection PT3 Occ was significant for all par-
ticipants and stronger for naming and reading than for saying
1-2-3 in the native speakers. We can only speculate that these
connections back to Occ may indicate that visual processing is
related to attention or time spent processing, because we do
not have response time data for speech-production tasks.
Discussion
This study has provided novel evidence that activity in brain
regions involved in articulation suppresses activity in brain
regions involved in auditory processing (auditory suppres-
sion). Conversely, activity in brain regions involved in audi-
tory processing influences activity in brain regions involved in
articulation (auditory feedback). In addition, we have shown
that, compared with native speakers of English, non-native
speakers have (1) less auditory suppression, (2) more auditory
feedback, and (3) altered coupling between the auditory re-
gions PT and aSTG. The differences between native and non-
native speakers were further supported by finding that, within
non-native speakers, auditory feedback was higher when ver-
bal fluency was poor. Put another way, better fluency in non-
native speakers made the regional interactions more similar to
those of native speakers.
Auditory suppression
The influence of articulatory activity on auditory activity is
consistent with previous studies that reported less auditory
processing during self-produced speech than the same speech
spoken by another (Paus et al., 1996; Curio et al., 2000; Christ-
offels et al., 2007, 2011; Tourville et al., 2008; Ventura et al.,
2009), with this attenuation of auditory processing being less
in non-native than native speakers (Simmonds et al., 2011).
The implication from these previous findings is that the act of
producing speech sends messages to the auditory cortices, and
these messages predict the expected sound and so reduce the
response to it (Guenther et al., 2006; Tourville et al., 2008;
Golfinopoulos et al., 2010). However, direct evidence for au-
ditory–motor interactions can only be provided by demon-
strating that activity in brain areas associated with speech
production influences activity in brain regions associated with
auditory processing and vice versa (Tourville et al., 2008). A
novel contribution of our study is therefore the demonstration
that differences in activation levels in the auditory cortex of
native and non-native speakers is causally related to activity in
speech-production regions.
In addition, by looking at task-dependent connectivity, we
have been able to show that auditory suppression was signifi-
cantly greater when participants were naming and reading
than when they were repeating 1-2-3. This result suggests that
auditory suppression is greater when speech production is
driven by the semantic content of the visual stimuli than when
it is driven by auditory representations of the intended
sounds.
Auditory feedback
Our finding that auditory feedback (PT3 PrC) was stronger in
(1) the non-native group than the native group and (2) non-
native speakers with poorer verbal fluency advances previous in-
ferences from behavioral studies (Yates, 1963; Borden, 1979,
1980; Houde and Jordan, 1998; Guenther, 2006), computational
simulations (Guenther et al., 2006; Guenther, 2006; Golfinopou-
los et al., 2010; Houde and Nagarajan, 2011), and functional
connectivity studies of perturbed speech (Tourville et al., 2008).
Moreover, wewere able to show that auditory feedback is greatest
in the participants who had the least auditory suppression—
namely, the non-native speakers.
It is also interesting to note that, despite evidence for audi-
tory feedback on PT3 PrC, there was no significant evidence
for auditory feedback on aSTG 3 PrC in either group. The
Figure 5. Connection strengths by fluency. Two (endogenous) connections were neg-
atively correlated (gray line) with letter fluency in non-native speakers (dark gray data
points): PT3 PrC and PT3 aSTG. The two available examples of native speakers (light
gray data points) with letter fluency scores would appear to fit this pattern, and the
remaining participants who did not have fluency scores (plotted over “NA” on the x-axis)
were mostly native speakers and would appear to cluster (as expected) toward the more
fluent end of the fluency distribution.
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source of the auditory feedback, in PT, is consistent with
Takaso et al. (2010) and the DIVA (Directions Into Velocities
of Articulators) computational model (Guenther et al., 2006;
Golfinopoulos et al., 2010). In their description of these mod-
els, the authors emphasize that auditory feedback plays an
important role in speech acquisition but is not involved in
fluent adult speech unless the online monitoring of speech
output detects a mismatch between the anticipated sound and
the sounds that are produced. Likewise, we did not find evi-
dence for auditory feedback in native speakers or non-native
speakers with good fluency, but we did find evidence for au-
ditory feedback in non-native speakers with poorer fluency.
Critically, this was observed during correct responses, gener-
ated in real time, which suggests that these participants may
have been actively monitoring and correcting their articula-
tion online. Our results, showing auditory feedback during
typical object naming and reading tasks, therefore go beyond
previous studies that have only demonstrated the effects of
auditory feedback in expert adult speakers when speech is
artificially perturbed (Christoffels et al., 2007; Tourville et al.,
2008; Parkinson et al., 2012).
Auditory interactions between PT and aSTG
The influence of PT on aSTG activity was more positive in non-
native than native speakers and in non-native speakers with
poorer relative to better fluency. This effect mirrors that on the
PT 3 PrC connection (more positive connectivity with lower
fluency) and complements the effect on the PrC3 PT connec-
tion (with lower fluency). Together, these results suggest that PT
activity, which has not been suppressed during articulation, has
an excitatory influence on both articulatory activity (PrC) and
auditory activity in the anterior auditory processing stream (in-
volving aSTG). In contrast, when PT activity is strongly sup-
pressed in native speakers, the influence of PT on aSTG or PrC is
not significant.
A more surprising finding was that aSTG3 PT was signif-
icantly more positive in native than non-native speakers. This
connection was also significantly more positive for naming or
reading than saying 1-2-3. Plausibly, aSTG involves higher-
level speech processing than PT and predicts the lower-level
activity in PT. According to a predictive coding account (Fris-
ton and Kiebel, 2009), the representation of speech (in aSTG)
and its lower-level auditory expectation (in PT) will be more
reliable for native speakers who are more confident in their
top-down predictions of how speech should sound. Stronger
connectivity on aSTG 3 PT is therefore hypothetically pro-
portional to the confidence in how well higher-level auditory
predictions in aSTG can predict lower-level auditory activity
in PT. In support of this speech-processing hierarchy, we note
that aSTG is more sensitive to the acoustics of speech than
non-speech, which is not true for PT (Leff et al., 2009;
Rauschecker and Scott, 2009; Leaver and Rauschecker,
2010).
Such an interpretation of the determinants of aSTG3 PT
connectivity also provides a more refined interpretation of the
determinants of PT3 aSTG connectivity. As suggested above,
PT3 aSTG connectivity makes sense as being greater in non-
native speakers who have lower confidence in their higher-
level auditory representations. Therefore, it might be the case
that, when top-down predictions on aSTG3 PT are weak, the
outputs from auditory processing in PT need more in-depth
speech-recognition processing; in turn, this results in more
potent connectivity on PT 3 aSTG. Conversely, increased
confidence in top-down predictions on aSTG3 PT (in native
speakers) has, as predicted, less need for in-depth speech-
recognition processing, producing less potent connectivity of
PT3 aSTG.
Limitations
First, as with any DCM study, significant connectivity between
two regions does not imply direct anatomical connections be-
tween these regions. There may be many other intermediate
areas that have not been included. Although a full understand-
ing of regional interactions requires additional investigation
into the participating regions, the absence of these regions in
the current study does not undermine the importance of the
conclusions we can draw from a discrete and carefully selected
set of regions.
Second, each region in the DCM represents a different level
of linguistic processing: PrC activity is representative of artic-
ulatory output, PT activity is representative (arguably) of
lower-level auditory processing, and aSTG activity is likewise
representative (arguably) of higher-order auditory processing.
Our observation that there was a significant influence of PrC
activity on auditory activity, and vice versa, does not mean
that the interactions mediating these effects occurred within
PrC or within PT or within aSTG. For example, it might be the
case that an inferior frontal region (1) sends predictions of
forthcoming events to PrC and the auditory regions, (2) re-
ceives feedback from both motor and auditory areas, and (3)
updates subsequent predictions to both regions in accordance
with the feedback (Price et al., 2011). To test how the auditory–
motor interactions are more elaborately mediated will therefore
require follow-up studies.
Third, as in any fMRI study, we can only interpret effects
that are significant and therefore unlikely to occur by chance.
However, we cannot conclude that there is no connection if we
fail to find a significant coupling.
Conclusions
DCM has allowed us to demonstrate auditory suppression and
auditory feedback at a neural level and then to show how these
Table 4. Self-connections (endogenous)
All participants Native Non-Native Group differences
Connection Statistics
Strength
Hz
Statistics
Strength
Hz
Statistics
Strength
Hz
Statistics
From To t(66) p t(35) p t(30) p t df p
PrC PrC 65.44 <0.001 0.48 53.98 <0.001 0.48 39.49 <0.001 0.47 0.77 65 0.443
PT PT 50.61 <0.001 0.44 32.63 <0.001 0.43 43.87 <0.001 0.46 2.03 65 0.046
aSTG aSTG 70.57 <0.001 0.46 56.89 <0.001 0.45 44.82 <0.001 0.47 1.49 65 0.140
Occ Occ 57.29 <0.001 0.43 40.97 <0.001 0.42 39.7 <0.001 0.43 0.61 65 0.547
Self-connections from each region to itself. These were only defined for endogenous or average connections; there were no modulated self-connections. Connection strengths are given in hertz.
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auditory–motor interactions change with the fluency of the
speaker. Our novel conclusions are as follows: (1) auditory
suppression is greater when speech production is driven by the
semantic content of visual stimuli than when it is driven by
auditory representations of the intended sounds; (2) feedback
from auditory to motor regions is observed in adult speakers
in the absence of artificially perturbing their speech; (3) the
source of auditory feedback was located in PT rather than
aSTG; and (4) non-native speakers, particularly those with
poorer fluency, had less auditory predictions from higher-to-
lower auditory areas, less auditory suppression, more auditory
feedback, and stronger connectivity from lower-to-higher au-
ditory areas. Additional studies are now needed to investigate
(1) how additional regions, such as right-hemisphere ho-
mologs and frontal and parietal areas, are involved in mediat-
ing the auditory–motor interactions shown here, and (2) how
the direction and strength of these auditory–motor interac-
tions are affected in additional speaker populations, such as
people with speech difficulties (e.g., auditory verbal halluci-
nations, dyslexia, or aphasia after stroke).
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