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Abstract
This paper deals with the stability properties of those set-valued mappings from locally metrizable
spaces to Euclidean spaces for which the images are the convex hull of their boundaries (i.e., they are
closed convex sets not containing a halfspace). Examples of this class of mappings are the feasible set
and the optimal set of convex optimization problems, and the solution set of convex systems, when
the data are subject to perturbations. More in detail, we associate with the given set-valued map-
ping its corresponding boundary mapping and we analyze the transmission of the stability properties
(lower and upper semicontinuity, continuity and closedness) from the given mapping to its boundary
and vice versa.
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This paper deals with closed-convex-valued mappings F :Y ⇒Rn, where Y is a locally
metrizable space Y (e.g., Y is equipped with the topology induced by an extended distance
on Y taking values on R+ ∪ {+∞}) and F satisfies
F(y) = conv bdF(y) for all y ∈ Y ; (1.1)
i.e., F(y) is a closed convex set which is neither the whole space Rn nor a halfspace [2,
Lemma 2]. This condition is usually satisfied by the feasible and the optimal set map-
pings of (ordinary and semi-infinite) parametric convex optimization problems. The finite
dimension of the image space plays a crucial role in many results.
Here, and in the rest of the paper, we use the following notation: if C ⊂ Rp , convC,
coneC, and dimC will denote the convex hull of C, the convex conical hull of C ∪ {0n}
and the dimension of C, respectively. From the topological side, and if C is a subset of any
topological space, intC, clC, and bdC represent the interior, the closure and the boundary
of C, respectively. The Euclidean distance in Rp will be denoted by d and the open ball
centered at x and radius ε > 0 by B(x; ε).
We denote by B :Y ⇒Rn the associated boundary mapping of F ; i.e.,
B(y) := bdF(y) for all y ∈ Y.
(If F is a single-valued mapping from Y to Rn, then F ≡ B.) So (1.1) can be reformulated
as F(y) = convB(y) for all y ∈ Y . Obviously, B is also a closed-valued mapping.
This paper analyzes the relationships between the stability properties of the set-valued
mappings satisfying (1.1) and their corresponding boundary mappings. For the sake of
completeness, we recall the stability concepts and some basic results for set-valued map-
pings we shall consider in this paper (see, e.g., [1]).
Let M :Y ⇒ Rn be a set-valued mapping. We say that M is lower semicontinuous
at y0 ∈ Y in the Berge sense (lsc, in brief) if, for each open set W ⊂ Rn such that W ∩
M(y0) = ∅, there exists an open set U ⊂ Y , containing y0, such that W ∩M(y) = ∅
for each y ∈ U . If domM := {y ∈ Y |M(y) = ∅} and M is lsc at y0 ∈ domM, then
y0 ∈ int domM.
M is upper semicontinuous at y0 ∈ Y in the Berge sense (usc, in brief) if, for each open
set W ⊂ Rn such that M(y0) ⊂ W , there exists an open set U ⊂ Y , containing y0, such
that M(y) ⊂ W for each y ∈ U . If M is usc at y0 /∈ domM, then y0 ∈ int(Y \ domM).
If M is simultaneously lsc and usc at y0 we say that M is continuous in the sense of
Berge at this point.
M is closed at y0 ∈ domM if for all sequences {yr}∞r=1 ⊂ Y and {xr}∞r=1 ⊂ Rn satis-
fying xr ∈M(yr ) for all r ∈ N, limr→∞ yr = y0 and limr→∞ xr = x0 (in brief, yr → y0
and xr → x0) one has x0 ∈M(y0). If M is usc at y0 ∈ domM and M(y0) is closed, then
M is closed at y0. Conversely, if M is closed and locally bounded at y0 ∈ domM (i.e.,
if there are a neighborhood of y0, say V , and a bounded set A ⊂ Rn containing M(y) for
every y ∈ V ), then M is usc at y0.
The paper is organized as follows. Section 2 contains the auxiliary concepts and re-
sults. Section 3 presents some selected examples. Sections 4 and 7 show that F always
inherits the lsc property and the continuity from B, respectively, whereas Sections 5 and 6
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lsc property and the continuity of F also entail the corresponding properties of B under
suitable conditions.
2. Preliminaries
Following [7] we may have definedM as being continuous at y0 in the Bouligand sense
if
lim inf
y→y0
M(y) = lim sup
y→y0
M(y) =M(y0), (2.1)
where the sets lim infy→y0 M(y) and lim supy→y0 M(y) are the so-called inner limit and
outer limit, respectively. These sets are defined as follows:
lim inf
y→y0
M(y) = {x | ∀yr → y0 ∃xr → x with xr ∈M(yr)}
=
⋂
yr→y0
lim inf
r→∞ M(yr ),
and
lim sup
y→y0
M(y) = {x | ∃yr → y0,∃xr → x with xr ∈M(yr )}
=
⋃
yr→y0
lim sup
r→∞
M(yr).
Obviously lim infy→y0 M(y) ⊂ lim supy→y0 M(y).
When lim supy→y0 M(y) =M(y0), it is said thatM is outer semicontinuous at y0 and,
similarly, M is inner semicontinuous at y0 if lim infy→y0 M(y) =M(y0). Thus, the con-
tinuity in the Bouligand sense is equivalent to simultaneous inner and outer semicontinuity,
and also to the fact that M(yr ) converges in the sense of Painlevè–Kuratowski to M(y0)
for all possible sequence {yr}∞r=1 converging to y0.
In [7] it is stated that, for closed-valued mappings, inner semicontinuity at y0 is equiv-
alent to lower semicontinuity at y0, whereas outer semicontinuity at y0 is equivalent to
closedness at y0.
If C,D ⊂ Rn are nonempty compact sets, the Hausdorff distance between C and D is
dH (C,D) := max
{
max
x∈C d(x,D),maxy∈D d(y,C)
}
,
where d(x,A) := infz∈A ‖x − z‖. The Hausdorff distance provides a metric in the space of
the nonempty compact sets in the Euclidean space Rn, and it can easily be verified that
dH (C,D) = dH (bdC,bdD). (2.2)
A sequence {Cr}∞r=1 is said to converge with respect to the Hausdorff distance to C when
dH (Cr,C) → 0 (all these sets being nonempty and compact in Rn). This property entails
the convergence of Cr to C in the sense of Painlevè–Kuratowski, and it is equivalent to it
if there exists a bounded set A ⊂ Rn containing all Cr, r = 1,2, . . . , and C.The following result is quite standard in multivalued functions analysis.
M.A. Goberna et al. / J. Math. Anal. Appl. 306 (2005) 502–515 505Lemma 1. Consider a closed-valued mapping M :Y ⇒ Rn and a point y0 ∈ domM. If
M is continuous at y0 in the sense of Berge then M will be also continuous at y0 in the
sense of Bouligand, and the converse holds if M is locally bounded at y0.
Moreover, under the last assumption and assuming y0 ∈ int domM, any continuity at y0
is equivalent to the following property: for every sequence {yk}∞k=1 converging to y0, there
exists k0 such that M(yk) is a nonempty bounded set for all k  k0 and {M(yk)}∞k=k0
converges with respect to the Hausdorff distance to M(y0).
Proof. Assume first that M is continuous at y0 in the sense of Berge. For closed-valued
mappings, the upper semicontinuity of M at y0 entails closedness or, equivalently, outer
semicontinuity at this point. Since inner and lower semicontinuity are equivalent for this
type of mappings, we conclude the Bouligand continuity of M at y0.
The converse statement comes from the fact that, under the local boundedness of M
at y0, upper and outer semicontinuity are equivalent [7, Theorem 5.19]. The last statement
can be found in [7, Corollary 5.21]. 
Given M :Y ⇒Rn and ρ > 0, the truncated mapping of M is Mρ :Y ⇒Rn such as
Mρ(y) :=M(y) ∩ clB(0n;ρ).
The next result summarizes the relationships between both mappings in the stability con-
text.
Lemma 2. Let M :Y ⇒Rn and let y0 ∈ domM. Then the following statements hold:
(i) M is closed at y0 if and only if Mρ is closed at y0 for all ρ > 0 such that
Mρ(y0) = ∅.
(ii) If M is usc at y0 and M(y0) is closed, then Mρ is usc at y0 for all ρ > 0 such that
Mρ(y0) = ∅.
(iii) If M is usc at y0, then there exist a positive scalar ρ¯ and an open neighborhood of
y0, V , such that
M(y) \Mρ¯ (y) ⊂M(y0) \Mρ¯ (y0) for all y ∈ V. (2.3)
The converse statement holds when M is closed at y0.
(iv) If Mρ is lsc at y0 for every ρ such that M(y0) ∩ B(0n;ρ) = ∅, then M is lsc at y0.
The converse statement holds if M(y0) is convex.
Proof. (i) First we suppose that M is closed at y0 ∈ domM and that Mρ(y0) = ∅.
Assume that xr ∈ Mρ(yr), r = 1,2, . . . , xr → x0 and yr → y0. Since Mρ(yr) ⊂
M(yr ) for all r , and M is closed at y0, we get x0 ∈M(y0). But ‖xr‖ ρ, r = 1,2, . . . ,
and so ‖x0‖ ρ; i.e., Mρ is closed at y0.
Now we assume that Mρ is closed at y0 for all ρ > 0 such that Mρ(y0) = ∅.
Assume that xr ∈M(yr), r = 1,2, . . . , xr → x0 and yr → y0. There will exist then
ρ > 0 such that ‖xr‖  ρ, r = 1,2, . . . , and Mρ(y0) = ∅. In other words, xr ∈Mρ(yr),
r = 1,2, . . . , and the current assumption yields x0 ∈Mρ(y0) ⊂M(y0); i.e., M is closed
at y0.
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at this point. Applying (i), Mρ will be closed at y0 for all ρ > 0 such that Mρ(y0) = ∅
and, since all these mappings are locally bounded, we conclude that they are also usc at y0.
(iii) We prove the direct statement by assuming the contrary; i.e., the existence of a
sequence {yr}∞r=1 converging to y0 and associated points
xr ∈
{M(yr ) \Mr (yr )} ∖ {M(y0) \Mr (y0)}= {M(yr ) \M(y0)} \ clB(0n; r),
r = 1,2, . . . . Then the set W := Rn \ {x1, x2, . . . , xr , . . .} is open (because ‖xr‖ > r , r =
1,2, . . .), and M(y0) ⊂ W at the same time that xr ∈M(yr ) \ W , r = 1,2, . . . . This fact
precludes the upper semicontinuity of M at y0.
Now we assume that (2.3) holds, where ρ¯ is taken big enough to guarantee that
Mρ¯ (y0) = ∅. If M is closed at y0, (i) yields the closedness of Mρ¯ at y0, and so Mρ¯
is usc at y0 because the images are contained in clB(0n; ρ¯).
Finally, let W be an open set containing M(y0). Since Mρ¯ is usc at y0 and W ⊃
Mρ¯ (y0), we can take V in (2.3) small enough to guarantee that
Mρ¯ (y) ⊂ W for all y ∈ Y.
This implies that, for every y ∈ V ,
M(y) =Mρ¯ (y) ∪
{M(y) \Mρ¯ (y)}⊂Mρ¯ (y) ∪ {M(y0) \Mρ¯ (y0)}⊂ W,
and we conclude that M is usc at y0.
(iv) Suppose that W ∩M(y0) = ∅, and take x0 ∈ W ∩M(y0). If ρ > ‖x0‖ it is clear
that x0 ∈ W ∩Mρ(y0), and there must exist an open set V containing y0 such that
W ∩Mρ(y) = ∅ for every y ∈ V,
and, a fortiori,
W ∩M(y) = ∅ for every y ∈ V ;
in other words, M is lsc at y0.
Finally, let W be an open set in Rn such that W ∩Mρ(y0) = ∅ and take x0 ∈ W ∩
Mρ(y0). Pick also a point z0 ∈M(y0) ∩ B(0n;ρ). If λ ∈ ]0,1[ is taken small enough
(1 − λ)x0 + λz0 ∈
(
W ∩ B(0n;ρ)
)∩M(y0).
Since M is lsc at y0, there will exist an open set V containing y0 such that(
W ∩ B(0n;ρ)
)∩M(y) = ∅ for every y ∈ V,
and therefore
W ∩ clB(0n;ρ) ∩M(y) ≡ W ∩Mρ(y) = ∅ for every y ∈ V. 
Remark 1. For the sake of completeness, we have included here a self-contained proof
of part (iii). Another proof based upon the so-called Dolecki condition (see, for instance,
[1, Lemma 2.2.2]) can be found in Theorem 3.1 of [4], where an example shows that
the assumption F(Y ) ⊂ Rn is essential, so that the results in this paper involving the usc
property could fail for infinite-dimensional spaces. Concerning the direct statement of (iv),
it can also be derived from a result about intersection mappings in [6].
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B(y) := {λ(−y,1) | λ 0}∪ {λ(1,−y) | λ 0}.
Obviously Fρ is usc at 0 for all ρ > 0, but F is not usc at 0, so that the converse statement
of (ii) is not valid in general, even for mappings satisfying (1.1).
3. Some exploratory examples
Examples 2–7 lead us to infer the conjectures on the stability of F and B which are
checked in the following sections. Example 8 shows that condition (1.1) is necessary in
order to guarantee the transfer of stability properties from B to F .
Example 2. Consider the mapping F :R⇒R such that
F(y) :=
{ [−2,2], if y ∈ Q,
[−1,1], otherwise,
where Q represents the set of rational numbers in R. Here F is usc (closed) at y0 if and
only if y0 ∈ Q, and F is lsc at y0 if and only if y0 ∈ R \Q (so that it is nowhere continuous
in the sense of Berge). Nevertheless, B is unstable everywhere in all senses (i.e., B fails to
be closed, lsc, usc and continuous at every y ∈ R).
Example 3. Consider the mapping F :R⇒R such that
F(y) :=
{ [−|y|−1, |y|−1], if y = 0,
[−1,1], if y = 0,
so that F(0) is a convex body. Concerning the three basic properties (lsc, usc, closedness)
at 0, it is easy to see that B is only closed and F is only lsc at that point.
Example 4. Consider the mapping F :R⇒R such that
F(y) :=
{ [0, sin2 |y|−1], if y = 0,
{0}, if y = 0.
It can be observed that F and B are lsc but neither closed nor usc at 0.
Example 5. Let Y be the set of nonzero polynomials with real coefficients and degree at
most 2. Y can be identified with R3 \ {03}, R3 equipped with any norm. Given y ∈ Y , we
denote by Z(y) its set of real zeros and by F(y) its convex hull, i.e., F(y) = convZ(y). In
this case B(y) =Z(y). It is easy to see that B is closed everywhere, that F and B are usc
(but not lsc) at y0 := x2 (consider yr = x2 + r−1, r = 1,2, . . .), and that B is continuous in
the sense of Bouligand at y0 := −x + 1 but F does not (consider yr = r−1x2 − x + 1 and
xr = 2, r = 1,2, . . .).
Example 6. Let Y be the set of polynomials of degree q ∈ N (fixed) with complex coeffi-
cients. Since the field of complex numbers can be identified with R2, Y can be identified
508 M.A. Goberna et al. / J. Math. Anal. Appl. 306 (2005) 502–515with R2q × (R2 \ {02}), R2q+2 equipped with the Euclidean norm. Given y ∈ Y , we de-
note by Z(y) its set of complex zeros and by F(y) its convex hull, i.e., F(y) = convZ(y)
(a polytope in R2). By the fundamental theorem of algebra, Z(y) = ∅ for all y ∈ Y , so
that domF = Y . From the following well-known consequence of Rolle’s theorem for
complex polynomials (see, e.g., [5]) it is not difficult to prove that F is stable every-
where in all senses (we shall prove in Section 7 that the same is true for B): let y ∈ Y ,
let Z(y) = {w1, . . . ,wk}, and let nj be the order of wj , j = 1, . . . , k. Let
0 < η < ε := 1
2
min
{|wj − wi |, 1 i < j  k}.
Then there exists δ > 0 such that y′ ∈ Y has exactly nj zeros (counted with multiplicity)
in B(wj ;η), j = 1, . . . , k, provided that d(y′, y) δ.
Example 7. Let n  2 and let T be an arbitrary set such that |T |  2. We associate with
y = (a, b), where a :T → Rn and b :T → R, the linear system {a′t x  bt , t ∈ T }, in Rn,
whose solution set we denote by F˜(y). There exists a wide literature on the stability
of F˜ : (Rn+1)T ⇒ Rn when (Rn+1)T is equipped with the pseudometric of the uniform
convergence (see [3] and references therein). By Lemma 2 in [2], given y ∈ dom F˜ ,
F˜(y) = conv bd F˜(y) if and only if there exist indexes s, u ∈ T and a point x ∈ Rn such
that
(a′sx)(a′ux) < 0. (3.1)
The set
Y := {y ∈ (Rn+1)T | F˜(y) = conv bd F˜(y)}
contains almost all the elements of (Rn+1)T in a topological sense (Proposition 2 in [2]).
Obviously, the restriction of F˜ to Y , sayF , satisfies (1.1). From (3.1) we get domF ⊂ intY
and so the stability properties of F and F˜ coincide for every y0 ∈ domF , and the same is
true for their respective boundary mappings. In particular, from the results on the stability
of F˜ and B˜ at y0 ∈ domF in [2] and [3], we can establish the following facts on the
stability of F and B at y0 ∈ domF = domB:
• F is everywhere closed and the lsc and usc properties are independent of each other.
• If B is lsc at y0, then B is closed at y0, and the converse holds provided dimF(y0) = n.
• If B is usc at y0, then B is closed at y0, and the converse holds if F(y0) is bounded.
• If B is lsc at y0, then F is lsc at y0, and the converse holds.
• If B is usc at y0, then F is usc at y0 ( just conjectured in [2]).
• If B is closed at y0, then F is closed at y0 (trivial consequence of the closedness of F
everywhere).
Example 8. Let Y be a locally metrizable space such that |Y |  2 and let us consider
y0 ∈ Y , a hyperplane H ⊂ Rn and the associated halfspaces H− and H+. Consider the
mapping F :Y ⇒Rn defined in the following terms:{
H−, if y = y0,F(y) :=
H+, if y = y0.
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constant.
The consequence of the previous examples are:
(1) The stability properties of F are independent of each other, with a unique (trivial)
exception: if F is usc at y0, then F is closed at y0. The same statement is valid for B.
(2) F could inherit all the stability properties of B except closedness and continuity in
the sense of Bouligand, provided condition (1.1) holds, but this condition does not
guarantee the fulfillment of the converse statements which could require additional
assumptions. These are the open problems to be solved in the next sections.
4. Lower semicontinuity
Proposition 1. Let F :Y ⇒ Rn be a mapping satisfying (1.1) and let y0 ∈ domF . If B is
lsc at y0, then F is also lsc at y0, and the converse statement holds if F is closed at y0.
Proof. Let us start by assuming that B is lsc at y0, and consider an open set W such that
F(y0) ∩ W = ∅.
If B(y0) ∩ W = ∅, the same happens for all y ∈ Y sufficiently close to y0 (by the as-
sumption on B) and, so, F(y) ∩ W = ∅ for y close to y0.
Thus, we shall assume B(y0)∩W = ∅, so that F(y0)∩W ⊂ intF(y0). Let x be a point
and ε > 0 such that B(x; ε) ⊂F(y0) ∩ W .
Since F(y0) = convB(y0), we can write
x =
k∑
i=1
λixi, with xi ∈ B(y0) and λi > 0, i = 1,2, . . . , k, and
k∑
i=1
λi = 1.
Since xi ∈ B(y0), B(xi; ε) ∩ B(y0) = ∅ and, by the assumption on B, there exists an open
set Vi ⊂ Y , with y0 ∈ Vi , such that B(xi; ε) ∩B(y) = ∅ for all y ∈ Vi .
If y ∈ ⋂i=1,...,k Vi , we can take zi ∈ B(xi; ε) ∩ B(y), i = 1,2, . . . , k (zi depending
on y), and we shall finish the proof by showing that
z :=
k∑
i=1
λizi ∈F(y) ∩ W.
In fact, z ∈ conv{z1, . . . , zk} ⊂ convB(y) =F(y) and, at the same time,
‖z − x‖
k∑
i=1
λi‖zi − xi‖ < ε,
so that z ∈ B(x; ε) ⊂ W .
Now we assume that F is lsc and closed at y0, and that B is not lsc at this point (we
are reasoning by contradiction). Then, there exist an open set W and a sequence {yr}∞r=1
converging to y0 such thatB(y0) ∩ W = ∅, (4.1)
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B(yr ) ∩ W = ∅, r = 1,2, . . . . (4.2)
Let x¯ ∈ B(y0) ∩ W and let δ > 0 such that B(x¯; δ) ⊂ W . Since (4.1) and (4.2) hold
with B(x¯; δ) instead of W , we can assume without loss of generality that W is an open
connected set.
(4.1) entails F(y0) ∩ W = ∅ and, due to the assumption on F , there will exist r0 ∈ N
such
F(yr ) ∩ W = ∅ for all r  r0. (4.3)
From (4.2) and (4.3) and the connectedness of W , we have
W ⊂F(yr ) for all r  r0. (4.4)
By (4.1), W is a neighborhood of a boundary point of F(y0). Thus, there exists x0 ∈
W \F(y0) and, by (4.4), x0 ∈F(yr) \F(y0).
Taking xr := x0 for all r  r0, we have trivially xr → x0 as r → ∞. Since yr also
converges to y0 as r → ∞, and xr ≡ x0 ∈ F(yr ) for all r  r0, the closedness of F at y0
yields to the contradiction x0 ∈F(y0). 
Remark 2. Proposition 1 is still valid if the images of F are closed convex sets in a general
normed space. Moreover, the first assertion certainly requires (1.1), but in the proof of the
converse statement only the closedness and convexity of the images, and the closedness of
F at y0 are used.
5. Closedness
We know that the closedness of B is not sufficient to guarantee the closedness of F
(Example 3). For this reason we require a closedness condition involving a family of
closed-valued (but not convex-valued) mappings, Aρ :Y ⇒Rn, with ρ > 0, such that
Aρ(y) :=
{
x ∈ B(y) | ‖x‖ ρ}∪ {x ∈F(y) | ‖x‖ = ρ}.
We shall prove that, if B is usc at y0 then Aρ is closed at y0, Aρ being the boundary
mapping of the truncated mapping of F , Fρ .
Proposition 2. Let F :Y ⇒ Rn be a mapping satisfying (1.1). Then the following state-
ments hold:
(i) Aρ(y) = bdFρ(y) and Fρ(y) = convAρ(y) for all ρ > 0.
(ii) If B is usc at y0 ∈ Y and Aρ(y0) = ∅, then Aρ is closed at y0.
Proof. We can write Aρ(y) = Bρ(y) ∪ Cρ(y), where Bρ(y) = {x ∈ B(y) | ‖x‖  ρ} and
Cρ(y) = {x ∈F(y) | ‖x‖ = ρ}. Obviously, Bρ is the truncated mapping of B.(i) Let ρ > 0 and y ∈ Y . First we show that Aρ(y) = bdFρ(y).
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x ∈Aρ(y) and we shall prove that x ∈ bdFρ(y). Two cases can arise.
If x ∈ Bρ(y), x ∈ B(y) and there exists {xr}∞r=1, with xr ∈ Rn \F(y), r = 1,2, . . . , and
x = limr→∞ xr . Then x /∈ intFρ(y) and so x ∈ bdFρ(y).
Alternatively, if x ∈ Cρ(y) then ‖x‖ = ρ and x = limr→∞((r + 1)/r)x, with ‖((r +1)/
r)x‖ > ρ, so that ((r + 1)/r)x /∈Fρ(y), r = 1,2, . . . . The conclusion is the same.
In order to prove the reverse inclusion we take an arbitrary x /∈ Aρ(y) and we shall
prove that x /∈ bdFρ(y). Two cases are possible:
(a) If x /∈F(y), then x /∈Fρ(y).
(b) x ∈ F(y), either ‖x‖ > ρ or ‖x‖ < ρ, with x /∈ Fρ(y) in the first case and x ∈
intFρ(y) in the second case.
Thus x /∈Aρ(y) entails x /∈ bdFρ(y).
Since bdFρ(y) = Aρ(y) and Fρ(y) is a compact convex set, we have Fρ(y) =
convAρ(y).
(ii) We assume that B is usc at y0. Since B(y0) is closed, B is closed at y0. Let ρ > 0
such that Aρ(y0) = ∅.
Let xr → x0 and yr → y0 such that xr ∈Aρ(yr), r = 1,2, . . . .
Since ‖xr‖ ρ for all r ∈ N, ‖x0‖ ρ.
If there exists a subsequence {xrk }∞k=1 such that xrk ∈ B(yrk ) for all k ∈ N, then x0 ∈
B(y0) by the closedness of B at y0. So x0 ∈ Bρ(y0) ⊂Aρ(y0) and we have finished. Thus
we can assume that xr /∈ B(yr ), r = 1,2, . . . , so that
xr ∈Aρ(yr) \Bρ(yr) ⊂ Cρ(yr), r = 1,2, . . . .
Since ‖xr‖ = ρ for all r ∈ N, ‖x0‖ = ρ.
If x0 ∈ F(y0), then x0 ∈ Cρ(y0) ⊂Aρ(y0) and we have finished. Thus we can assume
that x0 /∈F(y0).
Due to the closedness of F(y0), there exists ε > 0 such that x0 /∈ W := F(y0) +
B(0n; ε).
Since we are assuming that B is usc at y0 and B(y0) ⊂ W (open convex set), there exists
an open set V , with y0 ∈ V ⊂ Y , such that B(y) ⊂ W for all y ∈ V . From (1.1) and the
convexity of W we obtain F(y) ⊂ W for all y ∈ V .
Let r0 ∈ N such that yr ∈ V for all r  r0. Then, given r  r0, we have
xr ∈Aρ(yr) ⊂Fρ(yr) ⊂F(yr ),
whereas F(yr ) ⊂ W and x0 /∈ W entails x0 /∈F(yr ). So we have [x0, xr ] ∩B(yr) = ∅.
Pick an arbitrary point zr ∈ [x0, xr ] ∩ B(yr ) = ∅ for all r  r0. Since zr → x0 and B
is closed at y0, we get x0 ∈ B(y0) ⊂ F(y0), which is a contradiction. Hence Aρ is closed
at y0. 
Remark 3. As a consequence of Proposition 2(ii), if B is usc at y0 ∈ domF , then {ρ > 0 |
Aρ is closed at y0} is unbounded (this set contains the interval [d(0n,B(y0)),+∞[)
whereas the converse statement fails (see Example 1). Actually, the unboundedness of
512 M.A. Goberna et al. / J. Math. Anal. Appl. 306 (2005) 502–515the set {ρ > 0 |Aρ is closed at y0} is an intermediate property between the upper semicon-
tinuity and the closedness of B. In fact, if xr → x0, yr → y0 , and xr ∈ B(yr ), r = 1,2, . . . ,
but x0 /∈ B(y0), then taking ρ > ‖xr‖, r = 0,1, . . . , we have xr ∈Aρ(yr) for r = 1,2, . . . ,
but x0 /∈Aρ(y0).
Proposition 3. Let F :Y ⇒Rn be a mapping satisfying (1.1) and let y0 ∈ domF . If the set
{ρ > 0 |Aρ is closed at y0} is unbounded, then F is closed at y0.
Proof. First we shall prove that F is closed at y0 under a stronger condition: B is closed
and locally bounded at y0. In fact, in this case there exists a closed ball clB(0n;µ) and a
neighborhood of y0, say V ⊂ Y , such that B(y) ⊂ clB(0n;µ) for all y ∈ V . Then F(y) ⊂
clB(0n;µ) for all y ∈ V . Thus Fρ(y) =F(y) and Aρ(y) = B(y) for all y ∈ V and for all
ρ > µ. Since we have assumed that B is closed at y0, it is clear that ]µ,+∞[⊂ {ρ > 0 |
Aρ is closed at y0}.
Assume that xr ∈F(yr ), r = 1,2, . . . , xr → x0 and yr → y0.
Given r ∈ N, and since F(yr ) = convB(yr), the Carathéodory theorem allows us to
write
xr =
n+1∑
i=1
λri v
r
i , v
r
i ∈ B(yr ) and λri ∈ R+, i = 1, . . . , n + 1,
n+1∑
i=1
λri = 1. (5.1)
By compactness of the set
C :=
{
λ := (λ1, . . . , λn+1) ∈ Rn+1+
∣∣∣∣∣
n+1∑
i=1
λi = 1
}
,
there exists an increasing sequence {rk}∞k=1 such that limk→∞ λrk = λ0 ∈ C.
Let p0 ∈ N such that B(yrk ) ⊂ clB(0n;µ) for all k  p0. Since vrk1 ∈ clB(0n;µ) for all
k  p0, the sequence {vrk1 }∞k=1 is bounded and it contains a convergent subsequence. We
can write, without loss of generality, limk→∞ vrk1 = v1 ∈ Rn. Since limk→∞ yrk = y0 and
v
rk
1 ∈ B(yrk ) for all k, by the closedness of B at y0 we have v1 ∈ B(y0).
By induction there exists an increasing sequence {rk}∞k=1 such that limk→∞ vrki = vi ∈B(y0), i = 1, . . . , n + 1. Hence, from (5.1) we get
x0 = lim
k→∞xrk = limk→∞
n+1∑
i=1
λ
rk
i v
rk
i =
n+1∑
i=1
λ0i vi ∈ convB(y0) =F(y0).
In the second part of the proof we assume that {ρ > 0 | Aρ is closed at y0} is an un-
bounded set.
Let xr ∈F(yr ), r = 1,2, . . . , xr → x0 and yr → y0.
Let ρ > 0 such that Aρ is closed at y0 and ‖xr‖  ρ for all r = 1,2, . . . . Then xr ∈
F(yr )∩ clB(0n;ρ) =Fρ(yr), r = 1,2, . . . , Fρ satisfies (1.1) by Proposition 2(i) and y0 ∈
domFρ . Since Aρ is closed and locally bounded at y0, we can apply the first part of the
proof, so that Fρ is closed at y0. Then we get x0 ∈ Fρ(y0) ⊂ F(y0). This completes the
proof. Example 2 shows that the converse statement is not true.
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We state in this section that F always inherits the usc property from B.
Proposition 4. Let F :Y ⇒Rn be a mapping satisfying (1.1), and suppose that B is usc at
y0 ∈ Y . Then F is also usc at y0.
Proof. If B(y0) = ∅, the upper semicontinuity of B at y0 implies the existence of a neigh-
borhood V of y0 such that
B(y) =F(y) = ∅ for all y ∈ V,
and F is usc at y0.
Assume, then, that B is usc at y0 and that B(y0) = ∅. Since F(y0) = ∅, by Proposi-
tions 2(ii) and 3, F is closed at y0. Moreover, applying Lemma 2(iii) to B, there exists
ρ¯ > 0 and a neighborhood of y0, V , such that
B(y) \Bρ¯ (y) ⊂ B(y0) \Bρ¯ (y0) for all y ∈ V. (6.1)
If we are able to prove that
F(y) \Fρ¯ (y) ⊂F(y0) \Fρ¯ (y0) for all y ∈ V, (6.2)
Lemma 2(iii) will provide the upper semicontinuity of F at y0.
In fact, if (6.2) does not hold, there will exist y¯ ∈ V and
x¯ ∈ {F(y¯) \F(y0)} \ clB(0n; ρ¯),
i.e., x¯ ∈F(y¯), ‖x¯‖ > ρ¯, and x¯ /∈F(y0). Since F(y0) is closed and convex, there will exist
a = 0n and a scalar α such that
a′x¯ = α and a′x < α for all x ∈F(y0). (6.3)
Moreover, x¯ /∈ B(y¯) since, otherwise, (6.1) would provide the contradiction x¯ ∈ B(y0) ⊂
F(y0). Thus x¯ ∈ intF(y¯). We shall prove that F(y¯) contains a certain hyperplane, so that
F(y¯) will be either the whole space or a halfspace in contradiction with condition (1.1).
For every c ∈ Rn, such that c = 0n and a′c = 0, we consider the halfline S(c) := {x¯ +
λc | λ 0}.
First we prove that, if S(c) ∩ clB(0n; ρ¯) = ∅, then S(c) ⊂ intF(y¯). Otherwise, there
would exist λ0 > 0 such that x¯ + λ0c ∈ B(y¯) \ clB(0n; ρ¯), and (6.1) yields
x¯ + λ0c ∈ B(y0) \ clB(0n; ρ¯) ⊂F(y0),
which contradicts (6.3) because a′(x¯ + λ0c) = a′x¯ = α.
Now we consider the hyperplane H := {x ∈ Rn | a′x = α} and the compact set C :=
H ∩ clB(0n; ρ¯). If C = ∅,
H =
⋃{
S(c) | c = 0n and a′c = 0
}⊂ intF(y¯) ⊂F(y¯),
and we have finished.
Thus we assume C = ∅. Since x¯ /∈ C, 0n /∈ C − x¯ and cone(C − x¯) turns out to be a
pointed closed convex cone contained in H − x¯, so that[ ]
conv (H − x¯) \ cone(C − x¯) = H − x¯,
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[
H \ (x¯ + cone(C − x¯))]= H. (6.4)
If x ∈ H \ (x¯ + cone(C − x¯)), then c := x − x¯ satisfies c = 0n, a′c = 0 and S(c) ∩
clB(0n; ρ¯) = ∅, so that x ∈ S(c) ⊂ intF(y¯). Hence
H \ (x¯ + cone(C − x¯))⊂ intF(y¯)
and (6.4) yields H ⊂ intF(y¯) ⊂F(y¯). 
Now we give a positive answer to an open question in [2]. As in Example 7, we denote
with F˜ the mapping which assigns to each linear inequality system in Rn with index set T ,
with n  2 and |T |  2, its corresponding solution set. We denote by B˜ the boundary
mapping of F˜ (recall that F˜ does not satisfy condition (1.1)).
Corollary 1. If B˜ is usc at y0 ∈ dom F˜ , then F˜ is usc at y0.
Proof. Let y0 ∈ dom F˜ . If B˜(y0) = ∅, then F˜(y0) = Rn and F˜ is trivially usc at y0. Thus
we assume that ∅ = F˜(y0) = Rn.
If F˜(y0) is a halfspace, then y0 contains redundant constraints. If y is the result of
perturbing the left-hand side vector in an arbitrary redundant constraint of y0 in such a way
that the dimension of the linear subspace of left-hand side vectors is greater than 1, then
F˜(y) is the intersection of two hafspaces and B˜(y)  B˜(y0) + B(0n;1). Hence B˜ cannot
be usc at y0. Consequently, we can assume that F˜(y0) is a nonempty closed convex set
which does not contain a halfspace, i.e., F˜(y0) = conv B˜(y0).
Since y0 satisfies (3.1), the same happens in a certain neighborhood of y0, where F˜ =F
and B˜ = B. Applying Proposition 4, we conclude that F (and so F˜ ) is usc at y0. 
7. Continuity
Whereas F inherits the continuity property from B, the converse statement requires
a boundedness assumption, which cannot easily be relaxed, as the final examples in the
section show.
Proposition 5. Let F :Y ⇒Rn be a mapping satisfying (1.1) and consider y0 ∈ domF . If
B is continuous in the sense of Berge at y0, then F is also continuous in the sense of Berge
at y0, and the converse statement holds if F(y0) is bounded.
Proof. The direct statement is a consequence of Propositions 1 and 4. Let us continue,
then, with the proof of the converse.
Because of our current assumption, F is usc at y0 and, so, the mapping is closed at this
point. Now Proposition 1 applies to conclude that B is lsc at y0.
The second step of the proof will consist of proving that B is also usc at y0. If
intF(y0) = ∅, F(y0) = B(y0) and the upper semicontinuity of F at y0 trivially entails
the fulfillment of this property by B (B(y) ⊂F(y) for all y ∈ Y ).
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usc at y0 there must exist an open set W containing B(y0) and a sequence yk → y0 such
that B(yk) \ W = ∅, for k = 1,2, . . . . Let xk ∈ B(yk) \ W , k = 1,2, . . . .
Since, by assumption, F(y0) is bounded, the upper semicontinuity of F at y0 provides
the local boundedness of F and B at this point. Therefore, {xk}∞k=1 is bounded and we
can suppose, without loss of generality, that xk converges to a certain point x0 /∈ W . Since
F is closed at y0 and xk ∈ B(yk) ⊂ F(yk), k = 1,2, . . . , x0 ∈ F(y0), and x0 /∈ W entails
x0 ∈ intF(y0). Consequently, there will exist ρ > 0 and k1 such that
d
(
xk,bdF(y0)
)≡ d(xk,B(y0)) ρ if k  k1.
Moreover, Lemma 1 gives rise to the existence of k2 such that such that F(yk) is a non-
empty bounded set for all k  k2 and {F(yk)}∞k=k2 converges with respect to the Hausdorff
distance to F(y0).
If k max{k1, k2}, we can write by virtue of (2.2)
dH
(F(yk),F(y0))= dH (B(yk),B(y0)) max
x∈B(yk)
d
(
x,B(y0)
)
 d
(
xk,B(y0)
)
 ρ,
which contradicts the convergence of {F(yk)}∞k=k2 to F(y0). 
Let us consider again Example 6. SinceF(y) is a polytope for all y ∈ Y , B is continuous
(from now on in the sense of Berge) everywhere and so it is stable everywhere in all senses.
The following example shows that the condition about the boundedness of the set F(y0)
cannot be suppressed in the last proposition.
Example 9. Consider the mapping F : [0,1]⇒R2
F(y) := {x = (x1, x2) | x1  yx2 and x2  yx1}.
It is evident that F satisfies (1.1), and the sets F(y), y ∈ Y , are all unbounded. It can easily
be checked that F is continuous at 0, but B is not usc at 0.
References
[1] B. Bank, J. Guddat, D. Klatte, B. Kummer, K. Tammer, Non-Linear Parametric Optimization, Birkhäuser,
Basel, 1983.
[2] M.A. Goberna, M. Larriqueta, V.N. Vera de Serio, On the stability of the boundary of the feasible set in linear
optimization, Set-Valued Anal. 11 (2003) 203–223.
[3] M.A. Goberna, M.A. López, Linear Semi-Infinite Optimization, Wiley, Chichester, 1998.
[4] M.A. Goberna, M.A. López, M.I. Todorov, Stability for linear inequality systems II: upper semicontinuity of
the solution set mapping, SIAM J. Optim. 7 (1997) 1138–1151.
[5] J.E. Marsden, M.J. Hoffman, Basic Complex Analysis, Freeman, New York, 1987.
[6] S. Hu, N.S. Papageorgiou, Handbook of Multivalued Analysis, volume I: Theory, Kluwer Academic, Dor-
drecht, 1997.
[7] R. Rockafellar, R.B. Wets, Variational Analysis, Springer-Verlag, New York, 1998.
