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Abstract—Flexibility of energy consumption can be har-
nessed for the purposes of ancillary services in a large
power grid.
In prior work by the authors a randomized control
architecture is introduced for individual loads for this
purpose. In examples it is shown that the control archi-
tecture can be designed so that control of the loads is
easy at the grid level: Tracking of a balancing authority
reference signal is possible, while ensuring that the quality
of service (QoS) for each load is acceptable on average. The
analysis was based on a mean field limit (as the number of
loads approaches infinity), combined with an LTI-system
approximation of the aggregate nonlinear model.
This paper examines in depth the issue of individual
risk in these systems. The main contributions of the paper
are of two kinds:
Risk is modeled and quantified
(i) The average performance is not an adequate measure
of success. It is found empirically that a histogram of
QoS is approximately Gaussian, and consequently each
load will eventually receive poor service.
(ii) The variance can be estimated from a refinement of
the LTI model that includes a white-noise disturbance;
variance is a function of the randomized policy, as well
as the power spectral density of the reference signal.
Additional local control can eliminate risk
(iii) The histogram of QoS is truncated through this local
control, so that strict bounds on service quality are
guaranteed.
(iv) This has insignificant impact on the grid-level per-
formance, beyond a modest reduction in capacity of
ancillary service.
I. INTRODUCTION
The power grid requires regulation to ensure that
supply matches demand. Regulation is required by each
balancing authority (BA) on multiple time-scales, corre-
sponding to the time-scales of volatility of both supply
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and demand for power. Resources that supply these
regulation services are collectively known as ancillary
services. FERC orders 755 and 745 are intended to
provide incentives for the provision of these services.
The need for regulation resources increases significantly
with greater penetration of renewable generation from
wind or sun; this is observed today in regions of the
world with significant generation from these sources.
A number of papers have explored the potential for
extracting ancillary service through the inherent flexibil-
ity of loads. Examples of loads with sufficient flexibility
to provide service to the grid are aluminum manufactur-
ing, data centers, plug-in electric vehicles, heating and
ventilation (HVAC), and water pumping for irrigation
[1]–[5].
An aggregate of loads can be modeled as a dynamical
system. The dynamics of the aggregate depends upon
the physical properties of the loads, as well as the
mechanism that is used to engage them. For example,
with the use of price signals, load response may exhibit
threshold behavior in which most loads shut down when
the price exceeds some value. Even with direct load
control, there may be delay and dynamics, so harnessing
ancillary services from flexible loads amounts to a con-
trol problem: The BA wishes to design some signal to be
broadcast to loads, based on measurements of aggregate
power output, so that deviation in power consumption
tracks a reference signal – See [4] for detailed discussion.
For many types of loads it has been argued that a
randomized control architecture at each load can simplify
this control problem [2], [4].
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Fig. 1. The control architecture: command ζ is computed at a BA,
and transmitted to each load. The control decision at a load is based
only on its own state and the signal ζ.
Fig. 1 shows a schematic of the control architecture
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1adopted in [4], in which each load operates according
to a randomized policy based on its internal state, and a
common control signal ζ. Theoretical results and exam-
ples in this prior work demonstrate that local randomized
policies can be designed so that control of the loads
is easy at the grid level. The analysis was based on a
mean field limit (as the number of loads approaches
infinity), combined with a linear time-invariant (LTI)
system approximation of the aggregate nonlinear model.
In the examples considered in this prior work, the linear
approximation was found to be minimum phase, which
is why simple linear error feedback could be applied to
achieve nearly perfect tracking.
Absent in prior work is any detailed analysis of risk
for an individual load. In the setting of [4] it can be
argued that the quality of service (QoS) for each load
is acceptable on average, but the volatility of QoS has
not been addressed to-date. Strict bounds on QoS are
addressed in [6] for a deterministic model. The service
curves considered there are of similar flavor to the QoS
metrics used in the present work.
This paper examines in depth the issue of individual
risk. The main contributions of the paper are of two
kinds.
In the first part of the paper we propose approaches to
quantify QoS, and methods to approximate its mean and
variance so that we can quantify risk. The variance is
estimated based on a stochastic LTI model that approxi-
mates the dynamics of the time-dependent QoS function.
The additive disturbance in the LTI model is a function
of the randomized policy used at each load and also the
exogenous reference signal. Estimation of the variance
of QoS is thus reduced to an estimation of the power
spectral density of these disturbances. These theoretical
results are developed in Section III.
A simple approach is proposed to restrict QoS to pre-
specified bounds: A load will opt-out of service to the
grid temporarily, whenever its QoS is about to exit pre-
specified bounds. This essentially eliminates risk since
the histogram of QoS is restricted to these bounds.
Numerical results surveyed in Section IV confirm
that the histogram of QoS is truncated through this
local control, so that strict bounds on service quality
are guaranteed. This has insignificant impact on the
grid-level performance, beyond a modest reduction in
capacity of ancillary service.
Fig. 2 shows a histogram of QoS based on simulation
experiments described in Section IV. The plot on the
left hand side shows that the Gaussian approximation is
a good fit with empirical results when there is no local
opt-out control. The figure on the right shows how the
histogram is truncated when opt-out control is in place.
We begin with a brief survey of a portion of results
from [4], and a precise definition of QoS for a load.
II. RANDOMIZED CONTROL AND MEAN-FIELD
MODELS
A. Randomized control
The system architecture considered in this paper is il-
lustrated in Fig. 1, based on the following components:
(i) There are N homogeneous loads that receive a
common scalar command signal from the balancing
authority, or BA, denoted ζ = {ζt} in the figure.
(ii) Each load evolves as a controlled Markov chain on
the finite state space X = {x1, . . . , xd}. Its transition
probability is determined by its own state, and the
BA signal ζ. The common dynamics are defined by
a controlled transition matrix {Pζ : ζ ∈ R}. For the
ith load, there is a state process Xi whose transition
probability is given by,
P{Xiτ+1 = x′ | Xiτ = x, ζτ = ζ} = Pζ(x, x′) (1)
for each x, x′ ∈ X.
(iii) The BA has measurements of the other two scalar
signals shown in the figure: The normalized aggre-
gate power consumption y and desired deviation in
power consumption r, which is also normalized.
An approach to construction of {Pζ : ζ ∈ R} was
proposed in [4] based on information-theoretic argu-
ments. In the present paper we do not require a specific
construction, but assume that Pζ is continuously differ-
entiable in the parameter ζ.
The introduction of the time index t in (i) and τ in (ii)
is motivated by the possibility that the sampling time at
the grid level may be faster than the sampling time at
each load. This is explained in Section II-C.
It is assumed that the power consumption at time t
from load i is equal to some function of the state, denoted
U(Xit). The normalized power consumption is denoted,
yNt =
1
N
N∑
i=1
U(Xit).
The superscript is dropped unless dependency on N must
be emphasized.
The nominal behavior of each load is defined as
the dynamics with ζ ≡ 0. In this case the loads
are independent Markov chains. It is assumed that the
Markov chain is ergodic: It is uni-chain and aperiodic,
so that P0 has unique invariant distribution pi0. The value
y0 :=
∑
x pi0(x)U(x) is the average nominal power usage.
On combining the ergodic theorem for Markov chains
with the Law of Large Numbers for i.i.d. sequences we
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Fig. 2. Histogram of the discounted QoS (13): with and without local opt-out control.
can conclude that yNt ≈ y0 when both N and t are large,
provided ζ ≡ 0.
It is assumed that the regulation signal is also normal-
ized so that tracking amounts to choosing the signal ζ so
that rt ≈ y˜t for all t, where y˜t = yt−y0 is the deviation
from nominal behavior. For example, we might use error
feedback of the form,
ζt = Gcet, et = rt − y˜t , (2)
where Gc is a transfer function. The design of Gc de-
pends on a linear systems approximation for dependency
of y on ζ. This can be obtained by the construction of
a mean-field model, as in the prior work [4], [7], [8].
B. Mean-field model
The mean-field model is based on consideration of the
empirical distributions,
µNt (x) :=
1
N
N∑
i=1
I{Xit = x}, x ∈ X. (3)
Under very general conditions on the input sequence ζ, it
can be shown that the empirical distributions converge to
a solution to the nonlinear state space model equations,
µt+1 = µtPζt . (4)
The interpretation remans the same: µt represents the
fraction of loads in each state, and sums to 1. The output
is denoted yt =
∑
x µt(x)U(x), which is the limit of the
{yNt } as N →∞. See [4] for details.
The unique equilibrium with ζ ≡ 0 is µt ≡ pi0 and
yt ≡ y0. Its linearization around this equilibrium is given
by the linear state space model,
Φt+1 = AΦt +Bζt
γt = CΦt
(5)
where A = P T0 , C is a row vector of dimension d = |X|
with Ci = U(xi) for each i, and B is a d-dimensional
column vector with entries Bj =
∑
x pi0(x)E(x, xj),
where the matrix E is equal to the derivative,
E = d
dζ
Pζ
∣∣∣
ζ=0
. (6)
In the state equations (5), the state Φt is d-
dimensional, and Φt(i) is intended to approximate
µt(x
i) − pi0(xi) for 1 ≤ i ≤ d. The output γt is an
approximation of y˜t.
C. Super-sampling
An extension of this model is required in some appli-
cations to reduce delay at the grid level. An approach
called super sampling is introduced without discussion
in [4]. Here we give a full description of this approach
since it is required in the results that follow.
We let T denote the sampling time for each load, in
units of minutes. We fix an integer m > 1, and assume
that Tg :=T/m is the sampling interval at the grid level.
The signal ζ is broadcast from the BA every Tg minutes.
In applications, T might be equal to 30 minutes, while
Tg one minute.
The N loads are assumed to be equally divided into
m classes. A load is said to be of class k, where 0 ≤
k ≤ m − 1, if the reference signal is sampled at times
{iT + kTg : i ≥ 0}. At grid-level time, the state of a
load in class k is constant on intervals of length m, with
potential jumps only at the sampling times {iT + kTg :
i ≥ 1}.
To simplify notation the following conventions are
made throughout the analysis in this paper: We hence-
forth consider a normalized discrete-time model in which
Tg = 1. The time index t ∈ Z+ refers to time at the grid
level, and τ ∈ Z+ time for an individual load.
Fig. 3 illustrates the resulting system architecture. A
linear approximation is again possible, in which the
delay is Tg = T/m rather than T .
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Fig. 3. The discrete time control signal {ζt} is broadcast at times
ti = iTg , i = 0, 1, 2, . . . in the super-sampled model. A load in class
k reads the control signal and makes a decision at consecutive times
{ti : i = kTg + iT, i ≥ 0}.
D. Intelligent pools
The paper [4] on which the present work is based
considered an application of this system architecture in
which the loads were a homogenous collection of pools.
The motivation for considering pools is the inherent
flexibility of pool cleaning, and because the total load
in a region can be very large. The maximum load is
estimated at 1GW in the state of Florida.
In [4] the state space was taken to be the finite set,
X = {(κ, i) : κ ∈ {⊕,	}, i ∈ {1, 2, 3, . . . }}. (7)
If Xτ = (	, i), this indicates that the load was turned off
and has remained off for i time units, and Xτ = (⊕, i)
represents the alternative that the load has been operating
continuously for exactly i time units. The utility function
is equal to the indicator function that a pool is operating,
U(x) = ∑i I{x = (⊕, i)}.
Fig. 4 shows results from a simulation experiment
similar to those surveyed in the prior work [4]. This
is based on a symmetric model in which a 12 hour/day
cleaning period is desired for each load, and each load
consumes 1kW when operating. With 105 pools engaged
in providing ancillary service to the grid, tracking at the
grid level is nearly perfect. A linear control law of the
form (2) was designed based on the mean field model.
The behavior of the controlled system is as predicted by
the mean-field model.
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Fig. 4. The power deviation y˜ of a collection of “intelligent pools”
tracks nearly perfectly a grid-level power-deviation command r.
What was left out in this prior work is any detailed
consideration of the quality of service to individual loads.
The pool pump example is ideal for illustrating the
possibility of risk for an individual load, and illustrating
how this risk can be reduced or even eliminated.
Consider the following measure of QoS for an individ-
ual load. For a time-horizon Tf , and function ` : X→ R,
Lτ =
Tf∑
i=0
`(Xτ−i). (8)
In application to the pool pump model we consider
the total operation time, so that
`(Xτ ) = τs
∑
j
I{Xτ = (⊕, j)} (9)
where τs = 0.5 hour is the sampling interval for each
pool.
In the same experiment conducted to produce Fig. 4,
a histogram of the QoS function (8) was constructed
based on the 105 pools. The time horizon Tf = 314 was
chosen corresponding to the reference signal in Fig. 4,
which shows 157 hours of data. The histogram shown in
Fig. 5 is based on the outcomes for the simulated pools.
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Fig. 5. Histogram of the moving-window QoS metric (8).
The histogram appears Gaussian, with a mean of ap-
proximately 77.5 hours — this is consistent with the time
horizon used in this experiment, given the nominal 12
hour/day cleaning period. It is evident that a substantial
fraction of pools are over-cleaned or under cleaned by
20 hours or more.
An analysis of QoS is presented in the next section
based on a model of an individual load in the mean field
limit.
The proofs of the main results can be found in the
Appendix.
III. MEAN FIELD MODEL FOR AN INDIVIDUAL LOAD
In the mean-field limit, the aggregate dynamics are
deterministic, following the discrete-time nonlinear con-
trol model (4). The behavior of each load remains
probabilistic.
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Fig. 6. The input ζ modeled as a stationary stochastic process
We define the mean field model for one load by
replacing (µNt , ζ
N
t ) with its mean-field limit (µt, ζt). The
justification is that we have a very large number of loads,
but our interest is in the statistics of an individual.
Under the conditions under which the mean field
model is obtained as a limit, the signal ζ is a function of
the regulation signal r that can be expressed as causal
feedback,
ζt = φt(µ0, . . . , µt, r0, . . . , rt), t ≥ 0,
where in the mean field model, the sequence of prob-
ability measures evolve according to (4). Hence ζt is a
nonlinear function of r0, . . . , rt, and the initial condition
µ0 (which is assumed to be deterministic).
In some of our analysis it is assumed that ζ is
a stationary stochastic process. The construction of a
stationary model for this input process is based on error
feedback of the form (2), where yt =
∑
x µt(x)U(x),
and y˜t is the deviation from nominal. To approximate
the statistics of ζ we use the linear state space model
(5) whose output γ is intended to approximate y˜. The
transfer function from ζ to γ is denoted Gp. Based on
this linear approximation, we obtain a linear approxima-
tion of the mapping r → ζ via the transfer function
Gc/(1 + GcGp) (see any undergraduate textbook on
classical control).
As in our prior work [4], [5], it is assumed that r is
obtained by filtering the total regulation signal r0. In our
approximations, the latter is assumed to be derived from
filtered white noise with transfer function Gwr.
The super-script i will be dropped in our analysis of a
single load. Hence X(t) denotes the non-homogeneous
Markov chain whose transition probabilities are defined
consistently with (1),
P{Xτ+1 = x′ | Xτ = x, r0, . . . , rτ} = Pζτ (x, x′).
(10)
The construction of the mean field model (4) presented in
[4] is based on lifting the state space from the d-element
set X = {x1, · · · , xd}, to the d-dimensional simplex S.
For the ith load at time τ , the element Γτ ∈ S is the
degenerate distribution whose mass is concentrated at x
if Xτ = x; that is, Γτ = δx.
With this state description, the load evolves according
to a random linear system, similar to the deterministic
dynamics (4):
Γτ+1 = ΓτGτ+1 (11)
in which Γτ is interpreted as a d-dimensional row vector.
The d × d matrix Gτ has entries 0 or 1 only, with∑
x′∈XGτ (x, x
′) = 1 for all x ∈ X. It is conditionally
independent of {Γ0, · · · ,Γτ}, given ζτ , with
E[Gτ+1|Γ0, · · · ,Γτ , ζτ ] = Pζτ . (12)
We denote by {X•τ , Γ•τ : −∞ < τ < ∞} the two
stationary processes obtained with X•0 ≈ pi0 and ζt ≡ 0
for each t.
A. QoS dynamics and opt-out control
The local control used to maintain constraints on QoS
is a simple “opt-out” mechanism. We formulate a QoS
metric Lτ similar to (8), along with upper and lower
bounds b+ and b−. A load ignores a command to switch
state if it will result in Lτ+1 6∈ [b−, b+], and take an
alternative action so that Lτ+1 ∈ [b−, b+]. This ensures
that the QoS metric of each load remains within the
predefined interval for all time.
The formulation of QoS as the sum (8) is not easily
analyzed. It is more convenient to consider the following
discounted sum,
Lτ =
τ∑
k=0
βk`(Xτ−k) (13)
where the discount factor satisfies β ∈ (0, 1), with β ≈
1. In simulations presented in Section IV, the discount
factor is chosen so that βn ≈ 1/2 when n corresponds
to a one-week time-horizon.
The main goal of this section is to estimate the
statistics of {Lτ} in steady-state. For β ≈ 1, a Gaussian
approximation is appropriate, so that it is sufficient to
estimate its power spectral density SL.
The power spectral density is estimated through sev-
eral steps:
(i) We consider the linearized dynamics, so that (11)
is approximated by the linear state space model,
Γτ+1 = ΓτP0 +Dτ+1. (14)
(ii) The disturbance D in (14) is approximated by the
sum of two uncorrelated components, whose power
spectral densities are approximated in Proposition 3.1
and Proposition 3.3.
(iii) The approximation in (ii) is based on a spectral
analysis of the input ζ, combined with an analysis
of the Markov model obtained with ζ ≡ 0.
(iv) Lastly, given a trace of data r we obtain an
approximation of its power spectral density, and from
this we obtain an estimate of the power spectral
density of ζ.
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Fig. 7. Linear model of QoS.
Accepting these approximations, the power spectral den-
sity for {Lτ} can be obtained via the schematic shown
in Fig. 7.
Based on the linear model Fig. 7 and an approximation
for the power spectral density of D, we arrive at an
estimate of the power spectral density SL. This admits a
stable factorization,
SL(θ) = GL(ejθ)GL(e−jθ)T,
where GL is a stable spectral factor, which is taken to
be a row-vector of transfer functions. On letting {gk}
denote its impulse response, G(z) =
∑∞
k=0 gkz
k, the
variance of QoS is obtained in two forms,
σ2L =
1
2pi
∫ 2pi
0
SL(θ) dθ =
∞∑
k=0
‖gk‖2.
We now proceed with the construction of this linear
model.
B. LTI approximations
The random linear system (11) can be described as a
linear system driven by “white noise”:
Γτ+1 = ΓτPζτ + ∆τ+1 (15)
where, {∆τ+1 = Γτ (Gτ+1 − Pζτ ) : τ ≥ 0} is a
martingale difference sequence. We can compute the
covariance of the noise in one special case:
Proposition 3.1: Consider the stationary sequence
{∆•τ} obtained for the system in which Γτ = Γ•τ for
all τ . Its covariance is given by,
Σ∆ := Cov (Γ•τ [Gτ+1 − P0]) = Π− P T0ΠP0 (16)
where Π = diag (pi0). 
The LTI approximation of the nonlinear system (15)
is more complex than the linearized mean field model
(5) because of the presence of randomness. We have
the small-signal approximation as before: applying (6),
the approximation (14) holds, in which the disturbance
consists of two terms,
Dτ+1 :=B
T
τζτ + ∆τ+1 (17)
where BTτ = ΓτE . The recursion (14) is of the form of
the state equation that defines Φ in (5), with the addition
of two “disturbances”. We can extend Proposition 3.1 to
approximate the power spectral density of the overall
disturbance, but not in closed form:
Lemma 3.2: The power spectral density of the station-
ary sequence {ζτΓ•τE + ∆•τ+1} can be expressed as the
sum,
S(θ) = SBζ(θ) + S∆(θ),
where S∆(θ) = Σ∆ for all θ. The power spectral density
SBζ(θ) for Γ•τEζτ is the Fourier transform of the product
of the autocorrelation functions for Γ•τE and ζτ . 
Proof: The random vectors ζτΓ•τE and ∆τ+1 are
uncorrelated by construction, which is why we obtain
a sum. The sequence {∆τ+1} is uncorrelated, so that
S∆(θ) is independent of θ. Finally, B•τ := [Γ•τE ]T and ζτ
are independent, which is why we obtain a product of
autocorrelation functions. 
Computation of SBζ is illustrated in an example. First
we require some additional notation. The functions {εk}
are defined so that the kth component of Bτ is given by
εk(Xτ ):
εk(x
j) = Ej,k, 1 ≤ j, k ≤ d.
For any % ∈ C satisfying |%| < 1, the resolvent matrix
is the discounted sum,
U% =
∞∑
n=0
%nPn.
For two functions f, g : X→ R denote,
〈f, g〉 =
∑
pi0(x)f(x)g(x).
Proposition 3.3: Consider the special case in which
the autocorrelation function for ζ is given by
Rζ(n) = σ
2
ζρ
n, n ≥ 0, (18)
where ρ ∈ (0, 1) and σ2ζ > 0. The k, l entry of the power
spectral density matrix is then given by,
SklBζ(θ) =
(〈εk, U%εl〉+ 〈εl, U%εk〉∗ − 〈εk, εl〉)σ2ζ (19)
where % = ρme−jθ, and the superscript “∗” denotes
complex conjugate. 
It is not difficult to extend the result to the case where
ζ has a power spectral density, with stable spectral factor
Gζ :
Sζ(θ) = Gζ(ejθ)Gζ(e−jθ).
If the transfer function Gζ(z) has distinct poles
{ρ1, . . . , ρnG}, then we can construct constants
{A1, . . . , AnG} such that for n ≥ 0,
Rζ(n) =
nG∑
j=1
Ajρ
n
j .
Based on this representation, the power spectral density
SBζ can be expressed as a sum of nG terms, each of the
form given in (19).
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Fig. 8. Scaled BPA signal.
C. Model for the regulation signal.
This section is concluded with discussion on the con-
struction of the transfer function Gwr shown in Fig. 6.
Fig. 8 shows the normalized regulation signal for
a typical week within the Bonneville Power Authority
(BPA) [9]. The power spectral density plot shown was
estimated using Matlab’s psd command.
To obtain a statistical model, it is assumed that r0
evolves as the ARMA model,
r0t + a1r
0
t−1 + a2r
0
t−2 = w
0
t + b1w
0
t−1 (20)
in which w0 is white noise with variance σ2w. The
extended least squares (ELS) algorithm was used to
estimate the coefficients a1, a2, b1, and the variance σ2w.
Based on data samples in Fig. 8, the ELS algorithm ter-
minated at [a1, a2, b1]T = [−0.9009, 0.0365, 0.0859]T ,
and σ2w = 0.005. In the z-domain, its transfer function
is expressed as below,
Gwr(z) =
1 + 0.08594z−1
1− 0.9009z−1 + 0.03653z−2 . (21)
The dashed line in Fig. 8 is the estimate of the spectrum
given by |R0(ejw)|2 = σ2w|Gwr(ejw)|2.
IV. APPLICATION TO INTELLIGENT POOLS
Numerical experiments were conducted on the pool
pump model described in Section II-D to investigate the
performance of local opt-out control. We show through
simulations the improvement on QoS and the impact on
the grid with this additional local control. In addition,
we provide an analytic formula which can be used to
obtain real-time estimate of QoS.
A. Simulation setup
In order to monitor the health of pools over a long
time horizon, a simulated regulation signal was generated
using the filter (21). Driven by white noise N(0, σ2w)
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Fig. 9. Comparison of the histograms for the moving-window QoS
indicator (8), with and without local control.
with variance σ2w = 0.005 and sampling time Tg = 5
minutes, we obtained a 400-hour long simulated regu-
lation signal r0. This signal was then passed through a
low-pass filter to generate the reference signal r used in
the experiments.
The supersampling approach was used with m = 6,
corresponding to a local sampling time equal to T =
mTg = 30 minutes. The simulation used 105 homoge-
neous Markov models; each pool pump is assumed to
consume 1 kW during operation.
In the QoS function a normalized version of the
function (9) is used, defined by,
`(Xτ ) =
∑
j
[I{Xτ = (⊕, j)} − I{Xτ = (	, j)}]. (22)
If Lτ > 0 then the pool has received too much cleaning,
and if Lτ < 0 then the pool has been under-cleaned.
The acceptable interval for opt-out control was set to
[−20, +20] (b− = −20 and b+ = 20, following the
notation at the top of Section III-A).
The discount factor in the QoS function (13) was
chosen as β = 0.9975.
B. Performance of opt-out control
The QoS without opt-out control is illustrated in the
histogram shown on the left hand side of Fig. 2, based
on samples of the QoS function (13) from each load
over 400 hours. A Gaussian distribution with mean zero
and variance σ2L is plotted as the dashed line in this
figure, based on the variance approximation obtained in
Section III. The approximation is close to the simulation
result.
The regulation signal used to generate on the left hand
side of Fig. 2 was re-used in experiments to investigate
the impact of opt-out control on the grid, and on the QoS
of an individual load.
7100 150 200 250
−20
−10
0
10
20
20
M
W
ζ
−1
0
1
Hours
Reference Output Control
Fig. 10. Tracking performance with local control.
QoS is dramatically improved with opt-out control:
The histogram shown on the right hand side of Fig. 2
is truncated to the interval [−20, +20] as desired. The
dashed line is the conditional Gaussian density, truncated
to this interval, with the same mean and variance as
the Gaussian distribution shown on the left hand side
of this figure. The conditional density is a good fit to
the histogram obtained through simulations.
These plots are all based on the discounted QoS metric
(13). Fig. 9 shows a comparison of two histograms of the
moving-window QoS metric (8), with and without local
control. The histogram with larger variance is exactly
the same as shown in Fig. 5. The variance is reduced by
more than a factor of three using local control.
The grid level tracking performance shown in Fig. 10
remains nearly perfect. This is surprising, given the
improvement in QoS. The explanation is that very few
loads opt out: In Fig. 11 we see that in this simulation,
no more than 3% of loads opt out at any time.
There are limitations on the capacity of ancillary
service from a collection of loads, and it is likely that
op-out control will reduce capacity. We next obtain an
approximation of QoS to better understand the grid-level
impact of opt-out control.
C. QoS analysis
The variance of QoS was approximated in Section III
based on a small-signal analysis.
The following proposition gives an approximation of
its mean at any time. This requires bridging time at the
grid and load levels: Any time t can be expressed as
t = mτ + j, where m is the super-sampling parameter,
τ ∈ Z+, and j ∈ {0, 1, · · · ,m − 1}. The average QoS
at time t is denoted,
L¯t = 1
N
N∑
i=1
Lit
where N is the number of pools, Lit is the QoS for load
i at time t, defined using grid-level time. For each i, the
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function {Lit : t = 0, 1, ...} is piecewise constant, with
potential jumps spaced Tg minutes apart.
A discounted reference sequence is defined by,
Rβt =
τ∑
k=0
βkrm(τ−k)+j (23)
Proposition 4.1: Suppose there is perfect tracking:
y˜t = rt for all t, where y˜t = yt − y0, and y0 = 12 .
Then,
L¯t = 2Rβt . (24)

In practice y˜t only approximates rt, so (24) is only an
approximation. This is illustrated in Fig. 11, where the
dotted line is 2Rβt , and the solid line is L¯t. They nearly
coincide because of the nearly perfect tracking observed
in Fig. 10.
If the reference signal r takes a long and large positive
or negative excursion, the proposition suggests that many
loads will receive poor quality of service, and opt out of
service to the grid.
An experiment was conducted to illustrate this con-
clusion. The reference signal was scaled by 2.2, which
is approximately the largest scaling possible for the sys-
tem without opt-out control. Results are summarized in
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local control — Close-up over period of poor average QoS seen in
Fig. 12.
Fig. 12. In this situation, 2Rβt rose over 20 at t ≈ 175hr,
which is the upper bound for an individual load. This
caused many loads to opt out, and the corresponding
tracking performance degraded at t ≈ 175hr, as shown
in Fig. 13.
The histogram of QoS in Fig. 14 is still within the
interval [−20, +20], but it has a greater fraction of pools
close to the boundary +20.
V. CONCLUSIONS
The main technical contribution of this paper is the
approximation of QoS for an individual load. It is
remarkable that it is possible to obtain accurate estimates
of first and second order statistics for an individual load,
taking into account second order statistics of exogenous
inputs (in this case the reference signal), along with
correlation introduced by the Markovian model. It is also
remarkable that strict bounds on QoS can be guaranteed
while retaining nearly perfect grid-level tracking.
The paper has focused on a narrow definition of
QoS. In the case of pools, a consumer will have many
constraints besides operation time. For example, the
consumer may wish to impose limits on the number of
mode changes per week. The basic message of the paper
is unchanged: As long as the system is designed so that
opt-out is not too frequent, the mean-field model will
be subject to a small disturbance that can be handled
through control design at the grid level.
The linear model used in this work will be useful for
other applications, such as online estimation. We have
assumed that the BA observes the output y, perhaps with
some measurement error. Based on the linear model we
can apply the Kalman filter to obtain an estimate of the
distribution of loads, so that the BA can obtain online
approximations of variables that are linear functions of
the empirical distribution (3).
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Fig. 14. Histogram of QoS subject to a larger reference signal.
In particular, state estimation may be valuable for
estimating potential capacity of demand response, which
will vary over time. Recall the plot shown in Fig. 13,
illustrating how tracking performance degrades when a
large number of loads opt-out of service to the grid.
A Kalman filter can provide real-time estimates of the
number of loads that have opted-out, which directly
translates to a capacity bound.
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9APPENDIX
A. Proof of Proposition 3.1
The random variables Γτ and Gτ+1 are independent,
with respective means pi0 and P0. The row vector Γτ has
entries zero or one, and the same is true for the matrix
Gτ+1.
The k, l entry of the covariance matrix Σ∆ can
be computed as follows. First, using the fact that
Γτ (i)Γτ (j) = 0 if i 6= j,
Σ∆k,l
= E
[(∑
i
Γτ (i)[Gτ+1(i, k)− P0(i, k)]
)
(∑
j
Γτ (j)[Gτ+1(j, l)− P0(j, l)]
)]
= E
[∑
i
Γτ (i)[Gτ+1(i, k)− P0(i, k)][Gτ+1(i, l)− P0(j, l)]
]
=
∑
i
pi0(i)E
[
[Gτ+1(i, k)− P0(i, k)][Gτ+1(i, l)− P0(i, l)]
]
where the last line uses independence of Γτ and Gτ+1.
Further manipulations give,
Σ∆k,l =
∑
i
pi0(i)
(
E
[
Gτ+1(i, k)Gτ+1(i, l)
]
− P0(i, k)P0(i, l)
)
=
∑
i
pi0(i)
(
E
[
Gτ+1(i, k)
]
I{k = l}
− P0(i, k)P0(i, l)
)
=
∑
i
(
pi0(i)P0(i, k)I{k = l} − P0(i, k)P0(i, l)
)
where we have used the property that Gτ+1 has Bernoulli
entries. The right hand side is precisely (16). 
B. Proof of Proposition 3.3.
We set σ2ζ = 1 to simplify notation.
The power spectral density matrix SBζ(θ) is the
Fourier transform of the autocorrelation matrix for Bζ.
The stochastic processesX = X• and ζ are independent
under the conditions of the proposition. Consequently,
the k, l entry of SBζ(θ) can be represented as,
SklBζ(θ) =
∞∑
τ=−∞
E
[
[εk(X0)ζ0][εl(Xτ )ζmτ ]
]
e−jτθ
=
∞∑
τ=−∞
E[εk(X0)εl(Xτ )]E[ζ0ζmτ ]e
−jτθ
=
∞∑
τ=−∞
E[εk(X0)εl(Xτ )]ρ
|mτ |e−jτθ
where we have used σ2ζ = 1, and each expectation is in
steady-state.
The right hand side is expressed as the sum of three
terms:
SklBζ(θ) =
∞∑
τ=0
(ρme−jθ)τE[εk(X0)εl(Xτ )]
+
0∑
τ=−∞
(ρmejθ)−τE[εk(X0)εl(Xτ )]
− E[εk(X0)εl(X0)]
(25)
The last term in this expression is the inner product
E[εk(X0)εl(X0)] = 〈εk, εl〉 that appears in (19).
Using the smoothing property of conditional expecta-
tion and the definition % = ρme−jθ, the first term in (25)
can be expressed in terms of the resolvent:
∞∑
τ=0
(ρme−jθ)τE[εk(X0)εl (Xτ )]
=
∞∑
τ=0
%τE
[
εk(X0)E[εl (Xτ )|X0]
]
=
∞∑
τ=0
%τE[εk(X0)P
τεl (X0)]
= E
[
εk(X0)
∞∑
τ=0
%τP τεl (X0)
]
= 〈εk, U%εl〉
The second term in (25) is transformed into a form
similar to the first term,
0∑
τ=−∞
(ρmejθ)−τE[εk(X0)εl(Xτ )]
=
∞∑
τ=0
(%∗)τE[εl(X0)εk(Xτ )]
which is equal to 〈εl, U%εk〉∗. These representations and
(25) establish the desired conclusion (19). 
C. Proof of Proposition 4.1.
Denote for any time t = mτ + j,
¯`
t =
1
N
N∑
i=1
`(Xit).
Based on the definition of yt we have,
¯`
t =
1
N
N∑
i=1
∑
j
[I{Xit = (⊕, j)} − I{Xit = (	, j)}]
=
1
N
(
2
N∑
i=1
∑
j
I{Xit = (⊕, j)−N
)
= 2y˜t
10
Let `Ciτ denote the average of indicators in class i, and
LCit denote the discounted sum of `Ciτ .
LCjt =
τ∑
k=0
βk`
Cj
τ+1−k
Note that at time t only `Cjτ is updated; other `Ciτ , i 6=
j remain at their values at t − 1. Therefore we have
LCjmτ+j+n = LCjmτ+j , for all j and n ∈ {1, 2, · · · ,m−1}.
Consequently,
¯`
t =
1
N
N∑
i=1
`(Xit)
=
1
N
N
m
 m−1∑
i=j+1
`Ciτ +
j∑
i=0
`Ciτ+1

=
1
m
 m−1∑
i=j+1
`Ciτ +
j∑
i=0
`Ciτ+1

Therefore, the average QoS at time t is
L¯t = 1
N
N∑
i=1
Lit
=
1
N
[
N
m
(
LC1t + · · ·+ LCmt
)]
=
1
m
τ∑
k=0
βk
 m−1∑
i=j+1
`Ciτ−k +
j∑
i=0
`Ciτ+1−k

=
τ∑
k=0
βk ¯`m(τ−k)+j
If tracking is perfect as assumed in the proposition,
then y˜t = rt, or ¯`t = 2rt. We obtain from this and (23)
the desired conclusion that L¯t = 2Rβt . 
