A deflationary account of information in biology by Wilkins, John S.
	Deflating information in biology
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John Wilkins, Philosophy, University of Sydney
Information is information, not matter or energy. No materialism which does not admit this can survive at the present day. (Wiener 1948: 132)
1. Introduction
An oft-repeated claim is that there is information in some biological entity or process, most especially in genes (Downes 2005). Some of these claims derive from the Central Dogma, population genetics, and the neo-Darwinian program. Others derive from attacks upon evolution, in an attempt to show that “information cannot be created” by natural selection. In this paper I will try to show that the term “information” is a homonym for a range of distinct notions, and that these notions are either of concrete properties, in which case they are little more than a periphrasis for correlation and causation, or of abstract properties, in which case they are observer-dependent. In short, if information is in the concrete world, it is causality. If it is abstract, it is in the head.
2. Informational accounts of genes
Recently, “information” has made an appearance in several contexts – in bioinformatics, following the seminal work by Gatlin (1972), which attempted to use Shannon-Weaver information theory as a way to identify functional information in genes; in molecular genetics such as the Central Dogma, which states that sequential information cannot be transferred from protein to either protein or nucleic acid; and as a way of understanding genes in evolution. Maynard Smith (2000b) argued shortly before his death that the relation between genes and proteins is that of an exact analogy with human language, and indeed of teleosemantic information. Dawkins even went so far as to suggest that if we could decode the information in genes, we would know what environments they had adapted to (Dawkins and Menon 2004).
In line with several cautionary assessments of information in biology  ADDIN EN.CITE (Griesemer 2005; Jablonka 2002; Griffiths 2001; Godfrey-Smith 2000b; Maclaurin 1998a; Oyama 1985), I want to consider whether information talk is entirely appropriate. Unlike these commentators, however, I wish to make the following further claims – that the use of information in biological contexts (bioinformation) often boils down essentially to a causal correlation between physical aspects of biological processes, including direct causation, and that the remainder, including teleosemantic accounts of information, are assay or theory driven, and are thus best conceived of as “information in the head” accounts. It amounts to a claim that we can dispense with information in our furniture of the biological world, and rest content with it as a property in our representations of that world. The primary issue here is what the ontological standing of information is within biology. We can grant that it has a heuristic role in science, as Sarkar (2000) notes, but the pressing question is whether it has, as he puts it, a substantive role.
2. The role of information in biology
Discussions of bioinformation have primarily centered upon the gene, but are also employed in accounts of signaling, evolution, phylogeny, culture, and protein specificity  ADDIN EN.CITE (Stormo 1998; Quastler 1964; Oyama 2000; Schneider 2000; Chaitin 1991; Griffiths 2001; Kunicki-Goldfinger 1995; Faith 2003, 1992; Brooks 1989; Collier 1986; Garson 2003; Jablonka 2002; Shanks 1999). For simplicity’s sake, this paper will focus on genetic information.
We can ask two questions under the general heading of “what is bioinformation?” The first is what role bioinformation plays in biological models and theories, and how that affects the heuristics and propaedeutics of the profession or discipline. The second, which is the focus here, is what it is that bioinformation is or does in the biological systems themselves. For our purposes, it doesn’t matter if one adopts a realist or antirealist account of science, or whether or not one thinks that having a theoretical role is sufficient for an existential claim for the type, as Quine proposed (1953). All we need here is to allow that however the restricted and smaller metaphysics of biology are interpreted in a general metaphysics, there is a distinction between abstract and physical objects, causes and events. So, our questions must be: Does bioinformation exist? If so, does bioinformation exist as a concrete or an abstract property? Do we need to use information concepts when dealing with biology? If so, is this because of the nature of biological objects and processes, or because of our own cognitive limitations?
Central dogma
The central dogma was proposed by Francis Crick:
The central dogma of molecular biology deals with the detailed residue-by-residue transfer of sequential information. It states that such information cannot be transferred from protein to either protein or nucleic acid. (Crick 1970)
Elsewhere he wrote
By information I mean the specification of the amino acid sequence of the protein. (Crick 1958: 144; quoted in Boniolo 2003: 257)
When genes “code for” proteins, the linear sequence of the nucleotide molecules (DNA and then RNA) causally generates the corresponding amino acid sequence (Crick is careful to use the term “sequential information”); that is, there is a strict isomorphism from DNA to RNA to amino acid. He allows there may be a backwards flow of this information from RNA to DNA, but not from protein to either nucleotide. This is best called a specificity conception of information. The sequence of the nucleotides specifies the sequence of the protein. Of course, a considerable amount of function in proteins is the result of the second, third and subsequent conformations of the folded protein, which are not specified by the nucleotides. Some folded proteins have many conformations that occur based on contact with other proteins (prions).
Information genes and codes
The mapping relation between nucleotide sequences and protein is often called a “code”. Williams (1992) calls this a “codical” notion of information. Each triplet of the DNA maps onto a single amino acid, which is produced by way of the templating of mRNA, it’s subsequent slicing, transport to a ribosome, and templating of the protein by monomers attaching to tRNA that binds at complementary sites on the mRNA. While the “code” from DNA to protein is a mappable relation, there are both alternate transcriptions in various prokaryotes and in eukaryotic mitochondria, and also a lack of expression of much DNA, which nevertheless has a function in inhibiting or promoting expression of other genes. Some DNA may in fact be merely structural, or even be vestiges of no-longer-used sequences. This conception of genetic information is therefore at best only a subset of information conceptions. However, it is in this context that terms like “editing”, “expression”, “transcription”, “proofreading”, “error”, and other informational terms occur most.
Blueprints and recipes
Famously, Dawkins described the genetic complement of an organism as the “recipe” for making that organism (Dawkins 1988: 294-298). The operative notion here is one of a “program”, as in computer program, for building the phenotype of an organism. Each gene is an “instruction” that is “executed” at a particular point in the ontogeny of the organism. Critics have noted that this implies that every aspect of the machinery of ontogeny is also an “instruction” (Griffiths 2001). The “recipe” version of information in genes is also sometimes expressed as a “blueprint”, or in German, Bauplan (builder’s plan), a term common in genomics, bioinformatics and medicine.
Information as a signal
John Maynard Smith proposed (2000b, 2000a) that genes are signals in the sense of being a signal that when decoded makes a protein. He concludes that the claim that genes are information is best given an “intentional” interpretation – genes are information because there can be mistakes, as in any signal (see also Sterelny and Griffiths 1999: , sect 5.4, esp. p104f). Genes that are “misread” during development show that genes that are properly “read” are intentionally correct. This is also called a semantic or teleosemantic account of genetic information (Sterelny 2000). Genes represent the final states of the organism. Genes are also codes because they have an arbitrary aspect to them – any codon might have coded for a different protein monomer. The reason why the code is what it is, is because there was prior selection for that coding and maintenance of it since.
The evolution of information
In 1966, George Williams introduced the notion of an “evolutionary gene” which he defined “to mean that which separates and recombines with appreciable frequency”, and “any inherited information for which there is a favorable or unfavorable selection bias equal to several or many times its rate of endogenous change” (Williams 1966: 20, 25), and noted that this sense of “gene” was a “cybernetic abstraction” (p33). The idea that genes were evolving information was enormously fruitful as a metaphor, inspiring both biologists and philosophers to consider the role of information in evolutionary theory (Maclaurin 1998b). Most of them overlooked the cautionary note that such genes were cybernetic abstractions. In Dawkins’ books  ADDIN EN.CITE (1976, 1982b, 1982a, 1983, 1986), information was considered to not only be a causal power of DNA, but the overridingly important causal power: replication, a power shared in culture by the replicators of culture, memes. Replication is the copying (another informational metaphor) of information from one generation to the next (Hull and Wilkins 2005). Dawkins constructed on this basis a metaphysics of a “universal Darwinism” in which the entities of evolution were replicators and vehicles (interactors in Hull’s terminology, phenotypes in biology), and replicators were information-preserving entities.
3. Kinds of information
We have briefly covered the major ways in which biologists and philosophers have ascribed informational properties to genes. We now turn to the various technical senses of information itself, and see how they relate to biology, and in particular genetics. Each of these has been developed in other fields for various purposes, and three of them are mathematically elaborate. Before considering them, however, we should note a distinction made between two concepts of information (Sterelny and Griffiths 1999: 101; Griffiths 2001) – causal and intentional concepts. In varying ways the following theories of information are one or both of these. A causal theory involves the transmission of causal structure from one point to another, as in the causing of a receiver to emit sounds by the transmission of a signal from the source point, or the control of a machine remotely, and so on. Intentional information is a relation between thoughts and things. 
Shannon-Weaver information
Shannon entropy H is a measure of the probability of an ensemble of states. At its heart it is a measure of diversity in ensembles, and it is in this sense the equation  is employed in ecology (Margalef 1968; Petrovskaya, Petrovskii, and Li 2006), although in other contexts it can be used as a measure of thermodynamic entropy. However, in communication theory it enables engineers to measure the probability that the received signal is equivalent to the transmitted signal. Shannon entropy, also called Shannon-Weaver information, after the text by Claude Shannon and Warren Weaver (Shannon and Weaver 1949), is usually applied to the “surprisal” value of the next sequence in a signal (Dretske 1981), although the ordering of the signal is not strictly part of the theory. As Shannon noted from the outset, H is not a measure of the meaningfulness of a message. 
Attempts have been made to apply the Shannon-Weaver theory of communication to genetics but have typically failed to assist research (Hariri, Weber, and Olmsted 1990). The broader discipline of bioinformatics makes use of this and other analytic techniques to find patterns in data sets that may turn out to be functional or significant (Mount 2004), but such techniques require validation by experiment, and there is debate over how useful it is. Part of the problem with the Shannon account is that it is hard to find analogues for the general abstract entities of Shannon’s account. Communication requires a source (sender), a sink (receiver), a channel of a defined capacity, and a coding protocol or agreed symbolism at both ends:

The source can be decomposed into a signal generator and a transmitter, and the sink can be decomposed likewise. Noise intervenes in the transmission to make the probability of the symbol arriving at the sink being the same as the symbol leaving the source less than 1. The information R in the receiver is the decrease in uncertainty that the symbols are properly received (Schneider 2004).
Now we may try to find analogues in a genetic system. The one that most obviously comes to mind is the transmission (replication) of genes across generations:

where mutations come across as noisy signals, and the message arises out of natural selection for prior sequences (Maynard Smith 2000b). However, the analogues are rather strained. Is a zygote really a receiver? What about the gamete? What about the maternal environment when one is involved? The lack of clear sources, channels and receivers makes it hard to generalize.
Maynard Smith suggests a different approach, based on gene expression:

As he notes, though, the information of H is a measure of the relative probabilities of symbols being in the “signal pool”, as it were. Since the four bases in ordinary genetics are mostly equiprobable, H is uninformative to biologists. Again, although Maynard Smith doesn’t mention it, there is a problem of analogues. What is the channel, for example (Oyama 2000: 76)? mRNA is generated as needed, and there appears to be no bandwidth limitations, although clearly there is a limit on how rapidly and how much RNA can be transcribed, based upon reaction rates and the numbers of monomers and replicase polymerases in the cell. Also, in what sense is the ribosome a receiver? Is there anything to be gained from using this measure here? Perhaps it will assist investigators heuristically, but the detailed explanation of transcription is typically a causal account, based upon the bonding properties of the nucleotides and protein molecules (Watson et al. 1987: 361). 
Cybernetic-Algorithmic information
The work of Andrey Kolmogorov gave rise to a number of “programmatic” conceptions of information (e.g., Wiener 1948). One of these, known as Algorithmic Information Theory (AIT), has been formalized by Gregory Chaitin of the IBM Watson Research Center (Chaitin 1991, 1999) and applied to evolution. In Chaitin’s information theory, the information H of a logical expression X is the minimum length of the string p needed to produce X on Universal Turing Machine U:
 .
Chaitin bemoans the fact that this theory cannot account for new information, however. If there is any informational sense to metaphors such as “developmental program” or “genetic recipe”, it is something like this. The information in a genetic program is the minimum length of DNA it takes to generate the phenotype with which it is associated. Dawkins’ metaphor of the Recipe neatly slots into AIT. So too does Mayr’s notion of “open” and “closed” programs of the Gestalt of organismic inheritance and behavior, in which prior information forces outcomes (closed programs) or makes them dependent on environmental conditions (open programs) (Mayr 1982: 48-51, 55-56, 598-599; 1988: 26).
As many have observed  ADDIN EN.CITE (Griffiths 2001; Oyama, Griffiths, and Gray 2000; Oyama 2000; Godfrey-Smith 2000a; Griffiths and Neumann-Held 1999), this leaves pretty well every causal process that contributes to the final phenotype as part of the “program” including extragenetic inheritance. Oyama (2000: 72) notes:
If processes are “programmed” when they can be analyzed and simulated in this way [as a computer program], then all biological events are programmed, and the concept of a program cannot be used to distinguish the innate from the acquired, the adaptive from the nonadaptive, the inevitable from the mutable.
The notion of information being processed brings up the problem of what the equivalent of the computer, or more accurately the UTM, is in biology. What is “doing” the processing? There is no sensible way an organism or its parts can be made analogous to a computer, as Oyama notes, unless we also include things such as the rest of the organism, ecological resources and social environments under that rubric.
Fisher information
Fisher Information is the information that a variable carries about an unobserved parameter , and is written I(). For example, we may measure temperature by observing a thermocouple. The scale reads 30°C. The information in that reading is a function of the probability distribution that the scale is accurate, and when that distribution’s second derivative is zero (i.e., when the curve is flat) the estimate gives information. Fisher information I() measures the information about an unknown parameter  that is present in a typical data value y. Fisher information is interesting in this context because it is both causal and epistemologically relative. It is a measure of an estimate of a real world value in data sets, and these data sets are analyzed to work out how much they tell us about the state of the measured system. 
Semantic information
There are a number of proffered accounts of semantic information, but there are two that are most relevant here. One is Dretske’s intentional account of signals, and the other is Millikan’s biosemantics. Both of these were developed to account for knowledge, but both have some application to genes and biology in general. Each of them deals with how a piece of information can be “about” something else.
Stripped of the linguistic aspects, Dretske’s account (1981: 71) is this:
Informational content: A signal r carries the information that s is F = The conditional probability of s’s being F, given r (and k), is 1 (but given k alone, less than 1).
The signal here is construed in Shannon terms, but what is new in Dretske’s version is that this is an “aboutness” relation: a token signal r tells the receiver that s is F, and there must be no ambiguity here. The variable k is the receiver’s background knowledge. In effect, receiving r raises the conditional probability of s being F to one. Consider a bird that preys on butterflies, but avoids those with yellow stripes because they are toxic. The bird knows that the butterfly is toxic because the yellow stripes signal this. The stripes are “about” the toxicity.
How the bird comes by this knowledge is the point of Millikan’s biosemantics (1984, 1989b, 1989a). Millikan is concerned with functions, and argues that the proper function of any thing, including organic components, is effectively what it was selected for in a chain of reproduction (Millikan 1984: 28):
Where m is a member of a reproductively established family R and R has the reproductively established or Normal character C, m has the function F as a direct proper function iff:
(1)	Certain ancestors of m performed F.
(2)	In part because there existed a direct causal connection between having the character C and performance of the function Fin the case of these ancestors of m, C, correlated positively with F over a certain set of items S which included these ancestors and other things not having C.
(3)	One among the legitimate explanations that can be given of the fact that m exists makes reference to the fact that C correlated positively with F over S, either directly causing reproduction of m or explaining why R was proliferated and hence why m exists.
The reproductive “family” here need not be biological; in fact in the case of language used to talk about specific things, it is not biological but cultural. Neither Dretske nor Millikan apply this analysis to genetic information, but Maynard Smith (2000b) offered one that implicitly required this kind of intentionality, as Sterelny (2000) pointed out: “[t]he genotype [on Maynard Smith’s account] carries semantic information in virtue of its biological function. … The gene is not merely correlated with a trait: that trait explains why that gene has its form.” Hence genes can be “misread”, because it is the [proper] function not the present causal process, that makes that gene “about” that trait. 
However, for something to be “about” something else, the function must be privileged in the explanation. Genes are not privileged in the requisite manner – consider the parity thesis (Griffiths and Gray 1994) and epigenetic inheritance systems (Jablonka and Lamb 2005). But even more generally, the information exists in the account of the function, not in the function itself. By this I mean that without that account, there is no reason not to assume that the “proper” function of something like genes couldn’t be something else (Aristotle and the function of the brain as a coolant of the blood). What privileges genes then? A presumption that they are bearers of information, circularly. Natural selection models of function are in some sense a matter of arbitrary focus. While an aspect of an organic system is going to have some selective history, it need not have only the one privileged selective history.
4. Information versus causation
Ontology, observer-dependence, and explanation
The distinction between causal and intentional notions of information is more than a mere convention – causal accounts of information such as the Dretskean or Shannon accounts deal with causal relations between physical objects. The state of one object (a gene or a butterfly’s coloration) causally affects the state of another object (a protein’s primary sequence or a bird’s disposition to eat the butterfly). There is something objective about a causal story of information that is not there in more purely intentional accounts. For example, if, as Griffiths notes (2001), a gene can be “about” a trait such as being gay even when it is not expressed, we are no longer talking about actualized outcomes, and the difference can be seen when there are “mistakes”. Intentional accounts are brought in to explain why mistakes can happen and why there are dispositions to fulfill the function, but the causal story is sufficient to explain the particular case. The intentional information exists, therefore, in the general account rather than in the particular event.
The ontological status of information is rarely discussed. Information is often treated as an explanation of physical events and processes in biology (and occasionally in physics as well), but apart from science fictive scenarios about Matrix-style ontologies, what that explanation provides remains unclear. One thing that can be agreed upon is that there is information in data, such as measurements and observations, but typically that information is Fisher information – uncertainty or the lack of it in data points. Since this is information in representations, it has few ontological implications (that representations do not also have).
Another related ontology of information lies in signals between observers, including organisms that are not considered to have self-awareness or analytic capacities, for example a bird seeking prey but avoiding certain markings because they signal toxicity. Under a Dretskean account, there is a strong causal component to this kind of information. Clearly the signal causally correlates with the toxicity (due to natural selection), and so Dretskean information relies upon that for the account that he offers of the “knowledge” (scare quoted to prevent begging the question) the bird has of the toxicity. But the information here really is a matter of knowledge, and as Dretske himself remarks, it is both relativized to background knowledge, and applicable only to a class of biological systems he calls “learning systems” (Dretske 1981: 80; 2000). One class of signaling that might be applicable to non-learning systems is cell–cell signaling. In this case, the signals are chemical gradients that trigger cells of various potentials to behave in a particular manner (such as apoptosing, or committing suicide even when healthy; or to emit a chemical themselves, and so on). This falls squarely under the notion of causal information, but lacks the semantic element of Dretskean information; these cells cannot be said fairly to “know” anything. As central nervous systems comprise just this kind of cell–cell signaling, at the level of neural analysis, neither can they be said to have a semantic element. The semantic properties of CNSs arise at a much higher organizational level, if not at the level of the whole or very near it. So we will continue to say only learning systems can instantiate Dretskean semantic causal information.
The issue is this: unless we want to say that all physics is information, which obviates the need for information talk specifically in biology, at some point in the hierarchy of domains from physics to chemistry to biology to psychology, information arises as a property that makes a difference. It can’t be simply the copying of structure – all causation of physical structures involves this in some sense, and even clays and crystals “copy” structure, so the specificity notion of information is either not biological or is just causal, or both. We know there are objects that do have information; we are such objects. The question is whether, as the informationalists claim, information arises in biology, and we have one instance of this in our heads, or whether it arises in our heads and heads very like them, and we apply it retrograde to things that we interpret in intentional ways. Learning systems have intentional information. Do genes? I believe that genes, qua objects in the physical world, do not. Our representations of genes are representations in terms of what we are familiar with, and can manipulate conceptually. Explanations of genetic properties and behaviors in terms of information are therefore something of an anomaly. There appears to be no causal role for information, since any causal account of a particular case can be recast in purely physical terms. The information therefore seems to appear in the generalization of these tokens over types, in the modeling of information systems. In short, they are abstractions. And abstractions qua abstractions do not “exist” anywhere but in the abstract representation or model. Of course, any token of an abstraction exists somewhere – in a head or group of heads – but the abstract entity “information” exists nowhere in time and space.
A useful distinction here can be made between abstract and concrete objects, as Zalta has done (Zalta 1988). Abstract objects are those that are not bounded by time and space indexicals. Concrete objects, even if nonmaterial, are so bounded. A gravity well is a concrete object. Concepts of gravity are not. This is a type-token distinction, one that would be understood by medieval philosophers debating universals and nominalism, although the distinction between types and tokens relies on Peirce. Is information a concrete, or an abstract, object? Causal information, which is another word for causality, is concrete of course. A token of DNA really does template for mRNA and so forth because of the physical properties of the macromolecules, conjoined with the physical properties of the surrounding cell and organism. The end result is a protein. But abstractions like Williams’ “cybernetic abstraction”, the evolutionary gene, are not concrete entities. They are type terms that exist solely in a semantic context and system.
5. Information as representation
I propose a replacement hypothesis – that genetic causal information talk can be replaced with causal talk without remainder in a properly elaborated model of cell behavior and structure; and genetic intentional information talk can be replaced by cognitive descriptions of learning systems. The rest is about measurement, and data sets. There is, contrary to Rosenberg’s claim that information talk is somehow “natural” in molecular biology (Rosenberg 1985), no need to treat information as a natural property. It is always the property of representations. With few exceptions (Boniolo 2003; Waters 2000), this has not been proposed before so far as I can make out. All prior criticisms of the information concept have suggested redefinitions of expanding the notion to include non-genetic aspects of reproduction or expression (epigenetic inheritance systems, see Jablonka 2002; Jablonka and Lamb 1995). But I want to propose that we can eliminate information talk except when we are talking about representations, that is, when we are analyzing data or models of the biological systems, a view that Boniolo but not Waters would accept. 
One of the things a science does is to model the domain it investigates. These models offer a generalization of the domain, and in so doing, an explanation of the behavior of the domain. In so doing, the generalizations introduce type terms, abstracted away from the particulars of the data set. An explanation of a novel particular case or set of cases then refers back to the generalizations in a manner similar or identical to the nomological-deductive model of explanation: an explanation is provided if the particular case can be derived from a set of parameters and the generalization.
Genes have at various times and in different ways been models. Mendelian factors arise from generalizing the assortment principle, chromosomal heredity from the observations and generalization that heredity correlates with changes in chromosomal structure, and molecular genes from a model of increasing elaboration about how nucleotides are replicated and expressed. In each case, anomalous processes have been found – dominant and recessive genes, meiotic drive, epigenetic inheritance, and methyl groups binding as a “fifth base” to nucleotides. The purpose of the models is to both explain the phenomena and to set up the contrast so that “anomalies” can be further investigated and isolated. Recent work on microRNAs shows, for example, that the standard view of current textbooks on gene expression, regulation and inhibition is overly simplistic. This is to be expected, as the polar opposites of generalization and particularistic representations are equally misguided. We want the most general models that are empirically adequate, without simply giving a case-by-case description or list.
When informational properties are ascribed to the models of genes at a certain level of abstraction, over and above causal accounts such as the molecular model of bindings and structural templating, what role does information play in those models? It appears that the sources of “information” lie in one of two places: either information is an abstraction due to the general nature of the types of the model (the “informational gene” as Greisemer calls it, 2005), or it lies in the measurements of the data set used to identify correlations between two classes of object (nucleotides and proteins, for example). The “aboutness” of genes in relation to phenotypes, if not causal (that is, if the knockout or activation of a gene results in a change of phenotype), lies in the definition of these types itself. We define a gene as that which “causes” hereditable differences in a model of some generality. As Lewontin long ago noted for Mendelian genes, the physical referent is just the phenotype that has a high hereditability coefficient (Lewontin 1974). It is defined into existence because it works in a particular representation. Likewise with teleosemantic accounts of genes – the informational aspect lies in the way genes are related to phenotypes, and explained in terms of natural selection. We don’t discover that genes are “about” selectively maintained traits, we define them that way. In Millikan’s account (Millikan 1989a) this allows us to explain how genes can be “about” traits but sometimes misfire (Dretske’s account doesn’t permit misfirings). But the information content, the “aboutness”, is not a property of the genes or the organisms, but of the putative history of the organisms (either individually or evolutionarily). And this “aboutness” relies on isolating one specific function – if a component of an organism has many functions, then its “aboutness” is relativized in each case to the function chosen. Genes are “about” traits under a teleosemantic conception because our representation of genes isolates that relationship (presumably because we identified earlier a causal correlation, a difference that makes a difference, as Oyama puts it). When we find that nucleotides have other causal roles, such as inhibiting protein transcription in a cell type of reduced potency, even when they are expressed in other developmental contexts, we do not thereby say that the function of gene A is to inhibit the expression of gene B unless that is the causal process that we are trying to represent. So the type of effect and the type of information that “causes” that effect “normally” depends very much on how we represent the systems under study. The types are defined thus.
Peirce’s famous distinction between the sign, the signification and the thing signified (the Peircean triad) helps us to disentangle the mess we have gotten ourselves into here. What is happening is that we have taken a representation or sign (the published or discussed models) to be the types (signification) of the biological systems (the things signified). A classical example of this confusion is the biosemiotics program (e.g., Emmeche 1991). Given that our models use an abstract variable for information that allows us to employ the analytical tools of information theories of various kinds, we impute to the physical systems the variables. We project to the biological world what we devise for our general accounts. This is a kind of anthropomorphism, or a fallacy of reifying abstractions. There remains the question of why we must introduce these abstract variables, which I indicated above is due to the generality of the models. I think it has to do with the way we assay the world; i.e., what we choose the isolate and measure.
6. Conclusion
We do not need to instantiate information in the biological world. We can very well replace the term with causal language, despite misgivings about the possibility of eliminating information talk (Rosenberg 1985), which are based more on heuristic and psychological constraints than on any in-principle difficulty. A similar issue was once had about teleological language, but apart from using it as a periphrasis, scientists have largely adapted to avoiding teleology outside the real of human and animal intentionality. When information appears as an artifact of models and representations, the goal should be to replace it with a casual story. Using informational analysis and mathematical techniques on genes is, like the use of game theoretic mathematics or metaphors in general, an aid to understanding rather than a full explanation. 
Acknowledgements
I must especially thank Stefan Linquist, Paul Griffiths, Larry Moran, Andrea Scarantino, Robert Elias, Ian Musgrave, Mark Colyvan and Karola Stotz for discussion, comments and information.
References
 ADDIN EN.REFLIST Boniolo, Giovanni. 2003. Biology without Information. Hist. Phil. Life Sci. 25:255-273.
Brooks, Daniel R. 1989. Entropy and Information in Evolving Biological Systems. Biology and Philosophy 4:407-432.
Chaitin, Gregory J. 1991. Algorithmic information and evolution. In Perspectives on biological complexity, edited by O. T. Solbrig and G. Nicolis: IUBS Press.
———. 1999. The unknowable, Springer series in discrete mathematics and theoretical computer science. Singapore; New York: Springer.
Collier, John. 1986. Entropy in Evolution. Biology and Philosophy 1:5-24.
Crick, F. 1970. Central dogma of molecular biology. Nature 227 (5258):561-563.
Crick, Francis. 1958. On Protein Synthesis. In Symposia of the Society for Experimental Biology: The Biological Replication of Macromolecules. New York: Academic Press:138-163.
Dawkins, Richard. 1976. The selfish gene. New York: Oxford University Press.
———. 1982a. Replicators and vehicles. In Current problems in sociobiology. Cambridge UK: Cambridge University Press:45-64.
———. 1982b. The extended phenotype: the gene as the unit of selection. Oxford UK; San Francisco: Freeman.
———. 1983. The extended phenotype: the long reach of the gene. Oxford UK; New York: Oxford University Press.
———. 1986. The blind watchmaker. Harlow: Longman Scientific and Technical.
———. 1988. The blind watchmaker. London; Ringwood, Vic., Australia: Penguin Books. Original edition, 1986.
Dawkins, Richard, and Latha Menon. 2004. A devil's chaplain: selected essays. London: Phoenix.
Downes, Stephen M. 2005. Biological Information. In The Philosophy of Science: An Encyclopedia, edited by S. Sarkar and J. Pfeifer: Routledge.
Dretske, Fred I. 1981. Knowledge and the flow of information. Cambridge, Mass.: MIT Press.
———. 2000. Perception, knowledge, and belief: selected essays, Cambridge studies in philosophy. Cambridge, U.K.; New York: Cambridge University Press.
Emmeche, Claus. 1991. A Semiotical Reflection on Biology, Living Signs and Artificial Life. Biology and Philosophy, pp. 325-340, July 1991.
Faith, D. P. 1992. Conservation Evaluation and Phylogenetic Diversity. Biological Conservation 61 (1):1-10.
———. 2003. Environmental diversity (ED) as surrogate information for species-level biodiversity. Ecography 26:374-379.
Garson, Justin. 2003. The Introduction of Information into Neurobiology. Philosophy of Science 70 (5):926-936.
Gatlin, Lila L. 1972. Information theory and the living system. New York: Columbia University Press.
Godfrey-Smith, Peter. 2000a. Explanatory Symmetries, Preformation, and Developmental Systems Theory. Philosophy of Science 67 (Supplement. Proceedings of the 1998 Biennial Meetings of the Philosophy of Science Association. Part II: Symposia Papers):S322-S331.
———. 2000b. Information, Arbitrariness, and Selection: Comments on Maynard Smith. Philosophy of Science 67 (2):202-207.
Griesemer, James R. 2005. The informational gene and the substantial body: on the generalization of evolutionary theory by abstraction. In Idealization XII: Correcting the Model. Idealization and Abstraction in the Sciences (Pozna, edited by M. R. Jones and N. Cartwright. Amsterdam: Rodopi Publishers:59-115.
Griffiths, Paul E. 2001. Genetic Information: A Metaphor in Search of a Theory. Philosophy of Science 68 (3):394-412.
Griffiths, Paul E., and Russell D. Gray. 1994. Developmental systems and evolutionary explanation. Journal of Philosophy 91 (6):277–304.
Griffiths, Paul E., and Eva Neumann-Held. 1999. The many faces of the gene. BioScience 49 (8):656-662.
Hariri, Ali, Bruce Weber, and John Olmsted. 1990. On the validity of Shannon-information calculations for molecular biological sequences. J. Theoretical Biology 147:235–254.
Hull, David L., and John S. Wilkins. 2005. Replication. Stanford Encyclopedia of Philosophy, http://plato.stanford.edu/entries/replication/ (​http:​/​​/​plato.stanford.edu​/​entries​/​replication​/​​).
Jablonka, Eva. 2002. Information: Its Interpretation, Its Inheritance, and Its Sharing. Philosophy of Science 69 (4):578-605.
Jablonka, Eva, and Marion J. Lamb. 1995. Epigenetic inheritance and evolution: the Lamarckian dimension. Oxford; New York: Oxford University Press.
———. 2005. Evolution in four dimensions: genetic, epigenetic, behavioral, and symbolic variation in the history of life, Life and mind. Cambridge, Mass.: MIT Press.
Kunicki-Goldfinger, W. J. H. 1995. The Role of Information in Biological Systems. Studia Philosophiae Christianae 31 (1):49-57.
Lewontin, Richard C. 1974. The genetic basis of evolutionary change, Columbia biological series no. 25. New York: Columbia University Press.
Maclaurin, J. 1998a. Reinventing Molecular Weismannism – information in evolution. Biology and Philosophy 13 (1):37–59.
Maclaurin, James. 1998b. Reinventing Molecular Weismannism: Information in Evolution. Biology and Philosophy 13 (1):37-59.
Margalef, R. 1968. Perspectives in Ecological Theory. Chicago: Chicago University Press.
Maynard Smith, John. 2000a. Reply to Commentaries. Philosophy of Science 67 (2):214-218.
———. 2000b. The Concept of Information in Biology. Philosophy of Science 67 (2):177-194.
Mayr, Ernst. 1982. The growth of biological thought: diversity, evolution, and inheritance. Cambridge, Mass.: Belknap Press.
———. 1988. Toward a new philosophy of biology: observations of an evolutionist. Cambridge, Mass.: Belknap Press of Harvard University Press.
Millikan, Ruth Garrett. 1984. Language, thought, and other biological categories: new foundations for realism. Cambridge, Mass.: MIT Press.
———. 1989a. Biosemantics. The Journal of Philosophy 86 (6):281-297.
———. 1989b. In defense of proper functions. Philosophy of Science 56:288-302.
Mount, David W. 2004. Bioinformatics: sequence and genome analysis. 2nd ed. Cold Spring Harbor, N.Y.: Cold Spring Harbor Laboratory Press.
Oyama, Susan. 1985. The ontogeny of information: developmental systems and evolution. Cambridge: Cambridge University Press.
———. 2000. The ontogeny of information: developmental systems and evolution. 2nd rev. and enl. ed, Science and cultural theory. Durham, N.C.: Duke University Press.
Oyama, Susan, Paul E. Griffiths, and Russell D. Gray, eds. 2000. Cycles of contingency: Developmental systems and evolution. Cambridge, MA: MIT Press.
Petrovskaya, Natalia, Sergei Petrovskii, and Bai-Lin Li. 2006. Biodiversity measures revisited. Ecological Complexity 3:13-22.
Quastler, Henry. 1964. The emergence of biological organization. New Haven: Yale U.P.
Quine, Willard Van Ormand. 1953. From a logical point of view: 9 logico-philosophical essays. Cambridge MA: Harvard University Press.
Rosenberg, Alexander. 1985. The structure of biological science. Cambridge, UK; New York: Cambridge University Press.
Sarkar, Sahotra. 2000. Information in Genetics and Developmental Biology: Comments on Maynard Smith. Philosophy of Science 67 (2):208-213.
Schneider, Thomas D. 2000. The evolution of biological information. Nucleic Acids Res 28 (14):2794-2799.
Schneider, Thomas J. 2006. Frequently Asked Questions (FAQ) for bionet.info-theory: Biological Information Theory and Chowder Society, 3 August 2004 2004 [cited 9 March 2006]. Available from http://www.ccrnp.ncifcrf.gov/~toms/bionet.info-theory.faq.html (​http:​/​​/​www.ccrnp.ncifcrf.gov​/​~toms​/​bionet.info-theory.faq.html​).
Shanks, Niall. 1999. Toward a Darwinian Theory of Cultural Evolution. Communication and Cognition: An Interdisciplinary Quarterly Journal 32 (3-4):223-242.
Shannon, Claude E., and Warren Weaver. 1949. The mathematical theory of communication. Urbana Ill.: University of Illinois Press.
Sterelny, Kim. 2000. The Genetic Program Program: A Commentary on Maynard Smith on Information in Biology. Philosophy of Science 67 (2):195-201.
Sterelny, Kim, and Paul E. Griffiths. 1999. Sex and death: an introduction to philosophy of biology, Science and its conceptual foundations. Chicago, Ill.: University of Chicago Press.
Stormo, Gary D. 1998. Information content and free energy in DNA-protein interactions. Journal of Theoretical Biology 195:135-137.
Waters, Kenneth. 2000. Molecules Made Biological. Revue Internationale de Philosophie 54 (4):539-564.
Watson, James D, Nancy H Hopkins, Jeffrey W Roberts, Joan A Steitz, and Alan M Weiner. 1987. Molecular biology of the gene. 4th ed. 2 vols. Vol. 1. Menlo Park, Calif.: Benjamin/Cummings.
Wiener, Norbert. 1948. Cybernetics, or, Control and communication in the animal and the machine. Cambridge, Mass: Technology Press.
Williams, George C. 1966. Adaptation and natural selection: A critique of some current evolutionary thought. Princeton NJ: Princeton University Press.
———. 1992. Natural selection: domains, levels, and challenges. New York: Oxford University Press.
Zalta, Edward N. 1988. Abstract Objects: An Introduction to Axiomatic Metaphysics. Dordrecht: D. Reidel.






John Wilkins	Page 1	29/07/09


