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Abstract
In [14] we presented a novel algorithm for mesh refinement which
utilizes a reduced model. In particular, the reduced model is used
to monitor the transfer of activity (e.g. mass, energy) from larger to
smaller scales. When the activity transfer rate exceeds a prescribed
tolerance, the algorithm refines the mesh accordingly. The algorithm
was applied to the inviscid Burgers and focusing Schro¨dinger equations
to detect singularities. We offer here a simple proof of why the use of
a reduced model for mesh refinement is a good idea. We do so by
showing that by controlling the transfer of activity rate one controls
the error caused inevitably by a finite resolution.
Introduction
The subjects of mesh refinement and model reduction have attracted sig-
nificant attention in the applied mathematics research community in the
last couple of decades (see e.g. [1, 3, 4, 5, 6, 7, 9, 10, 12]). The reason
is that despite the ever increasing computational power there still exists
a wealth problems that are not amenable to direct numerical simulation.
The purpose of the current work is to establish a correspondence between
these two seemingly disparate subjects. On the one hand, mesh refinement
is concerned with the judicious allocation of computational power to allow
focusing on the important characteristics of a solution. On the other hand,
model reduction is concerned with the best way to approximate the effect of
the unresolved scales of a simulation to the resolved ones. The element that
connects these two subjects is the observation set forth in [14] that successful
mesh refinement relies on the accurate monitoring of transfer of activity to
the unresolved scales which is exactly the objective a good reduced model.
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Thus, if one possesses a good reduced model, it can be utilized to decide
when and where to perform mesh refinement.
In [14] in order to determine the need to perform mesh refinement a
reduced model was constructed for a subset of the resolved scales. Then,
the rate of change of the L2 norm predicted by the reduced model for this
subset of the resolved scales was monitored (note that depending on the
physical context the L2 norm may represent, for example, mass or energy).
The rate of change of the L2 norm monitors transfer of energy between the
subset of resolved scales and the rest of the resolved scales. When the rate of
change of the L2 norm exceeded a prescribed tolerance, mesh refinement was
performed. The implementation of this criterion to perform mesh refinement
yielded very encouraging results for the problem of detecting singularities
for the inviscid Burgers and focusing Schro¨dinger equations. What we offer
in the current work is a quantitative explanation of the reason behind the
success of this approach to mesh refinement. In particular, we show that
monitoring the rate of change of the L2 norm allows us to monitor the rate
of change of the error of the reduced model. Thus, by controlling the L2
norm is a good way to control the error.
In order for the algorithm to be successful one assumes the existence of
an accurate reduced model. This guarantees that the transfer of activity
to the unresolved scales is captured correctly so that there is not excessive
or, worse, insufficient refinement. For the examples presented here we use
a reduced model, called the t-model, which was derived through the Mori-
Zwanzig formalism [8, 11, 15]. In Sections 2.1 and 2.2 we provide convergence
proofs of the t-model for Burgers and critical focusing Schro¨dinger respec-
tively, as long as the solutions of these equations remain smooth. These
proofs will be needed to exhibit the connection between model reduction
and mesh refinement.
We should note that closer examination of the mathematical operations
in the two proofs shows that there are some common features. This is due
to the fact that the reduced model has the same structure. Also, both cases
examined here are equations that conserve the L2 norm of the solution of
the full system, while the latter is still smooth. The common structure of
the reduced model for the two cases suggests that the same proof would go
through for other partial differential equations that share the same features
with the ones investigated here. In particular, the proof goes through as is
for the subcritical and supercritical focusing Schro¨dinger equations.
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1 The mesh refinement algorithm
A successful mesh refinement algorithm detects accurately the cascade of
activity through the available simulated scales. A successful reduced model
reproduces accurately the cascade of activity from the resolved scales to the
unresolved ones. The mesh refinement algorithm presented in [14] starts by
splitting the available simulated physical scales into two parts, call them
F and G (the notation will become clearer in the following sections). The
scales in F are larger than the scales in G (smaller if one thinks in terms
of wavenumbers). Then, one constructs a reduced model for the scales in
F which, hopefully, captures correctly the cascade of activity to the scales
in G. Note that one cannot wait until there is transfer of activity out of
the scales in G to even smaller scales. One must act earlier than that to
guarantee that the simulation remains well resolved. The proposed mesh
refinement algorithm monitors the rate of change of the L2 norm of the
scales in F. When a prescribed threshold is crossed, the algorithm adds to
the simulation scales that are smaller than those in G. This process can be
repeated until one reaches the limit of scales that can be simulated based
on the available computational power or until the algorithm does not detect
the need for further refinement.
While the algorithm has performed very well as shown in [14], there is
a need to explain why monitoring the rate of change of the L2 norm is a
reliable indicator of the error. We will do that by showing that, indeed,
the rate of change of the L2 norm accounts for the rate of change of the
error of the reduced model. If there is no transfer of activity from F to
G, then the rate of change of the L2 norm and the rate of change of the
error of the reduced model will be zero (down to the numerical precision
used). So, monitoring the rate of change of the L2 norm is indeed a good
way to monitor the error and thus a reliable indicator of the need for mesh
refinement.
2 Two examples
In this section we present convergence proofs for the t-model for the 1D
Burgers and critical focusing Schro¨dinger equations. In both cases we as-
sume periodic boundary conditions which allows us to expand the solution
in Fourier series.
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2.1 Burgers equation
The 1D Burgers equation is given by
ut + uux = 0. (1)
Equation (1) should be supplemented with an initial condition u(x, 0) =
u0(x) and boundary conditions. We solve (1) in the interval [0, 2pi] with
periodic boundary conditions. This allows us to expand the solution in
Fourier series
uM (x, t) =
∑
k∈F∪G
uk(t)e
ikx,
where F ∪ G = [−M2 ,
M
2 − 1]. We have written the set of Fourier modes
as the union of two sets in anticipation of the construction of the reduced
model comprising only of the modes in F = [−N2 ,
N
2 − 1], where N < M.
The equation of motion for the Fourier mode uk becomes
duk
dt
= −
ik
2
∑
p+q=k
p,q∈F∪G
upuq. (2)
The t-model [11] is given by
dvk
dt
= −
ik
2
∑
p+q=k
p,q∈F
vpvq + t
(
(−
ik
2
)
∑
p+q=k
p∈F
q∈G
vp
(
−
iq
2
∑
r+s=q
r,s∈F
vrvs
)
+ (3)
(−
ik
2
)
∑
p+q=k
p∈G
q∈F
(
−
ip
2
∑
r+s=qp
r,s∈F
vrvs
)
vq
)
for k ∈ F.
To proceed we will need the partial differential equivalent of (3). Recall
that we have set N = M2 and define
PuM (x, t) = uN (x, t) =
∑
k∈F
uk(t)e
ikx,
i.e. the projection of the solution on the N resolved modes. Also,
QuM (x, t) = (I − P )uM (x, t) =
∑
k∈G
uk(t)e
ikx.
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Let u,U be two finite Fourier series and set
B[u,U ] = ∂x
1
2
(uU).
Let vk(t) satisfy (3) and define
v(x, t) =
∑
k∈F
vk(t)e
ikx
and
Γ(x, t) = −(I − P )B(v, v).
Then, equation (3) is equivalent to the PDE
∂tv + PB(v, v) = −tP [B[v,Γ] +B[Γ, v]] (4)
The energy decay for the t-model is given by [11]
d
dt
1
2
||v||22 = −t||(I − P )B[v, v]||
2
2 = −t||Γ||
2
2, (5)
where
||f(x, t)||22 ≡
∫ 2pi
0
f2(x, t)dx.
We also define the inner product (·, ·) as
(f(x, t), g(x, t)) ≡
∫ 2pi
0
f(x, t)g(x, t)dx.
Note that for the solution of the full system (involving modes in F ∪G) we
have
d
dt
1
2
||u||22 = 0. (6)
We want to estimate rate of change of ||v − Pu||22. We are interested in the
time interval when the solution is still smooth so that all the mathematical
operations we perform are valid.
We begin by writing the projected form of (1),
∂tPu+ PB[u, u] = 0. (7)
We subtract (4) and (7), multiply by v − Pu and integrate over [0, 2pi] to
obtain
d
dt
1
2
||v−Pu||22 = −(v−Pu, PB(v, v−PB[u, u])−t(v−Pu, P [B[v,Γ]+B[Γ, v]]).
(8)
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By standard arguments we find
− (v − Pu, PB[v, v] − PB[u, u]) ≤ C1||v − Pu||
2
2 + C2||Qu||
2
2. (9)
For the term −t(v − Pu, P [B[v,Γ] +B[Γ, v]]) = −t(v − Pu, ∂x(vΓ)) we find
−t(v − Pu, ∂x(vΓ)) = −t(v, ∂x(vΓ)) + t(Pu, ∂x(vΓ))
= t(∂xv, vΓ)− t(∂xPu, vΓ) = t(∂x
v2
2
,Γ)− t(∂xPu(v − Pu),Γ)
−t(∂x
(Pu)2
2
,Γ)
≤ −t||(I − P )∂x
v2
2
||22 + t||∂xPu||∞||v − Pu||2||Γ||2
+t||(I − P )∂x
(Pu)2
2
||2||Γ||2
≤ −t||Γ||22 +
t
2
||∂xPu||
2
∞
||v − Pu||22 +
t
2
||Γ||22
+
t
2
||(I − P )∂x
(Pu)2
2
||22 +
t
2
||Γ||22.
After cancellations, we get
− t(v−Pu, ∂x(vΓ)) ≤
t
2
||∂xPu||
2
∞
||v−Pu||22+
t
2
||(I −P )∂x
(Pu)2
2
||22. (10)
We combine (8), (9) and (10) to find
d
dt
1
2
||v − Pu||22 ≤ (C1 + tC3)||v − Pu||
2
2 + C2||Qu||
2
2
+
t
2
||(I − P )B[Pu, Pu]||22 (11)
where we have used B[Pu, Pu] = ∂x
(Pu)2
2 . The convergence proof can be
completed using Gronwall’s inequality.
By examining (5) and the last term in (11), we see that the rate of
change of the L2 norm for the modes in F as given by the t-model has
the same functional form as the contribution of the t-model term to the
inhomogeneous part of the rate of error of the t-model. The difference is
that in (5) the term is evaluated using the t-model solution while in (11) it
is evaluated using the projection of the solution of the full system. Thus,
the rate of change of the L2 norm for the reduced model is related to the
rate of change of the error for this model.
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In fact, this provides us with two alternative ways to monitor the cascade
of activity from F to G. The first is to solve the full system and the reduced
model simultaneously and monitor t||(I − P )B(v, v)||22 (see (5)). When this
exceeds a prescribed tolerance, we can add (if available) more modes and
continue. The second way is to solve the full system and use the modes in F
to compute t||(I−P )B[Pu, Pu]||22.When this exceeds a prescribed tolerance
we can add (if available) more modes and continue.
2.2 Critical focusing Schro¨dinger equation
The 1D critical focusing Schro¨dinger equation is given by
iut +∆u+ |u|
4u = 0. (12)
Equation (12) should be supplemented with an initial condition u(x, 0) =
u0(x) and boundary conditions. We solve (12) in the interval [0, 2pi] with
periodic boundary conditions. This allows us to expand the solution in
Fourier series
uM (x, t) =
∑
k∈F∪G
uk(t)e
ikx,
where F ∪ G = [−M2 ,
M
2 − 1]. We have written the set of Fourier modes
as the union of two sets in anticipation of the construction of the reduced
model comprising only of the modes in F = [−N2 ,
N
2 − 1], where N < M.
The equation of motion for the Fourier mode uk becomes
duk
dt
= −ik2uk + i
∑
k1−k2+k3−k4+k5=k
k1...,k5∈F∪G
uk1u
∗
k2
uk3u
∗
k4
uk5 (13)
where u∗k is the complex conjugate of uk.
The t-model [15] is given by (for k ∈ F )
d
dt
vk = −ik
2vk + i
∑
k1−k2+k3−k4+k5=k
k1...,k5∈F
vk1v
∗
k2
vk3v
∗
k4
vk5
+ t
[
3i
∑
k1−k2+k3−k4+k5=k
k1∈G, k2,...,k5∈F
Rk1(vˆ)v
∗
k2
vk3v
∗
k4
vk5
+ 2i
∑
k1−k2+k3−k4+k5=k
k2∈G, k1,k3,...,k5∈F
vk1R
∗
k2
(vˆ)vk3v
∗
k4
vk5
]
(14)
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where vˆ = (vk)k∈F and Rk(v) = i
∑
k1−k2+k3−k4+k5=k
k1...,k5∈F
vk1v
∗
k2
vk3v
∗
k4
vk5 .
To proceed we will need the partial differential equivalent of (14). Recall
that we have set N = M2 and define
PuM (x, t) = uN (x, t) =
∑
k∈F
uk(t)e
ikx,
i.e. the projection of the solution on the N resolved modes. Also,
QuM (x, t) = (I − P )uM (x, t) =
∑
k∈G
uk(t)e
ikx.
We set
B[z1, z2, z3, z4, z5] = z1z
∗
2z3z
∗
4z5.
Let vk(t) satisfy (14) and define
v(x, t) =
∑
k∈F
vk(t)e
ikx
and
Γ(x, t) = i(I − P )B(v, v, v, v, v).
Then, equation (14) is equivalent to the PDE
∂tv = i∆v+iPB[v, v, v, v, v]+i3tPB[Γ, v, v, v, v]+i2tPB[v,Γ, v, v, v]. (15)
The energy decay for the t-model is given by [15]
d
dt
1
2
||v||22 = −t||(I − P )B[v, v, v, v, v]||
2
2 = −t||Γ||
2
2, (16)
where
||f(x, t)||22 ≡
∫ 2pi
0
|f(x, t)|2dx.
We also define the inner product (·, ·) as
(f(x, t), g(x, t)) ≡
∫ 2pi
0
f∗(x, t)g(x, t)dx.
Note that for the solution of the full system (involving modes in F ∪G) we
have
d
dt
1
2
||u||22 = 0. (17)
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We want to estimate rate of change of ||v − Pu||22. We are interested in the
time interval when the solution is still smooth so that all the mathematical
operations we perform are valid.
We begin by writing the projected form of (12),
i∂tPu+∆Pu+ PB[u, u, u, u, u] = 0. (18)
We subtract (15) and (18), multiply by (v − Pu)∗ and integrate over [0, 2pi]
to obtain
d
dt
1
2
||v − Pu||22 = Re
[
(v − Pu, ∂t(v − Pu))
]
=
Re
[
(v − Pu, i∆(v − Pu))
]
+Re
[
i(v − Pu, PB[v, v, v, v, v] − PB[u, u, u, u, u])
]
+Re
[
(v − Pu, i3tPB[Γ, v, v, v, v])
]
+Re
[
(v − Pu, i2tPB[v,Γ, v, v, v])
]
. (19)
For the term Re
[
(v − Pu, i∆(v − Pu))
]
, integration by parts yields
Re
[
(v − Pu, i∆(v − Pu))
]
= 0.
Also, by standard arguments, we find
Re
[
i(v−Pu, PB[v, v, v, v, v]−PB[u, u, u, u, u])
]
≤ C1||v−Pu||
2
2+C2||Qu||
2
2.
(20)
We proceed with the terms Re
[
(v − Pu, i3tPB[Γ, v, v, v, v])
]
and Re
[
(v −
Pu, i2tPB[v,Γ, v, v, v])
]
. We have
Re
[
(v − Pu, i3tPB[Γ, v, v, v, v])
]
= Re
[
i3t(v, PB[Γ, v, v, v, v])
]
︸ ︷︷ ︸
I
+Re
[
− i3t(Pu, PB[Γ, v, v, v, v])
]
︸ ︷︷ ︸
II
(21)
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and
Re
[
(v − Pu, i2tPB[v,Γ, v, v, v])
]
= Re
[
i2t(v, PB[v,Γ, v, v, v])
]
︸ ︷︷ ︸
III
+Re
[
− i2t(Pu, PB[v,Γ, v, v, v])
]
︸ ︷︷ ︸
IV
. (22)
From (16), we find
I + III = −t||Γ||22. (23)
To obtain estimates for II and IV is more involved but it follows the same
procedure as the one used to obtain the estimate (10) for Burgers equation.
The fact that for Schro¨dinger we have a nonlinear term of higher degree
leads to more terms but other than that the procedure is straightforward.
We have for the term II (omitting the Re part and the multiplicative
factor)
(Pu, PB[Γ, v, v, v, v]) = (Pu, PB[Γ, v − Pu, v − Pu, v − Pu, v − Pu])
+2(Pu, PB[Γ, v − Pu, v − Pu, v − Pu, Pu])
+2(Pu, PB[Γ, Pu, v − Pu, v − Pu, v − Pu])
+4(Pu, PB[Γ, Pu, Pu, v − Pu, v − Pu])
+(Pu, PB[Γ, v − Pu, Pu, v − Pu, Pu])
+(Pu, PB[Γ, Pu, v − Pu, Pu, v − Pu])
+2(Pu, PB[Γ, Pu, v − Pu, Pu, Pu])
+2(Pu, PB[Γ, Pu, Pu, v − Pu, Pu])
+(Pu, PB[Γ, Pu, Pu, Pu, Pu])
By the Cauchy-Schwarz inequality, the Sobolev inequality on the torus [2]
and the assumption of smoothness of the solution we get
Re
[
− i3t(Pu, PB[Γ, v, v, v, v])
]
≤ tC3(N)[||v − Pu||
2
2]
4
+tC4(N)[||v − Pu||
2
2]
3 + tC5(N)[||v − Pu||
2
2]
2 + tC6||v − Pu||
2
2
+1152t||(I − P )B[Pu, Pu, Pu, Pu, Pu]||22 +
1
2
t||Γ||22 (24)
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Similarly,
Re
[
− i2t(Pu, PB[Γ, v, v, v, v])
]
≤ tC7(N)[||v − Pu||
2
2]
4
+tC8(N)[||v − Pu||
2
2]
3 + tC9(N)[||v − Pu||
2
2]
2 + tC10||v − Pu||
2
2
+512t||(I − P )B[Pu, Pu, Pu, Pu, Pu]||22 +
1
2
t||Γ||22 (25)
We combine (19)-(25) and we find
d
dt
1
2
||v − Pu||22 ≤ tC1(N)[||v − Pu||
2
2]
4 + tC2(N)[||v − Pu||
2
2]
3
+tC3(N)[||v − Pu||
2
2]
2 + (C4 + tC5)||v − Pu||
2
2 + C6||Qu||
2
2
+1664t||(I − P )B[Pu, Pu, Pu, Pu, Pu]||22 (26)
for some constants C1(N), C2(N), C3(N), C4, C5 and C6. Note that the use
of the Sobolev inequality and a crude upper bound estimate leads to the de-
pendence of the constants C1(N), C2(N), C3(N) on the number N of modes
in F. In particular, as N → ∞ these constants grow polynomially in N.
This does not present a problem for the convergence proof because, after
integration of (26), these constants end up multiplying the inhomogeneous
terms. As long as the solution is smooth (as we have assumed here), these
inhomogeneous terms vanish fast enough so that convergence is achieved for
all time instants.
The numerical factor 1664 in front of t||(I−P )B[Pu, Pu, Pu, Pu, Pu]||22
arises because we have arranged the contributions of the different terms to
t||Γ||22 so that they cancel the −t||Γ||
2
2 term (see (23)). This is done so that
the in the final estimate all the nonhomogenous terms involve only expres-
sions depending on the solution of the full system. This allows the conver-
gence proof to be completed by using inequalities for differential equations
(see e.g. Section 2.4 in [13]).
As in the case of Burgers equation, by examining (16) and the last term
in (26), we see that the rate of change of the L2 norm for the modes in F
as given by the t-model has the same functional form as the contribution
of the t-model term to the inhomogeneous part of the rate of error of the
t-model. In (16) the term is evaluated using the t-model solution while in
(26) it is evaluated using the projection of the solution of the full system.
Thus, the rate of change of the L2 norm for the reduced model is related to
the rate of change of the error for this model.
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3 Discussion and future work
We have presented a novel approach for mesh refinement which is based on
the use of a reduced model. For specific cases, we have shown the mathe-
matical reason which allows us to use a reduced model to detect accurately
the need for mesh refinement.
In the current work the reduced model was used to detect the cascade
of activity across Fourier modes (from large to small scales). The same
idea can be applied in a non-periodic setting by using alternative spectral
expansions or non-spectral methods. Note that for the case of spectral
expansions we offer only a way to add modes in Fourier space. This leads to
uniform refinement in real space. On the other hand, non-spectral methods,
like finite difference or finite volume methods, allow to detect also where
in space to define in addition to when. One way to do that is to divide
the domain in subdomains and apply the mesh refinement algorithm on the
subdomains. As in the current work, to be able to apply the algorithm
requires that one has a good reduced model before using it to detect the
need for mesh refinement. This is ongoing work and will be presented in a
future publication.
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