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ABSTRACT 
A problem posed by Murthy, Parthasarathy, and Sriparna is settled in this note, 
viz., a nondegenerate matrix satisfying Property (**) introduced by Murthy, 
Parthasarathy, and Sabatini is shown to be a Lipschitizian matrix. The analysis is based 
on the results recently derived on INS matrices. We also prove that the class INS 
under the assumption of nondegeneracy is complete. © 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
Given a matrix M ~ R n×n and a vector q ~ R ~, the linear complemen- 
tarity problem LCP(q, M) is to find a vector z ~ R" such that 
Mz+q >10, z >10, and z t (Mz+q)  =0.  (1) 
Let S(q, M) denote the set of all solutions to (1). We refer to the books by 
Cottle, Pang, and Stone [1] and Murty [5] for a detailed study of linear 
complementarity problems. If the multivalued mapping ~M : q ~ S(q, M)  is 
Lipschitizian, then it is known (Gowda and Sznajder [2], Murthy, 
Parthasarathy, and Sriparna [4]) that the corresponding matrix M is nonde- 
generate, i.e., every principal minor of M is nonzero. Also, from Stone [8] 
and Sridhar [6], it is known that M belongs to the class INS (invariant 
number of solutions) introduced by Stone [7]. 
Murthy, Parthasarathy, and Sabatini [3] introduced Property (**) (de- 
fined below) in connection with Lipschitzian Q0-matrices, and in [4], the 
following problem was posed: If a nondegenerate matrix M ~ R n X n satisfies 
Property (**), then is the multivalued mapping ~M Lipschitzian? In this 
note, we answer this affirmatively. 
To start with, we present below the necessary definitions and results. 
DEFINITION 1. A matrix M ~ R nxn is said to be Lipschitzian if the 
multivalued mapping ~bM: n n ~ Rn+ satisfies the following: there exists a real 
number A such that for any two vectors p, q ~ R n, with ~M(q) q: ~b and 
~M(p) ÷ 4~, 
~M(P)  - ~M(q) + AIIq - pllB, 
where I1" II denotes the Euclidean orm and B denotes the closed unit ball in 
a n . 
Let K (M)  denote the set of vectors q ~ n n for which LCP(q, M) has a 
solution. Using K(M),  the class with invariant number of solutions [7], 
denoted by INS, is defined as follows. A matrix M is said to be an INS matrix 
if there exists a positive integer k such that for every q ~ int K(M),  
IS(q, M)I = k. 
As mentioned earlier, it has been observed by Stone [8] and Sridhar [6] 
that a Lipschitzian matrix is an INS matrix. The converse of this result is 
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proved by Stone [8] under the assumption of arc-connectedness of K(M). 
The definition of Lipschitzian arc-connectedness of a set, as defined in [8], is 
given below. 
DEFINITION 2. A set S _ R" is said to be Lipschitz arc-connected if 
there exists a constant L such that, for all x, y ~ S, the set S contains a 
polygonal arc between x and y whose length does not exceed LIIx - Nil. 
The following theorem is due to Stone [8]. 
THEOREM 1. I f  M ~ INS is a nondegenerate matrix and if int K(M)  is 
Lipschitz arc-connected, then M is Lipschitzian. 
A matrix M is said to belong to the class Q0 if for every q ~ R", the 
existence of a solution to Mz + q >1 0 and z >i 0 implies the existence of a 
solution to (1). For M ~ R "x", if for some J _ {1 . . . . .  n} one has det M 1 ~: 
0, then the principal pivot transform of M with respect o J is define~ as 
A ~ R ~x", where AII = M~I 1, AI i  = -M~IMl i ,  A i l=  MfIMfl  1, and A H 
= Mf i -  MfIM~I1MIf. In connection with Lipschitzian Q0-matrices, the 
following property was introduced in [3]. 
DEFINITION 3. Let M ~ R nxn. Then M is said to satisfy Property (**) 
if for every principal pivot transform A of M, the rows corresponding to 
nonpositive diagonal entries of A are nonpositive. 
Murthy et al. [3, 4] and Sridhar [6] showed the following. 
THEOREM 2. Let M ~ R nx ". I f  M satisfies Property (**), then M is Qo. 
Conversely, if  M is Lipschitzian and Po, then M satisfies Property (**). 
For M ~ R "x", let us consider a complementary cone pos C(J) relative 
to M, where the matrix C( J )~ R "x" for J __. {1 . . . . .  n} is defined as 
c(J).j = -M. j  i f j  ~ J and c(J).j = I.j otherwise (cf. [1, 5]). We denote by 
pos c(J). i the facet relative to M for some i E {1 . . . . .  n}. The following 
definitions of proper and reflecting facets relative to M are needed in the 
sequel. 
DEFINITION 4. 
sider the product 
For M ~ R "x", J _ {1 . . . . .  n} and i ~ {1 . . . . .  n}, con- 
(det MII ) (det M K K ) 
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for K c {1 . . . . .  n} such that JAK = {i}. The common facet pos c(J).i is 
proper (reflecting) if the above product is positive (negative). If the product 
is zero, then the common facet pos C(J).~ relative to M is said to be 
degenerate. 
When a facet F = pos c(J). i is reflecting, there exists a nonzero vector 
p ~ R" such that ptF = 0 and the columns I. i and -M.  i lie on the same 
side of the hyperplane. 
2. THE MAIN RESULT 
For M ~ R "×", if int K(M) is connected and all the reflecting and 
degenerate facets relative to M lie on the boundary of K(M), then from 
Corollary 6.6.22 of Cottle, Pang, and Stone [1] it follows that M is an INS 
matrix. Using this, we prove the following result. 
THEOREM 3. Let M ~ a nxn be a nondegenerate matrix. If M satisfies 
Property (**), then M is in the class INS fq Q0. 
Proof. From Theorem 2, we at first note that M is a Q0-matrix. Since 
M is a nondegenerate matrix, there are no degenerate facets relative to M. 
We prove that every reflecting facet relative to M lies on the boundary of 
K(M). Suppose M satisfies Property (**). Let mll < 0. It is clear that the 
facet F = pos(I. 2 . . . . .  I. n) is reflecting. Since M satisfies Property (**), 
mlj ~< 0 for all j ~ {2 . . . . .  n}. For the vector p = I. 1 ~ R ", we have ptF = 0 
and pt(-M.,)  >1 0 for all j. This implies that ptq >1 O, Vq ~ K(M). Hence, 
K(M) fully lies on one side on the hyperplane containing F. So the facet F 
lies on the boundary of K(M). 
Suppose F = pos C(J)~ for J __. {1 . . . . .  n}, IJI ~: 1, is a reflecting facet 
for some i ~ {1,. . . ,  n}. Since the complementary matrix c( J )  is nonsingu- 
lar, we can consider a principal pivot transform with respect to J. The 
resulting matrix A = c( J ) -  1 ~(j),  where c'( J)  contains columns of [ I :  - M ] 
not in C(J), has its (i, i)th diagonal entry negative. Since M satisfies Property 
( ** ) ,  we notice as before that the reflecting facet F = 
pos(I. 1 . . . . .  Ii_ 1, Ii+ x . . . . .  I.,) lies on the boundary of K(A). From the 
one-to-one correspondence existing between the complementary cones rela- 
tive to M and the complementary cones relative to A, we can conclude that 
the reflecting facet F relative to M lies on the boundary of K(M). As every 
reflecting facet relative to M lies on the boundary of K(M) and int K(M) is 
connected, M belongs to the class INS. This concludes the proof. • 
ON LIPSCHIq"-ZIAN Q0 AND INS MATRICES 197 
As a corollary to the above theorem, we answer a question raised in [4]. 
COROLt~RY 1. Let M ~ R "×" be a nondegenerate matrix. I f  M satisfies 
Property (**), then M is Lipschitzian. 
Proof. From the above theorem, it follows that M is an INS ¢3 Q0 
matrix. Since any Q0-matrix is Lipschitzian arc-connected (Proposition 3.2.1 
in [1]), the result follows from Theorem 1. • 
Combining the results given here with the already known results on 
Lipschitzian matrices, we state the following theorem. 
THEOREM 4. Let M ~ R n×" be a nondegenerate Qo-matrix. Then the 
following are equivalent: 
(i) M is Lipschitzian. 
(ii) M satisfies Property ( ** ). 
(iii) M is an INS matrix. 
Furthermore, if any one of the above conditions holds for M, then it holds 
for every principal submatrix of M. 
It has been observed by Murthy, Parthasarathy, and Sriparna [4] that the 
class of Lipschitzian matrices is complete, i.e., if M is Lipschitzian, then all 
principal submatrices of M are Lipschitzian. In [8], Stone raises the question 
whether the class of nondegenerate INS matrices is complete. From Theo- 
rem 4, it is clear that the class of nondegenerate INS N Q0 matrices is 
complete. In the general case, we answer this affirmatively, in the next 
theorem. 
THEOREM 5. The nondegenerate INS class is complete. 
Proof. Let M,~ INS be a nondegenerate matrix. It is enough to prove 
that A, the principal submatrix of M leaving out the first row and the first 
column, is an INS matrix. Let M be partitioned as 
ariA 
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where a, b ~ R n- 1 correspond to the first row and first column of M leaving 
out the diagonal entry m n. 
It is clear that, if F = pos(I. 2 . . . . .  I.k_ l, -A .k+ 1 . . . . .  -A .~)  is a reflect- 
ing facet relative to K (A)  for some 2 ~< k ~< n, then the facet F defined by 
F = pos(I. 1, I. 2 . . . . .  14:_1, - -M.k+ 1 . . . . .  -M .  m) is a reflecting facet relative 
to K(M) .  We claim that i f /~ A int K(A)  ~ dp then F N int K(M)  #: ~b; this 
will imply that the reflecting facet F relative to K(M)  does not lie on the 
boundary of K(M) ,  contradicting the hypothesis that M ~ INS. 
Now, to prove our claim, first let us consider reflecting facets relative to 
K(A)  of the form pos( I . z , . . . ,  1.k_ 1, I.k+ 1 . . . . .  I~) for some 2 ~< k ~< n. 
Suppose F = pos(I. 2 . . . . .  I .n_ l ) i s  reflecting and F A int K(A)  ~ dp. Then, 
for some ~/= (~/z . . . . .  FT~)t~ F, there exists an E > 0 such that for any 
F/' ~ R"-1 with II?/' - ?/11 < ~, LCP(~, A) has a solution. We can assume 
without loss of generality that ~/ is of the form (q2 . . . . .  ~/~-1, 0)t where 
~h > 0 for i = 2 . . . . .  n - 1. Let U = {q: IIq - ~ll < E}. 
Since A is a nondegenerate matrix, S(q, A) is uniformly bounded for q 
varying over a bounded set. Now, from Corollary 7.2.3 of Cottle, Pang, and 
Stone [1], it follows that there exists a constant A > 0 and a neighborhood V
of ~ in R" -1  such that 
Ilzll ~ A Vz ~ S(q ' ,  A ) ,  q'  ~ V. 
We can assume without loss of generality that U ___ V. Now, let q ~ R n 
be defined as qi = ~h for i = 2 . . . . .  n, and ql be chosen such that ql > 
IlallA + ~, where a is as given in (2). Clearly, q ~ F. Choose r ~ R n such 
that IIr - qll < E. Then I1~ - F/ll < IIr - qll, where ~ is the (n - D-vector 
obtained from r on leaving out the first coordinate. Hence, LCP(~, A) has a 
solution (u, v), where u, v ~ R " -  1. Let 
z i=v i_ l ,  w~=u~_ l  for i=2  . . . .  ,n ,  
z I = 0, w 1 -- atz + r 1. 
I f  atz > 0, then w 1 > 0. Otherwise, -a tz  = la~zl <~ Ilall" Ilzll ~< IlallA < 
ql - E. Since r 1 /> ql - ~, we have w I = r 1 + atz  ~ O. Hence, (w, z) forms 
a solution for the LCP(r ,  M). This implies that for every I [ r -  qll < ~, 
r ~ K(M) ,  which implies that F N int K(M)  4= dp. This leads to the contra- 
diction that M ~ INS. Hence, the reflecting facet ff relative to K (A)  does 
not intersect int K(A).  
Now, if F is any other reflecting facet relative to A, we can consider a 
principal pivot transform B of M with respect to a complementary cone 
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relative to K(A), incident on F. Then B is an INS matrix, and B, the 
principal submatrix of B leaving out its first row and first column, is a 
principal pivot transform of A. From the one-to-one correspondence existing 
between the facets relative to A and the facets relative to B, we notice that F 
corresponds to a reflecting facet relative to K(B) of the form, 
pos(I. 2 . . . . .  I.k_ 1, I.k+ 1 . . . . .  I.,) for some 2 ~< k ~< n. Therefore, we can 
appeal to our earlier argument o conclude that F does not intersect he 
interior of K(A). This along with A being nondegenerate implies that A is 
an INS matrix. This concludes the proof. • 
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