Let Ω be a bounded smooth domain in R n , W 1,n (Ω) be the Sobolev space on Ω, and λ(Ω) = inf{ ∇u n n : Ω udx = 0, u n = 1} be the first nonzero Neumann eigenvalue of the n−Laplace operator −∆ n on Ω. For 0 ≤ α < λ(Ω), let us define u n 1,α = ∇u n n − α u n n . We prove, in this paper, the following improved MoserTrudinger inequality on functions with mean value zero on Ω, sup u∈W 1,n (Ω), Ω udx=0, u 1,α =1 Ω e βn|u| n n−1 dx < ∞, where β n = n(ω n−1 /2) 1/(n−1) , and ω n−1 denotes the surface area of unit sphere in R n . We also show that this supremum is attained by some function u * ∈ W 1,n (Ω) such that Ω u * dx = 0 and u * 1,α = 1. This generalizes a result of Ngo and Nguyen [25] in dimension two and a result of Yang [34] for α = 0, and improves a result of Cianchi [6] .
Introduction
Let Ω be a bounded smooth domain in R n and W for any α ≤ α n := nω 1 n−1 n−1 where ω n−1 denotes the area of unit sphere in R n . This inequality (1.1) was proved independently by Pohožaev [26] , Yudovič [38] and Trudinger [31] . The sharp constant α n was found by Moser [24] .
Let W 1,n (Ω) be the completion of C ∞ (Ω) under the norm
In [6] , Cianchi proved a sharp Moser-Trudinger inequality for functions in W 1,n (Ω) with mean value zero as follows sup u∈W 1,n (Ω), Ω udx=0, ∇u n≤1 Ω e β|u| n n−1 dx < ∞, (1.2) for any β ≤ β n = n(ω n−1 /2) 1/(n−1) . Moreover, if β > β n then the supremum in (1.2) will be infinite. In special case when Ω is ball B n in R n , the inequality (1.2) was proved by Leckband in [17] . This inequality generalizes an earlier result of Chang and Yang [5] in dimension two, sup u∈W 1,2 (Ω), Ω udx=0, ∇u 2 ≤1 Ω e β|u| 2 dx < ∞ (1.3)
for any β ≤ 2π. A sharpened version of (1.3) in spirit of Adimurthi and Druet [1] was proved by Lu and Yang in [22] . In [25] , Ngo and the author proved another sharpened version of Moser-Trudinger type inequality for functions with mean value zero in dimension two. To state the result in that paper, let us denote by λ(Ω) = inf{ ∇u In [25] , Ngo an the author proved the following inequality, sup u∈W 1,2 (Ω), u 1,α ≤1, Ω udx=0 Ω e 2πu 2 dx < ∞. (1.4) This is an improvement of (1.3) in spirit of Tintarev [29] for the classical Moser-Trudinger inequality. Such a result recently was proved for the singular Moser-Trudinger inequality in dimension two by Yang and Zhu [37] . As shown in [25] , (1.4) is stronger than the one of Lu and Yang [22] and the one of Chang and Yang (1.3) . It is also proved in [25] that the supremum in (1.4) is attained by some functions u ∈ W 1,2 (Ω) with Ω udx = 0 and u 1,α ≤ 1.
Our goal of this paper is to establish an improvement of type (1.4) for inequality (1.2). Let Ω be a smooth bounded domain in R n , we denote H = u ∈ W 1,n (Ω) :
the subspace of W 1,n (Ω) consisting the functions of mean value zero. Denote λ 1 (Ω) = inf{ ∇u n n : u ∈ H, u n = 1} the first nonzero Neumann eigenvalue of n−Laplace −∆ n on Ω. By a simple variational argument, we can prove that λ 1 (Ω) is strict positive and is attained by a function in H. For 0 ≤ α < λ 1 (Ω), we define
Note that · n,α is a norm on H. Our first main result reads as follows
Concerning to the existence of maximizers for (1.5), we will prove the following result.
Theorem 1.2.
Let Ω be a bounded smooth domain in R n , and 0 ≤ α < λ 1 (Ω). There exists u * ∈ H such that u * 1,α = 1 and
i.e., the supremum in (1.5) is attained.
In the case α = 0, our result (1.5) reduces to the one of Cianchi (1.2) . In this case, the existence of extremal function for (1.2) was proved by Yang in [34] . As usually, the proof of Theorems 1.1 and 1.2 is based on blow-up analysis. We refer interesting reader to the book [12] or articles [1, 18, 20, 25, 32-34, 36, 37] for more detail on this technique. We should point out here that, in our situation, the blow-up occurs on the boundary ∂Ω as in [22] which makes more difficult to deal with. The existence of extremal functions for Moser-Trudinger inequality was first proved by Carleson and Chang [3] for unit ball in R n . This existence result was proved for any smooth domain in R 2 by Flucher [14] and then extended to any dimension by Lin [20] . The existence of extremal functions for Moser-Trudinger inequality on compact Riemannian manifold was studied by Li [19] . For more about the existence of extremal functions for Moser-Trudinger inequality (1.1) and its generalization, we refer reader to [3, 8, 9, 14, [18] [19] [20] 25, [32] [33] [34] 36, 37] and references therein The organization of this paper is as follows. In the next section §2 we prove a subcritical version of (1.5) and the existence of extremal functions for this subcritical inequality. In section §3, we analysis asymptotic behavior of the sequence of extremal functions for the subcritical inequality. In section §4, we establish some capacity estimates which lead to the proof of Theorems 1.1 and 1.2 in section §5.
Extremal functions for the subcritical inequalities
In this section, we study the subcritical Moser-Trudinger inequalities for functions in H. We will prove the existence of extremal function for these inequalities. For 0 < ǫ < β n , we denote β ǫ = β n − ǫ. Let us consider
Our result in this section is as follows, Proposition 2.1. Let Ω be a bounded smooth domain in R n and 0 ≤ α < λ 1 (Ω). For any 0 < ǫ < β n , we have C ǫ < ∞ and that there exists u ǫ ∈ H ∩ C 1 (Ω) such that u ǫ 1,α = 1 and
The Euler-Lagrange equation of u ǫ is given by
where
4)
and
for some constant c > 0.
In the proof of Proposition 2.1, we need the following Lions type [21] concentrationcompactness principle for functions in H.
Proof. Evidently, if u 0 ≡ 0, then u j n → 0 which implies ∇u j n → 1 as j → ∞. Thus, the conclusion follows from (1.2). We next consider the case u 0 ≡ 0. By Sobolev embedding, we have
Denote v j = u j / ∇u j n then ∇v j n = 1 and
By a result ofČerný, Cianchi and Hencl [4] , we have for any
Notice that for any
Thus we can choose a q < (1 − ∇v 0 n n )
for any j ≥ j 0 . The conclusion hence follows from the result ofČerný, Cianchi and Hencl applied to the sequence v j .
Proof of Proposition 2.1. Let {u j } j be a maximizing sequence for C ǫ . Since α < λ 1 (Ω) then
Hence u j is bounded in W 1,n (Ω). By Sobolev embedding, we can assume that u j ⇀ u ǫ weakly in W 1,n (Ω), u j → u ǫ in L p (Ω) for any p < ∞ and u j → u ǫ a.e. in Ω. Evidently, u ǫ ∈ H and u ǫ 1,α ≤ 1. If u ǫ ≡ 0, by Lemma 2.2 we can choose 1 < q < β n /β ǫ such that
which is impossible. Thus, we have u ǫ ≡ 0. Using again Lemma 2.2, we can choose q > 1 such that e
It remains to check that u ǫ 1,α = 1. Indeed, if otherwise then u ǫ 1,α < 1, denote v ǫ = u ǫ / u ǫ 1,α then v ǫ ∈ H and v ǫ 1,α = 1 and
which is impossible. An easy and straightforward computation show that u ǫ satisfies the Euler-Lagrange equation (2.2). By standard elliptic regularity to (2.2), we have
For any u ∈ H with u n,α ≤ 1, by using Fatou's lemma, we have
Taking the supremum over all such functions u, we get
Combining these two estimates together, we get (2.3). Using the inequality e t ≤ 1 + te t , we get
This together (2.3) implies
as (2.4).
Since the inequality t 1/(n−1) e βǫt n/(n−1) ≤ e βǫ +t n/(n−1) e βǫt n/(n−1) holds for any t ≥ 0, hence |µ ǫ | ≤ e βǫ + λ ǫ /|Ω|. This together (2.4) proves the first inequality in (2.5). The second inequality in (2.5) is trivial.
Asymptotic behavior of extremal functions for the subcritical inequalities
Denote c ǫ = max Ω |u ǫ |. Without loss of generality, we can assume that c ǫ = u ǫ (x ǫ ), otherwise we consider −u ǫ instead of u ǫ , and x ǫ → p ∈ Ω. If c ǫ is bounded, then by applying elliptic estimates to (2.2), we get that u ǫ → u * in C 1 (Ω) for some function u * . This convergence implies that Theorems 1.1 and 1.2 hold. In the rest of this section, we only consider the case c ǫ → ∞. We do not distinguish the sequence and subsequence, the interest reader should understand it from the context.
Since u ǫ is bounded in W 1,n (Ω) then we can assume that u ǫ ⇀ u 0 weakly in
Applying elliptic estimates to (2.2) we get c ǫ is bounded which is impossible. Thus u 0 ≡ 0.
We next claim that p ∈ ∂Ω. Indeed, if p ∈ Ω, we can choose r > 0 such that
for any δ > 0, where C = sup |∇φ|. Fix δ < 1/4, then for ǫ > 0 small enough, we get ∇(φu ǫ ) n n ≤ 1 + 2δ < 3/2. Applying classical Moser-Trudinger inequality (1.1), there exists q > 1 such that e
. Hence c ǫ is bounded which is impossible. We next prove that
Indeed, we have ∇u ǫ n n → 1 as ǫ → 0. Hence, if (3.1) does not hold, then there exists µ < 1 and r > 0 small such that
Consider again cut-off function φ as above, and define
Thus for ǫ > 0 small enough, we get ∇φ ǫ n n < (1 + µ)/2 < 1. By Cianchi's inequality (1.2), e βǫ|φǫ| n n−1 is bounded in L q (Ω) for some q > 1. We again have
for any t > 0. The second term on the right hand side tends to zero as ǫ → 0. Hence by choose t > 0 small enough, we have that e
In particular, e
Note that ∂ ν u ǫ = 0 on ∂Ω, by applying elliptic estimates to (2.2) in Ω ∩ B r/2 (p), we get that u ǫ is bounded near p which is impossible.
. We then have lim ǫ→0 r ǫ = 0. Indeed, for any 0 < γ < β n , we have β ǫ − γ > 0 for ǫ > 0 small enough. Hence
here we use Hölder inequality, (1.2) and the fact u ǫ → 0 in L q (Ω) for any q < ∞. We continue studying the asymptotic behavior of u ǫ near p. Following the argument in [34] we take (V, φ) a normal coordinate system around p such that φ(p) = 0, φ(∂Ω∩V ) = {y ∈ R n : y 1 = 0} ∩ B 1 (0) and φ(Ω ∩ V ) = {y ∈ R n : y 1 > 0} ∩ B 1 (0). In this coordinate, the original metric g = dx
for any i, j, l. We also use g to denote matrix (g ij ) n×n and use (g ij ) n×n to denote the inverse of g. In this coordinate system, we have the following relation: for a function
is n−Laplace with respect to g. Let us define the functionũ ǫ on B 1 (0) bỹ
here we write y ∈ R n by (y 1 , y ′ ). From (3.3), we see thatũ ǫ satisfies
on B 1 (0). Denote y ǫ = φ(x ǫ ) and Ω ǫ = {y ∈ R n : y ǫ + r ǫ y ∈ B 1 (0)}. we define two sequences of functions on Ω ǫ by
Then we have
on Ω ǫ .
Proof. It follows from (2.5) and (3.4) that
as ǫ → 0 and ψ ǫ ≤ ψ ǫ (0) = 1. Applying elliptic estimates and the Liouville theorem for n−harmonic functions, we get the conclusion.
Proof. Fix a R > 0. Since y ǫ , r ǫ → 0, hence y ǫ + r ǫ B R (0) ⊂ B 1 (0) for ǫ small enough. Applying the Hacnack inequality for an n−Laplace equation [27] and (2.5), (3.2) and Lemma 3.1 to equation (3.5), we get that ϕ ǫ is bounded in L ∞ (B R (0)). Then by elliptic estimates [30] , we obtain that ϕ ǫ is bounded in C 1,γ (B R/2 (0)) for some 0 < γ < 1, whence
. It remains to find the form of ϕ. By Lemma 3.1, we have
uniformly in B R (0). Notice that g(y ǫ + r ǫ y) → (δ ij ) n×n uniformly in B R (0) when ǫ → 0. This together (3.5), (2.5), (3.2) and (3.7) shows that ϕ satisfies
Moreover, for any R > 0, by (3.7) we have Letting R → ∞, we get R n e n n−1 βnϕ dy ≤ 2. Using the argument at the end of the proof of Lemma 3.6 in [34] or applying a recent classification result of Esposito [13] , we get the form of ϕ as (3.6).
Notice that R n e n n−1 βnϕ dy = 2 and hence the argument in the proof of Lemma 3.2 above implies that y ǫ1 /r ǫ → 0 as ǫ → 0.
For c > 1, denote u ǫ,c = min{u ǫ , c ǫ /c} we have the following Proof. The proof is completely analogous to [19] , so we omit it. 
in Ω,
Furthermore, c
for any Ω ′ ⊂⊂ Ω \ {p}, and G has form
10)
where A p is constant, and
Proof. We first claim that
weakly. Indeed, fix a c > 1 and R > 0, we divide Ω into three parts as follows
where (V, φ) denotes the coordinate system around p above. By Lemma 3.1, we get φ −1 (B Rrǫ (y ǫ )) ∩ Ω ⊂ {u ǫ > c ǫ /c} for ǫ small enough. For any ψ ∈ C 1 (Ω) we have
here we use Lemmas 3.1 and 3.2 and the fact g(y ǫ + r ǫ y) → (δ ij ) n×n uniformly in B R (0). Thus
On Ω 2 we have
The integral is bounded uniformly in ǫ by Lemma 3.3. This together the remark after Lemma 3.4 implies
On Ω 3 we have here we use Lemmas 3.1 and 3.2 and the facts y ǫ1 /r ǫ → 0, and g(y ǫ + r ǫ y) → (δ ij ) n×n uniformly in B R (0). Thus
Combining (3.12), (3.13) and (3.14) proves our claim (3.11).
Taking ψ ≡ 1, we obtain
Fix a c > 1, we have
The remark after Lemma 3.4 says that in Ω,
We would like to show that w ǫ is bounded in H 1,q (Ω) for any 1 < q < n. Remark that
is bounded in L 1 (Ω) by (3.15) and (3.16). We recall the following phenomena which was first discovered by Brezis and Merle [2] , developed by Struwe [28] and generalized on Riemannian manifolds by Li [19] :
We will apply this observation to (3.17) . We argue as in [35] . We first show that w ǫ is bounded in L n−1 (Ω). Indeed, if this is not the case, then w ǫ n−1 → ∞. Define
Since v ǫ n−1 = 1 and f ǫ is bounded in L 1 (Ω) then so is g ǫ . Obviously Ω v ǫ dx = 0 by (2.2). The observation above shows that ∇v ǫ q is bounded for any 1 < q < n. The mean value of v ǫ is zero, by Poincaré inequality, v ǫ is bounded in W 1,q (Ω) for any 1 < q < n. Hence v ǫ ⇀ v weakly in W 1,q (Ω) for any 1 < q < n, and v ǫ → v in L n−1 (Ω). Therefore v n−1 = 1 and Ω vdx = 0. It is easy to show that v is weak solution of
Applying elliptic estimate to this equation, we get v ∈ C 1 (Ω). Taking v as a test function, we get ∇v n n = α v n n (recall that Ω vdx = 0). Since α < λ 1 (Ω) then v must be zero function which is impossible. Thus w ǫ is bounded in L n−1 (Ω). Consequently, −∆ n w ǫ is bounded in L 1 (Ω) which then implies the boundedness of c
(Ω) for any 1 < q < n by the observation above of Brezis, Merle, Struwe and Li.
The rest of proof is similar with the one of Theorem 4.7 in [19] .
Capacity estimates
In this section, we use the capacity technique to give an upper bound of
under the condition that c ǫ → ∞, i.e., the blow-up occurs. We mention here that the technique of using capacity estimate applied to this kind of problems was discovered by Li [18] in dealing with Moser-Trudinger inequality. Our main result of this section is as follows
Proof. We follow the argument in [19, 34] . Consider a coordinate system (V, φ) around p as in Section §3. We write a vector y ∈ R n by (y 1 , y ′ ). Denote
It was shown by Kichennassamy and Veron [16] and by Li [19] , using a reflection argument, that G ǫ exists and has the form
where v ǫ = O(δ) uniformly with respect to ǫ. For c 1 ≤ c 2 we define a space of functions Λ ǫ (c 1 , c 2 , a, b) by
It was shown in [34] that inf Λǫ(c 1 ,c 2 ,a,b) c 1 ≤Gǫ≤c 2 |∇u| n dx is attained by a function Ψ having the form
and satifying
which implies the existence of a constant c > 0 independent of ǫ such that
Consequently, we get
By Lemmas 3.2 and 3.5, we have
and sup 6) where o ǫ (R), o ǫ (δ) → 0 as ǫ → 0 and R, δ are fixed, and G is Green function (3.9). For ǫ small enough, we have a ǫ < b ǫ . Denote G ǫ = {x ∈ Ω ∩ B δ (x ǫ ) : G ǫ (x) < G ǫ (y ǫ )}, and set u ǫ = min{max{u ǫ , a ǫ }, b ǫ }. From (4.5) and (4.6), we get u ǫ ∈ Λ ǫ (− n βn ln δ, G ǫ (y ǫ ), a ǫ , b ǫ ). By (4.4), we obtain
Notice that
Using straightforward and tedious compuations, we get
Integration by parts and (3.9) give
From the choice of the coordinate system (V, φ) and the fact y ǫ 1 /r ǫ → 0, we have
and B e −cδ R (0)∩{y:
For ǫ, δ sufficient small and R sufficient large, here we use inequality (1 − t) a ≤ 1 − at for 0 ≤ t < 1 and 0 < a < 1. From the expression of a ǫ , b ǫ , we have
when ǫ, δ sufficient small and R sufficient large, here we use inequality (1 − t) a ≥ 1 − at for 0 ≤ t < 1 and a > 1. By the choice of y ǫ , we have
Gathering (4.7), (4.8), (4.9) and (4.10) together, we get
Let ǫ → 0, δ → 0 and R → ∞, we obtain lim sup
This estimate and Lemma 3.4 prove (4.1).
Proof of main theorems
Proof of Theorem 1.1. If c ǫ is bounded, by applying elliptic estimates to (2.2), we see that u ǫ → u * in C 1 (Ω) for some function u * ∈ C 1 (Ω) which implies Theorems 1.1. If c ǫ → ∞ then Theorem 1.1 follows from (4.1).
Proof of Theorem 1.2. We will construct a sequence φ ǫ ∈ H such that ∇φ ǫ n,α = 1 and
for ǫ > 0 small. Consequently, c ǫ is bounded. Applying elliptic estimates to (2.2), we get that u ǫ → u * in C 1 (Ω) for some function u * ∈ C 1 (Ω) which proves Theorem 1.2. Denote r = |x − p|, notice that G(x, p) = − n βn ln r + A p + β(x) with β(x) = O(|x − p|). For ǫ > 0, denote R = − ln ǫ, consider the sequences of functions given by
, and c, A are constants determined later. In order to get w ǫ ∈ H 1 (Ω), we choose A such that c + 1
We next compute some quantities concerning to w ǫ . Proof. We first compute Ω |∇w ǫ | n dx by splitting it as Ω∩B Rǫ (p) + Ω\B Rǫ (p) . A straightforward compuation shows that Since Ω Gdx = 0, we then have 
