It is proven that for compact, connected and semisimple structure groups every degenerate labelled web is strongly degenerate. This conjecture by Lewandowski and Thiemann implies that diffeomorphism invariant operators in the category of piecewise smooth immersive paths preserve the decomposition of the space of integrable functions w.r.t. the degeneracy and symmetry of the underlying labelled webs. This property is necessary for lifting these operators to well-defined operators on the space of diffeomorphism invariant states.
Introduction
One of the most striking features of general relativity is its invariance w.r.t. diffeomorphisms of the underlying space-time manifold. Its implementation into the Ashtekar formulation, however, is still not fully worked out. Here, one considers objects like generalized connections that are defined using finite graphs in the underlying space or space-time. For technical purposes, one assumed in the very beginning that these graphs are formed by piecewise analytic paths only. Namely, only in this case two finite graphs are always both contained in some third, bigger graph being again finite. This restriction has the drawback that only analyticity preserving diffeomorphisms can be implemented into that framework. In order to guarantee the inclusion of all diffeomorphisms, at least, piecewise smooth and immersive paths have to be considered as well. For the first time, this has been done by Baez and Sawin [5] introducing so-called webs. These are certain collections of paths that are independent enough to ensure the well-definedness of the generalized Ashtekar-Lewandowski measure µ 0 . Applications to quantum geometry have then been studied first by Lewandowski and Thiemann [11] . For this purpose, they determined the set of possible parallel transports along webs and then discussed the diffeomorphism group averaging to generate diffeomorphism invariant states. Here it turned out that the extension of the spin-network formalism to the smooth-case spin-webs leads to degeneracies. These appear if some paths in a web share some full segment and the tensor product of their carried group representations includes the trivial representation. They impede the spin webs to form an orthonormal basis of µ 0 -integrable functions -a striking contrast to the spin-networks in the analytic case. Moreover, the diffeomorphism averaging is defined only on those cylindrical functions that arise from nondegenerate spin-webs (having additionally finite symmetry group). To define now diffeomorphism invariant operators on diffeomorphism invariant states, these operators have to preserve the corresponding decomposition of integrable functions w.r.t. their degeneracy. In [11] , Lewandowski and Thiemann showed that the images of non-degenerate spin-webs under such operators are at least still orthogonal to so-called strongly degenerate spin-webs. Now, they argued that these strongly degenerate spin-webs should be nothing but degenerate spin-webs, implying that diffeomorphism invariant operators respect the non-degeneracy of webs. In this article we are going to prove this conjecture.
The paper is organized as follows: After some preliminaries we recall the terms "richness" and "splitting" from [9] . They will be used to encode the relative position of (parts of) webs: do they coincide, are they in a certain sense independent? Next we study the decomposition of consistently parametrized paths into hyphs and list some properties of webs. In Section 6 we provide the technical details of the proof of the Lewandowski-Thiemann conjecture that will then be given in the subsequent section. In the final section of this paper we study the "canonical" example [4, 11] of a degenerate web.
Preliminaries
Let us briefly recall the basic facts and notations we need from the framework of generalized connections. General expositions can be found in [3, 2, 1] for the analytic framework. The smooth case is dealt with in [5, 4, 11] . The facts on hyphs and the conventions are due to [7, 8, 10] .
Let G be some arbitrary Lie group (being compact from Section 6 on) and M be some manifold. Let P denote the set of all (finite) paths in M , i.e. the set of all piecewise smooth and immersive mappings from [0, 1] to M . 1 The set P is a groupoid (after imposing the standard equivalence relation, i.e., saying that reparametrizations and insertions/deletions of retracings are irrelevant). A hyph υ is some finite collection (γ 1 , . . . , γ n ) of edges (i.e. non-selfintersecting paths) each having a "free" point. This means, for at least one direction none of the segments of γ i starting in that point in this direction is a full segment of some of the γ j with j < i. Graphs and webs are special hyphs. The subgroupoid generated by the paths in a hyph υ will be denoted by P υ . Hyphs are ordered in the natural way. In particular, υ ′ ≤ υ ′′ implies P υ ′ ⊆ P υ ′′ . The set A of generalized connections A is now defined by A := lim ← −υ A υ ∼ = Hom(P, G), with A γ := Hom(P γ , G) given the topology induced by that of G for all finite tuples γ of paths. For those γ we define the (always continuous) map π γ : A −→ G #γ by π γ (A) := A(γ). Note, that π γ is surjective, if γ is a hyph. Finally, for compact G, the AshtekarLewandowski measure µ 0 is the unique regular Borel measure on A whose push-forward (π υ ) * µ 0 to A υ ∼ = G #υ coincides with the Haar measure there for every hyph υ.
Richness and Splittings
Let n ∈ N + be some positive integer. We recall the notions "richness" and "splitting" from [9] . Proofs not presented in this section are either given in [9] or are obvious.
Definition 3.1 We define
• V n to be the set of all n-tuples with entries equal to 0 or 1 only;
We have, e.g., G (1,0,1,0) = {(g, e G , g, e G ) | g ∈ G}.
Richness
Definition 3.2 An ordered subset V ⊆ V n is called rich iff 1. for all 1 ≤ i, j ≤ n with i = j there is an element v ∈ V with v i = v j and 2. for all 1 ≤ i ≤ n there is an element w ∈ V with w i = 0.
For instance, let n = 4. Then V := {(1, 1, 0, 0), (1, 0, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1)} is rich, but {(1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 0)} is not because it fails to fulfill the first condition for i = 1 and j = 4.
Next we quote the main theorem on rich ordered subsets from [9] . Note that every connected compact semisimple Lie group equals its commutator subgroup.
Theorem 3.1 Let G be a connected compact semisimple Lie group and n be some positive integer. Then there is a positive integer
On the other hand, we use G n as usual for the n-fold direct product G × · · · × G of G. Note, moreover, that q(n) in the theorem above does not depend on the ordering or the number of elements in V . Finally, we have
Splittings
• Let V and V ′ be n-splittings. V ′ is called refinement of V (shortly:
V ′ ≥ V ) iff every v ∈ V can be written as a sum of elements in V ′ .
Directly from the definition we get Lemma 3.2 • We have V ≤ V max for all n-splittings V , where V max contains precisely the elements of V n having precisely one component equal 1.
Lemma 3.3
We have for all n-splittings V and V ′ with V ≤ V ′ :
. π V is a * -homomorphism and 4. π Vmax is the identity.
Clear by the properties of n-splittings. 4. Trivial. qed Lemma 3.4 For every n-splitting V we have
Definition 3.5 Let n ∈ N + be some positive integer, S be some set and s be some n-tuple of elements of S. Then the splitting V ( s) for s is given by 
Consistent Parametrization
In this short section, consistently parametrized paths [5] are studied. These are paths whose parameters coincide if their images in the manifold M coincide. We will prove that those paths can always be decomposed at finitely many parameter values such that the subpaths generated this way are graph-theoretically (hence [7] measure-theoretically) independent, unless they are equal.
Definition 4.1 Let γ = (γ 1 , . . . , γ n ) be some n-tuple of edges.
• γ is called nice iff its reduction R(γ) := {γ 1 , . . . , γ n } is a hyph. 3 • γ is called consistently parametrized iff for all i, j = 1, . . . , n we have
For example, we have for γ = (γ 1 , γ 2 , γ 3 , γ 4 ) with γ 2 = γ 4
Proposition 4.1 Let γ be a consistently parametrized n-tuple of edges and I ⊆ [0, 1] be some nontrivial interval (i.e. I consists of at least two points). Then there is some N ∈ N + and a sequence min
is a disjoint union and a hyph, i.e., in particular, each γ|
Proof • Let γ = (γ 1 , . . . , γ n ). Define for every τ ∈ I and every i = 1, . . . , n the sets
Observe first, that I τ,±,j,k is always closed, since edges are continuous mappings from [0, 1] to M and γ is consistently parametrized. Moreover, it is always connected and contains τ unless it is empty. Consequently,
is always a closed and connected, but possibly empty subset of I. (The sets I τ,± are assumed empty, if I τ,±,j,k \ {τ } = ∅ for all j = k.) More precisely, we have two cases. Excluding the exception τ = max I, we have: ] for all j = k. Similar results are true for I τ,− .
• Assume first that there is some τ ∈ I such that I τ,+ (for τ = max I) or I τ,− (for τ = min I) is empty. Then we have in the first case
is a hyph. Defining τ 0 := min I and τ 1 := max I, we get the assertion. The second case is completely analogous.
• Assume now that there is no τ ∈ I such that I τ,+ (for τ = max I) or I τ,− (for τ = min I) is empty. − Construction of the sequence (τ i ) in I Set τ 0 := min I. Then proceed successively, until τ j = max I for some j:
1. τ 2i+1 exists, since I τ 2i ,+ is always a closed interval. Moreover, τ 2i+1 > τ 2i , since by assumption τ 2i = max I and I τ 2i ,+ is nonempty, hence a nontrivial interval starting at τ 2i . 2. τ 2i+2 exists. In fact, since by construction min I ≤ τ 2i < τ 2i+1 < max I and so neither I τ 2i ,+ nor I τ 2i+1 ,− are empty, we get τ 2i+1 ∈ I τ 2i ,+ ∩I τ 2i+1 ,− . Hence, the set J which τ 2i+2 is supposed to be the maximum of, is nonempty. It remains the question whether J has indeed a maximum. For this, set σ := sup J and assume σ l ↑ σ strictly increasing with non-empty I τ 2i ,+ ∩ I σ l ,− for all l ∈ N. Fix j = k. There are two cases:
Then I σ,−,j,k \ {σ} is empty: Otherwise, there would be some l 0 ≥ l ′ such that σ l 0 ∈ I σ,−,j,k , and then
Then there is an infinite subsequence (σ lq ) of (σ l ), such that we have
τ 2i+1 ∈ I σ,−,j,k . Altogether, since I σ,− = ∅ by assumption, we have τ 2i+1 ∈ I σ,− , and so σ ∈ J, since τ 2i+1 ∈ I τ 2i ,+ . Obviously, τ 2i+2 ≥ τ 2i+1 . − Stopping of the Construction Suppose, there were no N ∈ N such that τ N = max I. Then (τ i ) i∈N is a strictly increasing sequence in I having some limit τ ∈ I with τ i < τ for all i. Of course, τ > min I. Let τ ′ ∈ I τ,− with τ ′ < τ . (Remember that I τ,− is nonempty.) Then there is
. This implies by the second step of the construction above, that τ ≤ τ 2i 0 +2 . This, however, is a contradiction to τ > τ i for all i.
− Final adjustment
Drop now all τ 2i+2 from that sequence with τ 2i+1 = τ 2i+2 , and denote the resulting finite subsequence again by (τ 0 , . . . , τ N ). This sequence fulfills the requirements of the proposition:
Let first i correspond to some "originally" odd i. Choose some path in
This means, they define the same element in R(γ|
is a hyph. The case of "even" i goes analogously.
is a hyph and a disjoint union. The consistent parametrization of γ implies that
(or any other relation ↓↑, ↑↓ or ↓↓) is possible for i = i ′ only. Together with the previous step we get the assertion. qed
Basic Facts about Webs
Let us start with some definitions. Note that the definition of the γ-type of a point is slightly different from that in [5] .
Definition 5.1 Let γ be some n-tuple of paths.
• A point x ∈ M is called γ-regular iff x is not an endpoint or nondifferentiable point of one of the paths in γ and there is a neighbourhood of x whose intersection with im γ is an embedded interval.
Definition 5.2 Let γ be some n-tuple of paths.
• For every x ∈ M we define the γ-type v(x) ∈ V n of x by
• For every consistently parametrized γ we define
For consistently parametrized γ, obviously, V (γ(τ )) is the set of all γ-types of points in γ(τ ). Note, moreover, that in general the set V γ of types in γ and the splitting V (γ) for γ do not coincide. For instance, we have in the case of Figure 1 (see page 17 with γ := (γ 1 , γ 2 , γ 3 , γ 4 ))
In a certain sense, V γ is finer. V (γ) only looks whether two whole paths are equal or not. V γ looks closer at the image points of γ.
We now recall the definition of tassels and webs owing to Baez and Sawin [5, 4] .
. . , c n } of paths is called tassel based on p ∈ im T iff the following conditions are met:
T can be consistently parametrized in such a way that c i (0) = p is the left endpoint of every path c i . 3. Two paths in T that intersect at a point other than p intersect at a point other than p in every neighborhood of p. 4. For every neighbourhood U of p, any T -type which occurs at some regular point in im T occurs at some regular point in U ∩ im T . 5. No two paths in T have the same image.
• A finite collection w = w 1 ∪ · · · ∪ w k of tassels is called web iff for all i = j the following conditions are met: 1. Any path in the tassel w i intersects any path in w j , if at all, only at their endpoints. 2. There is a neighborhood of each such intersection point whose intersection with im (w i ∪ w j ) is an embedded interval. 3. im w i does not contain the base of w j .
Next, we list some important properties of webs that can be derived immediately from statements in [5] . The proofs are given in [9] . Lemma 5.3 Let w be a web. Then for all v ∈ V w there is some V ∈ V(w) with v ∈ V . In particular, V(w) is nonempty (if w is nonempty).
Corollary 5.4 V ∈V(w) V equals V w for every web w and is rich.
Operator-Valued Integrals
Let now G be compact. Let us fix some positive integer n and some n-tuple ϕ = (ϕ 1 , . . . , ϕ n ) of irreducible (unitary) representations of G with X i being the representation space of ϕ i . Set ϕ := k ϕ k to be the tensor product representation of G n on X := k X k corresponding to ϕ. Moreover, let Y := X ⊗ X. Y is now the representation space for the G n -representation 
using the translation invariance and normalization of the Haar measure. Hence, we get
Scalar-Product Projectors
Definition 6.2 We define for all n-splittings V
and set P 0 := P Vmax .
Lemma 6.3
We have for all n-splittings V and V ′ :
5 Note, that · F is, in general, not a matrix norm due to the normalization.
Proof 1. Using Lemma 3.3 and the homomorphy property of ϕ, we have
where we used in the third step that the Haar measure is normalized and invariant w.r.t. g ′ −→ π V ( g) −1 g ′ . P V ′ P V = P V follows precisely the same way. 2. Follows from Lemma 6.2 since each ϕ k is unitary and π V is a * -homomorphism. 3. Follows from V ≤ V max for all V and the statements above. 4. Being a projection, P V = 1 unless P V is zero. Since P V P 0 = P 0 and P 0 = 0 (for an explicit computation of its matrix elements see the proof of Lemma 6.5), y) ). Since G n ρ l dµ Haar equals 0 if ρ l is non-trivial and equals 1 if ρ l is trivial, we have
qed Lemma 6.4 Let V ⊆ V n be some subset and define
By assumption, every element in G n can be written as some finite product of elements in G V V , hence in v∈V V G v as well. By the homomorphy property of ϕ, we get the invariance of y w.r.t. (ϕ ⊗ ϕ)(G n ), hence y ∈ P 0 Y . qed
More General Operators
Lemma 6.5 For every continuous D :
Proof Introducing some bases on the X i and then forming multi-indices we have
qed Definition 6.3 Let V be some n-splitting and let
In other words, D V,q just projects to the subspace of X which is orthogonal to the subspace that carries the trivial representation after tensoring all ϕ i where i is "equivalent" to q, i.e. where i is running over all components in v being 1 where v is just the element in V whose q-component is 1. Note, furthermore, that
Lemma 6.6 For every n-splitting V and every 1 ≤ q ≤ n we have
, we may assume q = s V (q). Then, using the unitarity of φ and ϕ k and the fact that tensor products for terms depending on different g k contribute to the norm as separate factors, we have
qed Lemma 6.7 For every n-splitting V and every 1 ≤ q ≤ n we have Q V,q ≤ 1.
Proof By construction, D V,q is a * -homomorphism. Now, Lemma 6.2 gives the assertion. qed
Application to Nice Sets of Paths
Lemma 6.8 For every nice n-tuple γ of edges and every continuous f :
Proof Assume γ nice and, w.l.o.g., R(γ) = {γ 1 , . . . , γ k }. Then
Since, by assumption, R(γ) is a hyph and µ Haar is normalized, we get the assertion from (π R(γ) ) * µ 0 = µ k Haar . Since the Haar measure is permutation invariant, we get the proof for arbitrary R(γ). qed Corollary 6.9 For every nice n-tuple γ = (γ 1 , . . . , γ n ) of edges we have
Conjecture of Lewandowski and Thiemann
First we recall very briefly the definition of spin webs and then the two different notions of degeneracy [11] . The conjecture of Lewandowski and Thiemann will say that both are equivalent. Throughout the whole section, let G be compact. 
• The spin web space H w, ϕ for the spin web (w, ϕ) is the C-linear span of all spin web states for (w, ϕ). The web space H w is defined to be the closure of the C-span of all possible spin web states to the web w.
We remark that the definition above can be extended directly from webs to hyphs.
Before we come to the definition of degeneracy, we still have to define for every edge s the projection p s : H −→ H as follows [11] : Let first e be an edge and Ψ ∈ H e . Then, p s Ψ := Ψ if e and s are disjoint (maybe up to their endpoints), and p s Ψ := (T e,0 , Ψ)T e,0 ≡ (1, Ψ)1 if e is a nontrivial subpath of s. This means, p s projects onto the part in H s carrying the trivial representation. For the general case, let υ = {γ 1 , . . . , γ n } be some hyph with υ ≥ {s} and let Ψ = Ψ k ∈ H γ k , then p s Ψ := p s Ψ k . One immediately checks that p s is well defined. Thus, we may extend this definition by linearity and continuity. )) is ϕ-degenerate, i.e. there is some wregular point x ∈ im w such that the trivial representation is contained in the decomposition of j:x∈im w j ϕ j into irreducible representations.
• A spin web (w, ϕ) is called strongly degenerate iff there is a sequence (s l ) l∈N of disjoint w-regular segments in w such that lim
Here, a w-regular segment equals w q | I for some w q ∈ w and some interval I ⊆ Proof Since V w = V ∈V(w) V is rich by Corollary 5.4, and since G is compact, connected and semisimple, Theorem 3.1 guarantees that [G Vw ] •q = G n for some q ∈ N + . Now, Lemma 6.4 gives the proof. qed Proof Theorem 7.1 Let first (w, ϕ) be some spin web that is not weakly degenerate. Then p s Ψ = 0 for all Ψ ∈ H w, ϕ and all w-regular segments s in w. Consequently, lim
whence (w, ϕ) is not strongly degenerate. Let now (w, ϕ) be some weakly degenerate spin web. Since the proof of its strong degeneracy is much more technical, we proceed in several steps.
Notations
We denote the elements of V(w) by V 1 , . . . , V N . Since (w, ϕ) is weakly degenerate, there is some v ∈ V w , such that k:v k =1 ϕ k contains the trivial representation. By Lemma 5.3, there is some W ∈ V(w) with v ∈ W . Finally, let 1 ≤ q ≤ n be some number with v q = 1, where n as usual is the number of paths in w.
Decomposition of w
Let us construct a sequence (τ i ) in [0, 1] that will be used for the decomposition of w. For this, we first define inductively a strictly decreasing sequence (σ i,j ) i∈N,0≤j≤N as follows (σ 
Here, we have been quite sloppy with the notation in the case that i or j are getting out of range. In these cases, we extended our definitions naturally, i.e., σ , τ 1 , τ 2 , . . .). Additionally, we define a i ∈ N for every i by τ a i = τ i,0,N i,0 . This is precisely the endpoint of the (2i + 1)-st 6 interval (i.e., [τ a i +1 , τ a i ]) in our construction having splitting W . Finally, we define To see this, use that w| [0,τ ] is a web again for all webs w and all τ > 0. c) w|
This is a consequence of the consistent parametrization of w.
This comes from the consistent parametrization again. e) Performing the multiplication with decreasing indices, we have
Since each reduction involved is a hyph itself, this comes from the consistent parametrization.
Estimation of products of projections
Let ε be given. Consider the set V := i {V (i)} of all splittings occurring in the above decomposition. Of course, V is finite, because there are only finitely many n-splittings at all. Moreover, V(w) ⊆ V, and every V l ∈ V(w) occurs infinitely often in (I 0 , I 1 , . . .). Since every P V is a projection (Lemma 6.3) and since V ∈V(w) P V Y = P 0 Y (Lemma 7.2), Proposition A.1 guarantees that for every i ∈ N there is some integer
, ε ν ) with ε ν := (1 + ε) 1/2 ν+2 − 1 for all ν ∈ N. For starting, we set l ε −1 := −1 and a −1 := −1. Since K(l, ·) > l for all l, we have a l ε ν+1 > a l ε ν , i.e. indeed a strictly increasing sequence (l ε ν ). Moreover, we have a l ε ν+1
Let us consider the second product. By Lemma 6.5 we have
Due to the choice of W and q, we have D W,q F < 1 by Lemma 6.6. Thus, there is some L(ε) ∈ N, such that
Consequently,
5. Application to the spin web (w, ϕ) We have for all
] which is just the (2i + 1)-st interval in our originally chosen sequence whose corresponding splitting is W . Extending the action of p s naturally from the spin web states (T w, ϕ ) i j to the corresponding operators T w, ϕ , we get
for all strictly increasing (finite) sequences (l 0 , . . . , l L ), where w.l.o.g. l −1 = −1. Thus, we get
(Lemma 6.8 and Corollary 6.9)
Here we used that V (w| I i ) = V (i) and V (a lν ) = W . Moreover, we exploited the definitions of Q W,q (Definition 6.3) and p s (page 11) to replace the (1−p s l )-terms by Q W,q . Finally, note that w| J i is always a web, hence V (w| J i ) = V 0 . Let now (T w, ϕ ) i j be some spin web state for (w, ϕ). Then
is just some matrix element of the above operator on Y . Since Y is a finitedimensional Hilbert space, all norms are equivalent, hence there is some constant C ∈ R (depending only on Y and the norms fixed from the beginning), such that
6. Final step: Proof of the Lewandowski-Thiemann conjecture Let ε > 0 be given. Choose (l ε 0 , l ε 1 , . . .) as above. Then there is some L(ε), such that (2) is fulfilled. Consequently, setting
because (1 − p s ) is a projection. Moreover, we used that (1 − p s ′ ) and (1 − p s ′′ ) commute, if im s ′ and im s ′′ are disjoint. Note that C does not depend on ε, but only on the fixed spin web.
By linearity we get lim
We remark finally that the Lewandowski-Thiemann conjecture can be extended even to arbitrary connected compact Lie groups G -with one restriction, of course: In general, it is only true for webs w where V w generates full R #w . In fact, then we have [G Vw ] •q = G n for some q ∈ N. [9] This has been the crucial ingredient for the proof of Lemma 7.2. In the proof of the Lewandowski-Thiemann conjecture itself, the assumption of semisimplicity has been used only indirectly to guarantee the applicability of the lemma just mentioned.
"Standard" Example of a Web
The original idea [11] of Lewandowski and Thiemann to prove their conjecture was that it should always be possible to find degenerate segments s l , such that -in our terminology -the portion of the web between two subsequent intervals corresponds always to P 0 , which is given if these portions are measure-theoretically, i.e. in a certain sense "strongly" independent. They argued that, for that purpose, it ought to be sufficient to prove just the holonomical independence of these portions. Unfortunately, this is not the case as we will see in this section. Therefore, the article [9] , where the holonomical independence has been established, cannot prove the Lewandowski-Thiemann conjecture yet. However, all this is not a real problem, since we have now been able to prove in the present article that these portions can be chosen, such that the corresponding operators are sufficiently close to P 0 which still gives the proof.
In this final section we consider G = SU (2). Let now V 1 := {(1, 1, 0, 0), (0, 0, 1, 1)} and V 2 := {(1, 0, 1, 0), (0, 1, 0, 1)} be two 4-splittings. Moreover, let the quadrupel ϕ = ( Figure 1 : Standard Example of a Web [4, 11] Note that the holonomical independence of γ is independent of the ultralocal trivialization chosen to define the group values h A (γ) of parallel transports for A.
Proposition 8.2 Let G = SU (2) and let w be the web of Figure 1 , where each of the four paths in w is labelled by the 1 2 -representation of SU (2). Then we have: 1. This spin web (w, ϕ) is weakly degenerate. 2. w| I is holonomically independent, but not measure-theoretically independent for every interval I ⊆ (0, 1] whose image under w contains at least four subsequent bubbles.
We remark that w| I is measure-theoretically independent if and only if 0 is contained in I (and I is nontrivial, of course).
Proof • The weak degeneracy of (w, ϕ) is clear.
• w| I is not measure-theoretically independent. Applying the terminology of Section 6 to the case of the given spin web, we see that
′′ ik jl . Here, V 1 and V 2 are again given as above. These are precisely the two splittings that occur in w for w-regular parameter values. P ′ is the identity, if the bubble, that is (at least partially, but nontrivially) passed first by w| I (when running through I with increasing parameter values), corresponds to splitting V 1 . It equals P V 2 otherwise. Analogously, P ′′ is the identity, if the last (partially) passed bubble is of splitting V 2 , and equals P V 1 otherwise. Finally, B is the number of double bubbles of "type" (V 1 , V 2 ) passed by w| I (one bubble may be passed only partially). Note that I does not contain 0, hence B is indeed finite. If w| I were measure-theoretically independent, we would get ϕ
jl . This, however, is a contradiction since, by Lemma 8.1, we know that P V 1 P V 2 = P 0 , hence P ′ (P V 1 P V 2 ) B P ′′ = P 0 by Lemma A.3.
• w| I is holonomically independent.
As one checks quite easily, we have
Consequently, the results shown in [9] imply that if two double bubbles (i.e. twice the sequence (V 1 , V 2 ) or (V 2 , V 1 ) of splittings) are passed, then the web, restricted to these two double bubbles, is strongly holonomically independent. Since w| I passes at least two double bubbles, we get the assertion. qed
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The author thanks Jerzy Lewandowski for fruitful discussions. The author has been supported by the Reimar-Lüst-Stipendium of the Max-Planck-Gesellschaft and in part by NSF grant PHY-0090091. Proposition A.1 Let H be a finite-dimensional Hilbert space and let P 1 , . . . , P n be (selfadjoint) projections on H. Moreover, let H i := P i H, i = 1, . . . , n, be the corresponding projection spaces. Now, define H 0 := n i=1 H i and denote the projector from H to H 0 by P 0 . Next, let I ⊆ {1, . . . , n} be some subset, such that i∈I H i = H 0 . Finally, let (j k ) k∈N + be a sequence of integers, such that
• every i ∈ I occurs infinitely many times in (j k ) k∈N . Then both N k=1 P j k and 1 k=N P j k converge for N → ∞ in the operator norm to P 0 . Proof First let us assume H 0 = 0.
• Let a nonempty subset L ⊆ {1, . . . , n} be called full iff i∈L H i = 0. Then by [12] for all full L there is some constant ϑ L ∈ [0, 1), such that
all N and for all finite sequences l 1 , . . . , l N of elements in L where every element of L occurs at least once. 7 • The number of full subsets L ⊆ {1, . . . , n} is again finite. Let ϑ be the maximum of all these corresponding ϑ L . Consequently, P l 1 P l 2 · · · P l N ≤ ϑ for all N and for all sequences l 1 , . . . , l N with N k=1 H l k = 0. Of course, ϑ < 1.
• Let now (j k ) be a sequence as given in the assumptions. Since I is full, there exists a strictly increasing sequence (N q ) q∈N of natural numbers with N 0 = 0, such that H j Nq+1 ∩ . . . ∩ H j N q+1 = 0 for all q ∈ N. By the preceding step we have P j Nq +1 · · · P j N q+1 ≤ ϑ for all q ∈ N.
• Setting
i.e., since the sequence A N is non-decreasing, we have A N → 0 for N → ∞. Let now H 0 = 0. Denote by H ′ i the orthogonal complement of H 0 in H i and by P ′ i the corresponding projector. Using P i = P 0 + P ′ i and P 0 P ′ i = P ′ i P 0 = 0 for all i, we get
and thus finally 
The proof for the opposite factor ordering is completely analogous. qed
Finally, we consider the special case of two projectors.
Lemma A.3 Let P 1 and P 2 be orthogonal projections on some Hilbert space H and let P 0 be the orthogonal projection from H onto P 1 H ∩ P 2 H. Then we have for every n ∈ N + (P 1 P 2 ) n = P 0 =⇒ P 1 P 2 = P 0 .
Proof • Assume first P 0 = 0. Since P 1 and P 2 are hermitian (i.e., in the real case, they equal their respective transposes), (P 1 P 2 ) m P 1 is hermitian for m ∈ N. Since A 2 = A 2 for all hermitian operators A, we have (
Choosing some s with n ≤ 2 s , we get P 1 P 2 P 1 = 0 from (P 1 P 2 ) n = 0. Therefore, P 2 P 1 x, P 2 P 1 x = x, P 1 P 2 P 1 x = 0 for all x ∈ H, hence P 2 P 1 = 0 which implies P 1 P 2 = 0.
• Let now P 0 be arbitrary. Let P ′ i for i = 1, 2 be the orthogonal projector from H onto the orthogonal complement of P 0 H in P i H. By P i = P 0 + P ′ i and P 0 P ′ i = P ′ i P 0 = 0, we get
As shown above, P ′ 1 P ′ 2 = 0, thus P 1 P 2 = P 0 + P ′ 1 P ′ 2 = P 0 . qed
B Integrals of Operator Products
Lemma B.1 Let γ (i) , i = 1, . . . , k, be finite tuples of edges and let υ (i) for every i = 1, . . . , k be some hyph with γ (i) ≤ υ (i) , such that • υ (i) ∩ υ (j) = ∅ for all i = j and • i υ (i) is a hyph.
Then we have for all continuous f i :
Proof Define υ := i υ (i) . Due to γ (i) ≤ υ (i) ≤ υ we have
(υ is the disjoint union of the υ (i) .) Proof Using Lemma B.1 we have for all indices k, l
Note that the independence of i υ (i) implies that of every υ (i) . qed C SU (2) Integral Formulae
The basic formula [6] we will exploit below is
Here, g µ ν , as usual, denotes some matrix function on SU (2). Set S := 6 g Proof Observe first that S = 0 iff either both brackets are zero or the first equals 1 and the second equals 2. However, if the second were 2, then µ 1 = µ 2 = ρ 1 = ρ 2 and ν 1 = ν 2 = σ 1 = σ 2 , hence the first bracket were 2 implying S = 2. Consequently, S = 0 iff both brackets are zero. By positivity, S = 0 iff each of the four Kronecker products vanishes. Hence, S = 0 iff
The assertion can now be verified immediately. 
