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Abstract
Operators are currently considering the deployment of small cells to complement their macrocellular networks and in
crease their coverage and capacity. However, in order to roll-out a large number of small cells and allow anytime, anywhere
wireless broadband connectivity through wireless technologies, operators must still face the challenge of backhauling
the traffic from the small cells to the core network in a cost-effective manner. In this paper, backhaul challenges for
small cell base stations (BSs) are discussed, and potential wired and wireless solutions together with their benefits and
drawbacks are presented. The use of large scale antennas systems and free-space optics is also discussed. Moreover,
a wireless backhaul planning tool targeted at finding the most cost-effective backhaul solution using a mixture
of wireless technologies is presented. Simulation results confirm that the optimum backhaul solution is a combination
of various options, which can overcome inherent scenario constraints while providing a cost-effective performance.
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1 Introduction
Long Term Evolution (LTE) can significantly boost net-
work capacity compared to high-speed packet access
(HSPA), using more antennas and bandwidth as well as
providing a higher spectral efficiency through opportunis-
tic scheduling. However, this network capacity improve-
ment will not be sufficient to meet the future user
equipment (UE) traffic demands, which have been fore-
casted to grow exponentially over the coming years [1].
As a result, vendors and operators are looking for new
approaches to increase network capacity.
Among the considered approaches, network densifica-
tion has been heralded as the most promising solution
to meet the predicted traffic demands, since it has the
potential to increase network capacity with the num-
ber of deployed cells through spatial reuse [2]. However,
because of the limited rooftop space, the densification of
today’s macrocellular networks comprised of high trans-
mit power base stations (BSs) is only possible up to
a certain extent, resulting in minimum inter-site dis-
tances (ISDs) of around 250m. Therefore, further network
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densification requires new BSs with a smaller form factor,
the so-called small cell BSs [3], which offer more flexible
deployment opportunities.
Small cell BSs are low-cost low-power BSs, which have
similar functionalities as macrocell BSs but with a much
smaller form factor. They are mainly deployed to pro-
vide localised coverage and capacity at households or in
hot-spot areas such as city centres and transport hubs.
Small cell BSs use the same interfaces (S1, X2, Iub, Iuh)
as macrocell BSs and thus can be easily integrated, coex-
ist and cooperate with the existing macrocellular net-
works [3]. However, in contrast to existing macrocell BSs,
which often can only be deployed within a few hun-
dred metres of their ideal location due to site acquisition
issues, small cell BSs can be placed much closer to their
ideal positions given their reduced size. As a result, they
can be deployed in strategic locations to leverage current
infrastructure, while taking UE densities, traffic demands
and radio propagation conditions into account [4]. For
example, small cell BSs can be deployed either
• outdoors on street furniture (e.g. lamp posts, bus
shelters and buildings sides) to provide service to
the surrounding streets and the lower floors of
buildings; or
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• indoors in public spaces and highly demanding areas
as well as in the middle floors of high buildings to
provide service to its middle and high floors and those
of neighbouring buildings.
A blanket of small cell BSs can also be used to cover
hot-spot areas that are beyond the coverage/capacity of a
single small cell BS [3].
Due to their deployment flexibility and lower mainte-
nance costs and because they have been shown to signif-
icantly improve network capacity, operators are already
widely adopting small cells [5]. According to the Small
Cell Forum, around 67 % of the operators have already
deployed indoor small cells (i.e., femtocells) and it is pre-
dicted that the number of deployed femtocells will consid-
erably increase from 4.3 million to 36.8 million by 2015.
AT&T has also announced the deployment of more than
40,000 outdoor small cells (i.e., metrocells) by the end
of 2015 [6]. However, despite their benefits, in order to
roll-out a large number of small cells, operators must still
face the challenge of backhauling the network traffic from
small cell BSs to the core network. Indeed, a recent sur-
vey [6] showed that around 56 % of operators consider
backhaul as one of the greatest challenges in future cellular
communications. This is mainly becausemost of small cell
BSs do not always have access to wired backhaul connec-
tivity and because today the cost of the wireless backhaul
equipment exceeds the cost of the small cell BS itself.
In this paper, we discuss challenges and prospective
solutions to backhaul. In more detail, in Section 2, the
concept of backhaul and the main differences between
macrocell and small cell backhauls are introduced. In
Section 3, the most important challenges in small cell
backhaul are discussed. In Section 4 and Section 6, current
and more futuristic solutions to small cell backhaul are
presented, respectively. In Section 5, a case of study that
assesses the performance of current wireless small cell
backhaul solutions is shown. In Section 7, the conclusions
are drawn.
2 Small cell backhaul
In this section, the concept of the backhaul network and
its principal components are introduced, together with
the main differences between macrocell and small cell
backhauls.
2.1 Backhaul architecture
The term backhaul network refers to the intermediate
network that includes the links between the radio access
network and the core network. The backhaul network
thus starts at the cell site and ends up in the core network
as shown in Fig. 1. In the following and for the sake of clar-
ity, we describe the principal components of a backhaul
network as well as some related concepts.
• Macrocell refers to the coverage area provided by
a high transmit power BS. The macrocell radius is
around 0.25–10 km with antenna heights over 25
metres.
• Small cell refers to the coverage area provided by a
low transmit power BS. The small cell radius is around
10–200 m with antenna heights under 25 metres.
• Point of Presence (PoP) refers to a central access point
where the traffic from different cells is aggregated.
Rooftop macrocell BSs can act as PoPs to underlay
small cell BSs, with a PoP density of around 9 sites per
square kilometre assuming an ISD of 500 m.
• Small cell (aggregation) gateway can be used to pro-
vide connectivity for a number of small cells to the
backhaul network, acting as an aggregation point and
a PoP. The small cell aggregation gateway improves
scalability, reduces the number of required S1 inter-
faces and provides control and user plane functional-
ities to lower the signalling load on the core network
components [3]. However, small cell connectivity to
the small cell aggregation gateway may not always be
available.
• Line-of-Sight (LOS) refers to a scenario where the
small cell BS accesses the PoP via a direct non-
blocked link, while Non-Line-of-Sight (NLOS) refers
to a situation where the radio transmission across the
direct path between the small cell BS and the PoP
is obstructed, usually by a physical object. In case
of NLOS, the main communication occurs through
reflection, diffraction and/or diffusion.
• Point-to-Point (PtP) refers to a one-to-one communi-
cation between the PoP and a small cell BS.
• Point-to-Multipoint (PtMP) refers to a one-to-many
communication between the PoP and multiple small
cell BSs. PtMP communications are very much related
to NLOS conditions and low-frequency bands (e.g.,
sub-6 GHz) and are able to overcome signal obstruc-
tions. In this case, the PoP acts as a unique data sink
and can be equipped with either an omnidirectional
antenna or a number of directional antennas point-
ing in different directions, e.g., antenna arrays with
static beams, large scale antenna systems (LSAS) [7].
The latter solution with directional antennas enables
the use of higher frequency bands and thus larger
bandwidths due to the higher antenna gains, provided
that LOS exists. However, the use of an omnidirec-
tional antenna at the PoP eases the built-in installation
and coordination requirements imposed due to beam-
forming.
2.2 Macro and small cell backhaul differences
Since small cell BSs are deployed in larger numbers and
should incur a much lower cost than macrocell BSs,
the cost per small cell backhaul connection has to be
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Fig. 1 Backhaul network architecture [3]
significantly lower than that per macrocell backhaul con-
nection. As a result, the small cell backhaul has to be
a packed version of the macrocell backhaul. In order to
achieve this objective, the small cell backhaul should be
properly dimensioned and quality of service (QoS) could
be relatively relaxed in terms of backhaul capacity in cov-
erage scenarios (e.g., coverage expansion) and backhaul
availability in capacity scenarios (e.g., hot spots) [3].
While dimensioning small cells backhauls, it is impor-
tant to consider that small cell BSs may have a higher
peak and busy hour throughput thanmacrocell BSs, which
emphasises the need for high capacity backhaul links to
meet the expected small cell QoS requirements at busy
time periods. Small cell BS may also generate in aver-
age less but burstier traffic than macrocell BSs, due to its
lower number of connected UEs, and thus, traffic aggre-
gation may be essential to improve the efficiency and
reduce the cost of small cell backhaul. Aggregating back-
haul traffic through a linear backhaul topology may be
the easiest solution to realise. However, this topology may
result in single points of failure, which encourages oper-
ators to consider more resilient but expensive backhaul
topologies, e.g., star and mesh.
From an implementation perspective, providing small
cell backhaul at street levels is more challenging and
expensive than providing macrocell backhauling at
rooftops. This is because it is difficult to reach street
levels using inexpensive LOS links. Deploying backhaul-
ing at street levels also requires backhaul equipment
which has to be compact and secure to avoid acci-
dental damages and tampering as well as to ease the
deployment.
3 Technical challenges for small cell backhauling
In this section, a survey of the main technical challenges
that vendors and operators need to address to provide a
cost-effective small cell backhaul is presented.
1. Physical Design/Hardware Architecture
Different types of small cell BSs may require differ-
ent types of backhaul designs and architectures since
they can be deployed at very different locations1.
Therefore, the physical design and architecture is a
critical difference between various backhaul solutions,
which impacts the possibility of different deployment
locations and the associated backhaul costs. Three
physical structures are generally considered, which
are referred to as full separation, moderate separation
and full integration. In the first case, the small cell and
backhaul units are two entirely separated structures
with separate enclosures, while in the second case,
they are placed within a single enclosure which better
protects the interconnections between the small cell
and backhaul units against weather, accidental dam-
ages and tampering. As an alternative, the backhaul
unit may be completely integrated into the small cell
BS. This reduces the size and eases the deployment of
the solution. In all cases, electrical surge protection,
secure mounting and safety cable connector locks
have to be used tominimise the probability of physical
contact with the general public [3].
2. Coverage
Providing a high quality connectivity between the
small cell BSs and the core network is a challenge,
and it may require large planning efforts since various
existing backhaul solutions encounter distinct diffi-
culties. The backhaul coverage of a wired solution
is defined by its deployment and connecting sockets,
while that of a wireless solution is defined by the cov-
erage of the PoP, i.e., the area where small cell BSs can
connect with such PoP. The larger the PoP backhaul
coverage, the less PoPs are needed but the higher the
probability of NLOS.
• In terms of wired solutions, due to the high
costs associated with the installation of new
wired connections, the existing infrastructure
may highly dominate the deployment of small
cell BSs and PoPs. For example, small cell BSs
and PoPs can be deployed to leverage current
fibre infrastructure. However, this may result in
sub-optimal small cell BS and PoP place-
ment from an off-loading or radio propagation
perspective.
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• The wireless solutions have to consider whether
LOS or NLOS links and PtP or PtMP communi-
cations are available/used between the small cell
BSs and the PoPs. Considering the provision of
wireless backhaul coverage through LOS wire-
less links, the main challenge is the availability
of a clear link between the small cell BS and the
PoP. Figure 2 shows the probability of LOS ver-
sus distance in urban environments based on the
WINNER II channel model, which drops to less
than 0.5 for distances beyond 75 m. Therefore,
in co-channel deployments, where small cells are
not deployed close to macrosites to avoid inter-
ference, LOS wireless backhaul may not be seen
as a feasible solution in a large number of cases.
Moreover, the wireless backhaul coverage is also
impacted by atmospheric attenuation. Certain
frequencies suffer from higher attenuation than
others, due to the mechanical resonance of gas
molecules [8, 9]. Since atmospheric loss has its
most significant impact on links of over 1 km,
this may not be a bottleneck to small cells if they
are located within distances of a hundred metres
from the PoP. As a result, LOS links for small
cell BSs may not always be feasible, only at short
distances, and NLOS links may have to be used
in dense urban areas, as they enable more small
cell deployment locations. PtMP communica-
tions may also facilitate backhaul deployment
with respect to PtP communications since the
PoP covers a wider area and does not require
antenna alignment. However, NLOS and PtMP
solutions both suffer from low capacity because
of the constrained spectrum availability at lower
frequency bands, usually associated to them, and
due to the multiplexing of several small cell flows
at the PoP.
Fig. 2 Probability of LOS link versus distance
3. Capacity
The backhaul capacity must not constrain the small
cell capacity [3]. Thus, the backhaul capacity should
be able to support the busy hour traffic and have
enough margin to cover its future growth and sta-
tistical variation [10]. In wireless backhaul, the avail-
able bandwidth, share of radio resources and mod-
ulation scheme (and hence SINR) impact the back-
haul capacity. However, dimensioning the backhaul
capacity for the worst case scenario will result in
over-provisioning and more expensive solutions. This
is because providing high capacity may require the
deployment of more PoPs and the use of more
sophisticated technologies. As a common indica-
tor for dimensioning, the busy hour traffic can be
assessed with regard to two different loading condi-
tions, known as busy times and quiet times, resulting
in two traffic indicators, the quiet time peak cell
throughput and the busy time mean cell through-
put, respectively [4]. During quiet times, it is most
likely that a single UE has access to the whole spec-
trum. If the signal quality of this UE is high, the
cell throughput reaches its peak. This condition is
referred to as the quiet time peak cell throughput.
In contrast, during busy times, many UEs access the
spectral resources of the cell and experience different
signal qualities, and the busy time mean cell through-
put can be computed averaging the throughputs of all
UEs during the busy hour. Dimensioning the back-
haul network for the busy time mean cell throughput
will result in a reduced cost, since it is always lower
than the quiet time peak cell throughput, butmay pre-
vent operators to exploit the full benefit of small cells.
The minimum target today in order to backhaul LTE
small cells is around 50Mbps, and 150Mbps or higher
capacities are required to support peak data rates [10].
These numbers are expected to grow asmultiple radio
access technologies and additional spectrum become
available for small cells.
4. Synchronisation
Frequency and time synchronisations are essential to
guarantee that transmitted signals use their specific
allocated channels and comply with license regula-
tions and system requirements. Time synchronisation
is also particularly critical in time division duplex-
ing (TDD) systems to avoid interference between the
downlink and uplink of adjacent cells and enable
enhanced features such as enhanced inter-cell inter-
ference coordination (eICIC) and coordinated mul-
tipoint (CoMP) transmission/reception. The Global
Navigation Satellite System (GNSS) can be used to
provide accurate frequency and time synchronisa-
tion outdoors, but it may not work well indoors or
outdoors where there is limited or no view of the
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sky [3]. In this case, achieving frequency and time
synchronisation may require the support of back-
haul based techniques, which rely on a well per-
forming backhaul solution. The development of new
synchronisation solutions such as local deployment
of a synchronisation server, over-the-air synchroni-
sation techniques or hybrid solutions can ease the
requirements on the backhaul for synchronisation
purposes [11].
5. Cost
The cost factor is one of the most important aspects
to assess the backhaul solution. Backhaul contributes
to a significant portion of the overall small cell cost,
and thus, backhaul cost reduction becomes a priority,
noting that operators aim to bring down the small cell
backhaul cost to about 10 % of the macrocell backhaul
cost.
Backhaul total cost of ownership (TCO) can be gen-
erally classified as capital and operation expenditures,
referred to as Capex and Opex, respectively. The
Capex and Opex costs can be further categorised
into initial and ongoing (annual) costs. For Capex,
the initial costs comprise the Ethernet switching and
equipment expenses such as antennas and waveg-
uides as well as spares, while the annual costs include
backhaul upgrades and expansions. For Opex, the
initial expenses are due to design, installation and
commissioning as well as spectrum license and site
development costs where the latter includes the site
permissions, upgrades and analysis. The contribu-
tors to Capex and Opex costs vary depending on
exploiting wired or wireless backhaul solutions. For
wireless backhaul cost, the main contributors are cell
site router, power connection cost per site, radio
frequency (RF) engineering and annual maintenance
and management costs per link. For wired solutions,
buried cable cost per site, digital subscriber line (DSL)
outdoor modem and fibre cost per metre incur fur-
ther costs to the overall backhaul cost. The Ether-
net leasing also has to deal with monthly bandwidth
charges.
For wireless solutions, the backhaul Capex cost can
be highly impacted by the network topology, i.e., PtP
and PtMP [12]. Considering dense deployments and
reducing the cell radius from 600 to 400 and 300 m,
the backhaul Capex cost may increase from $6.752K
to $14.888K and $27K for PtP solutions and from
$2.964K to $5.352K and $9.704K for PtMP solutions,
respectively. Moreover, the backhaul Opex comprises
of an initial high cost for the purchase and integra-
tion of the new microwave radios into the network,
e.g., $6K–15K for each PtP link. It is worth to men-
tion that for PtMP solutions, the increase in Capex
expenses due to densification is accompanied with
reduction in Opex costs due to smaller footprints
in dense deployments. As an example and accord-
ing to [13], the total Capex and Opex costs for small
cell deployments in urban London over a period of
10 years is around $141M and $1429M, respectively.
This clearly shows the burden that backhaul repre-
sents and the necessity to design more cost-effective
backhaul solutions.
In order to put the backhaul into perspective, the
overall network deployment cost analysis in [14] can
be considered, which takes into account infrastruc-
ture cost, capacity cost and equipment cost. The
authors model the whole network as a superposition
of multiple layers including BS layer, UE layer and
backhaul layer and then discuss the main contributors
to thementioned cost types, including backhaul. They
use the term equipment cost to denote the cost of a
device being deployed (e.g., cell BS, backhaul node),
noting that service providers do not incur any equip-
ment cost. The term capacity cost refers to the cost
involved in connecting two adjacent layers subject
to meeting the required capacity and is modelled as
Ai,i+1× f(r) where Ai,i+1 is the cost per kilometre and
f(r) = rβi,i+1 is a function which indicates the cost
increase based on the distance r between the points
of the layers to be connected and the cost increases
exponentially with βi,i+1. The term infrastructure cost
refers to the cost of physically connecting two points
of the two layers and is similarly modelled as Bi,i+1 ×
g(r) where Bi,i+1 and g(r) are analogous to Ai,i+1
and f(r), respectively. Having discussed the cost types,
the authors further define the overall network cost as
Ctot =∑ λi(Ci+Cφi)where Ci is the equipment cost
at the ith network layer, Cφi is the cost associated with
the ith network layer and λi denotes the node den-
sity in each layer, i.e., BSs, UEs and backhaul nodes
on the ith network layer. Optimisation of the backhaul
solution including the optimised number of backhaul
nodes is necessary and should be conducted subject
to minimising the Capex cost (referred by authors as
deployment cost) as well as meeting the UEs’ required
QoS.
Tables 1 and 2 summarise the values for different cost
types and the corresponding exponents.
Exploiting mesh network topology along with
advanced adaptive coding and modulation (ACM)
schemes and reducing the antenna size are among
techniques that can further reduce the backhaul cost.
Software controlled scalability is also effective in
decreasing the backhaul costs. Employing advanced
processing techniques at small cells which will be
discussed in Section 6.3 can also potentially reduce
the Opex cost. More detailed backhaul cost analysis
is available in [12, 13, 15].
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Table 1 Different cost types values [52, 53]













4 Solutions for small cell backhaul
As discussed earlier, there are various solutions for the
implementation of small cell backhaul, mainly belong-
ing to the two categories of wired and wireless solutions.
This has to be expressed that an ideal backhaul solution
is referred to as one that provides a very high through-
put of around 10 Gbps subject to a latency of less than
2.5 μs. Table 3 summarizes the associated throughput and
latency of various backhaul solutions.
4.1 Wired backhaul from small cell BS to PoP
The wired backhaul takes advantage of its high availability
and capacity. Digital subscriber line (DSL) and fibre form
the main wired backhaul solutions.
1. DSL
The widely deployed telephone infrastructure based
on copper twisted pair is used in the DSL case, which
typically ranges from 256 kbps to 40 Mbps in the
downlink [3]. The main downsides of residential DSL
are the asymmetric bandwidth, which makes DSL
face distance limited bandwidth issues as well as the
asymmetric bandwidth constraints, and the cross talk,
which is the interference between the copper lines in
the same cable and is the main sources of data rate
degradation in DSL. Information about different types
of cross talk can be found at [16].
The standard very high speed digital subscriber line
2 (VDSL2) is an enhancement of DSL and is able to
offer around 40 and 30 Mbps at distances of 400 and
1000 m, respectively. In addition, vectoring and pair
bonding are techniques that can be used in VDSL2 to
deal with cross talk and further boost its performance.
Table 2 Cost exponents [52–54]















5–10 ms 100–1000 Mbps
DSL 15–60 ms 10–100 Mbps
Wireless 5–35 ms 10–100 Mbps
up to Gbps
Vectoring estimates and cancels the interference con-
tinuously and allows all the copper lines to gain higher
capacity [17], while pair bonding increases the band-
width or extends its reach by inverse multiplexing,
i.e., multiple DSL lines are bonded to offer a summed
data rate [17]. VDSL2 with vectoring can achieve
downlink speeds of 100 and 40 Mbps at distances
of up to 400 and 1000 m, respectively. Bonding has
been demonstrated to boost the bandwidth with the
number of copper lines. The two-pair and eight-
pair bonding VDSL2 without exploiting any vectoring
can approach data rates of nearly 80 and 250 Mbps,
respectively[18]. Exploiting both vectoring and eight-
pair bonding techniques with VDSL2, data rates of
350 Mbps for downlink and 70 Mbps for uplink at a
distance of around 1000 m can be achieved. Full study
on performance evaluation of VDSL2 technology is
available at [19–21].
The symmetric high-speed DSL (G.SHDSL) technol-
ogy also uses multipair bonding. However, unlike
asymmetric DSL, it can offer symmetrical perfor-
mance of 22 Mbps over long distances and has been
mainly used in business applications which require
higher speed in both downlink/uplink directions.
Impulse noise protection (INP) with forward error
correction (FEC) is another technique to help VDSL2
against burst errors [17, 22].
Going further, XG-Fast is a new technology, which is
able to achieve a data rate of 10 Gbps through cop-
per lines [23], and its very short length loops makes it
particularly suitable for residential networks. XG-Fast
is a single user technology (no cross talk) and thus
benefits from signal coordination at both transmit-
ter and receiver sides and can exploit more efficient
equalisation techniques. In addition to the discussed
techniques, XG-Fast also benefits from transmitter
controlled AMC, which can further boost the data
rate [23]. With a frequency range of 106 MHz, XG-
Fast can achieve data rates of 500Mbps over distances
of 100 m. Using a higher frequency range of 350MHz,
XG-Fast can enhance the data rate to 1 Gbps symmet-
rical over distances of 70 m. By bonding two pairs of
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lines over a distance of 30 m and a frequency range of
500 MHz, the 10 Gbps data rate can be gained.
2. Fibre
A fibre link is more predictable than a copper one
and can provide significantly higher ranges of up to
100 km. It also can considerably enhance the backhaul
capacity with throughputs of up to 400 Gbps, while
maintaining the connection latency low [3, 5]. The
Ethernet standards determine the properties of fibre
transceivers. Lighting several fibre pairs can consid-
erably boost the backhaul capacity. Optical transport
systems with bidirectional capacity of up to 8.8 Tbps
are already available.
Gigabit passive optical network (GPON) is a PtMP
technology, which uses passive splitters within the
fibre network and allows one single feeding optical
fibre to provide service to multiple network nodes.
GPON can take advantage of a large data packet
to increase bandwidth and spectral efficiency, offer-
ing data rates of 2.488 Gbps for the downlink and
1.244 Gbps for the uplink [24]. In case of bandwidth
shortage, PON engineering techniques can be desig-
nated to change the bandwidth share in order to offer
more bandwidth to high demand nodes. For exam-
ple, wavelength division multiplexing (WDM) is used
in GPON to allow the use of a single optical fibre
for both uplink and downlink. WDM PON utilises
specific wavelengths for specific optical network com-
ponents or links, while they all use the same physical
infrastructure. The detailed structure of GPON tech-
nology is discussed in [25]. Going further, X-GPON
or 10-GPON as the next generation of GPON can
achieve data rates of 10 and 2.48 Gbps for down-
link and uplink, respectively. X-GPON benefits from
long distance coverage of up to 10 km due to its
higher optical power, as well as a significant increase
in number of subscribers by offering the split ratio of
1:128 in comparison to 1:64 in GPON. To deliver the
compatible co-existence of both GPON and X-GPON
technologies, WDM and WDMA technologies are
used for downlink and uplink, respectively. In [26],
a converged optical architecture for backhaul using
WDM PON is presented. The proposed technique
dynamically re-allocates the downlink wavelength for
the purpose of load balancing, which mainly benefits
from guiding the traffic towards frequencies that deal
with less or no congestion.
Fibre based networks are usually implemented using
two infrastructures, fibre to the home (FTTH) and
fibre to the node (FTTN). FTTH takes advantage
of a potential unlimited spectrum, whereas FTTN
uses VDSL2 technology in the last 1000 m to reuti-
lise the operator’s available copper technology. This
avoids the need for trenching fibre to every home,
thus reducing cost, while offering a competitive qual-
ity of service. XG-Fast technology can be considered
to replace the VDSL2 in the FTTN scheme.
In order to leverage the good performance of fibre,
in [27], the authors suggest that small cell BSs should
be deployed at locations with existing fibre links
and they develop a computationally efficient heuris-
tic algorithm to select the most appropriate small
cell locations out of all potential fibre-provided can-
didate sites. However, despite of its advantages, fibre
may not always be available or the associated instal-
lation and/or operating costs may be much higher
than that of DSL. It is also important to note that
considering the need to keep up with the increasing
traffic demands, installing wired backhaul in all new
small cell sites may not be cost-effective, if possible
at all, and wireless backhaul may be the only possible
solution in some cases.
4.2 Wireless backhaul from small cell BS to PoP
The wireless backhaul benefits from its significantly
increased flexibility regarding small cell locations. The
most common wireless backhaul solutions include sub-6
GHz PtMP, microwave PtMP, microwave PtP and mil-
limetre wave PtP. The major criteria in assessment of the
viability of a wireless backhaul solution includes capac-
ity dimensioning, as discussed before, as well as LOS
availability, network topology and carrier frequency.
Since each small cell BS in a dense urban scenario will
meet different environmental conditions, the appropriate
small cell wireless backhaul solution will be comprised of
a mix of backhaul options, which exploits the different
trade-offs among LOS versus NLOS, PtP versus PtMP and
low frequency versus high frequency. These trade-offs are
discussed in the following:
1. LOS Availability
NLOS backhaul solution is an alternative to the tra-
ditional LOS backhaul solution in macrocellular envi-
ronments for cases in which there is no direct path
between the small cell BS and the PoP. NLOS solu-
tions provide a wider coverage area in comparison
to LOS solutions in urban environments, thus easing
the deployment procedure and antenna alignment. In
order to benefit from propagation conditions, NLOS
wireless backhaul is designated for carrier frequen-
cies below 6 GHz [4] and is usually OFDM based to
mitigate the impact of multipath fading with channel
bandwidth of 10 to 20 MHz.
NLOS solutions are highly linked to PtMP topolo-
gies, using a hub module as the PoP to connect the
small cell BSs to the core network. The hub mod-
ule antennas are typically deployed at rooftops to
take advantage of better propagation environment,
Jafari et al. EURASIP Journal onWireless Communications and Networking  (2015) 2015:206 Page 8 of 18
which reduces the path loss and increases the range
between the small cell BSs and the hub module. In
order to increase antenna gain and reduce the inter-
ference, the hub module may use an array of antennas
with advanced beamforming techniques to improve
its performance compared to the use of an omnidi-
rectional antenna. Interference issues are more severe
when NLOS wireless backhaul is used in unlicensed
bands due to the contention for the channel among
UEs of different technologies and operators. NLOS
solutions also suffer from low capacity compared to
LOS solutions due to the limited economically avail-
able spectrum at low-frequency bands.
2. Network Topology
PtP backhaul is highly linked to the availability of LOS
link and depends on high gain narrow beam antennas.
However, in case of absence of such link to the PoP,
the two alternative PtP solutions are hop and daisy
chain solutions. In hop solutions, the small cell BS is
linked to the PoP via a set of intermediate PtP LOS
connections, while in the daisy chain solutions, the
small cell BS connects to the PoP through secondary
locations co-located with other small cell BSs. Thus,
links of close proximity to the PoP have higher capac-
ity requirements in order to accommodate the traffic
demand from several small cell BSs.
PtMP backhaul has a larger flexibility than PtP back-
haul due to the resulting wider coverage area of the
PoP, as discussed before. Moreover, it can lever-
age multiplexing and let the backhaul capacity be
automatically and dynamically shared among mul-
tiple small cell BSs, allowing operators to connect
new small cell BSs to existing PoPs in an on-demand
manner as hot spots appear.
A LOS PtMP backhaul solution where the PoP is
equipped with directional antennas pointing in dif-
ferent directions is well suited for higher frequency
bands due to the larger antenna gains, thus allowing
to exploit larger bandwidths and therefore capacity.
A NLOS PtMP backhaul solution, in contrast, is more
flexible and simplifies the design and implementation
of backhaul networks. In particular, the RF planning
will be minimal, and there will be no need for the
reconfiguration of the backhaul networks at the times
of network expansion. This is distinctly advantageous
in small cell densification as one of the key enablers
of the next generation of mobile communications.
The NLOS PtMP solution also leverages from traffic
aggregation, allowing the operators to deploy fewer
equipments to reduce the costs. Medium access con-
trol (MAC) techniques are essential to allow appro-
priate multiplexing and traffic management [6]. As a
drawback, resource sharing may limit the backhaul
capacity, introduce latency and act as a bottleneck
when neighbouring small cell BSs sharing the same
PoP, are fully loaded and carry high throughputs.
In [12], a NLOS PtMP solution supporting six to eight
small cells (co-located with remotes) is estimated to
provide 250 Mbps throughput and reduce the back-
haul TCO by almost 60 % over the course of 10 years
in dense urban environments.
3. Carrier Frequency
The choice of carrier frequency also has a significant
impact on the coverage-capacity trade-off of the back-
haul solution, since different frequency bands have
different absorption losses, as depicted in Fig. 3, and
the available bandwidths:
• Sub-6 GHz: This range of frequencies is suit-
able for NLOS links. This solution also works
well with omnidirectional antennas, and in this
case, there is no need for antenna alignments [3].
The coverage is reliable as long as there is suf-
ficient scattering, and the penetration losses do
not significantly attenuate the signal. Spectrum
bandwidth is the main constraint to the capacity.
Interference coordination may be essential, par-
ticularly when using the license-exempt bands,
since Wi-Fi and Bluetooth transmissions can
cause significant interference and reduce the
signal quality.
• Microwave (6–56 GHz) : As a result of the short
wavelength, diffraction and penetration through
obstacles incur high losses, and thus, LOS con-
nection dominates the propagation at 6–56 GHz,
though near LOS (nLOS) is also possible at the
lower frequencies. Due to the short wavelength,
compact directional antennas with high gain and
narrow beamwidth are possible, which require
antenna alignment to achieve optimal perfor-
mance [3]. Due to its LOS operation and high
gains, microwave backhaul is suitable for long
range fixed links and interference is highly miti-
gated. For frequencies above 10 GHz, the absorp-
tion and scattering of electromagnetic waves by
rain cause significant attenuation (see Fig. 3),
and this is a phenomena to consider when per-
forming planning. Microwave solutions can be
divided into PtP and PtMP ones. In a microwave
PtMP, as the network becomes denser, it is likely
that the peak traffic of each small cell decreases
and the total traffic is shared among neighbour-
ing ones, which should boost backhaul perfor-
mance due to multiplexing [6].
• V-band (57–66 GHz) and E-band (70–80 GHz) :
As a result of the very short wavelength, diffrac-
tion and penetration through obstacles are now
hardly possible and thus only LOS links are
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Fig. 3 Attenuation at different frequency bands [9, 56]. a Rain attenuation at high frequencies. b Atmospheric attenuation at different frequencies
feasible. In addition, the range is confined by
high atmospheric absorption (see Fig. 3). Due to
the very short wavelength, very compact direc-
tional antennas with very high gains and nar-
row beamwidth are possible, which require a
very precise antenna alignment to achieve opti-
mal performance [3]. High capacity short links
of over 1 km can be achieved due to sev-
eral GHz-wide bandwidths. Interference is much
reduced due to high antenna gains and the sig-
nificant penetration losses. Attenuation in V-
band is mostly dominated by oxygen, whereas
attenuation in E-band is mainly due to rain,
which may limit the link distance to less than a
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few kilometres in some geographical areas [28].
In [28], it is suggested that V-band is an appro-
priate choice for street-to-street and street-to-
roof connection, while E-band is a more effective
solution for roof-to-roof links.
Despite of the common assumption that LOS is the only
choice at very high frequencies like E-band, in [10], the
authors show that NLOS radio connections are possible
provided that antennas with large gains are available to
compensate for path losses. Increasing the antenna gain,
however, will decrease its beamwidth, thus increasing the
need for even more accurate antenna alignments. This is
an interesting area of research.
In light of previous discussions, Table 4 summarises
the most common wireless backhaul solutions, each with
its distinct advantages and disadvantages. Considering
the benefits and constraints of all technologies, including
wired and wireless backhaul solutions, it can be under-
stood that no single technology can be seen as the ultimate
solution and hence technology synergies are vital for a
robust small cell backhaul solution. In this line, in [28], the
authors consider the mixture of fibre optic and wireless
backhaul.
4.3 Synergy of wireless solutions
The aggregation of sub-6 GHz bands and millimetre wave
bands (E- and V-bands) for the backhaul networks is an
appealing solution. In this line, the authors in [29] propose
a new distributed resource allocation scheme for backhaul
management, which exploits the benefits of both sub-6
GHz and millimetre wave band using carrier aggrega-
tion. In this approach, small cells are classified according
to whether they have access to fibre backhaul, and then,
the wireless backhaul resources are shared among those
with no fibre infrastructure for backhaul. Taking into
account cost constraints, a technique that transits from
the sub-6 GHz band to millimetre wave band as the back-
haul resource demands increase is proposed. Taking into
account the very small wavelength at the millimetre wave
band, the large scale antenna array systems (LSAS) tech-
nology, which will be discussed in Section 6.1, can also
be incorporated to boost the performance of backhaul
solutions.
4.4 Self-organising wireless backhaul networks
When considering a high number of deployed small cells,
providing an individual dedicated backhaul link to each
small cell is not a feasible approach, and hence, providing
a shared backhaul to several small cells is more appeal-
ing. This emphasises the need for self-organising backhaul
algorithms in order to automate and optimise the back-
haul configuration in the small cells as they are deployed.
In this case, self-configuration aims to automate the con-
figuration and integration of new backhaul nodes with
minimal or no human involvement, while self optimisa-
tion seeks to find the appropriate band and mitigate the
co-channel backhaul interference on the fly to enhance the
capacity.
Self-organising backhaul networks can be realised in
centralised or decentralised manners where the latter is
typically preferred as it profits from scalability. Among the
decentralised algorithms, the ones that require less knowl-
edge of network parameters are more appealing, consider-
ing the signalling overhead associated with the acquisition
of such information. However, decentralised solutions
also introduce new challenges such as the interference
management between the backhaul of different small
cells [30]. To address these problems, adaptive resource
allocationmust be integrated into the self-organising algo-
rithms to constantly monitor the channel and mitigate the
interference through coordinated backhaul transmissions.
Table 4 Summary of small cell backhaul solutions
Frequency band Main advantages Main disadvantages Backhaul licensing Backhaul network
topology
Sub-6 GHz LOS and NLOS are both possible, traffic
aggregation is supported, faster installation
and lower deployment cost
Spectrum limitations resulting in
lower capacities, interference
sensitive, lack of carrier grade,
higher cost for licensed spectrum
Licensed (3.5 GHz) PtMP, PtP
Microwave
(6–56 GHz)
Available large spectrum, high capacity up
to 1 Gbps, high-gain antennas with small
footprint, long distance connection, PtMP
supports traffic aggregation
LOS required, node alignment may




Available large spectrum, extremely high
capacity up to several Gbps, unlicensed,
high-frequency reuse factor





Available large spectrum, extremely high
capacity up to several Gbps, light license,
higher reuse factor
Short links, LOS required, very
narrow beamwidth
Light license PtP
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Gradient scheduling algorithms as those discussed in [31]
may be effective in this regard as they smartly allocate
available backhaul resources to small cells according to
their traffic demands determined by their number of UEs
being served and thus provide interference mitigation.
These techniques also allow to designate adaptive alloca-
tionmetrics that take into account factors such as cost and
target cell throughput. Further discussions on joint power
allocation and scheduling with backhaul considerations
can be found at [32].
In order to reduce backhaul cost, the authors in [33]
present a solution that leverages the available backhaul
of third party entities (i.e., WiFi owners) that also have
deployed open access small cell networks. Based on this
scheme, the mobile operators dynamically move their
subscribers to use the excessive backhaul links of third
party small cells in return of an agreed fee reimburse-
ment. This technique can notably reduce the backhaul
cost since instead of paying for peak data rate services,
as in traditional backhaul, the third party backhaul links
are dynamically provisioned according to the mobile net-
work demand. However, this technique highly depends
on the availability of such third party open access small
cells and self-organising algorithms to perform efficient
offloading.
5 Small cell backhaul case study
Having discussed the challenges that wired backhaul solu-
tions are facing and taking the advantages of wireless
backhaul in urban scenarios into account, in the follow-
ing, we consider a case study to show the trade-offs among
the different wireless backhaul solutions. More elaborate
solutions combining both wired and wireless solutions are
left as part of future study. In more detail, we thus focus
on small cell wireless backhaul deployments using sub-6
GHz PtMP, microwave PtMP and E-band PtP as options.
5.1 Scenario
Paris city centre, as a dense urban scenario, was chosen
for this case study, which is based on LTE technology.
iBuildNet [34] was used to import city maps and compute
the radio propagation, an example of which is shown in
Fig. 4. In this scenario, there were two macrocell BSs with
three sectors each located at the rooftop of two different
buildings. The two macrocell BSs provided basic coverage
and capacity to all UEs and were considered as the PoPs
for the backhaul of the underlay small cell BSs. Figure 4
also shows the position of 315 lampposts of which 23 were
selected to host small cell BSs at about 6m of street height.
Streets, which are close to macrocell BSs locations, were
of higher LOS probability. As a result, 10 small cell BSs
were in LOS with either of the macrocell BSs, and the
remaining 13 small cell BS were in NLOS with both of the
macrocell BSs.
Fig. 4 Small cell deployment scenario [34]
5.2 Small cell backhaul optimisation model
In order to determine the total cost of ownership (TCO)
of the entire backhaul solution denoted by C, only equip-
ment and installation costs were considered in the study
case and expenses associated with spectrum licensing,
maintenance, site rental and site acquisition planning
were not included. In Table 5, sub-6 GHz and microwave
PtMP costs are given per hub, while PtP cost is determined
through each deployment link.
The small cell backhaul optimisation model is described
in the following and depicted in Fig. 5. A small cell BS is
represented by a circle with symbol S, while a backhaul
link is represented by a line with an arrow. The target of
the optimisation is to maximise the total average back-
haul throughput while minimising the cost of the backhaul
solution. When a direct link (red line) between a small
Table 5 Associated cost of backhaul solutions [34]
Cost parameter Sub-6 GHz PtMP Microwave PtMP E-band PtP
Link capacity t (Mbps) 2000 1000 250
Hub equip. ($) 12,000 6000 4000
Hub install ($) 12,000 2000 1000
Remote equip. ($) 12,000 3000 2000
Remote install ($) 12,000 1000 500
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Fig. 5 Small cell backhaul model
cell BS and a PoP is feasible and the range is appropri-
ate, the small cell BS can directly backhaul to the PoP.
When LOS is not available, sub-6 GHz PtMP can be used,
or in contrast, a new hopping node (a triangle with sym-
bol N) with feasible links (green lines) between both the
small cell and the PoP can be added. The hopping node
can be a newly added node or another existing small
cell.
In the model, the small cell backhaul peak through-
put and busy hour throughput are defined as T and t,
respectively. Due to the fluctuating channel conditions
and the likelihood of multiple UEs per small cell, the busy
hour throughput is normally much lower than the peak
throughput, and the busy hour throughput is estimated as
a factor ρ of the peak throughput, i.e.,
ρ = tT (1)
In this study case, we set the LTE small cell backhaul
peak throughput to TLTE = 200 Mbps and the small cell
busy hour to peak throughput ratio to ρ = 0.2 [34]. Then,
the busy hour throughput requirement for LTE small cell
backhaul is
tLTE = TLTE × 0.2 = 40Mbps (2)










where n is the number of hops, which should be no more
than 2 to avoid delay issues.
Moreover, the minimum and average supported peak
rates are respectively defined as




while the average and peak throughput cost efficiencies
are respectively defined as




Considerations are required in terms of feasibility and
link range of the potential solution, i.e., LOS link is a strict
condition for microwave and E-band solutions, and E-
band solutions are also restricted to a link range of less
than 1 km. Redundancy infrastructure to cope with acci-
dental disconnection and load balancing is not considered
in this paper.
In terms of optimisation, the small cell backhaul layout
is assumed to be a tree in which the PoP (r) is regarded
as a source node and the small cells (S) and hop nodes
(N) are represented by vertices, while the backhaul links
(E) are referred to as edges. Moreover, the connection
between the vertices vi and vj is denoted by xij, and the
path between them is denoted by p(vi, vj). The hop num-
ber and the edge distance are denoted by n and d(vi, vj),
respectively. The detailed backhaul optimisation model is
defined as follows.
An undirected graph G = (V ,E) is considered com-
prised of non-negative costs associated to each edge e, a
source node r ∈ V and a subset of nodesD ⊆ V that needs
to be routed to the source node r. Our small cell backhaul
optimisation model targets at finding a constrained mini-
mum Steiner tree rooted at r, S∪r ⊆ D. The mathematical





subject to n ≤ 2,∀p(vi, r), (6)
xij = {0, 1}, (7)
∑
vi∈D
xij = 1,∀vj ∈ S (8)
for microwave and E-band solutions,
LOS(vi, vj) = 1,∀xij = 1, (9)
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for E-band solution,
d(vi, vj) ≤ 1km,∀xij = 1. (10)
To reduce the complexity of the problem, the small cell
network is initially divided into a number of subnetworks
equal to the number of PoPs, classified based on the crite-
ria of LOS condition as well as the distance to the closest
PoP. The decomposed network will then be applicable to
the proposed small cell backhaul model. A meta-heuristic
method called simulated annealing (SA) [35] together
with a Dandelion tree encodingmodel is exploited to solve
the constrained minimum Steiner tree problem [36]. The
Dandelion code has been recently proposed and proved to
be an effective tree encoding model, which is more effi-
cient and offers higher locality, i.e., small changes in code
results in small changes in the tree, than the most popular
Pruumlfer code [37].
5.3 Performance analysis
In the following, we analyse the performance of the
backhaul solution when using solely sub-6 GHz PtMP,
microwave PtMP, E-Band PtP or a hybrid solution com-
puted with the proposed optimisation model. It is impor-
tant to note that:
• In the sub-6 GHz scenario, all the small cells could
directly connect to the macrocell PoP without any
need to add new hopping nodes.
• In the microwave PtMP scenario, 10 small cells could
directly connect to the macrocell PoPs but other inter-
mediate hopping nodes were needed to backhaul the
traffic generated by the remaining small cells.
• In the E-band PtP scenario, eight small cells could
directly connect to the macrocell PoPs. Due to the
short range LOS links of less than <1 km in the E-band,
more intermediate hopping nodes were needed in this
case. There were solely two LOS connections between
small cells.
• Hybrid I/II scenarios refer to two novel solutions,
which exploit sub-6 GHz for NLOS backhaul and
microwave PtMP and E-band PtP for LOS backhaul.
Extra nodes can be used to mitigate the interference.
Hybrid I refers to the combination of PtP LOS and
PtMP NLOS, and hybrid II refers to the case where
PtMP topology is used for LOS and NLOS.
It is also worth noting that PtMP topology is based on
per channel licensing, while PtP topology is based on per
link licensing. Therefore, PtMP backhaul cost reduces as
small cell density increases.
Figure 6 shows the resulting backhaul deployment when
using the above four deployment strategies. Red, blue and
green lines refer to zero, one and two required hops,
respectively. Sub-6 GHz does not need any new hub
nodes, while microwave and E-band require 9 and 10
new hub nodes, respectively. The hybrid scenario only
required three new hub nodes.
In more detail, Table 6 shows the resulting backhaul
deployment characteristics when using the above four
deployment strategies. It should be noticed that the E-
band solution offers the highest average peak rate, 2 Gbps,
but it also has the highest implementation cost. In con-
trast, the sub-6 GHz solution results in the lowest average
peak rate, 108 Mbps, but it is the cheapest one.
Comparing these two, the E-band solution gives 22.5
times more average throughput per link, but the solution
is 5.9 times more expensive.
Considering the number of aggregation nodes in each
solution, E-band requires the least number of aggregation
nodes, 4, whereas sub-6 GHz and microwave require 14
aggregation nodes and hybrid I/II require 12/6.
Comparing the number of antennas needed in each
solution, sub-6 GHz requires the least number of anten-
nas, 25, whereas microwave and E-band require 45 and 66
antennas, respectively, and hybrid I/II require 34/43.
In view of these results, the average and peak through-
put cost efficiencies are respectively defined as (which
give a sense of cost per throughput) of the different back-
haul solutions indicate that the proposed hybrid solutions,
which use a combination of LOS, NLOS, PtP, PtMP and
different frequency bands, have the best trade-offs in
terms of both average and peak throughput cost efficien-
cies. They achieve the lowest ‘cost per throughput’. The
sub-6 GHz PtMP solution also provides good average
and peak throughput cost efficiencies. However, its low
achievable average throughput makes this solution unsuit-
able for small cell deployments targeted at high capacities.
6 Futuristic solutions for small cell backhaul
6.1 Large scale antenna array systems
In order to compensate for the outdoor impairments,
especially those associated with propagation losses at high
frequencies, beamforming can be used. Beamforming
uses an array of active antenna elements to form direc-
tional beams to enhance the signal for desired recipients,
while nulling the interference for others. The short wave-
length corresponding to high frequencies allows large-
sized phased-array antennas to be exploited, which can
offer a large beamforming gain while keeping the size of
active antenna elements low.
Pushing this idea further, large scale antenna array sys-
tems (LSAS) [7, 38] can generate a large number of static
(or semi-static) directional beams pointing to different
locations through beamforming techniques, which makes
it an ideal technology to allow PtMP communications at
the PoP. Indeed, LSAS has been realised as the technology
that can be exploited to backhaul the small cells in 5G net-
works. In this light, LSAS scales the conventional Multiple
Jafari et al. EURASIP Journal onWireless Communications and Networking  (2015) 2015:206 Page 14 of 18
Fig. 6 Small cell backhaul deployment solutions. Rectangles represent macrocells, circles LOS small cells, hexagons NLOS small cells and rhombus
new hub nodes [34]
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Table 6 Summary of small cell backhaul solutions [34]
Backhaul Sub-6 GHz PtMP Microwave PtMP E-band PtP Hybrid I/II
Small cells 23 23 23 23
New nodes 0 9 10 3
Max agg. nodes 14 14 4 12/6
Total antennas/gain 25 45 66 34/43
TCO (K$)/overhead 67.5 (0×) 232 (3.44×) 396 (5.87×) 126 (1.87×)/ 206 (3.05×)
Min peak rate (Mbps)/gain 89 (0×) 357 (4.0×) 2000 (22.5×) 250 (2.8×)/ 250 (2.8×)
Average peak rate (Mbps)/gain 108 (0×) 434 (4.0×) 2000 (18.5×) 330 (3.0×)/ 486 (4.5×)
Average cost efficiency/gain 0.62 (0×) 0.53 (1.17×) 0.19 (3.26×) 0.38 (1.63×)/ 0.42 (1.47×)
Peak cost efficiency/gain 0.62 (0×) 1.16 (0.53×) 1.98 (0.31×) 0.63 (1.0×)/ 1.03 (0.60×)
Input Multiple Output (MIMO) systems by few hundred
times using antenna arrays that consist of few hundred
antennas and can serve hundreds of small cells at the same
time [39]. LSAS performance is highly dependent on spa-
tial multiplexing and requires the PoP to have accurate
knowledge of channel state information (CSI) towards the
small cell BSs. Time division duplexing (TDD) and uplink
pilots can be exploited to acquire this accurate knowledge
of the CSI, noting that the time required to acquire the
CSI is independent of the number of antennas. However,
the pilot contamination problem can turn this into amajor
challenge. An adaptive alignment of transmit and receive
antenna beams is also necessary in LSAS, which is possible
via phased tuning, bringing down the cost requirements
for maintenance. The law of large numbers also allows
LSAS to mitigate the effects of noise, fading and other
hardware imperfections by averaging the signals that are
transmitted by hundreds of antennas. The inter-symbol
interference (ISI) is regarded as noise, and thus, OFDM
technology can be simply exploited to overcome ISI. LSAS
also benefits from high degrees of freedomwhich can ease
the required signal processings, allowing to use cheap and
power efficient radio frequency (RF) amplifiers. In [40],
the number of LSAS cells required to provide backhaul for
Nsc small cells is given by NLSAS = AgeoAsc×K where Ageo and
Asc refer to the geographical area of interest and the cover-
age area of small cell, respectively, and K is the number of
small cells that are backhauled per LSAS. Typically, a mar-
gin of 20 to 50 % is added toNLSAS to take into account the
possible irregularities in small cell deployments. However,
the optimum configuration of LSAS PoPs still remains an
open question, e.g., optimal number of antennas. In [41,
42], the authors also suggest to scale up the number of
antennas at BS as a function of the number of BSs in the
network.
LSAS also allows the easy implementation of com-
plex transmission and detection schemes, i.e., coopera-
tive multipoint transmission and reception (CoMP). A
virtual MIMO scheme exploiting LSAS is a promising
technique which can considerably enhance the wireless
backhaul performance. In this scheme proposed in [43], a
high density of small cells are clustered where small cells
are considered as cooperative relays (in LTE Advanced,
decode-and-forward relaying is considered where the
relay encodes and transmits the decoded data from the
cell). The cooperative small cell relays in one of the clus-
ters can form a virtual receiver with multiple receive
antennas. Along with the macro BS that provides wire-
less backhaul to small cells, a virtual MIMO system is
formed. The dimension of the virtual MIMO system can
be increased by increasing the number of antennas at the
macrocell BSs as well as increasing the number of small
cell relays in a cluster. Employing LSAS at the macro BS
will enhance the number of layers of the virtual MIMO
system which in turn significantly improves the spectral
efficiency of the system due to diversity in channel con-
ditions, and therefore, backhaul is no longer a bottleneck
to network performance. Further studies on LSAS are
available at [44–46].
All inclusive, the LSAS for backhaul profits from the
capability of using low power single antenna backhaul
terminals for small cells, scalability and operating in unli-
censed bands with no requirement for LOS links and
without incurring any backward compatibility.
6.2 Free-space optical communication
The limited radio spectrum and the increasing demands
for higher data rates have also led to the consideration
of free-space optical communications for backhaul. This
optical communication can help to considerably enhance
data rates while reducing the size and price of the equip-
ments.
Optical wireless broadband (OWB) technology is
referred to as the next generation of free-space optics,
which is capable of providing a data rate of 1 Gbps over
a distance of 1.6 km [47]. OWB uses infrared technol-
ogy incorporating FEC, alignment tracking and integrated
packet processing techniques to enhance its reliability. As
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a major advantage, OWB does not require any RF spec-
trum, which neglects the need for licensing and therefore
expedites deployment process. This also reduces the cost
of the solution. These features may put OWB in a bet-
ter position than fibre and microwave for short distances,
and it can be specifically exploited for aggregation links
in the backhaul structure, which are in demand of high
throughput.
Recent achievements in the light emitting diode (LED)
industry has also allowed to develop visible light commu-
nication (VLC), where LEDs are exploited to modulate
information at visible light frequencies taking advantage
of the existing lighting infrastructure. The dual function-
ality of LEDs for both illumination and communication
leads to the idea of replacing fluorescent lamps with white
LEDs, which can be simply generated by mixing the three
primary red, green and blue colours and has lower power
consumption and longer lifetime. In [48], the authors have
recently demonstrated throughputs of the order of 1.6
Gbps using a single colour LED [49]. A data rate of 3.4
Gbps has also been demonstrated using red-greed-blue
(RGB) LEDs [50], which opens up a door for future back-
haul architectures. The diffuse light components in the
VLC are of very low amplitude, and hence, the multi-
path issues are lowered, especially when considering a
LOSmodel. Such features havemotivated to perceive VLC
of being able to complement heterogeneous networks by
providing additional spectrum and hence offloading the
traffic of short range communications.
Despite their advantages, NLOS is a major problem for
these technologies. In outdoor environments, these tech-
nologies also face the crucial challenge of controlling the
environmental conditions, mainly noise components such
as sun light and undesirable street lights. Weather condi-
tions including rain will also affect the quality of received
signals. These challenges might be a major bottleneck
for these technologies to backhaul the outdoor deployed
small cells.
6.3 Caching
Caching can lower the required capacity of backhaul con-
nections during peak times and thus substantially reduce
the costs that mobile operators have to pay for them,
since backhaul is usually leased subject to providing a
fixed maximum data rate [51]. The research on UE traf-
fic coming from multimedia streaming and web-browsing
applications suggests that mobile operators can benefit
from reduced peak traffic loads by storing selected con-
tent when many UEs demand access to the same one, i.e.,
sports match or social networks. Predictive and proactive
caching are the two schemes to store the content. With
predictive caching, the network can predict the type of
contents that will be most likely demanded, whereas in
proactive caching, the network predicts the UEs future
demands by tracking and exploiting the statistics of UEs’
content request profiles. The predictive caching allows the
network to store in advance popular content on the small
cells during the non-peak times, and therefore, the back-
haul traffic can be reduced when many UEs demand such
content at peak times (peak time demands are predicted
during non-peak times). On the other hand, proactive
caching can lower the traffic at both non-peak and peak
times. In order to further reduce the traffic of video
applications and hence network congestion, compressing
techniques that lower the bit rate as a function of net-
work congestion without much impacting the quality of
the delivered video are also being investigated. A case
study conducted by Intel [13] has shown that using such
techniques to lower the backhaul traffic can reduce the
Opex costs by almost 22 %. Future small cells that bene-
fit from advanced caching and processing techniques can
considerably reduce the network congestion and thus the
backhaul costs.
7 Conclusion
In this paper, backhaul challenges for small cells and
potential solutions have been discussed. Considering var-
ious constraints of backhaul solutions such as cost, cover-
age, capacity and deployment flexibility, it was shown that
there is no single backhaul solution for small cell backhaul
and the optimum one relies on a synergy of different back-
haul options. The proposed hybrid solution, which uses a
combination of LOS, NLOS, PtP, PtMP and different fre-
quency bands, proved to be the most cost effective. Thus,
we conclude that backhaul planning is essential for appro-
priate small cell backhaul performance. Future trends in
backhaul research such as LSAS, OWB, VLC and small
cells that exploit advanced caching techniques were also
discussed.
Endnote
1Backhaul access point for different cell types include
rooftops for macrocells, building walls and street
furniture for picocells and shops and homes for femto
cells.
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