Another Tauberian theorem, proved in [4] , is oo THEOREM B. If the series Σ a n is summable Abel to s and the se- An immediate consequence of Theorem B is the well known proposition that, for a convergent series J£ a n with monotonically decreasing terms, \imna n =0 .
oo By a well known theorem of Tauber, the series Σ a n of Theorem B is convergent and hence the sequence {s n } of partial sums of the series is summable (H, -1) , that is, {s n } is summable by the Holder method of order -1, as defined in § 2. Thus Theorem B is equivalent to the following 2 Some properties of HausdorfF and Holder transforms. For all sequences appearing in this paper the index denoting the order of the terms will assume the values 0, 1, 2, . If, in some formulae in this paper, a term appears with a negative value of the index denoting the order of the term, then we shall understand that this term assumes the value zero.
We say that a sequence {t n } is a Hausdorff transform, generated by the sequence {μ n }, of the sequence {s n }, if (1) tnf or n=0, 1, 2, . A Hausdorίf transform generated by a sequence {μ n } will be called here, for shortness, a (ξ>, μ n ) transform.
It is known that a necessary and sufficient condition for a sequence {t n } to be a {£>, μ n ] transform of {s n } is the existence of
It is easy to see that, if {4} is defined by
for n=0, 1, 2, •••, where {μ n } is an arbitrary sequence, then for each pair of nonnegative integers p and q
If {λ n } is defined by (3) then (2) (4) and (5), equal to which, by the symmetry of (5) in {λ n } and {s n }, is equal to
Thus the (ξ>, μ n ) transform of {s n } might be defined equivalently by (6) ί β = j for 7i=0, 1, 2, a fact which we use later. We shall denote, in this paper, by {μ^}, where a is an arbitrary fixed real number, the sequence {(n + l)"*}. The Holder transform of order a, {kff*} (or, in short, the (H, a) transform) of a sequence, where a is a real number, is defined as the (ξ>, /4 Λ) ) transform of the original sequence. We say that a sequence {s n } is summable Holder to s if it is summable (H, a) to s for some real number a. We say that {s n } is bounded Holder if it is bounded (H, a) for some real number a.
Let & be a fixed nonnegative integer. It is known that (10) is expanded then we obtain
where, as is easy to see,
for k=Q, 1, 2, . In the rest of this paper we shall denote by a A consequence of (13) is that the sequence
is a Hausdorff transform, generated by |( -l)*(/»)f > °f the sequence It is known that the product of two Hausdorff transformations is commutative; therefore, taking one the transformations to be that given by {h c n a) } and the other to be that given by j(?jzfs Λ _ fc i we obtain the following consequence of (11 1 , the theorem becomes a result first proved by N. Obrechkoίf in [5] and subsequently generalized by M. Parthasarathy and C. T. Rajagopal in Theorems B and C of [6] .
We shall now show the following proposition to be a consequence of Theorem G. LFMMA Taking the /cth derivative of the left side of (17) and using (15) we obtain The validity of (16), for all integers p satisfying 0 < p < k, follows now from (17) and (18) by an appeal to Theorem G with
4* A Tauberian inequality for power series* In this section we prove one of the fundamental steps used in proving the main results of this paper. This step is the following. where ρ p is independent of {s n }.
The case p=0 of Theorem 1 is well known. See for instance, inequality (15) of H. Hadwiger's paper [2] .
The proof of Theorem 1 requires the following auxiliary proposition. If we choose ^=l-(m + l)" 1 and apply (23) and (24) to (22) we infer easily that, for p I> 0, there exists a positive constant λ p which is independent of the sequence {s n } and such that Since ε>0 is chosen arbitrarily we infer that, for x-1 -(m + l)~\ (25) H
Combining (20), (21) and (25) we see that our proposition is proved. A consequence of Theorem 1 which will be used later is the following proposition. Thus we reduced k in (26) by one, and by such a reduction (repeated if necessary) prove conclusion (i). Finnally we derive conclusion (ii) from conclusion (i) as already stated. Proof. The necessity of the Abel summability of {s n } is obvious. The necessity of the (H, a±k) summability of to zero follows from Lemma 1 (if we replace a there by a + k). Thus we have proved the necessity part of our theorem. The sufficiency part of our theorem is proved as follows. Suppose, first, that a > -k. Then, by Theorem D, the sequence {hί«^} , n=0, 1,2,..., is summable Abel to the same sum as the original sequence {s w }, hence, using Theorem 2 with {h C n +k) } instead of {s n }, which is justified by Lemma 1 with a replaced by a + k, {s n } is summable (H, a) ; which proves the sufficiency part of our theorem for ct^i -k. In the case being summable (H, a-hk) to zero, is necessarily convergent to zero; and so, by Theorem 2, {s n } is summable {H, -&), or {h^} is summable {H, -a-k), and consequently summable Abel too. Thus, by Theorem D, {h C r? +1c) } is also summable Abel and the proof can be completed as in the case oc^>-k.
The case k==l is a special case of Theorem (9.4) of [1] , with β=a + 1 there. (H t a-hk) for some real number a, then {s n } is summable (H, α + e) for each ε>0.
The case &=1 of the last theorem is the special case β=aΛ-1 of Theorem (9.5) (for Abel summability) of [1] .
Proof. First suppose <*I>0. Then, by Theorem D, (11) and (12), v n = Σ and {v n } is summable Abel to zero. Therefore, by Theorem E, {v n } is summable {H, ε), for each ε>0, to zero, or j(^)J*s n _ fc [ is summable (H, a + k + ε) to zero, and the conclusion follows by Theorem 3. If a <0, we apply the preceding argument to the (H, -a) transform of {v n } which is clearly 0(1), as n -> oo, and summable Abel to zero. Thus we find that the (H, -a) transform of {v n } is summable (H, ε) to zero, for each ε>0, or that {v n } in summable (H, -α-fε) to zero and hence summable Abel to zero. Since v n =O(l), {v n } is, by Theorem E, summable (H, ε) to zero and the proof is completed exactly as in the case a > 0. THEOREM 
Be k an arbitrary fixed positive integer. If a sequence {s n } is summable Abel to s and the sequence is bounded (H, a + k) on one side, then {s n } is summable {H, a-hi) to s.
The case k=l is the special case β=a-hl of Theorem (9.6) "of [1] . The proof of Theorem 5 is exactly the same as that of Theorem 4. But now we have to use Theorem F in place of Theorem E.
In conclusion I wish to thank Professor C. T. Rajagopal for helpful suggestions.
