ABSTRACT In remote medical diagnosis, the percentage of poor-quality fundus images is very high, which requires automated quality assessment of fundus images in the acquisition stage to reduce the retransmission cost. In this paper, we propose a fundus image quality classifier via the analysis of illumination, naturalness, and structure, which use three effective secondary indices (or 5-D feature set) and different classification methods to determine the recommendation indexes of fundus images for further diagnosis. We construct a fundus image database including 'accept' and 'reject' classes based on the definition of illumination, naturalness, and structure. The model can achieve a sensitivity of 94.69%, specificity of 92.29%, and accuracy of 93.60% for the classifying of the fundus images.
I. INTRODUCTION
Recently, noninvasive ocular fundus examination has become a promising solution for early detection or auxiliary retinal disease diagnosis, such as age-related macular degeneration [1] , diabetic retinopathy [2] , glaucoma [3] , etc. However, fundus images (also known as retinal images in other descriptions) obtained via different cameras and/or under different diagnosis conditions will have large variations in their image quality. For example, uneven illumination, blurring, and low contrast will reduce the quality of fundus images, resulting in important information loss for diagnostic purposes, and even affect ophthalmologists' ability to correctly distinguish different diseases. Especially in remote medical diagnosis, inappropriate acquisition of the fundus images will add the subsequent costs for reacquisition and retransmission. Therefore, it is necessary to is revised to evaluate the quality of fundus images accurately to overcome these challenges.
The development of an accurate image quality index for fundus images is not a straightforward task, mainly because quality assessment is a subjective task which is highly dependent on experts' experience to give their diagnosis, i.e., different experts will have their own judgements. Besides, image quality is also dependent on the type of diagnosis, e.g., an image with dark regions might be considered as good for detecting glaucoma but of bad quality for detecting diabetic retinopathy [4] . Therefore, the traditional general-purpose image quality assessment (IQA) metrics [5] - [7] cannot fulfill the quality assessment task for fundus images.
Different with quality degradations in the traditional IQA, such as image noise or sharpness, fundus images will be degraded by reduced sharpness and inadequate illumination. The reasons are related to the camera settings like exposure or focal plane error, the camera condition like a dirty or shuttered lens, head/eye movement, or the field of view of the camera. Therefore, it is hard to derive a definite quality for a fundus image. Most fundus image quality assessment (RIQA) methods treat 'quality measure' as a classification problem, which classify images into a specific class for medical diagnosis.
Based on the parameters identifying quality degradation of fundus images, the state-of-the-art RIQA methods can be divided into two major categories: (i) generic quality parameters such as illumination, sharpness and contrast [8] - [12] , and (ii) structural quality parameters such as identification of anatomical structures, field definitions, visibility of the optic disc (OD) and macula [13] - [15] . The generic image quality assessment methods avoid segmenting eye structure (e.g. vessel) information. Lee and Wang [8] proposed a method to evaluate illumination and contrast by calculating the similarity between template intensity histograms of the good and evaluated retinal images. Fasiha et al. [9] developed a generic retinal image quality assessment based on local sharpness and texture features. Dias [10] et al. classified the generic image attributes of color, focus, contrast and illumination features to evaluate the image suitability for diagnostic purposes. Wang et al. [11] proposed a generic quality classifier based on multi-channel sensation, just noticeable blur, and the contrast sensitivity function features to detect illumination and color distortion, blurring and low contrast distortion. Abdel-Hamid et al. [12] proposed a no-reference retinal image sharpness numeric quality index by separating the sharpness and background in wavelet domain. While for the latter category, Welikala et al. [13] proposed an automated retinal image analysis system that uses the segmented map to determine the suitability of retinal images for epidemiological studies. Fleming et al. [14] proposed an automated clarity assessment of retinal images based on the visible structures and field definition. Köhler et al. [15] regarded the visibility of vessel tree on the retina as a guidance to determine an image quality score.
From the above analyses, both generic and structural quality parameters are critical in determining the quality of fundus images. Inspired by the classification framework in [16] , we propose a fundus image quality classifier via the analysis of illumination, naturalness and structure (FIQCINS). Our FIQCINS model investigates to utilize the generic illumination feature, the crucial naturalness feature and the basic structure feature to build a universal framework to achieve a tradeoff between generality and reliability. The proposed FIQCINS model includes two stages: at the training stage, a classifier is trained to characterize the relationship between the feature and label spaces. At the testing stage, based on the trained classifier, a unique 'accept' or 'reject' quality recommendation index can be predicted for further diagnosis task. The overall purpose of this study is thus to present a general framework for automated RIQA for recommendation application.
The rest of the paper is organized as follows: Sections 2 and 3 introduce the database and method proposed in this work, respectively. Then, Section 4 presents the performance analyses of the propose method, conclusions are drawn in Section 5.
II. DATABASE PREPARATION A. DATA COLLECTION
For fundus image applications, there are several publicly available databases. We first review these databases as follows:
MESSIDOR Database [17] : It is used to evaluate segmentation and indexing techniques in the field of retinal ophthalmology, which includes 1200 images with three kinds of resolutions. [18] : It is used for blood vessel segmentation, optic disc extraction and fundus diseases diagnosis, which includes 400 images with a resolution of 700 × 605 pixels.
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MUMS_DB Database [19] : It is used for identifying optic nerve head (ONH), which includes 80 images with DR and 20 images without DR, all with a resolution of 2896 × 1944 pixels.
CHASE_DB Database [20] : It is used for retinal blood vessel segmentation with ground-truth segmentation masks, having a resolution of 1280 × 960 pixels for each image.
DRIVE [21] : It is also used for blood vessel segmentation, including 40 images with a resolution of 565 × 584 pixels.
DRIMDB [16] : It consists of good (125 images), bad (69 images), outlier (22 images) categories with a resolution of 570 × 760 pixels.
Brief description of these datasets is listed in Table 1 . However, except DRIMDB, other databases cannot be used for quality recommendation purpose in this work. Also, since most fundus images in these databases have good quality, fundus images with poor quality is not enough for classification. Therefore, we do not use these databases for quality assessment, but construct a new database by collecting massive fundus images with abundant quality classes. The effectiveness of the model trained on the new database will be further validated on these public databases. In the experiment, we collect 4372 fundus images from the EyePACS (http://www.eyepacs.com/) that are made available by the California Healthcare Foundation. These images have 22 kinds of resolutions. All these images can be categorized into three general classes: 'accept', 'reject', and 'ambiguous'. In this paper, only images with 'accept' and 'reject' quality categories are used and the 'ambiguous' class is excluded, because experts may have inconsistent ratings if the categories of image quality do not have sufficient discrimination (i.e., human experts are likely to disagree if many categories of image quality are used [4] ). Also, to add the robustness of the classifier trained on the database, only positive and negative ('accept' and 'reject') samples are selected in our classification method. Although other quality grading cues may affect the rating of image quality, such as blurring or low contrast, focusing on diabetic retinopathy (DR) in this paper, the quality grading considered in this work mainly originates from three secondary indices: illumination, naturalness and structure. fundus image is evaluated based on the three indices, which indicates whether the image suffers from uneven illumination, low naturalness, and/or poor structure. Fig.1 and Fig.2 show exemplary images of the 'accept' and 'reject' classes respectively. It is clear that too bright or too dark illumination in Fig.2 (a) and (b) will affect the compactness, while images with lower contrast in Fig. 2 (c) and (d) will lead to poor image quality. Particularly, poor OD location with content defect (especially the OD information is lack in Fig. 2(f) ) will affect the fundus diseases diagnosis, shown in Fig. 2 (e) and (f).
B. SUBJECTIVE EVALUATION
Different with the traditional IQA metrics with ground truth human option scores obtained via subjective experiments, in automatic fundus image quality analysis, only a distinct 'accept' or 'reject' class is assigned in the recommendation system. In the subjective testing, three fundus image analysis experts are invited to grade the fundus images as 'accept' and 'reject' classes based on the definition of secondary indices given in Table 2 . If two or three observers agree that an image has even illumination, high naturalness or good structure, then the corresponding secondary index is labeled as 'accept' class. If illumination, naturalness and OD location are all belonged to 'accept' class, the primary index is labeled as 'accept'. Of course, we can also let the experts to grade the overall quality of 'accept' or 'reject' considering the three secondary indices simultaneously. As a result, 1000 representative fundus images are selected from 4372 fundus images with 'accept' and 'reject' classes. With the three indices, the grading scales for an image can be described by a binary number (111, 110, 101, 100, 011, 010, 001, 000), in which a one denotes the 'accept' label (positive sample), while a zero denotes the opposite 'reject' label (negative sample). Table 3 shows the number of fundus images in each binary class in the database (due to the limitation of space in the table, we use 'IL', 'NA' and 'ST' to represent illumination, naturalness and structure, respectively). For a fundus image, if the three indices are all assigned as 1, its overall quality is labeled as 'accept'; otherwise, it is labeled as 'reject'. The distribution of three secondary indices, as well as the primary index, are shown in Table 4 .
III. METHOD
As discussed in the above database representation, predicting the quality of a fundus image is treated as a binary classification problem. The final fundus image classification as 'accept' or 'reject' relies on the measure of three secondary indices described in the database. Here, we proposed a FIQCINS that focuses on the quality degradations from three factors: illumination, naturalness and structure. Features related to the illumination, naturalness and structure indices are extracted, and then different classification tools, such as Decision Tree (DT), Support Vector Machine (SVM), and Dictionary Learning (DL), are used to predict the quality. Fig.3 illustrates the flowchart of the proposed method.
A. CROPPING PROCESSING
Different with preprocessing in [22] that conducts filtering and transformation on the images to eliminate noise, we cannot change the main content of the images. Since the fundus images in the database are generated with different resolutions and field of views (FOVs), in order to remove redundant background from the original fundus images, we propose an adaptive clipping method to obtain a circular mask. We first implement Canny edge detection algorithm to detect the boundary contour and coordinates of the contour. Then, with the center and radius of the boundary contour, we can draw a circular mask to cover the foreground. The background area is removed based on the circular mask. Fig.4 shows the examples of the cropping processing.
B. ILLUMINATION LEVEL
As illustrated in Fig.2 (a)-(c), illumination suffer distortions from three aspects: over dark, over bright and uneven illuminations. Strictly speaking, the over dark or over bright phenomena are related to uneven illumination. First of all, the RGB color channels are transformed to the YUV channels by a transformation matrix: 
Here, we use the Y channel to represent the illumination component. Let T low and T high denote the defined thresholds to distinguish the dark and bright illumination, the dark and bright illumination masks are calculated by a thresholding operation:
Then, by applying the masks on the illumination component, we calculate two features µ OD and µ OB to calculate the area ratios of dark and bright regions in an image:
where W and H are the width and height of the processed fundus image. Furthermore, we separate the illumination component into numerous un-overlapping patches with a size of 9 × 9, and calculate the average variance among the patches to measure the degree of uneven illumination
whereμ is the average luminance of global image, µ i,j is the average luminance value of a patch.
Finally, the illuminance index is decided as
where T 1 , T 2 and T 3 denote the thresholds to reflect the influences of over dark, over bright and uneven illuminations.
C. NATURALNESS LEVEL
Compared with the illumination index, the factors affacting image quality are much more complex. For example, illumination, noise and contrast will also affect the image quality. The naturalness index considered in this work is based on the assumption that a high-quality fundus image should look natural as well. Thus, we further evaluate the naturalness index for those images with good illumination. In recent years, many existing NR-IQA metrics were built based upon the natural scene statistics (NSS) to train a regression model [6] . However, the performance of the trained regression model is highly dependent on the selected training database which need ground-truth subjective option scores. Inspired by successfully developed ''completely blind'' Natural Image Quality Evaluator (NIQE) [23] , we also train a pristine multivariate Gaussian (MVG) model from a collection of highquality fundus images. The trained MVG model is:
where x is the feature vector, µ and are the mean vector and the covariance matrix of x. In the implementation, the same NSS features with [24] are extracted from patches to train the MVG model.
Similar with the processing in the training stage, the testing fundus image is partitioned into k patches of size p × p. In the implementation, we set p = 64 and k = W ×H p×p . By computing the NSS feature vector y i of each patch, each patch is fitted by an MVG model, denoted by µ i , i . Then, the distance between µ i , i and the pristine MVG model µ, is computed to drive a local quality score of patch i,
The distance is used as the measure of image distance. It is obvious, with a small distance, the image quality is also good. The overall quality score q NA of a fundus image is pooled as the mean of {q i }. Finally, the naturalness index is decided as
As shown by the examples in Fig.5 , the estimated naturalness quality scores can basically reflect the trends in quality change.
D. STRUCTURE LEVEL
Since OD is a unique region in the fundus image on which retinal vessels are converged, correct localization of OD in a fundus image is very important, especially in aiding detecting different types of eye diseases to determine the position of many retinal abnormalities. Considering this aspect, we use the location of OD to evaluate of the pros and cons of overall layout. By the fact that the retinal vessels are converged on the OD center, we first detect the vessels from the image. First of all, as the blue channel of a fundus image contains little OD 810 VOLUME 6, 2018 structural information, we compute the intensity image from the red and green channels by
where I r and I g are the red and green channels of the fundus image, and λ = 0.5 in the experiment. Then, we use Gabor-like filter to extract the energy information, defined as follows:
where x = (x cos θ + y sin θ), y = (−x sin θ + y cos θ), ω represents the spatial frequency of the sinusoidal carrier, θ is the orientation (the angle of the normal to the sinusoid), γ is the spatial aspect ratio and σ is the sigma of the Gaussian envelope. .98 and 9.87 (cycles/degree) (the scale is reflected by the spatial frequencies). The choice of the parameters is based upon our previous work in [25] . Thus, the response S θ,ω (x) of the Gabor filter to the input I (x) is computed as follows:
By integrating the responses within the vertical directions, the final response map is obtained. Then, to extract robust structure information, phase features are further extracted from the response map. Similar to [26] , by modulating the scale and orientation with the image, a set of responses at each point x ([η s,θ (x), ξ s,θ (x)]) are obtained. Then, with the local amplitude on scale s and orientation (A s,θ (x) = η s,θ (x) 2 + ξ s,θ (x) 2 ), and the local energy along orientation
and H θ (x) = s ζ s,θ (x), the phase congruency (PC) is computed by
where ε is a small positive constant. Finally, to obtain a binary vessel map, a simple thresholding operation is used to describe the vessel distribution and global directional characteristic. As examples in Fig.6 , the response map extracted from the image still suffer from serious local quality degradation, while the extracted PC map succeeds in conducting local comparisons.
Since the main vessels originate from the OD region, the local density around OD vicinity is usually higher than that of other area. Thus, by sliding a circular mask (to detect the OD) along the detected vessels, we can get the average intensity value in each position. Finally, we choose the maximum extreme point as the location of OD. Our experiment find that our method can achieve 98.81% recognition accuracy for the images with good illumination and naturalness, while still have 87.70% recognition accuracy for the images with poor illumination and naturalness. Note that OD location itself is important for retinal image analysis and screening for fundus diseases, and other factors, such as lesion in the retina, will also affect the detection. In our recommendation system, only fundus images with good illumination and naturalness are conducted OD detection. As a result, the accuracy of OD location can be guaranteed in our method. Future work on OD location can further promote the prediction accuracy of the structure level.
After establishing the location of OD, the regions of clinical importance such as fovea or macula can be easily localized. As shown in Fig. 7 , for a typical location, it is acceptable that macular or OD is centered in the image. Different with the above illumination and naturalness indices, the OD location index is not fixed, which is relied on the definition of specific screening for different diagnosis. For diabetic retinopathy (DR), the macular is expected to be located in the center of the image, and thus the optimal location of OD is located in the left or right sides. In this paper, inspired by the field of computational aesthetics [27] , we divide an image VOLUME 6, 2018 into 64 parts of equal size, and determine if the OD is located in the expected locations (defined as left and right locations of the fundus circular in the method). Finally, the structure (OD location index) is decided as
where o OD is the detected location of OD, and R is a set of previously defined locations. It should be noted that, compared with illumination and naturalness indices, the defined structure index is more subjective that is dependent on the specific application.
E. RECOMMENDATION APPLICATION
With the above illumination index S 1 , naturalness index S 2 and structure (OD location) index S 3 , we can directly determine the overall 'accept' or 'reject' class of a fundus image by
From the perspective of quality recommendation, we also expect to give a recommendation grade except a 'accept' or 'reject' label. Since the influence of each index (S 1 , S 2 and S 3 ) is not the same in recommending an image, we can derive four recommendation indices (0, 1, 2 and 3) to determine the grade of recommendation by
That is, the recommendation index (γ = 1) is predicted only for the fundus images with good illumination, and the recommendation indices (γ = 2 and γ = 3) are estimated for the images with good illumination and naturalness. The process can be regarded as typical DT, in which the thresholds are trained from the training database.
F. CLASSIFICATION
From another perspective, the process that if an image is categorized as 'accept' or 'reject' class can be regarded as a binary classification problem. Thus, we can train a regressor to solve the problem. To find a mapping from the feature space to subjective labels with a regression module, we first extract a 5-dimensional feature vector from illumination, naturalness and structure cues as
By establishing a training database with feature vectors and the corresponding labels, we resort to build a regression model. Then, after extracting the feature vector of a testing image and feeding it into the learned regression model, the quality label ('accept' or 'reject') can be easily predicted. In this paper, we use two typical classification algorithms to solve the problem. 1) SVM is a widely used classification tool, which uses support vectors to predict the testing sample [28] . Considering a training samples (x 1 , x 2 , · · · , x N ) and class labels (y 1 , y 2 , · · · , y N ), SVM learning aim to solve the following equation:
where φ(x i ) is the kernel function, and (w, b) are the variables to be optimized during the training. In the experiment, we use the radial basis function as kernel function.
2) The goal of dictionary learning (DL) is to construct the projection from the feature space to the label space with the sparsity and label-consistent constraints. Let Y be a set of 
IV. EXPERIMENTAL RESULTS AND ANALYSES
This section presents experimental results of the proposed FIQCINS model. The partial and overall recommendation results are first presented, and the classification results using different classification techniques are then presented and discussed.
A. EVALUATION METHODOLOGY
We use the similar quantitative measure methods as the study [30] for performance evaluation of the proposed method: sensitivity, specificity, accuracy, and Area under the ROC Curve (AUC) [31] . The sensitivity here represents the probability of classification that are correctly identified as 'accept', while specificity represents the probability of classification that are correctly identified as 'reject'. To describe sensitivity, specificity and accuracy, true positive (TP), true negative (TN), false positive (FP), and false negative (FN) are computed. Here, TP and TN suggest a consistent result between the test results and the actual condition, while FP and FN indicate that the test results are opposite to the actual condition. Thus, sensitivity, specificity and accuracy in terms of TP, TN, FN and FP are described as In the method, we should set the thresholds (T low and T high , T 1 , T 2 , T 3 and T 4 ) in advance to determine the illumination index. To determine T low and T high , we first collect two groups of just noticeable dark and bright images (40 images for each group), partially shown in Fig.8 . Then, the average illumination values for all pixels within the circular masks of these images are computed as thresholds. In the experiment, T low and T high is set to 50 and 240, respectively. To better illustrate the influence of the thresholds (T 1 , T 2 , T 3 and T 4 ) on the classification accuracy, the relationship between different threshold values and the accuracy rates is tested to select the optimal threshold. Since it is difficult to determine T 1 , T 2 and T 3 simultaneously, we adopt an alternative scheme by fixing two thresholds in determining one of the thresholds. As illustrated in Fig.9 , the choice of different threshold values has certain impact on the classification accuracy, and the optimal selection of T 1 = 0.03, T 2 = 0.5, T 3 = 32, and T 4 = 55 has a relatively high accuracy on the database.
C. PARTIAL AND OVERALL QUALITY RECOMMENDATION RESULTS
The purpose of quality recommendation here is to detect the 'reject' fundus images that suffers from illumination, naturalness or structure degradations. For partial quality cue (e.g., illumination, naturalness or structure), the positive and negative sets are composed of images belonging to the 'accept' and 'reject' classes based on the specific subjective evaluation, respectively. For overall quality, the positive set is consisted of images with the target binary number '111', and the negative set is consisted of images with the target binary number '000', '001', '010', '011', '100', '101' and '110'. By the classification operation in Eq. (16), we predict 836 positive and 164 negative samples in the illumination set, 694 positive and 306 negative samples in the naturalness set, 788 positive and 212 negative samples in the structure set, and 552 positive and 448 negative samples in the overall set.
The sensitivity, specificity, accuracy and AUC are shown in Table 5 . Observed from the table, the proposed model demonstrates better classification accuracy in terms of all quantitative indicators. Especially, the classification accuracy for the overall quality reaches 93.34%. We also plot the ROC curves to analyze the performance of the two-class classification task. The VLFeat software package [32] was used to generate the ROC curves. Figs. 10(a)-(d) shows the ROC curves for the illumination set, the naturalness set, the structure set, and the overall set, respectively. Excellent classification accuracy can be achieved because the AUC values are larger than 0.90.
D. CLASSIFICATION RESULTS USING SVM AND DL
Considering that the generic quality is a combination of multiple degradations, it is necessary to train a classification model to predict the generic quality of a fundus image based on the feature vector from illumination, naturalness and structure. We also build the regression model using the existing SVM and DL techniques. To learn a regression model, we partitioned the database into a training subset and a testing subset. We report results under four partition proportions: 80%, 60%, 40%, and 20% data for training and the remaining 20%, 40%, 60%, and 80% for testing. Each partition was randomly conducted 1000 times on each dataset and the average sensitivity, specificity, accuracy and AUC scores are computed as reported in Table 6 . From the table, we can draw the following conclusions: 1) the classification accuracy tends to drop with the decreasing of the partition ratio of the training subset, especially when only 20% data is used for training, the specificity index is largely reduced; 2) the classification performance with DL is obviously lower than those with DT and SVM classification methods. The reason may be of the lower dimension of features for dictionary training, so that it is hard to train the intrinsic relationship between the feature and label spaces.
E. FAILURE CASES
To further analyze the advantages and limitations of the current method, the confident and confusing results using different classifiers (DT, SVM and DL) are presented in Fig.11 . The most confident results are of images that have discriminative quality (strongly accept or reject, as shown in the left column of Fig.11) , while for the ambiguous images, the classifiers tend to achieve confusing results. For example, the 'accept' labeled images may be classified as 'reject' for different classifiers, while for the 'reject' labeled images but having confusing appearances, the classification results may be also false. The reason may be that the classifier can sometimes be fooled by illumination, naturalness and OD location cues, if these features do not have enough discrimination. Also, if the subjective grading itself is ambiguous, a 'accept' or 'reject' classification result is also ambiguous.
F. TESTING ON OTHER DATABASES
Since the goal of our FIQCINS model is to classify a fundus image into a 'accept' or 'reject' class based on recommendation index, the trained model cannot be tested on other public databases (e.g., DRIVE, MESSIDOR and CHASE_DB) for cross-validation with the following reasons: 1) these databases have no explicit 'accept' or 'reject' label for quality grade; 2) even we can get the classes for each image in the databases via the same subjective testing with our work, most of the images have good quality, or the number of the images in the database is small. Therefore, we use the DT, SVM and DL classification models trained on our database to classify other DRIMDB, DRIVE, MESSIDOR, CHASE_DB and STARE databases.
For DRIMDB database with three kinds of quality grades, we directly classify the images into 'accept' and 'reject' classes (22 images with outlier category are excluded in the testing), and compute sensitivity, specificity, accuracy and AUC compared with the actual categories. As shown in Table 7 , our trained DT and SVM models can achieve good performance on the database with high sensitivity, specificity, accuracy and AUC.
For other databases without quality grades, as shown in Table 8 , using the DT classification model trained on our database, we can predict the percentage of 'accept' images on these databases. For example, there are good illumination and structure levels for MESSIDOR, while the structure level is poor for CHASE_DB because the OD is located in the middle location of the fundus circular (different with the defined structure in our model). The naturalness level for STARE is poor due to the influence of blurring and lower contrast. The classification results basically fit the observation of the databases.
G. FURTHER DISCUSSIONS
Although the proposed model demonstrates its power in addressing quality prediction issue for recommendation, the following aspects still deserve to be taken into account:
1) The classification accuracy of the model is highly dependent on the adopted features and the classifiers on which it is trained. In this paper, we use simple DT, SVM and DL classifiers to perform this task, but the classification performance is not as satisfactory as expected. In the future work, strong deep learning tool can be used to learn a deep classifier [33] .
2) The existing IQA databases usually simulate the noise, artifacts or other quality degradations, while our database uses the authentically degraded images. Therefore, for a comprehensiveness consideration, the database should be expanded to involve other features (such as different types of diagnosis) and contain much richer categories.
3) As an ultimate goal of the model, we expect to embed the recommendation module into a screening or imaging system, so that it can give a recommendation index in real-time. Therefore, reasonability, efficiency and robustness are the keys for the algorithm designing, should be carefully taken into account in the future work.
V. CONCLUSIONS
In this paper, we have investigated the research topic in automated quality assessment of fundus images. The main characteristics of this work are as follows: first, we construct a new fundus image database from two 'accept' and 'reject' classes based on the definition of illumination, naturalness and structure. Second, we have developed new features for measuring illumination, naturalness and structure. With these features, we have derived a fundus image quality classifier. Third, our model can achieve strong performances with a sensitivity of 94.69%, specificity of 92.29%, and accuracy of 93.60% for the classifying of the fundus images. 
