This work presents an experimental investigation of the effects of open-and closed-loop control techniques on the flow structure and surface pressure signature in subsonic cavity flows. The cases include the uncontrolled ͑baseline͒ Mach 0.30 flow over a shallow cavity of aspect ratio 4 with Reynolds number based on the cavity depth of 10 5 , and four actively controlled flows. The controlled cases include open-loop at two discrete frequencies and two closed-loop cases: parallel proportional with time delay and reduced-order model-based linear quadratic. Measurements and analyses include particle image velocimetry, spectra and spectrograms of surface pressure and velocity fluctuations, flow visualization, and proper orthogonal decomposition. Data are presented and analyzed in an effort to better understand the behavior of the cavity flow in response to a variety of actuation cases. Results show that both open-and closed-loop control have significant effects on the flow dynamics and surface pressure behavior. In addition, the results reveal substantial differences between the effects of each type of open-loop and closed-loop control.
I. INTRODUCTION
Flow over a rectangular cutout or cavity is capable of generating strong self-sustained pressure oscillations due to various flow-acoustic coupling mechanisms. Distinctions between types of cavity flows are made based on these coupling possibilities. 1, 2 Generally, the two parameters that define cavity flow are the cavity aspect ratio ͑L / D͒ and the Mach number of the flow. Additional parameters such as the geometry of the leading and trailing edge of the cavity ͑re-lating to the receptivity region and reattachment point of the shear layer͒ also play major roles. Regardless of the Mach number, deep cavities ͑L / D Ͻ 1͒ can act as Helmholtz resonators while shallow cavities ͑L / D Ͼ 1͒ are typically driven by convecting flow structures in the shear layer. Shallow cavities are further divided into closed and open. In the former, the shear layer reattaches on the cavity floor while in the latter the shear layer spans the entire cavity length. In an open shallow cavity, the incoming boundary layer separates at the cavity leading edge, and a free shear layer is initiated. Natural disturbances in the flow are amplified in the shear layer due the Kelvin-Helmholtz instability resulting in large spanwise vortices ͑instability waves͒ that grow as they advect over the cavity length. The impingement of these vortices on the downstream cavity edge creates an acoustic wave that travels upstream and enhances the growth and development of instability waves/shear layer structures at frequencies determined by the phase relationship between the flow and acoustic phenomena. Under phase-matched conditions, the shear layer vortices and upstream traveling acoustic wave create a feedback loop in which structures undergo selective amplification. The result is a stable limit cycle that manifests itself physically as flow and acoustic resonance, an inherently nonlinear phenomenon. Examples of this behavior include flow over aircraft weapons bays, landing gear openings, and optical ports, while extensions of this phenomenon can be drawn to internal piping systems and automotive applications.
The prevalence of such geometrical configurations in military and commercial aircraft has motivated a considerable amount of research on this topic. Rossiter 3 developed an empirical equation for predicting the cavity flow resonance frequencies, today referred to as Rossiter modes, which was later improved by Heller and Bliss. 4 This modified Rossiter equation has shown considerable success in predicting the frequencies or modes that are likely to appear at different flow velocities despite making no prediction of modal amplitude or preferential mode excitation. Rockwell and Naudascher 1 later observed that dominant modes occur when Rossiter modes coincide with natural longitudinal acoustic modes associated with the cavity length. Williams et al. 5 confirmed Rockwell's findings with experiments in shallow cavities and suggested that multimode resonance occurs for conditions in which there is no common frequency associated with Rossiter and natural acoustic modes. A similar interaction can occur between Rossiter modes and the natural transversal acoustic modes of a cavity in a wind tunnel. 6, 7 More recently, the use of joint time-frequency analysis ͑short-time Fourier transform, wavelet analysis, and bispectral analysis͒ has revealed that multimode resonance is associated with rapid mode switching. 5, [8] [9] [10] More rigorous attempts to theoretically model the behavior of cavity flows based on edge scattering processes have also been developed recently.
an area of active research because of the possible benefits in mean drag of aircraft, structural fatigue, store integrity, and stealth characteristics. Various methods of cavity flow control include passive ͑geometrical͒ modifications using meshes, spoilers, ramps, cylinders, and rods placed near the cavity leading edge 4, [14] [15] [16] [17] and active open-loop control with oscillating flaps, vibrating cylinders, powered resonance tubes, and pulsed injection. 9, 16, 18, 19 The primary goal in all types of cavity flow control is the interruption or modification of the flow-acoustic feedback loop.
Passive techniques are simple, inexpensive, and generally successful under a limited range of operating conditions but can induce negligible or even adverse effects when used outside their designed operating range. Like passive control, active open-loop control has shown considerable success at design conditions and reduced effectiveness at off-design states due to a lack of adaptability. 20 While more flexible than passive techniques, open-loop flow control schemes still lack the responsiveness and adaptability needed for application in dynamic flight environments.
Conversely, active closed-loop ͑feedback͒ control techniques appear well-suited to the successful management of these flows since they can adapt to variable conditions using information from sensors in the flow. Closed-loop control also shows the potential to significantly reduce power requirements in comparison to open-loop control strategies. 21 Because of its potential to increase the efficiency of systems over a wide range of operating conditions, feedback control of aerodynamic flows has received focused attention in recent years. 5, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] More specifically, closed-loop control methods for cavity resonance suppression have been used by various groups using both adaptive logic [5] [6] [7] 21, 22, 30, 31 and model based approaches. 25, [32] [33] [34] For an in-depth review of the developments in active control of cavity flow, the reader is referred to Cattafesta et al. 23 and Rowley and Williams.
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The flow control group of the Collaborative Center of Control Science ͑CCCS͒ at The Ohio State University has been working on the development and implementation of reduced-order model-based feedback flow control technologies. We have chosen to use detailed experimental studies in an effort to expedite the understanding and implementation of such flow control schemes. The result of such endeavors has been the design and successful implementation of a reduced-order model-based cavity flow control scheme. 25 This has been preceded and followed by various works on reduced order modeling, controller design, and cavity flow physics. 7, 9, 36, 37 The current work is dedicated to examining the effects of active flow control, both open-and closedloop, on subsonic cavity flow. While a variety of publications have examined uncontrolled cavity flow in recent years, 2, [38] [39] [40] [41] to our knowledge this is the first publication devoted to examining in detail the effects of control on cavity flow physics. As such, this work aims to partially fill gaps in the physical understanding of the effects of active control on cavity flow by using qualitative and quantitative flow diagnostics. Focus is placed on the subsonic regime with an emphasis on Mach 0.30 flow. The response of the cavity to four types of active control is examined. The first two cases examine the effect of open-loop sinusoidal forcing at discrete frequencies close to the second and fourth Rossiter modes ͑denoted F2 and F4, respectively͒ while the latter investigate the effects of two feedback controllers. The two closed-loop schemes are a parallel-proportional with time-delay ͑PP͒ controller 37 and a linear quadratic model based ͑LQ͒ controller. 25 The nomenclature for the cases examined in this work is summarized in Table I . It is hoped that this work will aid in progressing the understanding of the response of cavity flow to active control while building a database for use in verifying numerical simulations of cavity flow at low Mach numbers.
II. EXPERIMENTAL FACILITY AND TECHNIQUES
The experimental facility is a small blow-down wind tunnel located at the Gas Dynamics and Turbulence Laboratory ͑GDTL͒ of The Ohio State University. Filtered, dried air is supplied by two four-stage compressors that allow continuous operation in the subsonic to transonic range. The air is stored in two large tanks and passes through a stagnation chamber with screens designed to minimize freestream turbulence. The flow is directed to the 50.8 mm ͑2 in.͒ by 50.8 mm ͑2 in.͒ test section through a smoothly contoured converging nozzle before exhausting to the atmosphere. A schematic of the facility is shown in Fig. 1 . A 50.8 mm ͑2 in.͒ long, variable depth cavity is recessed in the floor of the wind tunnel. This cavity spans the entire width of the test section. In this study, we focus on a cavity depth of 12.7 mm The cavity shear layer is controlled by a 2D synthetic jet-like actuator issuing from a high-aspect-ratio converging nozzle embedded in the cavity leading edge and exhausting at an angle of 30°with respect to the main flow through a slot with height h = 1 mm spanning the entire cavity width ͑Fig. 1͒. The synthetic jet by nature provides no net mass addition to the flow, thus control is accomplished through a nonzero net momentum addition. Actuation in the frequency range 1 -20 kHz is produced by mechanical oscillation of the titanium diaphragm of a selenium D3300Ti compression driver. The actuator assembly has a mean actuator to main flow momentum ratio C = hu rms 2 / HU ϱ 2 in the range 10 −4 -10 −6 , where u rms is the root mean square value of forcing velocity at the actuator exit slot, H is the test section height, and U ϱ is the velocity of the freestream in the test section above the cavity. The authority of the actuator for controlling the cavity flow resonance has been documented in previous publications. 7, 9 The most effective range of actuation has been observed between 1 and 5 kHz. Output velocities in this frequency range can vary significantly ͑be-tween 5 and 35 m / s͒ due to modulations introduced by the geometry of the actuator plenum ͑see Fig. 6 of Ref. 7͒. Despite this detrimental effect, good control authority is seen over this frequency range when using open-loop forcing at discrete frequencies. Conversely, broadband forcing, such as that used in feedback control, can be greatly affected by the transfer function of the actuator plenum. The design of a compensator to minimize these unwanted effects has recently been carried out and shows encouraging results. 42 Open-loop actuation signals are provided by a BK Precision 3011A function generator and amplified by a Crown D-150A amplifier. For closed-loop control, a dSPACE 1103 digital signal processing control board is used. This system utilizes four independent, 16-bit A/D converters each with four multiplexed input channels that allow simultaneous acquisition and control processing of four signals. It also allows, almost simultaneous, due to multiplexing, acquisition, and processing of additional signals at a rate up to 50 kHz per channel to produce at the same rate a control signal from a 14-bit output channel.
Pressure fluctuations in the facility are measured by flush mounted Kulite dynamic pressure transducers. Figure 2 shows the locations of the six transducers on the cavity side wall used in this study. Transducers 7-9 in the cavity floor are shown as well, which are utilized for measurements not requiring laser-based flow diagnostics. These sensors have a flat frequency response up to about 50 kHz. The Kulite signals are bandpass filtered between 100 and 10000 Hz to remove unwanted frequency components. Recordings of 262144 samples are acquired at 200 kHz through 16-bit resolution acquisition boards ͑National Instruments PCI-6036E and PCI-6143 S͒ operating on a Dell Precision Workstation 650 computer. By using the Kulite sensitivity and accounting for the amplifier gain setting, the voltage values of the time traces are converted to nondimensional pressure referenced to the commonly used value of 20 Pa.
Short-time Fourier transform ͑STFT͒ is utilized to provide information on the time evolution and frequency content of the unsteady sound pressure levels ͑SPL͒. 37 The sampling frequency and the spectral resolution ͑24 Hz͒ guarantee a time resolution ⌬t Ն 3.3 ms. The spectrograms are visualized as contour plots. SPL spectra are obtained by averaging the corresponding spectrograms and are accurate within ±1 dB. 37 Hot-film measurements are employed at three streamwise locations, x / D = 1, 2, and 3 to quantitatively characterize the frequency content of the cavity shear layer for baseline and controlled cases. Velocity time traces are acquired using a TSI 1276-10A subminiature hot-film probe connected to a TSI 1750 constant-temperature anemometer. The 25 m thick and 0.25 mm long sensor has a flat frequency response up to about 40 kHz and can accurately resolve frequencies up to 10 kHz. Similar to the pressure case, 262144 samples of the signal from the anemometer were acquired at 200 kHz and used to create spectrograms and spectra of velocity fluctuations that provide information on the time evolution and frequency content of the unsteady velocity signals. For each streamwise location, the optimal vertical position for the clearest description of the large-scale structure frequency content was determined by analyzing vertically traversed spectra of velocity fluctuations. This analysis consists of determining the vertical position that gives the largest difference between the maximum spectral peak and the background velocity fluctuations. For the Mach 0.30 baseline flow, the optimal vertical positions are, respectively, 4, 6, and 8 mm above the cavity leading edge for x / D = 1, 2, and 3, respectively. This result qualitatively agrees with Hussain and Zaman's observations that "the 'footprint' of the quasiperiodic structures is strongest near the high-speed side of the mixing layer." 43 The use of Mach 0.30 baseline flow for identifying these measurement loca- 
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tions is supported by noting, as will be shown later, the similarities in shear layer velocity profiles for the flow cases studied. The instantaneous features of the flow in a streamwise plane at the test section centerline are visualized by the scattering of a laser sheet entering the test section from the optical window on the ceiling of the tunnel. The sheet is produced by a Continuum Powerlite 8010 Nd: YAG pulsed laser operating at the second harmonic ͑532 nm͒ with 9 ns pulse duration at 10 Hz. For all flow cases, laser power is held at approximately 80 mJ per pulse. Smoke used for flow visualization enters the cavity from a 3 mm streamwise slot in the floor. The laser sheet illuminates the flow on the streamwise plane of the cavity and exhausts through the same floor slot. A Princeton Instruments 14 bit intensified charge coupled device ͑ICCD͒ camera system with a pixel resolution of 576 by 384 is used to obtain flow images.
Conditional sampling is accomplished using a timing board ͑National Instruments PCI-6602͒ that receives an input signal ͑voltage͒ from a high bandwidth pressure transducer in the baseline and nonresonant cases or the actuator input signal in the open-loop control cases. In either configuration, when the input signal exceeds a defined threshold voltage, the timing board synchronizes a TTL to trigger the firing of the laser and subsequent image exposure. It should also be noted that this TTL is created such that the repetition rate of the laser ͑10 Hz͒ is maintained. The acquisition in all cases starts on the positive slope of the sinusoidal signal, which is defined arbitrarily as a phase angle of zero degrees. By adding time delays based on the frequency of resonance or excitation, the acquisition steps through a selected number of phases of the resonant or forced period. For the purposes of this study, eight sets of phase-locked images are obtained, each corresponding to an incremental phase shift of 1/8 of the resonant or forced period. Ensemble averages of 50 images are obtained from the individual images of each set and short movies are created showing the propagation of the structures during the eight phases of one period. In the interest of brevity, only one representative phase for each data set is presented in this work. It should be noted that in the baseline and nonresonant cases, the signal obtained from the high bandwidth pressure transducers must be amplified and bandpass filtered to enable triggering the image acquisition. In these cases, it is not necessary to correct for the filter lag since the acquisition always steps through 360°of the sinusoidal signal. Consequently, no direct comparisons between phases of differing data sets are made in this study.
Two-dimensional particle image velocimetry ͑PIV͒ is used to obtain quantitative measurements of the velocity field. Images are acquired and processed using a LaVision PIV system whose accuracy is well-established in the experimental community. 44 The main flow is seeded with di-ethylhexyl-sebacat ͑DEHS͒ particles by using a four-jet atomizer upstream of the stagnation chamber. This location allows homogeneous dispersion of the particles throughout the test section. A dual-head Spectra Physics PIV-400 Nd: YAG laser operating at the second harmonic ͑532 nm͒ at approximately 100 mJ per pulse is used in conjunction with spherical and cylindrical lenses to form a thin ͑ϳ1 mm͒, vertical sheet spanning the streamwise direction of the cavity at the middle of the test section width. In order to minimize beam reflections, a small slot cut into the cavity floor allowed the laser sheet to exhaust and diffuse in a sealed light-trap. The time separation between laser pulses used for the DEHS particle scattering is tuned according to the flow velocity, camera magnification, and correlation window size. For Mach 0.30 flow, this value is 1.8 s. Two images corresponding to the pulses from each laser head were acquired by a 2000 by 2000 pixel Redlake CCD camera equipped with a 90 mm macro lens with a narrow bandpass optical filter.
The camera views the streamwise laser sheet orthogonally over the entire test section length as in the flow visualization case. Other essential hardware and software is housed in a dedicated computer with dual Intel Xeon processors. For each image pair, subregions are cross-correlated using decreasing window size multipass processing with 50% overlap. The flow seeding density ensures that 6-10 DEHS particles exist in the 32 pixel by 32 pixel correlation window used in the final correlation pass. This configuration gives a velocity vector grid of 128 by 128 over the approximate measurement domain of 50.8 mm ͑2 in.͒ by 50.8 mm ͑2 in.͒, which translates to each velocity vector being separated by approximately 0.4 mm.
The resulting vector fields are postprocessed using techniques included in the DaVis Flowmaster software package. An allowable range of U ± 125 m / s and V ±75 m/s is imposed. Vectors with components outside this range are removed. In addition, the ratio of the two largest correlation peaks used in the calculation of each vector is required to exceed 1.5 for that vector to be valid. Finally, a four-pass regional median filter removes and iteratively replaces vectors that are greater than 1.3 times the root mean square and less than 2.5 times the root mean square of the neighboring eight vectors, respectively. During the median filter procedure, each component of velocity is checked independently.
Additional postprocessing is required to fill any remaining voids in the vector field since the calculation of derived or ensemble-averaged quantities can be greatly affected by a missing vector. Filling is accomplished using a multiple step interpolation procedure that first fills any voids that have at least two nonzero neighboring vectors with the average of those neighboring vectors. Subsequent steps use the newly interpolated vectors as neighbors for the remaining voids. This procedure repeats until all gaps are filled. A 3 by 3 smoothing filter is also applied to the vector field. Finally, the original allowable vector range is again applied to the postprocessed vector field in order to remove any clearly invalid data that may have been added by the postprocessing procedures. Additional details on the processing procedure can be found in the DaVis 7.0 Flowmaster software manual. A comparison between ensemble-average streamwise velocity profiles measured with the PIV system and pitot probe for Mach 0.30 flow ͑not shown͒ confirms that the two devices agree within 1% in the freestream.
Phase-locked PIV is accomplished by synchronizing the image acquisition process to a timing board signal as in the flow visualization case. This results in movies of velocity vector fields and derived scalar quantities that depict the quantitative behavior of the cavity shear layer for eight phases of one resonant or forced period. For statistical analysis, 1000 random samples of each cavity flow velocity field are acquired at 5 Hz. These snapshots are time-uncorrelated since they are sampled at a frequency that is much lower than any frequency associated with the relevant flow dynamics ͑ϳ3000 Hz͒. Using a form of Reynolds decomposition, the ensemble average of the random velocity field is subtracted from the phase averaged velocity field to yield phase averaged fluctuating velocity fields that highlight the dynamic features of the cavity shear layer. The proper orthogonal decomposition ͑POD͒ method is used to provide information on the low-order dynamics of the cavity flow. The method uses M snapshots of the flow and casts the fluctuations in the flow in terms of N Ͻ M spatial orthonormal modes or POD modes i ͑x͒ and modal coefficients for these modes a i ͑t͒. The POD expansion ͑1͒ represents fluctuations of the vector q͑x , t͒ = ͓u͑x , t͒ , v͑x , t͒ , c͑x , t͔͒ in terms of the modes that contain the major portion of the kinetic energy in the flow:
Each snapshot contains u and v components of instantaneous velocity on the x-y plane passing through the center of the cavity. The corresponding value for the speed of sound c is calculated based on the flow stagnation temperature. PIV results indicate that the mean turbulent kinetic energy converges after approximately 700 snapshots. 36 Consequently, for the purposes of this work, only 700 snapshots are used to derive the POD modes and the relevant statistical quantities.
III. RESULTS

A. Baseline and controlled surface pressure characteristics
The baseline flow for a cavity with an aspect ratio of 4 has been characterized experimentally for Mach numbers ranging between 0.20 and 0.70. Dominant resonant tones are shown near the intersections of Rossiter and acoustic modes ͑see Fig. 3 of Ref. 25͒. This behavior agrees with the observations of other researchers who obtained similar results with longitudinal and transversal acoustic modes in their respective facilities. 5, 6 The previously mentioned work of Rockwell and Naudascher, 1 Rossiter, 3 and Williams et al. 5 examined wind-tunnel cavity flows for which the vertical direction ͑tunnel height͒ was significantly greater than the longitudinal direction ͑cavity length͒. This resulted in lowerfrequency transversal acoustic modes, which exhibited no interaction with the higher-frequency Rossiter modes. Taking note of these observations and performing similar studies of our own 7, 9 resulted in the choice of Mach 0.30 flow as a reference baseline case. This flow exhibits a single tone at about 2850 Hz, which is near the intersection of the third Rossiter mode and the first transversal acoustic mode. 25 At this Mach number, the actuator has sufficient authority to significantly alter the flow in both open-and closed-loop configurations at relatively low power levels. It should be noted that at this Mach number, Rossiter modes 2, 3, and 4, correspond to approximately 1850, 2900, and 4000 Hz, respectively.
The resonant behavior of the shallow cavity for baseline Mach 0.30 flow is evident from Fig. 3 , which shows the spectrum of the surface pressure measured by transducer 5 ͑Fig. 2͒. This sensor resides in a convenient location for measurement during laser diagnostics and produces results representative of the overall pressure fluctuations in the cavity. Measurements from the other transducers, not shown here, provide consistent results, confirming that at this Mach number the cavity flow resonates at a frequency corresponding to the third Rossiter mode with strong time-invariant flowacoustic coupling. At other Mach numbers, the cavity oscillations can exhibit rapid switching between multiple modes creating a distribution of energy over a variety of frequencies. Furthermore, we have observed that in some controlled conditions, significant spatial pressure variations can exist in the cavity. Consequently, one should exercise caution when evaluating controller effectiveness based on only one sensor.
In this work, two of the more representative open-loop forcing cases are presented and their effects on the cavity flow structure and surface pressure signature are investigated. Surface pressure spectra from sensor 5 for these cases are presented in Figs. 4͑a͒ and 4͑b͒ superimposed over the baseline case. The forcing frequency is near the second Rossiter mode for F2 and is slightly less than the fourth Rossiter mode for F4. In the former, the flow has been forced to resonate near the second Rossiter mode, which suggests that the flow field, given the proper excitation, is quite amenable to resonance at this frequency. In addition, the actuator produces a significant velocity at this frequency and voltage ͑ϳ32 m/s͒, which no doubt assists in inducing this oscillation. 7 The F4 forcing excites the flow near its subharmonic ͑close to the second Rossiter mode and in the relatively flat region of the actuator frequency response͒ 42 that competes with the baseline resonant frequency on a rapid time scale thus inducing a multimode state between frequencies close to the second and third Rossiter modes. This forcing reduces the peak amplitude by approximately 11 dB and shows an entirely different behavior from F2. This is a strong
indication of the widely known nonlinear behavior associated with cavity resonance and its control. For both cases, consistent results were obtained from the other transducers in the test section wall. Figure 4 also presents the surface pressure spectra from sensor 5 for two successful closed-loop controllers ͓Figs. 4͑c͒ and 4͑d͔͒. One is a parallel proportional ͑PP͒ with time delay controller that uses sensor 5 for feedback without a model of the cavity flow system. 37 The other is a linearquadratic ͑LQ͒ type controller based on a reduced-order model of the flow updated through real-time feedback from sensors 1 through 6. 25 Both of these feedback controllers provide substantial improvements over one of the best openloop control cases ͓Fig. 4͑b͔͒. The PP controller applies tuned time delays to the feedback signal to produce a control that reduces the spectral peaks to a minimum value. This reduces to varying the phase of the control signal relative to the resonant frequency to allow phase cancellation of the wave. This induces a peak splitting and broadening of the resonant tone with a peak amplitude reduction of approximately 15 dB. A small peak near the frequency of the second transversal acoustic mode ͑5700 Hz͒ is excited while almost all of the other frequency components are somewhat reduced. The LQ controller uses information from one or more sensors in the flow along with a flow model to guide the actuation process. This controller further improves on the PP case by producing an additional 2 -3 dB peak amplitude reduction accompanied by a slight increase of the other spectral components and by the appearance of peaks at about 2300 Hz and at higher frequencies. Thus both closed-loop cases appear to have induced multimode resonance by employing different control techniques. The results from other sensors support those of Fig. 4 and indicate that open-loop ͑F2, F4͒, closed-loop ͑PP͒, and model-based feedback control ͑LQ͒ are all having different effects on the cavity flow.
B. Planar flow results
Detailed experimental investigations of how and why cavity flows respond to the introduction of active control are limited in the literature. In general, a control system is designed and tested; then the success of the technique is judged based on one variable. For cavity flow, this variable is typically the spectrum obtained from real-time surface pressure measurements in one or more locations. In this section, we examine in more detail and draw some conclusions on the physical effects that control techniques have on the flow structures and surface pressure of the open shallow cavity flow.
The qualitative effects of active control on flow structure are observed using phase-locked flow visualization. To resolve the phase-averaged behavior of the shear layer vortices, eight phases of the resonant period are imaged using the techniques described in Sec. II. In the interest of brevity, only one phase that is representative of each sequence is presented in Fig. 5 . An instantaneous image of one of these 
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phases for each flow is represented in the left column while a 50-image average of the same phase is shown in the right column. The baseline flow is seen to contain three discrete structures in both the instantaneous ͓Fig. 5͑a͔͒ and average ͓Fig. 5͑b͔͒ images, which is congruous with resonance at the third Rossiter mode. Forcing the flow to resonate at the second Rossiter mode produces two structures in the shear layer in agreement with the Rossiter model prediction ͓Figs. 5͑c͒ and 5͑d͔͒. These structures are larger than those of the baseline case. This visually confirms that forcing at this frequency eliminates or drastically weakens the natural feedback mechanism for the third Rossiter mode, but excites the flow at the lower resonant frequency. Figures 5͑e͒ and 5͑f͒ present phase-locked flow visualizations for the F4 case. Four large-scale structures are visible in the instantaneous image of the flow for this forcing near the fourth Rossiter mode while the average data exhibit discrete structures in the upstream half of the cavity, but less defined large-scale dynamics along the downstream half. This is in agreement with the weak appearance of this mode in the spectrum ͓Fig. 4͑b͔͒ and the experimental procedure that locks the image acquisition to this frequency. The progressively more incoherent behavior of this particular flow at farther downstream locations will be a point of further discussion. Figures 5͑g͒ and  5͑h͒ show the instantaneous and average phase-locked flow visualization images for the PP case. The dark spot in the image in the upstream portion of the cavity is due to some material that has deposited on the camera lens. In this case, the frequency associated with the highest peak in the PP surface pressure spectrum ͑ϳ3000 Hz͒ is used to trigger the acquisition. It is observed that neither the instantaneous ͑which is a good representation of the data͒ nor the average image shows the existence of a coherent structure pattern. This is an intuitive result given the frequency content of the surface pressure spectrum associated with this flow field ͓Fig. 4͑c͔͒, which shows no dominant tone. In the interest of brevity, the flow visualization associated with LQ is not shown since it exhibits a lack of structure pattern similar to the PP case. It is widely known that flow visualization is a reliable technique for gaining qualitative insight into the overall nature of flows that are dominated by coherent structures. However, a quantitative understanding of the nature of resonating or nonresonating flows requires detailed velocity measurements. To this aim, we utilized the PIV technique explained in Sec. II to acquire phase-averaged data for cases B, F2, and F4 ͑Fig. 6͒. The left column presents the phaseaveraged fluctuating normal velocity component calculated 
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Effects of open-loop and closed-loop control Phys. Fluids 19, 065104 ͑2007͒ from 50 snapshots of the velocity field while the right column depicts the corresponding phase-averaged Galilean decomposition of the velocity field calculated using the theoretical convective velocity ͑60% of freestream͒. The fluctuating streamwise velocity component ͑not shown͒ exhibits similar distinct organization. The PIV data clearly confirm the behavior suggested by the qualitative flow visualization. The baseline case ͓Fig. 6͑a͔͒ exhibits, as expected, three coherent structures spanning the cavity indicated by the paired regions of the positive and negative velocity contours. These structures grow in size and decrease in intensity until they impinge on the trailing edge. The Galilean streamlines give further eduction of the coherent vortices. As pointed out by Adrian et al., 45 discrete vortices are represented as closed streamlines when viewed in a reference frame moving at the convective velocity of the vortex. In addition, one can make some qualitative conclusions on the convective velocity of the shear layer vortices by noting if they roll clockwise or counterclockwise, implying that structures are moving faster or slower than the theoretical convective velocity. Closed streamlines are observed in three locations in the cavity shear layer for the baseline case ͓Fig. 6͑b͔͒. In addition, it is shown that structures grow in size and decrease in convective velocity as they advect over the cavity. The fluctuating normal velocity component for the F2 case shows the existence of two large and equally well-defined structures ͓Fig. 6͑c͔͒. Again, this agrees well with the behavior indicated by the flow visualization of Figs. 5͑c͒ and 5͑d͒. The corresponding Galilean decomposition of the F2 case further supports this result by showing two regions of closed streamlines in the cavity shear layer ͓Fig. 6͑d͔͒. Again, the structure growth is shown to be accompanied by a decrease in structure convective velocity since the downstream vortex appears to roll up in the reverse flow direction. Interestingly, the F2 case and, to a lesser degree, case B represent a phase at which the most downstream structure impinges on the cavity trailing edge. This is accompanied by a strong normal velocity fluctuation down the wall of the cavity trailing edge.
The behaviors discussed in the preceding paragraph are typical of resonating cavity flows whether influenced by control or not and could be concluded from flow visualization alone. However, the behavior of well-controlled cavity flows such as the one represented by case F4 is not nearly as intuitive. The velocity decompositions in Figs. 6͑e͒ and 6͑f͒ show some of these more complex characteristics. Recall from Figs. 5͑e͒ and 5͑f͒ that regions of organized flow structure exist in the upstream half of the cavity for this case. The PIV data support this observation using both decomposition methods since two coherent structures are observed in the upstream region. The underlying flow structure in the downstream half of the cavity that is hinted at by the flow visualization data is more obvious from the PIV results. The fluctuating normal velocity component shows that, on average, structures in this region become larger and less defined indicating that some merging, pairing, or interaction events tend to occur here. Further evidence of these events is shown by the stretched region of closed streamlines in the downstream half of Fig. 6͑f͒ . Thus, we have shown that one effect of this successful open-loop active control scheme is to prevent the excited shear layer structures from remaining coherent over the length of the cavity. In this particular case, it is believed that the reasons for this behavior are twofold. The first is due to the transfer function of the actuator, which has a propensity to amplify frequencies near the second Rossiter mode. 7 Equivalently, we have seen in both published and unpublished results that surface pressure spectra for controlled Mach 0.3 cavity flow contain broad "humps" around this frequency. 37 Second, the second Rossiter mode is near the subharmonic of F4, which makes it amenable to excitation from both the flow and actuator standpoints. The use of experimental conditional sampling techniques for nonresonant flows is not readily possible without some sinusoidal reference signal from the flow or actuator. Consequently, the acquisition of phase-locked data of closed-loop controlled flows is not presented in Fig. 6 .
C. Single point time-resolved flow results
In order to gain more insight into the frequency content of the shear-layer structures, hot-film measurements were performed at streamwise locations of ͑x / D , y / D͒ = ͑1 , 0.315͒ ͑2, 0.472͒, and ͑3, 0.630͒ using the procedure outlined in Sec. II. Figure 7 presents for all cases the spectra of velocity fluctuations obtained from the hot-film time traces at these streamwise locations. The results for controlled flows are shown superimposed on the baseline case for easier comparison. As anticipated from the flow visualization ͑Fig. 5͒, both the B and F2 cases show the presence of large-scale coherent structures caused by a strong flow resonance at the third and second Rossiter mode, respectively, as indicated by the dominant peak in the hot-film spectra at these discrete frequencies. Note also that the F2 case contains higher tonal energy in comparison to the baseline case and also shows harmonics of the control frequency that are not evident in the surface pressure spectrum of Fig.  4͑a͒ . The peak amplitudes of both resonant cases ͑B and F2͒ remain relatively constant at the upstream and midstream location; however, the downstream peaks are reduced by approximately 5 dB for both flows. This is most likely due to the decreased organization, on average, of structures as they advect over the cavity and interact with the trailing edge.
The excitation of the flow by F4 open-loop forcing results in some significant changes in the spectra of velocity fluctuations ͓Figs. 7͑d͒-7͑f͔͒ and explains the behavior observed in the phase-locked data shown earlier ͓Figs. 5͑e͒, 5͑f͒, 6͑e͒, and 6͑f͔͒. The upstream location shows two peaks; one at the subharmonic ͑near the second Rossiter mode͒ and the other at the fundamental forcing frequency ͑near the fourth Rossiter mode͒, the latter of which is dominant. Recall that Rossiter modes 2, 3, and 4 correspond to approximately 1850, 2900, and 4000 Hz, respectively. As the cavity length is traversed, the broader peak close to the second Rossiter mode becomes dominant over the control tone. This explains the behavior observed by the phase-locked PIV data.
Structures are primarily formed just downstream of the cavity leading edge at a frequency coincident with forcing close to the fourth Rossiter mode as evidenced by the dominant peak in Fig. 7͑d͒ . However, the signature of much larger structures at frequencies close to the second Rossiter mode, a near subharmonic of the forcing frequency, is seen as early as x / D = 1. By observing the behavior at the midstream and downstream locations, it is evident that the structures associated with the second Rossiter mode are more sustainable than those associated with the fourth Rossiter mode. It is surmised that structures leading to the development of the fourth Rossiter mode are more likely to merge/pair in the downstream half of the cavity. The less sustainable nature of structures propagating at the fourth Rossiter mode explains the lack of a discernible pattern in the downstream portion of the phase-locked data. Collectively, competition between these two frequencies results in a controlled flow ͓Fig. 4͑b͔͒. It should be noted that the actuation voltage for F4 has been 
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optimized to a degree. When this voltage is higher ͑not shown͒, the structures associated with the fourth Rossiter mode become sustained and behave in a manner more congruous with resonance at this frequency. The behavior of the cavity flow structure under the effects of two successful closed-loop controllers can also be discerned from Fig. 7 . In the PP case ͓Figs. 7͑g͒-7͑i͔͒, there is some evidence of the formation of periodic structures in the initial part of the shear layer at a frequency slightly higher that the third Rossiter mode. As the hot-film is traversed, the oscillations associated with this frequency tend to become damped while other broad peaks in the spectrum, for example around the second Rossiter mode, are slightly amplified. This induces a multimode state in the spectrum of velocity fluctuations where energy is shared mainly between frequencies close to the second, third, and fourth Rossiter modes.
The response of the cavity shear layer to the LQ controller ͓Figs. 7͑j͒-7͑l͔͒ shows distinct differences in comparison to the PP results. In the LQ case, there is no preferred frequency associated with the vortices in the initial shear layer. Further downstream in the shear layer, the multimode, low amplitude, flow oscillations seen further upstream become almost completely damped. The most recent data from our laboratory suggest that these oscillations are introduced by the actuator, which can be controlled allowing suppression of these induced tones. 42 In any event, these results seem to show that the structures in the initial part of the shear layer do not possess sufficient energy and there is no acoustic feedback to allow their selective amplification over the cavity extent.
The B and F4 cases show relatively similar levels of background fluctuations while in the F2 and LQ control, the background fluctuations have increased considerably. The mechanism for these increases is not quite clear. It could be due to the higher actuator input voltage ͑Table I͒. It is also possible that two different mechanisms are involved. In the former, it is caused by the low-frequency large-scale coherent structures. In the latter, it is attributed to the transfer of energy from coherent to stochastic motion. The PP case shows background fluctuation levels slightly lower than case B. This is due to the design of the PP controller in which the phase of the signal is tuned to cancel the normally resonant frequency. These observations will be discussed further in the statistical results section.
The phase-locked images and spectra of velocity fluctuations have given significant insight into the frequency content of the controlled cavity shear layer. To gain additional insight into the temporal evolution of the surface pressure and the flow field and into the disruption of flow-acoustic coupling in response to control, the short-time Fourier transform ͑STFT͒ is performed using the methods described in Sec. II. Figure 8 shows the STFT of the fluctuating velocity time trace from the hot film in the middle of the cavity shear layer x / D = 2 and the STFT of the simultaneous surface pressure measurement from nearby sensor 2. The STFT time resolution ͑3.3 ms͒ allows the capture of between approximately 5 and 15 periods of the resonant or control frequency in the baseline and open-loop cases.
As expected, the baseline case exhibits a strong timeinvariant component near the third Rossiter mode ͑2850 Hz͒ in both the fluctuating velocity ͓Fig. 8͑a͔͒ and surface pressure spectrograms ͓Fig. 8͑b͔͒, which indicates strong timeinvariant resonance at this frequency. The F2 case exhibits similar behavior at the frequency associated with the second Rossiter mode in both measurements ͓Figs. 8͑c͒ and 8͑d͔͒. Also note the slightly time-variant harmonic of the resonant frequency visible in the spectrogram of velocity fluctuations but not in the surface pressure spectrogram for this case. The disruption of flow-acoustic coupling in the F4 case is obvious from the corresponding spectrograms ͓Figs. 8͑e͒ and 8͑f͔͒. In the velocity data, the forcing frequency is quite narrow and generally time-invariant while the velocity signature of structures convecting near the second Rossiter mode vary in time within a 100 Hz band. The pressure spectrogram does not reveal any time-invariant component at the forcing frequency but shows a band of time-varying peaks close to the second Rossiter frequency and a weaker band near the third Rossiter frequency. From these results, it is clear that F4 control has produced a disruption of the flow-acoustic coupling.
Figures 8͑g͒ and 8͑h͒ show that the PP controller has induced a rapid time-varying and/or mode switching state in FIG. 8 . Spectrograms of velocity fluctuations and surface pressure at x / D = 2 and sensor 2, respectively, for cases ͓͑a͒, ͑b͔͒ B, ͓͑c͒, ͑d͔͒ F2, ͓͑e͒, ͑f͔͒ F4, ͓͑g͒, ͑h͔͒ PP, and ͓͑i͒, ͑j͔͒ LQ. Contour levels for the LQ case are applicable to all velocity and surface pressure cases.
065104-10
Phys. Fluids 19, 065104 ͑2007͒
both the fluctuating velocity and surface pressure. This is indicated by the lack of distinct lines in the spectrograms of velocity fluctuations and surface pressure, a stark contrast to the results of cases B and F2. Thus by incorporating the STFT, it is shown that essentially no frequencies of oscillation are consistently observed over the 1200 convective time scales. Comparing the spectrograms of velocity fluctuations and surface pressure as well as the spectra shown earlier, it is discerned that energy is distributed between a slightly different set of frequencies. Thus one concludes that the flowacoustic coupling mechanism has been disrupted by the PP controller. Comparison of the spectrogram of velocity fluctuations in Fig. 8͑i͒ with the surface pressure spectrogram in Fig. 8͑j͒ for the LQ case shows that this controller has eliminated the resonant tone and replaced it with a very broad distribution of time-varying velocity and pressure peaks. This behavior is in agreement with observations made in the spectra of velocity fluctuations and surface pressure shown earlier ͓Figs. 4͑d͒ and 7͑j͒-7͑l͔͒. In general, the feedback controlled cases ͑PP and LQ͒ have induced rapidly timevarying peaks in both the pressure and the velocity fields, which do not allow a phase relationship and hence a coupling to be established between the two fields. Figure 9 shows profiles at four streamwise locations ͑x / D = 0.75, 1.5, 2.25, and 3͒ of three representative statistical parameters calculated using 700 uncorrelated velocity fields from PIV. The normalized streamwise velocity component ͓Fig. 9͑a͔͒ shows small variations in shear layer thickness, especially for the F2 and LQ cases, near the midsection of the cavity. In the F2 case, the increased shear layer thickness is caused by very coherent large-scale structures; however, the cause for the LQ case is not obvious. The profiles in the most downstream portion of the cavity show that wellcontrolled flows ͑LQ, PP, and to a lesser degree F4͒ tend to have fuller velocity profiles with larger recirculation regions. This is attributed to the lack of periodic structure impingement on the cavity trailing edge in these cases, which creates a fuller velocity profile and steadier recirculation region.
D. Statistical and POD results
The normalized turbulent kinetic energy ͑TKE͒ is calculated using
where u and v are the two measured standard deviations of the velocity fluctuations in the streamwise and transverse directions, respectively. Profiles of TKE are shown in Fig.  9͑b͒ for the four streamwise locations listed above. It is immediately obvious that TKE profiles for F2 and LQ are greater than the other cases over the entire extent of the cavity length. These relatively high values of TKE are in agreement with the increased background fluctuations observed in the spectra of velocity fluctuations for these cases 
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Effects of open-loop and closed-loop control Phys. Fluids 19, 065104 ͑2007͒ ͑Fig. 7͒. Further downstream, the peak for the F2 case shifts toward the bottom of the cavity, a result that can be explained by the existence of coherent structures in this flow. The B and F4 cases show similar levels of TKE in agreement with their similar levels of background velocity fluctuations in the spectra of Fig. 7 . Like the resonant F2 case, the peak value of TKE for the resonant B case shifts slightly toward the bottom of the cavity downstream. The PP case possesses the smallest values of TKE for all sampled profiles. This is also consistent with Fig. 7 , which showed the PP case to have slightly lower background fluctuations in comparison to the baseline and all other cases. In general, it is also observed that TKE profiles tend to be fuller inside the cavity than above for all cases. Normalized profiles of Reynolds shear stress at four streamwise locations are depicted in Fig. 9͑c͒ . Unlike TKE, which receives contributions from both large-and smallscale fluctuations, the Reynolds shear stress presents a more isolated view of large-scale structures since these are the major contributors to this quantity. The F2 case, as expected, shows the greatest correlation especially in the upstream portion of the cavity. As in the TKE case for F2, the peak values of Reynolds shear stress shift slightly toward the bottom of the cavity further downstream. A similar, but less pronounced, behavior is apparent for the baseline case since it is also dominated by coherent large-scale structures but at smaller spatial scale. The LQ case shows a distinct correlation peak upstream, but broadens and decreases relative to other cases over the cavity length. This is due to the existence of structures with no preferred frequency near the leading edge that tend to dissipate into stochastic motion further downstream. The PP case shows the least amount of correlation since it has attenuated the resonance by altering the phase of the control frequency relative to the resonant frequency. This tends to inhibit the development of instability waves/large-scale structures in the shear layer, thus reducing all turbulence fluctuations in the shear layer. The F4 case generally lies somewhere between the two correlation extremes since it represents a controlled flow that still has both coherent and incoherent features.
By performing the proper orthogonal decomposition ͑POD͒ outlined in Sec. II, more relevant features of the shear layer are discerned. For brevity, only the first four modes of the normal velocity fluctuations are depicted in Fig. 10 . The first mode of the baseline flow shows two large-scale events as alternating positive and negative contours and the hint of a third structure at the cavity leading edge. The other three modes for case B show three structures congruous with resonance at the third Rossiter mode. The baseline mode 1 perhaps hints at the propensity for the flow to oscillate at the second Rossiter mode when influenced by control as this mode is similar to mode 1 of the controlled cases. The sec- 
065104-12
Phys. Fluids 19, 065104 ͑2007͒
ond and third modes for the B and F2 cases show three and two structures, respectively, and resemble the phaseaveraged normal velocity fluctuations from PIV ͓Figs. 6͑a͒ and 6͑c͔͒. This confirms that the shear layer vortices are the most energetic events in the flow field. For all practical purposes, modes 2 and 3 are similar in all of the controlled cases. Thus, we conclude that all of our control techniques, open-or closed-loop, have a considerable effect on these two modes since they clearly differ from baseline modes 2 and 3. Conversely, control has not shown a considerable effect on mode 1, except in the PP case where contours are less organized and weaker. This latter observation is a result of the nature of the PP controller, which inhibits the growth and development of instability waves/ large-scale structures as discussed earlier. Finally for all cases, mode 4 contains less energy and shows less organization than the previous modes. We also observe that for mode 4, the feedback controlled flows most closely match the baseline unlike the two open-loop forced flows, which are more similar between themselves. This is consistent with the other results showing that both open-loop forcing cases ͑F2, F4͒ change the resonant characteristics of the cavity.
The individual and the cumulative modal energies for all the cases are shown in Figs. 11͑a͒ and 11͑b͒ , respectively. It is immediately obvious that resonating cavity flows are quite low-dimensional. Figure 11͑a͒ reveals that the lower ͑N Ͻ 5͒ modes of case F2 possess higher levels of energy than the corresponding modes of B and F4, which in turn possess more energy than those of the two closed-loop cases, PP and LQ. This agrees with the previous results that show that baseline and open-loop controlled flows possess more coherent large-scale structures and consequently are more lowdimensional than closed-loop controlled flows. For all the cases, the energy of the modes above approximately N =10 are similar and very low.
From an energy point of view, the most striking difference between the effects of open-and closed-loop control is shown in Fig. 11͑b͒ . Based on the POD analysis, the baseline and open-loop control cases recover approximately 90% of the flow energy within 100 modes while it takes approximately 225 modes to recover the same percentage of energy in the closed-loop cases. It should be noted that zooming in on the figure shows that this behavior begins to occur most drastically around mode 10. This is a strong testament to the ability of feedback controllers to eliminate the organized low-dimensional behavior of the normally resonant or otherwise organized flow field by distributing into higher-order modes.
Comparison of the open-loop control cases to the baseline shows that F2 converges more quickly due to the higher energy level of its lower modes. The F4 case converges slightly after the baseline due to its multimode but still somewhat organized behavior.
IV. CONCLUSIONS
This work uses detailed experimental measurements to study the effects of open-and closed-loop control on the normally resonant Mach 0.30 flow over an open shallow cavity. The cavity aspect ratio ͑L / D͒ is 4 and the Reynolds number based on step height is 10 5 . Five flow cases are examined. These include the uncontrolled ͑baseline͒ flow, open-loop forcing near the second Rossiter mode ͑1830 Hz͒, and the fourth Rossiter mode ͑3920 Hz͒ as well as two feedback control cases, parallel proportional ͑PP͒ with time delay and reduced-order model based linear quadratic ͑LQ͒. Actuation is supplied by a compression driver whose output is channeled to the cavity leading edge where it exits at an angle of 30°with respect to the main flow through a thin 2D slot spanning the cavity width. This arrangement provides zero net mass, nonzero net momentum flow for actuation, similar to that of a synthetic jet. Actuation can be achieved in the frequency range of 1 − 5 kHz with a momentum coefficient in the range of 10 −4 -10 −6 . The resonating baseline flow is characterized by strong spectral peaks in both the fluctuating velocity and surface pressure at the third Rossiter mode ͑2850 Hz͒, which exhibits three spatially and temporally coherent structures in the cavity shear layer. Open-loop control with a frequency near the second Rossiter mode results in a shift of the resonant tone to the control frequency with little if any loss in amplitude of the tone. This artificially induced resonance is characterized by two spatially and temporally coherent structures that create a slightly thicker shear layer. Open-loop forcing with a frequency near the fourth Rossiter mode produces a sound pressure level peak reduction of 11 dB in the cavity. This constitutes an optimal open-loop forcing frequency. Physically, this results in merging/pairing events in the aft portion of cavity shear layer that promote the propagation of FIG. 11 . Energy recovered by the POD modes for the baseline and controlled flows: ͑a͒ energy content of the first 20 POD modes, and ͑b͒ cumulative energy of the modes.
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Effects of open-loop and closed-loop control Phys. Fluids 19, 065104 ͑2007͒ the near subharmonic of the forcing frequency close to the second Rossiter mode, a behavior also observed in planar free shear layers. This produces a multimode competition between the subharmonic and the baseline resonant frequency. The use of feedback techniques further reduces the surface pressure spectral peak by 2 dB in the case of PP control and by 4 dB in the case of the model-based LQ control. The PP case uses tuned time delays that adjust the phase of the control frequency to induce cancellation of the resonant frequency, thereby inhibiting the growth and development of instability waves/large-scale structures. This results in multimode behavior in both the spectra of velocity fluctuations and surface pressure and reduces the amplitude of background velocity fluctuations. The LQ case is characterized by the existence of multiple structures at various frequencies in the upstream portion that dissipate downstream. It is also observed that the amplitude of background fluctuations for the LQ case has increased relative to all other cases throughout the cavity. For both feedback control cases, rapid timevarying peaks in both the pressure and the velocity fields do not allow a phase relationship and hence a coupling to be established. Thus, due to control, structures do not receive sufficient energy from natural feedback to permit their selective amplification over the cavity length.
For the baseline and open-loop control cases, the shape of the POD modes of the velocity fluctuations resembles that obtained for the fluctuating v-component of velocity from phase-locked PIV. This and the energy content of the lower modes confirm that in these cases, the shear layer vortices are very energetic and these flows are low-dimensional. Conversely, application of feedback control produces less organized and less energetic shear-layer structures that are accompanied by a redistribution of energy into higher-order modes. This is a strong testament to the effectiveness of feedback control in reducing the organization of vortices in the normally resonant cavity shear layer.
