ABSTRACT Due to the disorder, sparsity, and irregularity of point clouds, the accurate classification of largescale point clouds is a challenging problem. Voxelization-based deep learning methods have been applied to point cloud classification and have achieved good performances. However, there are some problems in the methods, such as voxels lacking color information, single receptive fields being considered only at the same voxel scale, and only the global features of voxels being considered in the classification. This paper proposes a deep learning-based algorithm for large-scale point cloud classification through the fusion of multiscale voxels and features (MVF-CNN). First, the point cloud is transformed into voxels of two different sizes. Then, the voxels are input into the 3D convolutional neural network (3D CNN) with three different scale receptive fields for the feature extraction. Next, the output features of the 3D CNN are input into the proposed global and local feature fusion classification network (GLNet), which fuses the global features of the voxels at the main branch and the local features of each voxel at the auxiliary branch. Finally, the multiscale features of the main branch are fused, and its classification results are obtained. We have conducted the experiments on six-point cloud scenes. The experimental results show that the proposed algorithm accurately classifies large-scale point clouds. Compared with several semisupervised/supervised learning methods, the proposed algorithm obtains better classification results. In addition, the experimental results also demonstrate that the proposed algorithm has a strong generalization ability and obviously has a better classification performance than the compared algorithms.
I. INTRODUCTION
With the development of 3D sensors, point cloud acquisition is increasingly easier and more convenient. Point clouds have been applied in numerous fields and the information is richer in point clouds than the 2D image. Especially, large scale point clouds can be applied to autonomous vehicles [1] , robots [2] , map-building [3] , digital cities [4] , building modeling [5] , [6] and so on. Due to the large number of largescale point clouds, the automatic analysis of point clouds is needed. The automatic semantic segmentation of point clouds is the key technology for the scence understanding and environmental perception of unmanned vehicles and robots. However, due to the disorder, nonstructurality, sparsity, uncertain
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number of point clouds and noise, the semantic segmentation of complex large-scale point clouds is very challenging.
The traditional hand-crafted feature-based methods are widely used in the semantic segmentation of point cloud scenes. These methods mainly use the features of a single point or the features of segmentation blocks to train and optimize the classifiers. However, features with better representation abilities are not easy to be extracted, and the process of feature extraction has a relatively large computation. With the great progress in image understanding by deep learning, the method of deep learning in recent years has also been applied to the semantic segmentation of point clouds. Initially, some researchers obtained the point cloud semantic segmentation model by manually extracting the various features of a point cloud and inputting these features into the deep learning network [6] . However, this kind of method is not an end-toend approach, and it still needs to manually extract features.
Inspired by the better effect of the CNN (Convolutional Neural Network) in image feature extraction, some researchers projected 3D point clouds to 2D images and then used the CNN [7] - [9] to process the projection images. This direct projection method will lose the 3D spatial structural information of point clouds. To better preserve the 3D spatial structural information, the voxelization method is applied to the point cloud, and voxel-based 3D CNN network models for the semantic segmentation of point clouds [10] , [11] are proposed. This kind of method is a hot research direction because it directly deals with points or voxels, which allows the CNN network to be effectively applied to point clouds.
Although some voxel-based 3D CNN methods have been proposed to achieve certain results, there are still many problems that need to be improved and solved. For example, (1) at present, most voxelization methods follow the principle that if there is a point inside the voxel grid, the value is set as 1, and otherwise it is 0. Meanwhile, the color information is lost. These methods include MSNet [12] , Semantic 3D.NET [10] , 3DCNN labeling Net [11] , BVnet [13] , MSK_DVS [14] , etc.
(2) Current voxel-based networks only consider an Inception receptive field during convolution, which makes the voxel only characterize a single high-frequency or low-frequency feature. (3) At present, voxel-based methods use a larger number of grids in voxels. Considering multiscale voxels, the input of the network is large when the complete point cloud is input for training, and the computer easily exceeds the memory. In addition, there are also many parameters of the network. (4) At present, when the feature extraction operation such as the convolution is performed on the voxelization, only the global features of the whole voxel are considered. However, there is also some feature information in the local block of the voxel. Thus, the global and local features of the voxel are not completely expressed.
To improve upon the abovementioned voxel-based 3D point cloud classification problems, we propose a largescale point cloud classification algorithm based on the fusion of multiscale voxels and multilevel features. The proposed network is called the Multiscale Voxels and Features 3D Convolutional Neural network (MVF-CNN). The main contributions of this paper are summarized as follows.
(1) A voxelization method based on the three RGB channels is proposed. Different from other voxelization methods, the voxels that are obtained by the proposed voxelization method have color information, which can also ensure the classification accuracy and reduce the number of voxel grids. The proposed voxelization saves running memory, which can help the classification network to increase the batch size and reduce the number of computations of the network.
(2) A multiscale and multi-inception network model based on small voxels method is proposed. The features with more scales and different frequency information on the same scale are extracted to be parts of the multilevel features of the MVF-CNN. Although the size of the network input is reduced, the proposed method can still extract rich features with a good expression ability.
(3) We propose a two branch network structure. In the network, the voxel local features are regarded as an auxiliary branch that assists the whole network structure model, and the voxel global features are regarded as the main branch. The local and global features of the voxel are fused as multilevel features in order to improve the feature extraction ability of the network with respect to the voxel information's expression.
II. RELATED WORK
In this section, we mainly discuss the related work regarding 3D point cloud classification methods based on deep learning.
In recent years, deep learning networks have been applied to the point cloud classification task. In view of the breakthrough progress made by deep learning networks such as in image classification and segmentation, the most direct method is to use the deep learning network of an image for the classification and other tasks by projecting the point cloud onto the 2D image. Example methods include the MVCNN [7] , Deep Projective 3D Semantic Segmentation [8] , Snapnet [9] and so on. These methods are processed using images that are projected from different perspectives of the point cloud. The features are extracted and semantically segmented by the CNN and other networks, which can extract the high-level features in the image. Finally, the point cloud classification results are obtained by back projection and the voting based on the results of the image semantic segmentation. Such methods make full use of 2D image networks and network model parameters, which are pretrained through large-scale image datasets. However, this method does not make full use of the three-dimensional information of the point cloud, and the classification accuracy depends on the semantic segmentation effect of the image. In addition, the back projection and voting process also cause certain errors.
The point-based deep learning network methods have received great attention for the end-to-end classification approach. They process the points of the point cloud directly. These methods include PointNet [15] , PointNet++ [16] , PointCNN [17] and SO-Net [18] , and they make direct use of the point information and do not require the preprocessing of points for feature extraction. Although they have achieved good results in the classification and partial segmentation of point clouds, these methods have some limitations when handling large-scale point clouds. These networks cannot directly input large-scale point clouds; they need a certain presegmentation of the point cloud, etc.
Due to the successful application of the CNN on 2D images, the 3D CNN is being used increasingly more often. The 3D CNN can directly process 3D information. For example, Semantic 3D Net, 3D CNN [11] , MSNet [12] , MS3_DVS [14] and other networks have achieved good classification performance for point clouds. However, point clouds are unordered, irregular, and unstructured points.
Therefore, such methods require the voxelization of the point cloud. VOLUME 7, 2019 There are many ways to conduct point cloud voxelization. For example, VoxNet [19] introduces three different voxelization methods, i.e., the binary occupancy grid, the density grid, and the hit grid. The 3D CNN uses the binary occupancy grid method. i.e., if there is a point inside the voxel grid, the value is set as 1, and otherwise, it becomes 0. This voxelization method only considers a single scale and ignores information such as the color and density of the point cloud. Semantic 3D Net and MS3_DVS add multiscale information to the 3D CNN voxelization method. These methods obtain voxels of different scales by changing the radius of the voxel neighborhood. However, this kind of method also loses the color density information of the point. In addition, the current voxelization grid is typically 16 × 16 × 16, 20 × 20 × 20, or even larger. This will increase the dimensions of the network input and model parameters, which will easily cause the PC memory overflow problem.
A. COLOR INFORMATION
For projection-based methods, TML-PCR [20] , TMLC-MSR [21] , Deep Projective 3D Semantic Segmentation, Snapnet, etc. project the color information of the point cloud into the images. The color information in the image plays an important role in the semantic segmentation. Thus, the color information is the important information for this kind of point cloud segmentation methods. Besides, RF_MSSF [22] , Ref [23] , [24] and other machine learning methods use the RGB channels of each point to construct color features of each point. The color feature can help the algorithms to improve the classification accuracy for various kinds of objects. What's more, for point-based methods, PointNet, PointNet++, PointCNN, SEGCloud [25] , SPGraph [26] , etc. take the color information (RGB) as the input channels of each point directly. Introducing color information into the network can improve the feature expression ability that extracted by the network. According to the above analysis, color information can indeed improve the performance of semantic segmentation. Unfortunately, for point cloud segmentation methods based on voxelization, there are few methods using color information.
B. CNNs ON POINT CLOUD
Many CNNs-based point cloud segmentation networks have been proposed [27] . Semantic 3D Net, 3D CNN, MSNet, etc. use the AlexNet-like or VGG-like network to achieve 3D CNN networks. These networks only use the features of the whole voxel to train and predict the voxel label, which may cause partial information loss. While, for the image classification, the global features (e.g. GIST [28] ) and the local features (e.g. Dense SIFT [29] ) are usually combined to classify the images. Similarly, the VMVCNNs [30] also combines the global features and local features to achieve 3D point cloud objects classification. Inspired by this kind of structure, some possible networks have been proposed. For example, LightNet [31] uses the similar structure to predict the object orientation, and the orientation is regarded as the auxiliary information of point cloud objects recognition. To this end, this structure also can be adapted to the point cloud semantic segmentation networks. As we know, the recurrent structure can improve the classification performance. Moreover, each block feature, all local features and global features can influence the final classification results in the network. Thus, the combination of local outputs and global outputs, and the combination of the outputs of each local block can make the classification model more effective. Figure 1 shows the flowchart of the proposed method. In the proposed method, first, a point cloud is input, and then multiscale voxelization is performed on each point in the point cloud. Then, the voxelized points are input into the 3D CNN that is constructed herein for feature extraction. As depicted in Figure 1 , the proposed feature processing method consists of two complementary branches. In the main branch network, the features of the 3DCNN output are convoluted, pooled, fully connected, etc. in order to form the global features of the voxels. Then, the global features are utilized in order to calculate the predicted probability of the class. In the auxiliary branch, the voxel features of the 3DCNN output are divided into 8 local small blocks. Then, the features of each small block are fully connected, and each local feature is used for the classification prediction. Next, the average probability of all the classified results of the multiple local features is obtained as the class prediction probability of the auxiliary branch. Finally, the classifier based on the global feature prediction is merged with the classifier based on local features in order to form a classifier for the entire semantic segmentation network.
III. METHOD

A. VOXELIZATION
As we all know, an image has a fixed structure and order. Different from an image, a point cloud has some characteristics, such as disorder, nonstructurality and point number inconsistencies in different point cloud scenes. These characteristics make the features, which were directly extracted by the point cloud convolution, simple and poorly expressed. Therefore, each point in the point cloud needs to be voxelized so that each point can extract rich features through the 3D CNN. In most point cloud classification methods based on voxelization, binary voxels are usually implemented. Meanwhile, similar to the image, color information is important information for the object representation. Different color information can be used for the feature extraction of different scales and structures by the convolution. In this paper, the color information is incorporated into voxels. In addition, different level features of different scale voxels can be extracted through the convolution operations. Describing different scales of the same object can make the features more expressive. Thus, the proposed voxelization method is described as follows.
At As we know, when the value of D is modified and the value of N is kept, the density of the voxel is changed. To obtain the multiscale voxels, we can change the value of D during the voxelization process.
The value of each grid can be computed using many proposed methods. Meanwhile, in order to incorporate the color information of the point clouds, we improve the binary occupancy grid method [19] to compute the occupancy values of the voxels. For each grid, if there is no point inside it, the value of the grid is set to 0. If there is more than one point inside it, the value of the grid is computed according to the R, G, and B values and the number of points inside it.
The maximum size of a voxel is usually smaller than the minimum size of the object so that points within the voxel can belong to the same type of object as much as possible. There are some objects in the voxel that do not belong to the same class, and some singular structures cause points to have sharp color changes in the grid. Nevertheless, the grid is relatively small, and most of the points in the grid belong to the same class. Thus, we calculate the color values of each grid in a voxel as the means of the color values of the corresponding points in this grid. For each channel of the voxel, each grid is computed using equation (1).
Here, we generate the multiscale 3D voxels by changing the radius of D.
B. NETWORK OF 3D POINT CLOUD SEMANTIC SEGMENTATION
After generating multiscale 3D voxels, these voxels are input into the MVF-CNN network. As shown in Figure 3 , the MVF-CNN network mainly consists of two parts, namely, the 3D CNN network and GLNet. The 3D CNN network is used for feature extraction. GLNet is used for the label judgment based on global and local feature fusion.
Before describing the details of the network structure of the MVF-CNN, this paper defines the following.
C(n, o, k) represents a convolutional layer with k × k × k filters, n input channels, o output channels, and 1 stride and 0 padding on each side of the grid.
represents the concatenation of the outputs o 1 , o 2 and o 3 from the convolutional layer.
M p (k, p) is a layer with volumetric max pooling on the k × k × k receptive field with p strides in each dimension.
F c (n, o) represents the fully connected layer that transforms n input channels into o output channels.
Re(x) represents the ReLU nonlinearity, and it returns the positive part of x.
SoftMax is a nonlinearity layer that represents the softmax layer, which rescales a tensor into the range of [0,1] with a sum of 1. VOLUME 7, 2019
1) THE PROPOSED 3D CNN
In the classification and semantic segmentation of an image, the CNN has a strong feature learning ability, which makes it widely used. In this paper, we use the advantages of the CNN in feature extraction to extract the features from the voxelized data of the point cloud through the 3D CNN.
For any point P i in the point cloud, the voxels of different scales are represented by V s , V s ∈ R n×n×n×d , where s ∈ {1, 2}, and d is the channel number of voxels. Then, V s is input into the 3D CNN. The proposed 3D CNN structure is shown in Figure 3 . For the voxel V s of each scale, the 3D convolution is first performed using three convolution kernels of different sizes in order to obtain feature maps of different frequencies. That is, the three feature maps o 1_1 , o 1_2 , and o 1_3 of different frequencies are obtained by
Then, the three feature maps are connected and fused to form a new feature map, namely, C n (o 1_1 , o 1_2 , o 1_3 ). Next, in order to better acquire the merged features, the new feature map is extracted using 3D convolution, and then the feature extraction is continued. The network flow is
. Finally, the feature map o 5 of the 3D CNN network output is obtained. Among them, each convolution can be expressed by the following formula:
where
o is the feature map of the m-th output, H q i is the feature map of the q-th input, W (q,m) is the weight between the q-th input and the m-th output, d i is the number of the input feature map, Relu(·) = max(·, 0), and ⊗ is a convolution operation.
To prevent overfitting during the network training, the network adds a dropout to each layer during training.
2) GLNET
The voxel of each point in the point cloud is a cube with certain three-dimensional structural information. However, directly connecting the features of the voxel convolution to the global feature of the entire voxel lacks the local structural information of the cube. Therefore, in order to make full use of the global features and local structural information of the voxels, we propose a network structure that uses the local feature classification probability to augment the voxel global features with structural features for classification, namely, GLNet (global and local feature fusion classification network). The global feature extraction, feature fusion and classification of the network form the main branch of the MVF-CNN network. The local small block features of GLNet and the classifier fusion constitute the auxiliary branch of the entire network. The details of the network are as follows.
The main branch in the GLNet consists of a maxpooling layer, fully connected layers and softmax layers. The global feature maps F g,s of the V s in the main branch are extracted using Maxpooling and are fully connected for the output of the 3DCNN o 5 (size of 2×2×2×512, corresponding to the x, y,and zaxes and channels), i.e., M p (2, 1)->F c (512,1024). For the auxiliary branch, we slice the neurons into 8 local blocks (the size of each block is 1 × 1 × 1 × 512, corresponding to the x, y, and z axes and channels) in the same spatial position along the channels from the feature maps of o 5 . Then, each block is fully connected to get the final feature vector of the corresponding block. Next, a fully connected feature of each block is followed by a Softmax classification layer, and each classifier correspondingly outputs a classification probability. Each classifier is represented as P l,i , where i = 1, 2 . . . , 8. Finally, the mean value of the probability values that are output by the 8 classifiers is taken as the local classification probability of the voxel V s . The local classifier of the GLNet output is expressed as P s,l .
3) MULTICLASSIFICATION RESULT FUSION
To effectively fuse the main branch and auxiliary branch information and global and local features, this paper adopts the strategy of multiclassifier fusion. For the main branch, the global features F g,s of the different scale voxels V s are connected in order to obtain F cg , wherein
. Then, the fused feature is fully connected with F c (2048, 1024) and the SoftMax in order to obtain a voxel global feature classifier, and the corresponding classification probability is P g . For the auxiliary branch, the local feature classifiers of the different scale voxels V s that are output through GLNet are fused. In this paper,
Finally, the main branch and the auxiliary branch classifiers of the different scale voxels are merged as follows:
where α and λ are the scale ratio factors of each classifier.
IV. EXPERIMENTS
In this section, we evaluate the performance of the proposed MVF-CNN method for large-scale 3D point cloud classification. We first briefly describe the experimental point cloud data and the implementation to the proposed method. Then, a brief introduction of the evaluation indicators that we used is given. Afterwards, we also validate the effectiveness of the auxiliary branch and the multiscale voxels. Finally, we compare the classification results of the MVF-CNN with those of the related state-of-the-art approaches.
A. DATASETS
1)
As shown in Figure 4 (a), the point cloud of the first scene (Scene 1) is from the reduced-8 Semantic3D dataset [10] , which was captured by the Swiss Federal Institute of Technology in Zurich using TLS scanners (static laser scanners). The point cloud of these data is dense and large scale. The data contain the position, color and intensity information. Furthermore, it covers 8 classes of objects:
(1) man made terrain, (2) natural terrain, (3) high vegetation, (4) low vegetation, (5) buildings, (6) remaining hard scape, (7) scanning artifacts, and (8) cars and trucks.
2) The point cloud of Scene 2 is captured by a 3D SLAM Backpacked Mobile Mapping Robot [32] , as shown in Figure 4(b) . Unlike a static laser scanner, it is a new device for point cloud model acquisition. It can acquire the whole scene point cloud model, which is more complete and more flexible than that from the static scanning method. The data format of scene 2 is x, y, z, I , R, G, B. Nine classes of objects, such as wire poles, buildings, trees, street lamps, traffic signs, cars, wires, pylons and pedestrians, are included.
3) Scene 3 is collected by a TLS scanner in a single scan, which was used in Ref [24] , as shown in Figure 4(c) . The data contains a lot of noise, and many color information and objects are incomplete. In addition, the density of the points in Scene 3 is uneven according to the different distances between the scanner and objects. There are four classes of objects, such as cars, trees, pedestrians, and buildings.
4) Scene 4 is an urban scene that was scanned using a TLS scanner, which was implemented in Ref [24] . As shown in Figure 4 (d), five classes of objects, such as trees, shrubs, buildings, remaining hard scape and cars, appear in the Scene 4 data, which is rebuilt according to one scene of the reduced-8 Semantic3D dataset.
5) Scene 5 has the same eight classes of objects as Scene 1. As shown in Figure 4 (e), Scene 5 is selected from the Semantic3D dataset. Scene 6 has the same number of object classes as Scene 1, and has a more sparse point cloud density. As shown in Figure 4 (f), Scene 6 has obvious differences with Scene 1 and Scene 5, especially the density of point clouds, the shape and size of objects. These data are mainly used to validate the generalization abilities of our algorithm and the compared algorithms.
The detailed information of the dataset 1 that we used is listed in Table 1 . Furthermore, in order to avoid the large memory use in the PC and the memory error problems caused by the voxel and to improve the computational efficiency, we downsampled some of the dataset. The data in (·) represent the number of subsampling points in Table 1 . In this paper, the down sampling method based on Octree is selected.
B. IMPLEMENTATION
Here, we describe the implementation details of the proposed method. The MVF-CNN is implemented using TensorFlow. In the voxelization, the voxel size N is 8, and the proper scale voxel radius D is from 0.1 m to 1.0 m. In the training process, the loss function of the network is constructed using cross entropy and is trained with the adaptive moment estimation method. In the experiment, each classifier has the same influence on the judgment of the point cloud class in the proposed auxiliary branch network. In addition, the auxiliary branch network and the main network have the same influence on the final class discrimination of the point cloud. Thus, parameters α and λ are both 0.5. The dropout is 0.5. Additionally, k-fold cross validation was used for all of the experiments. Furthermore, we implement the random sampling of different categories from the training data in all experiments. To balance the training data in each batch size, we select the same number of key points from each category [10] , [11] . That is, each batch contains equal numbers of samples per class.
The program runs on the Linux 64bit operating system with an NVIDIA GeForce GTX 1080Ti GPU (11G).
C. METRICS
To evaluate the performance of the different architectures on the dataset that we used, we follow the evaluation indexes that were used in Semantic3D [10] , MS3_DVS [14] and JMCLC [24] , e.g. Precision/Recall, Intersection over Union (IoU), Overall Accuracy (OA), A_IoU and Kappa.
The metrics IoU and OA are computed as equation (5). C is an L×L confusion matrix of the classification method. c ij is the number of samples from the ground-truth class i that are predicted as class j. IoU i is the evaluation index of each class. A_IoUis the evaluation index for the whole dataset. OA is the overall accuracy evaluation index. In addition, the common metrics of Precision and Recall are also implemented.
Kappa is also used to evaluate the point cloud classification performance of different methods [24] . Kappa is computed using equation (6) and (7).
D. COMPARISONS OF EACH MAJOR MODULE AND PARAMETERS
To validate each major module and parameter of the proposed method, we established two groups of experiments in order to evaluate the effects of the multiscale module, the GLNet module, the color information and the parameter of the voxel scale.
In the first group of experiments, we use the subsampled data of Scene 1 to evaluate each major module. Here, in the single scale experiment, the scale voxel radius D is set 0.3 and 0.5, respectively. In the multiscale experiments, we select 0.3 and 0.5 as the scale voxel radius D. In addition, in this group of experiments, we randomly select 50% of subsampled Scene 1 as the training set and the rest of the data is the test set. The maximum Epoch is set to 500. The minimum batch size is 240 samples, and the learning rate is 0.0001. The quantitative evaluations of the results are provided in Table 2 .
As shown in Table 2 3. This means that the larger voxel radius (in a proper range) can achieve a better performance. In addition, the Multiscale + 3D CNN means that two scale voxels where the voxel radius D is set to 0.3 and 0.5 and the 3D CNN network are used. Compared with the 3D CNN + GLNet network, the Multiscale + 3D CNN network can more accurately classify the objects, and the values of all the metrics are better. It indicates that multiscale module is useful and it can improve the classification capability. Then, we combine the 3D CNN + GLNet and Multiscale + 3D CNN, which is called Multiscale + 3D CNN + GLNet. According to all the metrics that are used in our paper, Multiscale + 3D CNN + GLNet achieves the best performance with far higher values for all the metrics than the other three experiments. It illustrates that the GLNet plays an important role in improving the network performance.
In the second group of experiments, Scene 2 is used to evaluate the parameters of the voxel scale and the effectiveness of the color information. Here, the voxel scale is divided into three types, i.e., small, middle and large. According to previous work [10] , [11] , [12] and [14] , we regard a voxel radius value lower than 0.1 as small scale, a voxel radius in the range of 0.1 to 1 as middle scale, and a voxel radius value higher than 1 as large scale. The classification results of 3D CNN + GLNet with different scale sizes are provided in Table 3 . According to the Precision, Recall OA, IoU and Kappa, it can be seen that the larger the voxel radius is, the better the classification performance. However, the larger the voxel radius is, the longer the running time and the larger the voxel file (voxel with color information) size. Thus, in order to achieve effective and accurate classification results, the classification accuracy, the running time and the memory requirements are all important factors that need to be considered in order to select the proper voxel radius. Considering those factors, the voxel radius of 2.5 is more proper than 7.5 since the classification performance of the 3D CNN + GLNet with a voxel radius of 2.5 and a voxel radius of 7.5 are similar. In general, a voxel radius in the range of 0.1 to 1.0 is more effective in our method. Moreover, we voxelize Scene 2 using a voxel radius of 2.5 without color information. As shown in Table 3 , the classification result of 3D CNN + GLNet with color information is better than the result without color information. It indicates that the color information is useful for the MVF-CNN to classify the objects in the point cloud.
E. COMPARISONS WITH RELATED METHODS
To evaluate the performance of the proposed method, four groups of experiments have been done in order to evaluate the performance of different methods. Our method is supervised based on deep learning. Here, we compared it with the state-of-the-art methods, which are divided into three kinds of types, i.e., machine learning methods based on semisupervised learning, machine learning methods based on supervised learning and deep learning methods based on supervised learning. 
1) THE FIRST GROUP OF EXPERIMENTS ON SCENE 3
The semisupervised learning method can achieve good performance for model training with only a few samples. Currently, the labeled point cloud data is not as large as those of images. This will result in great challenges for point cloud data annotation and the accuracy of training models based on the deep learning method. Thus, the accuracy of the model that is trained using a small number of samples is used to evaluate and compare the performances of classification algorithms. In this experiment, we compared our method with four semisupervised learning methods and a supervised learning method based on deep learning.
a: SEMISUPERVISED METHODS
In Ref [24] , four semisupervised learning methods, including LapRLS [33] (Linear Manifold Regularization for LargeScale Semisupervised Learning),FME [34] (A framework for semisupervised and unsupervised dimension reduction), SFSS [35] (Discriminating Joint Feature Analysis for Multimedia Data Understanding), and NNSG [36] , were used for large scale point cloud scene classification based on the features shown in formula (8) . The feature of each point is a 131 dimension vector that includes the color information, such as the RGB value and the LAB value in the LAB space, the normal vectors, the Spin image [37] , and the height of point above the approximated ground plane. In this experiment, we implement the Scene 3 data. We randomly select 5% of the points per class as the training data and the remaining points are taken as the test data, which is the same as with the 3DCNN, LapRLS, FME, SFSS and NNSG (i.e., this experiment has the same number of training points and test points as in Ref [24] ). In addition, we also randomly select 50% of the points per class as the training data, and the remaining points are taken as the test data for the MVF-CNN and the 3D CNN. Here, we select 0.1 and 1 as our scale voxel radius D. The maximum Epoch is set to 500. The minimum batch size is 240 samples, and the initial learning rate is 0.0001. The classification results are shown in Table 4 .
As shown in Table 4 , for the same amount of training data, the OA (Accuracy), IoU and Kappa of the MVF-CNN (5%) are far higher than those of the 3DCNN (5%) (deep learning method). The Accuracy of our method is better than that of the NNSG (semisupervised learning method). Although the accuracy of MVF-CNN (5%) is lower than that of the LapRLS, FME, and SFSS, the differences in the OA are low, and the maximum difference is 5.5%. According to the Precision/ Recall and IoU of each class, the Trees and Buildings classification results of the MVF-CNN (5%) are poor. The results are influenced by noise, the lack of color information and the errors in the point cloud coloring. Meanwhile, the voxels and the extracted features in the 3DCNN, which only contain one scale, are not robust, and they are not suitable for this dirty point cloud with many noise. In addition, only 19258 points of the poor quality point cloud are used to train the model. Thus, the MVF-CNN and 3DCNN deep learning methods cannot achieve the optimal model. However, when 50% of the points per class are selected as the training data, the performance of the MVF-CNN (50%) is better than that of the MVF-CNN (5%). Although the performance of the 3DCNN (50%) is better than that of the 3DCNN (5%), the performance of the 3DCNN (50%) is still not good. Thus, for the deep learning methods, an appropriate increase of the training samples can greatly improve the accuracy of the point cloud classification. As shown in Table 4 , the MVF-CNN (50%) has the highest OA compared with other methods (the deep learning method and the machine learning method); the MVF-CNN (50%) has the best classification performance.
Above all, we prove that the deep learning method with a large number of training samples is better than traditional machine learning methods with respect to the classification accuracy. In addition, the proposed method with relatively few samples (the same number of samples as machine learning) can still get a classification performance similar to machine learning methods.
2) THE SECOND GROUP EXPERIMENT ON SCENE 4
To show the effect of the proposed method on larger scale point cloud scene classification using a few samples, we implement Scene 4, which has 2587151 points. According to the large point number, if each point is voxelized, there will be a great number of computations. Thus, we voxelize the subsampling points (the details are shown in Table 1 ) in Scene 4. Then, we randomly select 4.8% of the subsampling points per class as the training data, which has the same training point numbers as in Ref [21] . Then, the remaining subsampling points are regarded as testdata-1. The points in Scene 4 with the subsampling points removed are regarded as testdata-2, and the test data of this experiment consists of testdata-1 and testdata-2. Here, we select 0.1 and 1 as our scale voxel radius D. The maximum Epoch is set to 500. The minimum batch size is 240 samples, and the initial learning rate is 0.0002.
After obtaining the predicted labels according to the training model, we obtain the labels of the test data based on the nearest neighbor search from the prediction labels. In this part, we compared the LapRLS, FME, SFSS, NNSG and JMCLC [21] (Joint Margin, Cograph, and Label Constraints for Semisupervised Scene Parsing From Point Clouds). In addition, we also compare our method with the SVM [27] (a machine learning method based on supervised learning, which is used in Ref [21] ), which is a supervised method based on machine learning, in order to enhance its value.
The classification results of the MVF-CNN on Scene 4 are shown in Figure 5(b) , and the corresponding ground truth is provided in Figure 5 (a). It can be seen that there are some incorrect classifications (marked with black circles), especially for some buildings, trees and boundary points. However, the MVF-CNN has correctly classified most of the objects.
The classification quality evaluations using the Precision/ Recall, OA, IoU and Kappa are shown in Table 5 . According to Table 5 , the MVF-CNN has the highest overall accuracy and Kappa, which are higher than those of the other six methods. In addition, the Precision/Recall of each object class reflects that the shrubs and hard scape are difficult to classify. That is, their classification results are worse, while buildings are well classified by all these methods. Moreover, for model training with a small number of samples, the MVF-CNN still distinguishes the objects well, and it achieves better performance on each metric than the other five machine learning methods based on semisupervised learning and a machine learning method based on supervised learning.
Comparing Table 4 and Table 5 , the performance of the used machine learning methods have small differences in Scene 3 and Scene 4. However, the classification results of the proposed deep learning method have relatively large differences. The main reasons are as follows. (1) the points of the point cloud are selected as training samples in Scene 3. That is, the number of points in the training set is relatively small, which causes the classification model's (deep learning model's) training to be insufficient. However, when 50% of the points are selected as the training set in Scene 3, the classification performances of the MVF-CNN for Scene 3 and Scene 4 have little differences. Therefore, for the deep learning method, the point cloud classification model requires large training samples, and an insufficient number of training samples has a greater impact on the classification effect. For machine learning methods, the classification model can be trained with relatively few samples, and the number of training samples has little effect on the classification results. (2) Compared with Scene 4, the point cloud of Scene 3 is noisier and sparser, the objects are always incomplete, and the color information is poor. Although 50% of the points in Scene 3 are selected as the training samples for the MVF-CNN (deep learning method), it can achieve better classification results than machine learning methods. The deep learning method with large training samples can obtain better effects than the machine learning methods in the Scene 3, and the classification performances of the Scene 3 and Scene 4 still have a certain difference due to the influence of the point cloud quality.
3) THE THIRD GROUP EXPERIMENT ON SCENE 5
Since our method is a supervised method based on deep learning, we compare it with the following three state-of-theart point cloud classification methods based on deep learning and voxels.
(1) 3DCNN [11] : Point cloud labeling using a 3D convolutional neural network.
(2) MS3_DVS [14] : Classification of Point Cloud Scenes with a Multiscale Voxel Deep Network.
(3) DeepNet [10] : Deep neural network based on the 3D CNN for point cloud classification, which is a baseline method for sematntic3D.Net.
Different algorithms use parameters. Here, the details and some comparisons of the four methods on Scene 5 are shown in Table 6 . From the voxel size, dimension and average voxel file size, we know that, compared with the other three methods, the MVF-CNN occupies the smallest running memory space, and the input dimension of the MVF-CNN is low. Thus, it can use a larger batch size, effectively improve the model training, and has relatively low computational requirements. In addition, color is important information for expressing the objects, and the MVF-CNN uses a low voxel size with color information in the voxel, while the other three methods only consider the coordinate information. Considering the average voxelization time, the MVF-CNN has the highest voxel efficiency. Thus, compared with the other three methods, the MVF-CNN has the most efficient voxelization method and provides richer information.
In this group experiment, we randomly select 70% of the points as the training data and the remaining points are taken as the test data for all the methods. The scale voxel radiuses of the MVF-CNN are set as 0.1 and 1. The voxel radii of the 3DCNN, MS3_DVS and DeepNet are shown in Table 6 . Considering the running memory limit, the voxel size of MS3_DVS is set as 16 × 16 × 16 × 1. The maximum Epoch, minimum batch size and initial learning rate for all methods are 500, 240 and 0.0002, respectively. To make unbiased comparisons, we add color information into the voxels of 3DCNN, DeepNet and MS3_DVS on Scene 5 to compare with other methods. Similar to our voxelization method, color information is added into voxels. Since these three networks can only input one channel, we convert each voxel with RGB three channels into a voxel with a gray channel. Here, gray values are used to represent color information. Different from the binary voxel (only 0 and 1), the gray values (fraction between 0 and 1) of the voxel can reflect the color information of the voxel. Then, voxels with color information are tested on the three compared networks. The evaluation measures e.g., precision/recall, the IoU, the AO, the A_IoU and the Kappa for the different methods (including voxels with color information and voxels without color information) are listed in Table 7 .
From Table 7 , it can be seen that the MVF-CNN has achieved the highest OA, A_IoU and Kappa, which are far higher than those of the other three methods. Compared the MVF-CNN with the other three methods without color information, large-size objects, such as Buildings, Trees, Manmade terrain and Natural terrain, which have more sample points to train the model, are relatively easier to classify for all the comparison methods. Moreover, it is the most difficult to classify shrubs since shrubs often overlap, while trees and buildings are similar, which will result in incorrect classifications. In addition, the voxel radius of MS3_DVS and DeepNet are relatively small, which lead the voxels to lack global features. It should be noted that the classification result of MS3_DVS is not good, which may be affected by the voxel size (dimension). Although the local features that are extracted using a small voxel radius can distinguish the boundary points, the major objects need global features in order to be classified. Compared the classification performances of 3DCNN, DeepNet and MS3_DVS based on the voxels with color information, although these three methods used color information, the MVF-CNN still has obvious advantages in each metric, as shown in Table 7 . In addition, color information is not suitable for all networks to improve the classification performance. For MS3_DVS, the color information makes the classification performance better. However, for 3DCNN and DeepNet, the color information cannot improve the classification performance. In 3DCNN, color information is added into the voxel, and the input of the network only has one scale voxel. It causes the classification performance to be greatly affected by the color. That is, 3DCNN method is not robust enough. In DeepNet, there are many small-scale voxels. Adding color information into the voxels makes the classification performance of the same class objects with different colors or the different class objects with similar colors worse. Such as, misclassifications between High vegetation and Low vegetation, misclassifications between Cars/trucks and Scanning artifacts and so on.
4) THE FOURTH GROUP OF EXPERIMENTS FOR THE GENERALIZATION CAPABILITY ANALYSIS
This part mainly focuses on the generalization capability of the proposed MVF-CNN. To validate and evaluate the generalization abilities of the different methods, we have performed the experiments on Scene 5 and Scene 6 using the MVF-CNN, 3D CNN, MS3_DVS and DeepNet methods. In this group of experiments, the models of different methods are trained using Scene 1. Ninety % of the points in Scene 1 are randomly selected as the training set, and the remaining points of Scene 1 are used as the validation set. Then, the trained models are used to classify Scene 5 and Scene 6 without training again. The parameters are the same as the third group of experiments.
The classification results of Scene 5 are shown in Figure 6 . Although there are some misclassification results (marked in black circles) in Figure 6 (e), the MVF-CNN is shown to have achieved satisfactory classification results, and the overall semantic segmentation effect has very little difference from the ground truth. However, compared with the classification results of the other three methods, as shown in Figures 6(b-d) , the proposed MVF-CNN obtained the best classification result, which proves that our method has better generalization ability and applicability.
To quantitatively evaluate the generalization ability of each method, we have given the quantitative results of Scene 5 and Scene 6 in Table 8 and Table 9 , respectively. For Scene 5, according to the values of the Precision, Recall, IoU, OA, A_IoU and Kappa that are shown in Table 8 , the proposed MVF-CNN achieves the highest classification results of each metric compared with other methods. In addition, by comparing the third group of experiments with the fourth group of experiments, both of which used Scene 5 for testing, the classification results based on the model that was trained using Scene 5 (the training data and test data from the same data) in Table 7 and the classification results based on the model that was trained using Scene 1 in Table 8 can achieve similar results using the proposed MVF-CNN. However, the results of the other three methods in Table 8 are much worse than the results in Table 7 . Thus, our method has better generalization ability and applicability.
For Scene 6, as shown in Table 9 , the proposed MVF-CNN can still achieve the highest classification results of most metrics compared with other methods, and only the recall of the proposed MVF-CNN is lower than 3DCNN and MS3_DVS in the Low vegetation/Shrub classification.
Compared with the results in Table 8 and Table 9 , the classification performances of the four methods on Scene 6 are inferior to Scene 5 due to the large variation of the point cloud density of Scene 6. As known from Ref [10] and Ref [14] , the smaller-scale voxels in the DeepNet and MS3_DVS networks account for a larger number. The expression ability of smaller-scale voxels is always affected by the point cloud density and points distribution in the voxels greatly. That is, the point cloud density has a greater impact on the classification performance of these two networks, and the generalization capability of DeepNet and MS3_DVS is poor. There are few differences in the classification results of 3DCNN on Scene 5 and Scene 6. While the classification performance of 3DCNN is not good. However, the proposed MVF-CNN can achieve the best performance both Scene 5 and Scene 6. It is proved that the generalization capability of the proposed MVF-CNN is significantly better than other methods.
The better generalization performance of the proposed method is attributed to the following points. The proposed voxelization method includes color information, which makes the input of the proposed network much richer than the other three methods. In addition, the network can extract multilevel features, including multiscale features, multiInception features and the fusion of global and local features, which have better expression abilities than the other three methods. Furthermore, the GLNet module includes the main branch and auxiliary branch. The auxiliary branch considers the local information of each voxel, which constructs the structural features of the voxels. Thus, the GLNet module has point cloud classification results that combine the global classification result and each local classification result, which leads to more accurate results than the other three methods.
V. CONCLUSION
This paper proposes an efficient algorithm for large-scale point cloud scene classification. The algorithm adds color information to the voxels and uses two size radii for the voxelization. To improve the feature expression ability in voxels, we propose a 3D CNN network that fuses three receptive fields for feature extraction. To make full use of the global features and the local features of voxels, a network called GLNet is proposed, which combines the global special diagnosis in the main branch and the local feature fusion in the auxiliary branch. By fusing the two-scale classifiers of the main and auxiliary branches, a more accurate classifier of the whole network can be built. In this paper, we set up different combinations of network modules in order to compare the effects of each module in two point cloud scenes. The experimental results show that the voxels with color information, multiscale fusion and GLNet play important roles in improving the classification accuracy. By comparing the experimental results of different algorithms for three different scenes, the proposed algorithm can achieve more accurate point cloud classification. In addition, the results of Scene 5 that were classified using the model that was trained using Scene 1 show that the proposed algorithm has a strong generalization ability.
However, the proposed algorithm will be affected by the point cloud color noise. When the voxel size is fixed, the classification accuracies for different point cloud densities will be affected to a certain extent. Moreover, the voxel process consumes much more memory and time. Therefore, voxel color filtering, the determination of the appropriate voxel mesh number and the efficient and adaptive voxel size for the voxelization method are the important directions that can improve the performance of classification algorithms in the future. In addition, most algorithms have a high probability of misclassifying the boundary points of objects. Furthermore, effective features extraction for the boundary points is an important research topic in order to improve the classification effect for point clouds.
