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La biologie structurale est un domaine de la biologie a` l’interface de
nombreuses disciplines comme la chimie, la physique, les mathe´matiques
ou encore l’informatique. Elle est devenue un domaine incontournable graˆce
a` des techniques comme la cristallographie aux rayons X, la microscopie
e´lectronique (ME) et la re´sonance magne´tique nucle´aire (RMN) qui ont per-
mis de mieux observer l’univers microscopique, fournissant une vision nou-
velle de la biologie et permettant ainsi de mieux appre´hender le vivant.
Aujourd’hui la cristallographie de macromole´cules (MX) produit couram-
ment des mode`les mole´culaires a` re´solution atomique, allant typiquement des
prote´ines isole´es aux complexes prote´iques. Cependant, cette technique est
particulie`rement difficile a` mettre en œuvre, voir inapplicable, dans le cas de
complexes de taille importante.
D’un autre coˆte´, la microscopie e´lectronique permet de visualiser des par-
ticules de grande taille, allant des assemblages macromole´culaires a` la cellule,
dans des conditions proches de celles in vivo. Cependant, la re´solution des
reconstructions tridimensionnelles (3D) obtenues exclut, en ge´ne´ral, leur in-
terpre´tation directe en termes de structures mole´culaires, e´tape ne´cessaire a`
la compre´hension des proble`mes biologiques.
Il est donc naturel d’essayer de combiner les informations fournies par
ces deux techniques pour caracte´riser la structure des assemblages macro-
mole´culaires. L’ide´e est de positionner les mode`les mole´culaires de´termine´s
par MX a` l’inte´rieur de reconstructions 3D issues de la ME, et de com-
parer la densite´ e´lectronique associe´e a` la reconstruction 3D avec une densite´
e´lectronique calcule´e a` partir des mode`les. Le proble`me nume´rique re´side dans
la de´termination et l’optimisation des variables qui spe´cifient les positions
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des mode`les, conside´re´s comme des corps rigides, a` l’inte´rieur de l’assem-
blage. Cette ide´e simple a donne´ lieu au de´veloppement d’une me´thodologie
appele´e recalage[1].
Il existe une analogie entre le recalage en microscopie e´lectronique et la
construction de mode`les mole´culaires en MX. En effet, les donne´es expe´rimen-
tales en MX n’atteignent pas, en ge´ne´ral, la re´solution atomique. Pourtant,
si la re´solution est suffisante pour tracer les chaˆınes principales des prote´ines
et pour en distinguer les re´sidus, la connaissance de la structure des acides
amine´s permet de placer les re´sidus comme des corps rigides et d’effectuer
ainsi une interpre´tation directe des cartes de densite´ e´lectronique en termes
de mode`les atomiques. De manie`re analogue, graˆce a` l’ajout de l’information
provenant des motifs structuraux connus, la me´thode de recalage permet
d’interpre´ter les cartes basse-re´solution des assemblages macromole´culaires
en termes de mode`les mole´culaires.
Cependant, une limitation de cette me´thode provient du fait que les
mole´cules constituant les assemblages macromole´culaires peuvent ne pas cor-
respondre aux structures mole´culaires obtenues par cristallographie aux rayons
X. Souvent les prote´ines implique´es dans ces assemblages pre´sentent des
changements conformationnels importants par rapport a` leur structure isole´e.
Pour pallier cette limitation il est ne´cessaire d’inte´grer dans la me´thode de
recalage la de´formation des mode`les mole´culaires.
Le type de de´formation inte´ressant, car proche des mouvements fonction-
nels des bio-mole´cules, comprend les de´placements collectifs des domaines
structuraux. Ce type de mouvement correspond aux vibrations de basse
e´nergie des mole´cules et est de´crit par les modes normaux de vibration de plus
basse fre´quence[2]. Le relaˆchement de la contrainte de rigidite´ des mode`les
mole´culaires se fait donc par l’application d’une dynamique harmonique, sous
la contrainte de la reconstruction 3D de ME. Le proble`me nume´rique consiste
alors dans la de´termination des amplitudes associe´es aux modes conside´re´s.[3]
La de´termination de structures a` haute re´solution des gros assemblages
macromole´culaires, queˆte majeure des biologistes expe´rimentateurs, reste et
restera extreˆmement difficile dans un futur proche. C’est pourquoi ce travail
de the`se a eu pour but de fournir aux biologistes un outil leur permettant
de construire des mode`les pseudo-mole´culaires associe´s aux assemblages pro-
duits par ME.
Plusieurs me´thodologies ont e´te´ de´veloppe´es par le passe´ pour automa-
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tiser l’interpre´tation des reconstructions de ME a` basse re´solution en ter-
mes de mode`les mole´culaires haute re´solution[1, 4, 5]. La plupart de ces
me´thodes calculatoires ont e´galement e´te´ imple´mente´es sous forme de logi-
ciels disponibles pour la communaute´ scientifique (e.g. EMfit, URO, Situs,...).
Plus re´cemment, afin d’ame´liorer l’affinement des mode`les macromole´culaires
re´sultant du recalage, certains chercheurs se sont penche´s sur les techniques
de recalage flexible utilisant les modes normaux[6, 3], ou encore utilisant des
simulations de dynamique mole´culaire[7, 8]. Pourtant, encore aujourd’hui,
parmi l’ensemble des logiciels de recalage, seul un petit nombre incluent un
support de visualisation inte´gre´ (e.g. Chimera[9], Sculptor[10] ou UROX[11]).
Dans la plupart des cas, cette absence d’interface graphique de´die´e im-
pose, en utilisation courante, des allers-retours incessants entre l’outil de cal-
cul et une plateforme de visualisation externe. En outre, aucun de´veloppement
ne cumule avec stabilite´ un environnement graphique convivial, la gestion de
la flexibilite´ et un moteur de calcul performant (calcul rapide, traitement de
syme´tries complexes, utilisation de grands volumes, ...).
C’est pourquoi ce travail de the`se s’est tout d’abord oriente´ vers le de´velop-
pement d’un logiciel interactif permettant de combiner de manie`re efficace
et conviviale l’aspect calculatoire, en grande partie base´ sur URO[4], avec un
environnement graphique 2D/3D inte´gre´. Par la suite, le travail a e´te´ focalise´
sur l’application du logiciel a` des cas re´els, prouvant son utilite´ et son effi-
cacite´.
Le logiciel issu de ce travail, nomme´ ∨∈⊃∧ 1, est aujourd’hui pleinement
fonctionnel. Il est utilise´ par un nombre croissant de chercheurs, en France et
a` l’e´tranger qui lui reconnaissent tous facilite´ d’utilisation, stabilite´, rapidite´
et qualite´ des re´sultats.




Les donne´es utilise´es dans la me´thode du recalage (coordonne´es atom-
iques pour MX ou RMN et carte de densite´ e´lectronique pour ME) ne sont
pas homoge`nes. Pourtant, elles de´crivent toutes des objets physiques de na-
ture identique (structures mole´culaires).
Une premie`re diffe´rence, la plus e´vidente, est bien suˆr la taille des objets
de´crits.La ME fournit une vision globale des assemblages macromole´culaires
alors que d’autres techniques comme la MX ou la RMN fournissent celle de
composants isole´s. Une deuxie`me diffe´rence, plus spe´cifique au proble`me de
recalage, re´side dans l’e´cart de re´solution existant entre les mode`les mole´culaires
issus de techniques dites haute re´solution (RMN, MX, the´oriquement de
re´solution infinie) et les reconstructions d’assemblages issues de ME (∼ 10A˚-
30A˚). Ces deux spe´cificite´s, lie´es aux donne´es, vont se contraindre mutuelle-
ment dans la proble´matique du recalage.
Certaines reconstructions de ME conside´re´es a` l’heure actuelle comme de
haute re´solution (∼ 5A˚) permettent d’isoler les volumes correspondant aux
sous-unite´s qui les composent. Dans ce cas particulier le recalage peut eˆtre
effectue´ sur un volume minimal. Cependant, les reconstructions de ce type
sont rares. Dans la grande majorite´ des cas les cartes produites par ME, a`
plus basse re´solution (> 10A˚), rendent impossible la de´termination des par-
ties correspondant aux mole´cules individuelles. Pour pallier cette difficulte´ il
est alors ne´cessaire de se´lectionner de larges volumes permettant de ne pas
laisser d’incertitude en ce qui concerne les zones limites se´parant les sous-
unite´s a` l’inte´rieur de la densite´ e´lectronique.
E´tendre la se´lection du volume utilise´ pour le recalage signifie e´galement
augmenter le nombre de mode`les mole´culaires a` placer et par conse´quent aug-
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menter de manie`re importante le nombre de variables a` optimiser. Heureuse-
ment les gros assemblages posse`dent souvent des syme´tries intrinse`ques (e.g.
virus, particules virales, complexe microtubule/moteurs mole´culaires, etc.).
Dans ce cas seules les mole´cules inde´pendantes doivent eˆtre conside´re´es dans
le processus d’optimisation, ce qui re´duit substantiellement le nombre de
degre´s de liberte´ du proble`me.
L’ensemble de ces particularite´s ont conditionne´ la strate´gie suivie pour
re´soudre le proble`me de recalage.
2.1 Formulation du proble`me de recalage en
corps rigide
E´tant donne´e la reconstruction 3D de ME, appele´e par la suite volume
ME, correspondant a` un assemblage macromole´culaire, le but est de con-
struire un assemblage similaire a` partir de mode`les mole´culaires connus.
Le proble`me du recalage est de de´terminer les positions de ces mode`les
mole´culaires, conside´re´s dans un premier temps comme des corps rigides,
a` l’inte´rieur du volume ME.
De´finissons tout d’abord les concepts de base de cette formulation.
2.1.1 Mode`les et mole´cules
Typiquement chaque mode`le mole´culaire est accessible a` travers la Pro-
tein Data Bank (PDB) sous la forme d’un fichier contenant les coordonne´es
carte´siennes de l’ensemble des atomes qui le composent. Ces coordonne´es
correspondent au mode`le dans une position qui est en rapport avec le cristal
ayant permis la de´termination de la structure mole´culaire. Cette position
particulie`re n’est par relevante pour le proble`me conside´re´, ce qui permet
d’en choisir une autre, appele´e position de re´fe´rence, ayant une re´elle utilite´
nume´rique et conceptuelle. Dans cette nouvelle position le mode`le a son cen-
tre de masse a` l’origine et ses axes d’inertie principaux paralle`les aux axes
d’un repe`re orthonorme´. L’ensemble des coordonne´es atomiques du mode`le
ainsi positionne´ est note´ {xo} .
Chaque mole´cule constituant l’assemblage est repre´sente´e par un mode`le
mole´culaire place´ a` l’inte´rieur du volume ME. L’ensemble de coordonne´es
atomiques de´crivant la position courante du mode`le est note´ {x} . Cette posi-
tion est obtenue a` partir de la position de re´fe´rence du mode`le par application
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de la rotation R et de la translation T qui satisfont
{x} = R {xo}+ T
R et T jouent le roˆle de variables de position du mode`le car ils en de´terminent
sa position courante.
Par la suite un mode`le mole´culaire dans sa position de re´fe´rence sera
appele´ simplement mode`le et sera identifie´ par le symbole µ.
Un mode`le mole´culaire dans une position courante de´finie par les vari-
ables de position (R,T) sera appele´ mole´cule. Chaque mole´cule est donc
identifiable de manie`re univoque par un triplet (µ,R,T) .
2.1.2 Syme´trie
Un assemblage syme´trique est par de´finition invariant par rapport a` l’ap-
plication de certaines transformations (rotations et translations) qui forment
souvent un groupe au sens mathe´matique du terme. On noteraMg et Tg, re-
spectivement, la matrice de rotation et le vecteur de translation de la g-ie`me
ope´ration de syme´trie du groupe G.
Les mole´cules d’un assemblage syme´trique ne sont pas toutes inde´pendantes.
Il est en effet possible de ge´ne´rer tout l’assemblage a` partir des mole´cules
inde´pendantes. Pour chaque mole´cule inde´pendante identifie´e par le triplet
(µ,R,T) , la combinaison des ope´rations de syme´trie avec les variables de
position ge´ne`re d’autres mole´cules dont les variables de position sont
(Mg, Tg)⊗ (R,T) = (MgR ,MgT + Tg) (2.1)
Ces mole´cules, identifie´es par les triplets (µ,MgR ,MgT + Tg) avec
g ∈ G, constituent la constellation de la mole´cule inde´pendante 1.
Quand la mole´cule inde´pendante posse`de elle meˆme une syme´trie, cer-
taines des mole´cules de sa constellation peuvent co¨ıncider 2. Par la suite
une constellation ne contiendra que des mole´cules distinctes. Ainsi de´finies,
l’ensemble de constellations des mole´cules inde´pendantes constituent l’assem-
blage tout entier.
1. La constellation inclut, en ge´ne´rale, la mole´cule inde´pendante
2. C’est a` dire, occuper des positions correspondant a` une meˆme sous-unite´ dans la
reconstruction
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2.1.3 Densite´ e´lectronique et facteurs de structure de
l’assemblage
Conside´rons maintenant la fonction de densite´ e´lectronique ρµ(r) associe´e
aux coordonne´es atomiques {xo} d’un mode`le µ. La densite´ e´lectronique
d’une mole´cule ρ(r), s’e´crit alors
ρ(r) = ρµ(R
−1r−T)
ou encore, par simplicite´ :
ρ = (R,T)ρµ
La densite´ de l’assemblage macromole´culaire ρass peut eˆtre e´crite comme








ou m de´signe une mole´cule inde´pendante et M l’ensemble de toutes les
mole´cules inde´pendantes pre´sentes dans l’assemblage.
Par la suite seront conside´re´es non plus seulement des densite´s mais
e´galement leurs transforme´es de Fourier. Celles des mode`les sont appele´es
facteurs de diffusion mole´culaire tandis que celles de l’assemblage sont
appele´es facteurs de structure. La transforme´e de Fourier (TF) de ρµ(r)







Regardons comment s’e´crit alors la transforme´e de Fourier de la densite´






−1r−T)e2piisrd3r = fµ(sR)e2piisT (2.2)
La dernie`re expression sous forme factorise´e illustre le fait que la rotation
applique´e a` la mole´cule dans l’espace re´el se traduit dans l’espace re´ciproque
par l’e´valuation de la fonction fµ en sR, c’est a` dire en une coordonne´e
tourne´e. La translation quant a` elle se traduit par la multiplication du facteur
de diffusion mole´culaire par le facteur de phase e2piisT.
En tenant compte de (2.1) et (2.2), il est plus aise´ de comprendre l’ex-








2.1.4 Mesure de qualite´ du recalage
Maintenant que la densite´ e´lectronique de l’assemblage ρass et F ass, sa
transforme´e de Fourier, sont de´finies, il est possible de s’inte´resser a` la mesure
de la qualite´ du recalage. Cette mesure consiste en une comparaison de
la densite´ e´lectronique de la reconstruction, note´e ρem, avec la densite´ de
l’assemblage ρass calcule´e. Pour effectuer cette comparaison l’e´cart quadra-






ou` l’inte´gration est e´tendue a` tout le volume EM et ou` λ est un facteur
d’e´chelle pour tenir compte du fait que les valeurs de la fonction de densite´
ρem sont donne´es dans une unite´ arbitraire.
En utilisant le the´ore`me de Parseval la formule peut eˆtre re´e´crite en termes
de variables appartenant a` l’espace re´ciproque :
Q =
∫ |F em(s)− λF ass(s)|2d3s∫ |F em(s)|2d3s
ou` F em de´signe la transforme´e de Fourier de ρem.
En ce qui concerne le calcul lui meˆme, l’espace re´ciproque, contrairement
a` l’espace re´el, permet une inte´gration aise´e de la syme´trie et donc l’usage
d’un grand volume, avec rapidite´. L’espace de Fourier permet e´galement de
ge´rer des changements de re´solution avec facilite´.
Cette dernie`re formulation de´crit exactement le crite`re imple´mente´ dans
le protocole d’optimisation de ∨∈⊃∧. Pourtant, le crite`re affiche´ dans le
logiciel pour de´crire la qualite´ du recalage est la corre´lation (CC). Toutefois,
chercher a` minimiser l’e´cart quadratique est strictement e´quivalent a` max-
imiser le coefficient de corre´lation. Ce dernier, exprime´ en pourcentage, peut







ou` F em de´signe le complexe conjugue´ de F em.
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En plus du coefficient de corre´lation une autre mesure appele´e “facteur
R” est calcule´e. Il est exprime´ comme suit :
R =
∫ ||F em(s)| − |F ass(s)||d3s∫ |F em(s)|d3s
Ce facteur R, spe´cifique a` l’espace re´ciproque et largement utilise´ en
cristallographie, permet de donner une indication comple´mentaire au coeffi-
cient de corre´lation sur l’accord existant entre le mode`le d’assemblage et la
reconstruction. Dans le cas pre´cis du recalage ce facteur est notamment utile
pour de´terminer la borne supe´rieure de l’intervalle de re´solution de´finissant
la se´lection des coefficients de Fourier de la TF de la carte. En effet, lorsque la
re´solution maximale choisie est surestime´e par rapport a` la re´solution re´elle
de la reconstruction de ME, le facteur R augmente fortement.
2.1.5 Strate´gie d’optimisation des variables de position
Lorsqu’on peut extraire un volume minimal de la reconstruction de ME,
ou dans le cas du recalage d’une seule mole´cule inde´pendante dans un as-
semblage syme´trique, il est possible d’effectuer une recherche exhaustive de
position en rotation et en translation. Dans tous les autres cas (grand vol-
ume, plusieurs mole´cules inde´pendantes) les positions des mole´cules sont
de´termine´es par une technique d’optimisation, partant de positions initiales
convenablement choisies. La notion de positions initiales convenables est mal-
heureusement souvent de´finie a posteriori (apre`s convergence).
Par nature l’optimisation conduit a` une multiplicite´ de solutions, cha-
cune correspondant a` un optimum local qui de´pend fortement des positions
de de´part des mole´cules. Souvent une simple inspection visuelle des posi-
tions mole´culaires re´sultant de l’optimisation permet d’e´carter des solutions
“visiblement” fausses, comme dans les cas de superposition de mole´cules
adjacentes ou lorsque les solutions sont en contradiction avec des indica-
tions fiables concernant l’assemblage. L’assignation de positions initiales des
mole´cules, par une proce´dure manuelle et visuelle, permet de controˆler que
les points de de´part ne soient pas aberrants, e´vitant ainsi la convergence vers
de fausses solutions.
2.2 Introduction de la flexibilite´
Une des limitations de la me´thode de recalage en corps rigide provient du
fait que les mole´cules constituant les assemblages macromole´culaires ne corre-
spondent pas toujours aux structures mole´culaires trouve´es dans les cristaux.
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En effet, les prote´ines complexe´es pre´sentent souvent des changements con-
formationnels importants par rapport a` leur structure isole´e[12].
Cependant, on peut s’affranchir de cette limitation en e´tudiant les mouve-
ments des mole´cules dans le cadre d’une approximation dite harmonique (ou
approximation des petits de´placements). Cette dernie`re permet de de´crire le
mouvement de chacun des atomes d’un syste`me comme une combinaison de
modes de vibration inde´pendants les uns des autres[2].
Ces modes de vibration dits normaux sont des modes dans lesquels tous
les atomes d’une mole´cule vibrent a` la meˆme fre´quence mais dans des di-
rections ou avec des amplitudes diffe´rentes en passant simultane´ment par
leur position d’e´quilibre. Au cours d’une vibration le centre de gravite´ de la
mole´cule reste inchange´[13].
Ces mouvements de basse fre´quence des macromole´cules tels qu’on peut
les calculer via l’approximation harmonique, ressemblent souvent a` des mou-
vements fonctionnels observables expe´rimentalement. Ce re´sultat tre`s ro-
buste a e´te´ obtenu, tout d’abord en partant d’une description des mole´cules
a` l’e´chelle atomique, puis, plus re´cemment, de descriptions a` “gros grain-
s” (mode`les de type re´seau e´lastique)[14]. En s’appuyant sur ce constat, il
est possible d’ame´liorer notablement la qualite´ du recalage de structures a`
l’inte´rieur des reconstructions de ME.
2.2.1 Mode`le de re´seau e´lastique
Pour simuler les mouvements de basse fre´quence des mode`les mole´culaires,
ces derniers sont de´crits sous forme de re´seau mole´culaire e´lastique a` gros
grains. Les acides amine´s de la structure sont repre´sente´s par un pseudo-
atome en position du Cα 3.
Les interactions entre acides amine´s sont mode´lise´es par des ressorts
harmoniques. Une matrice de voisinage (aussi appele´e matrice de connec-
tivite´), calcule´e en fonction d’une longueur seuil (appele´e cutoff), permet
de de´terminer quels pseudo-atomes sont relie´s par ces ressorts. Chacun des
ressorts posse`de une constante de force identique et est suppose´ eˆtre de´tendu
dans la conformation de re´fe´rence du mode`le mole´culaire.
3. Le Cα est l’atome de carbone central des acides amine´s
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2.2.2 Analyse en modes normaux
En ne s’inte´ressant qu’aux petits mouvements des atomes d’un mode`le
mole´culaire e´lastique au voisinage d’une configuration d’e´quilibre, il est possi-
ble d’approximer l’expression de son e´nergie potentielle en une forme quadra-
tique. Dans ce cas les e´quations du mouvement ont une solution analytique









– ou` mi est la masse associe´e a` xi, la i-ie`me coordonne´e du mode`le
mole´culaire,
– ou` Ck, Φk et νk sont respectivement l’amplitude, la phase et la fre´quence
du mode de vibration k,
– et ou` aik est le i-ie`me e´le´ment du k-ie`me vecteur propre de la matrice H,
appele´ Hessien, qui contient les de´rive´es partielles secondes de l’e´nergie




La diagonalisation du Hessien est la premie`re e´tape dans l’obtention de
solutions.
Le hessien est une matrice re´elle syme´trique. Il est toujours possible de la
diagonaliser lorsque sa taille n’est pas trop grande, c’est-a`-dire lorsque l’on
peut la stocker dans la me´moire d’un ordinateur. Les algorithmes les plus
courants permettent de le faire avec un couˆt en calcul proportionnel a` nN2,
ou` N est le nombre de coordonne´es d’atomes et n est le nombre de valeurs
et de vecteurs propres que l’on souhaite de´terminer.
Une fois la matrice diagonale obtenue, il est possible de de´terminer les
fre´quences de vibrations du mode`le e´tudie´ par ses valeurs propres (3N valeurs
de fre´quences). Il est ensuite possible de calculer de nouvelles coordonne´es q
(dites coordonne´es normales) par combinaisons line´aires des e´carts aux posi-
tions d’e´quilibre avec les e´le´ments des vecteurs propres. La k-ie`me coordonne´e






mi(xi − xoi )
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2.2.3 Construction de mode`les mole´culaires flexibles
La de´marche est ensuite de construire, pour un mode de vibration donne´,
un ensemble de structures de´forme´es, appele´es conforme`res. Ces conforme`res
correspondent aux coordonne´es initiales auxquelles sont rajoute´es les coor-
donne´es normales du mode conside´re´ multiplie´es par des amplitudes obtenues
par une proce´dure d’optimisation inspire´e du logiciel NORMA[3](voir section
3.2.7).
2.3 Graphisme, calcul et interactivite´
L’interface visuelle de nombreux de´veloppements scientifiques est imple´-
mente´e, bien souvent, dans l’unique but de simplifier les interactions entre
l’utilisateur et l’exe´cution des modules de calcul, dans une optique de confort
d’utilisation. L’environnement graphique de´veloppe´ dans le cadre de ∨∈⊃∧
est diffe´rent. L’interaction des graphismes 2D (menu, bouton, etc.) et de
la partie de visualisation 3D (repre´sentation polygonale des mole´cules, des
cartes de densite´, etc.) avec les modules de calcul est, en effet, fondamentale
au processus de recalage.
La principale exigence de la me´thode de recalage consiste dans le fait que
l’utilisateur doit pouvoir continuellement controˆler la qualite´ des re´sultats. Il
est donc ne´cessaire de pouvoir :
– afficher les mole´cules constituant l’assemblage,
– re´cupe´rer les variables de position des mole´cules inde´pendantes,
– transmettre ces dernie`res a` la partie calculatoire.
Cette dernie`re va, a` son tour, renvoyer de nouvelles positions, qu’il fau-
dra assigner a` l’inte´rieur de l’environnement graphique, de manie`re a` ce que
l’utilisateur puisse controˆler visuellement le re´sultat.
Une deuxie`me spe´cification importante est, pour l’utilisateur, de pouvoir
facilement inte´grer ses connaissances concernant la structure des assemblages
a` l’inte´rieur du processus de mode´lisation et ce quelque soit la technique
utilise´e :
– durant le processus d’optimisation, il faut que l’utilisateur ait la possi-
bilite´, avant un affinement, d’orienter la convergence des solutions par
la spe´cification de positions initiales ayant, d’apre`s lui, du sens.
– durant un processus de recalage manuel, il faut que l’utilisateur ait la
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possibilite´ de connaˆıtre l’e´volution de la qualite´ du recalage, en temps
re´el, alors qu’il de´place les mole´cules dans l’espace de la reconstruction.
L’interactivite´ graphisme/calcul requise pour re´pondre a` l’ensemble de ces
spe´cifications, combine´e avec la performance des algorithmes de recherche,
font aujourd’hui de ∨∈⊃∧ un espace d’expe´rimentation complet et intuitif.
Bien que les aspects de graphisme et d’interactivite´ ne puissent eˆtre for-
mule´s sous forme mathe´matique, ils forment cependant une composante es-
sentielle de la me´thode. L’environnement graphique de ∨∈⊃∧, de´crit du point
de vue de ses fonctionnalite´s dans les sections 3.2 et 3.3, a e´te´ de´veloppe´
comme un “wrapper”. Il est conc¸us de manie`re a` encapsuler de nombreux
composants diffe´rents, tout en permettant a` l’utilisateur d’interagir avec cha-
cun d’eux de manie`re cohe´rente.
Cet environnement repose principalement sur deux bibliothe`ques logi-
cielles :
– La bibliothe`que VTK[15] (www.vtk.org), “open-source”, gratuite, est
de´die´e a` la visualisation, aux graphismes 3D et au traitement d’images
...
– La bibliothe`que Tkinter[16], interface de programmation graphique
standard pour le langage Python, permet la gestion des interfaces gra-
phiques 2D.
Ces deux bibliothe`ques, conc¸ues pour eˆtre compatibles entre elles, ont e´te´
combine´es pour cre´er tous les composants ne´cessaires a` l’accomplissement
des spe´cifications, lie´es aux graphismes et a` l’interaction, indispensables au
processus de recalage.
L’environnement graphique et interactif de ∨∈⊃∧ est bien plus qu’une sur-
couche des exe´cutables qu’il empaquette. Certains de ces exe´cutables, de´ja`
inclus dans le logiciel URO, pre´existaient avant le de´veloppement de l’envi-
ronnement de ∨∈⊃∧, alors que d’autres ont e´te´ de´veloppe´s spe´cifiquement
pour eˆtre utilise´s conjointement a` l’environnement graphique.
Le de´veloppement de la partie de recalage interactif en temps re´el (voir
section 3.2.5) est typiquement un bon exemple de re´alisation impliquant a` la
fois de la programmation bas niveau et des besoins en termes d’interactivite´
et de graphisme.
Cette partie complexe a` mettre en œuvre a ne´cessite´ la conception d’un
protocole permettant d’e´tablir la communication entre deux processus, e´crits
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dans des langages diffe´rents et s’exe´cutant en paralle`le.
Meˆme si la plupart des exe´cutables ont e´te´ conc¸us pour effectuer des





∨∈⊃∧ est un programme conse´quent, comportant plus de 25000 lignes
de codes. Une attention toute particulie`re a donc e´te´ porte´e a` l’architecture
de ce logiciel. Bien que ce chapitre n’ait pas vocation a` expliquer en de´tail
cette architecture, il se propose tout de meˆme, dans une premie`re partie, d’en
pre´senter quelques ide´es maˆıtresses.
Figure 3.1 – Logo du logiciel ∨∈⊃∧
3.1 Architecture du logiciel
Le logiciel ∨∈⊃∧ a e´te´ de´veloppe´ principalement en utilisant deux lan-
gages :
– la partie de plus haut niveau, de´veloppe´ en langage Python (program-
mation objet), ge`re les donne´es tant au niveau de leur traitement que
de leur affichage.
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– au plus bas niveau, une partie constitue´e d’un ensemble d’exe´cutables
binaires est imple´mente´e en langage FORTRAN. Elle effectue certains
traitements comportant les calculs les plus lourds.
L’architecture du composant Python est organise´e selon 7 modules prin-
cipaux a` l’inte´rieur desquels sont re´partis les donne´es et les traitements.
Afin d’atteindre la qualite´ optimale du logiciel, la composition de ces mod-
ules doit re´pondre a` un ensemble de crite`res.
Parmi l’ensemble des crite`res, les plus importants sont :
– la validite´ : le logiciel effectue exactement les taˆches pour lesquelles il
a e´te´ conc¸u.
– l’extensibilite´ : il inte`gre facilement de nouvelles spe´cifications.
– la re´utilisabilite´ : le code source du logiciel est comple`tement ou en
partie re´utilisable. Ceci impose lors de la conception une attention par-
ticulie`re a` l’organisation du logiciel et a` la de´finition de ses composants
– la robustesse : le logiciel peut fonctionner meˆme dans des conditions
non pre´vues lors de la conception. Ce crite`re est atteint si le logiciel est
capable de de´tecter qu’il se trouve dans une situation anormale.
Il est difficile de respecter ces crite`res lorsque l’architecture d’un logiciel
est monolithique. En effet, dans ce cas le moindre changement de spe´cification
peut avoir des re´percussions tre`s importantes sur le logiciel, imposant une
lourde charge de travail pour effectuer les mises a` jour.
C’est pourquoi ∨∈⊃∧ a adopte´ une architecture flexible base´e sur plusieurs
modules. Le programme peut ainsi eˆtre vu comme un ensemble d’entite´s
inde´pendantes entretenant des relations entre elles. L’inte´reˆt de ce type d’ar-
chitecture est de concentrer les informations lie´es a` un type de donne´es ou
de traitement a` l’inte´rieur d’un module qui est seul habilite´ a` exploiter ces
informations.
3.1.1 Me´thodes de conception
La de´finition des modules de ∨∈⊃∧ a suivi en paralle`le deux approches
commune´ment admises[17] :
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– La me´thode descendante : proce`de par de´composition des proble`mes.
Un proble`me est ainsi divise´ en un certain nombre de sous-proble`mes,
chacun de complexite´ moindre. Cette division est ensuite applique´e aux
sous-proble`mes ge´ne´re´s, et ainsi de suite re´cursivement, jusqu’a` ce que
chacun des sous proble`mes soit trivial.
– La me´thode ascendante : proce`de, a` l’inverse, par composition de
briques logicielles simples, pour obtenir une proce´dure re´pondant a` un
proble`me donne´. Cette approche a e´te´ spe´cifiquement mise en œuvre
dans le de´veloppement de ∨∈⊃∧ lors de l’utilisation de certaines bib-
liothe`ques logicielles.
La combinaison de ces deux approches a permis, dans un premier temps,
une conception assez intuitive des modules. Dans un second temps, ces me´thodes
ont simplifie´ la partie de codage rendue difficile par la grande complexite´ des
relations que les modules entretiennent entre eux.
3.1.2 Contenu des modules
D’un point de vue ge´ne´ral, l’architecture de ∨∈⊃∧ peut eˆtre divise´e en 3
couches : une couche ge´rant le rendu graphique 3D, dite couche graphique,
une couche de pilotage, combinaison de l’interface homme-machine (2D) et
de la partie d’interaction avec les objets 3D, et enfin une couche de´die´e aux
calculs lourds, appele´e couche de calcul.
Ces trois couches sont organise´es en plusieurs modules (voir figure 3.2)
pre´sente´s brie`vement ci dessous. Cette architecture a permis de construire
un logiciel stable, qui re´pond bien aux objectifs de de´finis.
∨∈⊃∧ est un programme complexe. Pour que son code reste compre´hensible
et que les interactions entre les modules soient organise´es a` l’inte´rieur du pro-
gramme, il est important que la communication intra-modulaire soit controˆle´e
avec attention.
Pour ce faire, un module central appele´ me´diateur a e´te´ cre´e´ selon le pa-
tron de conception du meˆme nom. Cette conception re´sout le proble`me de
de´pendances entre les modules en permettant au module me´diateur de jouer
le roˆle d’interface entre les traitements et les donne´es contenues a` l’inte´rieur
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de modules diffe´rents. Ainsi lorsqu’une me´thode 1 doit interagir avec le con-
tenu d’autres modules que le sien, elle doit passer par le me´diateur qui se
charge de transmettre l’information aux modules concerne´s.
Figure 3.2 – Patron de conception du logiciel ∨∈⊃∧ : une architecture
modulaire
Ce mode`le de conception permet l’inte´gration de petites variations dans
les spe´cifications n’entraˆınant qu’un nombre limite´ de modifications au sein
d’un petit nombre de modules, e´vitant ainsi la remise en cause des relations
liant les modules entre eux. Cela a pour conse´quence de diminuer l’impact
potentiel des modifications sur le reste du logiciel en confinant les erreurs
potentiellement introduites dans les modules, la` ou` elles sont apparues (ou
e´ventuellement dans un nombre restreint de modules).
Voici brie`vement le contenu des modules de ∨∈⊃∧ :
1. En programmation oriente´e objet, une me´thode de´signe une fonction propre a` un
objet
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– Itf : imple´mentation de l’interface homme machine (feneˆtre, menu, bou-
ton...).
– Map : traitement et repre´sentation des cartes de densite´ e´lectronique
et proce´dures leur e´tant attache´es (chargement, affichage, redimension-
nement ...).
– Mod : imple´mentation des types de mode`les, mole´cules, mole´cules syme´triques
et conforme`res.
– Sym : gestion de la syme´trie, calcul des listes d’ope´rations, affichage
des supports de syme´trie, calcul des constellations.
– Uro : recalage interactif, affinement automatique, et outils d’analyse
(recherche du grossissement optimal de la reconstruction, statistique
de convergence, exploration locale du profil de corre´lation)
– Nma : calcul des modes normaux, visualisation des se´quences de con-
forme`res, remplacement in situ, recherche en amplitude.
– Gfx : me´diateur de classes. Ge`re e´galement tous les aspects de la visu-
alisation 3D (feneˆtre de rendu, mapping, moteur de rendu).
Pour plus de de´tails concernant l’architecture logicielle de ∨∈⊃∧, il est
possible de se re´fe´rer a` l’annexe 6.1.
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3.2 Environnement graphique
Figure 3.3 – Capture d’e´cran du logiciel ∨∈⊃∧
L’aspect graphique de ∨∈⊃∧ est l’une des plus fortes spe´cificite´s du pro-
gramme. Cette couche graphique a pour but premier d’afficher les mole´cules
constituant l’assemblage, de re´cupe´rer les variables de position des mole´cules
inde´pendantes et de les transmettre a` la partie calculatoire. Conc¸u a` l’origine
comme sur-couche du “package” de recalage URO[4] , l’interface graphique
de ∨∈⊃∧ s’est au fil des de´veloppements grandement enrichie.
De´sormais ve´ritable environnement de´die´ au recalage, la couche graphique
de ∨∈⊃∧ est dote´e d’une interface homme-machine (IHM) comple`te perme-
ttant de ge´rer les donne´es et de piloter l’ensemble des fonctionnalite´s facile-
ment (voir figure 3.3).
La toute premie`re utilite´ de l’interface homme machine est de permet-
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tre l’entre´e des donne´es a` l’inte´rieur de ∨∈⊃∧. L’exe´cution du logiciel n’est
pas line´aire, il n’y a pas de chemin d’exe´cution type. Toutefois, certaines
actions ne´cessitent des pre´-requis (chargement de donne´es, chargement de la
syme´trie, ge´ne´ration de la constellation, setup ...). Si l’utilisateur omet une ou
plusieurs e´tapes pre´-requises, le programme lui indiquera la marche a` suivre
avant de pouvoir effectuer l’action ayant provoque´e l’apparition du message.
La liberte´ d’action a` l’inte´rieur de ∨∈⊃∧ est grande. Un utilisateur de´butant,
e´ventuellement de´stabilise´, pourra alors suivre un protocole “standard”.
Ce protocole est compose´ de 7 e´tapes :
1. Chargement d’une carte cible et configuration de la syme´trie
2. Chargement des mode`les
3. Construction de l’assemblage mole´culaire
4. Setup : pre´paration des donne´es pour le recalage
5. Proce´dure de recalage interactif et/ou d’affinement automatique
6. Sauvegarde des mole´cules et/ou des constellations
7. De´formation e´lastique des mode`les mole´culaires
Pour effectuer ce protocole standard, il suffit de se rappeler d’une re`gle
simple conditionnant le parcours des menus et des onglets a` l’inte´rieur des
sous-feneˆtres de l’IHM : “aller toujours de haut en bas et de gauche a` droite”.
L’environnement graphique de ∨∈⊃∧ est convivial. Lors de chacune des
e´tapes du protocole ci-dessus, une sous-feneˆtre de l’IHM est spe´cifiquement
de´die´ a` la re´alisation de la taˆche en cours. Ces feneˆtres, appele´es “wizards”,
ont pour roˆle de guider l’utilisateur tout au long de l’utilisation de ∨∈⊃∧.
Le premier contact de l’utilisateur avec un wizard a lieu lors du chargement
et de la configuration des donne´es sur lesquelles sera effectue´ le recalage.
3.2.1 Chargement d’une carte cible et configuration de
sa syme´trie
∨∈⊃∧ ge`re uniquement les cartes de densite´ e´lectronique 3D dans un
format ASCII appele´ EZD “easy density”. Pour toutes les conversions depuis
d’autres formats (PROTEIN, FFT-Y, TENEYCK2, CCP4, X-PLOR, MASK,
BINXPLOR, BRICK, DSN6, 3DMATRIX, TNT, PHASES, FSMASK, BRIX,
XPLOR, CNS, EM08, OMAP, MPI et AMBER) le programme MAPMAN
[18] peut eˆtre utilise´ simplement.
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Le format EZD contient une partie d’en-teˆte dans laquelle est de´fini un
ensemble d’attributs propres a` la carte. Tout le reste du fichier est consacre´
au stockage des valeurs de densite´ correspondant a` un volume e´chantillonne´.
Ces valeurs sont stocke´es sous la forme d’un simple tableau unidimensionnel.
Chargement d’une carte cible
Le chargement de la carte cible est effectue´ graˆce au wizard “Target Map”
(voir figure 3.4a). Il commence par la recherche d’un fichier sur le disque dur,
se poursuit par la de´finition d’un ensemble de parame`tres (“magnification”,
niveau de contour, mode de repre´sentation, ...) et se termine lorsque le bou-
ton “Load” du wizard est actionne´. Lors de cette action, la proce´dure de
lecture du fichier de carte est lance´e tandis que l’ensemble des attributs, lie´s
au parame´trage, est enregistre´ dans la me´moire.
La lecture de la carte consiste en l’indexation des valeurs de densite´ a`
l’inte´rieur d’une grille tridimensionnelle. L’espacement de cette grille, appele´
spacing, est de´termine´ expe´rimentalement par le microscopiste. Les coor-
donne´es entie`res de la grille, donne´es en pixel, sont alors converties, graˆce
au spacing 2, en angstro¨m. Chaque valeur de densite´ est alors associe´e a` un
point dans l’espace de la reconstruction.
Une fois que toutes les valeurs de densite´s sont charge´es en me´moire
principale, une proce´dure calcule l’approximation d’une surface occupant
une valeur de densite´ constante (niveau de contour) spe´cifie´e par l’utilisa-
teur. Cette iso-surface, calcule´e graˆce a` l’algorithme de “marching cube”
imple´mente´ dans VTK est finalement repre´sente´e en 3D par le moteur gra-
phique de ∨∈⊃∧, a` l’inte´rieur de la feneˆtre principale de rendu (appele´e par
la suite “espace de travail”) .
Le chargement d’une carte 3D ne s’arreˆte pourtant pas a` l’affichage de
l’iso-surface. Dans le cas d’une reconstruction syme´trique le parame´trage
continue, au travers de la se´lection et de la configuration de la syme´trie in-
trinse`que a` la reconstruction.
2. le spacing est intrinse`quement lie´ au grossissement de la carte de densite´, or le
grossissement n’est pas toujours de´termine´ avec pre´cision (∼ 5% de marge d’erreur). C’est
pourquoi il fait l’objet d’une proce´dure d’ajustement (voir section 3.3.2).
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(a) Chargement d’une carte cible
(b) Se´lection d’une syme´trie (c) Configuration d’une syme´trie
Figure 3.4 – “Target Map Wizard”
Configuration de la syme´trie
La gestion de la syme´trie est l’une des spe´cificite´s les plus inte´ressantes
de ∨∈⊃∧. Tirer partie de la syme´trie des assemblages permet de simplifier
grandement les calculs en limitant le nombre de mole´cules pour lesquelles on
doit de´terminer les variables de position.
Par exemple, dans le cas d’un assemblage de syme´trie icosae´drique, l’im-
position de la syme´trie dans le recalage permet de diviser le nombre de
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mole´cules ne´cessaires (et donc le nombre de parame`tres a` estimer) par 60.
Le parame´trage de la syme´trie est effectue´ dans un onglet supple´mentaire
du wizard “Target Map” (voir figure 3.4b). Au de´part le seul e´le´ment pre´sent
dans la feneˆtre est un menu de´roulant contenant le nom des syme´tries ge´re´es
par ∨∈⊃∧ (toutes les syme´tries ponctuelles (icosae´driques, octae´driques,
te´trae´driques, cycliques, die´driques, P1) ainsi que la syme´trie he´lico¨ıdale).
Lorsqu’une syme´trie est se´lectionne´e dans la liste, un ensemble de composants
permettant la configuration de la syme´trie choisie apparaˆıt dans la feneˆtre
(voir figure 3.4c).
Chacune des syme´tries est associe´e a` un support conc¸u pour la repre´senter
visuellement et pour permettre de ve´rifier si la configuration des parame`tres
utilise´s est en ade´quation avec la carte de densite´.
(a) Icosae´driques (b) Octae´driques (c) Te´trae´driques
(d) Die´driques (e) Cycliques (f) He´lico¨ıdales
Figure 3.5 – Supports repre´sentatifs des syme´tries.
Par exemple, la syme´trie icosae´drique est repre´sente´e par un icosae`dre
(voir figure 3.5a) qui change d’orientation pour chacune des 26 configura-
tions diffe´rentes de cette syme´trie. Ces 26 options repre´sentent toutes les
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combinaisons d’alignement d’au moins deux axes de syme´trie 2,3,5 et les
axes X, Y, Z du repe`re de re´fe´rence.
Autre exemple, la syme´trie he´lico¨ıdale a pour support graphique une
he´lice continue dont certains points repre´sente´s par des sphe`res symbolisent
les sous-unite´s (voir figure 3.5f). Plusieurs parame´trisations sont possibles
pour cette syme´trie :
– C,T,U : ou` C est la longueur du “repeat” 3 de l’he´lice e´le´mentaire, T
le nombre de tour d’he´lice e´le´mentaire a` l’inte´rieur du “repeat” et U le
nombre de sous unite´s a` l’inte´rieur du “repeat”.
– ∆Φ,∆z,#s : ou` ∆Φ est le de´calage angulaire entre deux unite´s, ∆z
le de´calage en z entre deux unite´s et #s le nombre de de´part d’he´lice(s).
Une fois la syme´trie configure´e, un fichier (appele´ “SYM”) contenant
toutes les ope´rations du groupe de syme´trie 4 est ge´ne´re´. Au meˆme moment un
support graphique repre´sentant la syme´trie apparaˆıt dans l’espace de travail
de ∨∈⊃∧ (voir figure 3.5).
3.2.2 Chargement des mode`les
En ce qui concerne les mode`les atomiques, ∨∈⊃∧ utilise des fichiers au
format standard PDB [19]. Issus de la Protein Data Bank, les fichiers PDB
contiennent les coordonne´es atomiques issues de techniques expe´rimentales
comme la MX ou la RMN. Les fichiers PDB ne contiennent pas uniquement
des coordonne´es. Ils contiennent e´galement d’autres sections qui renseignent
le nom des mole´cules de´crites par le fichier, des informations concernant les
structures primaires et secondaires, etc.
3. Le “repeat” est la plus petite partie de l’he´lice posse´dant une syme´trie translation-
nelle pure
4. ou du moins une partie suffisante en ce qui concerne la syme´trie he´lico¨ıdale
30
Figure 3.6 – “Models Wizard”
∨∈⊃∧ utilise uniquement les donne´es contenues dans les lignes du fichier
correspondant a` l’attribut “ATOM”. Chacune de ces lignes contiennent :
– Des caracte`res (C, H, N, Mg, ...) de´finissant un type d’atome en nomen-
clature Mendele¨ıev.
– Les coordonne´es carte´siennes de´crivant la position de l’atome dans un
re´fe´rentiel particulier sous forme de 3 nombres re´els.
– Le facteur B, de´crivant l’agitation thermique de l’atome en question,
sous la forme d’un nombre re´el.
Dans le cas du chargement des mode`les atomiques, la proce´dure est as-
sez similaire a` celle de chargement de la carte (sans la partie concernant la
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syme´trie). Une feneˆtre appele´e “Models Wizard” (voir figure 3.6) permet d’-
effectuer une recherche de fichier PDB, puis de spe´cifier un identificateur et
un type de mode`le (tout atome, “backbone” 5, Cα).
Lorsque le bouton “Load” du wizard est actionne´, le mode`le est enreg-
istre´ dans sa position de re´fe´rence, comme explique´ dans la section 2.1.1.
Le nom identifiant le mode`le apparaˆıt ensuite dans une liste alors qu’une
repre´sentation 3D de la structure (en accord avec le mode de repre´sentation
choisi) est affiche´e dans la feneˆtre de rendu inte´gre´e au wizard .
3.2.3 Construction de l’assemblage mole´culaire
Ajout des mole´cules inde´pendantes
Une fois que la reconstruction 3D (et sa syme´trie associe´e) ainsi que les
mode`les sont charge´s, il est possible de ge´ne´rer les mole´cules dans l’espace
de travail de ∨∈⊃∧. Encore une fois, un wizard est pre´sent (voir figure 3.7a).
Cette feneˆtre appele´, “Molecules Wizard” permet de se´lectionner dans une
liste un des mode`les charge´s pre´ce´demment.
Lors de cette se´lection, une proce´dure assigne a` la mole´cule un identifica-
teur, un type de rendu et une couleur de manie`re automatique dans le but
d’acce´le´rer ce parame´trage. Bien suˆr, si l’utilisateur veut spe´cifier lui meˆme
ces attributs, il lui suffit de modifier les valeurs de´finies par de´faut avant
d’actionner le bouton “ADD”. Une fois les mole´cules ajoute´es, leurs identifi-
cateurs associe´s a` leurs couleurs apparaissent alors dans la feneˆtre principale,
ainsi que dans certains wizards, sous forme d’un item a` l’inte´rieur d’une liste.
L’apparition de ces items dans les listes de mole´cules co¨ıncide avec l’af-
fichage dans l’espace de travail de ∨∈⊃∧ d’une repre´sentation polygonale des
mole´cules. Cette repre´sentation graphique de´pend d’une combinaison entre,
le type de mode`le dont la mole´cule est issue (tout atome, “backbone”, Cα) et
le type de rendu associe´ a` la mole´cule elle meˆme 6 (lignes, sphe`re, baˆtonnet,
lignes et sphe`res, baˆtonnet et sphe`re).
Les positions initiales des mole´cules ajoute´es a` l’espace de travail de ∨∈⊃∧
5. Le “backbone” est, pour un polyme`re, la se´rie d’atomes lie´e de manie`re covalente,
qui cre´e la continuite´ de la chaˆıne principale
6. A l’avenir, le nom mole´cule, s’appliquera aussi bien a` l’objet 3D repre´sentant la
mole´cule, qu’a` la mole´cule telle qu’elle a e´te´ de´finie dans la partie 2
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sont les meˆme qu’a` l’inte´rieur du fichiers PDB d’ou` sont issus les mode`les.
(a) Onglet mole´cules (b) Onglet constellation
Figure 3.7 – Le “Molecules Wizard” permet de ge´ne´rer les mole´cules et
leurs constellations
Placement des mole´cules a` l’inte´rieur de la carte cible et construc-
tion de leurs constellations
L’e´tape consistant a` ge´ne´rer l’ensemble des mole´cules syme´triques as-
socie´es a` chaque mole´cule inde´pendante est cruciale pour la suite des e´ve´-
nements. Bien que la de´finition de ces constellations soit simple (voir section
2.1.2), pratiquement, leur construction est plus de´licate.
Les positions initiales des mole´cules inde´pendantes ajoute´es a` l’espace de
travail de ∨∈⊃∧ ne sont pas ne´cessairement pertinentes pour le recalage.
Afin de ge´ne´rer les constellations, il est ne´cessaire dans un premier temps,
de replacer les mole´cules inde´pendantes a` l’inte´rieur de la carte. Si aucune
information a priori concernant l’assemblage ne permet d’infe´rer de “bonnes”
positions de de´part, et que la carte de densite´ est de trop basse re´solution
pour fournir quelques indices, le placement doit alors eˆtre effectue´ de manie`re
a` respecter au maximum 2 crite`res principaux.
– Les mole´cules inde´pendantes et syme´triques ne doivent pas se chevaucher
entre elles (y compris entre mole´cules inde´pendantes ou entre mole´cules
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syme´triques)
– Le volume ME doit eˆtre le plus rempli possible (si l’on cherche a` recon-
struire un assemblage correspondant a` toute la densite´)
A moins de bien connaˆıtre la syme´trie de l’assemblage et la manie`re dont
les ope´rateurs de syme´trie sont se´lectionne´s, il est difficile d’estimer la position
des mole´cules syme´triques avant d’avoir ge´ne´re´ les constellations.
Se´lection des ope´rateurs de syme´trie
Lors de la configuration de la syme´trie, un fichier SYM contenant toutes
les ope´rations de syme´trie (ou du moins un nombre suffisant 7) a e´te´ ge´ne´re´.
Dans le cas he´lico¨ıdal, ou si l’utilisateur travaille avec une syme´trie ponctuelle
sur une carte non entie`re, il est ne´cessaire de se´lectionner pour chaque mole´cule
inde´pendante, une liste d’ope´rateurs qui vont eˆtre utilise´s pour ge´ne´rer les
mole´cules syme´triques.
La premie`re e´tape de se´lection des ope´rateurs de syme´trie consiste a`
combiner chacun de ces ope´rateurs aux variables de position des mole´cules
inde´pendantes. Si cette combinaison “envoie” le centre de masse d’une des
mole´cules a` l’inte´rieur du volume ME, alors l’ope´rateur en question est ajoute´
a` une liste, appele´e “symlist”, spe´cifique a` chaque mole´cule inde´pendante.
La suite de la proce´-dure consiste en un affinement successif de ces listes
d’ope´rateurs. La liste des ope´rateurs de syme´trie se´lectionne´s en fin de proce´dure
donnera lieu a` la cre´ation de mole´cules syme´triques et sera donc implique´e
dans le calcul des facteurs de structure de l’assemblage (voir section 2.1.3).
La fac¸on de construire ces “symlists” peut avoir un impact important sur le
re´sultat final du recalage.
Dans l’onglet syme´trie du “Molecules Wizard” (voir figure 3.7b) plusieurs
options peuvent eˆtre configure´es pour influencer la construction de ces listes
d’ope´rateurs. Une option “independant constellation”, active´e par de´faut,
permet de spe´cifier si chaque mole´cule inde´pendante peut eˆtre associe´e, ou
non, a` diffe´rents “symlists”.
La couche de calcul requiert une liste ge´ne´rale construite a` partir de l’ensem-
ble des “symlists” propres a` chaque mole´cule inde´pendante. Le “symlist”
ge´ne´ral peut eˆtre base´ soit sur l’union des “symlists” spe´cifiques, lorsque
7. Dans le cas d’une syme´trie he´lico¨ıdale, il est possible de ge´ne´rer une infinite´
d’ope´rations. Le remplissage du fichier SYM tient alors compte de la longueur de la recon-
struction (le long de l’axe de syme´trie) pour ge´ne´rer un set d’ope´rations suffisant.
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l’option “inde´pendant constellation” est active´e, soit sur leurs intersections.
Une autre option, appele´e “collision filter” permet d’activer une proce´dure
calculant les distances entre les positions des centres de masse des mole´cules
syme´triques potentielles 8. Si les distances indiquent que plusieurs mole´cules
syme´triques potentielles sont en collision (distance infe´rieure a` un seuil cal-
cule´ au chargement du mode`le), les “symlists” sont alors filtre´s de manie`re a`
e´viter ces collisions.
Cre´ation des mole´cules syme´triques
Une fois les “symlists” cre´e´s et filtre´s, vient le moment de construire les
constellations. Pour chaque mole´cule inde´pendante et pour chaque ope´ration
du “symlist” spe´cifique a` cette dernie`re, correspond une mole´cule syme´trique.
Chaque mole´cule syme´trique se voit associer une repre´sentation graphique.
Ces repre´sentations sont identiques a` celles des mole´cules inde´pendantes.
Cependant, quelques diffe´rences les caracte´risent :
– leur positionnement et leur orientation sont diffe´rents de la mole´cule
inde´pendante dont elle est issue (sauf dans le cas de l’ope´rateur iden-
tite´).
– la couleur associe´e a` sa repre´sentation graphique est e´galement diffe´rente
(dans le meˆme ton mais en plus fonce´e) de manie`re a` pouvoir la dis-
tinguer.
– dans l’espace de travail de ∨∈⊃∧ il est impossible d’influer directement
sur le de´placement des mole´cules syme´triques avec la souris, contraire-
ment aux mole´cules inde´pendantes.
Pratiquement, cette dernie`re diffe´rence est la plus importante. Les posi-
tions et les orientations des mole´cules syme´triques sont issues de la combi-
naison de leurs transformations intrinse`ques (l’ope´rateur de syme´trie) avec
les variables de position de la mole´cule inde´pendante. A chaque mouve-
ment d’une mole´cule inde´pendante, les variables de position des mole´cules
syme´triques issues de cette mole´cule inde´pendante sont recalcule´es en temps
re´el.
8. potentiellement associe´es aux ope´rations de syme´trie se´lectionne´es une fois la
proce´dure termine´e
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3.2.4 Pre´paration des donne´es pour le recalage
Une fois les constellations ge´ne´re´es, tous les ingre´dients ne´cessaires a`
la construction d’un mode`le pseudo-atomique de l’assemblage sont re´unis.
Cependant, avant de lancer la proce´dure d’optimisation des variables de po-
sition des mole´cules inde´pendantes, il est ne´cessaire de passer par une e´tape
de pre´paration des donne´es.
Comme indique´e dans la section 2.1.4, la mesure du crite`re d’optimisation
est effectue´e dans l’espace re´ciproque. Pour pouvoir calculer ce crite`re, il est
donc ne´cessaire de disposer de F em, la transforme´e de Fourier de la carte,
ainsi que des facteurs de diffusion mole´culaire fµ obtenus par application de
la transforme´e de Fourier[20, 21] aux densite´s e´lectroniques ρµ calcule´es pour
chaque mode`le µ.
Figure 3.8 – “Fitting Setup”
Le “setup” des donne´es se fait graˆce a` une petite feneˆtre, appele´e “Fit-
ting setup”, accessible via le menu de´die´ au recalage (voir figure 3.8). La
premie`re information donne´e par cette feneˆtre est la re´solution maximum
que l’utilisateur va pouvoir utiliser. Cette valeur, e´gale a` deux fois le spacing,
est disponible dans le menu a` partir du moment ou` la carte est charge´e.
Trois valeurs sont requises avant de pouvoir lancer la pre´paration des
donne´es au recalage : deux valeurs spe´cifiant un intervalle de re´solution et
un facteur de mise a` l’e´chelle.
Les valeurs spe´cifiant l’intervalle de re´solution vont conditionner le nom-
bre maximum de coefficients de Fourier utilisables dans l’e´tape de recalage
proprement dite. Sachant qu’il est possible de restreindre cet intervalle au
moment de l’affinement, il est pre´fe´rable, au moment du “setup”, de de´finir
36
ces valeurs de re´solution largement, de manie`re a` ne pas avoir a` revenir en
arrie`re.
Le facteur de mise a` l’e´chelle, “EM scale”, est assez semblable a` la mag-
nification 9, a` la diffe´rence qu’il a e´galement une influence sur les parame`tres
de syme´trie dans le cas he´lico¨ıdal (le seul cas ou` les ope´rations de syme´trie
incluent des translations).
Le “setup” doit eˆtre relance´ dans trois cas de figure :
– lorsque l’utilisateur de´sire augmenter l’intervalle de re´solution,
– lorsque une mole´cule issue d’un nouveau mode`le est ajoute´e dans l’es-
pace de travail de ∨∈⊃∧,
– lorsque la carte de densite´ est modifie´e (chargement d’une nouvelle
carte ou changement de magnification de la carte en cours).
Dans tous les cas la proce´dure d’affinement proce`de a` une ve´rification
avant de lancer les calculs. Si un changement ne´cessitant une nouvelle pre´para-
tion des donne´es est de´tecte´, un message indiquant la marche a` suivre ap-
paraˆıt.
3.2.5 Proce´dure de recalage interactif et/ou d’affine-
ment automatique en corps rigides
Une fois la pre´paration des donne´es effectue´e, vient le moment de re-
caler les mole´cules. Deux proce´dures capables d’effectuer le recalage sont
disponibles.
La premie`re, appele´e recalage interactif, fonctionne manuellement, util-
isant les connaissances a priori des utilisateurs sur la structure des assem-
blages. La possibilite´ de recalage interactif permet de se faire une ide´e assez
re´aliste de la sensibilite´ des positions mole´culaires par rapport au crite`re de
recalage.
La seconde consiste en un ajustement automatique des positions mole´cu-
laires. Cet affinement est base´ sur un protocole d’optimisation de type moin-
dre carre´ inspire´ d’une technique de remplacement mole´culaire[22],
Ces deux proce´dures comple´mentaires peuvent fonctionner de concert.
Une fois le recalage interactif lance´ via un menu de´die´ (voir figure 3.9a),
9. facteur de grossissement de la reconstruction modifiable dans le “Target Map Wiz-
ard”
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chaque fois que l’utilisateur modifie les variables de position d’une mole´cule
inde´pendante dans l’espace de travail de ∨∈⊃∧, une corre´lation est calcule´e
en temps re´el et repre´sente´e par une barre de longueur variable sur la gauche
de la feneˆtre principale de rendu (voir figure 3.9c). Lorsque l’utilisateur juge
opportun d’affiner automatiquement les positions mole´culaires, il lui suffit de
presser le bouton “Refine” dans le menu “URO refinement” (voir figure 3.9b).
Suite a` l’affinement, les positions mole´culaires vont se modifier provoquant la
mise a` jour de la corre´lation a` l’inte´rieur de la proce´dure de recalage interactif.
(a) (b) (c)
Figure 3.9 – Menus de´die´s au recalage interactif et a` l’affinement automa-
tique
Bien suˆr chacun des deux modes de recalage peut s’utiliser se´pare´ment.
Dans les deux cas, il est ne´cessaire de spe´cifier l’intervalle de re´solution
de´finissant le nombre de coefficients de Fourier a` prendre en compte dans
les calculs. Concernant l’affinement automatique, il faut en plus de´finir le
nombre de cycles et le nombre d’ite´rations propre a` la proce´dure d’optimisa-
tion.
La proce´dure d’optimisation consiste, pour chaque mole´cule inde´pendante,
en une recherche six-dimensionnelle 10 utilisant la valeur de Q comme con-
trainte d’optimisation (voir section 2.1.4). Plus pre´cise´ment, les positions des
mole´cules inde´pendantes sont affine´es se´quentiellement a` l’inte´rieur d’un cy-
10. 3 angles d’Euler de´finissant la rotation et 3 coordonne´es carte´siennes de´finissant les
translations par rapport a` la position du mode`le
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cle de minimisation.
Les positions de chacune des mole´cules sont affine´es tandis que les autres
mole´cules restent fixes. Les cycles se terminent lorsque les changements, en
terme de RMSD 11, observe´s durant tout un cycle sont infe´rieurs a` seuil donne´,
ou lorsque le nombre d’ite´rations de´finies pour chaque cycle est termine´.
3.2.6 Sauvegarde des mole´cules recale´es
Une fois les positions mole´culaires affine´es il est possible d’enregistrer, au
format PDB, les coordonne´es atomiques des mole´cules inde´pendantes con-
stituant l’assemblage re´sultant de l’affinement. Il est e´galement possible de
sauver l’ensemble des mole´cules syme´triques associe´es a` chaque mole´cule
inde´pendante. Pour ce faire, il suffit de se´lectionner une mole´cule dans la
liste ge´ne´rale accessible dans la barre d’outils a` droite de la feneˆtre de rendu,
de se de´placer dans le menu “File”, puis dans le sous-menu “Save” et de
se´lectionner “Molecule” ou “Constellation”.
Lors de l’enregistrement des mole´cules inde´pendantes, la proce´dure con-
siste dans l’application des variables de position aux coordonne´es de re´fe´rence
du mode`le dont est issue la mole´cule. Dans le cas de l’enregistrement d’une
constellation, la proce´dure est comparable pour les coordonne´es de chaque
mole´cule syme´trique. Cependant la transformation, applique´e aux coordonne´es
de re´fe´rence du mode`le, est donne´e par la combinaison des ope´rations de
syme´trie avec les variables de position des mole´cules inde´pendantes dont
elles sont issues.
3.2.7 De´formation e´lastique des mode`les mole´culaires
La technique permettant d’ame´liorer la qualite´ du recalage par de´formations
e´lastiques des mole´cules est probablement l’outil le plus avance´ de ∨∈⊃∧.
Cet outil permet de simuler des mouvements de basse fre´quence des
mole´cules ressemblant beaucoup aux mouvements fonctionnels observables
expe´rimentalement. Sur la base de cette dynamique (dite “harmonique”) il
est possible de construire, pour un mode normal de vibration donne´, un en-
semble de structures de´forme´es, appele´es conforme`res (voir section 2.2.3).
11. pour “Root Mean Square Deviation”
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Chacune de ces diffe´rentes conformations correspond a` une amplitude
particulie`re du mouvement. Le proble`me est alors de de´terminer quel est le
conforme`re qui, conside´re´ comme corps rigide, maximise, apre`s optimisation,
le coefficient de corre´lation.
Un wizard de´die´ (le “Normal Modes Wizard”) permet de manipuler l’ensem-
ble des fonctionnalite´s lie´es a` la de´formation e´lastique des mole´cules et au
recalage flexible. Le premier onglet, appele´ “Setup” (voir figure 3.10a), per-
met de calculer l’ensemble des donne´es ne´cessaires a` la construction de la
se´quence de conforme`res (voir section 2.2).
(a) Normal Modes Wizard - onglet Setup (b) Normal Modes Wizard - onglet Analyse
Figure 3.10 – Le “Normal Modes Wizard” permet d’e´tudier la de´formation
des mole´cules afin d’ame´liorer la qualite´ du recalage.
Pour ce faire, il suffit de se´lectionner un mode`le dans la liste de gauche
du “wizard” et d’actionner le bouton “Compute NM”. Une fois le calcul ter-
mine´, il est possible de sauvegarder a` l’inte´rieur d’un fichier, l’ensemble des
vecteurs propres issus de la diagonalisation du Hessien (voir section 2.2.2).
Le fichier sauvegarde´ pourra alors eˆtre recharge´ lors d’une future session de
∨∈⊃∧, afin d’e´chapper a` cette (longue) phase de calcul.
Une fois cette e´tape de calcul effectue´e (ou si un fichier de vecteurs propres
pre´ce´demment calcule´s est charge´), l’identifiant du mode`le utilise´ est affiche´
dans la liste de droite (“NM Modlist”) de l’onglet “Setup” et l’ensemble des
mole´cules issues de ce meˆme mode`le sont affiche´es dans la liste de gauche
de l’onglet “Analyse” (voir figure 3.10b). Cela signifie qu’il est de´sormais
possible d’utiliser le “Normal Modes Viewer” (voir figure 3.11b) de l’onglet
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”Setup” et le “Replace in Situ” de l’onglet “Analyse”.
(a) Normal Modes Wizard - sous menu “Acceptance” (b) Normal Modes Wizard - sous feneˆtre “Normal Modes
Viewer”
Figure 3.11 – “Normal Modes Wizard” : Menus supple´mentaires
Dans les deux cas, la proce´dure de´bute par le calcul du de´placement de
la structure le long d’un mode de vibration et se termine par la ge´ne´ration
d’une se´quence de conforme`res. Il est inte´ressant de noter ici que la normal-
isation en amplitude des modes normaux a e´te´ inte´gre´e afin d’e´liminer des
mouvements irre´alistes, trop localise´s, de basse fre´quence.
Que cette proce´dure soit lance´e du “Normal Modes Viewer” externe de
l’onglet “Setup” ou du “Replace in Situ” de l’onglet “Analyse”, elle requiert
trois parame`tres :
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– le nume´ro de mode normal de vibration allant de 7 a` 26 12.
– Le pas, donne´ en RMSD (A˚), spe´cifie l’amplitude du de´placement.
– Le nombre total de pas.
Une fois que l’exe´cution de la proce´dure est termine´e, la se´quence de
conforme`res re´sultants est charge´e en me´moire.
Afin de donner l’impression que la mole´cule est en mouvement, tous les
conforme`res sont alors affiche´s se´quentiellement.
Cet affichage dynamique de la se´quence de conforme`res peut eˆtre effectue´
soit de manie`re isole´e dans le “Normal Modes Viewer”, soit en situation, dans
l’espace de travail de ∨∈⊃∧, dans le cas de la proce´dure “Replace in Situ”.
Le “Normal Modes Viewer” a e´te´ conc¸u comme un pur outil de visualisa-
tion. Il permet d’observer la de´formation de la mole´cule sous tous les angles
de vues possibles mais e´galement de stopper l’affichage dynamique afin de
se´lectionner manuellement une conformation particulie`re.
Le calcul du de´placement des atomes d’une mole´cule le long d’un mode de
vibration et le chargement des conforme`res issus de ce calcul est assez rapide.
L’utilisateur peut donc visualiser un grand nombre de modes et d’amplitudes
diffe´rents. Une fois qu’une de´formation lui semble inte´ressante, l’utilisateur
peut se de´placer dans l’onglet “Analyse” afin de confirmer ou d’infirmer son
impression par le calcul.
La proce´dure “Replace in Situ” fonctionne de manie`re similaire au “Nor-
mal Modes Viewer”. Cependant, la de´formation de la mole´cule est observable
a` l’inte´rieur de la carte de densite´, dans le contexte du recalage. Le menu
“Acceptance Wizard” (voir figure 3.11a) accessible depuis l’onglet “Analy-
se”, une fois la proce´dure “Replace in Situ” lance´e, permet d’aller plus loin
dans l’analyse des diffe´rents conforme`res.
Ce dernier “wizard” est conc¸u pour de´terminer, en terme de corre´lation,
lequel des conforme`res est le plus adapte´ a` la carte de densite´ et aux mole´cules
12. Chaque nume´ro fait re´fe´rence a` une fre´quence de vibration, les 6 premiers modes
correspondent a` des mouvements externes de la mole´cule (rotation et translation), le mode
nume´ro 7 est donc celui de plus basse fre´quence. Les modes de nume´ro supe´rieurs a` 26, bien
que calcule´s, ne sont pas utilise´s car conside´re´s comme peu ressemblants a` des mouvements
fonctionnels
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qui l’entourent dans le cadre du recalage. La proce´dure de recherche est assez
simple :
– chaque conforme`re est successivement substitue´ a` la mole´cule inde´pen-
dante se´lectionne´e ainsi qu’a` l’ensemble de ses syme´triques.
– La position du conforme`re est alors optimise´e, donnant ainsi une corre´la-
tion de re´fe´rence pour chacune des conformations composant la de´forma-
tion mole´culaire.
De manie`re analogue au “Normal Modes Viewer”, une barre de de´filement
permet de se´lectionner dans le “Replace in Situ” un conforme`re particulier, et
une option supple´mentaire permet d’enregistrer au format PDB le conforme`re
se´lectionne´.
Contrairement a` la proce´dure d’enregistrement standard 13, ici, seules les
coordonne´es de Cα sont sauvegarde´es afin de rendre compte de l’approx-
imation effectue´e lors de la construction du re´seau mole´culaire e´lastique
ne´cessaire au calcul des modes normaux (voir section 2.2.1).
3.3 Outils supple´mentaires
3.3.1 Redimensionnement des cartes de densite´
Figure 3.12 – Le Crop : outil visuel 3D permettant le redimensionnement
des cartes de densite´ e´lectroniques
Si des portions de la reconstruction ne sont pas utilise´es pour le recalage
ou si la carte de densite´ est trop grosse pour eˆtre manipule´e facilement, il est
13. Proce´dure, qui, quelque soit la repre´sentation des mode`les, enregistre tous les atomes.
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possible d’utiliser l’outil de redimensionnement des cartes inte´gre´ dans ∨∈⊃∧.
Cet outil, appele´ “Crop”, permet le redimensionnement manuel des cartes
de densite´. Il est combine´, en temps re´el, avec un controˆle de compatibilite´
des dimensions de la carte avec les sous-routines de transforme´e de Fourier
“Ten Eyck”[20, 21], utilise´es lors de la pre´paration des donne´es.
Cet outil est constitue´ visuellement par un paralle´le´pipe`de dont les six
faces, munies visuellement de poigne´es sphe´riques, peuvent eˆtre de´place´es
inde´pendamment par l’action de l’utilisateur.
Visuellement, les parties de l’isosurface se retrouvant a` l’exte´rieur de la
boite sont supprime´es du rendu dans l’espace de travail de ∨∈⊃∧ (voir figure
3.12).
Le processus de “crop” est active´ depuis le troisie`me onglet du “wizard”
“Target map”, celui-ci est compose´, de haut en bas, par :
– trois boutons permettant de lancer, de re´initialiser et de stopper la ses-
sion de redimensionnement
– six zones affichant, en temps re´el, les bornes (en pixels) du volume ex-
trait par la boˆıte du “crop”
– un bouton “crop map-file” qui actionne une proce´dure e´crivant les
valeurs de densite´ extraites de la boite dans un nouveau fichier.
Une fois le bouton “crop map-file” actionne´, le fichier ge´ne´re´ est ensuite
automatiquement lu, et son contenu est charge´ comme la nouvelle carte cible
dans l’espace de travail de ∨∈⊃∧.
3.3.2 Recherche du grossissement optimal de la recon-
struction
Le grossissement (en anglais magnification) des images de microscopie
e´lectronique peut comporter une marge d’erreur allant jusqu’a` ∼ 5%[4], c’est
pourquoi il est ne´cessaire de de´terminer l’e´chelle absolue de la reconstruction.
Une fois que les mole´cules, suite a` l’affinement, ont converge´ vers des
positions stables a` l’inte´rieur de la carte de densite´ et, qu’ainsi une valeur
de corre´lation de re´fe´rence a e´te´ e´tablie, le grossissement optimal peut eˆtre
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de´termine´ automatiquement a` l’aide d’un outil appele´ “Magnification Find-
er”.
Cet outil va permettre dans un premier temps, par changements succes-
sifs des valeurs de spacing de la grille d’origine, de ge´ne´rer un ensemble de
cartes d’e´chelles diffe´rentes. Une fois la transforme´e de Fourier de chacune
de ces cartes calcule´e, il est possible de re´pe´ter ite´rativement le processus
d’optimisation afin de de´terminer quel facteur d’e´chelle donne la meilleure
corre´lation.
3.3.3 Statistique de convergence
La qualite´ des assemblages mole´culaires est de´crite par le coefficient de
corre´lation (voir section 2.1.4). Celui-ci est un excellent indice pour de´crire
globalement “l’accord” existant entre la reconstruction et l’ensemble des
mole´cules qui composent l’assemblage. Pourtant, lorsqu’il s’agit d’e´valuer
localement la stabilite´ des solutions, la corre´lation n’est pas informative.
Un outil, appele´ “RMS Threshold”, a e´te´ cre´e´ afin d’e´tudier le rayon de
convergence de la proce´dure d’optimisation de ∨∈⊃∧ autour de solutions
particulie`res.
Lors de l’optimisation, les positions finales des mole´cules de´pendent forte-
ment des positions initiales (voir section 2.1.5), or il n’est pas possible d’ex-
plorer de manie`re exhaustive l’ensemble des convergences a` l’inte´rieur d’une
zone de´finie. C’est pourquoi, la technique utilise´e consiste a` e´chantillonner
un ensemble de positions de de´part a` l’inte´rieur d’une boule de´finie par une
distance RMS en A˚ entre la solution d’origine et chacune des mole´cules des-
tine´es a` converger.
La me´thode d’e´chantillonnage consiste, tout d’abord, dans le tirage ale´a-
toire d’une transformation permettant de faire varier les positions de la
mole´cule e´tudie´e autour de sa position initiale. L’ensemble des positions
ge´ne´re´es sont ensuite optimise´es ite´rativement. Chacune des positions re´sultant
de l’optimisation est ensuite compare´e avec la solution initialement e´tudie´e
en terme de RMSD (en A˚) et de corre´lation.
De´terminer correctement la stabilite´ des positions mole´culaires ne´cessite
un e´chantillonnage convenable de l’espace des variables de position autour de
la solution que l’on e´tudie. Cet e´chantillonnage de´pend de plusieurs parame`tres
que l’utilisateur doit saisir a` l’inte´rieur d’un wizard de´die´ (voir figure 3.13).
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Figure 3.13 – RMS Threshold : outil permettant d’estimer la stabilite´ des
solutions issues de la proce´dure d’optimisation
Ces parame`tres sont les suivants :
– Le “RMS” est ici une distance (exprime´e en A˚) de´finissant la boule
parame´trique a` l’inte´rieur de laquelle les transformations applique´es
aux variables de position de la mole´cule e´tudie´e sont tire´es ale´atoirement.
– Le “nombre d’essais” correspond au nombre de mole´cules ge´ne´re´es dans
le voisinage de la solution a` tester.
– Le “Mode de de´calage” va indiquer au programme, le type de transfor-
mation 14 qu’il va devoir ge´ne´rer afin de de´placer la mole´cule e´tudie´e
d’une distance e´gale au “RMS” spe´cifie´ plus haut.
Afin de connaˆıtre plus pre´cise´ment le profil de convergence de solutions
particulie`res, il est utile d’explorer diffe´rentes valeurs pour le parame`tre “RM-
S”.
Au travers de cette exploration, l’utilisateur va prendre la mesure d’une
distance limite, au dela` de laquelle les mole´cules ne convergent statistique-
ment plus vers la solution e´tudie´e. Cette connaissance, meˆme floue, va aider
l’utilisateur a` juger de la confiance qu’il peut accorder a` son mode`le d’assem-
blage mole´culaire.
14. Rotation uniquement, translation uniquement et rotation/translation combine´es
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3.3.4 Visualisation par sections
Si les frontie`res entre les mole´cules et la carte de densite´ sont enfouies et
qu’elles ne peuvent eˆtre vues malgre´ l’option de transparence dans l’affichage
de l’isosurface il est possible d’utiliser l’outil de “clipping slab” inte´gre´ dans
∨∈⊃∧.
Plus simplement appele´ “slab”, cet outil de visualisation par section per-
met de limiter le rendu graphique a` une zone de´limite´e par deux plans or-
thogonaux au vecteur de´finissant la direction de la came´ra. Au chargement
d’une carte de densite´ cible, un ensemble de controˆles apparaissent dans la
barre d’outil de droite :
– Un bouton permettant d’activer et de de´sactiver le mode “slab”.
– Une barre de de´filement permettant de re´gler l’e´paisseur de la coupe
du “slab” (la distance entre les deux plans de clipping)
– Une deuxie`me barre permettant de faire varier la position des deux
plans en profondeur (le long de la droite coline´aire au vecteur de´finissant
la direction de la came´ra)
Bien suˆr, ces controˆles spe´cifiques au sectionnement sont compatibles avec
l’ensemble des controˆles de base tels que la rotation et la translation de la
camera, et le zoom. Si l’orientation des plans de “clipping” est fonction du
point de vue de la came´ra, le zoom, quand a` lui, n’influence pas le plan




Figure 3.14 – Le “Slab” : outils de visualisation permettant le sectionnement




Quelques applications sont pre´sente´es dans ce chapitre afin d’illustrer le
fonctionnement et les performances de ∨∈⊃∧. Les exemples, classe´s selon leurs
groupe de syme´trie, ont e´te´ choisis pour leurs proprie´te´s (basses re´solutions,
grands volumes, nombre de sous-unite´s important, fortes syme´tries) afin de
mettre en avant les spe´cificite´s de ∨∈⊃∧ .
Certains des exemples pre´sente´s ici sont issus de travaux en collaboration,
soit en cours de re´alisation (4.3.1, 4.3.2), soit de´ja` publie´s (4.2.2, 4.4.1). Cer-
taines autres e´quipes de recherche re´alisent a` l’heure actuelle des travaux,
utilisant ∨∈⊃∧, qu’ils ne souhaitent pas encore diffuser. C’est pourquoi,
quelques exemples ont e´te´ re´alise´s a` partir de reconstruction et de mode`les
atomiques issus de base de donne´e afin de comple´ter la de´monstration des
possibilite´s de ∨∈⊃∧.
4.1 Syme´tries icosae´driques
4.1.1 Mode`le mole´culaire de la capside du virus IBDV
IBDV est un Avibirnavirus de la famille des Birnaviridae, C’est un virus,
a` ARN bisegmente´, tre`s re´sistant. Il provoque chez les oiseaux une maladie
contagieuse appele´e bursite infectieuse.
Les donne´es utilise´es pour ce recalage proviennent d’une part de l’EM
Data Bank[23], qui a fourni la carte de densite´ e´lectronique de la capside
(code EMDB : 1115), et d’autre part de la Protein Data Bank[19] qui a
fourni le mode`le mole´culaire de la prote´ine VP2 sous sa forme trime`rique




Figure 4.1 – Diffe´rentes e´tapes du recalage de trime`res de VP2 dans la
reconstruction de la capside du virus IBDV
La capside du virus IBDV posse`de une syme´trie de type icosae´driques
et un nombre de triangulation 1 e´gale a` 13. La prote´ine VP2 est le com-
posant essentiel de la capside du virus. La proble´matique est de construire
un mode`le d’assemblage de´crivant comment ces prote´ines sont architecture´es.
Il faut recaler 4 trime`res et un monome`re pour remplir comple`tement
la carte de densite´ apre`s application des ope´rations de syme´trie. En effet,
les axes 3 de la syme´trie icosae´drique sont superpose´s avec les axes 3 de
1. Le nombre de triangulation T est donne´ par la relation suivante : T = h2 + hk + k2
ou h et k sont des entiers positif de´finissant la position de l’axe de syme´trie d’ordre 5 au
sein de la maille hexagonale composant l’icosae`dre[24]
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syme´trie cristallographique des trime`res VP2. Pourtant, dans cette applica-
tion, 5 trime`res inde´pendants ont e´te´ recale´s graˆce a` l’utilisation du “collision
filter” (voir section 3.2.3) lors de la cre´ation de la constellation.
Une fois la carte charge´e (voir figure 4.1a), la syme´trie configure´e (voir
figure 4.1b), les mole´cules inde´pendantes ajoute´es a` l’espace de travail et
place´es (voir figure 4.1c), ainsi que l’ensemble des mole´cules syme´triques
ge´ne´re´es (voir figure 4.1d), la pre´paration des donne´es effectue´e, il est possi-
ble d’affiner les positions jusqu’a` convergence (voir figures 4.1e et 4.1f).
(a) (b)
Figure 4.2 – Vues de´taille´es du mode`le mole´culaire de la capside du virus
IBDV
Apre`s sauvegarde des mole´cules recale´es, il est facile d’utiliser n’importe
quel outil de´die´ a` la visualisation (e.g Pymol[25], Chimera[26], O[27]) afin
d’e´tudier plus finement le mode`le d’assemblage issus du recalage (voir figure
4.2).
4.1.2 Mode`le mole´culaire de la capside de l’Ade´novirus
Les Ade´novirus, de la famille des Adenoviridae sont des virus icosae´driques
non enveloppe´s (sans couche lipidique externe) de taille relativement impor-
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tante (100nm) compose´s d’une nucle´ocapside et d’un ge´nome a` ADN line´aire
double brin.
La capside de ce virus, est compose´e de 252 capsome`res (240 hexons et 12
pentons). Les capsome`res situe´s aux sommets de l’icosae`dre sont prolonge´s
par une fibre de longueur variable (non recale´e dans cet exemple) et sont
appele´s pentons.
La carte utilise´e (voir figure 4.3a) pour cette application, a e´te´ recon-
struite par Guy Schoehn (groupe Microscopie Electronique et Me´thodes,
IBS/UVHCI, Grenoble). Deux mode`les mole´culaires ont e´te´ utilise´s : une
structure trime´rique pour recaler les hexons [code Pdb : 1P2Z] et une struc-
ture monome`rique [code Pdb : 1X9P] pour recaler les pentons.
Un des objectifs de ce deuxie`me exemple est de montrer qu’il est facile
de recaler plusieurs mole´cules inde´pendantes, issues de plusieurs mode`les,
dans une carte, haute re´solution (∼ 8A˚), aux dimensions importantes (ici
pratiquement 74 millions de pixels (4193)).
(a) Vue ge´ne´rale de la recon-
struction 3D de la capside de
l’Adenovirus
(b) Vue ge´ne´rale du mode`le
mole´culaire issue du recalage
(c) Vue de´taille´e du mode`le le
long de l’axe 3
Figure 4.3 – Mode`le mole´culaire de la capside de l’Adenovirus
Tout comme dans la construction du mode`le mole´culaire de la capside
d’IBDV, les axes 3 de la syme´trie icosae´drique sont superpose´s avec les axes
3 de syme´trie cristallographique des hexons. Encore une fois il a e´te´ possible
de recaler un mode`le trime´rique graˆce a` l’utilisation du “collision filter”.
52
Cinq mole´cules inde´pendantes (4 trime`res d’hexons et un monome`re de la
base du penton) ont donc e´te´ recale´es afin de construire le mode`le mole´culaire
de la capside visible sur les figures 4.3b et 4.3c. Ce mode`le d’assemblage
pourrait permettre, par exemple, d’e´tudier les contacts existants entre les
diffe´rents capsome`res.
4.2 Syme´tries he´lico¨ıdales
4.2.1 Mode`le mole´culaire d’un crochet flagellaire bacte´rien
Le flagelle est un assemblage macromole´culaire assurant la mobilite´ d’une
cellule. Chez les procaryotes, les flagelles sont des structures semi-rigides
ancre´es dans la membrane plasmique. Un flagelle de type bacte´rien est com-
pose´ par environ 30 prote´ines diffe´rentes, pre´sentes en nombre de dizaines de
milliers de copies.
Un flagelle peut eˆtre divise´ en trois parties principales :
– Le filament flagellaire est un cylindre creux et rigide qui s’e´tend depuis
la surface cellulaire. Il est constitue´ de nombreux monome`res d’une
seule prote´ine appele´e la flagelline. Ces monome`res empruntent un
canal central pour eˆtre finalement assemble´s a` l’extre´mite´ distale[28].
– Le crochet flagellaire, d’un diame`tre supe´rieur au filament, est situe´
tout pre`s de la surface cellulaire. Il fait la liaison entre le corps basal
et le filament flagellaire. Son roˆle est de transmettre le mouvement du
corps basal au filament.
– Le corps basal est enfoui dans la cellule, il est constitue´ par un moteur
mole´culaire qui assure la rotation de l’ensemble du flagelle qui devient
alors une he´lice propulsive.
Cet exemple d’application, base´ sur une carte de densite´ issue de Cryo-
ME, a permis de construire un mode`le mole´culaire du crochet flagellaire. La
reconstruction he´lico¨ıdale du crochet flagellaire de la bacte´rie Salmonella en-
terica (Code EMDB : 1647), a` haute re´solution (7.1A˚), a servi a` recaler un
mode`le mole´culaire contenant la structure cristallographique partielle de la
prote´ine flgE comprenant deux he´lices alpha terminales (Code PDB : 3A69).
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(a) vu de cote´ montrant a` la fois la
carte de densite´ et le mode`le macro-
mole´culaire
(b) vu de cote´ d’une section longitudinale
(c) section du crochet vu le long de l’axe he´lico¨ıdal.
Le diame`tre du crochet est de 180 A˚ et celui du
canal central est de 18 A˚.
Figure 4.4 – Mode`le mole´culaire d’un crochet flagellaire bacte´rien
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Apre`s chargement de la carte de densite´ et imposition de la syme´trie
he´lico¨ıdale (∆Φ = 64.78o, ∆z = 4.12A˚, #s = 1), la mole´cule inde´pendante et
sa constellation ont e´te´ rapidement place´es graˆce a` l’utilisation de l’“interactif
fitting” (voir section 3.2.5), puis affine´es automatiquement jusqu’a` conver-
gence dans une gamme de re´solution comprise entre 200 et 8A˚.
Une fois la convergence atteinte, la valeur de corre´lation (67.9%) et le
facteur R (59.0) indiquent que les sous unite´s de l’assemblage he´lico¨ıdal sont
bien ajuste´es a` la densite´, d’autant qu’une partie de la densite´ n’est pas
occupe´e par les mole´cules, issues d’un mode`le mole´culaire incomplet. Une
simple inspection visuelle (voir figure 4.4) confirme l’information donne´e par
la proce´dure d’affinement automatique.
4.2.2 Orientation de la nucle´oprote´ine-ARN dans la
nucle´ocapside du virus de la rougeole par micro-
scopie e´lectronique 3D
Les he´lices de la nucle´oprote´ine-ARN du virus recombinant de la rougeole
ont e´te´ analyse´es par microscopie e´lectronique a` coloration ne´gative. Des re-
constructions tridimensionnelles de nucle´ocapsides (dige´re´es par la trypsine
et intactes) ont e´te´ utilise´es pour construire un mode`le macromole´culaire
(voir figure 4.5b).
Ce mode`le, construit par recalage d’une structure atomique d’une sous-
unite´ de nucle´oprote´ine-ARN, issue du virus respiratoire syncytial (appele´
RSV pour “ respiratory syncytial virus”), a` l’inte´rieur des cartes de densite´
e´lectronique (voir figure 4.5a), soutient la the`se que la place de l’ARN est a`
l’exte´rieur de l’he´lice et que le domaine C-terminal de´sordonne´ se situe vers
l’inte´rieur de l’he´lice[29].
Le mode`le construit sugge`re e´galement la position des six nucle´otides en
ce qui concerne le protome`re N de la rougeole.
Le travail de recalage, re´alise´ avec le logiciel ∨∈⊃∧ a e´te´ effectue´ en
collaboration avec Ambroise Desfosses et Irinia Gutsche de l’UVHCI.
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(a) Recalage d’une sous unite´ de
nucle´oprote´ine-ARN de RSV dans une
reconstruction de nucle´ocapside de la
rougeole
(b) De´tail du mode`le mole´culaire ayant per-
mis d’infe´rer la position externe de l’ARN
Figure 4.5 – Mode`le mole´culaire de la nucle´ocapside du virus de la rougeole
4.3 Syme´tries die´driques
4.3.1 Mode`le mole´culaire d’un assemblage de “double
roulette” constitue´e de transporteurs ABC
Un transporteur ABC bacte´riens d’antibiotiques baptise´ BmrA (pour
“Bacillus multidrug resistance ATP”) est constitutivement exprime´ chez Bacil-
lus subtilis. Il a e´te´ surexprime´ de fac¸on he´te´rologue chez E. coli.
BmrA s’associe in vitro en oligome`re pour former une supra-structure en
double roulette contenant au total 48 monome`res (voir figures 4.6A et 4.6B).
Cette structure a e´te´ de´termine´e a` basse re´solution (16A˚), par Cryo-ME et
analyse d’images, en collaboration avec Sergio Marco et Daniel Le´vy (Insti-
tut Curie, Paris).
Bien que cette structure oligome´rique, extreˆmement stable, soit purement
artificielle, elle a permis d’e´tudier l’effet produit par l’addition de diffe´rents
effecteurs de BmrA (nucle´otides, drogues,...)[30].
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Figure 4.6 – Roulette de BmrA obtenue par Cryo-ME, recalage des mode`les
mole´culaires de transporteurs ABC re´alise´ avec ∨∈⊃∧.
A : Roulette constitue´e de l’empilement de deux anneaux, chacun forme´ par
l’association de 12 dime`res de BmrA.
B : Roulette vue de dessus, chaque lobe observe´ a` la surface de la roulette
correspond au NBD.
C et D : Vue globale et en de´tail de la roulette montrant le recalage du NBD
de Tap1 et des ICD de MDR1.
Le recalage de mode`les mole´culaires de transporteurs ABC (NBD 2 de
Tap1 (x2) et ICD 3 du transporteur MDR1 de la souris) a` l’inte´rieur de la
2. domaine de fixation de nucle´otide (ou NBD pour “Nucleotide-Binding Domain”)
3. pour “Intra-Cellular Domain”
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carte de Cryo-ME (voir figures 4.6C et 4.6D) a e´te´ re´alise´ avec le programme
∨∈⊃∧ en collaboration avec Jean-Michel Jault (IBS, Grenoble)
4.3.2 Mode`le d’un complexe macromole´culaire implique´
dans la re´plication chromosomique d’Helicobacter
pylori
L’initiation de la re´plication est l’e´tape consistant a` la formation de la
fourche de re´plication en un point pre´cis du chromosome, ainsi qu’aux charge-
ments des enzymes ne´cessaires a` la synthe`se des copies de l’ADN. L’assem-
blage des prote´ines DnaA forme des complexes de haut poids mole´culaire
permettant de charger l‘he´licase DnaB et de de´marrer la re´plication.
La structure de cette he´licase (HpDnaB) a e´te´ e´tudie´e chez Helicobac-
ter pylori. La structure cristalline du domaine ATPase (HpDnaBC35) a e´te´
de´termine´e a` 2.5A˚ alors qu’une structure a` faible re´solution de la prote´ine
entie`re a` 25A˚ a e´galement e´te´ obtenue en collaboration avec Irina Gutsche
(UVHCI, Grenoble).
Ces structures (les premie`res pour une he´licase re´plicative de bacte´rie a`
Gram-ne´gatif) re´ve`lent plusieurs e´le´ments remarquables. La structure obtenue
en microscopie e´lectronique montre qu’HpDnaB adopte une structure tre`s
diffe´rente de celle des autres bacte´ries de´crites jusqu’ici. En effet alors que
les DnaB de´crites jusqu’a` pre´sent forment des hexame`res, celle d’H. pylori
forme des doubles hexame`res teˆte-teˆte par l’interme´diaire des domaines N-
terminaux. Cet arrangement ressemble remarquablement aux structures ob-
serve´es chez les he´licases re´plicatives (appele´es Mcm) des eucaryotes et des
arche´es.
La structure du domaine HpDnaBC35 adopte une structure similaire a`
celles des DnaB de´ja` obtenues, mais HpDnaB posse`de une insertion unique
de 34 re´sidus (HPI) qui forment deux he´lices qui se projettent a` l’exte´rieur du
domaine globulaire. Il a e´te´ possible de recaler la structure de DnaBC35 dans
l’enveloppe issue de la microscopie e´lectronique avec le programme ∨∈⊃∧.
Un mode`le original pour la structure de HpDnaB a e´te´ propose´ (voir figure
4.7). Dans ce dernier mode`le, deux he´lices externes forment une structure
d’insertion annulaire qui pourrait permettre d’interagir avec l’ADN.
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(a) Mode`le d’HpDnaB vue le long de l’axe de
syme´trie d’ordre 6
(b) Vue de cote´ du mode`le d’H-
pDnaB : un dime`re d’hexame`res
Figure 4.7 – Mode`le mole´culaire d’une he´licase (HpDnaB) d’Helicobacter
pylori
L’ensemble de ces re´sultats permet de proposer un mode diffe´rent de
chargement de DnaB sur la fourche de re´plication sans ne´cessiter un facteur
additionnel de type DnaC d’E. coli, absent dans le ge´nome d’H. pylori. En ef-
fet la structure en double anneaux permettrait de positionner simultane´ment
deux anneaux en directions oppose´es qui pourraient alors s’engager sur cha-
cune des branches de la fourche de re´plication[31].
L’ensemble de ce travail a e´te´ initie´ et re´alise´ en collaboration avec Lau-
rent Terradot (IBCP, Lyon) et Irina Gutsche (UVHCI, Grenoble).
4.4 Syme´tries spe´ciales
4.4.1 Mode`le d’une cage mole´culaire modulant l’ac-
tivite´ de l’enzyme lysine de´carboxylase
La structure d’un variant d’une prote´ine de Re´gulation d’une ATPase
(MoxR AAA+), pre´sente chez E. Coli, re´ve`le le principe de construction
d’une cage mole´culaire (voir figure 4.8) modulant l’activite´ de l’enzyme ly-
sine de´carboxylase.
Cette enzyme, en libe´rant le groupement carboxyle des lysines, permet
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de tamponner le milieu intracellulaire, confe´rant a` la bacte´rie une re´sistance
a` diffe´rents stress[32].
Ce travail a e´te´ initie´ dans le de´partement de biochimie de l’universite´ de
Toronto, en collaboration avec Irina Gutsche de l’UVHCI. Le programme
∨∈⊃∧ a e´te´ utilise´ pour l’interpre´tation des donne´es.
Dans un premier temps un mode`le d’assemblage mole´culaire hexame`rique
constitue´ de six prote´ines de re´gulation d’ATPase de type A (MoxR AAA+) a
e´te´ construit par recalage, a` l’inte´rieur d’une carte de densite´ avec imposition
d’une syme´trie cyclique d’ordre 6 (voir figure 4.8a).
Ce meˆme hexame`re a ensuite e´te´ recale´ en addition d’une structure de
lysine de´carboxylase dans une autre carte assez basse re´solution (∼ 25A˚)
avec imposition d’une syme´trie dihe´drique d’ordre 5 particulie`re (voir figure
4.8b).
En effet, les ope´rations du groupe D5 lie´es aux axes d’ordre 2 n’ont e´te´
applique´es qu’a` la structure de lysine de´carboxylase, alors que les ope´rations
lie´es a` l’axe 5 n’ont e´te´ applique´es qu’a` l’hexame`re. Cette adaptation de
syme´trie, s’est faite automatiquement, par application de la proce´dure de
“collision filter” (voir section 3.2.3).
(a) Mode`le mole´culaire d’hexame`re d’un vari-
ant d’une prote´ine de re´gulation d’ATPase
(RavA MoxR AAA+)
(b) Cage mole´culaire forme´e d’un pen-
tame`re d’hexame`re autour de deux lysines
de´carboxylases
Figure 4.8 – Mode`le d’une cage mole´culaire forme´e d’un pentame`re




Le logiciel ∨∈⊃∧ est l’aboutissement de trois ans de conception, de
de´veloppement et de tests. Initialement, l’ensemble des de´veloppements de-
vait s’appuyer sur le programme graphique UROX[11], de´veloppe´ pre´ce´dem-
ment au laboratoire, qui inte´grait le logiciel URO[4] pour la partie calcula-
toire.
Le projet initial du travail de the`se consistait en l’ajout de nouveaux mod-
ules a` l’inte´rieur d’UROX. Ce dernier se re´ve´la par la suite inadapte´ pour
supporter les nouvelles spe´cifications. La de´cision de de´velopper un environ-
nement graphique “de novo” fut alors prise.
La plupart des objectif fixe´s ont e´te´ atteints. Malheureusement, le temps
utilise´ pour la conception et la re´alisation des fonctionnalite´s de base de
∨∈⊃∧ ne laissa pas l’opportunite´ d’aller au bout de tous les de´veloppements
envisage´s. En particulier, l’ame´lioration des reconstructions tomographiques
par recalage de diffe´rents tomogrammes n’a pas pu eˆtre aborde´e. Il s’agissait
d’e´laborer un crite`re pour tenir compte du coin manquant dans les reconstruc-
tions tomographiques. Ne´anmoins certains pre´-requis a` ce de´veloppement
sont aujourd’hui en place, par exemple, le recalage d’une carte de densite´ sur
une autre carte de densite´ est possible.
Certaines limitations de ∨∈⊃∧ sont dues a` des choix de de´veloppements :
– Le choix de la bibliothe`que de visualisation 3D VTK a e´te´ be´ne´fique
pour la rapidite´ de de´veloppements, mais sa caracte´ristique “haut niveau”
a limite´ la liberte´ d’action. Par exemple, l’absence de repre´sentations
graphiques “cartoon” pour les structures secondaires dans le rendu 3D
des mode`les mole´culaires, et le type de maille repre´sentant l’iso-surface
ne permet pas toujours de voir correctement les positions des mole´cules
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a` l’inte´rieur des cartes.
Ne´anmoins pour effectuer le recalage, l’environnement graphique de
∨∈⊃∧ est suffisant, d’autant que les re´sultats de ∨∈⊃∧ peuvent eˆtre
facilement exporte´s vers des programmes de´die´s a` la visualisation (e.g
Pymol[25], Chimera[26]).
– Le de´veloppement de ∨∈⊃∧ a e´te´ effectue´ sous Linux. Pourtant, la fa-
cilite´ d’installation du logiciel n’est pas homoge`ne sur toutes les distri-
butions de ce syste`me d’exploitation. En effet, certaines bibliothe`ques
(notamment encore VTK !) requises pour le fonctionnement du pro-
gramme sont difficiles a` installer lorsqu’aucun paquet pre´-compile´ n’est
disponible, via le gestionnaire d’installation standard de la distribution.
Dans ce cas, il faut alors compiler les sources a` la main a` travers une
proce´dure un peu de´licate.
Un paquet d’installation auto-consistant de ∨∈⊃∧ a e´te´ cre´e´ pour Mac
OSX par un conseiller technique du projet. Une fois les ame´liorations
de´veloppe´es re´cemment incluses, ce paquet sera diffuse´ sur le site offi-
ciel de ∨∈⊃∧ (http ://mem.ibs.fr/VEDA).
Cette dernie`re anne´e a e´te´ riche en collaboration et en interactions avec
les utilisateurs. ∨∈⊃∧ a e´te´ pre´sente´ a` de multiples reprises lors de diffe´rents
cours et travaux pratiques. Il s’est re´ve´le´ eˆtre un bon outil pe´dagogique
pour pre´senter les diffe´rents aspects de la construction d’assemblages macro-
mole´culaires.
Durant cette meˆme pe´riode, le nombre d’utilisateurs a conside´rablement
augmente´, entraˆınant de nombreux retours positifs sous bien des aspects.
Comme il est difficile de cre´er des tests unitaires controˆlant les fonction-
nalite´s d’un environnement graphique, les testeurs de ∨∈⊃∧ ont pu rapporter
un certain nombre de “bugs” difficiles a` reproduire. Cela a permis ainsi au
programme d’atteindre son degre´ actuel de stabilite´.
En outre, les interactions avec ces utilisateurs ne se sont pas arreˆte´es a` la
simple re´solution des proble`mes. En effet, bon nombre d’outils et d’ame´liora-
tions ont e´te´ sugge´re´s dans le cadre d’un projet spe´cifique ou, plus ge´ne´ralement,
pour pallier des besoins re´currents (e.g. “Crop”, “Slab”, optimisation du gros-
sissement des reconstructions, ...).
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De´but 2011, le consortium ame´ricain a` but non lucratif SBGrid 1, spe´cialise´
dans l’administration a` distance de serveurs applicatifs de´die´s aux programmes
de biologie structurale, a demande´ l’autorisation d’inclure ∨∈⊃∧ dans ses
services. Ce consortium, base´ a` l’universite´ d’Harvard, va rendre ∨∈⊃∧
disponible, a` partir d’aouˆt 2011, dans pre`s de 150 laboratoires dans le monde
entier.
L’inte´gration du logiciel a` l’inte´rieur du consortium SBGrid est la marque
de l’inte´reˆt porte´ par la communaute´ scientifique a` ∨∈⊃∧, et par la meˆme de
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1
1 Ge´ne´ralite´s
∨∈⊃∧ est un programme de taille conse´quente. Toute les sources cumule´es
repre´sentent plus de 25000 lignes de code. Tout au long du de´veloppement de
∨∈⊃∧ l’architecture a e´te´ un guide permettant de maˆıtriser la complexite´ crois-
sante du logiciel.
Une premie`re solution mise en œuvre pour e´viter que le code ne grossisse de
manie`re monolithique est de de´composer le logiciel en des sous-ensembles plus
faciles a` maˆıtriser. Cette de´coupe repose sur un paradigme architectural dit ori-
ente´ objet. Ce dernier consiste dans l’e´laboration de briques logicielles appele´es
objets, qui inte`grent les donne´es et les ope´rations de traitement de ces donne´es
(me´thodes). Dans le paradigme oriente´e objet, une cate´gorie d’objet particulie`re
appele´e “classe” de´clare des proprie´te´s communes a` un ensemble d’objets. Une
classe de´clare des attributs repre´sentant l’e´tat des objets ainsi que les me´thodes
repre´sentant leur comportement.
Les 7 modules python de ∨∈⊃∧ sont forme´s d’une vingtaine de classes cumu-
lant entre elles environ 300 me´thodes diffe´rentes. Afin de pre´ciser le fonction-
nement ge´ne´ral du programme, les classes les plus importantes seront de´taille´es
sous la forme de sche´mas UML partiels. Ces repre´sentations seront ensuite
inte´gre´es dans un diagramme de classe plus ge´ne´ral, au cours d’une discussions
concernant les patrons de conception utilise´s dans le de´veloppement de ∨∈⊃∧.
2 Sche´mas partiels de classes
Dans le paradigme oriente´ objet, un programme consiste dans l’interaction
et l’e´volution des objets qui le composent. La description dynamique de cet
ensemble de composants est tre`s complexe, c’est pourquoi, une description sta-
tique des classes est re´alise´e dans un premier temps sans de´voiler les patrons
de conception qui seront de´crits dans la section suivante. Les sche´mas partiels
des classes les plus importantes sont situe´s a` l’inte´rieur d’un cadre ge´ne´ral qui
impose une se´paration entre l’interface homme-machine (la pre´sentation), les
traitements (services), les entite´s (donne´es), et enfin le controˆleur qui orchestre
le tout.
2.1 IHM
Dans le de´veloppement de ∨∈⊃∧ l’interface homme-machine (IHM) est
entie`rement de´crite par une classe occupant l’inte´gralite´ d’un module de´die´
(module Itf) assez consistant (plus de 2000 lignes de code). Ce module et cette
classe portent le meˆme nom. La classe Itf utilise une collection de composants
d’interface graphique (“widgets”) issus de la bibliothe`que Tk pour Python. La
classe Itf contient une me´thode associe´e a` chaque feneˆtre (“wizard”) de plus
haut niveau (“toplevel”), ainsi qu’un ensemble d’attributs (variables et poin-
teurs) permettant la communication d’informations partage´es par ces “wizards”.
A` la diffe´rence d’un programme en ligne de commande, ou` l’interaction avec
l’utilisateur est se´quentielle, dans une autre logique, une interface graphique fait
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Figure 1 – Classe supportant l’interface homme-machine
intervenir la notion de programmation e´ve´nementielle. A` tout moment, chaque
“widget” est susceptible d’eˆtre affecte´ par l’action de l’utilisateur (l’e´ve´nement).
Il existe des e´ve´nements simples (clic de souris sur un bouton, saisie au clavier
dans un champ) et des e´ve´nements plus complexes (navigation dans un menu
ou une liste de´roulante).
A` chaque “widget” est attache´, par de´faut, un certain nombre de re´ponses au-
tomatiques a` des e´ve´nements. Celles-ci correspondent a` une gestion des e´ve´nements
de bas niveau ne´cessitant tre`s peu d’intervention du programmeur. Une boucle
e´ve´nementielle les prend en charge et les re´partit. Dans tout les autres cas, il est
possible de lier un widget ou un e´ve´nement a` un appel de proce´dure (binding)
ou a` une commande exte´rieure (callback).
La plupart des “wizards” de l’IHM contiennent une multitude de composants
dont la gestion est effectue´e directement dans la classe Itf (ouverture d’un panel
de couleur, ajout d’un item dans une liste ...). D’autres en revanche impliquent
l’utilisation d’entite´s et des classes de traitements.
2.2 Entite´s
∨∈⊃∧manipule trois principaux types de donne´es (voir figure 2) : une carte de
densite´s e´lectronique repre´sente´e par une instance de la classe Map, ainsi que des
mode`les mole´culaires et des mole´cules inde´pendantes repre´sente´es respective-
ment par les instances des classes Mod et Mol. Il est inte´ressant de noter que ces
trois classes ne sont pas a` proprement parler des donne´es purement me´tier. En
effet, ces classes hybrides inte`grent un ensemble de me´thodes et d’attributs qui
leurs permettent notamment d’assurer elles meˆme leurs repre´sentations polyg-
onales.
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Figure 2 – Diffe´rentes classes repre´sentant les entite´s
2.3 Traitements
Les traitements a` l’inte´rieur de ∨∈⊃∧ sont localise´s dans une dizaine de
classes spe´cialise´es qui ont parfois recours, au sein de leurs me´thodes, a` des ap-
pels externes a` des exe´cutables binaires Fortran. Les quatre exemples de classes
repre´sente´s sur la figure 3 sont assez repre´sentatifs du fonctionnement ge´ne´ral
du noyaux fonctionnel. L’ensemble des me´thodes imple´mente´es dans ces classes
sont de´clenche´es (directement ou par conse´quence) depuis l’IHM en re´ponse a`
des actions de l’utilisateur. Au niveau du code, cela signifie que la classe Itf (voir
section 2.1) doit pouvoir acce´der assez largement aux me´thodes incluses dans les
objets instancie´s par les classes de traitements. En retour ces derniers doivent
pouvoir acce´der a` l’inte´gralite´ des donne´es afin d’effectuer les traitements requis.
Cependant afin de limiter le degre´ de couplage inter-modulaire et la de´pendance
entre les classes, un protocole d’e´change est e´tabli (voir section 3.1).
2.4 Controˆleur
Le controˆleur est un objet qui se charge globalement de la gestion des
e´ve´nements (rediriger les requeˆtes provenant de l’IHM vers les modules de traite-
ments) et de la synchronisation entre les donne´es et l’affichage.
En exception au cadre ge´ne´ral spe´cifiant la se´paration de la couche de pre´sentation
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Figure 3 – Traitements
Figure 4 – Classe Controˆleur
et de traitements e´voque´ plus haut, le controˆleur cumule e´galement la fonction
de classes de gestion du graphisme (d’ou` son nom Gfx). Cependant, meˆme si
la classe Gfx effectue certains traitements (mapping, rendu, ...), elle ne modi-
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fie aucunement les entite´s. Elle rec¸oit les requeˆtes de l’IHM et se contente de
transmettre aux classes de traitement.
3 Patrons de conception
Tout comme l’algorithmique permet de structurer le corps des me´thodes (a`
l’inte´rieur des classes), une technique de ge´nie logiciel permet de structurer l’or-
ganisation des classes entre elle. Cette technique d’organisation en patron de
conception (en anglais “design pattern”) permet de minimiser les interactions
qu’il peut y avoir entre les diffe´rentes classes (ou plus ge´ne´ralement modules)
d’un meˆme programme. Elle permet d’appliquer des solutions de´ja` existantes a`
des proble`mes courants de conception (couplage, code circulaire, complexite´ ...)
permettant ainsi d’e´viter au de´veloppement d’aboutir a` des anti-patron (plats
de spaghettis, objet omniscient ...).
L’architecture de la couche haut niveau de ∨∈⊃∧ inclue diffe´rents patrons
de conception “acade´miques” de´crit ci-dessous.
3.1 MVC2 (Mode`le, Vue, Controˆleur)
Figure 5 – Sche´ma conceptuel du patron Mode`le/Vue/Controˆleur
Le MVC (Mode`le, Vue, Controˆleur) est un patron de conception de´crivant
un type d’organisation pour les IHM. Ce patron stipule qu’un logiciel interactif
doit eˆtre divise´ selon trois principaux composants (voir figure 5) :
– Le mode`le repre´sente le comportement de l’application : traitements des
donne´es, interactions avec les entite´s, ... Il de´crit et contient les donne´es
manipule´es par l’application et assure leur bonne gestion.
– La vue correspond a` l’interface avec laquelle l’utilisateur interagit. Sa
premie`re taˆche est de pre´senter les re´sultats renvoye´s par le mode`le. Sa
seconde taˆche est de recevoir toutes les actions de l’utilisateur (clic de
souris, se´lection d’une entre´e, boutons, ...). Ces diffe´rents e´ve´nements sont
envoye´s au controˆleur. La vue n’effectue aucun traitement, elle affiche les
re´sultats des traitements effectue´s par le mode`le et interagit avec l’utilisa-
teur.
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Figure 6 – Diagramme de classe du patron de conception
Mode`le/Vue/Controˆleur dans le contexte de l’imple´mentation
– Le controˆleur prend en charge la gestion des e´ve´nements, il s’assure
de la cohe´rence des repre´sentations avec les donne´es internes et convertit
les actions de l’utilisateur en ope´rations fonctionnelles. Il rec¸oit tous les
e´ve´nements de l’utilisateur et enclenche les actions a` effectuer.
Le MVC, peut cependant se re´ve´ler lourd a` mettre en place a` cause de
la multitude de controˆleurs a` imple´menter. Afin de simplifier l’imple´mentation
d’un mode`le de ce type, une nouvelle version a e´te´ introduite. Cette version
appele´ MVC2 est tre`s similaire au MVC a` la diffe´rence qu’il n’y a plus qu’un
seul controˆleur qui se charge de rediriger les requeˆtes vers le bon traitement.
Le MVC est un mode`le abstrait qui ne de´crit pas sous quelle forme sont
re´alise´es et connecte´es les diffe´rentes interfaces, par contre, il offre un cadre
structurant a` l’application en imposant une se´paration entre les donne´es, la
pre´sentation et les traitements. Durant le de´veloppement de ∨∈⊃∧ la spe´cification
de l’ensemble des interactions existant entre ces trois agents a` e´tait imple´mente´e
en s’inspirant d’un patron de conception appele´ me´diateur.
3.2 Me´diateur
Le patron de conception me´diateur est ce qui a` permis a` ∨∈⊃∧ d’atteindre
une forte cohe´sion. Il a contraint les me´thodes a` manipuler le meˆme ensemble de
donne´es. Dans le programme, sauf exceptions, les me´thodes sont appele´es dans
un ordre spe´cifique et sont de´die´es a` une seule et unique taˆche.
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Figure 7 – Diagramme de classe du patron de conception Me´diateur dans le
contexte de l’imple´mentation
Pratiquement pour re´aliser l’imple´mentation de ce patron, une classe centrale
(le Controˆleur Gfx) est utilise´e comme me´diateur. Elle pointe sur l’ensemble des
objets (de pre´sentation, de donne´es et de traitements) et est capable de ge´rer
l’ensemble de leurs interfaces. A l’inverse l’ensemble des classes de traitements
posse`de une re´fe´rence de l’objet gfx leur permettant d’acce´der aux attributs et
au me´thodes des entite´s (voir figure 7).
3.3 Observateurs
Une autre me´thode permet de coupler les classes de fac¸on a` re´duire leurs
de´pendances entre elles. Elle consiste dans la notion d’observation e´ve´nementielle.
Lorsque il est ne´cessaire de ge´rer des e´ve´nements ou quand une classe de´clenche
l’exe´cution d’une ou plusieurs autres me´thodes, il est utile d’utiliser le patron de
conception observateur. Ce dernier permet de de´tecter un signal provenant d’un
objet (qui joue le roˆle d’observe´), cela entraˆıne alors une action ade´quate de
l’observateur en fonction des informations qui lui parviennent depuis les objets
qu’il observe.
Par exemple, dans ∨∈⊃∧, les objets mole´cules inde´pendante (instancie´es par
la classe Mol) encapsulent a` leurs cre´ations un objet observateur (symetry obs :vtkOb-
server). Une fois active´ lors de la cre´ation d’une constellation, il permet de mettre
a` jour automatiquement la position des mole´cules syme´triques a` chaque change-
ment des variables de position. Ainsi chaque fois qu’un mouvement de mole´cule
inde´pendante est de´tecte´, une me´thode d’un des objets instancie´s par la classe
Mol (me´thode Mol.move symmates()) va assigner de nouvelles variables de po-
sition a` chaque mole´cule syme´trique. Pour ce faire, cette me´thode tient compte
8
de la matrice de position et d’orientation observe´e, et la combine a` la transfor-
mation associe´e a` chaque mole´cule syme´trique.
Un deuxie`me observateur de mole´cules inde´pendantes (Mol.ifit obs) est ac-
tive´ lors du lancement de la proce´dure de recalage interactif (Ifit.launch interactive fitting()).
Tout comme le symetry obs, le ifit obs va de´tecter si un de´placement d’une des
mole´cules est effectue´ par l’utilisateur. Si c’est le cas, il va lancer la me´thode
Ifit.fitting input output() qui va, a` sont tour, encoder les nouvelles positions
mole´culaires et va les envoyer sous la forme d’une frame au sous-processus de
calcul de la classe Ifit (Ifit.process). Ce processus va alors renvoyer de manie`re
synchrone une corre´lation associe´e a` ce changement, elle meˆme assigne´e aux
diffe´rents composants de l’interface reque´rant cette information.
4 Interfac¸age Python/Fortran
4.1 Etat des lieux
Le package de binaire URO, e´crit en Fortran, pre´existait largement au de´veloppement
de ∨∈⊃∧. Ce package, toujours maintenu par Jorge Navaza, est toujours disponible
sous sa forme originale sur le site web du groupe Microscopie Electronique et
Me´thodes. L’utilisation d’URO dans sa forme premie`re est de´crite pre´cise´ment
dans un “writeup” sous la forme d’un protocole de´crivant chaque e´tape d’un
recalage :
– La configuration pre´liminaire : la de´finition des variables d’environnement
et des alias ne´cessaires au fonctionnement des diffe´rents programmes com-
posant le package.
– La pre´paration des fichiers de donne´es d’entre´es : mise au format de la carte
de densite´, ge´ne´ration des ope´rations du groupe de syme´trie, cre´ation des
liens symboliques pointant vers les fichiers PDB ...
– L’e´dition des diffe´rents fichiers plats de configurations : limites de re´solution
du recalage, se´lection des ope´rations de syme´trie, listes des mode`les et des
mole´cules...
– La se´quence d’exe´cution des binaires : calcul des facteurs de structure de
la carte, calcul des facteurs de diffusion mole´culaire, conversion des coor-
donne´es, recalage ...
Dans l’ancienne version d’URO, l’ensemble de ces ope´rations e´taient ef-
fectue´es a` l’aide du terminal sans aucune possibilite´ de visualisation. Seul le




Ainsi la partie Python de ∨∈⊃∧ est venue s’inte´grer comme un encapsuleur
(en anglais “wrapper”), ge´rant les entre´es et les sorties de tout les binaires issus
du Fortran. De son cote´ la partie constitue´e originellement du pakage URO a
e´galement bien e´volue´e.
Pour simplifier le passage de parame`tres Python/Fortran, la plupart des
binaires Fortran ont rec¸u une interface e´crite en langage cshell afin d’e´viter l’u-
tilisation de la syntaxe “<<ENDOF p1 p2 [...] pn ENDOF” dans les appels
syste`me 1 a` l’inte´rieur du code Python.
L’inte´gration des graphismes a` souvent ne´cessite´ l’emploi de re´fe´rences com-
munes. Par exemple, afin d’eˆtre certains que les positions et l’orientation des
mole´cules comme corps rigides soient identiques dans les deux couches logicielles,
un outils de mise en position de re´fe´rence a e´te´ de´veloppe´ spe´cifiquement pour
∨∈⊃∧.
Cet outils place les mole´cules comme corps rigides dans une position par-
ticulie`re (centre de masse a` l’origine, axes d’inertie principaux aligne´s avec les
(X,Y, Z) du repe`re orthonorme´) et renvoie la transformation effectue´e a` la par-
tie graphique de ∨∈⊃∧, qui va alors assigner cette meˆme re´fe´rence sans que cela
apparaisse visuellement.
Un autre exemple de nouveau de´veloppement a` l’inte´rieur de la couche For-
tran concerne le recalage interactif. L’ide´e e´tait de brancher le plus directement
possible un exe´cutable Fortran charge´ de calculer la corre´lation pour un ensem-
ble de carte, syme´trie, mode`les, mole´cules et coordonne´es mole´culaires donne´s.
La partie graphique envoie en temps re´el les modifications de position et d’ori-
entation des diffe´rentes mole´cules.
Apre`s diffe´rents essais infructueux un syste`me de type thread ge´rant le bi-
naire de calcul comme un processus 2 a e´te´ choisi. L’exe´cutable Fortran e´coute
sur son entre´e standard et rec¸ois un ensemble de donne´es envoye´ depuis Python
(mole´cule active, rotation et translation associe´es). En retour une autre me´thode
Python lit sur la sortie standard de l’exe´cutable Fortran la corre´lation et le fac-
teur R associe´s a` chaque envoi de manie`re synchrone.
Ainsi, l’interfac¸age du Fortran s’est faite de diffe´rentes manie`res : passage
de parame`tres a` l’exe´cution des binaires, fichiers plats (configuration, donne´es,
re´sultats), communication directe via les Entre´e/Sortie.
Bien que l’essentiel (en terme de calcul) d’URO e´tait de´ja` pre´sent avant
l’existence de ∨∈⊃∧, le code Fortran a e´galement bien e´volue´ tout au long du
de´veloppement de l’environnement graphique. Au final ∨∈⊃∧ est le fruit d’une
intense collaboration entre Jorge Navaza (contributeur majoritaire du code For-
tran) et moi meˆme (contributeur exclusif du code Python). Cette collaboration
a abouti a` un environnement robuste et efficace combinant la rapidite´ du code
Fortran issus d’URO (et de Norma pour les modes normaux), et la facilite´ d’util-
isation et l’interactivite´ apporte´es par l’aspect graphique de´veloppe´ en Python.
1. Les appels syste`me sont passe´s graˆce a` la librairie (built-in) OS
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The MoxR family of AAA+ ATPases is widespread throughout bac-
teria and archaea but remains poorly characterized. We recently
found that the Escherichia coli MoxR protein, RavA (Regulatory
ATPase variant A), tightly interacts with the inducible lysine decar-
boxylase, LdcI/CadA, to form a unique cage-like structure. Here, we
present the X-ray structure of RavA and show that the αβα and all-
α subdomains in the RavA AAA+ module are arranged as in mag-
nesium chelatases rather than as in classical AAA+ proteins. RavA
structure also contains a discontinuous triple-helical domain aswell
as a β-barrel-like domain forming a unique fold, which we termed
the LARA domain. The LARA domain was found to mediate the
interaction between RavA and LdcI. The RavA structure provides
insights into how five RavA hexamers interact with two LdcI dec-
amers to form the RavA-LdcI cage-like structure.
acid stress ∣ alarmone
Proteins of the AAA+ superfamily (ATPases Associated withdiverse cellular Activities) are highly ubiquitous and found
in all kingdoms of life. These proteins are characterized by the
structural conservation of a central ATPase domain of about 250
amino acids called the AAA+ module (1, 2). AAA+ ATPases
employ the energy derived from ATP hydrolysis to remodel
proteins, DNA, or RNA. Typically, the AAA+ domain can be
divided into two structural subdomains, an N-terminal P-loop
NTPase αβα subdomain that is connected to a smaller C-terminal
all-α subdomain. The αβα subdomain adopts a Rossman fold and
contains several motifs involved in ATP binding and hydrolysis,
including Walker A, Walker B, and Sensor 1 signature sequences
(3–6). The all-α subdomain, which contains the Sensor 2 motif
(7), is much less conserved across AAA+ proteins.
AAA+ proteins form oligomers, usually hexameric rings, in
the presence of nucleotides (8). The ATP-binding pocket is lo-
cated at the interface between two neighboring subunits. A highly
conserved arginine from one subunit, called an “arginine finger,”
contacts the γ-phosphate of bound ATP of the neighboring sub-
unit (9). AAA+proteins typically go through a cycle of ATP bind-
ing, hydrolysis, and release of products. This reaction cycle results
in a series of conformational changes and mechanical movements
that allow these proteins to exert their activity either directly or
through domains attached to the AAA+ domain (3, 10).
The RavA protein (Regulatory ATPase Variant A) belongs to
the MoxRAAA+ family (11). Limited experimental data suggest
a function of MoxR AAA+ proteins as chaperones in the assem-
bly of multimeric complexes and a possible role in small molecule
cofactor insertion/removal (11). However, how these proteins act
is not clear. In Escherichia coli, the ravA gene is in an operon with
another gene of unknown function, which we termed viaA, and
the operon is under the control of σS promoter, suggesting a func-
tion of RavA and ViaA under stress conditions (12). This is
further substantiated by our discovery that RavA physically inter-
acts with the inducible lysine decarboxylase enzyme, LdcI/CadA,
a key enzyme in the bacterial acid stress response. We have visua-
lized the LdcI-RavA complex by negative staining electron micro-
scopy and found it to form a large, about 3.3 MDa, unusual cage-
like structure consisting of two LdcI decamers that are linked by
up to five RavA hexamers (12). Because LdcI is fivefold sym-
metric whereas RavA is sixfold symmetric, understanding the con-
struction of this complex is important to understanding how the
symmetry mismatch was used in forming the cage-like structure.
We recently solved the X-ray crystal structure of LdcI decamer
and unexpectedly found that LdcI activity is strongly inhibited
by the binding of the alarmone, ppGpp (further details on the
LdcI structure will be described elsewhere). Here, we have
determined the three-dimensional structure of RavA full-length
protein as a monomer in complex with ADP by X-ray crystallogra-
phy. Insights into the intersubunit organization of the hexameric
RavA were obtained from electron microscopy. These structures
provided important insights into how nature solved the symmetry
mismatch problem between the fivefold symmetric LdcI decamer
and sixfold symmetric RavA hexamer to allow for the construction
of the RavA-LdcI molecular cage-like structure. We show that
the RavA-LdcI interaction reduces the inhibition of LdcI activity
by the alarmone ppGpp in vitro as well as in vivo. The biological
implications of this interaction are discussed.
Results
The Overall Structure of RavA Protomer. RavA full-length recombi-
nant protein was expressed and purified to homogeneity as pre-
viously described (12). Purity was tested by mass spectrometry
and light scattering. RavA crystals were obtained several years
ago but failed to diffract to better than 7 Å resolution. High-
quality crystals were finally obtained by employing a dehydration
protocol as described in Materials and Methods. The protein
crystallized in the space group P65 with one molecule in the asym-
metric unit. The crystal structure was solved to 2.9 Å resolution.
The model includes 475 of the 498 residues of RavA and one
bound ADP molecule, but no electron density corresponding
to a Mg2þ ion was found (Table S1). Two segments, 88–97 and
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438–441 (Fig. 1A), are missing in the final electron density map
and are indicated by dotted lines in Fig. 1B.
The RavAmonomer has a complex elongated overall structure
consisting of three distinct domains (Fig. 1 A and B). The N-term-
inal domain of RavA is the AAA+ module, which is composed
of two subdomains: the αβα subdomain (residues 1–192, brown)
and the all-α subdomain (residues 226–306, wheat). The αβα
subdomain exhibits a Rossmann-type fold commonly found in
nucleotide binding proteins. It consists of a central β-sheet with
five parallel β-strands, ordered as 51432, sandwiched between
seven α-helices. The all-α subdomain consists of four antiparallel
α-helices. The αβα subdomain and the all-α subdomain are linked
by a 32-residue helical segment (residues 193–225, green). The
relative arrangement of the subdomains is similar to that found
in Mg chelatases (discussed below).
The second domain is a discontinuous triple-helical domain
formed by helices α13, α15, and α16 (residues 307–330 and
442–497, light blue). This domain has a rigid structure stabilized
by hydrophobic interactions localized at the interface between
the three helices. The third domain (residues 331–437, dark
blue), which we have named the LARA domain (for reasons
described below), is a protuberance between helices α13 and
α15 of the triple-helical domain. As shown in Fig. 1 B and C, the
LARA domain forms a compact antiparallel β-barrel-like struc-
ture consisting of six β-strands (β6–β11) and one α-helix (α14).
The LARA domain also includes an N-terminal flexible region
(residues D332–S360). The domain is very basic (pI of 9.6) result-
ing from a highly positively charged surface formed by residues
R340, R347, R348, R398, K400, K409, and R423 (Fig. 1C). We
performed an extensive search for structures similar to that of the
LARA domain in the Protein Data Bank using secondary-struc-
ture matching (SSM) (13) and Dali (14), but no such structures
were found. Hence, we conclude that the E. coli RavA LARA
domain adopts a unique fold.
The sequence conservation at the C terminus of RavA span-
ning the triple-helical and LARA domains diverges quite quickly,
although, according to secondary-structure prediction, all organ-
isms containing RavA protein with a LARA domain also have a
triple-helical domain. It was surprising to find that a phenylala-
nine (F472), located at the turn between helices α15 and α16 of
the triple-helical domain, is absolutely conserved (Fig. S1A). This
phenylalanine makes hydrophobic contacts with the AAA+mod-
ule and, hence, anchors the triple-helical bundle to the AAA+
module (Fig. S1 B and C). F472 might serve to transmit the
nucleotide-dependent conformational changes in the AAA+
domain to the C-terminal triple-helical and LARA domains
of RavA.
RavA Hexameric Assembly.Although RavA and many other AAA+
ATPases crystallize as monomers, their functional form is well
known to be an oligomeric ring structure. Previous work in
our laboratory provided first evidence for a hexameric assembly
of RavA induced by ATP, ADP, or 5′-adenylyl-β,γ-imidodipho-
sphate (AMPPNP) binding (12). Here we present a 3D structure
of the RavA hexamer formed in the presence of ADP obtained by
negative staining electron microscopy (EM) and image analysis.
Similar to other AAA+ protein structures, hexameric RavA-
ADP is characterized by a ring-shaped core surrounding a central
pore. Some representative class averages, as well as correspond-
ing projections of the 3D structure at similar orientations, are
shown in Fig. 2A. The distinctive feature of the class averages
is the relatively weak density of the LARA domain, which neces-
sitated a good alignment in order to be properly visualized (see
Materials and Methods for details). The RavA hexameric ring
forms a rather unique flower-like structure and is found to be
about 220 Å in diameter and of 80-Å thickness, whereas the dia-
meter of the central channel is about 25 Å. The 3D reconstruction
possesses a prominent handedness, visible in the core AAA+ part
and notably accentuated by the protrusions. An atomic model of
the hexamer was then generated by docking the crystal structure
of the monomer into the EM density of the hexamer and adjust-
ment of the resulting intersubunit contacts based on a homology
model generated from the hexameric crystal structure of HslU
[PDB ID code 1DO0 (15)] (see Materials and Methods and
Fig. S2 for details). The final EM reconstruction and the resulting
atomic model of the RavA-ADP hexamer are shown in Fig. 2B.
The Organization of the AAA+ Motor Subdomains. In their classifica-
tion of AAA+ proteins, Aravind and coworkers grouped RavA
within the helix 2 insert clade (8).Members of this family are found
to have (i) an insert within helix 2 of the conservedASCE (refers to
Additional Strand, Catalytic E) division P-loop ATPase core, (ii) a
β-hairpin N terminal to Sensor 1, as well as, (iii) a long helical seg-
A
B C
Fig. 1. Overall view of RavA protomer structure. (A) Sequence of E. coli RavA
showing secondary structure and conserved motifs. (B) X-ray structure of
RavA protomer. αβα subdomain is shown in brown, all-α subdomain is shown
in wheat, the linker between the two subdomains is shown in green, triple-
helical bundle domain is shown in blue, the LARA domain is shown in dark
blue, and bound ADP is shown in violet. The α-helices and β-strands are la-
beled sequentially except for βa and βb of the Pre-Sensor 1 β-Hairpin inser-
tion. Residues 88–97 and 438–441 were not observed in the X-ray structure
and are indicated by a dashed line. The figure was generated using PYMOL.
(C) Shown is a topological diagram of the LARA domain drawn using Top-
Draw (25) and its electrostatic surface potential calculated using Delphi
(26). Colors are according to the calculated electrostatic surface potential
and range from red (potential of −5 kT) to blue (þ5 kT). The hydrophobic
core of the domain is made by the side chains of hydrophobic residues from
each of the β-strands (β1: L362, L364, L366, L372; β2: V377, I380, F382; β3: I397,
L401; β4: L410, L412; β5: L420, V422; β6: L432) as well as residues L387, W390
and L391 from the α14 helix.
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ment separating the C terminus of the αβα subdomain and the
N terminus of the all-α subdomain. The X-ray structure of the
RavAAAA+module agrees with this classification. The αβα sub-
domain contains two characteristic β-hairpin insertions (Figs. 1A
and 2C). The helix-2 insert (H2-I, residues Pro85–Pro106) is in-
corporated within helix α4, but is partially unstructured in our
model (shown as a dotted line in Figs. 1B and 2C). In the case of
theMg chelatase subunit BchI, this insert consists of two β-strands
flanking a small helix (16). The Pre-Sensor 1 β-Hairpin insertion
(PS1-βH, residues Gln135–Pro146) is incorporated between the
Sensor 1 strand (β4) and the preceding helix (α5). It has been
shown that PS1-βH and H2-I are usually important for substrate
interaction (17–20). The long helical segment between the αβα
and all-α subdomains is shown in green in Figs. 1 A and B and 2C;
this segment consists of two helices that wrap around the surface
of the αβα subdomain making several contacts with it.
SSM and Dali structural similarity searches using the whole
RavAAAA+module indicated only four proteins to have similar
structures as the RavAAAA+ domain: the putative ATPase from
Cytophaga hutchinsonii, BchI subunit of Rhodobacter capsulatus
Mg chelatase, archaeal minichromosome maintenance protein
MCM from Sulfolobus solfataricus, and an archaeal MCM homo-
log fromMethanopyrus kandleri (Fig. S3). In all of these proteins,
the spatial localization of the all-α subdomain relative to the αβα
subdomain is similar to that of RavA and is significantly different
from its typical position found in most other AAA+ members
(8, 21).
Fig. 2C illustrates the differences between the AAA+ module
organization of HslU, a canonical model of the typical AAA+
module fold (15), and RavA AAA+ domain. In HslU, the all-α
subdomain is located on “top” of the αβα subdomain. In the all-α
subdomain, the Sensor 2 motif (shown in dark blue in Fig. 2C), a
required motif for nucleotide binding and hydrolysis, is oriented
toward the ATP-binding site of the same protomer. In the case
of RavA, the all-α subdomain is on the “right” of the αβα subdo-
main; consequently, the Sensor 2 motif cannot contribute to ATP
hydrolysis on the same protomer as in HslU. However, when the
X-ray structure of the HslU hexamer is compared to the RavA
hexameric model (Fig. 2D), then it is clear that HslU and RavA
share similar organization of the subdomains in the oligomer
although the orientation of the protomers is reversed. In the
RavA hexamer, the all-α subdomain of one protomer is located
on top of the αβα subdomain of the protomer on its right (Fig. 2D
and E), and the Arg residue of Sensor 2 faces the ATP-binding
site of a neighboring protomer (Fig. 2E and Fig. S4). In the HslU
hexamer, the all-α subdomain of one protomer is located on top
of the αβα subdomain of the protomer on its left (Fig. 2D and E),
and the Arg residue of Sensor 2 is facing the ATP-binding site of
the same protomer (Fig. 2E and Fig. S4). Hence, when viewed




















Fig. 2. RavA-ADP hexamer structure (A, Top) Characteristic class averages of the negatively stained RavA-ADP hexamer; (Bottom) projections of the final 3D
reconstruction at similar orientations. (B) Top and side views of the EM 3D reconstruction of the RavA-ADP hexamer. An atomic model of RavA hexamer was
generated from the X-ray structure of the RavA protomer by docking into the EM envelope of the hexamer and comparisonwith the X-ray structure of the HslU
hexamer (PDB ID code 1DO0). (C) Ribbon representation of RavA AAA+module (Left) and HslU AAA+module (Right, PDB ID code 1DO0). Different subdomains
are colored as in Fig. 1 and conservedmotifs are shown; the Sensor 2motif is colored in dark blue and the nucleotide is shown in violet. The I-domain of HslU has
been omitted for clarity. (D, Left) Schematic representation of RavA AAA+ domain from the hexameric model viewed along the sixfold axis. (Right) X-ray
structure of HslU hexamer AAA+ domain. For each structure, the αβα and all-α subdomains of one protomer are colored in brown and wheat, respectively.
The other protomers are colored in light and dark gray for the αβα and all-α subdomains, respectively. (E) Space-filling and ribbon models of a representative
dimer of each hexamer in D. Nucleotide is shown in violet, whereas the blue circle indicates the location of the Sensor 2 motif.








whereas the subunits in HslU are organized counterclockwise
(Fig. 2D).
It should be noted that, in the RavA structure, the all-α and
αβα subdomains from the same monomer make extensive inter-
actions. The buried surface area between these two subdomains is
much larger in the case of RavA (2;797 Å2) than for HslU mono-
mer (1;084 Å2) (Fig. 2E). As a result, in the HslU hexamer, the
all-α subdomain makes more extensive interactions with the αβα
subdomain of the neighboring protomer (2;930 Å2) than in the
RavA hexamer (754 Å2).
Even with these major differences in the assembly of the
subunits, the overall structures of the RavA andHslUAAA+hex-
amers remain similar with a high conservation in the organization
of the ATP-binding site. Fig. S4 shows the localization of the
nucleotide between two subunits of theRavA andHslU hexamers.
In both cases, the nucleotide makes contact with three subdo-
mains. For HslU, the nucleotide is sandwiched between the αβα
and the all-α subdomains of the same subunit and faces the αβα
subdomain of the left neighboring subunit, whereas the nucleotide
in RavA contacts the αβα subdomain of one subunit and faces the
all-α and the αβα subdomains of the left neighboring subunit.
The LARA Domain Mediates RavA-LdcI Interactions. Previous work
in our laboratory has shown that RavA interacts with LdcI, an
inducible lysine decarboxylase enzyme, forming an unusual cage-
like complex of about 3.3 MDa consisting of two LdcI (81 kDa)
decamers and up to five RavA (56 kDa) hexamers (Fig. 3A) (12).
We further confirmed this interaction in this study. The pull-down
of RavA from an E. coli strain in which a Sequential Peptide Af-
finity (SPA) tag (22) was fused at the 3′ end of the endogenous
ravA gene, also pulled down LdcI as previously observed (12).
Analysis of the complex by size exclusion chromatography
showed that the majority of RavA was part of a 3.3-MDa complex
with LdcI (Fig. S5A), which corresponds to the mass of the com-
plex shown in Fig. 3A. LdcI migrated as a complex with RavA but
also as uncomplexed decamers as well. In another experiment,
analysis of the interaction between purified RavA and LdcI
proteins by sedimentation velocity analytical ultracentrifugation
revealed the presence of 0.8-, 2.7-, and 6.0-MDa complexes
(Fig. S5B). These complexes would correspond to LdcI decamer
alone, the RavA-LdcI cage-like complex of Fig. 3A, and a dimer
of the cage-like complex, respectively.
Docking of RavA hexameric model of Fig. 2B and LdcI deca-
meric crystal structure that we recently determined into the EM
envelope suggested that the LARA domain of RavA might inter-
act with LdcI (Fig. 3A and Fig. S6A). To determine the validity of
the docking model, a RavA construct was made in which the
LARA domain was deleted and was termed RavAΔLARA (con-
sisting of residues Met1–Ala335 and Leu434–Cys498). An iso-
lated LARA domain construct was also generated (residues
Gln329–Glu440). Circular dichroism analysis showed that both
proteins have the expected secondary-structure content. Further-
more, RavAΔLARA formed a hexameric complex in the presence
of ATP (Fig. S6B), and its ATPase activity was similar to that of
WT RavA (Fig. S6B, Inset). The interaction of LdcI with RavA
and its different constructs was then assessed by surface plasmon
resonance (SPR) using the Biacore system. In these experiments,
LdcI was immobilized on the chip. The SPR experiments clearly
showed that, although WT RavA and LARA domain do interact
with LdcI (Fig. 3B), RavAΔLARAdoes not bind to LdcI (Fig. 3C).
In the absence of nucleotide, WT RavA bound LdcI with an
apparent binding constant of 0.56 μM (Fig. 3B). In the presence
of ATP, the binding curve was best fit using two independent
binding sites with apparent binding constants of 0.018 μM and
1.22 μM (Fig. 3B). This might indicate that the proper hexamer-
ization of RavA, which is attained in the presence of ATP, allows
for twoRavA“legs” to bind the LdcI decamer at two different sites
as suggested by the docking analysis of Fig. 3A and Fig. S6A. How-
ever, it should be noted that, because of the experimental setup,
the full complex shown in Fig. 3A, in which RavA hexamers can
bridge twoLdcI decamers, is unlikely to form under the conditions
of the SPR experiments because LdcI is cross-linked to the chip.
The isolated LARA domain is also able to bind LdcI albeit with
a lower apparentKd of 54 μM(Fig. 3B). Hence, these observations
strongly suggest that the LARA domain is the RavA domain
required for LdcI interaction, hence the acronym LARA: LdcI
associating domain of RavA.
Bioinformatic analysis provided further support for the finding
that the LARA domain mediates the interaction of RavA with
LdcI. In 47 representative bacterial strains that contained RavA
based on BLAST searches (23), we asked whether these strains
also contain LdcI. As mentioned earlier, the C-terminal fragment
of RavA including the triple-helical bundle and LARA domain is
not well conserved. Hence, the presence of the LARA domain in
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Fig. 3. The LARA domain mediates RavA-LdcI and RavA-RavA interactions.
(A) Fit of the RavA hexameric model and LdcI decamer into the EM envelope
of the LdcI-RavA complex (12) viewed from the side (Left) and the top (Right).
One LdcI dimer is colored in red (the upper monomer) and green (the lower
monomer). ppGpp bound to LdcI is drawn as blue spheres. (B) Biacore sen-
sorgrams and equilibrium binding curves showing the interaction between
LdcI (on chip) and WT RavA in the absence of nucleotide (Left), or WT RavA
in the presence of ATP (Middle), or the LARA domain (Right). (C) Biacore sen-
sorgram showing the lack of interaction between LdcI (on chip) and RavA-
ΔLARA at 15 μM. (D) Biacore sensorgrams and equilibrium binding curves
showing the interaction between WT RavA and LARA domain (Left) and
the very weak interaction between RavAΔLARA and LARA domain (Right).
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ondary structure prediction program (24). It was interesting to
find that RavA in all strains containing LdcI has a LARA domain,
whereas strains that do not have LdcI contain RavA that has or
does not have the LARA domain (Fig. S6C). The LARA domain
in these strains might have other functions or the domain will
eventually degenerate.
The LARA Domain Mediates RavA-RavA Interactions. The docking
shown in Fig. 3A suggests that the LARA domain might also med-
iate RavA-RavA interactions within the RavA-LdcI cage-like
complex by interacting with the triple-helical domain and/or the
LARA domain of the neighboring RavA (Fig. S6A). SPR experi-
ments were carried out in which RavA or RavAΔLARA is immo-
bilized on the chip and the LARA domain is titrated. The results
indicate that the LARA domain can bind to RavA with an appar-
ent Kd of about 0.5 μM (Fig. 3D). This interaction is drastically
reduced when the binding experiment is performed between
RavAΔLARA and the LARA domain (Fig. 3D), suggesting that
the LARA domain plays an important role in RavA-RavA inter-
actions within the RavA-LdcI cage-like complex.
RavA Antagonizes the Inhibitory Effect of ppGpp on LdcI Activity. The
LdcI crystal structure revealed the presence of a binding site for
the bacterial alarmone guanosine tetraphosphate (ppGpp) at the
interface between two protomers in the pentameric ring (Fig. 3A).
Biochemical assays showed that ppGpp binding to LdcI results in
drastic inhibition of the LdcI activity of approximately 10-fold at
pH values greater than 5. The docking shown in Fig. 3A suggests
that the LARA domain of RavA might bind at a site in LdcI that
could affect ppGpp binding to the decarboxylase.
The activity of the decarboxylase was measured in the presence
and absence of RavA and ppGpp using an isothermal titration
calorimetry (ITC) approach. Initially, we ensured that the pre-
sence of GTP, GDP, ppGpp, and pppGpp does not affect RavA
ATPase activity (Fig. 4A). When the RavA-LdcI complex is pre-
formed, LdcI activity is not significantly changed consistent with
our prior observations (12). However, when ppGpp is added to
the preformed RavA-LdcI complex, the presence of RavA re-
duces the inhibitory effect of ppGpp on LdcI by about 40% under
the conditions of the experiment (Fig. 4B). Moreover, the RavA-
ΔLARA truncation mutant is not able to reduce the inhibitory
effect of ppGpp on LdcI activity, which is consistent with our
results showing that the LARA domain is responsible for the
RavA-LdcI interaction. When LdcI is preincubated with ppGpp
and then RavA is added, RavA is not able to reduce the inhibition
of LdcI by the alarmone (Fig. 4C). Hence, RavA either blocks the
access to the ppGpp binding site in LdcI or RavA induces a local
conformational change in LdcI that reduces its ppGpp binding
affinity. Alternatively, ppGpp might cause a conformational
change in LdcI to reduce RavA binding to the decarboxylase.
It should be pointed out that the effect of RavA on LdcI in-
hibition by ppGpp is probably underestimated because these ex-
periments were done at low concentrations of MgCl2. Under such
conditions, RavA has low ATPase activity; addition of higher con-
centrations of MgCl2 lead to the precipitation of ppGpp byMg2þ.
To further validate our in vitro results and to determine if the
modulation of ppGpp binding to LdcI by RavA can be observed
in vivo, the activity of LdcI was tested in different strains under-
going a stringent response. Four strains were used: ΔcadBA, WT
+ ravA, WT + ravAΔLARA, and WT + ravA(K52Q). The last
three strains overexpress RavA, RavAΔLARA, and RavA
(K52Q) proteins by IPTG induction (refer toMaterials and Meth-
ods). RavA(K52Q) is ATPase deficient because the conserved
Walker A K52 is mutated to Q (Fig. 1A). Endogenous RavA
is expressed at low levels and is induced only in the stationary
phase (12). Cells were grown to log phase in defined rich media
buffered at pH 5, and, when the OD600 of each strain was approxi-
mately 0.2, proteins were induced with 1 mM IPTG for 1 h. Cells
were then shifted to minimal media weakly buffered at pH 5
containing no amino acids to induce ppGpp production, and
supplemented with 30 mM lysine to follow the LdcI activity by
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Fig. 4. RavA binding to LdcI antagonizes the inhibitory effect of
ppGpp on LdcI activity. (A) The ATPase activity of RavA measured
by ITC in the presence of different nucleotides. Error bars represent
the standard deviation of the average of three experiments. (B) LdcI
activity measured by ITC in the presence of RavA or RavAΔLARA and/or
ppGpp. Note that the concentrations of proteins, substrate, and inhi-
bitor are the final concentrations after mixing. In this panel, the RavA-
LdcI complex is preformed in the syringe before adding ppGpp. (C) LdcI
activity measured by ITC. In this experiment, LdcI-ppGpp complex is
preformed in the well before adding RavA. (D) The effect of RavA
overexpression on LdcI activity in the cell. ΔcadBA knockout strains
and WT cells overexpressing RavA, RavAΔLARA, or RavA(K52Q) were
grown to log phase in defined rich media buffered at pH 5. RavA, Ra-
vAΔLARA, or RavA(K52Q) were induced and cells were then shifted to
minimal media weakly buffered at pH 5 containing no amino acids to
induce ppGpp production and supplemented with 30 mM lysine. The
OD600 of the cells is shown (Top); the pH of the culture media is shown
(Bottom Left). (Bottom Right) The increase in pH∕OD600 normalized to
the value at 0+ (right after shift). Each time point is the result of at
least three replicates. Error bars represent the standard deviations
of the measurements.








this time (Fig. 4D and Fig. S7). Consistent with the in vitro results,
WT + ravA strain increased the pH of the media at a higher rate
than the WT + ravAΔLARA strain, whereas no significant pH
change was observed for the ΔcadBA cells (Fig. 4D). Hence, the
formation of the RavA-LdcI complex reduced the inhibitory
effect of the alarmone on LdcI, allowing the cells to better
respond to low acidity. On the other hand, RavAΔLARA cannot
form a complex with LdcI (Fig. 3D) and, hence, LdcI should still
be inhibited by ppGpp resulting in a lower rate of pH increase,
as observed (Fig. 4D). The strain overexpressing RavA(K52Q)
mutant increased pH faster than the strain overexpressing RavA-
ΔLARA, but not as well as the strain overexpressing WT RavA
(Fig. 4D), indicating that the binding of RavA to LdcI is not
enough to modulate alarmone binding to the decarboxylase, but
that the ATPase activity of RavA is also needed.
Discussion
The organization of the AAA+ module of RavA as revealed
by the X-ray structure of the protein (Figs. 1B and 2C) explicitly
demonstrates that the protein is closely related to the family of
Mg chelatases. We had previously found that RavA and LdcI in-
teract tightly to form an unusual cage-like structure (12). Having
the X-ray structure and the EM reconstruction of RavA (this
study), as well as the X-ray structure of LdcI and the negative
staining EM reconstruction of the RavA-LdcI complex (12),
allowed us to gain important insights into the design principles
of this cage that is formed by the interaction of a fivefold sym-
metric oligomer of LdcI with a sixfold symmetric oligomer of
RavA (Fig. 3A). The RavA hexamer displays six “legs,” which
are spanning the triple-helical domain and the LARA domain.
Two of the legs interact with an LdcI dimer at the top of the com-
plex, and two other legs show the same set of interactions with an
LdcI dimer at the bottom of the complex. These interactions
seem to be mainly mediated by the LARA domain. The two
remaining legs of RavA are interacting with a neighboring
RavA leg on the left and on the right (Fig. 3A and Fig. S6A). The
RavA-RavA leg–leg interactions seem to involve the triple-helical
domain, as well as the LARA domain (Fig. 3A). Hence, the con-
struction of the RavA leg makes all these interactions possible.
The LARA domain exhibits a unique fold and, based on the
bioinformatic analysis of Fig. S6C, seems to be optimally evolved
to mediate the interaction of RavA with LdcI.
The RavA-LdcI cage-like structure might have multiple func-
tions in the cell yet to be elucidated; however, one consequence
we found here for the formation of the RavA-LdcI complex is the
reduction of the inhibitory effect of ppGpp on LdcI activity.
When cells are undergoing acid stress and LdcI is induced to
about 2,000 decamers per cell, nutrient limitation will result in
the production of the alarmone. Because we estimate that there
are about 50–100 RavA hexamers per cell in the stationary phase
(12), only a small population of LdcI molecules is expected to be
in complex with RavA. This population of LdcI will not be
strongly inhibited by ppGpp, allowing the cells to continue to re-
spond to acid stress at the risk of depleting lysine amounts. It is
interesting to note that RavA and ppGpp have similar binding
constants to LdcI: Kd of 0.02—1 μM for RavA-LdcI interaction
(Fig. 3B) and Kd of 0.01–0.7 μM for LdcI-ppGpp interaction. The
binding of RavA to apo-LdcI does not affect LdcI activity to any
significant extent (Fig. 4B and ref. 12). Hence, there is a fine-tun-
ing of LdcI activity by ppGpp and RavA, which is required for the
cells to respond to acid stress, as well as to prevent the depletion
of their amino acids. This fine-tuning probably involves other fac-
tors and proteins and also occurs for other amino acid decarbox-
ylases involved in the bacterial acid stress response.
Materials and Methods
Details of cloning, protein expression and purification, RavAATPase assay, SPR
measurements, LdcI enzyme kinetics measurements using ITC, sedimentation
velocity analytical ultracentrifugation, pull-down experiments, media shift
assays, X-ray crystallography, and electron microscopy are provided in SI Text.
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Recombinant measles virus nucleoprotein-RNA (N-RNA) helices were analyzed by negative-stain electron
microscopy. Three-dimensional reconstructions of trypsin-digested and intact nucleocapsids coupled to the
docking of the atomic structure of the respiratory syncytial virus (RSV) N-RNA subunit into the electron
microscopy density map support a model that places the RNA at the exterior of the helix and the disordered
C-terminal domain toward the helix interior, and they suggest the position of the six nucleotides with respect
to the measles N protomer.
The RNA genome of nonsegmented negative-strand RNA
viruses is tightly and regularly encapsidated by the viral nu-
cleoprotein N, providing flexible helical templates for viral
transcription and replication. Upon heterologous expression,
nucleoproteins associate not only with long cellular RNAs to
form helical nucleocapsids undistinguishable from the viral
ones but also with short cellular RNAs that noncovalently close
up into N-RNA rings. In the rings, N-RNA is sterically con-
strained in a biologically inactive form, but the rings have an
advantage of being rigid enough for X-ray crystallography.
Conversely, the helical assemblies are challenging for electron
microscopy (EM) analysis because of their flexibility but are
the biologically relevant ones.
The atomic structures of N-RNA rings of rabies virus and
vesicular stomatitis virus (both rhabdoviruses) (1, 10) reveal
the shielding of RNA between two domains of N in a positively
charged cleft situated inside the rings. Extended N- and C-
terminal domains reach out to neighboring N protomers in
order to stabilize and rigidify the structure. Recently, the struc-
ture of N-RNA rings of respiratory syncytial virus (RSV; a
paramyxovirus) was determined (24). The global architecture
of the nucleoprotein is very similar to that of the rhabdovi-
ruses, although there are 7 ribonucleotides (nt) instead of 9
bound to each N protomer. However, the lateral contacts be-
tween adjacent N subunits of the ring confer to it an opposite
curvature, which results in an outward RNA groove location.
RSV N has an N-terminal exchange domain similar to that of
rhabdovirus N, but the C-terminal domain is slightly different,
as it is not clearly involved in contacts between subsequent N
protomers. Is this inversion of the subunit orientation due
simply to steric constraints in the ring, or does it also take place
in a helical nucleocapsid? Tawar and coworkers modeled an
RSV N-RNA helix but could not directly dock the atomic
structure of RSV N into their helical EM reconstruction (24).
A sequence alignment between RSV N and measles virus N
(MeV N), both paramyxovirus nucleoproteins, is difficult to
interpret because of the lack of amino acid identity. However,
a comparison of the secondary structure elements observed in
the RSV N structure, with a secondary structure prediction for
MeV N (6) (Fig. 1), shows even more similarity than that
between rhabdovirus and RSV N. This comparison also shows
that the -hairpin projecting from the distal end of the RSV N
protomer (24) is conserved between these two paramyxovirus
nucleoproteins. One important difference lies in the length of
the highly disordered C-terminal domain, the N tail, that is 31
residues long (360 to 391) for RSV N (24) but 126 residues
long (400 to 525) for MeV N (16). A short sequence in the
MeV N tail (residues 489 to 506) folds into a dynamic helical
structure that is stabilized by binding of the viral phosphopro-
tein that carries the viral RNA-dependent RNA polymerase
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EMBL-CNRS, BP 181, 38042 Grenoble, Cedex 9, France. Phone:
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FIG. 1. Predicted secondary structure of MeV N compared to secondary structure elements in the atomic structure of RSV N. -Helices are
represented as red boxes, -strands as blue arrows.
1391
(12, 13, 16). The N tail is also involved in binding host proteins,
such as hsp70 (5, 26) and interferon regulatory factor 3 (14,
15). So far, the location of the N tail on the helix is not known,
although it is usually shown on the outside in cartoons that
illustrate transcription and replication of paramyxoviruses (see
Fig. 9 in reference 3). The helical model derived from the
recombinant N-RNA ring structure of RSV, however, would
place the N tail toward the helix interior, which would have
consequences for the contacts between subsequent helical
turns.
The helical structure of the intact measles virus N-RNA
under cryoelectron microscopy (cryo-EM) conditions is
highly flexible and difficult to determine by Fourier-Bessel
image analysis or even by single-particle-based approaches
(2, 21). However, once the N tail is removed by proteolysis,
the structure becomes more regular and rigid and thus ame-
nable to helical reconstruction by cryo-EM (21). Here, we
show that the nondigested nucleocapsid structure can be
addressed in negative-stain electron microscopy by trapping
the sample between two layers of carbon film and by using
NanoW stain (from Nanoprobes) instead of the more tra-
ditional uranyl acetate (Fig. 2). This preparation technique
enables to image intact measles virus nucleocapsids as well
as their trypsin-digested counterparts and has the advantage
FIG. 2. Fields of view of negatively stained MeV nucleocapsids. (A) Intact nucleocapsids with 2% uranyl acetate and a single carbon layer. (B
and C) Intact (B) or digested (C) nucleocapsids with NanoW in a double carbon layer and a representative class average of power spectra.
(D) Recombinant C-terminally His-tagged nucleocapsids bound to anti-His-tagged antibody.
FIG. 3. Three-dimensional reconstructions of MeV nucleocapsids. (A and D) Digested nucleocapsid, (B and E) intact nucleocapsid,
(F) cryo-EM reconstruction of digested MeV N (21). The fit of the RSV N-RNA atomic structure is shown as an overlay. The N-terminal -hairpin
fits nicely into the density (arrow). The RNA is shown as a red ribbon. (C) Docking precision for panel A. Shown is the correlation upon rotation
of the monomer (see the supplemental material).
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of maintaining the helix in a more rigid state. For this
analysis, recombinant MeV N was produced, and a fraction
of it was trypsinated as described previously (21) and im-
aged with a transmission electron microscope. Overlapping
segments of the visually most rigid helices were selected
with Boxer (17), contrast transfer function (CTF) corrected
with CTFFIND3 (18) and Bsoft (11), and aligned and clas-
sified with Imagic (25). An additional classification of power
FIG. 4. RNA binding to MeV N based on RSV N-protomer fitting and energy minimization for solvent-exposed bases. Protein-oriented bases
are in green, solvent-oriented bases are in blue, and the backbone is in light blue. (A) Enlarged view of RNA binding. (B) Schematic diagram for
a comparison of RNA interaction with MeV N and RSV N. The numbering is as in reference 24. The gray nucleotides are on the neighboring N
protomers. (C) Top view of the helical fit.
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spectra of individual image frames and a sorting based on
artificial smooth helical volumes improved the homogeneity
of different subsets separated according to diameter and
helical parameters. The major subsets were used for angular
assignment and three-dimensional (3D) reconstruction in an
iterative projection-matching procedure similar to that for
IHRSR (7, 8) with the SPIDER package (9, 22), starting
from a smooth helix of a chosen pitch as the initial model
(for details, see the supplemental material).
Final three-dimensional reconstructions of trypsin-di-
gested and intact measles nucleocapsids at a resolution of 25
Å are shown in Fig. 3. Removal of the N tail leads to a
compaction of the helix, with the pitch shortening from 57.2
Å to 48.7 Å and a diameter constriction from 200 Å to 190
Å, in line with the previous cryo-negative-stain EM work
(2). The number of subunits per turn in the digested nu-
cleocapsid was found to be 12.33, the same as that previ-
ously obtained for such species under cryo-EM conditions
by Fourier-Bessel analysis of the most regular helix coupled
to IHRSR (21). Thus, in this case, the double-carbon layer
negative-stain microscopy and the NanoW stain seem to
maintain the helical structure without modifying the helical
parameters. The intact nucleocapsid helix accommodates a
nearly integer number of 12.92 subunits per turn, which
agrees with the 5% increase in diameter. The overall shape
of the nucleoprotein subunit is nevertheless very similar in
both reconstructions, corroborating previous arguments in
favor of the intrinsic N-tail disorder (2, 16).
Given the predicted structural similarity between RSV and
MeV N, the atomic model of the RSV nucleoprotein monomer
(Protein Data Bank [PDB]accession number 2WJ8) was used
for fitting into the obtained 3D volumes with VEDA (http:
//mem.ibs.fr/VEDA), a new graphical version of URO (19)
(Fig. 3). For fitting, MeV nucleoprotein helices were consid-
ered to be left-handed based on previously published metal
shadowing results (21), and a modified PDB file of the RSV N
protomer with only 5 nt corresponding to nt 2 to 6 was used,
given that MeV N-RNA contains 6 nt per N protomer (4, 23)
and not 7. Interestingly, without any constraints imposed dur-
ing fitting, the fit ensures the continuity of RNA bound to
measles virus N. Atomic coordinates of two RNA segments
bound to consecutive subunits were extracted from the thus-
obtained MeV nucleocapsid model, an additional ribonucle-
otide (corresponding to number 7 in Fig. 1D in reference 24)
was inserted, and energy minimization was performed with
VEGA software (20) to obtain a continuous, physically realis-
tic RNA molecule. Since bases 2, 3, and 4 bind in a cavity on
the RSV-N protein, their coordinates were kept fixed, while
those of the solvent-facing ribonucleotides, 5, 6, and 1, were
optimized. Figure 4 illustrates the possibility of easily con-
structing a 6-nt RNA with three bases facing the protein, as in
the RSV N-RNA rings, and three bases stacked and pointing
away from the protein into the solvent.
This fit of the atomic structure of RSV N into the negative-
stain EM reconstructions is also consistent with the previously
published cryo-EM structure of the digested MeV nucleocap-
sid (21) (Fig. 3F) and the RNA position predicted therein by
cis-platinum RNA labeling. It suggests that the RNA is indeed
localized at the exterior face of the helix, as in the RSV N-
RNA rings, and not as in rhabdoviral N-RNA rings. Although
the disordered C-terminal domain could not be resolved in the
reconstruction of the intact nucleocapsid, the fit suggests that
this crucial domain would point toward the helix interior. In
addition, binding of anti-His-tagged antibody to C-terminally
His-tagged nucleocapsids prevents correct helix formation
(Fig. 2D) (see the supplemental material), indicating that the
N tail domain may come out at a site where it interferes with
contacts between two subsequent turns of the N-RNA helix,
contributing to its flexibility.
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Re´sume´
Aujourd’hui, la cristallographie de macromole´cules produit couramment des mode`les mole´culaires a`
re´solution atomique. Cependant, cette technique est particulie`rement difficile a` mettre en œuvre dans
le cas de complexes de taille importante. La microscopie e´lectronique permet, elle, de visualiser des
particules de grande taille dans des conditions proches de celles in vivo. Cependant, la re´solution des
reconstructions tridimensionnelles obtenues exclut, en ge´ne´ral, leur interpre´tation directe en termes de
structures mole´culaires, e´tape ne´cessaire a` la compre´hension des proble`mes biologiques. Il est donc naturel
d’essayer de combiner les informations fournies par ces deux techniques pour caracte´riser la structure
des assemblages macromole´culaires. L’ide´e est de positionner les mode`les mole´culaires de´termine´s par
cristallographie a` l’inte´rieur de reconstructions 3D issues de la microscopie e´lectronique, et de comparer
la densite´ e´lectronique associe´e a` la reconstruction 3D avec une densite´ e´lectronique calcule´e a` partir
des mode`les. Le proble`me nume´rique re´side dans la de´termination et l’optimisation des variables qui
spe´cifient les positions des mode`les, conside´re´s comme des corps rigides, a` l’inte´rieur de l’assemblage.
Cette ide´e simple a donne´ lieu au de´veloppement d’une me´thode appele´e recalage. Ce travail de the`se a
eu pour but de fournir aux biologistes un outil, base´ sur la me´thode du recalage, qui leur permette de con-
struire des mode`les pseudo-mole´culaires associe´s aux assemblages produits par microscopie e´lectronique.
Le logiciel issu de ce travail, nomme´ ∨∈⊃∧ est un environnement graphique convivial, inte´grant la pos-
sibilite´ de recalage flexible, et un moteur de calcul performant (calcul rapide, traitement de syme´tries
complexes, utilisation de grands volumes, ...). Teste´ sur des dizaines de cas re´els, ∨∈⊃∧ est aujourd’hui
pleinement fonctionnel et est utilise´ par un nombre croissant de chercheurs, en France et a` l’e´tranger,
qui lui reconnaissent tous facilite´ d’utilisation, stabilite´, rapidite´ et qualite´ des re´sultats.
Mots Cle´s : Recalage, Microscopie E´lectronique, Cristallographie, Assemblage Macromole´culaire,
Mode`le mole´culaire, Environnement Graphique, Visualisation, Logiciel
Abstract
Macromolecular crystallography commonly produces molecular models at atomic resolution. How-
ever, this technique is particularly difficult to implement in the cases of large complexes. On the other
hand, electron microscopy allows for the visualization of large particles under conditions similar to those
in vivo. However, the resolution of three-dimensional reconstructions obtained by electron microscopy
does not allow, in general, the direct interpretation of molecular structures, a necessary step in under-
standing biological problems. Therefore, it is natural to try to combine information provided by these two
techniques to characterize the structure of macromolecular assemblies. The idea is to place the molecu-
lar models determined by crystallography inside electron microscopy 3D reconstructions, and compare
the electron density associated to the 3D reconstruction with an electron density calculated from the
models. The numerical problem is the determination and the optimization of the variables that specify
the positions of the models, considered as rigid body, inside the assembly. This simple idea has led to
the development of a method called fitting. This thesis aims to provide biologists with a tool, based on
the method of fitting, that allows them to build pseudo-molecular models associated to the assemblies
produced by electron microscopy. The software resulting from this work, named ∨∈⊃∧, has a user-friendly
graphical environment, includes the possibility of flexible fitting, and implements a powerful calculation
core (fast computation, treatment of complex symmetry, use of large volumes, etc.). Tested on dozens of
real cases with experimental data sets, ∨∈⊃∧ is now fully functional and is used by a growing number
of researchers in France and abroad. All of the users have recognized ease of use, stability, speed, and
quality of results of ∨∈⊃∧.
Key words : Fitting, Docking, Electron Microscopy, Crystallography, Macromolecular Assembly, Molec-
ular Model, Graphical Environment, Visualization, Software
