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A database of heating and pressure measurements on a 7-deg half-angle cone in a high-
enthalpy expansion tunnel in CO2 has been generated to support development and validation 
of computational models to be employed in the design of future Mars missions.  Laminar, 
transitional, and turbulent simulations were performed at the test conditions for 
comparisons with the data.  Close agreement was obtained for both fully-laminar and fully-
turbulent conditions.  For the remaining transitional/turbulent conditions, agreement to 
within, or slightly more than, the estimated experimental uncertainty was demonstrated.  
The influence of transition intermittency and transition length models on predicted heating 
levels was demonstrated, as were differences in turbulent heating predictions generated 
using various algebraic, one-equation, and two-equation turbulence models.  These 
comparisons provide some measure of confidence in turbulent simulation capabilities; 
however, because the data were not obtained on a relevant entry vehicle geometry, it is not 
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possible to fully quantify computational uncertainties for the definition of Mars mission 
aerothermodynamic environments at this time 
Nomenclature 
H0 = total enthalpy (J/kg) 
Hw = wall enthalpy (J/kg) 
L = model length (m) 
M∞ = free stream Mach number 
pw = pressure at the wall (Pa) 
p∞ = free stream pressure (Pa) 
qw = heat-transfer rate at the wall (W/m2) 
Re∞,L = free stream Reynolds number based on model length 
RN = model nose radius (mm) 
T∞ = free stream temperature (K) 
Tw = wall temperature (K) 
U∞ = free stream velocity (m/s) 
x = distance from virtual nosetip (m) 
µ∞ = free stream viscosity (kg/m.s) 
r∞ = free stream density (kg/m3) 
I. Background and Introduction 
While NASA has a long history of Mars exploration, missions to-date have all been performed using relatively 
small robotic orbiters and/or landers, whereas future missions under consideration, including sample return and 
human exploration, will require new vehicle architectures with greater performance requirements.  Among the 
requirements identified by systems analysis studies (e.g., [1-4]) for future Mars missions are an order-of-magnitude 
increase in payload landing mass (currently < 1 t), an order-of–magnitude reduction in landing footprint (currently > 
10 km), and an order-of-magnitude reduction in aerothermodynamic environment margins (currently > 50%) for 
Thermal Protection System (TPS), where the state-of-the-art for these requirements is based on those developed for 
the Mars Science Laboratory mission [5-6].  
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One of the key enablers for meeting these requirements is the validation and improvement of Computational 
Fluid Dynamics (CFD) tools used in the simulation of Entry, Descent and Landing (EDL) on Mars.  These tools 
provide the aerodynamic and aeroheating environments used in the design of an EDL system.  As sources of flight 
data have been very limited until the Mars Science Laboratory (MSL) mission [7] with its MEDLI (Mars Science 
Laboratory Entry, Descent and Landing Instrumentation) instrumentation suite, validation efforts for CFD tools have 
primarily relied on comparisons to experimental ground test data.  However, as shown in a survey of Mars-relevant 
ground tests [8], there are large differences between the experimental data and numerical predictions and these 
differences are attributable, at least in part, to the quality of the ground test data. 
To address the lack of high-fidelity ground test data, a test program has been conducted to obtain high-enthalpy 
CO2 aerothermodynamic data in the Calspan-University at Buffalo Research Center (CUBRC) LENS-XX 
Expansion Tunnel.  The selection of the LENS-XX Expansion Tunnel for this test program addresses one of the key 
deficiencies identified in the survey of historical data sets (as discussed in [8]), which is the undefined, but 
presumably large, uncertainty in free stream conditions owing to nonequilibrium vibrational and/or chemical 
excitation produced by the operational mode of reflected shock tunnels.  This uncertainty mostly can be eliminated 
through testing in an expansion tunnel environment, in which higher velocities are produced through unsteady 
expansion into a low pressure section, rather than by processing the flow through a reflected shock. 
In the first part of the program, a 70-deg sphere-cone heat shield design similar to the MSL entry vehicle was 
tested across a wide range of densities and velocities.  Surface convective and radiative heat-transfer data and 
pressure data were obtained through an instrumentation suite consisting of platinum thin-film gauges, chromel-
constantan coaxial thermocouples, piezoelectric pressure transducers, and radiometers.  Flow field shock-shape 
imagery was also generated through schlieren photography.  These data were compared to CFD simulations 
performed at the test conditions in order to better define uncertainties for NASA computational tools and the results 
were presented in [9-11]. 
The outstanding issue from the 70-deg sphere-cone study was the lack of turbulent data for code validation.  The 
free stream conditions necessary for turbulent flow over this MSL geometry were at the limits of the facility 
operational range.  While transitional/turbulent data were obtained, the quality of some of the data was questionable 
and the overall results were inconclusive with respect to validation of CFD turbulence modeling.   In order to 
attempt to address this problem, the second part of the test program was conducted using a 1.12 m long, 7-deg half-
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angle cone geometry.  Surface heating and pressure measurements were performed at enthalpies of 4 to 12 MJ/kg in 
CO2 across a range of laminar, transitional, tripped, and turbulent conditions.  These data and comparisons with CFD 
predictions are presented herein. 
II. Experimental Method 
A. LENS XX Expansion Tunnel 
The CUBRC LENS-XX Expansion Tunnel facility generates test flows in a unique manner that is very different 
from other high-enthalpy facility types.  The expansion tunnel consists of three shock-tube segments that are filled 
with: (1) a low-molecular weight driver gas (hydrogen or helium), (2) the test gas (in this case, carbon dioxide), and 
(3) a low-pressure accelerator gas (air or hydrogen).  Conditions in the three segments of the facility are tailored to 
process the test gas through two unsteady processes to achieve a target test condition.  The test gas is first set into 
motion by rupture of the primary diaphragm that separates the first and second segments to produce an unsteady, 
traveling shock of weak to moderate strength.  This shock ruptures the secondary diaphragm that separates the 
second and third segments, causing the test gas to be processed through an unsteady acceleration to increase its 
velocity.  The moving test gas is contained between a leading contact surface with the acceleration gas and a trailing 
unsteady expansion fan, resulting in test durations over the model on the order of one millisecond.   
The unique benefit of the expansion tunnel mode of operation is that the majority of the total enthalpy in the test 
gas is added as kinetic energy directly by the unsteady expansion process, rather than through a shock reflection.  
Since the free stream gas is not stagnated before it reaches the test article, the peak thermal temperature of the flow 
is substantially lower than it is for other high enthalpy facilities that expand from a stagnant reservoir.  As a result, 
the expansion tunnel free stream flow is generally not subject to the nonequilibrium chemical and vibrational 
excitation present in reflected shock tunnels, greatly reducing the uncertainties in specification of the test conditions.  
Additional description of the LENS-XX expansion tunnel and blunt body data collected during recent experimental 
programs can be found in Refs. [12-14]. 
B. Determination of Test Conditions 
Test conditions in LENS-XX were computed using the CHEETAh (CUBRC High Enthalpy  Expansion Tunnel 
Analysis) code [15].  This code solves for the intermediate states of the primary and secondary wave systems 
incorporating equilibrium chemistry, ionization, and thermodynamic excitation mechanisms.  It also can incorporate 
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measured, as-run data from the facility for each shot to anchor the calculations, including shock wave speeds, Pitot 
and/or static pressure, and free stream velocity.  
C. Model Geometry and Instrumentation 
The model (Figure 1) was a 7-deg half-angle cone with a total axial length of L =1.12 m and interchangeable 
nose tips of different radii.  For this test program, two different nose radii were used: a nominally sharp nose (RN 
~0.17 mm), and a blunt nose (RN  = 2.5 mm).  The model was instrumented with 32 thin-film heat-transfer gauges 
and 18 piezoelectric pressure gauges. 
 
 
Figure 1. 7-deg half-angle cone model. 
D. Uncertainty Analysis 
CUBRC provides a general uncertainty analysis for each sensor type (surface pressure, thin-film, and 
thermocouple) to obtain nominal uncertainties of ±6%, ±9% and ±13%, respectively.  These values represent root-
sum-squared combination of uncertainties due to instrumentation calibration, signal collection, substrate material 
properties (used in heat-transfer data reduction), flow field pressure and velocity fluctuations, and the “stagnation 
heating augmentation” phenomena observed in numerous blunt body heating studies [16].  This analysis provides 
nominal values for general discussion of uncertainties. 
An additional analysis has also been performed to disambiguate the traceable instrumentation uncertainties from 
flow-field uncertainties that rely on estimates of fluctuations (and the stagnation augmentation phenomena) and are 
applied uniformly to all shots.  These “instrumentation-only” uncertainties are then determined as per Table 1. 
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Next, a run-specific and sensor-specific uncertainty is added to these instrumentation-only values.  The root-
mean-square (RMS) deviation of each individual sensor over the time-averaging data acquisition window is 
computed and these values are then added to the instrumentation-only uncertainty through a root-sum-square 
calculation.  This RMS component accounts for two uncertainty sources: the effects of flow-field fluctuations over 
the data-averaging period and any degradation of individual sensor performance over the course of the test program.  
These “sensor-specific” values will be used to denote uncertainties on data plots in the Analysis and Results section.    
As these values varied from run to run and from sensor to sensor, it is not possible to provide a single value to 
represent sensor-specific uncertainties for each sensor as it was for the nominal uncertainties presented at the 
beginning of this section. 
 
Table 1.  Instrumentation-Only Uncertainties 
 Pressure Thin-film Thermocouple 
Instrument Calibration ±0.6% ±0.22% ±5% 
Signal Collection and Processing ±2% ±2% ±2% 
Substrate Material Properties N/A ±2.5% N/A 
Instrumentation Only Root-Sum-Square ±2.1% ±3.2% ±5.4% 
 
III. Computational Methods 
A. Flow Field Solvers 
Flow field computations were performed at the test conditions using the NASA LAURA (Langley Upwind 
Aerothermodynamic Relaxation Algorithm) and DPLR (Data-Parallel Line Relaxation) codes [17, 18].  These codes 
represent the current NASA state-of-the-art for Navier-Stokes simulations of chemically reacting hypersonic flows 
and have been used extensively in the design of all NASA Mars missions since Mars Pathfinder.  Both codes are 
structured, three-dimensional, finite-volume solvers with nonequilibrium chemical and vibrational modeling 
capabilities.  For simulation of the LENS-XX test conditions, a 5-species (CO2, CO, O2, C, and O) model with an 
isothermal cold-wall (Tw = 300 K) was used.  Kinetic reaction rates for these species are provided in Ref. [11].  
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B. Turbulence and Transition Modeling 
Depending on test conditions, laminar or turbulent flowfield models were employed.  The baseline method for 
turbulence simulations was the algebraic Baldwin-Lomax model [19].  For comparison purposes, selected cases 
were also run using the algebraic Cebeci-Smith model [20], one-equation Spalart-Allmaras model [21, 0], and two-
equation Wilcox k-w model [22].  The Dhawan-Narsimha transition definition was used with the algebraic 
turbulence models. 
An algebraic turbulence model was selected as the baseline because of the importance of such models to current 
NASA mission design processes.  Algebraic models have been proven to be fast, stable, and accurate in the 
prediction of turbulent attached flows such as on the forebody aeroshell of an entry vehicle.  Algebraic models were 
the design standard for both the MSL entry vehicle and Orion crew capsule aeroshell heating environments. The 
accuracy of these models has been demonstrated for perfect-gas turbulent conditions for these vehicles through 
extensive comparisons with experimental data [23, 24].  The lack of validation data for turbulent reacting CO2 
environments was, as noted, the motivation for the current study.  
Transition modeling is a related, but separate, issue from turbulence modeling and is dependent on vehicle 
configuration, free stream conditions (including noise) and surface roughness.  However, for NASA missions such 
as Orion and MSL, transition has not been a major issue.  For both vehicles, which feature large aeroshells flying at 
high angles of attack, transition was expected to occur very early in the flight trajectory, well before the peak heating 
trajectory point. Therefore, the heat shields for these vehicles were designed to fully-turbulent levels throughout 
their trajectories.  The benefits of attempting to precisely define the transition onset point were outweighed by the 
uncertainties inherent in transition modeling and the minimal mass savings that inclusion of a transition model 
would have provided to the vehicle design.  Because of these factors, prediction of the transition onset location was 
not a goal in the current study, and instead, transition onset with the algebraic models was simply specified to occur 
at the location determined from the test data.  For the one and two equation models, transition was not specified and 
the evolution of turbulence was a function of the respective model. 
C. Radiation Transport and Surface Catalysis Models 
While shock-layer radiation and surface catalysis modeling showed significant impact at some conditions during 
the first phase (testing of the MSL geometry) of this test program [11], enthalpy levels for this second phase were 
low enough that these phenomena could be neglected.  Therefore, radiation was not included in the simulations.  The 
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wind tunnel model surface boundary condition was set as fully-catalytic to O2 recombination and noncatalytic for 
other reactions, although no differences in predicted heating were observed between noncatalytic and fully-catalytic 
solutions at the enthalpies of this test. 
IV. Results and Analysis 
A. Overview of Test Conditions 
Surface heat transfer and pressure data were obtained from 13 shots performed in the LENS-XX Expansion 
Tunnel.  Owing to the length of the model, schlieren images were not obtained because only a small section of the 
model was visible through the test section window.  Nine shots were performed with the sharp (0.17 mm) nose and 
four shots were made with the blunt (2.5 mm) nose.  Laminar, transitional, or turbulent flow was generated 
depending on the test condition and nose radius.  Additionally, boundary-layer trips were employed in several shots 
to ensure that fully-turbulent flow was generated at a precise location (30 cm from the nose).  Conditions for the 
shots are listed in Table 2, ordered by nose radius and Reynolds number, and the state of the boundary layer is also 
noted.  All runs were performed at zero deg. angle of attack at an isothermal 300K wall temperature.  A velocity-
density map of the test conditions for both this test and the previous 70-deg sphere-cone test is given in Figure 2. 
 



















5 0.17 8.76 2905 472 1.358E-02 1212 1.989E+06 4.390E+06 1.00 n/a transitional 
7 0.17 10.70 4134 659 1.583E-02 1969 2.539E+06 8.900E+06 1.00 n/a transitional 
9 0.17 10.30 3255 422 1.410E-02 1125 2.540E+06 5.410E+06 1.00 n/a transitional/turbulent 
12 0.17 9.65 3542 587 3.788E-02 4204 5.683E+06 6.560E+06 1.00 n/a transitional/turbulent 
11 0.17 9.88 2600 283 6.480E-02 3464 1.332E+07 3.370E+06 1.00 n/a turbulent 
18 0.17 9.70 4783 1093 1.146E-02 2365 1.486E+06 1.230E+07 1.00 0.889 tripped/transitional 
19 0.17 10.00 4028 713 1.571E-02 2117 2.314E+06 8.540E+06 1.00 0.889 tripped/turbulent 
14 0.17 10.30 3887 617 1.930E-02 2245 3.060E+06 7.870E+06 1.00 0.889 tripped/turbulent 
13 0.17 9.96 3114 414 3.172E-02 2483 5.551E+06 4.960E+06 1.00 0.635 tripped/turbulent 
6 2.50 11.50 3216 325 4.210E-03 259 9.417E+05 5.200E+06 1.00 n/a laminar 
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2 2.50 9.99 3247 452 1.863E-02 1589 3.161E+06 5.420E+06 1.00 n/a transitional 
4 2.50 9.59 3200 478 3.798E-02 3433 6.064E+06 5.290E+06 1.00 n/a transitional/turbulent 




Figure 2. Velocity vs. density map of test conditions. 
 
B. Comparisons Between Experimental Data and Baseline Predictions 
In this section, baseline comparisons between data and predictions for surface heating and pressure distributions 
will be presented.  Sharp nose (RN = 0.17 mm) comparisons for cases without boundary-layer trips are presented in 
Figure 3 through Figure 7 and for cases with trips in Figure 8 through Figure 11.  Blunt nose (RN = 2.50 mm) 
comparisons for cases without trips are presented in Figure 12 through Figure 14 and the single blunt nose case with 
trips is shown in Figure 15.  For each group of comparisons, the figures are ordered in terms of increasing Reynolds 
number.  Error bars in the figures are based on the shot-specific root-sum-square of instrumentation uncertainty and 
temporal variation (as per Section II-D).  It is notable that the heat-flux uncertainties were larger in the transition 
region between laminar and turbulent flow owing to the fluctuating nature of the flow field during transition. 
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Computational solutions in this section were performed at the nominal test conditions based on the CHEETah 
analysis (Section II-B) using LAURA and DPLR (Section III-A) to generate laminar and turbulent solutions.  The 
algebraic Baldwin-Lomax model was used for all solutions presented in this section, with the transition onset 
location set to the observed experimental location.  For natural transition cases, the transition length was set to the 
running length from the nose to transition onset, and for artificially tripped cases, the transition length was set to 
zero.  
For those cases with significant length of laminar flow – sharp nose shot 5 (Figure 3), shot 7 (Figure 4), shot 18 
(Figure 8), and blunt nose shot 6 (Figure 12) and shot 2 (Figure 13) – the agreement between predictions and 
measurements of heat transfer rates in the laminar region was well within the experimental uncertainty.  This 
observation is consistent with results from the Group 1 and Group 3 (laminar, nonreacting to slightly dissociating) 
cases from the prior 70-deg sphere test program [11].  The fidelity of pressure predictions is more difficult to assess 
owing to the sparseness of pressure instrumentation.  There were four pressure gauges spaced around the 
circumference of the model at both of the measurement locations, and for several cases, the scatter between gauges 
was larger than the estimated experimental uncertainty.  One interesting observation for the transitional simulations 
is the slight increase in predicted surface pressures downstream of the transition location. 
Natural transition was observed for sharp nose shot 5 (Figure 3), shot 7 (Figure 4), shot 9 (Figure 5) and shot 12 
(Figure 6), and for blunt nose shot 2 (Figure 13) and shot 4 (Figure 14).  As a reminder, the goal of this study was to 
assess the performance of computational tools in the prediction of turbulent heating levels, not to develop or assess 
transition correlations or models.  As such, boundary-layer transition locations for the simulations were taken from 
the data set.  Of these natural transition cases, only sharp nose shots 9 and 12 and blunt nose shot 4 free stream 
conditions produced sufficient running length downstream of transition onset for a fully-turbulent boundary layer to 
develop.  Turbulent heating predictions for shots 9 and 4 fell within the estimated experimental uncertainty, while 
predictions for shot 12 slightly exceeded the uncertainty range.  For the remaining transitional shots, the 
transitional/turbulent heating predictions were in at least qualitative agreement with the data, but no attempt was 
made to refine the transition modeling to produce better agreement. 
Boundary-layer trips were employed with the intent of producing fully-turbulent flow with zero-length transition 
for sharp nose shot 18 (Figure 8), shot 19 (Figure 9), shot 14 (Figure 10) and shot 13 (Figure 11) and blunt nose shot 
17 (Figure 15).  For these cases, zero-length transition was specified at the x = 30 cm trip location.  The trips were 
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ineffective for shot 18 and marginally effective for shot 17, so these two cases were not well suited for comparisons.  
For the remaining shots 19, 14, and 13, the predictions were consistently higher than the data.  For shot 19, LAURA 
and DPLR predictions fell within the experimental uncertainty range, while for shots 14 and 13, the predictions were 
slightly outside the upper uncertainty bounds, with the DPLR predictions being slightly lower, and closer to the data 
than the LAURA predictions. 
A single case of fully-turbulent flow via natural transition was obtained for shot 11 (Figure 7).  For this case, 
both LAURA and DPLR turbulent heating predictions were slightly higher than, but within the experimental 




Figure 3.  Shot 5 data comparison with predictions, 
sharp nose, Re∞,L=1.99´106. 
 
Figure 4.  Shot 7 data comparison with predictions, 
sharp nose, Re∞,L=2.54´106. 
 
 




Figure 5.  Shot 9 data comparison with predictions, 
sharp nose, Re∞,L=2.54´106. 
 
Figure 6.  Shot 12 data comparison with predictions, 
sharp nose, Re∞,L=5.68´106. 
 
 
Figure 7.  Shot 11 data comparison with predictions, 
sharp nose, Re∞,L=13.3´106. 
 
Figure 8.  Shot 18 data comparison with predictions, 
sharp nose with trips, Re∞,L=1.49´106. 
 
 




Figure 9.  Shot 19 data comparison with predictions, 
sharp nose with trips, Re∞,L=2.31´106. 
 
Figure 10.  Shot 14 data comparison with predictions, 
sharp nose with trips, Re∞,L=3.06´106 
 
 
Figure 11.  Shot 13 data comparison with 
predictions, sharp nose with trips, Re∞,L=5.55´106. 
 
   
 
 




Figure 12.  Shot 6 data comparison with predictions, 
blunt nose, Re∞,L=0.94´106. 
 
Figure 13.  Shot 2 data comparison with predictions, 
blunt nose, Re∞,L=3.16´106. 
 
 
Figure 14.  Shot 4 data comparison with predictions, 
blunt nose, Re∞,L=6.06´106. 
 
Figure 15.  Shot 17 data comparison with predictions, 
blunt nose with trips, Re∞,L=2.79´106. 
 
C. Effects of Transition Model on Predicted Heating Levels 
Although transition modeling was not the focus of this study, shots 2 and 4 (sharp nose with natural transition) 
were used as a test case to demonstrate the effects of the transition intermittency model function and transition 
length in heating predictions.  In Figure 16, the effects of transition length on heating predictions is illustrated by 
varying the transition length from one-half to two times the baseline transition length, which was set to the running 
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length from the nose to the transition onset location (50 cm for this case).  Although the impact of length variation is 
clear in the transition region, heating levels for all lengths approached convergence downstream of transition.  In 
Figure 17, the effects of the transition intermittency model are shown through use of an exponential function (as per 
Dhawan –Narasimha [25]), a sigmoid function, and a hyperbolic tangent function.  Downstream of transition, all 
models produced the same heating levels, but the shape of the distribution in the transition region varied.  The 




Figure 16.  Shot 2 transition length effects. 
 





D. Effects of Turbulence Model on Predicted Heating Levels 
As noted previously, the algebraic Baldwin-Lomax model was employed as the baseline method for comparison 
in this study because of its application to NASA flight projects, i.e., the MSL and Orion entry vehicles.  However, to 
demonstrate the effects of the turbulence model on predicting heating, solutions were generated for shot 11 (Figure 
18) and shot 4 (Figure 19) using the algebraic Cebeci-Smith model, one-equation Spalart-Allmaras model, and two-
equation Wilcox k-w model.  While the one- and two-equation models predicted transition at different locations, 
both from each other and from the measured location, the predicted heating levels from all models converged 
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downstream from the transition region.  Although all models essentially agreed in the turbulent region, it is worth 
noting that the two-equation solution required an order of magnitude greater computational time to reach 
convergence than the algebraic and one-equation solutions, and it also demonstrated numerical stability issues. 
 
 
Figure 18.  Shot 11 turbulence model effects. 
 
Figure 19.  Shot 4 turbulence model effects. 
 
E. Blunt Body Turbulent Heating Augmentation Problem 
Although these 7-deg half-angle cone comparisons were reasonably successful, they do not provide data on 
configurations of interest for current NASA exploration missions, i.e. blunt body geometries.  It is thus worthwhile 
to briefly survey some of the existing blunt-body turbulent heating comparisons to highlight this issue.  Turbulent 
aeroheating data on the MSL geometry has been obtained in both the Arnold Engineering Development Center 
Tunnel 9 [24] in perfect gas N2 and the CUBRC LENS-XX facility in CO2 [11].  Sample comparisons between 
measurements and predictions for these test programs are shown in Figure 20 and Figure 21, respectively. 
In both cases, fully-turbulent flow was produced on the leeward side of the aeroshell (z > 0).  For the AEDC 
Tunnel 9 example (and all the other turbulent data from that test program), good comparisons were demonstrated 
between the data and both the Baldwin-Lomax and Cebeci-Smith turbulent predictions.  However, the same 
agreement was not evident in the CUBRC test program.  The Baldwin-Lomax model predictions provided the best 
agreements with the data, especially in the growth of the turbulent heating levels toward the leeward side shoulder.  
However, while the Spalart-Allmaras model predictions showed the same growth trend, the heating magnitude was 
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lower than predicted by Baldwin-Lomax, whereas the Cebeci-Smith model predictions showed essentially constant 
turbulent heating levels on the leeward side.  Similar discrepancies between turbulent model predictions were 
observed for MSL flight environment computations [26], in this case between Baldwin-Lomax and two-equation 
Shear Stress Transport (SST) models. 
It would be tempting to declare the Baldwin-Lomax model as “correct” for high-enthalpy, attached flow 
conditions based on the LENS XX comparisons for MSL.  However, as noted in [11], the turbulent heating data 
obtained in LENS-XX were not considered to be of validation quality due to discrepancies in data between various 
runs, as well as the fact that most of the shots produced “transitional” rather than “fully-turbulent” boundary layers.  
Therefore, until additional, validation quality turbulent data can be obtained on mission-relevant geometries, 
uncertainties in blunt body turbulent predictions in high-enthalpy CO2 cannot be fully quantified. 
 
 
Figure 20.  MSL turbulent comparisons from 
AEDC Tunnel 9 in perfect-gas N2. 
 
Figure 21.  MSL turbulent comparisons from CUBRC 
LENS-XX in reacting CO2. 
 
V. Summary and Conclusions 
A test series was conducted on a 7-deg half-angle cone in a high-enthalpy CO2 environment to obtain laminar, 
transitional, and turbulent heating data for code validation.  Comparisons between measured data and computational 
predictions from two codes using several different turbulence models have been shown.  Agreement for heat-transfer 
rates to within the experimental uncertainty was demonstrated for the single fully-laminar and naturally fully-
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turbulent test points.  For the remaining test points, the flow was either naturally transitional or it was artificially 
tripped at ~ 30 cm from the cone tip.  Depending on the specific test conditions, the boundary layer either remained 
transitional or reached a fully-turbulent state before the end of the cone.  For those transitional cases that resulted in 
turbulent flow, turbulent heating predictions from both codes were higher than the data.  In some cases, the 
predictions fell within the experimental uncertainty bounds and in other cases the predictions were slightly beyond 
the upper uncertainty bounds. 
The comparisons in this study of transitional/turbulent data with predictions provide a necessary, but not 
sufficient validation of computational turbulence modeling for high-enthalpy CO2 flows.  While these heat-transfer 
comparisons were reasonably good (agreement to within or slightly greater than estimated experimental 
uncertainties), they do not fulfill all requirements for validation of simulation tools for NASA missions of interest 
for two reasons.  First, while test data were obtained in reacting CO2 environments, the enthalpy levels were lower 
than the range of conditions obtained in the first phase of this test program (on the MSL geometry) and chemical 
kinetics did not have a major influence on heating levels.  Second, these data were obtained on a sharp cone model, 
not on a blunt body configuration that would be relevant to entry vehicle design.  Therefore, while the results of this 
study provide some measure of confidence in the performance of computational tools, no definitive conclusions can 
be made as to the fidelity of these models for realistic entry vehicle design at Mars-relevant conditions and further 
research in this area is warranted. 
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