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INTRODUCTION The Square Kilometre Array
The Square Kilometre Array (SKA), planned to be operational by the year 2020, will be the world's premier radio telescope for the 21st Century. The SKA will perform rapid deep surveys of the radio sky, search for fast transients and probe cosmic magnetic fields to help answer many of the outstanding questions in astrophysics and cosmology. The SKA will be an interferometer, combining signals from 250 stations separated by distances of up to 3000 kilometres (Figure 1 ), providing an imaging resolution equivalent to a blocked aperture of this size. With a collecting area of one million square metres, it will be at least 50 times more sensitive than any other radio instrument to date.
For the widest possible frequency coverage, SKA stations will use dish antennas at high frequencies (> 1GHz), and aperture arrays (sets of fixed, omni-directional antennas) at lower frequencies. Aperture arrays provide significant advantages over steerable dishes, since they require no moving parts, and allow multiple simultaneous beams to be pointed electronically to rapidly survey large areas of the sky. This is essential to meet the scientific goals of the SKA. The disadvantage of this technology is the extremely high computational requirements of the beam-forming processors.
The work presented here describes beamforming simulations for the mid-frequency SKA station aperture array, investigates the challenges involved, and how the proposed solutions affect the performance and beam quality. The simulations are based on the frequency-domain, alldigital beamforming design as currently envisaged [1, 2] : this technology is most likely to scale well with advances in processing hardware.
We first introduce the computational issues involved in beamforming for an SKA-size aperture array, and outline a flexible scheme that could tackle them [3] . Finally, we describe OSKAR, our beamforming simulator. Other work currently being carried out using OSKAR is presented in the companion paper [4] .
COMPUTATIONAL CHALLENGES
The reference design for the mid-frequency aperture array of an SKA station consists of 65,536 dual-polarisation antenna elements, each sampling the sky at a rate of ~2 GHz to provide 1024 narrow frequency channels spanning several hundred MHz of total bandwidth. Beams are formed electronically by combining delayed antenna signals to compensate for path length differences introduced by the direction of interest (Figure 2) . In a narrowband digital system, these delays are implemented by multiplying antenna signals by complex phase weights. Beams can then be formed by a simple linear transformation:
where b i is a vector of beams for each direction matrix of complex phase weights, and channelised, sampled antenna signals. In their simplest form, the phase weights are given by ܹ the geometric phase offset required to form a beam in a direction defined by azimuth ߶ and elevation wavenumber k and an antenna at coordinates ( ߰ ൌ ݇ cos ߠ ሺ‫ݔ‬ sin ߶ ‫ݕ‬ cos Equations 2.1 and 2.2 represent a Fourier relation between directions on the sky, defined by the geometric phase, and a set of antenna positions. The operation count of the Fast Fourier Transform (FFT) makes it initially attractive, but its suitability for beamforming must be considered carefully. In fact, a spatial FFT requires a regular grid of antennas, or a computationally expensive gridding procedure to deal with irregular array configurations. The FFT also lacks flexibility if we consider that forming beams may require some level of anisotropic beam corrections, for example, if on calibration or null steering is employed. Furth FFT computes all the independent beams for a given frequency and polarisation, although only a subset of them may be practically used. With this approach, the computational cost of forming beams for one frequency channel would be ~20 TFlops, rising to ~20 PFlops for all channels. This does not include the extra costs that the FFT scheme is likely to incur due to gridding and beam corrections: the actual cost may be far higher.
With each antenna generating ~2 MWords/s for each frequency channel and polarisation, and as many independent beams directions as the number of antennas, the Narrowband beamforming using phase factors.
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MWords/s for each frequency channel and polarisation, and as many independent beams directions as the number of antennas, the computational challenges are extreme, both in terms of overall bandwidth and number of operations.
An alternative approach to forming is by direct matrix-vector product, as in Equation approach, while computationally more intensive, offers a far higher level of flexibility over the FFT: no gridding is required for irregular array configurations; the beamforming weights can be directly modified to include calibration corrections and optional beam shaping; and only the beam directions required for the observation need to be computed at all. This allows the total data rat as possible. Using this method, the cost of forming a beam for a given channel is ~1 TFlop, and this scales linearly with the number of required beams.
With these extreme computational requirements in mind, we developed a beamforming scheme for maximum flexibility, simple computational structure and fast switching between operational modes. For a given observation, we assume that only a subset of the beams, frequencies or polarisations are needed, and the matrix-vector approach al maintain this flexibility.
In order to maximise parallelism and minimise non data transfer as early as possible, we adopt a hierarchical beamforming strategy. In this scheme the divided into 'tiles', or sets of contiguou each produce tile beams. These tile beams are then combined to form station beams at a second level of processing. Of course, more than two levels could be envisaged.
The beamforming weight coefficients used depend on the geometrical phase terms for the set of pointing directions, as well as any required corrections to the beam. Since the parameters that determine these weights (e.g. beam tracking, and variations in antenna gains) vary much slower than the signal sampling rate, the weight main signal path and at relatively low cost.
For a two-level beamformer, the computational costs of an FFT scheme would require 5 TFlops per beam per frequency channel. Our scheme of explicit multi combinations of weighted antenna signals would require 1 TFlop per beam per frequency channel. However, costs increase non-linearly. If all the beams and frequencies were required, the FFT scheme would need ~5 matrix-vector scheme would need 250
Overall, the total amount of data that can be generated far exceeds current and, most likely, medium capabilities. It is therefore very important to be able to easily switch between different operational modes to select only the beams and frequencies of interest. computational challenges are extreme, both in terms of overall bandwidth and number of operations.
An alternative approach to forming only the required beams vector product, as in Equation 2.1. This approach, while computationally more intensive, offers a far higher level of flexibility over the FFT: no gridding is egular array configurations; the beamforming weights can be directly modified to include calibration corrections and optional beam shaping; and only the beam directions required for the observation need to be computed at all. This allows the total data rate to be reduced as early as possible. Using this method, the cost of forming a beam TFlop, and this scales linearly with the number of required beams.
With these extreme computational requirements in mind, we ming scheme for maximum flexibility, simple computational structure and fast switching between operational modes. For a given observation, we assume that only a subset of the beams, frequencies or polarisations are vector approach allows us to
In order to maximise parallelism and minimise non-local data transfer as early as possible, we adopt a hierarchical beamforming strategy. In this scheme the aperture array is , or sets of contiguous antennas, which each produce tile beams. These tile beams are then combined to form station beams at a second level of processing. Of course, more than two levels could be The beamforming weight coefficients used depend on the se terms for the set of pointing directions, as well as any required corrections to the beam. Since the parameters that determine these weights (e.g. beam tracking, and variations in antenna gains) vary much slower than the signal sampling rate, the weights can be computed off the main signal path and at relatively low cost. level beamformer, the computational costs of an FFT scheme would require 5 TFlops per beam per frequency channel. Our scheme of explicit multi-level linear ighted antenna signals would require 1 TFlop per beam per frequency channel. However, costs linearly. If all the beams and frequencies were required, the FFT scheme would need ~5 PFlops, while the vector scheme would need 250 PFlops.
verall, the total amount of data that can be generated far exceeds current and, most likely, medium-term future capabilities. It is therefore very important to be able to easily switch between different operational modes to select ncies of interest.
THE OSKAR SIMULATOR
OSKAR simulates digital beamforming for the aperture array of an SKA-sized station. The simulator has been designed as a flexible framework to investigate different solutions to the computational challenges of the beamformer processing, and the effects on the quality of the beams produced.
Figure 3 -Overall structure of the OSKAR simulator. The front-end and the backend are independent components, which exchange data via a file interface.
The simulator consists of two main components. A frontend graphical interface is used to set up the simulation parameters, including antenna placement, sky model, and beam positions. The front-end uses platform-independent libraries and is designed to run on the user's desktop or workstation. The beamforming simulation itself is performed using a modular, MPI-parallel computational back-end, designed to run on a supercomputing cluster. Modules are provided for sky processing, antenna signal generation, beamforming and complex weights generation. Data can be check-pointed at any stage of the computational pipeline for use in other simulations if required, and the modular design of OSKAR means that it is easy to experiment with different beamforming algorithms by writing new weights generators. This also means that it is possible to experiment with alternative hardware architectures by intercepting the data stream 
Simulator Implementation
The antenna signal modules produce a stream of complexvalued dual-polarisation signals for each antenna using the sky model. The weights generators produce sets of complex beamforming weights to define the direction of interest for each beam. Beam steering is achieved by updating the weight coefficients, but as these vary much slower than the signal sample rate, they can be computed away from the main signal path. This scheme allows the computationallyintensive beamforming modules to be very simple, as they only perform multiply-accumulate operations between the antenna signals and complex weights. For reasons of flexibility, we have adopted the matrix-vector approach in the OSKAR simulator, but other beamforming algorithms could be easily added to OSKAR, including the use of the FFT.
Parallelism is achieved by splitting the station into tiles, consisting of order 10 2 antennas, and by adopting a hierarchical scheme whereby beams are produced by successively splitting those from the previous level. The hierarchical approach has the advantage of allowing the beamformer to discard unwanted data as early as possible, thus reducing the data rate through the system. OSKAR has two modes of operation: 'beam-pattern' mode and 'end-to-end beamforming simulation' mode.
The 'beam-pattern' mode is used to produce a single snapshot of the directional beam response for the given array configuration. There is no time dependence in this mode, so the beamforming weights are held constant for the direction of interest while a test source of unit amplitude is swept around the model sky to evaluate the station response at each position. This mode is suitable for investigating the effects of beam shaping (such as applying apodisation, or by forcing null steering), and to investigate using different array configurations and/or changing the antenna types.
The other mode of operation is the 'end-to-end beamforming simulation' mode, which uses a point-source sky model to generate antenna signals for each element of the aperture array. This mode simulates a realistic, full-size SKA station, so it is possible to model beam tracking, multiple beams per level, and to incorporate noise and other time-variable effects. This mode is well-suited for investigating the effects of using a different processing hierarchy, and experimenting with different beamforming algorithms while studying their performance.
EXAMPLES
This section describes some simple examples obtained from the OSKAR simulator using model isotropic antennas. Visualisations were performed using the OSKAR front-end.
Simple two-level beam pattern
The simplest example consists of a regular square station containing 16 2 close-packed tiles, each of which is a dense array of 16 2 antennas separated by ߣ 2 ⁄ , where ߣ ൌ 0.30 m is the wavelength of the radiation. The station thus contains 65,536 antennas. Each tile produces a beam pointing straight up at the zenith, and the main lobe of the tile beam is shown in Figure 5a : as expected, this is the Fourier transform of a square aperture. 
End-to-end simulation mode
Multiple simultaneous beam snapshots can be formed in full beamforming ('end-to-end') simulation mode. Figure 8 shows a mosaic of beams formed around one source at low elevation, where each pixel is a single station beam formed by splitting a grid of tile beams separated by three degrees. As expected, the source appears elongated in the vertical direction, and the elliptical sidelobe pattern arises from the circular symmetry of the station. The power in the beam pixels to the right of the source is due to the tile beam sidelobe. The patchwork pattern arises as a result of amplitude scaling by the tile beams, which are shown in Figure 9 . 
CONCLUSIONS & FUTURE WORK
The beamforming scheme outlined in this paper is scalable and flexible, and computationally efficient when forming small numbers of beams from antennas in large aperture arrays. The hierarchical matrix-vector-based algorithm can be easily parallelised across multiple distributed or sharedmemory processing cores, allowing beam corrections to be introduced simply by modifying the matrix of complex phase weights.
In the near future, OSKAR will be extended to investigate alternative beamforming strategies during the planning stage for SKA Phase-1, which will require custom hardware to be developed. This will necessitate the need to simulate beams from multiple stations, and examine how they interact to form the synthesized interferometer beam. The stations currently envisaged for SKA Phase-1 will be smaller than the mid-frequency aperture arrays, will operate at lower frequencies, and will form many more beams to provide greater sky coverage. In this scenario, the use of the FFT for station beamforming becomes very attractive, and future simulations will investigate how it can be used effectively.
Other plans include experimentation with alternative weights generation algorithms, such as those providing nullsteering capabilities, a full treatment of polarization, and techniques for station level calibration. The custom hardware devices developed for SKA Phase-1 will need to be very power-efficient, and are likely to employ integer rather than floating-point arithmetic. Future investigations will therefore need to simulate the effects of using low bitdepth data words.
OSKAR was developed under a BSD open-source licence.
The first version has been released and is available with a documented API from http://www.oerc.ox.ac.uk/research/oskar.
