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Abstract: The current standard procedure for aligning thermal imagery with structure-from-motion
(SfM) software uses GPS logger data for the initial image location. As input data, all thermal images
of the flight are rescaled to cover the same dynamic scale range, but they are not corrected for
changes in meteorological conditions during the flight. This standard procedure can give poor results,
particularly in datasets with very low contrast between and within images or when mapping very
complex 3D structures. To overcome this, three alignment procedures were introduced and tested:
camera pre-calibration, correction of thermal imagery for small changes in air temperature, and
improved estimation of the initial image position by making use of the alignment of RGB (visual)
images. These improvements were tested and evaluated in an agricultural (low temperature contrast
data) and an afforestation (complex 3D structure) dataset. In both datasets, the standard alignment
procedure failed to align the images properly, either by resulting in point clouds with several gaps
(images that were not aligned) or with unrealistic 3D structure. Using initial thermal camera positions
derived from RGB image alignment significantly improved thermal image alignment in all datasets.
Air temperature correction had a small yet positive impact on image alignment in the low-contrast
agricultural dataset, but a minor effect in the afforestation area. The effect of camera calibration on the
alignment was limited in both datasets. Still, in both datasets, the combination of all three procedures
significantly improved the alignment, in terms of number of aligned images and of alignment quality.
Keywords: thermal remote sensing; thermography; drone; UAV; structure-from-motion
1. Introduction
In recent years, the number of possible civil applications and the number of studies using UAVs
(Unmanned Aerial Vehicles) or UAS (Unmanned Aerial Systems) has rapidly increased for a number of
reasons. First, UAVs have become more affordable and reliable and their performance (flight execution,
flight time, payload, range) has significantly increased. Second, the evolution in UAV development
goes hand in hand with the miniaturisation of sensors. Potential imaging and non-imaging sensors
include multispectral and hyperspectral spectrometers and cameras, LIDAR, microwave sensors, and
thermal cameras (see e.g., Colomina and Molina [1] for a review). Third, processing software has been
developed specifically for UAV data processing of both snapshot imaging and line scanning systems
(such as most hyperspectral cameras).
Snapshot images are processed with Structure-from-Motion (SfM) photogrammetry [2]. SfM can
be seen as an expansion of traditional stereoscopic photogrammetry in which matching features of
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a collection of overlapping images are automatically identified and used to calculate camera location
and orientation. With this information, sparse and dense 3D point clouds are generated [3–5] that
results in products such as a Digital Elevation Model (DEM) or an orthophoto.
In the last few years, SfM has been used extensively to process RGB (Red-Green-Blue) imagery
and has become a reliable method for assessing the 3D structure of terrestrial systems, often matching
the accuracies of much more expensive systems such as LIDAR. In geology, the technique has, for
example, been used to monitor erosion rates [6] and landslide dynamics [7,8]. In agricultural and
horticultural studies, it has proven to be a reliable tool for estimating crop [9,10] or tree [11] height.
Similarly, the method has been embraced by forest engineers because it can provide high-quality
forest inventory data, which is otherwise very time-consuming to assess from the ground [12–16].
In addition, SfM has become the standard tool for high-precision mapping (orthophoto generation) of
agricultural and natural ecosystems e.g., [10,17,18].
SfM is not limited to processing standard RGB imagery. Most software packages have been
extended and allow processing multi- and hyperspectral imagery as well [9,10,19]. Similarly, SfM can
be used to process thermal images, which is the focus of this study.
As in other UAV disciplines, the number of applications of thermal imagery from UAVs in agricultural
and ecological research has increased rapidly in recent years. In agriculture, UAV-based thermal remote
sensing has been successfully applied for disease detection [20], high-throughput phenotyping in plant
breeding [21], or for mapping drought stressed areas e.g., [22–24]. New developments also include the
estimation of transpiration [25–27] or stomatal conductance [28]. In forestry and in ecological studies,
the applications so far are less numerous, although the first studies indicate the usefulness of UAV-based
thermal remote sensing in areas including fire detection [29], wildlife monitoring [30,31], assessing
within-ecosystem variability in water availability [32], or in estimating plant growth and productivity [14].
Most of these applications rely on processing the thermal data with SfM for creating orthophotos.
Turner et al. [33] provided a general framework for processing thermal imagery with UAV data,
consisting of three steps:
1) Image pre-processing, which is the removal of blurry imagery and conversion of all images
to 16-bit TIFF files in which all images have the same dynamic scale range, to ensure that
a temperature value corresponds to the same digital number (DN) value in all images.
2) Image alignment, for which the initial estimations of the image position are derived from the
on-board GPS log-file and the time stamp of each image.
3) Spatial image co-registration to RGB (or other) orthophotos is performed by manually adding
ground control points (GCPs) with known position, either from real-time kinematic (RTK) GPS
or from the processed RGB imagery.
Unfortunately, processing of thermal data with SfM does not always work flawlessly, and several
studies have reported that SfM was not able to align thermal datasets properly [14,25,34]. In these
cases, thermal maps could not be created or were created manually, by mosaicking separate images
which were georeferenced manually using GCPs. These issues with thermal datasets are a consequence
of the limited information contained by thermal images compared to RGB images, rendering the
detection of common features needed for the bundle adjustment problematic. Indeed, in contrast to
RGB or multispectral images, almost all thermal cameras for UAVs have one single band (one thermal
measurement per pixel in the entire 8–12 µm region). In addition, the image resolution of the thermal
images is very low. Whereas even consumer-grade RGB cameras have a resolution of 12 MP or higher,
most UAV thermal cameras have a resolution of 0.077 (320 × 240 pixels) to 0.33 MP (640 × 512 pixels).
This implies that small features that stand out in (for instance) RGB are less or not visible in the thermal
imagery. In the studies with problematic thermal image alignment mentioned above, alignment was
not possible because of the low contrast in surface temperature between and within the images (very
homogeneous canopy). In addition, from our personal experience, we noticed that alignment is often
problematic in ecosystems with complex structures, such as forests.
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There are, however, a few ways to overcome this alignment issue. One option is to adjust the
flight mission and to increase the vertical (lower flight speed) and horizontal overlap (flight lines
closer to each other). However, this comes at the obvious cost of the reduction of the area that can be
overflown in one flight and, moreover, it is not guaranteed that this will solve all alignment issues.
Alternatively, some thermal cameras have an incorporated RGB or even multispectral camera, with
similar or higher resolution, taking images simultaneously. In this case, the images can be processed
as multispectral images and can be aligned based on the RGB information. Otherwise, if an RGB
and thermal camera have fixed positions relative to each other and are triggered to take images at
the same moment, the RGB and thermal data can be co-registered based on a fixed transformation of
one image pair [35], and thermal data can also be aligned along with and based on the RGB images.
In most applications, however, thermal cameras are not equipped with an integrated RGB camera,
or the simultaneous triggering of the RGB and thermal camera is difficult or practically not feasible.
Yahyanejad and Rinner [36] developed an algorithm to co-register RGB and thermal images. However,
their algorithm was so far only tested on datasets with high contrasts in both the RGB and the thermal
images, and moreover, their algorithm is not (yet) publicly available.
There is another issue related to the processing of UAV-based thermal imagery that has so far
received little attention. Flights regularly take up to 20 min or longer. When larger areas need to be
covered, several flights are required, and it is not uncommon that 45 min or more have passed between
the first and final image of the dataset. Even if measurement conditions are ideal—low wind, open
skies—the air temperature will likely have changed during this period. This has a large impact on the
canopy surface temperature, which is the sum of air temperature and a complex function of vegetation
features, wind speed, available energy, and transpiration [37,38].
In this study, we investigated methods to optimize UAV-based thermal image processing.
We propose several improvements of the basic framework introduced by Turner et al. [33], which allows
aligning and processing of complex and more challenging datasets to obtaining thermal orthophotos
corrected for changing conditions over flight measurements. This improvement makes use of the
information from a RGB (or NIR) camera on board the UAV, since in the large majority of the flights,
these are taken along to be able to interpret the thermal information. The improvements are illustrated
and tested using two datasets, for which the standard processing framework gave unreliable results.
The first dataset is a very homogeneous agricultural field, while the second dataset, an afforestation
site, has a complex canopy structure.
2. Materials and Methods
2.1. Background on the Influence of Meteorological Conditions on Thermal Data Collection and Processing
When working with thermal infrared data, there are several ways in which meteorological
conditions influence the thermal signals and need to be corrected for.
First, meteorological conditions can exert an indirect effect on the observed temperatures.
Thermal cameras on UAVs typically have uncooled microbolometer sensors with the thermal signal being
highly influenced by the temperature of the sensor, body and lens. Even though this is (at least partially)
corrected for in radiometric cameras, abrupt changes in sensor temperature (e.g., when moving from
shaded to unshaded conditions) can cause errors in the observed temperature. Particularly lightweight
thermal cameras can be more sensitive to these sensor temperature fluctuations and might require
additional temperature corrections. This can for instance be done by taking images of wet or dry reference
panels/surfaces with known temperatures (at least) before and after the flights. The temperature of
these reference panels needs to be measured directly and accurately (e.g., with contact thermocouples)
and these measurements can then be used to compensate for changes in sensor temperature. In this
study, we used a relatively sturdy thermal camera with an excellent sensor temperature correction
(temperature accuracy ±2%, see further). As we have not noticed a drift in Ts in these flights or even
in more extreme conditions, no contact thermocouple measurements of references surfaces were taken.
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The second way in which meteorological conditions influence thermal measurements is by
attenuation of the thermal radiance by the atmosphere. The thermal sensor registers an at-sensor
radiance, Lat-sensor [W m−2] for each pixel. This is determined by the surface radiance (Lsurf, [W m−2])
and by its attenuation by the atmosphere [39]:
Lat-sensor = τ Lsur f + Latm (1)
where τ is the atmospheric transmittance (dimensionless; value between 0 and 1) and Latm [W m−2]
is the upwelling thermal radiation originating from the particles in the atmosphere. Both τ and Latm
are mainly a function of the atmospheric water content and the distance between the sensor and the
object. Usually, Lat-sensor is automatically converted into Lsurf by the thermal camera software based
on input from the user of the distance between the sensor and the surface, relative humidity and
temperature. Alternatively, τ and Latm can be calculated from an atmospheric propagation model such
as MODTRAN e.g., [40]. In this article, we used the input from the meteorological station and flight
height (see further) as input for the thermal camera software (see further).
From Lsurf, the surface brightness temperature Tbr [K] can be calculated using Stefan Boltzmann’s
law (L = σ·Tbr4, with σ = 5.67 × 10−8 W m−2 K−4 the Stefan Boltzmann constant):
Tbr =
4
√
Lsur f
σ
(2)
The brightness temperature of an object is composed of two signals. The first signal is the thermal
emission by the object, reflected by the surface temperature Ts [K]: this is the signal of interest in
thermal remote sensing, as it is reflecting the energy balance of the object. The second signal composing
Tbr is the reflectance of the incoming thermal radiation by the object, which is represented by the
background temperature (Tbg, [K]), or the temperature corresponding to the incoming long-wave
radiation. Ts can be estimated from Tbr and Tbg as [38],
Ts =
4
√
T4br − (1− ε) T4bg
ε
(3)
with ε the emissivity of the object. From Equation (3), it is clear that a calculation of Ts from Tbr requires
the additional measurement or estimation of Tbg and ε. Ways to measure/estimate Tbg are described
by Maes and Steppe [38]. In this study, we used the common method of measuring the temperature
of blotted aluminium foil. The emissivity, however, is more difficult to estimate, and small errors in
its estimate can lead to relatively large errors in the estimate of Ts [38]. Dense plant canopies have an
emissivity between 0.98 and 0.99 [41,42]; in this study, we used a value of 0.985. For open canopies, the
NDVI method can be used [42], provided NDVI data are available.
Finally, meteorological conditions directly determine Ts, as Ts can be expressed as [38],
Ts = Ta +
rV raH γ (Rn − G)− ρa cp raH VPD
ρa cp (γ rV + s raH)
(4)
with Ta the air temperature [K or ◦C], Rn the net radiation [W m−2], G the ground heat flux [W m−2],
VPD the vapour pressure deficit [Pa], s the slope of the curve relating temperature to saturated
vapour pressure [Pa K−1], ρa the air density [kg m−3], cp the specific heat of air [J kg−1 K−1], γ the
psychrometric constant [Pa K−1], raH the resistance of heat transfer and rv the resistance of water
transfer (both [s m−1]), which for vegetations is given as rv = raH + rc, with rc canopy resistance of
water transfer. From Equation (4), it is obvious that an increase in air temperature will directly result
in a similar increase in Ts. Furthermore, increasing net radiation or vapour pressure deficit will also
increase Ts, although this effect is additionally controlled by adjustments by the vegetation in rc.
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From Equation (4), it is clear that changes in meteorological conditions during the flight will
influence Ts. Without correction of this noise, interpretation of the orthophoto is hampered, as colder
or warmer areas can both indicate higher or lower transpiration, or lower or higher air temperature,
radiation, etc. In Section 2.3, we introduce a way to correct for fluctuations in air temperature.
2.2. Flights and System Set-Up
2.2.1. Flight System
The UAV was a Vulcan hexacopter (Vulcan UAV, Gloucestershire, UK), equipped with an A2
flight control system (DJI, Shenzhen, China). Maximum flight time is approximately 20 min, with a
maximum range of 2 km and a maximum take-off weight of 10 kg.
Rather than using the automatic waypoint generation included in Ground Station 4.0.11 (DJI,
Shenzhen, China), the software used for communicating with the UAV, a Matlab script (Matlab R2015b;
Mathworks Inc., Natic, MA, USA), was developed to generate the waypoint path. The waypoint path is
exported as an AWM file, readable in Ground Station 4.0.11, and is sent to the UAV using the wireless
2.4 GHz Data Link module. Using the script offers the advantage that waypoints are not only restricted to
the corners, but can also be positioned along the flight line, so that the UAV sticks to the path. Furthermore,
the width between parallel lines can be accurately defined, guaranteeing sufficient horizontal overlap.
The UAV was equipped with a separate GPS logger system (Aaronia, AG, Strickscheid, Germany),
logging with a frequency of 10 s−1, with an RGB and thermal camera mounted on a 2D AV2000 gimbal
(PhotoHigher, Wellington, New Zealand), and programmed to maintain pitch and roll close to 0◦
during the flights.
The RGB camera was a 12MP Canon S110 (Canon, Tokyo, Japan). The focal length during the
flights was set to 5.2 mm (24 mm equivalent), which corresponds with a field of view of 74◦ × 53◦
and a pixel resolution of 1.9 cm at 50 m flight height. The camera is programmed with CHDK to log
continuously every 1.1 s and operated in Tv-mode (shutter speed priority). The camera automatically
adjusted the camera aperture (f-number) based on the first shot and maintained the same image
settings during the entire flight.
The thermal camera is a Flir SC305 (FLIR Systems, Inc., Wilsonville, OR, USA) with a resolution
of 320 × 240 pixels, a thermal accuracy of 2 ◦C, and a thermal sensitivity of 0.05 ◦C. It was equipped
with a 10 mm lens, offering a field of view of 45◦ × 34◦. At 50 m altitude, the pixel resolution
(central pixel) is 12.8 cm and each thermal image covers an area of 41.4 by 30.6 m. The camera is
controlled through a Python script on a Raspberry Pi development board onboard the UAV and logs
continuously every 0.8–1.1 s, although occasionally the interval between two consecutive photos was
larger because of camera recalibration (gap of about 4 s). The thermal and RGB cameras were not
synchronized. All images are stored as 8-bit lossless JPEGs. A schematic overview of the UAV, sensors,
and components used in this study is given in Figure 1.
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2.2.2. Agricultural Dataset
In this study, two datasets were analysed. The first dataset is a field of 8.7 ha, situated in
Huldenberg (50◦48′ N, 4◦34′ E) in the loamy region of Flanders, Belgium. In 2016, it was cultivated
with beets (Beta vulgaris L.), which had formed a dense crop of circa 0.5 m high by the time of the
flights. The field was planted with two different cultivars of beet: the Northern part of the field was
planted with Bambou, the Southern part with Gondola. The Gondola cultivar grows more slowly than
the Bambou cultivar at the start of the growing season to become greener and typically has a larger
photosynthetic activity towards the end of the growing season, when the flights were performed.
To cover the entire field, three flights were performed in cloud-free conditions on 25th August,
2016 (See Figure 2a), between 13:11 and 13:57 local time (Table 1). The flight altitude was set to 50 m
and flight speed was 4 m s−1. The flight lines were 350 m in length with a distance of 20 m between
each parallel line (Figure 2a). This resulted in a vertical overlap of 86% and a horizontal overlap of
52%. A microclimatic station (CR6 data logger, Campbell Scientific Inc., Logan, UT, USA) was installed
next to the beet field, logging air temperature (MCP9700, Microchip Technologies Inc., Chandler, AR,
USA), relative humidity (HIH4000, Honeywell International Inc., Morris Plains, NJ, USA), wind speed
(A100R, Vector Instruments, Rhyl, UK) and net radiation (Q7.1, REBS, Seattle, WA, USA) every 10 s.
An overview of the microclimatic conditions during the flight is given in Table 1.
Table 1. Timing and mean meteorological conditions during the flights. All measurements were
obtained from a meteostation with sensors at 2 m above the ground.
Time Start Time End Tair (◦C) VPD (kPa) Wind Speed (m s−1) Net Radiation (W m−2)
Agricultural Dataset (25 August 2016)
Flight 1 13:11 13:22 30.7 ± 0.5 2.31 ± 0.13 1.5 ± 0.6 608 ± 8
Flight 2 13:32 13:45 30.9 ± 0.3 2.29 ± 0.08 1.1 ± 0.5 602 ± 9
Flight 3 13:53 13:57 31.1 ± 0.3 2.41 ± 0.12 1.4 ± 0.8 598 ± 17
Afforestation Dataset (24 August 2016)
Flight 1 12:28 12:41 28.7 ± 0.2 1.88 ± 0.05 1.4 ± 0.6 595 ± 5
Flight 2 13:08 13:20 29.4 ± 0.3 2.28 ± 0.08 1.6 ± 0.8 627 ± 9
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Figure 2. Overview of the planned and the executed flights at (a) the agricultural site (top) and (b) the
afforestation site (bottom). The executed flight positions were extracted from the calculated camera
locations of the visual images. Image made in Google Earth Pro (Google Inc., Mountain View, CA, USA).
Eight reference panels wer laid out on the edges of the field. These refer nce panels were each 60
by 60 cm and were wooden panels painted with extra matt grey paint. They were visible in the RGB
and thermal images. To measure Tbr, one panel was wrapped with crumpled aluminium foil and was
positioned close to the take-off and landing position. At the start and at the end of each flight, the UAV
was steered to hover directly above this reference panel.
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2.2.3. Afforestation Dataset
The second dataset was collected above the Forbio site in Zedelgem, Flanders (51◦9′ N; 3◦07′ E),
on 24 August 2016. This is an experimental afforestation site on relatively dry sandy to moderately
wet loamy sand soil. The site belongs to the TreeDiv network [43] and consists of 42 blocks, each of
42 × 42 m, in which trees of five different species were planted in 2009–2010 within a 1.5 × 1.5 m
planting grid. A detailed description of the experimental set-up can be found in Verheyen et al. [44]
and Van de Peer et al. [45]. In total, the site covers about 11.4 ha. Two flights were needed to cover
this area completely. The first flight had six parallel lines of 420 m long and with a distance of 21 m in
between. The second flight covered a less regular shape, and consisted of six shorter parallel lines in
perpendicular lines, followed by two more long lines parallel to the lines of the first flight (Figure 2b).
The flight height was again 50 m and the flight speed 4 m s−1, so the vertical and horizontal overlap of
the thermal images were 86% and 49%.
Similar to the agricultural dataset, eight reference panels were positioned across the site, with
an aluminium reference panel close to the take-off and landing area for assessment of Tbr. The same
microclimatic station was installed at the site and logged throughout the flights. Flight details can be
found in Table 1.
2.3. Data Processing
2.3.1. Suggested Improvements
a. Camera Pre-Calibration
Lens distortion is a radially dependent geometric shift or deviation from the rectilinear
projection [46]. As SfM is very sensitive to distortion, camera calibration is a crucial pre-processing
step [4,47]. Some software packages, including the Agisoft PhotoScan Professional (Agisoft LLC,
St Petersburg, Russia) software used in this study, automatically perform a camera calibration using
the Brown-Conrady distortion model (on-the-job self-calibration). Unfortunately, this self-calibration
is not performed on low-resolution thermal imagery.
The parameters of the Brown-Conrady distortion model can be obtained separately, for instance
with Agisoft Lens (Agisoft LLC, St Petersburg, Russia), software, which is part of the Agisoft PhotoScan
product (pre-calibration). This uses multiple images of a calibration grid, which is usually displayed on
a flat panel screen and then imaged with the camera [46]. As this does not work with a thermal camera,
the grid was printed on an A3 sheet of paper, which was fixed on a rigid wooden frame. This was
placed horizontally under a tungsten light in a growth chamber to create enough contrast between
the white and black parts of the paper. The thermal images of this grid then served to calculate the
distortion parameters in Agisoft Lens and pre-calibrate the camera. The parameters of the calibration
are given in Table 2.
Table 2. Pre-calibration parameters of the thermal camera.
Principal Point Affinity Skew Radial Tangential
cx cy B1 B2 k1 k2 k3 P1 P2
Parameter/estimate −7.38 10.71 0.94 1.12 −0.19 0.95 −4.27 0.003745 −0.00611
Standard Deviation 1.16 1.01 0.13 0.15 0.03 0.38 1.56 0.00059 0.00053
b. Temperature Correction
As explained in Section 2.1 Equation (4), Ts is closely coupled to air temperature Ta. Hence, as
Ta changes during the flight or over consecutive flights, so will Ts (Figure 3). Therefore, we applied
following correction for Ta:
Ts_c = Ts − Ta + Ta_mean (5)
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with Ts_c the corrected Ts, Ta the air temperature at the moment of image capture and Ta_mean the mean
air temperature during the three (agricultural) or two (afforestation dataset) flights. Air temperature
(Ta) was obtained from the logged air temperature measurements and the timestamp of the thermal
image using a linear spline function. The corrected surface temperature (Ts_c) images were calculated
in Matlab R2015b and converted to 16 bit TIFF images.
The close correlation between Ta and Ts and the effect of the temperature correction Ts_c is shown
in Figure 3 for the first flight of the agricultural dataset. Figure 3a shows Ta, Ts and Ts_c as well as the
moving averages (of 20 images, about 20 s) of Ts and Ts_c as a function of time. Ta seems only weekly
coupled with the moving average of Ts, as Ts first decreases at the start of the flight, whereas Ta is
then increasing. However, the sudden drop in Ta at about 13:17 has a clear impact impact on Ts, as
does the abrupt increases in Ta at 13:19. The anomalies of the moving averages of Ts and Ts_c and of
Ta are plotted as a function of time in Figure 3b. The anomalies were calculated as (Tobs − Texp), with
Tobs the observed and Texp the expected Ta, Ts or Ts_c. Texp was calculated as a function of the time
from a 2nd order polynomial function fitted through Ta (R2 = 0.68) and through the moving averages
of Ts (R2 = 0.54) and Ts_c (R2 = 0.75). Plotting the anomalies as a function of time confirms the close
connection between the abrupt increases or decreases of Ta on Ts (Figure 3b, upper part), which is
nearly completely corrected for when using Ts_c (Figure 3b, bottom part). In Figure 3c, scatter plots of
the anomalies of Ta vs. Ts and of the anomalies of Ta vs. Ts_c are drawn, revealing that the anomalies
of Ta vs. Ts are significantly correlated, whereas the anomalies of Ta vs. Ts_c are not (Figure 3c).
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Figure 3. Influence of air temperature Ta on surface temperature Ts and on the corrected surface
temperature Ts_c. (a) Air temperature Ta (red), surface temperature Ts and corrected surface
temperature Ts_c as a function of time of Flight 1 of the agricultural dataset; (b) Anomalies of Ta
and Ts (upper part) and of Ta and Ts_c (bottom part) as a function of time of this same flight; (c) Scatter
plot of the anomalies of Ta (X-axis) versus anomalies of Ts (upper part) and Ts_c (bottom part) of this
flight. See text for the calculation of the anomalies.
c. Improved Estimation of Image Position
In general, the better the initial estimate of the image position, the better the image alignment will
be. In the standard approach, the image position is derived from the on-board GPS log-file and the
time stamp of each image. In our proposed alternative approach, we first optimize the alignment of
the RGB imagery. This includes the image alignment of the RGB images, the addition of GCPs and
the optimization (in the Agisoft software) of the image positions (Section 2.3.2). We then used the
optimized RGB image positions (latitude, longitude, altitude, pitch, yaw, and roll), and estimated those
of the thermal images based on the time stamp of the RGB and thermal images using a linear spline
function. In addition, we also ran the model without using any information of the image position.
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2.3.2. Data Processing
a. Data Processing of RGB Imagery
After all data were collected, the visual images were inspected and blurred images were removed.
In both datasets, less than 1% of images were removed. Based on the timestamp of each image and on
the GPS log, a Matlab R2015b script was developed to estimate the latitude, longitude, and altitude of
the RGB images using a linear spline function. In the afforestation dataset, there was a problem with
the GPS logger and no GPS data were available. Instead, we derived the estimated latitude, longitude
and altitude of each RGB image from the planned waypoint route. This was done by first identifying
the images taken at the start and at the end of each flight lines. The target position of the waypoint
was then attributed to these images and the position of all other images was estimated based on the
time stamp of this image and those of the images at the start and the end of the flight line.
Agisoft PhotoScan Professional version 1.2.6 was used to process the visual data. The RGB images
of the two (afforestation) and three (agricultural) flights were aligned (selecting highest accuracy and
reference pair selection as settings). In the agricultural dataset, 1033 of 1044 images were aligned.
Next, 33 GCPs were identified and added, of which 17 GCPs had known latitude, longitude, and altitude
coordinates. As no GPS-RTK measurements were available, these coordinates were identified from
high-resolution aerial imagery available from Google Earth, from which the altitude estimates were also
taken. In the afforestation dataset, 1027 of the 1031 images were aligned and 31 GCPs (of which 16 with
known coordinates) were used to co-register and georeference the images. Finally, the image positions
were optimized and exported, a 3D mesh was calculated and a visual orthophoto generated and exported.
b. Thermal Data Pre-Processing
All thermal data were originally stored as lossless 8-bit JPEG files and blurred images were
removed. In the agricultural dataset, 10% of the images (148 of 1488 images) were removed, in the
afforestation dataset, this was 17.3% of the images (219 of 1264 images). The remaining images were
opened in ThermaCam Researcher Pro 2.10 (FLIR Systems, Inc., Wilsonville, OR, USA), embedded
in Excel 2010 (Microsoft, Redmont, WA, USA). Using the microclimatic conditions (RH, Ta) and the
target height and setting the emissivity to 1, the at-sensor radiance was converted to Tbr Equations (1)
and (2), as described by Maes et al. [48]. The background temperature (Tbg) before and after the flight
was derived from the temperature of the aluminium foil-covered reference target and was averaged
and a suited temperature range (maximum and minimum temperature) was defined.
All images were opened in Matlab R2015b and were converted to surface temperature Equation (3).
Emissivity was set at 0.985 for all flights and images were saved as 16 bit TIFF files. In addition, the
Ts_c images were calculated Equation (4) and also saved as 16 bit TIFF files. Using the timestamp of
the thermal image and a linear spline function, the GPS-based image position (latitude, longitude,
altitude) was estimated based on the GPS logfile (agricultural dataset) and the planned waypoint flight
(afforestation dataset), similar as was done for the visual dataset. In addition, based on the exported
image position of the visual images, the improved image position (latitude, longitude, altitude, yaw,
pitch and roll) of each thermal image was calculated, again using a linear spline function.
c. Alignment Procedures
For both datasets, we tested the calibration methods (two levels: with and without calibration),
the temperature correction (two levels: with and without temperature correction) and the influence of
the initial estimate of the image position (three levels: without initial estimate, with input from GPS
logger, with input from RGB image position), resulting in 12 different processing treatments.
All alignment tests were performed with Agisoft PhotoScan Professional version 1.2.6. For each
scenario, the correct TIFF files (Ts or Ts_c files) were imported. The calibration file was imported if
required and the images were aligned. The highest accuracy, reference pair selection (generic pair
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selection when no initial GPS position was used as input) and standard key point limit of 20,000 and
tie point limit of 1000 were used as alignment settings.
Often, not all images were aligned after a first alignment procedure. However, PhotoScan allows
selecting non-aligned images together with overlapping aligned images and re-aligning the selected
images. If this re-alignment resulted in meaningful, realistic alignments, they were maintained.
d. Comparison of Different Alignment Approaches
To compare the different alignment approaches, we first looked at the number of aligned images
and at the number of points in the point cloud. However, we also looked at the quality of the alignment.
For this, we checked for the presence of the following:
• A bowl effect, where there is a systematic deviation in image alignment, causing a flat surface to
become bent in the X- and Y-direction the shape of a bowl;
• Alignment gaps, defined as areas where several consecutive images were not aligned, leading to
areas without any points;
• Images that are clearly not aligned correctly, which can be detected by clear deviations in the
point cloud.
e. Further Processing
For each dataset, an orthophoto was created using the imagery of the best performing alignment
approach. The same GCPs as for the RGB image alignment were used, the dense point cloud was
calculated using the highest density setting, a 3D mesh was created based on which the orthophoto
was finally created and exported. An overview of all thermal image processing steps is provided in
Figure 4.
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3. Results
3.1. Agricultural Dataset
An overview of the r sulting alignment of the agricultural dat set is given in Table 3. he method
used f r the initial thermal image position had clearly the strongest effect on image alignm nt. When no
initial thermal image position was used, a larger number of im ges was not aligned, fewer points
were align d, a bowl effect w s cl arly visible, and large gaps in the dat set wer present (Figure 5a).
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When the GPS-log was used as original image positions estimate, the bowl effect was no longer present
(except for one alignment scenario), but several sections were wrongfully aligned (Figure 5b and
Table 3). The best alignment results were obtained when the initial thermal image positions were based
on the estimated positions of the RGB images during the flight (Figure 5c). Replacing Ts with Ts_c
had a small, yet clearly positive effect on the alignment, slightly increasing the percentage of aligned
images and the number of aligned points (Table 3).
In contrast, the effect of the camera pre-calibration overall was negative, with one exception:
when Ts_c was used as variable in combination with the RGB-based initial image position estimate
and the use of the camera calibration file, all sections were correctly aligned, without any gaps, and
with a very high number of images and number of points that were aligned (Table 3). Hence, this can
be regarded as the best performing model. The thermal map resulting from this optimized model
is shown in Figure 6. Note that the Southern part of the field, which was planted with the Gondola
variety, is slightly cooler, in agreement with the expected higher photosynthetic activitiy at this time
of year.
Table 3. Overview of the alignment of the different alignment scenarios for the agricultural dataset.
For clarity, the best performing methods for each category are underlined.
Variable
Initial Estimate
of Image
Position
Calibrated? %Aligned
# Not
Aligned
# of Points (103)
(% of Total)
Bowl
Effect Gaps?
Wrongfully
Aligned Images?
Ts None No 96 48 202.6 (88.7) Y Large No
Ts_c None No 98 31 207.8 (90.9) Y No One large section
Ts None Yes 91 114 194.3 (85.0) Y Large No
Ts_c None Yes 93 100 196.9 (86.2) Y Large No
Ts GPS log No 93 96 195.4 (85.5) N Large Several sections
Ts_c GPS log No 94 75 202.5 (88.6) N No Several sections
Ts GPS log Yes 98 30 209.1 (91.5) N No Several sections
Ts_c GPS log Yes 98 29 208.0 (91.0) (Y) No Several sections
Ts RGB-based No 99 13 210.5 (92.1) N No One small section
Ts_c RGB-based No 99 13 212.0 (92.8) N No One small section
Ts RGB-based Yes 94 87 196.2 (85.9) N Large Several sections
Ts_c RGB-based Yes 99 14 210.9 (92.3) N No No
Y indicates clear presence of bowl effect; (Y) indicates slight presence of bowl effect.
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Figure 5. The effect of initial estimate of thermal image position on the image alignment of the 
agricultural dataset. The sparse point cloud is shown. (a) No initial image position; (b) GPS-based 
initial image position; (c) RGB image-based initial image position. Top: Top view (nadir), middle and 
bottom: side views. The yellow markers indicate gaps in the data alignment, the red markers indicate 
errors in the image alignment. In the top views, dashed red lines indicate the position of the 
misaligned areas shown in the middle and bottom views. For this alignment, thermal pre-calibration 
was used with air temperature-corrected surface temperature (Ts_c) as input data.  
Figure 5. The effect of initial estimate of thermal image position on the image alignment of the
agricultural dataset. The sparse point cloud is shown. (a) No initial image position; (b) GPS-based
initial image position; (c) RGB image-based initial image position. Top: Top view (nadir), middle and
bottom: side views. The yellow markers indicate gaps in the data alignment, the red markers indicate
errors in the image alignment. In the top views, dashed red lines indicate the position of the misaligned
areas shown in the middle and bottom views. For this alignment, thermal pre-calibration was used
with air temperature-corrected surface temperature (Ts_c) as input data.
Remote Sens. 2017, 9, 476 12 of 17
Remote Sens. 2017, 9, 476  12 of 17 
 
 
Figure 6. Thermal map of the agricultural field. This map was generated using the improved 
alignment method, using thermal camera pre-calibration, RGB-based image position and using the 
air-temperature corrected surface temperature (Ts_c) as input variable.  
3.2. Afforestation Dataset  
An overview of the resulting alignment of the afforestation dataset is given in Table 4. The 
number of images aligned and the number of points are clearly lower for the alignments without any 
initial image position input. As a consequence, these alignment methods also had most gaps and had 
a few sections that were not aligned correctly (Figure 7a). The two methods with information on 
image position had nearly all images aligned and had a comparably high number of aligned points. 
Although the alignments with the mission file-based GPS positions overall had a slightly higher 
number of aligned points and slightly higher number of images aligned, there were several sections 
not aligned properly. This was not the case for the alignments using RGB-based image positions as 
initial input (Figure 7b,c).  
In general, the effect of using Ts_c improved the alignment although this effect was very limited. 
Camera calibration had a very small effect and only improved the alignment where no GPS input 
was given and when the GPS input was based on the RGB alignment. The thermal map using the 
RGB-based image position is shown in Figure 8. 
Table 4. Overview of the alignment of the different alignment scenarios for the afforestation dataset. 
For clarity, the best performing method for each category is underlined. 
Varia
ble 
Initial Estimate 
of Image 
Position 
Calibrated? 
% 
Aligned 
# not 
Aligned 
# of Points (103) 
(% of Total) 
Bowl 
Effect 
Gaps? 
Wrongfully 
Aligned Images? 
Ts None No 86.9 137 190.3 (80.5) Y Several Few sections 
Ts_c None No 94.2 61 205.8 (87.1) (Y) Three  Few sections 
Ts None Yes 94.2 61 205.0 (86.7) Y Three  Few sections 
Ts_c None Yes 94.2 61 206.2 (87.2) (Y) Two  Few sections 
Ts Mission File No 99.8 2 219.0 (92.7) N One Several sections 
Ts_c Mission File No 99.8 2 218.9 (92.6) N One Several sections 
Ts Mission File Yes 99.8 2 218.7 (92.5) N One Several sections 
Ts_c Mission File Yes 99.9 1 219.0 (92.7) N One  Several sections 
Ts RGB-based No 99.5 5 218.5 (92.4) N No 
One small, one 
large section 
Ts_c RGB-based No 99.9 1 218.9 (92.6) N No One small section 
Ts RGB-based Yes 99.5 5 218.3 (92.4) N No One small section 
Ts_c RGB-based Yes 99.6 4 218.6 (92.5) N No One small section 
Y indicates clear presence of bowl effect; (Y) indicates slight presence of bowl effect; N indicates no bowl effect. 
6. Thermal map of the agricultural field. This map was generated using the improved alignment
method, using t ermal camera pre-calibration, RGB- ased image position and using the air-temperatur
corr cted surface temperature (Ts_c) as input variable.
. . ff i
overview of the resulting alignment of the afforestation dataset is given in Table 4. The number
of i ages aligned nd the numb r of points are clearly lower for the alignments without any initial
image position input. As a consequence, thes alignment ethods also h d most gap and h d a few
sections that were not aligned correctly (Figure 7a). The two meth ds with informati n on image
position had nearly all images aligned nd ha comparably high number of aligned points. Although
the alignments with the mission file-based GPS positions overall had a slightly higher number of
aligned points an slightly higher number of images aligned, there were several sections not aligned
properly. This was not t e case for t e alignments using RGB-ba ed image positions as initial i put
(Figure 7b,c).
I l, t ff t f i s_c i prove t e alig e t alt t is eff ct s r li it .
li ti ll ff t l i t li t i t
i t i t t ali t. t l i t
- i iti i i i .
a le 4. i t s t.
, t st erf r i et o for each category is underlined.
Variable
Initial Estimate
of Image
P sition
Calibrated? %ligned
# not
Aligned
# of Points (103)
(% of Total)
Bowl
Effect Gaps?
Wrongfully
Aligned Images?
Ts None No 86.9 137 190.3 (80.5) Y Several Few sections
Ts_c None No 94.2 61 205.8 (87.1) (Y) Three Few sections
Ts None Yes 94.2 61 205.0 (86.7) Y Three Few sections
Ts_c None Yes 94.2 61 206.2 (87.2) (Y) Two Few sections
Ts Mission File No 99.8 2 219.0 (92.7) N One Several sections
Ts_c Mission File No 99.8 2 218.9 (92.6) N One Several sections
Ts Mission File Yes 99.8 2 218.7 (92.5) N One Several sections
Ts_c Mission File Yes 99.9 1 219.0 (92.7) N One Several sections
Ts RGB-based No 99.5 5 218.5 (92.4) N No
One small,
one large section
Ts_c RGB-based No 99.9 1 218.9 (92.6) N No One small section
Ts RGB-based Yes 99.5 5 218.3 (92.4) N No One small section
Ts_c RGB-based Yes 99.6 4 218.6 (92.5) N No One small section
Y indicates clear presence of bowl effect; (Y) indicates slight presence of bowl effect; indicates no bowl effect.
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air-temperature corrected s rfa e temperature (Ts_c) as input data.
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Figu e 8. Resulting thermal map of the afforestation field. This map was generated using the improved
alignment method, using thermal camera pre-calibration, RGB-based image position and using the
air-temperature corrected surface temperature (Ts_c) as input variable.
is clear from the dataset tha the us of image positions of the RGB imagery for initial estimates
of thermal image positions greatly improved thermal image a ignm nt, both in terms of nu ber
of aligned imag s and in quality of the alignment (absence of bowl effect; fewest misaligned areas;
bsence of alignment gaps). With this method, on all flights, the ew non-aligned thermal images were
those tak n w en the UAV was turning to move to the next waypoint. With the DJI A2 flig t control
system, the UAV turns quite abruptly a the end of each flight line. At these instanc , the spline
functio from the yaw position of the RGB images, used to timate th yaw of thermal image, can
have a relatively large error eading to misalignment . In addition, these images are often less sharp,
particularly in he corners, due to the sudden turns.
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The most important reason for the superior performance of the RGB imagery-based image
positions is probably the availability of the pitch-yaw-roll information. Similar alignment results
could be obtained when using a GPS unit in combination with an inertial measurement unit (IMU),
monitoring pitch, yaw, and roll, mounted on the gimbal. Small and low-cost IMUs have become
available for this purpose. The benefit of using a GPS + IMU unit is that it does not rely on
the RGB images and thus removes the need to first align the RGB imagery, thus speeding up the
process considerably, which can be very relevant in case rapid thermal maps need to be constructed.
Aligning the RGB images, manually adding GCPs, and optimizing the images can take several hours,
with the computing time, depending on the settings (alignment precision), the computer specifications,
and the number of images used. On the other hand, IMUs can be sensitive to magnetic errors when
mounted on drones [49]—in fact, the GPS system used in this study was equipped with an IMU as
well, but the pitch-yaw-roll readings were unusable because of magnetic interference. Proper shielding
of the IMU unit can prevent this. It needs to be confirmed if the precision of the pitch-yaw-roll log
from cheaper IMUs can match those of the image alignment.
On the other hand, an advantage of using the RGB imagery-based image positions is that
it facilitates co-registration of visual and thermal images, required for further data processing as
well as for data interpretation. Moreover, the afforestation dataset analysis demonstrated that GPS
measurements are not required to come to high-quality thermal alignment, if the optimized method
(RGB images as initial image position) is used. One possible disadvantage of the method is that the
UAV needs to be equipped with an RGB camera (or IMU). This is the case in most applications, but
else can increase the payload and reduce the flight time.
The temperature correction had a different effect in both datasets. In the agricultural dataset,
temperature correction had a small but clearly positive effect on image alignment. This dataset is
characterized by low contrast within and between the images. If no correction is made for the influence
of air temperature on surface temperature, small, artificial differences in Ts between the images can
hamper image alignment. In the afforestation dataset, on the other hand, temperature correction
had little effect on image alignment. This is in line with the expectations. The alignment of this
dataset is problematic because of the complex 3D structure of the vegetation—this is not solved by
temperature correction.
We want to emphasize that temperature correction not only has an effect on the image alignment
but also removes the influence of Ta on Ts. In our flights, maximal air temperature differences during
the flights were as much as 1.9 and 1.7 ◦C for the agricultural and afforestation datasets, respectively,
and has large consequences on Ts (Figure 2). This can be corrected for using Ts_c. As explained
in Section 2.1, it can be useful, particularly when working with lightweight thermal cameras, to
additionally lay out reference surfaces, whose temperature is monitored continuously, e.g., with
contact thermocouples, to correct for temperature fluctuations of the temperature of the camera sensor,
lens and body
Adding the camera pre-calibration did not significantly improve the photogrammetric alignment,
in contrast with findings by Harwin et al. [47] for visual images. In some trials, pre-calibration even
seemed to yield worse alignment results (e.g., see Tables 3 and 4). Still, although the contribution was
limited, the best performing methods were those who also incorporated calibration, next to optimized
GPS positioning and temperature correction.
5. Conclusions
In this study, we provide an improved framework for aligning and further processing UAV-based
thermal imagery. Three improvements were introduced: camera pre-calibration, correction of thermal
imagery for small changes in air temperature, and improved image position estimation by making use
of RGB camera alignment. These improvements were tested in two datasets that are problematic for
thermal image processing: a dataset over a beet field with very low temperature contrasts within the
field, and a dataset over an experimental afforestation area, with very complex 3D structure.
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In both datasets, the standard alignment procedure failed to align the images properly. Using RGB
image-based image positions significantly improved image alignment in all datasets. Air temperature
correction had a small yet positive impact on image alignment in the low-contrast agricultural dataset,
but a minor effect in the afforestation area. The effect of camera calibration on image alignment
was limited in both datasets, yet the best alignment, in terms of numbers of images aligned and of
alignment quality, was obtained when the three improvements were combined.
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