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Abstract
In this paper, a variable-order nonlinear cable equation is considered. The numerical
method with rst order temporal accuracy and fourth order spatial accuracy is
proposed. The convergence and stability of the numerical method are analyzed
by Fourier analysis. We also propose an improved numerical method with second
order temporal accuracy and fourth order spatial accuracy. Finally, the results of a
numerical example supports the theoretical analysis.
Key words: a variable-order nonlinear cable equation, the variable-order
Riemann-Liouville fractional partial derivative, convergence, stability, Fourier
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1 Introduction
In modeling neuronal dynamics, the cable equation is one of the most
fundamental equations. From the pioneering work of Rall [21], in almost half
a century, articles focus on the study of neuronal dynamics ([5], [6], [7], [10],
[11], [13], [14], [18], [20], [22], [25], [26], [29], [30]). Recently, Langlands et al.
[14] have derived and investigated the following fractional cable equation as
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macroscopic models for electrodiusion of ions in nerve cells when molecular
diusion is anomalous subdiusion due to binding, crowding or trapping
@u(x; t)
@t
= 0D
1 1
t
@2u(x; t)
@x2
   0D1 2t u(x; t) + f(x; t); (1)
where 0 < 1 < 1, and 0 < 2 < 1,  > 0 is a constant, 0D
1 
t g(x; t) is the
Riemann-Liouville fractional partial derivative of order 1  .
In this paper, we consider the following variable-order nonlinear cable
equation
@u(x; t)
@t
= 0D
1 1(x;t)
t
@2u(x; t)
@x2
   0D1 2(x;t)t u(x; t) + f(x; t; u(x; t)); (2)
with the initial and boundary conditions
u(x; 0) = g(x); 0  x  X; (3)
u(0; t) = '(t); u(X; t) =  (t); 0  t  T; (4)
where 0 < 
(1)
min  1(x; t) < (1)max < 1, and 0 < (2)min  2(x; t)  (2)max < 1.
Here 0D
1 (x;t)
t g(x; t) is the variable-order Riemann-Liouville fractional partial
derivative of order 1  (x; t) dened by [12], [32]
0D
1 (x;t)
t g(x; t) =
1
 ((x; t))
264 @
@
Z
0
g(x; )
(   )1 (x;t)d
375
=t
: (5)
Variable-order dierential equations have been considered in [3], [4], [8], [9],
[15], [16], [17], [23]-[31]. However, until now, only a few researchers have con-
sidered the numerical analysis of variable-order dierential equations. Lin et
al. [12] studied the stability and convergence of a new explicit nite-dierence
approximation for the variable-order nonlinear fractional diusion equation,
while Zhuang et al. [32] proposed numerical methods for the variable-order
fractional advection-diusion equation with a nonlinear source term. Chen et
al. [1] developed numerical schemes with high spatial accuracy for a variable-
order anomalous subdiusion equation. Chen et al. [2] also presented numerical
simulation for the variable-order Galilei invariant advection diusion equation
with a nonlinear source term.
2
2 Derivation of the numerical method
In this paper, we assume u(x; t) 2 U(
), where
U(
) =
(
u(x; t)j@
6u(x; t)
@x6
;
@3u(x; t)
@x2@t
;
@3u(x; t)
@t3
2 C(
)
)
;
whereas

 = f(x; t)j 0  x  X; 0  t  Tg :
We also assume f(x; t; u) has rst order continuous partial derivative @f(x;t;u)
@t
,
and f(x; t; u) satises a Lipschitz condition with respect to u:
jf(x; t; eu)  f(x; t; u)j  Ljeu  uj; 8eu; u; (6)
where L is a Lipschitz constant. Again, we dene
xj = jh; j = 0; 1; : : : ; J ; tk = k; k = 0; 1; : : : ; K;
where h = X=J and  = T=K are the spatial and temporal steps, respectively.
On the grid point (xj; tk), Eq.(2) becomes
@u(xj; tk)
@t
= 0D
1 (1)
j;k
t
@2u(xj; tk)
@x2
   0D1 
(2)
j;k
t u(xj; tk)
+f(xj; tk; u(xj; tk)); (7)
where 
(i)
j;k = i(xj; tk); i = 1; 2:
If the function w(x; t) has continuous partial derivative @w(x;t)
@t
for t > 0,
then Riemann-Liouville and Grunwald-Letnikov fractional partial derivative
of order 1  j;k for w(x; t) have the following relation
0D
1 j;k
t w(x; t) = lim
!0 
j;k 1
[t= ]X
l=0

(l)
j;kw(x; t  l):
The right hand side of the above formula is a Grunwald-Letnikov fractional
partial derivative of order 1 j;k for w(x; t). Further according to the formula
[19]:
lim
!0 
j;k 1
[tk= ]X
l=0

(l)
j;kw(xj; tk   l)
3
=  j;k 1
[tk= ]X
l=0

(l)
j;kw(xj; tk   l) +O( p); (8)
yields
0D
1 j;k
t w(xj; tk) = 
j;k 1
kX
l=0

(l)
j;kw(xj; tk l) +O(
p): (9)
This formula is not unique because there are many dierent choices for 
(l)
j;k
that lead to approximations of dierent order p [19]. The denition

(l)
j;k = ( 1)l
 
1  j;k
l
!
= ( 1)l (1  j;k)( j;k) : : : (1  j;k   l + 1)
l!
provides order p = 1.
Based on (9) and u(x; t) 2 U(
), then
0D
1 (1)
j;k
t
@2u(xj; tk)
@x2
   0D1 
(2)
j;k
t u(xj; tk)
=  
(1)
j;k
 1
kX
l=0

(1;l)
j;k
@2u(xj; tk l)
@x2
   (2)j;k 1
kX
l=0

(2;l)
j;k u(xj; tk l) +O(); (10)
where

(1;l)
j;k = ( 1)l
 
1  (1)j;k
l
!
= ( 1)l (1  
(1)
j;k )( (1)j;k ) : : : (1  (1)j;k   l + 1)
l!
;

(2;l)
j;k = ( 1)l
 
1  (2)j;k
l
!
= ( 1)l (1  
(2)
j;k )( (2)j;k ) : : : (1  (2)j;k   l + 1)
l!
:
From u(x; t) 2 U(
), then
@u(xj; tk)
@t
=
u(xj; tk)  u(xj; tk 1)

+O(): (11)
Lemma 1. If p(x) has a sixth order continuous derivative, then
1 +
1
12
2x

p00(xj) =
2xp(xj)
h2
+O(h4); (12)
where 2xp(xj) = p(xj 1)  2p(xj) + p(xj+1):
Proof. See [1].
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By Lemma 1 and u(x; t) 2 U(
), we have

1 +
1
12
2x

@2u(xj; tk)
@x2
=
2xu(xj; tk)
h2
+O(h4): (13)
If f(x; t; u) has rst order continuous derivative @f(x;t;u)
@t
, then
f(xj; tk; u(xj; tk)) = f(xj; tk 1; u(xj; tk 1)) +O(): (14)
According to (10), (11), (13) and (14) we obtain

1 +
1
12
2x

u(xj; tk)
=

1 +
1
12
2x

u(xj; tk 1) + 
(1)
j;k
kX
l=0

(1;l)
j;k 
2
xu(xj; tk l)  (2)j;k
kX
l=0

(2;l)
j;k
1 +
1
12
2x

u(xj; tk l) + 

1 +
1
12
2x

f(xj; tk 1; u(xj; tk 1)) +Rkj ;(15)
where

(1)
j;k =
 
(1)
j;k
h2
> 0; 
(2)
j;k = 

(2)
j;k > 0; (16)
Rkj =

1 +
1
12
2x
 "
O(h4) 
(1)
j;k
kX
l=0

(1;l)
j;k +O(
2)
#
: (17)
In terms of the above discussion, we now present the following numerical
method for a variable-order nonlinear cable equation (2) with the initial and
boundary conditions (3)-(4)

1 +
1
12
2x

ukj
=

1 +
1
12
2x

uk 1j + 
(1)
j;k
kX
l=0

(1;l)
j;k 
2
xu
k l
j   (2)j;k
kX
l=0

(2;l)
j;k

1 +
1
12
2x

uk lj
+

1 +
1
12
2x

fk 1j ; k = 1; 2; : : : ; K; j = 1; 2; : : : ; J   1; (18)
u0j = (xj); j = 0; 1; : : : ; J; (19)
uk0 = '(tk); u
k
J =  (tk); k = 1; 2; : : : ; K; (20)
where fk 1j = f(xj; tk 1; u
k 1
j ):
5
Let
uk = [uk1; u
k
2; : : : ; u
k
J 1]
T ;
then on the k th layer, the numerical method (18)-(20) can be written in the
matrix form:
Aku
k = Ak 1uk 1 +
k 2X
l=0
Al;ku
k 2 l +Rfk 1  bk; (21)
where A0;k; A1k;    ; Ak 2;k;Ak 1;Ak are matrices of order (J   1) (J   1),
and it can be shown that
Ak = I+
1
12
T D(1)k T+D(2)k (I+
1
12
T):
Here T is the matrix representing the central dierence operator given by
T = Tridiag(1; 2; 1) and D(i)k = Diag((i)1;k; (i)2;k;    ; (i)J 1;k); (i = 1; 2), so
that
Ak =
26666666666664
a
(k)
1 d
(k)
1
d
(k)
2 a
(k)
2 d
(k)
2
. . . . . . . . .
d
(k)
J 2 a
(k)
J 2 d
(k)
J 2
d
(k)
J 1 a
(k)
J 1
37777777777775
;
where
a
(k)
j =
5
6
+ 2
(1)
j;k +
5
6

(2)
j;k ; d
(k)
j =
1
12
  (1)j;k +
1
12

(2)
j;k ; j = 1;    ; J   1:
Obviously, Ak is a strictly diagonally dominant matrix, and so Ak is a non-
singular matrix. Thus the linear equation system (21) has a unique solution,
and so the numerical method (18)-(20) is uniquely solvable.
3 Convergence of the numerical method
We now analyze convergence of the numerical method (18)-(20). By sub-
tracting (18) from (15), we get the error equation:

1 +
1
12
2x

Ekj
=

1 +
1
12
2x

Ek 1j + 
(1)
j;k
kX
l=0

(1;l)
j;k 
2
xE
k l
j   (2)j;k
kX
l=0

(2;l)
j;k

1 +
1
12
2x

Ek lj
6
+

1 +
1
12
2x
 h
f(xj; tk 1; u(xj; tk 1))  fk 1j
i
+Rkj ; (22)
k = 1; 2; : : : ; K; j = 1; 2; : : : ; J   1;
where Ekj = u(xj; tk)   ukj . In that follows we will give a Fourier series anal-
ysis for this approach see for example, [1,2]. For k = 0; 1; : : : ; K; dene the
following grid functions, respectively
Ek(x) =
8><>:E
k
j ; when x 2

xj  1
2
; xj+ 1
2
i
; j = 1; 2; : : : ; J   1;
0; when x 2 [0; h
2
]
S
(X   h
2
; X];
and
Rk(x) =
8><>:R
k
j ; when x 2

xj  1
2
; xj+ 1
2
i
; j = 1; 2; : : : ; J   1;
0; when x 2 [0; h
2
]
S
(X   h
2
; X];
then, Ek(x) and Rk(x) can be developed as Fourier series, respectively
Ek(x) =
1X
l= 1
k(l)e
i2lx=X ; k = 0; 1; : : : ; K;
and
Rk(x) =
1X
l= 1
k(l)e
i2lx=X ; k = 0; 1; : : : ; K;
where
k(l) =
1
X
XZ
0
Ek(x)e i2lx=Xdx; k(l) =
1
X
XZ
0
Rk(x)e i2lx=Xdx:
Let
Ek =
h
Ek1 ; E
k
2 ; : : : ; E
k
J 1
iT
; Rk =
h
Rk1; R
k
2 ; : : : ; R
k
J 1
iT
;
and applying the Parseval equalities:
XZ
0
Ek(x)2 dx = 1X
l= 1
jk(l)j2; k = 0; 1; : : : ; K;
XZ
0
Rk(x)2 dx = 1X
l= 1
jk(l)j2; k = 0; 1; : : : ; K;
and
XZ
0
Ek(x)2 dx = J 1X
j=1
hjEkj j2; k = 0; 1; : : : ; K;
XZ
0
Rk(x)2 dx = J 1X
j=1
hjRkj j2; k = 0; 1; : : : ; K;
7
gives
kEkk2 
0@J 1X
j=1
hjEkj j2
1A 12 =
0@ 1X
l= 1
jk(l)j2
1A 12 ; k = 0; 1; : : : ; K; (23)
and
kRkk2 
0@J 1X
j=1
hjRkj j2
1A 12 =
0@ 1X
l= 1
jk(l)j2
1A 12 ; k = 0; 1; : : : ; K: (24)
Supposing Ekj and R
k
j have the following form:
Ekj = ke
ijh; Rkj = ke
ijh; (25)
where  = 2l=X: Substituting the above expressions into (22) gives
 
1  1
3
sin2
h
2
!
k
=
 
1  1
3
sin2
h
2
!
k 1   4(1)j;k sin2
h
2
kX
l=0

(1;l)
j;k k l   (2)j;k

 
1  1
3
sin2
h
2
!
kX
l=0

(2;l)
j;k k l + 

1 +
1
12
2x



f(xj; tk 1; u(xj; tk 1))  fk 1j

e ijh + k; (26)
k = 1; 2; : : : ; K:
Clearly, by 0 < 
(1)
min  1(x; t)  (1)max < 1 and 0 < (2)min  2(x; t) 
(2)max < 1, we have
0 < 
(1)
j;k < 1; 0 < 
(2)
j;k < 1; j = 1; 2; : : : ; J; k = 1; 2; : : : ; K:
Let
j;k = (xj; tk);

(l)
j;k = ( 1)l
 
1  j;k
l
!
= ( 1)l (1  j;k)( j;k) : : : (1  j;k   l + 1)
l!
:
We introduce the following the lemma [1]:
Lemma 2. If 0 < min  (x; t)  max < 1, for j = 1; 2; : : : ; J; k =
1; 2; : : : ; K; l = 0; 1; : : : ; the coecients 
(l)
j;k satisfy:
8
(1) 
(0)
j;k = 1; 
(1)
j;k = j;k   1 < 0; (l)j;k < 0; l = 2; 3; : : : ;
(2)
1P
l=0

(l)
j;k = 0;
(3) for n = 1; 2; : : : ;   nP
l=1

(l)
j;k < 1:
Lemma 3. If 0 < min  (x; t)  max < 1, for j = 1; 2; : : : ; J; k =
1; 2; : : : ; K; then
 j;k 1
kX
l=0

(l)
j;k =
eC +O();
where eC is a bounded constant.
Proof. Taking w(x; t) = 1 in (9) gives
h
0D
1 j;k
t (1)
i
t=tk
=  j;k 1
kX
l=0

(l)
j;k +O(): (27)
Let eC = h0D1 j;kt (1)i
t=tk
be a bounded constant. By (27) we have that
 j;k 1
kX
l=0

(l)
j;k =
eC +O():
This completes the proof of Lemma 3. 2
From Lemma 2, Eq. (26) can be written as
k=fDkjDkjk 1   (1)j;kDkj kX
l=2

(1;l)
j;k k l   (2)j;kDkj
kX
l=2

(2;l)
j;k k l (28)
+ 

1 +
1
12
2x

f(xj; tk 1; u(xj; tk 1))  fk 1j

e ijhDkj +D
k
j k;
k = 1; 2; : : : ; K;
where

(1)
j;k = 4
(1)
j;k sin
2 h
2
 0; (29)

(2)
j;k = 
(2)
j;k
 
1  1
3
sin2
h
2
!
 0; (30)
0 < Dkj =
1
1  1
3
sin2 h
2
+ 4
(1)
j;k sin
2 h
2
+ 
(2)
j;k

1  1
3
sin2 h
2
  3
2
; (31)
9
0 < fDkj = 1  13 sin2 h2 + 4(1)j;k(1  (1)j;k ) sin2 h2 + (2)j;k(1  (2)j;k )

 
1  1
3
sin2
h
2
!
 1
Dkj
: (32)
On the basis of (17) and Lemma 3, we have
Rkj =

1 +
1
12
2x
 "
O(h4) 
(1)
j;k
kX
l=0

(1;l)
j;k +O(
2)
#
=

1 +
1
12
2x
 "
O(h4) 
(1)
j;k
 1
kX
l=0

(1;l)
j;k +O(
2)
#
=

1 +
1
12
2x
 h
O(h4)
 eC +O()+O( 2)i
= O(h4)
 eC +O()+O( 2)
= O

 2 + h4

:
Thus there is a positive constant C1, such that
jRkj j  C1( 2 + h4); k = 1; 2; : : : ; K; j = 1; 2; : : : ; J:
Furthermore, the rst equality of (24) gives
kRkk2  C1
p
X( 2 + h4); k = 1; 2; : : : ; K: (33)
Based on the convergence of the series in RHS of (24), there is a positive
constant C2, such that
jkj  jk(l)j  C2Lj1(l)j  C2Lj1j; k = 1; 2; : : : ; K: (34)
Theorem 1. Assume that u(x; t) 2 U(
), the numerical method (18)-(20) is
convergent of the order O( + h4):
Proof. Applying induction, we at rst verify the following conclusion:
jkj  C2k

1 +
3
2
L
k
j1j; k = 1; 2; : : : ; K: (35)
where k (k = 1; 2; : : : ; K) satisfy Eq. (28).
Obviously, E0 = 0 and (23) give
0(l) = 0 = 0: (36)
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When k = 1, in view of (6), (25), (31), (34) and (36), from (28) this gives
j1j  
1 + 1122x
 
f(xj; t0; u(xj; t0))  f 0j
 e ijh+D1j j1j
 

1 +
1
12
2x

LjE0j j
e ijh+D1j j1j
= L

1 +
1
12
2x

j0j+D1j j1j
= D1j j1j 
3
2
j1j  3
2
C2Lj1j 

1 +
3
2
L

j1j:
Suppose
jnj  n

1 +
3
2
L
n
j1j; n = 1; 2; : : : ; k   1;
combining (6), (25), (29)-(32), (34) and Lemma 2, from (28) leads to
jkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+
1 + 1122x
 
f(xj; tk 1; u(xj; tk 1))  fk 1j
 je ijhjDkj +Dkj jkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+

1 +
1
12
2x

L
Ek 1j  je ijhjDkj +Dkj jkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+

1 +
1
12
2x

Ljk ljDkj +Dkj jkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+Ljk ljDkj +Dkj jkj

(fDkj (k   1)1 + 32L
k 1
+ 
(1)
j;k
kX
l=2
j(1;l)j;k j(k   l)

1 +
3
2
L
k l
+
(2)
j;k
kX
l=2
(2;l)j;k  (k   l)1 + 32L
k l
+ L(k   1)

1 +
3
2
L
k 1
+LgDkjC2j1j

("fDkj (k   1) + (1)j;k(k   1) kX
l=2
j(1;l)j;k j+ (2)j;k(k   1)
kX
l=2
(2;l)j;k + L(k   1)
#
11


1 +
3
2
L
k 1
+ L
)
DkjC2j1j
=
("fDkj (k   1) + (1)j;k(k   1)
 
kX
l=1
j(1;l)j;k j   j(1;1)j;k j
!
+ 
(2)
j;k(k   1)

 
kX
l=1
j(2;l)j;k j   j(2;1)j;k j
!
+ L(k   1)
# 
1 +
3
2
L
k 1
+ L
)
DkjC2j1j
=
("fDkj (k   1) + (1)j;k(k   1)
 
 
kX
l=1

(1;l)
j;k   (1  (1)j;k )
!
+ 
(2)
j;k(k   1)

 
 
kX
l=1

(2;l)
j;k   (1  (2)j;k )
!
+ L(k   1)
# 
1 +
3
2
L
k 1
+ L
)
DkjC2j1j

nhfDkj (k   1) + (1)j;k(k   1) 1  (1  (1)j;k ))+ (2)j;k(k   1) 1  (1  (2)j;k )
+L(k   1)]

1 +
3
2
L
k 1
+ L
)
DkjC2j1j

"
(k   1)

1 +
3
2
L
k 1
+Dkj L(k   1)

1 +
3
2
L
k 1
+Dkj L
#
C2j1j

"
(k   1)

1 +
3
2
L
k 1
+
3
2
L(k   1)

1 +
3
2
L
k 1
+
3
2
L
#
C2j1j
 C2k

1 +
3
2
L
k
j1j:
From this the conclusion (35) holds. Based on (23), (24), (33), (35) and k  T
we have
kEkk2  C2k

1 +
3
2
L
k
kR1k2  C1C2k

1 +
3
2
L
kp
X( + h4)
 C1C2Te 32TL
p
X( + h4) = C( + h4); (37)
where C = C1C2Te
3
2
TL
p
X: This completes the proof of Theorem 1. 2
4 Stability of the numerical method
In this section, we will analyze the stability of the numerical method
(18)-(20), thereby considering the following roundo error equation

1 +
1
12
2x

kj
=

1 +
1
12
2x

k 1j + 
(1)
j;k
kX
l=0

(1;l)
j;k 
2
x
k l
j   (2)j;k
kX
l=0

(2;l)
j;k

1 +
1
12
2x

k lj
12
+

1 +
1
12
2x
 
fk 1j   efk 1j  ; k = 1; 2; : : : ; K; j = 1; 2; : : : ; J   1;(38)
where kj = u
k
j   eukj , whereas eukj is the approximation for ukj ; and efk 1j =
f(xj; tk 1; euk 1j ) is the approximation for fk 1j = f(xj; tk 1; uk 1j ):
For k = 0; 1; : : : ; K; we dene the following grid function:
k(x) =
8><>: 
k
j ; when x 2

xj  1
2
; xj+ 1
2
i
; j = 1; 2; : : : ; J   1;
0; when x 2 [0; h
2
]
S
(X   h
2
; X];
then uk(x) can be developed as a Fourier series
k(x) =
1X
l= 1
k(l)e
i2lx=X ; k = 0; 1; : : : ; K;
where
k(l) =
1
X
XZ
0
k(x)e i2lx=Xdx:
Let
k =
h
k1; 
k
2; : : : ; 
k
J 1
iT
;
then using the Parseval equality
XZ
0
k(x)2 dx = 1X
l= 1
jk(l)j2; k = 0; 1; : : : ; K;
and
XZ
0
k(x)2 dx = J 1X
j=1
hjkj j2; k = 0; 1; : : : ; K;
we have
kkk2 
0@J 1X
j=1
hjkj j2
1A 12 =
0@ 1X
l= 1
jk(l)j2
1A 12 ; k = 0; 1; : : : ; K: (39)
Assume that kj has the following form
kj = ke
ijh; (40)
where  = 2l=X: Substituting (40) into (38) gives
 
1  1
3
sin2
h
2
!
k
13
= 
1  1
3
sin2
h
2
!
k 1   4(1)j;k sin2
h
2
kX
l=0

(1;l)
j;k k l   (2)j;k
 
1  1
3
sin2
h
2
!

kX
l=0

(2;l)
j;k k l + 

1 +
1
12
2x

fk 1j   efk 1j  e ijh; k = 1; 2; : : : ; K:
By Lemma 2, the above equation can be written as follows
k
= fDkjDkj k 1   (1)j;kDkj kX
l=2

(1;l)
j;k k l   (2)j;kDkj
kX
l=2

(2;l)
j;k k l + 

1 +
1
12
2x



f(xj; tk 1; u(xj; tk 1))  fk 1j

e ijhDkj ; k = 1; 2; : : : ; K; (41)
where 
(1)
j;k ; 
(2)
j;k ; D
k
j ;
fDkj as dened in Section 3.
Theorem 2 The numerical method (18)-(20) is unconditionally stable.
Proof. Firstly, using induction, we can demonstrate the following conclusion:
jkj 

1 +
3
2
L
k
j0j; k = 1; 2; : : : ; K; (42)
where k (k = 1; 2; : : : ; K) satisfy Eq. (37).
For k = 1; combining (6), (31), (32), (40) and Lemma 2, from (41) gives
j1j
 fD1jD1j j0j+  1 + 1122x

f 0j   ef 0j  je ijhjD1j
 fD1jD1j j0j+  1 + 1122x
 f 0j   ef 0j  je ijhjD1j
 fD1jD1j j0j+ L1 + 1122x
 0j  je ijhjD1j
= fD1jD1j j0j+ L1 + 1122x
 0je ijhD1j
= fD1jD1j j0j+ L1 + 1122x

j0jD1j
= fD1jD1j j0j+ L j0jD1j
 j0j+ 3
2
Lj0j =

1 +
3
2
L

j0j:
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Suppose that
jnj 

1 +
3
2
L
n
j0j; n = 1; 2; : : : ; k   1;
according (6), (29)-(32), (40) and Lemma 2, from (41) leads to
jkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+
1 + 1122x
 
f(xj; tk 1; u(xj; tk 1))  fk 1j
 e ijhDkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+

1 +
1
12
2x
 f(xj; tk 1; u(xj; tk 1))  fk 1j  e ijhDkj
 fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+

1 +
1
12
2x

L
k 1j  e ijhDkj
= fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+L

1 +
1
12
2x
 k 1j e ijhDkj
= fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+L

1 +
1
12
2x

jk 1jDkj
= fDkjDkj jk 1j+ (1)j;kDkj kX
l=2
(1;l)j;k  jk lj+ (2)j;kDkj kX
l=2
(2;l)j;k  jk lj
+L jk 1jDkj

(fDkj 1 + 32L
k 1
+ 
(1)
j;k
kX
l=2
(1;l)j;k  1 + 32L
k l
+ 
(2)
j;k
kX
l=2
(2;l)j;k 


1 +
3
2
L
k l
+ L

1 +
3
2
L
k 1)
Dkj j0j

(fDkj + (1)j;k kX
l=2
(1;l)j;k + (2)j;k kX
l=2
(2;l)j;k + L
)
1 +
3
2
L
k 1
Dkj j0j
=
(fDkj + (1)j;k
"
 
kX
l=1

(1;l)
j;k   (1  (1)j;k )
#
+ 
(2)
j;k
"
 
kX
l=1

(2;l)
j;k   (1  (2)j;k )
#
+ L
)
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

1 +
3
2
L
k 1
Dkj j0j

nfDkj + (1)j;k h1  (1  (1)j;k )i+ (2)j;k h1  (1  (2)j;k )i+ Lo1 + 32L
k 1
Dkj j0j

(
1 +
3
2
L
k 1
+ LDkj

1 +
3
2
L
k 1)
j0j

(
1 +
3
2
L
k 1
+
3
2
L

1 +
3
2
L
k 1)
j0j
=

1 +
3
2
L
k
j0j:
Then the conclusion (42) is true. In terms of (40), (42) and k  T , the
solution of the roundo error equation (38) satises
kkk2 

1 +
3
2
L
k
k0k2  e 32kLk0k2  e 32TLk0k2; k = 1; 2; : : : ; K:
So, Theorem 2 is proved. 2
5 Technique for improving temporal accuracy
The cause of the numerical method (18)-(20) only having rst order temporal
accuracy is in adopting the approximation formulas (10) and (11), in order to
improve temporal accuracy, we have to introduce a new technique.
Lemma 4 If p(t) has a third order continuous derivative, then

1  1
2
rt

p0(tk) =
rtp(tk)

+O( 2):
where rtp(tk) = p(tk)  p(tk 1) is the rst-order backward dierence.
Proof. See [1].
Taking x = xj; t = tk in (2) gives
@u(xj; tk)
@t
=
1
 (1(xj; tk))
264 @
@
Z
0
@2u(xj; )
@x2
d
(   )1 1(xj ;tk)
375
=tk
  1
 (2(xj; tk))
264 @
@
Z
0
u(xj; )
d
(   )1 2(xj ;tk)
375
=tk
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+f(xj; tk; u(xj; tk)):
Let
Ij;k() =
1
(tk   )1 1(xj ;tk)
@2u(xj; )
@x2
; Jj;k() =
u(xj; )
(tk   )1 2(xj ;tk) :
u(x; t) 2 U(
) and Lemma 4 gives
rtu(xj; tk)

+O( 2)
=
rt

1
 (1(xj; tk))
tkZ
0
Ij;k()d   rt


 (2(xj; tk))
tkZ
0
Jj;k()d
+

1  1
2
rt

f(xj; tk; u(xj; tk)) +O(
2);
that is
rtu(xj; tk)
= rt 1
 (1(xj; tk))
tkZ
0
Ij;k()d  rt 
 (2(xj; tk))
tkZ
0
Jj;k()d
+

1  1
2
rt

f(xj; tk; u(xj; tk)) +O(
3);
or
u(xj; tk)  u(xj; tk 1)
=
1
 (1(xj; tk))
tkZ
0
Ij;k()d   1
 (1(xj; tk 1))
tk 1Z
0
Ij;k 1()d
2
 (2(xj; tk))
tkZ
0
Jj;k()d +

 (2(xj; tk 1))
tk 1Z
0
Jj;k 1()
+

1  1
2
rt

f(xj; tk; u(xj; tk)) +O(
3)
=
1
 (1(xj; tk))
kX
l=1
tlZ
tl 1
Ij;k()d   1
 (1(xj; tk 1))
k 1X
l=1
tlZ
tl 1
Ij;k 1()d
+
2
 (2(xj; tk))
kX
l=1
tlZ
tl 1
Jj;k()d   
 (2(xj; tk 1))
k 1X
l=1
tlZ
tl 1
Jj;k 1()d
+

1  1
2
rt

f(xj; tk; u(xj; tk)) +O(
3): (43)
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Applying the theory of linear interpolation and u(x; t) 2 U(
), we have
@2u(xj; )
@x2
=
tl   

@2u(xj; tl 1)
@x2
+
   tl 1

@2u(xj; tl)
@x2
+O( 2); tl 1    tl;
u(xj; )
=
tl   

u(xj; tl 1) +
   tl 1

u(xj; tl) +O(
2); tl 1    tl;
with Lij;k() =
1
(tk )1 i(xj;tk)
; (i = 1; 2), then
u(xj; tk)  u(xj; tk 1)
=
1
 (1(xj; tk))
kX
l=1
tlZ
tl 1
L1j;k()
 
tl   

@2u(xj; tl 1)
@x2
+
   tl 1

@2u(xj; tl)
@x2
+O( 2)

d   1
 (1(xj; tk 1))
k 1X
l=1
tlZ
tl 1
L1j;k 1()
 
tl   

@2u(xj; tl 1)
@x2
+
   tl 1

@2u(xj; tl)
@x2
+O( 2)
!
d   
 (2(xj; tk))

kX
l=1
tlZ
tl 1
L2j;k()

tl   

u(xj; tl 1) +
   tl 1

u(xj; tl) +O(
2)

d
+

 (2(xj; tk 1))
k 1X
l=1
tlZ
tl 1
L2j;k 1()

tl   

u(xj; tl 1) +
tl   

u(xj; tl) +O(
2)

d
+

1  1
2
rt

f(xj; tk; u(xj; tk)) +O(
3):
Using (13), we have

1 +
1
12
2x

u(xj; tk) 

1 +
1
12
2x

u(xj; tk 1)
=
1
 (1(xj; tk))
kX
l=1
tlZ
tl 1
L1j;k()
"
tl   

 
2xu(xj; tl 1)
h2
+O(h4)
!
+
   tl 1


 
2xu(xj; tl)
h2
+O(h4)
!
+O( 2)
#
d   1
 (1(xj; tk 1))

k 1X
l=1
tlZ
tl 1
L1j;k 1()

"
tl   

 
2xu(xj; tl 1)
h2
+O(h4)
!
+
   tl 1

 
2xu(xj; tl)
h2
+O(h4)
!
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+O( 2)
i
d   
 (2(xj; tk))
kX
l=1
tlZ
tl 1
L2j;k()

tl   


1 +
1
12
2x

u(xj; tl 1)
+
   tl 1


1 +
1
12
2x

u(xj; tl) +O(
2)

d
+

 (2(xj; tk 1))
k 1X
l=1
tlZ
tl 1
L2j;k 1()

tl   


1 +
1
12
2x

u(xj; tl 1)
+
tl   


1 +
1
12
2x

u(xj; tl) +O(
2)

d
+

1 +
1
12
2x

1  1
2
rt

f(xj; tk; u(xj; tk)) +O(
3)
=
 
(1)
j;k
h2 
(1)
j;k
kX
l=1
h
a
(1;l)
j;k 
2
xu(xj; tl 1) + b
(1;l)
j;k 
2
xu(xj; tl)
i
  

(1)
j;k 1
h2 
(1)
j;k 1
k 1X
l=1
h
a
(1;l)
j;k 1
2
xu(xj; tl 1)) + b
(1;l)
j;k 1
2
xu(xj; tl)
i
 

(2)
j;k
 
(2)
j;k
kX
l=1

a
(2;l)
j;k

1 +
1
12
2x

u(xj; tl 1) + b
(2;l)
j;k

1 +
1
12
2x

u(xj; tl)

+
 
(2)
j;k 1
 
(2)
j;k 1
k 1X
l=1

a
(2;l)
j;k 1

1 +
1
12
2x

u(xj; tl 1)) + b
(2;l)
j;k 1

1 +
1
12
2x

u(xj; tl)] + 

1 +
1
12
2x

1  1
2
rt

f(xj; tk; u(xj; tk)) + <kj ; (44)
where for i = 1; 2;

(i)
j;k  i(xj; tk);  (i)j;k   (i(xj; tk) + 1);
a
(i;l)
j;k = (k   l + 1)
(i)
j;k +
1

(i)
j;k + 1

(k   l)(i)j;k+1   (k   l + 1)(i)j;k+1

;
b
(i;l)
j;k =  (k   l)
(i)
j;k   1

(i)
j;k + 1

(k   l)(i)j;k+1   (k   l + 1)(i)j;k+1

;
and
<kj =

1 +
1
12
2x
8><>:
264 1
 (1(xj; tk))
kX
l=1
tlZ
tl 1
L1j;k()d
  1
 (1(xj; tk 1))
k 1X
l=1
tlZ
tl 1
L1j;k 1d  
1
 (2(xj; tk))
kX
l=1
tlZ
tl 1
L2j;k()d
19
+
1
 (2(xj; tk 1))
k 1X
l=1
tlZ
tl 1
L2j;k 1d
375 O( 2) +O(h4) +O( 3)o
=

1 +
1
12
2x
("
1
 (1(xj; tk))
(k)1(xj ;tk)
1(xj; tk)
  1
 (1(xj; tk 1))
[(k   1) ]1(xj ;tk 1)
1(xj; tk 1)
  1
 (2(xj; tk))
(k)2(xj ;tk)
2(xj; tk)
+
1
 (2(xj; tk 1))
[(k   1) ]2(xj ;tk 1)
2(xj; tk 1)
# 
O( 2) +O(h4)

+O( 3)
)
;
notice that k  T; then
<kj =

1 +
1
12
2x

O( 2) +O(h4)

= O

 2 + h4

: (45)
According to the above analysis, we now present the following improved
numerical method for a variable-order nonlinear cable equation (2) which sat-
ises the initial and boundary conditions (3)-(4):

1 +
1
12
2x

ukj
=

1 +
1
12
2x

uk 1j +
 
(1)
j;k
h2 
(1)
j;k
kX
l=1
h
a
(1;l)
j;k 
2
xu
l 1
j + b
(1;l)
j;k 
2
xu
l
j
i
  

(1)
j;k 1
h2 
(1)
j;k 1
k 1X
l=1
h
a
(1;l)
j;k 1
2
xu
l 1
j + b
(1;l)
j;k 1
2
xu
l
j
i
  

(2)
j;k
 
(2)
j;k
kX
l=1

a
(2;l)
j;k

1 +
1
12
2x

ul 1j
+b
(2;l)
j;k

1 +
1
12
2x

ulj

+
 
(2)
j;k 1
 
(2)
j;k 1
k 1X
l=1

a
(2;l)
j;k 1

1 +
1
12
2x

ul 1j
+b
(2;l)
j;k 1

1 +
1
12
2x

ulj

+ 

1 +
1
12
2x

1  1
2
rt

fkj ; (46)
k = 1; 2; : : : ; K; j = 1; 2; : : : ; J   1;
u0j = (xj); j = 0; 1; : : : ; J; (47)
uk0 = '(tk); u
k
J =  (tk); k = 1; 2; : : : ; K; (48)
where fkj  f(xj; tk; ukj ):
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6 Numerical example
In this section, in order to demonstrate the theoretical analysis results, we
adopt the numerical method (18)-(20) and the improved numerical method
(46)-(48) to solve the following variable-order nonlinear cable equation:
@u(x; t)
@t
= 0D
1 1(x;t)
t
@2u(x; t)
@x2
 0 D1 2(x;t)t u(x; t) + f(x; t; u(x; t)); (49)
0 < t  1; 0 < x < 1;
with the initial and boundary conditions:
u(x; 0) = 0; 0  x  1: (50)
u(0; t) = t2; u(1; t) = et2; 0  t  1; (51)
where
f(x; t; u(x; t)) = 2ex
 
t+
ext4
2
  t
1+1(x;t)
 (2 + 1(x; t))
+
t1+2(x;t)
 (2 + 2(x; t))
!
  u2(x; t):
The exact solution of the problem (49)-(51) is
u(x; t) = ext2:
Let
Emax = max
0kK
n
kEkk2
o
:
Tables 1 and 2 show the maximum error of the numerical solutions for the
problem (49)-(51) using either the numerical method (18)-(20) for various
 = h4, 1(x; t) and 2(x; t) or the improved numerical method (46)-(48) for
various  2 = h4, 1(x; t) and 2(x; t).
From Table 1, it can be seen that
Emax  C( + h4); (52)
whereE(1)max  2C(1)1 = 2C(1)h41, E(2)max  2C(2)2 = 2C(2)h42,E(3)max  2C(3)3 =
2C(3)h43, C = max
n
C(1); C(2); C(3)
o
, while from Table 2,
Emax  C( 2 + h4); (53)
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Table 1
Emax and C in the numerical method (18)-(20)
1(x; t) 2(x; t)
Emax
C
 = h4 = 116  = h
4 = 181  = h
4 = 1256
ext 4 9+sin(xt)10 1:7022 10 2 6:5886 10 3 3:5228 10 3 1:8037
5xt 3 11 cos
2(xt)
11 1:6853 10 2 6:4782 10 3 3:4536 10 3 1:7682
5+(xt)3
50
9 sin4(xt)
9 1:8700 10 2 7:5304 10 3 4:0996 10 3 2:0990
8+x2 t4
100
12 (xt)2
12 1:8102 10 2 7:2293 10 3 3:9229 10 3 2:0085
9 x2+t3
120
15+sin5(xt)
16 1:8663 10 2 7:4169 10 3 4:0086 10 3 2:0524
9 sin(xt)
100
10+cos2(xt)
11 1:8386 10 2 7:3387 10 3 3:9772 10 3 2:0363
10+cos2(xt)
110
12 sin3(xt)
12 1:8647 10 2 7:4873 10 3 4:0683 10 3 2:0830
10+(xt)4 (xt)5
130
16+(xt)5
17 1:8599 10 2 7:4178 10 3 4:0183 10 3 2:0574
9 (xt)2+sin3(xt)
60
15 (xt)4
15 2:0100 10 2 8:2677 10 3 4:5369 10 3 2:3229
10+(xt)3 cos4(xt)
80
15+sin(xt)5
16 1:9910 10 2 8:1267 10 3 4:4499 10 3 2:2783
where E(1)max  2C(1) 21 = 2C(1)h41, E(2)max  2C(2) 22 = 2C(2)h42, E(3)max 
2C
(3)
 23 = 2C
(3)
h43, C = max

C
(1)
; C
(2)
; C
(3)

. Thus the convergence is im-
proved from O( + h4) to O( 2 + h4).
Fig. 1 displays the absolute error E(x; t) of the numerical solution of
the problem (49)-(51) using the numerical method (18)-(20) for 1(x; t) =
9 (xt)2+sin3(xt)
60
; 2(x; t) =
15 (xt)4
15
and  = h4 = 1
256
. Fig. 2 displays the absolute
error E(x; t) of the numerical solution of the problem (49)-(51) using the
improved numerical method (46)-(48) for 1(x; t) =
9 (xt)2+sin3(xt)
60
; 2(x; t) =
15 (xt)4
15
and  2 = h4 = 1
256
, where
E(x; t) = u(x; t)  u;h(x; t);
whereas u;h(x; t) is the numerical approximation for u(x; t):
It can also be seen that the numerical solutions coincide closely with the
exact solution.
7 Conclusion
In this paper, a variable-order nonlinear cable equation has been considered.
The numerical method with rst order temporal accuracy and fourth order
spatial accuracy has been proposed to solve the equation. The convergence,
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Table 2
Emax and eC in the improved numerical method (46)-(48)
1(x; t) 2(x; t)
Emax
C
2 = h4 = 116 
2 = h4 = 181 
2 = h4 = 1256
ext 4 9+sin(xt)10 3:0045 10 3 6:9288 10 4 3:3697 10 4 0:1725
5xt 3 11 cos
2(xt)
11 3:0584 10 3 7:8681 10 4 4:4339 10 4 0:2270
5+(xt)3
50
9 sin4(xt)
9 4:5265 10 3 1:8416 10 3 1:3857 10 3 0:7095
8+x2 t4
100
12 (xt)2
12 3:2057 10 3 6:8468 10 4 2:9982 10 4 0:1535
9 x2+t3
120
15+sin5(xt)
16 4:0985 10 3 1:3303 10 3 8:9374 10 4 0:4576
9 sin(xt)
100
10+cos2(xt)
11 3:9301 10 3 1:2614 10 3 8:2145 10 4 0:4206
10+cos2(xt)
110
12 sin3(xt)
12 3:8577 10 3 1:1236 10 3 6:6427 10 4 0:3401
10+(xt)4 (xt)5
130
16+(xt)5
17 3:3468 10 3 5:9203 10 4 1:5441 10 4 0:0791
9 (xt)2+sin3(xt)
60
15 (xt)4
15 3:7406 10 3 6:8909 10 4 1:7584 10 4 0:0900
10+(xt)3 cos4(xt)
80
15+sin(xt)5
16 4:4274 10 3 1:3468 10 3 8:1599 10 4 0:4178
0
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Fig. 1. The absolute error of the numerical solution of the problem (49)-(51) using
the numerical method (18)-(20) for 1(x; t) =
9 (xt)2+sin3(xt)
60 ; 2(x; t) =
15 (xt)4
15 and
 = h4 = 1256 .
stability of the numerical method have been analyzed by Fourier analysis.
We have also propose an improved numerical method with second order tem-
poral accuracy and fourth order spatial accuracy. Finally, the results of the
numerical example support the theoretical analysis. The skill of the numerical
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Fig. 2. The absolute error of the numerical solution of the prob-
lem (49)-(51) using the improved numerical method (46)-(48) for
1(x; t) =
9 (xt)2+sin3(xt)
60 ; 2(x; t) =
15 (xt)4
15 and 
2 = h4 = 1256 .
analysis in this paper can also be extended to other variable-order partial dif-
ferential equations with the variable-order Riemann-Liouville fractional partial
derivative.
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