This paper computes parametric estimates of a time-varying risk premium model and compares the one-step-ahead forecasts implied by that model with those given by a nonparametric kernel estimator of the conditional mean function. The conditioning information used for the nonparametric analysis is that implied by the theoretical model of time-varying risk. Thus, the kernel estimator is used, in conjunction with a nonparametric diagnostic test for in-sample residual nonlinear structure, to assess the adequacy of the parametric model in capturing any structure in the excess returns.
Introduction
The issue of forecastability of out-of-sample values of the conditional mean of asset returns occupies a large literature.
Linear unpredictability has long been maintained as an implication of efficient markets, although predictability of returns could also be consistent with the efficient markets hypothesis if it reflects time-varying risk. In practice, the difficulty in finding a model of first moments which out-forecasts a random walk [Meese and Rogoff (1983) provide evidence of this type for the exchange rate case] has frequently led to a martingale process being maintained as the preferred model of asset price dynamics.
Volatility clustering has also been recognized in the literature, at least since Mandelbrot (1963) . The ARCH model of Engle (1982) presented a parsimonious structure with which to model this time-varying volatility and has led to substantial evidence of conditional heteroskedasticity associated with various financial asset returns [for references see the survey by Bollerslev, Chou, and Kroner (1992) ]. In addition, some part of this timevarying volatility is generally predictable [for example, Engle, Hong, and Kane (19901, Pagan and Schwert (199011. The above discussion suggests that while the second moment is predictable, at least in part, the first moment may not be. In fact, Diebold and Nason (1990) present evidence that temporal dependence in nominal exchange rates is due to persistence in the conditional variance which is not exploitable for point prediction of the first moment. However, in the case of equity returns, there is some evidence [for example, Fama (1990) and references therein] that there may be a component of returns which is predictable.
While temporal dependence in higher-order moments could be structural,' it is well-known that it could also be the result of misspecification of the conditional mean. Indeed both sources could be present. Suppose there is temporal dependence in the second moments and also a time-varying risk premium such that the conditional mean is a nonlinear function of conditional second moments.
In this case, modelling the conditional mean as a linear function of the information set will ignore predictable nonlinear components.
Of course, the class of potential nonlinear alternatives is large. Therefore, this paper computes parametric estimates of a time-varying risk premium model and assesses its adequacy in capturing the structure of asset returns, both within-sample and for out-of-sample forecasts. In particular, two types of nonparametric diagnostic testing are pursued. The first involves withinsample testing for the presence of residual nonlinear structure, and the second compares the one-step-ahead forecasts implied by the parametric model with those given by a nonparametric kernel estimator [Robinson (198311 of the conditional mean function. The within-sample evaluation includes a nonparametric test developed by Brock, Dechert, and Scheinkman (1987) , hereafter referred to as the BDS 'For example, Gallant, Hsieh, and Tauchen (1989) Bollerslev, Engle, and Wooldridge (19881, Harvey (19911, Mark (1988) , and McCurdy and Morgan (1991all is used to price time-varying systematic risk for an equity portfolio with respect to an international benchmark portfolio. Section 2 reviews the asset pricing paradigm used to evaluate equilibrium returns. (19891 proceed by constructing a portfolio which has returns which are maximally correlated with the growth rate of consumption.
McCurdy and Morgan (1991b) use benchmark portfolios for both consumption (a maximum correlation portfolio) and wealth (a world equity portfolio) in an empirical implementation motivated by nonexpected utility explanations of asset prices. In this paper, we use the return on the MSCI world equity index as the benchmark portfolio return, replacing R, in (2) by R,. Choosing an equitybased index, as in Mark (1988) (2) is adequate to price all the relevant risk will be addressed further during our evaluation of the empirical model.
3. In-sample estimation 3.1. Methods
I. 1. Parametric test equation system for maximum likelihood estimation
The conditional asset pricing relation (2) specifies that the excess returns on the Japanese equity portfolio, RE, = (Rj, f -R,_ , >, are expected to be proportional to the excess returns on the benchmark portfolio. The latter are represented in our mode1 by excess returns on the world equity portfolio, R*,,, = R,,, -R,_l. The time-varying proportionality factor is the conditional beta which is a function of the conditional second moments of the joint returns process. This specification suggests a bivariate mode1 which jointly estimates the first and second conditional moments of those returns. In this section, we briefly outline the test equation system used for our quasi-maximum likelihood estimation (QMLE) of (2).
Maintaining rational expectations, we replace expected values in (2) by realized values minus forecast errors. The rational expectations assumption implies that forecast errors have conditional means of zero. Using the notation h, f for the conditional variance of RTt, h, , for the conditional variance of 'R;k, ,, hj,, f for the conditional covariance between RTt and R*, t, p for a parameter that can be set at zero in order to exclude the risk premium term from the model, xi, f_, and x,,, _ , for vectors of explanatory variables known at time t -1, the system of test equations is, analogous to that in McCurdy and Morgan (1991a) , 
in which C, A, and B are symmetric parameter matrices. The bivariate specification of the conditional means, given by (3) and (4), includes the vectors of potential explanatory variables x~.~_, and x, I _ ,. Except for the intercepts, which are included in the estimated model, those variables are primarily used for the omitted variable tests discussed below. For example, in the case of (3), xj is used to test for the potential importance of variables which might have explanatory power under alternative specifications of the time-varying risk premium model. Therefore, the estimated mode1 for RT includes an intercept and the conditional risk premium. For the case of the world index excess return in (4), in addition to an intercept, x, includes a domestic dividend yield variable4 in excess of the U.S. riskfree rate, DYdTr_,, which has been shown to have predictive value 4Computed, as in Fama (19YO) , by summing monthly dividends associated with the valueweighted NYSE portfolio for the twelve months preceding t -1 and dividing by the value of the portfolio at t - (19821, Bollerslev (1986) ]. This structure ensures that the conditional variance-covariance matrix is positive definite and is also relatively parsimonious with respect to the number of parameters. When conducting omitted variable tests, the structure in (5) which we write as z = ( y,, x,1, where X, = ( y,_ ,, . . . , y,_,,). The kernel estimator of the joint density is where the kernel function K satisfies certain conditions, including /K(z*)dz* = 1, jlK(z*>l dz* <co, and llz*IIP+'IK(~*)l +O as llz*(I +oo for z* = (z -zl>/h and IIz*II as the usual Euclidean norm of z*. Since it is possible to choose the function K so that it is continuous, the resulting kernel estimator of the density function will also be continuous.
In the present paper, the kernel is chosen to be the standard multivariate normal density function.
An important consideration in the literature is the choice of the bandwidth parameter h. Too large a value of h induces bias and too small a value induces imprecise estimates. Robinson (1983) and Ullah (19881, among others, summarize the conditions that the kernel function and the bandwidth parameter h will have to satisfy to obtain the asymptotic properties of the regression function estimator.
One of the ways to ensure bias reduction for particular choices of h are the so-called 'higher-order' kernels, proposed by Bartlett (1963) and introduced in the econometric literature by Robinson (1988) in a semiparametric context. The higher-order kernels are of the form K(z) = ~~/=?"-2)~j~2K(~), where K(z) is the Gaussian kernel. The constants cj satisfy a system of linear equations.
However, in a pure nonparametric context the higher-order kernels require a very large data set for a noticeable bias improvement and at the same time they can introduce a lot of additional variance in the estimates. Robinson (1988) discusses alternative bias reduction methods that have been proposed in the statistics literature.
In this paper, using a priori information from the economic model, we include the squares and cross-products of the regressors in an attempt to linearize the regression function. The reason behind the inclusion of these terms is that if the true regression function is linear and the regressors are uniformly distributed, the kernel estimates will be nearly unbiased. The estimator of the regression function can be derived to be &YlX) = k y,rt,
t=1 where with K2(x*) = jK(y*, x*)dy, x* = (x -x,)/h, and y" = (y -y,)/h. The above expression can be evaluated at any value of x to yield the nonparametric estimator of the regression function.
Clearly, out-of-sample forecasts conditional on a set of known x values can be calculated [see, for example, Moschini, Prescott, and Stengos (198811. For the conditional variance of y given x the kernel estimator is derived to be
where j%ylx) and T,(X) are defined in (7).
The response or regression coefficient of y with respect to changes in a regressor, sayA.xj, is defined to be /3(x) = aE:(ylx>/axj.
The kernel estimator of /3(x), say p(x), is defined as B(x) = f: Yt(rlr -r*r), In this paper the fixed response or fixed regression coefficient estimates were obtained by estimating &XI, where X is the sample mean. However, the speed for adjustment of &X> is (&z"+~)"~, which is slower than the usual n'/' rate of adjustment that one obtains with parametric estimation, since h + 0 as II + W. This slower rate of convergence implies that the standard errors of the nonparametric estimates typically turn out to be larger than their corresponding parametric counterparts and test statistics based on them are less efficient. One could obtain n'12 consistency (that is, the parametric rate of convergence! by averaging over all 6(x>. However, Ullah (1988) argues that, although p(X) may be less efficient than the average derivative estimate, it may be more robust.
In applications, the investigator must choose the window width h as well as the kernel function. The choice of the window width is important since bias is an increasing function of h while variance is a decreasing function of h. Ullah (1988) suggests setting the window width hi in the following way:
where si denotes the standard deviation of xi.
Testing for nonlinearities
The BDS statistic is designed to test the null hypothesis that a time series is i.i.d. against a variety of alternative nonlinear hypotheses. Below we will discuss briefly its structure and the intuition behind it.
Let (y,: t= 1,2,..., T} be a sequence of observations that are i.i.d. From this series, construct the m-dimensional vector, or 'm-history' Using these m-histories we can compute the following quantity, known as the correlation integral: There are no results, however, suggesting an optimal choice of E. Additionally m is a choice parameter as well. For a given value m, E should not be too small, otherwise the sample correlation integral will capture too few points. Similarly, E should not be chosen to be too large. Since there is no unique choice for these two parameters, users report a number of statistics. Although these statistics are not independent, a battery of significant BDS statistics does provide strong evidence against the null hypothesis.
\IT(C,(G) -C,(EJ)~) -+N(O,K&)).
Monte Carlo simulations by Brock, Dechert, and Scheinkman (1987) provide evidence that the BDS statistic has good power against a variety of nonlinear alternatives.
More recently, extensive simulations by Brock, Hsieh, and LeBaron (1991) indicate that the BDS statistic has good size and power characteristics even in moderately sized samples. Moreover, the statistic has good power against a wide variety of nonlinear alternatives, including tent map chaotic processes and stochastic processes such as autoregressive, threshold autoregressive, nonlinear moving average, and ARCH. There is a note of caution when one applies the BDS in practice. In empirical work, the BDS is usually applied to residuals from some preliminary estimation of the regression function. The 'nuisance parameter' problem affects the behaviour of the BDS statistic in finite samples and leads in general to an actual size of the test that is greater than the nominal one. The problem persists in larger samples when the residuals come from an ARCH/GARCH model. The BDS in this case lacks power to reject the false model.
In-sample results

Parametric model estimates and evaluation
The first 16.5 years of the sample (2nd month of 1970 to the 6th month of 1986) are used for in-sample estimation.
The remaining 2.5 years of data are used to evaluate out-of-sample forecasts.
The in-sample quasi-maximum likelihood results are summarized in tables 1 to 3. Table 1 presents the coefficient and robust standard error estimates for the test equation system (3) to (5). Table 2 summarizes the in-sample fit and tests associated with the The conditional risk premium model maintained in (2) implied that ya. = 0 and 1 = 1 in (3). The first panel of estimates in table 1 indicate that neither of these restrictions can be rejected on the basis of robust t-tests. The second panel of results, for the excess return on the world portfolio, Rz, shows that the estimated coefficients for the intercept Y,~ and for the variable DYd*, the domestic dividend yield in excess of the riskfree rate, are both significantly positive. The MA(l) term is positive in sign but is insignificantly different from zero.
The final panel of table 1 reports the estimates for the conditional variance-covariance structure. Although the cross-equation restrictions asso- Table 2 Evidence concerning fit and risk premia for the model in ciated with the quadratic structure make it difficult to associate persistence with a particular parameter, there is clearly significant conditional heteroskedasticity for both returns. In addition, the conditional covariance between the two returns is statistically significant.
For the in-sample estimates reported in table 1, a likelihood ratio test does not reject a restriction that the off-diagonal elements of A and B, ajw and bj, respectively, are zero. However, the model with those two parameters included did somewhat better out-of-sample, perhaps due to the outliers associated with the market crash in October 1987. For this reason, we did not restrict the coefficient matrices A and B to be diagonal. Table 2 summarizes evidence concerning the statistical importance of the estimated risk premium in explaining the Japanese equity excess return as well as some summary statistics relating to the in-sample fit of the model reported in table 1. The likelihood ratio test associated with restricting the conditional beta risk premium to be zero (p = 0 versus I_L unrestricted) has a very low p-value indicating that we can convincingly reject the zero risk premium hypothesis. This result, together with the estimates for yq and p in table 1, lend support to the conditional beta formulation of the time-varying risk premia for this sample. Note that the sample average of the ex ante risk premia is about one half as large as the average ex post excess return over the sample. ' However, the standard deviation of RF is over three times larger than the sample standard deviation of the risk premia. Fig. 1 plots the estimated conditional beta for the in-sample period. The beta is clearly time-varying.
The estimated price of covariance risk, E,_ ,( R*,,,)/h,,,, is also time-varying.
Therefore, it appears to be important to allow each of the components of the conditional risk premia to vary.
'If the estimated intercept, i,,J, is added to the average conditional risk premium, this sample mean of the predicted RT is similar in size to that of the ex post RT. 
Nonparametric estimates
In this section we evaluate the nonparametric regression and present the in-sample estimates. The dependent variable is RT. The independent variables that enter the kernel regression include the lagged excess return variables and their squares and cross-products.
In other words, the information sets for the parametric and nonparametric specifications are comparable since they contain similar information. partial derivative estimates, hence using information from the whole sample. Ullah (1988) argues that such mean estimates, although more efficient, are nevertheless less robust than the estimates of these derivatives at the sample means of the regressors.
The nonparametric estimates are indeed quite inefficient.
Only the lagged dependent variable appears to the significant at the 10% level. The choice of h was proportional to n-l/". Different choices specified. An additional point that needs some emphasis is that the total fit of the kernel regression is quite good, with a considerable reduction of the sum of squared residuals when compared with the parametric regression.
However, the in-sample superiority of the nonparametric fit should be viewed with caution, since it does not lead to superior forecasts as will be seen in the next section. Hence, part of the in-sample performance of the kernel regression should be attributed to 'overfitting', a problem that is encountered often in nonparametric regression.
4. Out-of-sample forecasts
Eualuation of parametric r:ersus nonparametric forecasts
To examine the predictive ability of the parametric and nonparametric specifications we generated a sample of 30 out-of-sample, one-step-ahead forecasts. Both the parametric and nonparametric formulations were fitted to a subset of the data (the last 30 observations were deleted) and a single one-period-ahead forecast was computed and stored. The estimation sample was then increased by one observations and the models were re-estimated and used to compute a forecast for a single period. In this way we generated the sequence of 30 out-of-sample, one-step-ahead forecasts. 
