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1. Introduction
In this paper we describe some results on estimates of low H˙ s-norm of solutions u for models such that∥∥u(t)∥∥H˙k  ∥∥u(0)∥∥H˙k + c∥∥u(0)∥∥nL2 , ∥∥u(t)∥∥L2  ∥∥u(0)∥∥L2 , ∀t ∈ R, (1.1)
with scaling
u˜(x, t) = λβ1u(λβ2x, ϑt), (1.2)
where k > 0, n > 1, β2 > 0, ϑ ∈ R, ϑ = 0 and
β1 =
(
1
2
+ k
n − 1
)
β2. (1.3)
The scaling solution satisﬁes ‖u˜(t/ϑ)‖H˙θ = λr(θ)‖u(t)‖H˙θ , where r(θ) = β1 +β2θ −β2/2 and if u = u˜ in (1.1) then ‖u(t)‖H˙k 
‖u0‖H˙k + cλnr(0)−r(k)‖u(0)‖nL2 , therefore we need that nr(0) − r(k) = 0, and this equality gives the condition (1.3).
An example of this type of model is the complex modiﬁed Korteweg–de Vries type equation (complex mKdV){
∂tu + b∂3x u + d|u|2∂xu + eu2∂xu¯ = 0,
u(x,0) = u0, (1.4)
where u is a complex valued function and b, d and e are real parameters with b · e = 0.
This model was proposed by Hasegawa and Kodama in [2,3] to describe the nonlinear propagation of pulses in optical
ﬁbers.
The ﬂow associated to the IVP (1.4) leaves the following quantity
I1(u) =
∫
R
∣∣u(x, t)∣∣2 dx, (1.5)
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X. Carvajal / J. Math. Anal. Appl. 351 (2009) 440–455 441conserved in time. Also, when b · e = 0 we have the following time invariant quantity∫
R
∣∣∂xu(x, t)∣∣2 dx+ k0 ∫
R
∣∣u(x, t)∣∣4 dx = ∫
R
∣∣∂xu(x,0)∣∣2 dx+ k0 ∫
R
∣∣u(x,0)∣∣4 dx, (1.6)
where k0 = −(e + d)/(6b). The complex mKdV equation satisﬁes the conditions (1.1)–(1.3) with β1 = β2 = 1, k = 1, n = 3
(see Proposition 3.2).
Other example that also we consider is the Benjamin–Ono (BO) equation{
∂tu + Huxx = k0uux, x, t ∈ R,
u(x,0) = u0(x), (1.7)
where H denotes the Hilbert transform on R deﬁned by (̂H f )(ξ) = −i sgn(ξ) f̂ (ξ). The BO equation (T.B. Benjamin [1],
and H. Ono [4]) arises in the study of unidirectional propagation of nonlinear dispersive waves. We have the following
conservations laws for solutions of the BO equation (1.7)∫
R
∣∣u(x, t)∣∣2 dx = ∫
R
∣∣u(x,0)∣∣2 dx, (1.8)
and ∫
R
∣∣D1/2x u(x, t)∣∣2 dx+ k03
∫
R
u(x, t)3 dx =
∫
R
∣∣D1/2x u(x,0)∣∣2 dx+ k03
∫
R
u(x,0)3 dx. (1.9)
The BO equation satisﬁes the conditions (1.1)–(1.3) with β1 = β2 = 1, k = 1/2, n = 2 (see Proposition 3.5).
We obtain a new estimate for the H˙ s(R) norm, 0  s  1, of the solutions of (1.4). We also obtain a new estimate for
the H˙ s(R) norm, 0 s 1/2, of the solutions of (1.7).
The main results in this work are the following:
Theorem 1.1. Let u(t) ∈ Hk+1(R) be solution of some differential equation satisfying the condition (1.1) and with scaling func-
tions (1.1)–(1.3), then for all θ ∈ [0,k] is∥∥u(t)∥∥H˙θ  n∥∥u(0)∥∥H˙θ + cψθ/2+k/(2n−2)∥∥u(0)∥∥σL2 , (1.10)
where
σ = 1+ n − 1
k
θ, and ψ = 1+ e
Gu(0)(k)
‖u(0)‖2(n−1)/k
L2
,
and Gu(0)(k) as deﬁned in (1.20).
Now we consider the following IVP for all k0 ∈ R, k0 = 0{
∂tu + Lu + k0R(u) = 0,
u(x,0) = u0, (1.11)
where Lu is the linear part and R(u) is the nonlinear part of (1.11) and we suppose that u(t) satisﬁes∥∥u(t)∥∥H˙k  ‖u0‖H˙k + c|k0|Ψ ‖u0‖nL2 , ∥∥u(t)∥∥L2  ‖u0‖L2 , (1.12)
where Ψ > 0. Note that, if we have (1.11) and (1.12) with k0 = 1 and if moreover
R(λu) = λ1+(n−1)/Ψ R(u), (1.13)
then we have (1.11) and (1.12) with k0 = 1. For the complex mKdV and Benjamin–Ono equations is Ψ = 1 (see Proposi-
tions 3.2 and 3.5).
Theorem 1.2. Let u(t) ∈ Hk+1(R) be solution of IVP (1.11) with scaling functions (1.2), (1.3) and satisfying (1.12) and (1.13), then for
all θ ∈ [0,k] is∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + cψθ‖u0‖σL2 , (1.14)
where
σ = 1+ n − 1
k
θ, and ψ = 1+ e
Gu(0)(k)
‖u(0)‖2(n−1)/k
L2
,
where Gu(0)(k) was deﬁned in (1.20).
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Theorem 1.3. Let u0 ∈ H2(R) and u(t) be a solution of IVP (1.4) with initial data u0 , then for all θ ∈ [0,1], t ∈ R∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + cψθ‖u0‖1+2θL2 , (1.15)
where ψ = 1+ eGu0 (1)/‖u0‖4L2 .
And
Theorem 1.4. Let u0 ∈ H1(R) and let u(t) be a solution of IVP (1.7) with initial data u0 , then for all θ ∈ [0,1/2], t ∈ R∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + cψθ‖u0‖1+2θL2 , (1.16)
where ψ = 1+ eGu0 (1/2)/‖u0‖4L2 .
Notation. The notation to be used is the standard in PDE. We will use the Lebesgue space–time Lpx Lqτ endowed with the
norm
‖ f ‖LpxLqτ =
∥∥‖ f ‖Lqτ ∥∥Lpx =
(∫
R
( τ∫
0
∣∣ f (x, t)∣∣q dt)p/q dx)1/p .
We will use the notation ‖ f ‖Lpx Lqt when the integration in the time variable is on the whole real line. The notation ‖u‖Lp is
used when there is no doubt about the variable of integration. We deﬁne the unitary group V (t)u0 as the solution of the
linear IVP{
∂tu + ia∂2x u + b∂3x u = 0, x, t ∈ R,
u(x,0) = u0(x), (1.17)
in this way
V̂ (t)u0(ξ) = eit(bξ3+aξ2)û0(ξ), (1.18)
when a = 0 we will use the notation V (t) := U (t).
We also will use the notation
Λθ,l(u) =
∫
R
(
l + ξ2)θ log(l + ξ2)∣∣̂u(ξ)∣∣2 dξ, (1.19)
where l 0 is a constant, and when l 1, Λθ,l(u) = |||u|||2θ,l and Λθ,1(u) = |||u|||2θ .
We deﬁne
Glu(θ) =
Λθ,l(u)
‖u‖2
H˙θ
and Gu(θ) := G0u(θ), (1.20)
and when u = u0 is an initial data, we will use
G(θ) := Gu0(θ). (1.21)
If u˜(x) = λ1u(λ2x) then it is not hard to show that
Gu˜(θ) = logλ22 + Gu(θ). (1.22)
2. Some inequalities in Sobolev spaces
To prove Theorems 1.1 and 1.2, we need the following results.
Lemma 2.1. Let α,β ∈ R, α < β and let f (ξ) > 0 and g(ξ) 0 be two functions such that for all θ ∈ [α,β], for all ξ ∈ R holds,
f (ξ)θ g(ξ) < h1(ξ), (2.23)
and for all θ ∈ (α,β), for all ξ ∈ R:
f (ξ)θ
∣∣log{ f (ξ)}∣∣ j g(ξ) < h2(ξ), j = 1,2, (2.24)
where h j ∈ L1(R), j = 1,2, is independent of θ .
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R
f (ξ)θ g(ξ)dξ , then if θ1 ∈ (α,β) and θ2 ∈ [α, θ1] we have
F (θ1) F (θ2)exp
{
(θ1 − θ2)F ′(θ1)
F (θ1)
}
, (2.25)
and
F (θ1) F (θ2)exp
{
(θ1 − θ2)F ′(θ2)
F (θ2)
}
, (2.26)
where F ′(θ) = ∫
R
f (ξ)θ log{ f (ξ)}g(ξ)dξ .
Proof. By (2.24) we obtain
F ′(θ) =
∫
R
f (ξ)θ log
{
f (ξ)
}
g(ξ)dξ, F ′′(θ) =
∫
R
f (ξ)θ log2
{
f (ξ)
}
g(ξ)dξ
and using Cauchy–Schwarz
F ′(θ) F (θ)1/2F ′′(θ)1/2.
Let G(θ) = F ′(θ)/F (θ) with α < θ < β , then
G ′(θ) = F (θ)F
′′(θ) − F ′(θ)2
F (θ)2
 0.
Hence G(θ) is nondecreasing. Now, we deﬁne H(θ) = log F (θ), and using the mean value theorem, we get
log F (θ1) − log F (θ2) = (θ1 − θ2)G
(
γ θ1 + (1− γ )θ2
)
,
where γ ∈ (0,1), θ1 ∈ (α,β) and θ2 ∈ (α, θ1], therefore
(θ1 − θ2)G(θ2) log F (θ1) − log F (θ2) (θ1 − θ2)G(θ1),
and these inequalities imply (2.25) and (2.26).
Now observe that by (2.23), Lebesgue’s Dominated Convergence Theorem implies that inequality (2.25) is also true when
θ1 ∈ (α,β) and θ2 = α, which yields the result. 
Corollary 2.2. Let v ∈ Hk+1(R), l  0, ‖v‖2
θ,l =
∫
R
(l + ξ2)θ |̂v(ξ)|2 dξ , θ1 ∈ (0,k), θ2 ∈ [0, θ1] and Glv (θ) as deﬁned in (1.20), then
we have
‖v‖2θ1,l  ‖v‖2θ2,l exp
{
(θ1 − θ2)Glv (θ1)
}
. (2.27)
If l 1 we also have:
‖v‖2θ1,l  ‖v‖2θ2,l exp
{
(θ1 − θ2)Glv (θ2)
}
. (2.28)
If 0 l < 1 we also have (2.28) for θ1 ∈ (0,k), θ2 ∈ [c0, θ1], where c0 > 0.
Proof. The proof follows directly from Lemma 2.1, taking f (ξ) = (l + ξ2) and g(ξ) = |̂v(ξ)|2 and from the inequality
|log x|
{
xσ
σ if x 1,
x−σ
σ if 0< x 1,
for all σ > 0. In fact, for j = 0,1,2 and σ ∈ (0,1/2) constant we have when l 1 and θ ∈ [0,1](
l + ξ2)θ ∣∣log(l + ξ2)∣∣ j∣∣̂v(ξ)∣∣2  l2
σ 2
(
1+ ξ2)1+2σ ∣∣̂v(ξ)∣∣2
 C(l)
(
1+ ξ2)2∣∣̂v(ξ)∣∣2 ∈ L1,
and when 0 l < 1, θ ∈ [c0,k] and j = 0,1,2 we have(
l + ξ2)θ ∣∣log(l + ξ2)∣∣ j∣∣̂v(ξ)∣∣2  { (42/θ2)(l + ξ2)θ− jθ/4 |̂v(ξ)|2 if |ξ | < √1− l,
(1/σ 2)(l + ξ2)1+σ j |̂v(ξ)|2 if |ξ |√1− l,
 C(c0)
(
1+ ξ2)2∣∣̂v(ξ)∣∣2 ∈ L1. (2.29)
For the proof of (2.27) when 0 l < 1, θ1 ∈ (0,k) and θ2 ∈ [0, θ1] we use (2.29) and
lim
θ2→b+
‖v‖θ2,l = ‖v‖b,l, b  0,
which is a consequence of Lebesgue’s Dominated Convergence Theorem. 
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(1) Let w ∈ H2k , then there exists v ∈ H2k , such that
Gw(k) = −Gv (k) and ‖w‖H˙k = ‖v‖H˙k . (2.30)
In fact, if v is deﬁned by
ŵ(x) = 1
x2k+1
v̂
(
1
x
)
,
then ‖w‖H˙θ = ‖v‖H˙2k−θ and therefore satisﬁes (2.30).
(2) Let v ∈ Hk+1(R), l 0, Corollary 2.2 and the fact that Glv (θ) is nondecreasing implies the following:
If 0 θ2  θ1  θ0 < k and Glv(θ0) 0, then ‖v‖θ1,l  ‖v‖θ2,l .
If 0< θ0  θ2  θ1 < k and Glv (θ0) 0, then ‖v‖θ2,l  ‖v‖θ1,l .
(3) Let v ∈ Hk+1(R) and 0< θ2 < θ1 < θ3 < k, by interpolation we know that
‖v‖Hθ1  ‖v‖βHθ2 ‖v‖
1−β
Hθ3
,
where β = (θ3 − θ1)/(θ3 − θ2), hence(‖v‖Hθ1
‖v‖Hθ2
)1/(θ1−θ2)

(‖v‖Hθ3
‖v‖Hθ1
)1/(θ3−θ1)
.
On the other hand, the inequalities (2.27) and (2.28) give
(‖v‖Hθ1
‖v‖Hθ2
)1/(θ1−θ2)
 e
|||v|||2
θ1 ,1
2‖v‖2
Hθ1 
(‖v‖Hθ3
‖v‖Hθ1
)1/(θ3−θ1)
.
3. Estimates of the norms for the complex mKdV equation and Benjamin–Ono equation
The proof of Theorem 1.3 and the proof of Theorem 1.4, are consequence from Theorem 1.2 and from the propositions to
follow.
The following elementary lemma will be useful in the proof of Propositions 3.2 and 3.5.
Lemma 3.1. Let x 0, a 0 and b 0, if x2  ax+ b, then
0 x a + b1/2.
Proposition 3.2. Let u0 ∈ H1(R) and u(t) be the solution of IVP (1.4), then∣∣∥∥ux(t)∥∥L2x − ∥∥ux(0)∥∥L2 ∣∣ c|k0|∥∥u(0)∥∥3L2 ,
where k0 = −(e + d)/(6b).
Proof. If k0 < 0 in (1.6), Gagliardo–Nirenberg’s inequality yields∫
R
∣∣∂xu(x, t)∣∣2 dx |k0|∫
R
∣∣u(x, t)∣∣4 dx+ ∫
R
∣∣∂xu(x,0)∣∣2 dx
 c|k0|
∥∥u(0)∥∥3L2∥∥ux(t)∥∥L2x +
∫
R
∣∣∂xu(x,0)∣∣2 dx,
therefore by Lemma 3.1 we have∥∥ux(t)∥∥L2x  ∥∥ux(0)∥∥L2 + c|k0|∥∥u(0)∥∥3L2 .
If k0 > 0 in (1.6), applying Gagliardo–Nirenberg’s inequality we have the estimate∫
R
∣∣∂xu(x, t)∣∣2 dx k0 ∫
R
∣∣u(x,0)∣∣4 dx+ ∫
R
∣∣∂xu(x,0)∣∣2 dx
 ck0
∥∥u(0)∥∥3L2∥∥ux(0)∥∥L2 + ∫ ∣∣∂xu(x,0)∣∣2 dx. (3.31)
R
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R
∣∣∂xu(x,0)∣∣2 dx k0 ∫
R
∣∣u(x, t)∣∣4 dx+ ∫
R
∣∣∂xu(x, t)∣∣2 dx
 ck0
∥∥u(0)∥∥3L2∥∥ux(t)∥∥L2x +
∫
R
∣∣∂xu(x, t)∣∣2 dx,
therefore∥∥ux(0)∥∥L2  c1/2k1/20 ∥∥u(0)∥∥3/2L2 ∥∥ux(t)∥∥1/2L2x + ∥∥ux(t)∥∥L2x
 ck0
2
∥∥u(0)∥∥3L2 + 12∥∥ux(t)∥∥L2x + ∥∥ux(t)∥∥L2x , (3.32)
using (3.32) in (3.31) it follows that∥∥ux(t)∥∥2L2x  ck0∥∥u(0)∥∥3L2
(
ck0
2
∥∥u(0)∥∥3L2 + 32∥∥ux(t)∥∥L2x
)
+ ∥∥ux(0)∥∥2L2 , (3.33)
and using again Lemma 3.1 we obtain∥∥ux(t)∥∥L2x  ∥∥ux(0)∥∥L2 + ck0∥∥u(0)∥∥3L2 .
Analogously, by symmetry we have∥∥ux(0)∥∥L2  ∥∥ux(t)∥∥L2x + c|k0|∥∥u(0)∥∥3L2 .
This concludes the proof of the proposition. 
Corollary 3.3. Let u0 ∈ H1(R) and u(t) the solution of IVP (1.4), then∣∣∥∥u(t)∥∥H1 − ∥∥u(0)∥∥H1 ∣∣ ∥∥u(0)∥∥L2 + c|k0|∥∥u(0)∥∥3L2 . (3.34)
Proof. Let us P = ‖u(0)‖L2 , Q (t) = ‖ux(t)‖L2x and R = ‖u(t)‖H1 − ‖u(0)‖H1 , we have
R + Q (0) R + (P2 + Q (0)2)1/2 = (P2 + Q (t)2)1/2  P + Q (t),
and therefore by Proposition 3.2 we get
R  P + Q (t) − Q (0) P + c|k0|P3. 
Remark 3.4.
(1) Corollary 3.3 implies Proposition 3.2. In fact, let λ > 0 a constant and u˜(x, t) = λu(λx, λ3t) the scaling solution of
IVP (1.4), we have(∫
R
(
1+ ξ2)θ ∣∣̂u˜(t)∣∣2 dξ)1/2 = λθ+1/2(∫
R
(
1
λ2
+ ξ2
)θ ∣∣̂u(λ3t)∣∣2 dξ)1/2. (3.35)
By (3.35) and Corollary 3.3 for u˜(x, t), we obtain for all λ > 0∣∣∣∣(∫
R
(
1
λ2
+ ξ2
)∣∣̂u(t)∣∣2 dξ)1/2 −(∫
R
(
1
λ2
+ ξ2
)∣∣̂u(0)∣∣2 dξ)1/2∣∣∣∣ 1λ P + cP3,
where P = ‖u(0)‖L2 , therefore∣∣∥∥ux(t)∥∥L2 − ∥∥ux(0)∥∥L2 ∣∣ c∥∥u(0)∥∥3L2 .
(2) Note that ‖u(t)‖2
Hθ
 ‖u(0)‖2
Hθ
+ A2 implies ‖u(t)‖Hθ  ‖u(0)‖Hθ + A, however ‖u(t)‖Hθ  ‖u(0)‖Hθ + A no implies
‖u(t)‖2
Hθ
 ‖u(0)‖2
Hθ
+ g(A) for some function g independent of u(0) and u(t) (see (3.36) and (4.58)).
(3) If eG(1)  ‖u(0)‖4
L2
then∥∥ux(t)∥∥22  ∥∥ux(0)∥∥22 + c∥∥u(0)∥∥62 . (3.36)L L L
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follows that∫
R
u4(x, t)dx
∫
R
u4(x,0) + c∣∣∥∥Du(0)∥∥2L2 − ∥∥Dxu(t)∥∥2L2x ∣∣
 cQ (0)
∥∥u(0)∥∥3L2 + c∣∣Q (0) − Q (t)∣∣(Q (0) + Q (t))
 cQ (0)
∥∥u(0)∥∥3L2 + c∥∥u(0)∥∥3L2(2Q (0) + ∥∥u(0)∥∥3L2)
 cQ (0)
∥∥u(0)∥∥3L2 + c∥∥u(0)∥∥6L2
 ceG(1)/2
∥∥u(0)∥∥4L2 + c∥∥u(0)∥∥6L2
 c
∥∥u(0)∥∥4L2(eG(1)/2 + ∥∥u(0)∥∥2L2)
 c
∥∥u(0)∥∥6L2 , (3.37)
and by conserved quantity (1.6) we obtain the result.
As in the previous proposition we also have
Proposition 3.5. Let u0 ∈ H1/2(R) and u(t) be the solution of IVP (1.7), then∣∣∥∥D1/2x u(t)∥∥L2 − ∥∥D1/2x u(0)∥∥L2 ∣∣ c|k0|∥∥u(0)∥∥2L2 . (3.38)
Proof. The Gagliardo–Nirenberg inequality∥∥u(t)∥∥3L3  c∥∥D1/2x u(t)∥∥L2∥∥u(t)∥∥2L2 ,
and the conservations laws (1.8) and (1.9) imply∥∥D1/2x u(t)∥∥2L2  ∥∥D1/2x u(0)∥∥2L2 + c|k0|∥∥D1/2x u(t)∥∥L2∥∥u(0)∥∥2L2 + c|k0|∥∥D1/2x u(0)∥∥L2∥∥u(0)∥∥2L2 (3.39)
and ∥∥D1/2x u(0)∥∥2L2  ∥∥D1/2x u(t)∥∥2L2 + c|k0|∥∥D1/2x u(t)∥∥L2∥∥u(0)∥∥2L2 + c|k0|∥∥D1/2x u(0)∥∥L2∥∥u(0)∥∥2L2
 3
2
∥∥D1/2x u(t)∥∥2L2 + c|k0|∥∥u(0)∥∥4L2 + 12∥∥D1/2x u(0)∥∥2L2 ,
thus ∥∥D1/2x u(0)∥∥L2 √3∥∥D1/2x u(t)∥∥L2 + c|k0|∥∥u(0)∥∥2L2 , (3.40)
combining (3.39) and (3.40) we have∥∥D1/2x u(t)∥∥2L2  ∥∥D1/2x u(0)∥∥2L2 + c|k0|∥∥D1/2x u(t)∥∥L2∥∥u(0)∥∥2L2 + c|k0|2∥∥u(0)∥∥4L2 ,
and Lemma 3.1 gives∥∥D1/2x u(t)∥∥L2  ∥∥D1/2x u(0)∥∥L2 + c|k0|∥∥u(0)∥∥2L2 .
Similarly we have∥∥D1/2x u(0)∥∥L2  ∥∥D1/2x u(t)∥∥L2 + c|k0|∥∥u(0)∥∥2L2 ,
and the proposition follows. 
4. Preliminary estimates
In this section we will prove Theorem 1.3.
Lemma 4.1. Let q > 1, δ0 ∈ [0,1] and γ0 = δ0q/(e logq), then for all x > 0 we have
x logq q
e
(1− δ0) + (x+ γ0) log(x+ γ0)
 (x+ γ0 + γ1) log(x+ γ0 + γ1), (4.41)
where γ1 = max {q(1− δ0)/e, e} qe. In particular, when δ0 = 1
x logq (x+ γ0) log(x+ γ0). (4.42)
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f (x) = (x+ γ0) log(x+ γ0) − x logq
has a minimum at xmin = q/e − γ0 and
f (xmin) = −qe + γ0 logq =
q
e
(δ0 − 1). 
Proposition 4.2. Let u0 ∈ Hk+1(R) and let u(t) be the solution of IVP (1.11) with initial data u0 , then∥∥u(t)∥∥H˙θ  ‖u0‖L2eθG(k)/2 + c · |k0|θΨ/k‖u0‖σL2 , (4.43)
where σ = 1+ (n − 1)θ/k.
Proof. By Corollary 2.2 we have
‖u0‖H˙k  ekG(k)/2‖u0‖L2 ,
and by (1.12) is∥∥u(t)∥∥H˙k  ‖u0‖H˙k + c · |k0|Ψ ‖u0‖nL2
 ekG(k)/2‖u0‖L2 + c · |k0|Ψ ‖u0‖nL2 . (4.44)
Interpolation and (4.44) gives∥∥u(t)∥∥H˙θ  ∥∥u(t)∥∥θ/kH˙k ‖u0‖1−θ/kL2

(
eθG(k)/2‖u0‖θ/kL2 + c · |k0|θΨ/k‖u0‖
nθ/k
L2
)‖u0‖1−θ/kL2
 ‖u0‖L2eθG(k)/2 + c · |k0|θΨ/k‖u0‖σL2 . 
Corollary 4.3. Let u0 ∈ Hk+1(R) and let u(t) be the solution of IVP (1.4) with initial data u0 , if G(k) 0, then∥∥u(t)∥∥H˙θ  ‖u0‖L2 + c · |k0|θΨ/k‖u0‖1+(n−1)θ/kL2 . (4.45)
Proof. The proof follows directly of Proposition 4.2. 
Corollary 4.4. Let u0 ∈ Hk(R) and let u(t) be the solution of IVP (1.4) with initial data u0 . If eG(k)  ‖u0‖2(n−1)/kL2 then∥∥u(t)∥∥H˙θ  c(1+ |k0|θΨ/k)‖u0‖1+(n−1)θ/kL2 . (4.46)
Proof. The proof also follows directly of Proposition 4.2. 
In the next we will ﬁnd some estimates in order to obtain a result better (Lemma 4.7) than the obtained one in Corol-
lary 4.4 (see Remark 4.6(4)).
For t > 0 we consider the functions
ϕt : [0,k] → R; δ 	→ ϕt(δ) :=
∥∥u(t)∥∥H˙δ − κnα∥∥u(0)∥∥H˙δ , (4.47)
and
φt : [0,k] → R; δ 	→ φt(δ) :=
∥∥u(t)∥∥Hδ − κnα∥∥u(0)∥∥Hδ , (4.48)
where κnα = (n − α)/(1− α), α < 1 and we deﬁne δ1 and δ0 such that
ϕt(δ1) = max
δ∈[0,k]
ϕt(δ), φt(δ0) = max
δ∈[0,k]
φt(δ). (4.49)
We have the following theorem.
Theorem 4.5. Let u ∈ C(R, Hk+1(R)), such that for all t ∈ R, ‖u(t)‖L2 = ‖u(0)‖L2 . If δ1 = δ1(ϕt) ∈ (0,k), then for all θ ∈ [0,k],
ζ > 0, n > 0 and α < 1 we have∥∥u(t)∥∥H˙θ  κnα∥∥u(0)∥∥H˙θ + cnαζ‖u0‖nL2(( 1|G(δ1)| + 1
)
exp
{
κnαδ1
2
G(δ1)
}
+ 1
)
+ cnα
‖u0‖αL2
ζ (1−α)/(n−1) log( 1
ζ 1/(n−1)‖u0‖L2
)
χ{ζ 1/(n−1)‖u0‖L2<1}, (4.50)
where cnα  κnα and G(δ1) was deﬁned in (1.21).
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)
exp
{
δ0
2
|||u(0)|||2δ0
‖u(0)‖2
Hδ0
}
. (4.51)
Proof. Without loss of generality we will prove the theorem for n = 3 and k = 1. The same argument provides the theorem
in the general case.
If δ1 ∈ (0,1) then ϕ′t(δ1) = 0, therefore∫
ξ2δ1 log (ξ2)|̂u(t, ξ)|2 dξ
‖u(t)‖H˙δ1
= κα
∫
ξ2δ1 log (ξ2)|̂u(0, ξ)|2 dξ
‖u(0)‖H˙δ1
. (4.52)
From (2.27) and (4.52) we have∥∥u(t)∥∥H˙δ1  ∥∥u(0)∥∥L2 exp{ δ1
∫
ξ2δ1 log(ξ2)|̂u(t, ξ)|2 dξ
2‖u(t)‖2
H˙δ1
}
= ∥∥u(0)∥∥L2 exp{καδ1
∫
ξ2δ1 log(ξ2)|̂u(0, ξ)|2 dξ
2‖u(t)‖H˙δ1 ‖u(0)‖H˙δ1
}
. (4.53)
Let Υ (t) = ‖u(t)‖H˙δ1 and Γ = ‖u(0)‖L2 , from (4.53) we obtain
Υ (t)
ζΓ 3
 1
ζΓ 2
exp
{
καδ1
2
Λδ1,0(u(0))
Υ (t)Υ (0)
}
, (4.54)
taking the logarithm in the inequality above and multiplying by Υ (t)/(ζΓ 3) it follows that
Υ (t)
ζΓ 3
log
Υ (t)
ζΓ 3
 Υ (0)
ζΓ 3
(
καδ1Λδ1,0(u(0))
2Υ (0)2
)
+ 2
p
Υ (t)
ζΓ 3
log
(
1√
ζΓ
)p
 Υ (0)
ζΓ 3
log q˜ + 2
p
Υ (t)
ζΓ 3
log
(
1√
ζΓ
)p
, (4.55)
where p > 2 and
log q˜ = καδ1
2
Λδ1,0(u(0))
Υ (0)2
.
Here we consider two cases:
(1) If Υ (t)
ζΓ 3
 1, then ‖u(t)‖H˙δ1 − ‖u(0)‖H˙δ1  ζ‖u(0)‖3L2 and in this case we obtain (4.50).
(2) If Υ (t)
ζΓ 3
> 1, in this case we consider two sub-cases:
(2.1) If
√
ζΓ < 1, it is clear from (4.54) that if Λδ1,0(u(0)) 0 then for all α < 1
Υ (t) Γ  Γ
α
(1− α)ζ (1−α)/2 log( 1√
ζΓ
)
,
because that log x x1−α/(1−α) with x = 1/(√ζΓ ) > 1, hence we obtain (4.50). Now, if Λδ1,0(u(0)) > 0 (q˜ > 1), Lemma 4.1
and (4.55) give
Υ (t)
ζΓ 3
log
Υ (t)
ζΓ 3

(
Υ (0)
ζΓ 3
+ k˜0
)
log
(
Υ (0)
ζΓ 3
+ k˜0
)
+
(
2
p
Υ (t)
ζΓ 3
+ k˜1
)
log
(
2
p
Υ (t)
ζΓ 3
+ k˜1
)

(
Υ (0)
ζΓ 3
+ k˜0 + 2
p
Υ (t)
ζΓ 3
+ k˜1
)
log
(
Υ (0)
ζΓ 3
+ k˜0 + 2
p
Υ (t)
ζΓ 3
+ k˜1
)
, (4.56)
where
k˜0 = δ1q˜
e log q˜
+ q˜e and k˜1 =
( 1√
ζΓ
)p
e log( 1√
ζΓ
)p
.
Since the function g(x) = x log x is nondecreasing for x> 1, the inequality (4.56) implies∥∥u(t)∥∥H˙θ  pp − 2∥∥u(0)∥∥H˙θ + cpζ‖u0‖3L2
( ‖u(0)‖2
H˙δ1
Λδ1,0(u(0))
+ 1
)
exp
{
καδ1
2
Λδ1,0(u(0))
‖u(0)‖2
H˙δ1
}
+ cp Γ
3−p
ζ (p−2)/2 log( 1√
ζ‖u0‖L2
)
,
where cp  p/(p − 2) and consequently in this case we also have (4.50) with p = 3− α.
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√
ζΓ  1, from (4.55) we have
Υ (t)
ζΓ 3
log
Υ (t)
ζΓ 3
 Υ (0)
ζΓ 3
log q˜,
thus in this case is log q˜ > 0 and therefore q˜ > 1, then we use (4.41) to obtain∥∥u(t)∥∥H˙θ  ∥∥u(0)∥∥H˙θ + cζ‖u0‖3L2( ‖u(0)‖2H˙δ1Λδ1,0(u(0)) + 1
)
exp
{
καδ1
2
Λδ1,0(u(0))
‖u(0)‖2
H˙δ1
}
,
and accordingly Eq. (4.50).
The proof of inequality (4.51) is not diﬃcult since |||u(0)|||δ0 > 0. In fact, for t ﬁxed, we consider the function φt deﬁned
in (4.48) and let δ0 such that
φt(δ0) = max
δ∈[0,1]φt(δ).
If δ0 ∈ (0,1) as above we obtain
Υ˜ (t)
Γ
 exp
{
δ0
2
|||u(0)|||2δ0
Υ˜ (t)Υ˜ (0)
}
,
where Υ˜ (t) = ‖u(t)‖Hδ0 . Taking logarithm in the inequality above and multiplying by Υ˜ (t)/Γ we have
Υ˜ (t)
Γ
log
Υ˜ (t)
Γ
 δ0
2
|||u(0)|||2δ0
Υ˜ (0)Γ
= Υ˜ (0)
Γ
(
δ0
2
|||u(0)|||2δ0
Υ˜ (0)2
)
= Υ˜ (0)
Γ
logq,
where
q = exp
{
δ0
2
|||u(0)|||2δ0
Υ˜ (0)2
}
> 1,
and Lemma 4.1 (inequality (4.41)) implies inequality (4.51). This completes the proof. 
Remark 4.6.
(1) If in the proof of Theorem 4.5 we use inequality (4.42), then we get∥∥u(t)∥∥Hθ  ∥∥u(0)∥∥Hθ + ‖u0‖L2( 2‖u(0)‖2Hδ0eδ0|||u(0)|||2δ0
)
exp
{
δ0
2
|||u(0)|||2δ0
‖u(0)‖2
Hδ0
}
. (4.57)
(2) Let u0 ∈ L2(R), N > 0, v0(x) = (χ{|ξ |<N}û0)∨(x) and v(t) be a solution of IVP (1.4) with initial data v0, then we also
have the following estimate, which is more reﬁned than (4.51) and (4.57) (see Remark 3.4(2)):∥∥v(t)∥∥2Hθ  ∥∥v(0)∥∥2Hθ + c〈N〉2Q (∥∥v(0)∥∥L2), (4.58)
where Q (x) = x2 + x6 and θ ∈ [0,1]. A proof of this inequality is given in Appendix A.
(3) Note that in inequality (4.51) and (4.57) we have
‖u(0)‖2
Hδ0
|||u(0)|||2δ0

‖u(0)‖2
L2
|||u(0)|||20
,
since the function G(θ), θ ∈ [0,k] in Lemma 2.1 is nondecreasing.
(4) If eG(1)  ‖u0‖4L2 , Corollary 2.2 implies that
‖u0‖H˙θ  eG(θ)θ/2‖u0‖L2  eG(1)θ/2‖u0‖L2  ‖u0‖1+2θL2 .
Therefore the following lemma is more ﬁne than Corollary 4.4.
Lemma 4.7. Let u0 ∈ Hk+1(R), μ  1 and u(t) be the solution of some differential equation satisfying (1.11) and (1.12) with initial
data u0 and with scaling (1.2) and (1.3). If eG(k)  |μk0|2Ψ/k‖u0‖2(n−1)/kL2 then for all θ ∈ [0,k] we have∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + c|μk0|Ψ θ/k‖u0‖1+(n−1)θ/kL2 , (4.59)
where G(θ) was deﬁned in (1.21).
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Now let
λ = 1
|2μk0|Ψ/(β2k)‖u0‖(n−1)/(β2k)L2
,
β1, β2 = 0 as in (1.3) and u˜(x, t) = λβ1u(λβ2x, ϑt) the scaling solution, note that
λ = 1
|2μk0|Ψ/{(n−1)r(0)}‖u0‖1/r(0)L2
, and r(0) = β2k/(n − 1). (4.60)
Similarly as above, we consider the function
ϕ˜t : [0,k] → R; δ 	→ ϕ˜t(δ) :=
∥∥u˜(t/ϑ)∥∥H˙δ − κnα∥∥u˜(0)∥∥H˙δ
and
ϕ˜t(δλ) = max
δ∈[0,k]
ϕ˜t(δ). (4.61)
If δλ = k, then since that ‖u˜(t/ϑ)‖H˙θ = λr(θ)‖u(t)‖H˙θ and r(θ) = r(0) + β2θ , from (1.12) and deﬁnition of δλ we have for all
θ ∈ [0,k]∥∥u(t)∥∥H˙θ − κnα∥∥u(0)∥∥H˙θ  c|k0|Ψ λnr(0)−r(θ)∥∥u(0)∥∥nL2
 c |k0|
Ψ
|2μk0|Ψ {(n−1)r(0)−β2θ}/{(n−1)r(0)}
‖u(0)‖n
L2
‖u(0)‖{(n−1)r(0)−β2θ}/r(0)
L2
 c |μk0|
Ψθ/k
|2μ|Ψ
∥∥u(0)∥∥1+(n−1)θ/kL2
 c|μk0|Ψ θ/k
∥∥u(0)∥∥1+(n−1)θ/kL2 .
If δλ = 0, then ‖u(t)‖H˙θ  κnα‖u(0)‖H˙θ .
Therefore we consider δλ ∈ (0,k). By Theorem 4.5, inequality (4.50), we have for all θ ∈ [0,k], α < 1 and μ 1
∥∥u˜(t/ϑ)∥∥H˙θ  κnα∥∥u˜(0)∥∥H˙θ + cnα |μk0|Ψ ‖u˜0‖nL2(( ‖u˜(0)‖2H˙δλ|Λδλ,0(u˜(0))| + 1
)
exp
{
κnαδλ
2
Λδλ,0(u˜(0))
‖u˜(0)‖2
H˙δλ
}
+ 1
)
+
cnα‖u˜0‖αL2χ{|μk0|Ψ/(n−1)‖u˜0‖L2<1}
|μk0|Ψ (1−α)/(n−1) log( 1|μk0|Ψ/(n−1)‖u˜0‖L2 )
, (4.62)
where cnα  κnα . Since
Λδλ,0(u˜(0))
‖u˜(0)‖2
H˙δλ
= Λδλ,0(u(0))‖u(0)‖2
H˙δλ
+ logλ2β2 , (4.63)
inequality (4.62) gives for all θ ∈ [0,k]∥∥u(t)∥∥H˙θ  κnα‖u0‖H˙θ
+ cnα |μk0|Ψ λnr(0)−r(θ)‖u0‖nL2
(
1
|G(δλ) + logλ2β2 | + 1
)
λβ2κ
n
αδλ exp
{
κnαδλG(δλ)
2
}
+ cnα |μk0|Ψ λnr(0)−r(θ)‖u0‖nL2
+ cnαλαr(0)‖u0‖αL2
χ{|μk0|Ψ/(n−1)λr(0)‖u0‖L2<1}
|μk0|Ψ (1−α)/(n−1)λr(θ) log( 1|μk0|Ψ/(n−1)λr(0)‖u0‖L2 )
. (4.64)
In the proof of Lemma 2.1 was proved that the function G(θ) = Λθ (u0)‖u0‖2H˙θ
is nondecreasing, thus we see that
G(δλ) = Λδλ(u0)‖u0‖2
 G(k) log
{|μk0|2Ψ/k‖u0‖2(n−1)/kL2 }= − logλ2β2 − log4Ψ/k − logλ2β2 ,
H˙δλ
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k
,
and
λβ2κ
n
αδλ exp
{
κnαδλG(δλ)
2
}
=
(
exp{G(δλ)}
|2μk0|2Ψ/k‖u0‖2(n−1)/kL2
)κnαδλ/2

(
exp{G(k)}
|2μk0|2Ψ/k‖u0‖2(n−1)/kL2
)κnαδλ/2
 1.
By (4.60) we have |μk0|Ψ/(n−1)λr(0)‖u0‖L2 = 2−Ψ/(n−1) and since r(θ) = r(0) + β2θ the last term in the inequality (4.64) is
estimated in the following way
cα‖u0‖αL2
1
|μk0|Ψ (1−α)/(n−1)λr(θ)−αr(0) log {2Ψ/(n−1)} = cα‖u0‖
α
L2‖u0‖
{r(0)(1−α)+β2θ}/r(0)
L2
× |2μk0|
{r(0)(1−α)+β2θ}Ψ/{(n−1)r(0)}
|μk0|Ψ (1−α)/(n−1) log2Ψ/(n−1)
 cα |μk0|Ψθ/k‖u0‖1+(n−1)θ/kL2 .
In consequence the inequality (4.64) implies that∥∥u(t)∥∥H˙θ  κnα‖u0‖H˙θ + cκnα |μk0|Ψθ/k‖u0‖1+(n−1)θ/kL2 .
Taking the limit when α → −∞ in the above inequality, we conclude the proof of lemma. 
The following corollaries are easy extended for the models (1.11)–(1.12), we give details for the complex m-KdV.
Corollary 4.8. Let u0 ∈ H2(R), if ϑ ∈ [0,1), η  e−ϑG(1)/2 , eG(1)  |ηk˜0|2/(1−ϑ)‖u0‖4/(1−ϑ)L2 and u(t) be the solution of the complex
m-KdV (1.4) with initial data u0 , then∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + c|ηk˜0|θ/(1−ϑ)‖u0‖1+2θ/(1−ϑ)L2 ,
where k˜0 = −(e + d)/(6b).
Proof. Corollary 4.8 follows considering μ = ηeϑG(1)/2  1, in Lemma 4.7. 
Corollary 4.9. Let u0 ∈ H2(R) and u(t) be the solution of the complex m-KdV (1.4) with initial data u0 , then∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + cψθ1 ‖u0‖1+2θL2 , (4.65)
where ψ1 = max{eG(1)/(‖u0‖4L2 |k˜0|), |k˜0|} and k˜0 = −(e + d)/(6b).
Proof. We consider two cases:
(1) If ‖u0‖4L2 k˜20  eG(1) , Lemma 4.7 with μ = 1 gives the result.
(2) If ‖u0‖4L2 k˜20  eG(1) , let μ = eG(1)/(‖u0‖4L2 k˜20) 1, then μ2‖u0‖4L2 k˜20  eG(1) and Lemma 4.7 gives∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + c(eG(1)/(‖u0‖4L2 |k˜0|))θ‖u0‖1+2θL2 , (4.66)
from this inequality we obtain (4.65). 
Observe that in Corollary 4.9 we have ψ1 → ∞ when k˜0 → 0. In Theorem 1.3 we obtain a best result when |k˜0| is small
enough.
4.1. Proof of Theorem 1.1
To prove Theorem 1.1 we need the next lemmas.
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Φ, (4.67)
where Φ = χ{exp{|G(k)|+1}>‖u0‖2(n−1)/kL2 } , c
n
α  κnα and G(θ) was deﬁned in (1.21).
Proof. As in the proof of Lemma 4.7, we use scaling with parameter
λ = e−ς , ς = |G(k)| + 1
2β2
,
we will prove this lemma for the complex mKdV equation (1.4), the proof for the general case is similar.
Let u˜(x, t) = λu(λx, λ3t) be the scaling solution of IVP (1.4), ϕ˜t : [0,1] → R; δ 	→ ϕ˜t(δ) := ‖u˜(t/λ3)‖H˙δ − kα‖u˜(0)‖H˙δ and
ϕ˜t(δλ) = max
δ∈[0,1] ϕ˜t(δ). (4.68)
If δλ = 1, then since that ‖u˜(t/λ3)‖H˙θ = λθ+1/2‖u(t)‖H˙θ , from Proposition 3.2 and deﬁnition of δλ we have for all θ ∈ [0,1]∥∥u(t)∥∥H˙θ − kα∥∥u(0)∥∥H˙θ  cλ1−θ∥∥u(0)∥∥3L2  ce−|G(1)|(1−θ)/2∥∥u(0)∥∥3L2 .
If δλ = 0, then ‖u(t)‖H˙θ  kα‖u(0)‖H˙θ .
Therefore we consider δλ ∈ (0,1). By Theorem 4.5, inequality (4.50), we have for all θ ∈ [0,1] and α < 1∥∥u˜(t/λ3)∥∥H˙θ  κα∥∥u˜(0)∥∥H˙θ + cα‖u˜0‖3L2(( ‖u˜(0)‖2H˙δλ|Λδλ,0(u˜(0))| + 1
)
exp
{
kαδλ
2
Λδλ,0(u˜(0))
‖u˜(0)‖2
H˙δλ
}
+ 1
)
+ cα
‖u˜0‖αL2χ{‖u˜0‖L2<1}
log( 1‖u˜0‖L2 )
, (4.69)
where cα  κα . Since
Λδλ,0(u˜(0))
‖u˜(0)‖2
H˙δλ
= Λδλ,0(u(0))‖u(0)‖2
H˙δλ
+ logλ2, (4.70)
inequality (4.69) gives for all θ ∈ [0,1]∥∥u(t)∥∥H˙θ  κα‖u0‖H˙θ + cαλ1−θ‖u0‖3L2( 1|G(δλ) + logλ2| + 1
)
λkαδλ exp
{
kαδλ
2
Λδλ,0(u0)
‖u0‖2H˙δλ
}
+ cαλ1−θ‖u0‖3L2 + cαλα/2‖u0‖αL2
χ{λ1/2‖u0‖L2<1}
λθ+1/2 log( 1
λ1/2‖u0‖L2
)
. (4.71)
By the proof of Lemma 2.1 the function G(θ) is nondecreasing, thus we see that
G(δλ)
∣∣G(1)∣∣< 2ς = − logλ2,
consequently∣∣G(δλ) + logλ2∣∣= 2ς − G(δλ) 2ς − ∣∣G(1)∣∣= 1
and
λkαδλ = e−ςkαδλ  exp
{
−kαδλ
2
Λδλ(u0)
‖u0‖2H˙δλ
}
,
and also we have
log
(
1
λ1/2‖u0‖L2
)
= 1
2
log
(
1
λ‖u0‖2L2
)
= 1
4
log
(
e
e|G(1)|
‖u0‖4L2
)
,
therefore by (4.71) for all θ ∈ [0,1] we obtain∥∥u(t)∥∥H˙θ  κα‖u0‖H˙θ + cαλ1−θ‖u0‖3L2 + λ1−θ‖u0‖3L2
+ cα‖u0‖αL2
e|G(1)|(θ/2+1/4−α/4)−α/4
log(e e
|G(1)|
‖u0‖4L2
)
χ{λ1/2‖u0‖L2<1}.
We conclude the proof of the lemma. 
X. Carvajal / J. Math. Anal. Appl. 351 (2009) 440–455 453Lemma 4.11. Let u0 ∈ Hk+1 and u(t) be the solution of some differential equation satisfying (1.1)–(1.3), then we have∥∥u(t)∥∥H˙θ  n‖u0‖H˙θ + c‖u0‖1+(n−1)θ/kL2 + c‖u0‖1+(n−1)θ/kL2 e{(2|G(k)|−G(k)+|log(‖u0‖2(n−1)/kL2 )|)(θ/2+k/{2(n−1)})}. (4.72)
Proof. Inequality (4.72) is a consequence of inequality (4.67) by scaling. In fact, we use Lemma 4.10 (α = 0) for the scaling
solution (1.2), with
λ = exp{
−(|G(k)|+|log‖u0‖(n−1)/kL2 |)
2β2
}
‖u0‖(n−1)/(2β2k)L2
,
then λ is such that
logλ2β2 = −∣∣G(k)∣∣− ∣∣log‖u0‖(n−1)/kL2 ∣∣− log‖u0‖(n−1)/kL2 , (4.73)
and G˜(k) = G(k) + logλ2β2  0, thus
∥∥u(t)∥∥H˙θ  n‖u0‖H˙θ + ce−|G(k)+logλ2β2 |(k−θ)/2λnr(0)−r(θ)‖u0‖nL2 + c e|G(k)+logλ2β2 |(θ/2+k/{2(n−1)})
λr(θ) log( e
|G(k)+logλ2β2 |+1
λ2r(0)(n−1)/k‖u0‖2(n−1)/kL2
)
= n‖u0‖H˙θ + ceG(k)(k−θ)/2λ2β2(k−θ)‖u0‖nL2 + c
( e
−G(k)
λ4β2
)θ/2+k/{2(n−1)}
log( e
−G(k)
λ4β2
e
‖u0‖2(n−1)/kL2
)
 n‖u0‖H˙θ + ce−|log‖u0‖
(n−1)/k
L2
|(k−θ)‖u0‖1+(n−1)θ/kL2
+ c‖u0‖1+(n−1)θ/kL2
e
{(2|G(k)|−G(k)+|log(‖u0‖2(n−1)/kL2 )|)(θ/2+k/{2(n−1)})}
1+ 2|G(k)| − G(k) + |log(‖u0‖2(n−1)/kL2 )|
, (4.74)
where in the second inequality we used that
nr(0) − r(θ) = β2(k − θ) and r(θ) = β2θ + β2k/(n − 1),
therefore (4.74) gives (4.72). 
Lemma 4.12. Let u0 ∈ Hk+1 and u(t) be the solution of some differential equation satisfying (1.1)–(1.3), then we have∥∥u(t)∥∥H˙θ  n‖u0‖H˙θ + c‖u0‖1+(n−1)θ/kL2 + c‖u0‖1+(n−1)θ/kL2 e{|G(k)−log(‖u0‖2(n−1)/kL2 )|(θ/2+k/{2(n−1)})}. (4.75)
Proof. The proof is similar with the proof of Lemma 4.11, using scaling with
λ = e−G(k)/(2β2). 
Now, the proof of Theorem 1.1 is a consequence of Lemmas 4.7 and 4.12.
4.2. Proof of Theorem 1.2
Let u(t) a solution of the model (1.11)–(1.13). Without lose of generality we suppose that u(t) is a solution of complex
mKdV equation. We need the following result:
Lemma 4.13. Let u0 ∈ H2(R), ‖u0‖4L2  eG(1) and u(t) be the solution of the complex m-KdV (1.4) with initial data u0 , then∥∥u(t)∥∥H˙θ  ‖u0‖H˙θ + cmax{k˜θ0,1}‖u0‖1+2θL2 , (4.76)
where k˜0 = −(e + d)/(6b) > 0.
Proof. Let
v(x, t) = k˜1/20 u(x, t),
then
Gv0 (1) = Gu0(1), ‖v0‖ ˙ θ = k˜1/2‖u0‖ ˙ θH 0 H
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∂t v + b∂3x v +
d
k˜0
|v|2∂xv + e
k˜0
v2∂x v¯ = 0,
inequality ‖u0‖4L2  eG(1) is equivalent with ‖v0‖4L2/k˜20  eGv0 (1) .
We consider two cases:
(1) If k˜0  1. In this case we have ‖v0‖4L2  eGv0 (1) and Lemma 4.7 (with μ = 1 and |k0| = 1) gives∥∥v(k˜0t)∥∥H˙θ  ‖v0‖H˙θ + c‖v0‖1+2θL2 ,
and from this inequality follows (4.76).
(2) If k˜0 < 1. Let μ = 1/k˜0 > 1, in this case ‖v0‖4L2μ2  eGv0 (1) and Lemma 4.7 (with μ = 1/k˜0 > 1 and |k0| = 1) gives∥∥v(k˜0t)∥∥H˙θ  ‖v0‖H˙θ + c 1|k˜0|θ ‖v0‖1+2θL2 ,
and this inequality also implies (4.76). 
Now by Lemma 4.13, it is suﬃcient to consider the case when
‖u0‖4L2 < eG(1). (4.77)
Let
λ = ‖u0‖
2
L2
eG(1)/2
, (4.78)
and let v(x, t) = (1/λ)u(x, t), then Gv0 (1) = Gu0(1) = G(1) and v satisﬁes
∂t v + b∂3x v + λ2 d|v|2∂xv + λ2ev2∂x v¯ = 0,
inequality (4.78) implies that
λ4 = e
2G(1)
‖v0‖8L2
. (4.79)
Combining (4.77) and (4.79) we have
eG(1) = eGv0 (1) < ‖v0‖4L2 ,
therefore Lemma 4.13 gives∥∥v(t)∥∥H˙θ  ‖v0‖H˙θ + cmax{λ2θ |k0|θ ,1}‖v0‖1+2θL2 ,
from this inequality and deﬁnition of v , we obtain (1.15).
Appendix A
Proof of inequality (4.58). If θ = 0 we use the quantity conserved in L2 and if θ = 1 the result is a consequence of Corol-
lary 3.3. In fact, by (3.34) we have∥∥v(t)∥∥2H1  2∥∥v(0)∥∥2H1 + 2∥∥v(0)∥∥2L2 + c∥∥v(0)∥∥6L2 ,
and this inequality implies∥∥v(t)∥∥2H1 − ∥∥v(0)∥∥2H1  (1+ N2)∥∥v(0)∥∥2L2 + 2∥∥v(0)∥∥2L2 + c∥∥v(0)∥∥6L2 .
Now, for t ﬁxed, we deﬁne the function
ft(δ) :=
∥∥v(t)∥∥2Hδ − ∥∥v(0)∥∥2Hδ , δ ∈ [0,1],
and we consider
ft(δ0) = max
δ∈[0,1] ft(δ).
If δ0 = 0 or δ0 = 1, we have (4.58). If δ0 ∈ (0,1) then f ′t (δ0) = 0, therefore∫ (
1+ ξ2)δ0 log(1+ ξ2)∣∣̂v(t, ξ)∣∣2 dξ = ∫ (1+ ξ2)δ0 log(1+ ξ2)∣∣̂v(0, ξ)∣∣2 dξ. (A.80)R R
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∫
(1+ ξ2)δ0 log(1+ ξ2)|̂v(t, ξ)|2 dξ
‖v(t)‖2
Hδ0
}
= ∥∥v(0)∥∥2L2 exp{ δ0
∫
(1+ ξ2)δ0 log(1+ ξ2)|̂v(0, ξ)|2 dξ
‖v(t)‖2
Hδ0
}

∥∥v(0)∥∥2L2 exp{ δ0 log(1+ N2)
∫
(1+ ξ2)δ0 |̂v(0, ξ)|2 dξ
‖v(t)‖2
Hδ0
}
= ∥∥v(0)∥∥2L2(1+ N2)
δ0‖v(0)‖2
Hδ0
‖v(t)‖2
Hδ0 .
Let χ(t) = ‖v(t)‖2
Hδ0
, L0 = ‖v(0)‖2L2 , q = 〈N2〉δ0 and k0 = qδ0/(e logq), then
χ(t)
L0
 q
χ(0)
χ(t) ,
taking the logarithm in the above inequality we have
χ(t)
L0
log
χ(t)
L0
 χ(0)
L0
logq, (A.81)
and by (4.41) and (A.81), this implies
χ(t)
L0
log
χ(t)
L0

(
χ(0)
L0
+ k0 + qe
)
log
(
χ(0)
L0
+ k0 + qe
)
. (A.82)
Since the function g(x) = x log x, x> 1 is nondecreasing, by the deﬁnition of δ0 we obtain (4.58). 
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