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Theproblemofrollback-recoveryinmessage-passing systemshas undergoneextensive
study. Inthissurvey,wereviewrollback-recoverytechniquesthatdonotrequirespecial
language constructs, and classify them into two primary categories. Checkpoint-based
rollback-recovery relies solely on checkpointed states for system state restoration.
Depending on when checkpoints are taken, existing approaches can be divided into
uncoordinated checkpointing, coordinated checkpointing and communication-induced
checkpointing. Log-based rollback-recovery uses checkpointingand message logging.
Thelogsenabletherecoveryprotocoltoreconstructthestatesthatarenotcheckpointed.
There are three different log-basedapproaches, namely, pessimistic logging,optimistic
logging and causal logging. We identify a set of desirable properties of rollback-
recovery protocols, and compare different approaches with respect to these properties.
Log-based rollback-recovery protocols generally rely on the assumption of piecewise
determinism and pay additional overhead to allow faster output commits and more
localizedrecovery. Wepresentresearchissuesundereachapproach,andreviewexisting
solutionstoaddress them. We also present implementationissues ofcheckpointingand
message logging.1 Introduction
Rollback-recoveryachieves fault tolerance byperiodicallysavingthe state of a process
duringfailure-free execution, and restarting from a saved state upon a failure to reduce
the amount of lost work. The saved process state is called a checkpoint, and the
procedure of restarting from previouslycheckpointed state is called rollback-recovery.
A checkpoint can be saved on either stable storage or the volatile storage of another
process, depending on the failure scenarios to be tolerated. For long-runningscientiﬁc
applications, checkpointing and rollback-recovery can be used to minimize the total
execution times in the presence of failures. For mission-critical service-providing
applications, checkpointing and rollback-recovery can be used to improve service
availabilityby providingfaster recovery to reduce service down time.
Rollback-recovery in message-passing systems is complicated by the issue of roll-
back propagationdue to interprocess communications. When the sender of a message
m rolls back to a state before sending
m, the receiver process must also roll back to a
statebefore
m’sreceipt; otherwise,thestatesofthetwoprocesseswouldbeinconsistent
because they would show that message
m was not sent but has been received, which
is impossible in any correct failure-free execution. Under some scenarios, cascading
rollback propagation may force the system to restart from the initial state, losing all
the work performed before a failure. This unbounded rollback is called the domino
effect [144]. The possibility of the domino effect is highly undesirable because all
checkpoints taken may turn out to be useless for protecting an application against
losingall useful work upon a failure.
In a message-passing system, if each participating process takes its checkpoints
independently then the system is susceptible to the domino effect. This approach is
called uncoordinated checkpointing or independent checkpointing. One way to avoid
the domino effect is to perform coordinated checkpointing: the processes in a system
coordinate their checkpoints to form a system-wide consistent state. Such a consistent
set of checkpoints can then be used to bound the rollback propagation. Alternatively,
communication-induced checkpointing forces each process to take checkpoints based
onsome applicationmessages it receives from otherprocesses. This approach does not
require system-wide coordinationand therefore may scale better. The checkpoints are
taken such that a consistent state always exists, and the domino effect cannot occur.
The above approaches rely solely on checkpoints, thus the name checkpoint-based
rollback-recovery. In contrast, log-based rollback-recovery uses checkpointing and
message logging.1 Log-based rollback-recovery relies on the assumptions underliedin
a piecewise deterministic (PWD) execution model [51,167]. Under the PWD model,
each process execution consists of a sequence of deterministic state intervals, each
startingwith the occurrence of a nondeterministicevent. By loggingand replaying the
nondeterministic events in their exact original order, a process can deterministically
1Logging is not conﬁned to messages only. It also includes logging nondeterministic events. Earlier
papers in this area have assumed a model in which messages represent nondeterministic events in addi-
tion to interprocess communications. In this paper, we use the terms event logging and message logging
interchangeably.
1recreate its pre-failure state even if it has not been checkpointed. Log-based rollback-
recoveryingeneral enables a system tohave a recoverable state beyondthemost recent
set of consistent checkpoints. It is therefore particularlyattractive for applicationsthat
frequently interact with the outside world. The outside world consists of all input and
output devices that cannot roll back.
This survey is organized as follows. Section 2 describes the system model, the
terminologyand the generic issues in rollback-recovery; Section3 surveys checkpoint-
based rollback-recovery protocols, and classiﬁes them into three primary categories:
uncoordinated checkpointing, coordinated checkpointing and communication-induced
checkpointing; Section 4 covers log-based recovery techniques including pessimistic
logging,optimisticloggingandcausal logging;Section5addresses theimplementation
issues;Section6givesadditionalreferencestoemergingnewresearchtopicsandrelated
research areas, and Section 7 concludes the survey. Rollback-recovery techniques that
relyon special language constructssuch as recovery blocks [144]and transactions[64]
are not covered in this survey. Also, we do not address the use of rollback-recovery to
tolerate Byzantine failures.
2 Background and Deﬁnitions
2.1 System Model and Failure Model
A message-passing system consists of a ﬁxed number of processes that communicate
only through messages. Throughout this survey, we use
N to denote the total number
ofprocesses inthesystem. Processes cooperate witheach othertoexecute a distributed
applicationprogram, andinteract withtheoutsideworldbyreceivingandsendinginput
and output messages, respectively. Figure 1 shows a sample system consistingof three
processes, wherehorizontallinesextendingtowardtherighthandsiderepresentprocess
executions, and arrows between processes represent messages.
Rollback-recovery protocols generally assume that the communication network is
immune to partition,but differ in the assumptions they make about the reliabilityof in-
terprocess communication. Some protocolsassume that the communication subsystem
delivers messages reliably in First-In-First-Out (FIFO) order. Other protocols assume
that the communication subsystem can lose, duplicate, or reorder messages. The two
different assumptions lead to different treatments of in-transit messages, as will be
described shortly. Their practical implicationsare discussed in Section 5.
A process may fail, in which case it loses its volatile state and stops execution
according to the fail-stop model [150]. Processes have access to a stable storage
device that survives failures. State information saved to the device during failure-free
execution then can be used for recovery. The number of tolerated process failures
may vary from one to
N, and the recovery protocol needs to be accordingly designed.
Whether failures that occur during recovery need to be tolerated or not also affects the
choice of recovery protocols [51,157].
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Figure 1: Example message-passing system with three processes.
2.2 Consistent System States
The state of a message-passing system is the collection of the individual states of all
participating processes and the states of the communication channels. Intuitively, a
consistent system state is one that may occur in a legal execution of a distributed
computation. A more precise deﬁnition of a consistent system state is one in which
every message that has been received is also shown to have been sent in the state of
the sender [38]. For example, the cut in Figure 2(a) straddles a consistent state of the
three processes in Figure 1, while the cut in Figure 2(b) straddles an inconsistent cut
because process
P2 is shown to have received
m but
P1’s state does not reﬂect sending
the message.
P2
P1
P0
m
P2
P1
P0
m
m
Inconsistent  cut
(b)
m
Consistent  cut
Process
states (a)
Figure 2: (a) Consistent cut; (b) inconsistent cut.
Messages that are sent but not yet received may not cause the system state to be
3inconsistent. These messages are called in-transit messages (see for example message
m
0 with respect to the cut in Figure 2(a)). Whether a consistent system state should
include the in-transit messages depends on whether the system model assumes reliable
communication channels or not. For reliable communication channels, a consistent
state must include in-transit messages because they will always be delivered to their
destinations in any legal execution of the system. For example, in Figure 3(a), the
reliable communication protocol can handle only the in-transit messages potentially
lost in the lossy communication channels during failure-free executions; lost in-transit
messages duetoprocessfailuresneed tobeseparately handledbytherollback-recovery
protocol itself. On the other hand, if a system model assumes lossy communication
channels, then omitting in-transit messages from the system state does not cause any
inconsistency. Insuchamodel,thereisnoguaranteethatthecommunicationsubsystem
will deliver all messages to their destinations in a legal execution. For example, in
Figure 3(b), lost in-transit messages due to rollback-recovery cannot be distinguished
fromthosecausedbylossycommunicationchannels; areliablecommunicationprotocol
at a higher layer can guarantee the delivery of both types of messages.
User  applications
Rollback-recovery  protocol
Reliable  communication  protocol
Lossy  communication  channels
User
applications
Reliable
communication
protocol
User
applications
Rollback-recovery  protocol
Lossy  communication  channels
(a) (b)
Figure 3: Implementations of rollback-recovery protocols (a) on top of a reliable
communication protocol; (b) directly on top of lossy communication channels.
An inconsistent state represents a state that can never occur in any legal execu-
tion of the system. Inconsistent states occur because of failures. For example, the
inconsistency in Figure 2(b) can occur if process
P1 fails after sending message
m
to
P2. A fundamental goal of any rollback-recovery protocol is to bring the system
into a consistent state when inconsistencies occur due to a failure. The reconstructed
consistentstateisnotnecessarilyonethat hasoccurred beforethefailure. Itissufﬁcient
that the reconstructed state be one that could have occurred before the failure in a legal
4execution.
2.3 Checkpointing Protocols
In checkpointing protocols, each process periodically saves its state on stable storage.
Thestateshouldcontainsufﬁcientinformationtorestartprocessexecution. Aconsistent
global checkpoint refers to a set of
N local checkpoints, one from each process, which
forms a consistent system state. Any consistent global checkpoint can be used for
system restoration upon a failure. To minimize the amount of lost work, the most
recent consistent global checkpoint, called the recovery line [144], is the best choice.
Figure4givesanexample where processes are allowedtotaketheircheckpointsin-
dependently,withoutcoordinatingwitheach other. Ablackbarrepresentsacheckpoint,
and each process is assumed to start its execution with an initial checkpoint. Suppose
process
P2 fails and rolls back to checkpoint
C. The rollback “unsends” message
m
andso
P1 isrequiredtoroll back tocheckpoint
B to“unreceive”
m. The rollbackof
P2
thus propagates to
P1, therefore the term rollback propagation.
P1’s rollback further
“unsends”
m
0 and forces
P0 to roll back as well. Such cascading rollback propagation
can eventually lead to an unbounded rollback, called the domino effect [144], as illus-
trated in Figure 4. The recovery line for the single failure of
P2 consists of the initial
checkpoints. Thus, the system has to roll back to the beginning of its execution and
loses all useful work in spite of all the checkpoints that have been taken. To avoid the
domino effect, processes need to coordinate their checkpoints so that the recovery line
is advanced as new checkpoints are taken.
P2
P1
P0
m
Failure
line
Recovery
Checkpoint
m
A
B
C
Figure 4: Recovery line, rollback propagation and domino effect.
2.4 Logging Protocols
Log-based rollback-recovery uses checkpointing and logging to enable processes to
replay their execution after a failure beyond the most recent checkpoint. This property
is useful when interactions with the outside world are necessary. It enables a process
5to repeat its execution and be consistent with output sent to the outside world without
having to take expensive checkpoints before sending such output. Additionally, log-
based recovery generally is not susceptible to the domino effect, allowingprocesses to
use uncoordinated checkpointing if desired.2
Log-basedrecoveryreliesontheassumptionsunderliedinapiecewisedeterministic
(PWD) execution model [51,167] and employs an additional loggingprotocol. Under
thePWDassumption,a process executionconsistsofa sequence ofstate intervals,each
startingwith a nondeterministic event such as a message receipt from another process.
The execution within each state interval is deterministic. Thus, by logging every
nondeterministic event during failure-free execution and replaying the logged events
in their original order during recovery, a process can replay its execution beyond the
most recent checkpoint. A process state is recoverable ifthere is sufﬁcient information
to replay the execution up to that state despite any future failures in the system.
In Figure 5, suppose messages
m5 and
m6 are lost upon the failure affecting both
processes
P1 and
P2, while all the other messages survive the failure. Message
m7
becomes an orphan message because process
P2 cannot guarantee the regeneration of
the same
m6 after the rollback, and
P1 cannot guarantee the regeneration of the same
m7 without the original
m6. As a result, the surviving process
P0 becomes an orphan
process and is forced toroll back as well. As indicatedinFigure 5, process states
X,
Y
and
Z then form the maximum recoverable state [89], i.e., the most recent recoverable
consistent system state. Process
P0 (
P2) rolls back to checkpoint
A (
C) and replays
message
m4 (
m2) to reach
X (
Z). Process
P1 rolls back to checkpoint
B and replays
m1 and
m3 in their original order to reach
Y .
2.5 Interactions with The Outside World
A message-passing system often interacts with the outside world to receive input data
and showthe outcome of the computation,or toreceive service requests and reply with
therequested information. The outsideworldcannot bereliedontorollbackifafailure
occurs in the system. For example, a printer cannot roll back the effects of printing a
character; an automatic teller machine cannot recover the money that it dispensed to
a customer; a deleted ﬁle cannot be recovered (unless its state is included as part of
the checkpoint [166,191]). It is therefore necessary to ensure that the outside world
perceive a consistent behavior of the system despite failures. Thus, before sending
output to the outside world, the system must ensure that the state from which the
outputis sent will be recovered despite any future failure. This is commonly called the
output commit problem. Some rollback-recovery protocols may need to run a special
algorithm to ensure the recoverability of the current state, while some protocols can
commit output directly without the need for special arrangements.
2We use the terms of event logging and message logging interchangeably. Log-based recovery has
traditionally been called message logging, as earlier papers have assumed that nondeterministic events can
be convertedto messages. Also, “messagelogging” has sometimes been used in the literature to refer to the
recording of in-transit messages [42,187]. This naming convention is not common and we do not use it in
this survey.
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Figure 5: Message loggingfor deterministic replay.
Similarly, the input messages that a system receives from the outside world may
not be reproducible, as it may not be able to regenerate them. Therefore, a recovery
protocol must arrange to save the input messages so that they can be retrieved when
needed for execution replay after a failure. A common approach is to save each input
message on stable storage before allowing the application program to process it.
2.6 Stable Storage
Rollback-recovery uses stable storage to save checkpoints, event logs, and other
recovery-related information. Stable storage in rollback-recovery is only an abstrac-
tion,althoughit is often confused withdiskstorage which isusuallyused toimplement
it. Stable storage must ensure that the data stored will persist through the tolerated
failure modes. Therefore, in a system that tolerates a single failure, stable storage
may consist of the volatile memory of another process [29,88]. A system that wishes
to tolerate an arbitrary number of transient failures can implement stable storage by
storing information on a reliable disk local to each host. And a system that tolerates
non-transient failures must ensure that the recovery information related to a particular
process is always stored on a persistent medium outside the host on which the process
is running. A highly-available ﬁle system can be used in that case [103]. Independent
of the technique that implements stable storage, we call an event or a message fully
loggedifit hasbeen storedsuch thatit wouldpersistthetoleratedfailuresinthesystem.
2.7 Garbage Collection
Checkpoints and event logs consume storage resources. As the application progresses
and more recovery information is collected, a subset of the stored information may
7become useless for recovery. A common approach to garbage collection is to identify
therecovery lineand discard all informationrelatingtoevents that occurred before that
line. For example, processes that coordinatetheir checkpointsto form consistent states
will always restart from the most recent checkpoints, and so all previous checkpoints
can be discarded. Garbage collection is an important pragmatic issue in rollback-
recovery protocols. Running a special algorithm to discard useless information incurs
overheadbutmaybenecessary tofreeupspace onstablestorage,posingtwoconﬂicting
requirementstothesystem implementors. Recovery-protocolsdifferinthe amount and
nature of the recovery information they need to store on stable storage, and therefore
differinthecomplexityandinvocationfrequencyoftheirgarbagecollectionalgorithms.
3 Checkpoint-Based Rollback-Recovery
Uponafailure,checkpoint-basedrollback-recoveryrestoresthesystemstatetothemost
recent consistent set of checkpoints, i.e., the recovery line [144]. It does not rely on
piecewisedeterminism, andsodoesnotneedtodetect, log,andreplaynondeterministic
events. Since there is no guarantee that pre-failure execution can be deterministically
regenerated after a rollback, it is more suitable for applications that do not frequently
interact withthe outsideworld. Checkpoint-basedrollback-recoverytechniques can be
classiﬁed into three categories: uncoordinated checkpointing, coordinated checkpoint-
ing, and communication-induced checkpointing.
3.1 Uncoordinated Checkpointing
3.1.1 Overview
Uncoordinated(or independent)checkpointing allows each process to decide indepen-
dently when to take checkpoints. The main advantage is the lower runtime overhead
during normal execution because no coordination among processes is necessary. Au-
tonomyintakingcheckpointsalso allowseach process toselect appropriatecheckpoint
positionstofurtherreducetheoverheadbysavingasmalleramountofstateinformation.
The main disadvantage is the possibility of the domino effect, as shown in Figure 4,
which may cause a large amount of useful work to be undone regardless of how many
checkpoints have been taken. In addition, each process needs to maintain multiple
checkpoints, and a garbage collection algorithm needs to be invoked periodically to
reclaim the checkpoints that are no longer useful.
During normal execution, the dependencies between checkpoints caused by mes-
sage exchanges need to be recorded so that a consistent global checkpoint can be
determined during recovery. The following direct dependency tracking technique is
commonlyusedinuncoordinatedcheckpointing[25,178,192]. Let
c
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Figure 6: Checkpoint index and checkpoint interval.
If a failure occurs, the rollback initiator will broadcast a dependency request
message to collect all the dependency information maintained separately at each pro-
cess. Whenaprocessreceivesthedependency requestmessage, itstopsitsexecution
and replies with the stable dependency information and the dependency information
associated withits current volatilestate (called a volatilecheckpoint), if available. The
initiatorthen calculates the recovery line based on the global dependency information,
andbroadcasts arollback request message containingtherecovery line. Uponreceiv-
ing the rollback request, if a process’s volatile checkpoint belongs to the recovery
line, it simply resumes execution; otherwise, it rolls back to an earlier checkpoint as
indicated by the recovery line.
3.1.2 Dependency Graphs and Recovery Line Calculation
Given the checkpoint and communication pattern shown in Figure 7(a), there are
two approaches proposed in the literature to determining the recovery line. The ﬁrst
approach is based on a rollback-dependency graph [25,35,184] in which each node
represents a checkpoint and a directed edge isdrawn from
c
i
 
x to
c
j
 
y if (1)
i
 
=
j, and a
message
m is sent from
I
i
 
x and received in
I
j
 
y or (2)
i
=
j and
y
=
x
+1. The name
“rollback-dependency graph” comes from the observation that if
I
i
 
x is rolled back,
then
I
j
 
y must also be rolled back. The rollback-dependency graph corresponding to
thepatterninFigure7(a) isillustratedinFigure7(b). Tocalculate the recoveryline, the
graph nodes corresponding to the volatile checkpoints of the failed processes
P0 and
P1 are initially marked. A reachability analysis [25,184] is performed by marking all
the nodes reachable from any of the initially marked nodes. The last unmarked node
of each process then forms the recovery line as shown in Figure 7(b).
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Figure7: (a)Examplecheckpointandcommunicationpattern; (b)rollback-dependency
graph; (c) checkpoint graph.
Thesecond approachisbasedonacheckpoint graph[178,183]. Checkpointgraphs
are similartorollback-dependencygraphsexcept that, whena message issent from
I
i
 
x
and received in
I
j
 
y, a directed edge is drawn from
c
i
 
x
￿1 (instead of
c
i
 
x) to
c
j
 
y, as
shown in Figure 7(c). The recovery line can be calculated by ﬁrst removing the nodes
correspondingto the volatilecheckpointsof the failed processes, and thenapplyingthe
followingrollback propagationalgorithm[178,187] on the checkpoint graph:
/* Initially, all checkpoints are unmarked */
include the last checkpoint of each process in a root set;
mark all the checkpoints strictly reachable from any checkpoint in the root
set;
while (at least one checkpoint in the root set is marked)
f
replace each marked checkpoint in the root set by the last unmarked
checkpoint of the same process;
mark all the checkpoints strictly reachable from any checkpoint in the
root set;
g
10the root set is the recovery line.
Theexampledemonstratesthatthetwoapproaches areequivalentandresultinthesame
recovery line. The choice usually depends on which graph is more convenient for the
issues to be discussed.
3.1.3 Garbage Collection
The garbagecollectionalgorithmforindependent checkpointingconsistsofcalculating
the recovery line, and discard the obsolete checkpoints before the states that form the
line. The calculationproceeds as follows: construct a nonvolatilerollback-dependency
graph by omitting the incoming edges of volatile checkpoints (which correspond to
volatiledependency information),and initiallymark all volatilecheckpointstostart the
reachability analysis. Figure 8 illustrates the nonvolatile rollback-dependency graph
and the global recovery line of Figure 7(a). Only the ﬁrst checkpoint of each process
is obsolete and can be garbage-collected. As demonstrated by the ﬁgure, when the
global recovery line is unable to advance due to rollback propagation, a large number
of nonobsolete checkpoints may need to be retained.
To reduce the number of retained checkpoints, Wang et al. derived the necessary
andsufﬁcient conditionfora checkpointtobeuseful foranyfuturerecovery [185,186].
It was shown that there exists a set of
N recovery lines, the unionof which contains all
useful checkpoints. Each of the
N recovery lines is obtained by initiallymarking one
volatile checkpoint in the nonvolatile rollback-dependency graph. Figure 9 illustrates
the execution of the optimal checkpoint garbage collection algorithm to ﬁnd these
N
recovery lines. Since the four nonobsolete checkpoints
f
A
 
B
 
C
 
D
g and the four
obsolete checkpoints do not belong to the union, they can be safely discarded without
affectingthe safety of any futurerecovery. It was also proved that the number ofuseful
checkpoints can never exceed
N
(
N
+ 1
)
 2, and the bound is tight [185].
3.2 Coordinated Checkpointing
3.2.1 Overview
Inconsistent checkpointing,theprocesses coordinatetheircheckpointstoforma global
consistent state. Consistent checkpointing is not susceptible to the domino effect,
since the processes always restart from the most recent checkpoint. Also, recovery
and garbage collection are both simpliﬁed, and stable storage overhead is lower than
in uncoordinated checkpointing. The main disadvantage is the sacriﬁce of process
autonomy in taking checkpoints. In addition, a coordination session needs to be
initiated before committing any output, and checkpoint coordination generally incurs
message overhead.
A straightforward approach to coordinated checkpointing is to block interprocess
communications until the checkpointing protocol executes [43,174]. This can be
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Figure 8: Garbage collection based on global recovery line and obsolete checkpoints.
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12achieved by using the following two-phase blocking protocol: the initiator (coordina-
tor) broadcasts a checkpoint request message; when a process receives the check-
point request message, it takes a checkpoint, stops sending application messages,
and replies with a local checkpoint done message; once the initiator receives lo-
cal checkpoint donefromeveryotherprocess,itbroadcastsaglobal checkpoint done
message; upon receiving global checkpoint done, each process commits its new
checkpoint and resumes sending application messages. If a failure occurs, a simple
recovery procedure is to roll back all processes in the system to the latest committed
global checkpoint. When it is desirable to minimize the number of processes involved
in a rollback, the general recovery line calculation algorithms based on dependency
tracking (as describe in Section 3.1) can still be applied [100].
3.2.2 Nonblocking Checkpoint Coordination
Instead of blocking interprocess communications, an alternative is to shift the respon-
sibility of maintaining checkpoint consistency from the sender side to the receiver
side. A fundamental problem in nonblockingcheckpoint coordinationis to avoid post-
checkpoint messages like
m in Figure 10(a), which is sent after process
P0 receives
checkpoint request, and received before checkpoint request reaches
P1. Under the
assumptionofFIFOchannels,thisproblemcanbesolvedbyalwaysgeneratingacheck-
point request before sendingany post-checkpointmessages, and forcingeach process
totake a checkpoint upon receivingthe ﬁrst checkpoint request, as illustratedinFig-
ure 10(b). Chandy and Lamport’s distributed snapshot algorithm [38] provides such a
nonblockingcheckpoint coordination protocol. (The checkpoint request message is
called a marker in their paper.) Note that, since we only need the checkpoint request
tobe processed beforeanypost-checkpointmessages, checkpoint requestcan be pig-
gybacked onevery post-checkpointmessage
m and examined by the receiver before
m
is processed [101], as shown in Figure 10(c). This modiﬁcation also allows non-FIFO
channels. In practice, checkpoint indices can serve as the checkpoint request mes-
sages: a checkpoint is triggered when the receiver’s local checkpoint index is lower
than the piggybacked checkpoint index [50,154].
3.2.3 Synchronized Checkpoint Clocks
Looselysynchronousclockscanfacilitatecheckpointcoordination[42,143,177]. More
speciﬁcally,loosely-synchronizedcheckpointclockscantriggerthelocalcheckpointing
actions of all participating processes at approximately the same time without the need
of broadcasting the checkpoint request message by a coordinator. A process takes a
checkpointandwaitsforaperiodthatequalsthesumofthemaximumdeviationbetween
clocks and the maximum time to detect a failure in another process in the system. The
process can be assured that all checkpoints belonging to the same coordinationsession
must have been taken without the need of global checkpoint done messages. If a
failureoccurs, ithas tobe detectedwithinthespeciﬁed timeand theprotocolisaborted.
To guarantee checkpoint consistency, either the sending of messages is blocked for
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Figure 10: Nonblocking coordinated checkpointing. (a) Checkpoint inconsistency;
(b) FIFO channels; (c) non-FIFO channels (short dashed line represents piggybacked
checkpoint request).
the duration of the protocol, or the checkpoint indices can be piggybacked to avoid
blockingas explained before.
3.2.4 Minimal Checkpoint Coordination
It is possible to reduce the number of processes involved in a coordinated check-
pointing session. Only those processes that have communicated with the checkpoint
initiator either directly or indirectly since the last checkpoint need to take new check-
points [21,100]. The following two-phase protocol is due to Koo and Toueg [100].
During the ﬁrst phase, the checkpoint initiator sends a request to all processes with
which it has communicated since the last checkpoint. Upon receiving such request,
each process sends a similar message to all processes it has communicated with since
the last checkpoint and so on, until all processes are identiﬁed. During the second
phase, all processes identiﬁed in the ﬁrst phase take a checkpoint. The result is a
consistent checkpoint that involves only the processes that participate. Interprocess
communicationhas to be blocked duringthis protocol as explained before. In Koo and
Toueg’s original scheme, if any of the involved processes is not able or not willing to
take a checkpoint, then the entire coordination session is aborted; Kim and Park [93]
proposed an improved scheme that allows the new checkpoints in some subtrees to be
committed while the others are aborted.
143.3 Communication-induced Checkpointing
3.3.1 Overview
Communication-inducedcheckpointing [81] is another way to avoid the domino effect
in uncoordinated checkpointing protocols. A system-wide constraint on the check-
point and communication pattern is speciﬁed to guarantee recovery line progression.
Sufﬁcient information is piggybacked on each message so that the receiver can ex-
amine the information prior to processing the message. If processing the message
wouldviolatethe speciﬁed constraint, thereceiver is forced totake a checkpoint before
the processing. In contrast with coordinated checkpointing, no special coordination
messages are exchanged. We distinguishtwo types of communication-induced check-
pointing: model-basedcheckpointingmaintainscertaincheckpointandcommunication
structure that is provably domino effect-free, and index-based coordination enforces
the consistency between checkpoints with the same index.
3.3.2 Model-based Checkpointing
Several domino effect-free checkpoint and communication models have been pro-
posed in the literature. Russell [147] proved that if within every checkpoint interval
all message-receiving events precede all message-sending events, then the system is
domino effect-free. Such a model, called an MRS model, can be maintained by taking
an additional checkpoint before every message-receiving event that is not separated
fromitspreviousmessage-sending event bya checkpoint [2,184]. Inthe Programmer-
Transparent Coordination(PTC) scheme [98], Kim et al. provedthat the dominoeffect
can be eliminated if each process takes an additional checkpoint before processing any
message that willcause theprocess todepend on a checkpoint that it didnot previously
depend on. Wu and Fuchs [197,198] proposed that taking a checkpoint immediately
aftereverymessage-sending event can eliminaterollbackpropagationand thereforethe
domino effect. Some heuristics have also been developed to reduce rollback propaga-
tion[188,199], althoughthey in general do not guarantee domino effect-free recovery.
In addition to achieving domino effect-free recovery, another branch of research
work aims at providingthe beneﬁts of piecewise determinism (such as efﬁcient output
commit and recovery) withoutrequiringapplicationstosatisfy the piecewise determin-
isticmodel. Itisbasedontheobservationthatpiecewisedeterminismcanbemodeledas
havinga logical checkpoint [91,179,190]before every nondeterministicevent. There-
fore, checkpoint-based rollback recovery can mimic piecewise determinism by taking
an actual checkpoint before every nondeterministic event. The main challenge is how
to reduce the number of checkpoints while still preserving desirable properties. It has
been shown that [182] the three domino effect-free models described in the previous
paragraph can all be viewed as special cases of a more general Fixed-Dependency-
After-Send (FDAS) model: the receiving of any message that causes its receiver
P
j to
causally depend on a checkpoint
c
i
 
x for the ﬁrst time must precede any sending of
messages from the same checkpoint interval. The main advantage of the FDAS model
isthat itallowsrollbackdependency tobetracked on-line,apropertythatleads tomany
15desirable features of the piecewise deterministic model. The ability to track rollback
dependency is also preserved in the adaptive checkpointing algorithm of Baldoni et
al. [16]. In their scheme, an additional boolean vector and another boolean matrix are
piggybacked on each message. These data structure allow a receiver to determine if
an additional checkpoint needs to be taken to prevent some other checkpoints from
becoming useless, i.e., not belongingto any consistent global checkpoints [199].
3.3.3 Index-based Coordination
Checkpoint coordination can also be considered as a mechanism to be incorporated
into an uncoordinated checkpointing protocol to eliminate the domino effect. A naive
way to employ checkpoint coordination is to start a coordination session whenever
a local checkpoint is taken. Alternatively, inconsistency between checkpoints of the
same index can be avoided in a lazy fashion if checkpoint index is piggybacked on
each message. Upon receiving a message with piggybacked index greater than the
local index, the receiver is forced to take a checkpoint before processing the message
to avoid inconsistency at the last minute [33,101].
The lazy coordination protocol described above has two disadvantages. First, the
induced checkpoints push the checkpoint indices at some processes higher which may
cause more induced checkpoints to be taken and, in the worst case, result in an ex-
cessive number of induced checkpoints. Second, the additional checkpoint overhead
is determined by the checkpoint and communication pattern and is not otherwise con-
trollable. Wang and Fuchs [189] introduced the notion of laziness (a positive integer)
to provide a tradeoff between the checkpoint overhead and rollback distance. When
a system speciﬁes the laziness to be
Z, only checkpoints with the same index which
is a multiple of
Z are required to be consistent. By increasing the laziness, additional
checkpoint overhead can be reduced at the expense of a potentially larger rollback
distance. Manivannan and Singhal [119]presented a quasi-synchronouscheckpointing
algorithm to reduce the number of forced checkpoints. Every process increments its
next-to-be-assignedcheckpointindexat thesame regulartimeintervaltokeeptheindex
of the latest checkpoint of each process close to each other. A scheduled checkpoint is
skipped if the next-to-be-assigned index is already taken by an induced checkpoint.
4 Log-Based Rollback-Recovery
Log-basedrollback-recoveryassumes apiecewise deterministicsystemmodel inwhich
aprocessexecutionconsistsofasequence ofdeterministicstateintervals. Each interval
startswiththe occurrence of a nondeterministicevent. Such an event can be the receipt
of a message from another process or an internal event to the process. Sending a
message, however, is not an event in this model. For example, in Figure 5, the
execution of process
P0 would be a sequence of four deterministic intervals. The ﬁrst
onestarts withthe creationof the process, whilethe remainingthree start by the receipt
of messages
m0,
m4, and
m7, respectively.
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events on stable storage in addition to checkpointing. During recovery, the events in
the log are replayed at the same points they occurred during the pre-failure execution.
Thus, the failedprocess reconstructs its pre-failureexecution duringrecovery since the
executionwithineach deterministicintervaldepends onthenondeterministicevent that
started it.
Log-based rollback-recovery contrasts checkpointing schemes in one important
way. In checkpointing schemes, the system restarts one or more processes after a
failure to restore a consistent state. The execution of a failed process during recovery
is not necessarily identical to its pre-failure execution. This property simpliﬁes the
implementation of failure-recovery but makes it difﬁcult for the system to interact
efﬁciently with the outside world. Log-based rollback-recovery does not have this
problem and can interact more efﬁciently with the outside world.
Log-based rollback-recovery protocols have been traditionally called “message
loggingprotocols.” The associationofnondeterministiceventswithmessages isrooted
in the earliest systems that implemented this style of recovery [23,28]. These systems
translated nondeterministic events into messages according to the CSP model [71].
It is important however to emphasize that these protocols are not only limited to
message-passing systems. They have found applications in other style of interprocess
communication, such as in distributedshared memory systems [37,170,197].
Log-based rollback-recovery protocols come in three major variants: pessimistic
logging, optimistic logging, and causal logging protocols. They differ in their failure-
free performance overhead, latency of output commit, simplicity of recovery and
garbage collection, and the potential for rollingback surviving processes.
4.1 Pessimistic Logging
4.1.1 Overview
The basic assumption in pessimistic logging systems is that a failure can occur after
every nondeterministic event in the computation. This assumption is “pessimistic”
sincefailuresarerareinreality. Pessimisticloggingsystemsarrangefortheinformation
about each nondeterministicevent to be loggedbefore the event is allowed toaffect the
computation. For example, a message is not delivered to the application program until
it is logged. This form of logging is often called synchronous logging. Each process
also takes periodic checkpoints to limit the amount of work that has to be repeated in
execution replay during recovery. Should a failure occur, the application program is
restarted from the most recent checkpoint and the log of events is replayed to recreate
theexecution. Because theexecutionisdeterministicbetween nondeterministicevents,
an exact replay of the pre-failure execution is produced.
Consider the example in Figure 11. During failure-free operation the logs of
processes
P0,
P1,and
P2 are
f
m0
 
m4
 
m7
g,
f
m1
 
m3
 
m6
g,and
f
m2
 
m5
g,respectively.
Ifprocesses
P1 and
P2failasshown,theyrespectivelyrestartfromcheckpoints
B and
C.
Each replays its message log and because the execution is deterministic, each restores
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P0 including its
receipt of message
m7 from
P1.
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m5 m6
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C
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m m
2 3
4 7
B
m0
Z
Y
X
Maximum
recoverable
state
Figure 11: Pessimistic logging.
The state of each process in a pessimistic logging system is always recoverable.
This property has four advantages:
  A process can commit output to the outside world without running a special
protocol.
  Recovery is simpliﬁed because the effects of a failure are conﬁned only to the
processes that fail. Functioningprocesses continue to operate and never become
orphans. This propertyis true because a process always recovers to the state that
included its most recent interaction with any other process or the outside world.
  Processes restart from their most recent checkpoint upon a failure, therefore
limiting the extent of execution that has to be replayed. Thus, the frequency
of taking checkpoints can be determined by trading off the desired runtime
performance with the desired protection of the execution.
  There is no need to run a complex garbage collection protocol for the recovery
information. Informationabout nondeterministicevents that occurred before the
most recent checkpoint andoldercheckpointscan alwaysbereclaimed sincethey
will never be needed for recovery.
The price to be paid for these advantages is a performance penalty incurred by syn-
chronous logging. Implementations of pessimistic logging must therefore resort to
special techniques to reduce the effects of synchronous logging on performance.
184.1.2 Techniques for Reducing Performance Overhead
The simplest formofpessimisticloggingistolocallysave instablestorage information
abouteach event as itoccurs andbeforeit affects theapplicationprogram[72,73]. This
form of logging potentially has a high performance overhead but allows each host to
recover independently which is desirable in practical systems [74].
Special hardwarethatassistsloggingcanlowertheoverhead. Thisspecial hardware
can take the form of a fast non-volatile semiconductor memory to implement stable
storage [18,163]. Synchronous logging in such an implementation would be orders
of magnitude cheaper than with a traditional implementation of stable storage using
magnetic disk devices. Therefore, performance is only slightly affected. Another
form of hardware support is to use a special bus that guarantees atomic logging of all
messages exchanged in the system [29,140]. Such hardware support ensures that the
log of one machine is automatically stored on a designated backup without blocking
the execution of the application program. This scheme, however, requires that all
nondeterministicevents be converted into external messages [23,29].
Some pessimistic logging systems reduce the overhead of synchronous logging
withoutrelyingon hardware. Forexample, the sender-based message logging(SBML)
protocol logs each message at the sender in volatile memory [88]. A receiver of a
message sends an acknowledgment to the sender including the order in which the
message is received. The sender includes the receipt order in the log. The log thus
contains the information necessary to help the receiver recover from future failures
should they occur. This scheme avoids the overhead of accessing stable storage but it
can tolerate onlyone failure and cannot accommodate nondeterministicevents internal
to a process. Extensions to this technique can tolerate more than one failure in special
network topologies[91].
4.1.3 Relaxing Logging Atomicity
The performance overhead of pessimistic logging can be reduced by delivering a
message or an event and deferringitslogginguntilthe host communicates withanother
host or with the outside world [77,88]. In the example of Figure 11, process
P0 may
defer the logging of message
m4 and
m7 until it needs to communicate with another
process or the outside world. Thus, these messages are allowed to affect process
P0
but this effect is local – no other process or the outside world can see it until the
messages are logged. The observed behavior of each process is the same as with an
implementation that logs events before delivering them to applications. Event logging
and delivery are not performed in one atomic operation in this variation of pessimistic
logging. This scheme reduces overhead because several events can be logged in one
operation, reducing the frequency of synchronous access to stable storage. Latency
of interprocess communication and output commit are not reduced since a logging
operation may often be needed before sending a message.
Systems that decouple logging of an event from its delivery may be susceptible to
losing the last messages that were delivered before a failure (an instance of the “last
19message problem” [124]). This problemoccurs onlyinsystems where thecommunica-
tion channels are assumed to be reliable. Consider the example in Figure 11. Assume
process
P0 fails after delivering
m4 and
m7 but before loggingthem. Process
P0 must
receive these messages during recovery to be consistent with process
P1. Some proto-
cols that rely on the receiver to log the messages cannot retrieve these messages [77].
This problem does not occur in protocols that rely on sender logging or those that do
not assume reliable communication channels [50,89].
4.2 Optimistic Logging
4.2.1 Overview
Unlikepessimisticloggingprotocols,optimisticloggingprotocols[87,89,91,134,157,
168] log messages asynchronously. These protocols make the optimistic assumption
that logging will complete before a failure occurs. A volatile log contains information
about the events to be logged, and is ﬂushed to stable storage periodically. Optimistic
loggingdoesnotrequiretheapplicationtoblockandthushasbetterfailureperformance.
However, this advantage comes at the expense of more complicated recovery, garbage
collection, and output commit compared with pessimistic logging. Should a process
fail, the informationin the volatile log will be lost and cannot be used duringrecovery.
The execution that depends on the lost informationcannot be recovered. Furthermore,
if the failed process has sent a message during any of this unrecoverable execution,
the receiver of the message then becomes an orphan process and must roll back to
“unreceive” this message. For example, suppose
P2 in Figure 12 fails before message
m5 is logged to stable storage. Process
P1 then becomes an orphan process and must
roll back to unreceive the orphan message
m6. The rollback of
P1 further forces
P0
to roll back to unreceive
m7. Optimistic logging protocols must therefore perform
dependency tracking during failure-free execution. Upon a failure, the dependency
tracking information is used to calculate and recover the maximum consistent state
of the entire system, in which no process is in an orphan state. The above failure
scenario also illustrates that optimistic logging protocols require a nontrivial garbage
collection algorithm. While pessimistic logging protocols need only keep the most
recent checkpoint of each process, optimistic logging protocols may need to keep
additionalcheckpoints. In the example, process
P1’s restart from checkpoint
B instead
ofthe most recent checkpoint
D due to
P2’s failure. Finally, since messages are logged
asynchronously,outputcommitinoptimisticloggingprotocolsgenerallyrequiresmulti-
host coordination to force the logging progress at some processes to ensure that no
failure scenario can revoke the output. For example, if process
P0 needs to commit
output at state
X, it must log messages
m4 and
m7 to stable storage and ask
P2 to log
m2 and
m5.
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Figure 12: Optimisticlogging.
4.2.2 Synchronous vs. Asynchronous Recovery
Recovery in optimistic logging protocols can be either synchronous or asynchronous.
In synchronous recovery [157], all processes run a recovery protocol to compute the
maximum recoverable system state based on dependency and logged information,
and then perform the actual rollbacks. During failure-free execution, each process
increments its state interval index at the beginning of each state interval. Dependency
tracking can be either direct or transitive. In direct dependency tracking [89,157], the
current index of a message sender is piggybacked on each outgoing message to allow
the receiver to record the dependency directly caused by the message. These direct
dependencies can then be assembled at recovery time to obtain complete dependency
information. Alternatively, transitive dependency tracking [157] can be used: each
process
P
i maintains a size-
N vector
T
D
i where
T
D
i
[
i
] is
P
i’s current state interval
index, and
T
D
i
[
j
],
j
 
=
i, records the highest index of any state interval of
P
j on
which
P
i depends. Transitive dependency tracking generally incurs a higher failure-
free overhead for piggybacking and maintaining the dependency vectors, but allows
faster output commit and recovery [87].
Inasynchronous recovery, a failed process restarts bysendinga rollbackannounce-
ment broadcast [160] (or recovery message [168]) to start a new incarnation. Upon
receiving a rollback announcement, a process rolls back if it detects that it has become
an orphan with respect to that announcement, and then broadcast its own rollback an-
nouncement. Since rollback announcements from multiple incarnations of the same
process may coexist in the system, each process in general needs to track the de-
pendency of its state on every incarnation of every other process to correctly detect
orphaned states. Strom and Yemini [168] introduced the following blocking at some
message receiving events to allow tracking dependency on only one incarnation of
each process: before process
P
i receives any message carrying a dependency on an
unknownincarnationof process
P
j,
P
i must ﬁrst receive rollbackannouncements from
P
j to verifythat
P
i’s current state does not dependon any invalidstate of
P
j’s previous
21incarnations. To eliminate the blocking and achieve completely asynchronous recov-
ery, the protocol by Smith et al. [160] piggybacks all rollback announcements known
to a process on every outgoing message. The protocol was later improved to require
piggybackingonly a provably minimum amount of information[161].
Another issue in asynchronous recovery protocols is the possibilityof exponential
rollbacks: a singlefailureinthesystem may cause a process torollback an exponential
number of times [157]. Figure 13 gives an example, where each integer pair
[
i
 
x
]
represents the
x
t
h state interval of the
i
t
h incarnation of a process. Suppose
P0 fails
and loses its interval
[1
 2
]. When
P0’s rollback announcement
r0 reaches
P1,
P1 rolls
backtointerval
[2
 3
]andbroadcast anotherrollbackannouncement
r1. If
r1 reaches
P2
before
r0 does,
P2 will ﬁrst roll back to
[4
 5
]inresponse to
r1, and later roll back again
to
[4
 4
]uponreceiving
r0. By generalizingthisexample, we can construct scenarios in
whichprocess
P
i,
i
  0,rollsback2
i
￿1 timesinresponseto
P0’sfailure. Itwaspointed
out that Strom and Yemini’s original protocol suffers from the exponential rollbacks
problem [157]. Three approaches have been proposed to eliminate the problem by
ensuringthat anyprocess willroll backat most once inresponse toa singlefailure. The
protocol by Lowry and Strom [117] piggybacks the original rollback announcement
from the failed process on every subsequent rollback announcement that it triggers.
For example, in Figure 13, process
P1 piggybacks
r0 on
r1. Damani and Garg [45]
reduced the number of rollback announcements based on the important observation
that announcing only failures, rather than all rollbacks, sufﬁces to detect orphans. In
other words, rollback announcements generated by non-failed rolled-back processes
are always redundant with respect to those generated by failed processes in terms of
ﬁndingthe maximum recoverable state. If rollback announcements are only generated
by failed processes, messages like
r1 in Figure 13 no longer exist and so exponential
rollbackswill not happen. The recovery protocol by Smith et al. [160,161] also avoids
exponential rollbacks because all rollback announcements are piggybacked on every
applicationmessage and so always reach a process at the same time.
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Figure 13: Exponential rollbacks.
224.3 Causal Logging
4.3.1 Overview
Causal logginghas the failure-freeperformance advantages of optimisticloggingwith-
out making optimistic assumptions. It avoids synchronous access to stable storage
except during output commit. Causal logging also retains most of the advantages of
pessimisticlogging. Itallowseach processtocommit outputindependentlyandisolates
itfrom theeffects offailuresthat occur inotherprocesses. Furthermore, causal logging
limitstherollbackofany failedprocess tothemost recent checkpoint onstablestorage.
This reduces the storage overhead and the amount of work at risk. These advantages
come at the expense of a more complex recovery protocol.
The basic invariant in causal logging is that information about each event that
causally precedes the state of a process is either fully logged or is available locally
to the process. Consider the example in Figure 14(a). While messages
m5 and
m6
may be lost upon the failure, process
P0 at state
X would have information about the
nondeterministic events that precede its state in causal order according to Lamport’s
happened-before relation [102]. These events consist of the receipts of messages
m0,
m1,
m2,
m3 and
m4. The information about each of these nondeterministic events is
either logged on stable storage or is available locally to process
P0. Thus, process
P0
will be able to guide the recovery of
P1 and
P2 because it has the order in which
P1
should replay messages
m1 and
m3 to reach state
Y , and the order in which
P2 should
replay message
m2 to reach state
Z. Such messages can be replayed from the sender
log of
P0 or will be regenerated during the recovery of
P1 and
P2.
Each process maintains informationabout all the events that have causally affected
its state. This information acts as an insurance to protect the process from the failures
that occur in other processes. It also allows the process to make its state recoverable
by simply logging the information available locally. Thus, a process does not need to
run a multi-host protocol to commit output.
4.3.2 Tracking Causality
The Manethoprotocol[51]propagates thecausal informationinan antecedence graph.
The antecedence graph providesevery process inthe system witha complete historyof
the nondeterministic events that have causal effects on its state. The graph has a node
representing each nondeterministic event that precedes the state of a process, and the
edges correspond to the happened-before relation. Figure14(b) shows the antecedence
graph of process
P0 of Figure 14(a) at state
X. During failure-free operation, each
process piggybacks on each application message the receipt orders of its direct and
transitiveantecedents, ie. itslocal antecedence graph. The receiver ofthe message will
record these receipt orders in its volatile log.
In practice, carrying the entire graph on each application message may lead to an
unacceptable overhead. Fortunately, each message carries a graph that is a superset
of the one piggybacked on the previous message sent from the same host. This fact
can be used in practical implementations to reduce the amount of information carried
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Figure14: Causal logging. (a) Maximum recoverable states and (b)antecedence graph
of
P0 at state
X.
on application messages. Thus, any message between two hosts
p and
q carries only
the difference between the graphs piggybacked on the previous message exchanged
between these two hosts. Furthermore, if
p has recently received a message from
q, it
can exclude the graph portionsthat have been piggybacked on that message. Process
q
already contains the informationin these excluded portions,and therefore transmitting
them serves no purpose. Other optimizations are also possible but depend on the
semantics of the communication protocol [48]. An implementation of this technique
shows that it has very low overhead in practice [48].
Further reduction of the overhead is possible if the system is willing to tolerate a
number of failures that is less than the total number of processes in the system. This
observationisthebasisofFamilyBasedLoggingprotocols(FBL)thatareparameterized
bythe number of toleratedfailures [6,7]. The basis of these protocolsis that totolerate
24f process failures, it is sufﬁcient to log each nondeterministic event in the volatile
store of
f
+ 1 different hosts. Sender-based logging is still used to support message
replayduringrecovery. Theevent informationispiggybackedonapplicationmessages.
However, unlikeManetho, propagationofinformationabout an event stopswhenit has
been recorded in
f
+ 1 hosts. For
f
 
n, where
n is the number of processes, FBL
protocols do not access stable storage except for checkpointing. Reducing access to
stable storage in turn reduces performance overhead and implementation complexity.
Applicationspay onlythe overhead that corresponds to the number of failures they are
willing to tolerate. An implementation for the protocol with
f
= 1 conﬁrms that the
performance overhead is very small [6]. The Manetho protocol can be considered a
member of FBL protocols corresponding to the case of
f
=
n.
4.4 Comparison
Various rollback-recovery protocols offer different tradeoffs with respect to perfor-
mance overhead, latency of output commit, storage overhead, ease of garbage col-
lection, simplicity of recovery, freedom from domino effect, freedom from orphan
processes, and the extent of rollback. Table 1 summarizes the comparison between
the different variations of rollback-recovery protocols. Uncoordinated checkpointing
generally has the lowest failure-free overhead but suffers from potential domino ef-
fect. This can be avoided by paying certain degree of performance overhead either to
coordinate checkpoints or to log messages under the assumption of piecewise deter-
minism. The PWD assumption also has the additional advantages of allowing faster
output commits and orphan-free recovery. Since garbage collection and recovery both
involvecalculating a recovery line, they can be performed by simple procedures under
coordinated checkpointing and pessimistic logging, both of which have a predeter-
mined recovery line duringfailure-free execution. The extent of any potential rollback
determines the maximum number of checkpointseach process may need to retain. Un-
coordinated checkpointing can have unbounded rollbacks, and a process may need to
retain up to
N checkpoints if the optimal garbage collection algorithm is used [186].
Several checkpoints may need to be kept under optimistic logging, depending on the
loggingprogress.
5 Implementation Issues
5.1 Overview
While there is a rich body of research on the algorithmic aspects of rollback-recovery
protocols,reports onexperimental prototypesor commercial implementations are rela-
tivelyscarce. Thefewexperimentalstudiesavailablehaveshownthatbuildingrollback-
recoveryprotocolswithlowfailure-freeoverheadisfeasible. Thesestudiesalsoindicate
that the main difﬁculty in implementing these protocols lies in the complexity of han-
dling recovery [48]. It is interesting that all commercial implementations of message
25Uncoordinated Coordinated Pessimistic Optimistic Causal
Checkpointing Checkpointing Logging Logging Logging
PWD Assumed? No No Yes Yes Yes
Overhead Low Higher Highest Higher Higher
Output Commit Not possible Very slow Fastest Slow Fast
Checkpoint/process Several 1 1 Several 1
Garbage Collection Complex Simple Simple Complex Complex
Recovery Complex Simple Simple Complex Complex
Domino Effect Possible Not possible Not possible Not possible Not possible
Orphans Possible Possible Not possible Possible Not possible
Rollback Extent Unbounded Last Last Some previous Last
checkpoint checkpoint checkpoint checkpoint
Table 1: Comparison between different ﬂavors of rollback-recovery protocols.
logginguse pessimistic logging because it simpliﬁes recovery [29,74].
Several recent studies have also challenged some premises which many recovery
protocols rely on. Many of these protocols have been incepted in the 1980’s. Dur-
ing that era, processor speed and network bandwidth were such that communication
overhead was deemed too high, especially when compared to the cost of stable storage
access [26]. In such platforms, a protocol that requires multi-host coordination incurs
a large overhead due to the necessary control messages that carry out the protocol. A
protocol that does not require such communication overhead at the expense of more
stablestorageaccess wouldperformbetterinsuchplatforms. Recently,processorspeed
and network bandwidth have increased dramatically, while the speed of stable storage
access has remained relatively the same.3 This change in the equation suggests a fresh
look at the premises of many rollback-recovery protocols. Speciﬁcally, recent results
have shown that [53,106,135]:
￿ Stable storage access is now the major source of overhead in checkpointing
systems. Communicationoverhead is much lower in comparison. Such changes
favor coordinated checkpointing schemes over message logging or independent
checkpointing systems, as they require less access to stable storage and are
simpler to implement.
￿ The case for message logginghas become the abilityto interact with the outside
world, instead of reducing the overhead [53]. Message logging systems can
implement efﬁcient protocols for committing output and logging input that are
not possible in checkpoint-onlysystems.
3While semiconductor-basedstable storage is becoming more widely available, the size/cost ratio is too
low compared to disk-based stable storage. It appears that for some time to come, disk-based systems will
continue to be the medium of choice for storing the large ﬁles that are needed in checkpointingand logging
systems.
26￿ Recent advances have shown that arbitrary forms of nondeterminism can be
supported at a very low overhead in logging systems. Nondeterminism was
deemed one of the complexities inherent in message loggingsystems.
In the remainder of this section, we address these issues in some detail.
5.2 Checkpointing
All available studies have shown that writing the state of a process to stable storage is
an important contributorto the performance overhead [135]. The simplest way to save
the state of a process is to suspend it, save its address space on stable storage, and then
resume it [92,99,106,114,159,194]. This scheme can be costly for programs with
large address spaces if stable storage is implemented using magnetic disks as it is the
custom. Several techniques exist to reduce this overhead.
5.2.1 Reducing Checkpointing Overhead
Concurrent checkpointing techniques greatly reduce the overhead of saving the state
of a process [109–111]. Concurrent checkpointing does not suspend the execution of
the process while the checkpoint is saved on stable storage. It relies on the memory
protection hardware that is commonly available in modern computer architectures.
The address space is protected from further modiﬁcation at the start of a checkpoint
and the memory pages are saved to disk concurrently with the program execution.
If the program attempts to modify a page, it will incur a protection violation. The
checkpointing system copies the page into a separate buffer from which it is saved on
stablestorage. The originalpage isunprotectedand the applicationprogramis allowed
to resume.
Adding incremental checkpointing to concurrent checkpointing can further reduce
the overhead [50]. Incremental checkpointing avoids rewritingportions of the process
states that do not change between consecutive checkpoints. It can be implemented
by using the dirty-bit of the memory protection hardware or by emulating a dirty-
bit in software [12]. A public domain package implementing these techniques is
available [136].
Incremental checkpointing can also be extended over several processes. In this
technique,the system saves thecomputed parityor some functionof thememory pages
thataremodiﬁedacross several processes [137]. Thistechniqueisverysimilartoparity
computationin RAID disk systems. The parity pages can be saved in volatilememory
ofsome otherprocesses therebyavoidingtheneed toaccess stablestorage. The storage
overhead of this method is very low, and it can be adjusted depending on how many
failures the system is willingto tolerate [137].
5.2.2 System-level versus User-level Implementations
Support for checkpointing can be implemented in the kernel [48,86,135], or it can be
implemented by a library linked with the user program [62,106,136,159,165,191].
27Kernel-level implementations are more powerful because they can also capture kernel
datastructures that supportthecheckpointed process. However, these implementations
are necessarily not portable.
Checkpointingcan also be implemented in user level. System calls that manipulate
memory protectionsuch as mprotect of UNIX can emulate concurrent and incremental
checkpointing. The fork system call ofUNIX can implement concurrent checkpointing
if the operating system implements fork using copy-on-write protection [62]. User-
level implementationshowever cannot access kernel’s datastructures thatbelongtothe
process such as open ﬁle descriptors and message buffers, but these data structures can
be emulated at user level [149,191].
5.2.3 Compiler Support
A compiler can be instrumented to generate code that supports checkpointing [108].
A compiled program would contain code that decides when and what to checkpoint.
The advantage of this technique is that the compiler can decide on the variables that
must be checkpointed, therefore avoiding saving unnecessary data. For example,
dead variables within a program are not saved in a checkpoint though they have been
modiﬁed. Furthermore, the compiler may decide the points during program execution
where the amount of state to be saved is small.
Despitethesepromisingadvantages, thereareseveral difﬁcultieswiththisapproach.
It is generally undecidable to ﬁnd the point in program execution most suitable to take
a checkpoint. There are, however, several heuristicsthat can be used. The programmer
could provide hints to the compiler about where checkpoints could be inserted or what
data variables should be stored [24,138,152]. The compiler may also be trained by
running the application in an iterative manner and observing its behavior [108]. The
observedbehaviorcouldhelpdecidetheexecutionpointswhereitwouldbeappropriate
to insert checkpoints. Compiler support could also be simpliﬁed in languages that
supportautomatic garbagecollection[9]. The executionpointafter each majorgarbage
collection provides a convenient place to take a checkpoint at a minimum cost.
5.2.4 Coordinated versus Uncoordinated Checkpointing
Many checkpointingprotocolswere incepted at a time where the communication over-
head far exceeded the overhead of accessing stable storage [26]. Furthermore, the
memory available to run processes tended to be small. These tradeoffs naturally fa-
vored uncoordinatedcheckpointingschemes over coordinated checkpointingschemes.
Current technological trends however have reversed this tradeoff.
Inmodernsystems,theoverheadofcoordinatingcheckpointsisnegligiblecompared
to the overhead of saving the states [50,125]. Using concurrent and incremental
checkpointing, the overhead of either coordinated or uncoordinated checkpointing is
essentially the same. Therefore, uncoordinated checkpointing is not likely to be an
attractive technique in practice given the negligible performance gains. These gains
do not justify the complexities of ﬁnding a consistent recovery line after the failure,
28the susceptibility to the domino effect, the high storage overhead of saving multiple
checkpoints of each process, and the overhead of garbage collection.
5.3 Communication Protocols
Rollback-recovery complicates the implementation of protocols used for interprocess
communications. Some protocols offer the abstraction of reliable communication
channels such as connection-based protocolslike TCP [139]orRPC-stylecommunica-
tions[27]. Alternatively, otherprotocolsoffer theabstractionofan unreliabledatagram
service such as UDP [139]. Each type of abstraction requires additional support to
operate properly across failures and recoveries.
5.3.1 Location-Independent Identities and Redirection
For all communication protocols, a rollback-recovery system must mask the actual
identityand location of a process or a remote port from the application program. This
masking is necessary to prevent any applicationprogram from acquiringa dependency
on the location of a certain process. Such a dependency would make it impossible to
restart a process on a different machine after a failure. A solution to this problem is to
assignalocation-independent,logicalidentiﬁertoeachprocessinthesystem[176]. The
system translatesthe logicalidentiﬁertotheactual networkaddress of theprocess inan
application-transparent manner. This scheme also allows the system to appropriately
redirect communication to a restarting process after a failure.
5.3.2 Reliable Channel Protocols
Identity masking and communication redirection after a failure are sufﬁcient for com-
munication protocolsthat offer the abstraction of an unreliable channel. Protocols that
offer the abstraction of reliable channels require additional support. These protocols
usually generate a timeout upcall to the application program if the process at the other
end of the channel has failed. These timeouts should be masked since the failed pro-
gram will soon restart and resume computation. If such upcalls are allowed to affect
the application, then the abstraction of a reliable system is no longer upheld. The
application will have to encode the necessary support to communicate with the failed
process after it recovers.
Maskingtimeoutsshouldalsobecoupledwiththeabilityoftheprotocolimplemen-
tationto reestablish the connection with the restarting process (possiblyrestarting on a
different machine). This support includes the ability to clean up the old connection in
an orderly manner, and to establish a new connection with the restarting host. Further-
more, messages retransmitted as part of the execution replay of the remote host must
be identiﬁedand if necessary suppressed. This requires the protocolimplementationto
include a form of sequence number that is only used for this purpose.
Recovering in-transit messages that are lost due to a failure is another problem
for reliable communication protocols. In TCP/IP communication style, for instance, a
29message is considered delivered once an acknowledgment is received from the remote
host. The message itself may linger in the kernel’s buffer for a while before the
receiving process consumes it. If this process fails, the in-transit messages must be
resent topreserve thesemantics ofthereliablecommunicationchannel. Messages must
be saved at the sender side for possible retransmission during recovery. This step can
be combined in a system that performs sender-based message loggingas part of the log
maintenance. Inothersystems that donot logmessages orlogmessages at thereceiver,
the copying of each message at the sender side introduces overhead and complexity.
The complexity is due to the need for executing some garbage collection algorithm
with other sites to reclaim the volatile storage.
5.4 Message Logging
Message logging introduces two sources of overhead. First, each message must in
general be copied in the local memory of the process. Second, the volatilelog must be
ﬂushed on stable storage. The ﬁrst source of overhead may directly affect communica-
tionthroughput and latency. This is especially true if the copying occurs in the critical
path of the interprocess communication protocol. In thisrespect, sender-based logging
is considered more efﬁcient than receiver-based logging because the copying can take
place after sending the message over the network. Additionally, the system may com-
bine the message loggingwith the implementation of the communication protocol and
sharethemessage logwiththetransmissionbuffers. Thisscheme wouldavoidtheextra
copying of the message. Logging at the receiver is more expensive because it is in the
critical path and no such sharing between the message loggingand the communication
protocol logic can be implemented.
Another optimization for sender-based logging systems is to use copy-on-write to
avoid making extra-copying. This scheme works well in systems where broadcast
messages are implemented using several point-to-point messages. In this case, copy-
on-writewill allow the system to have one copy foridentical messages and thusreduce
the storage and performance overhead of logging. No similar optimization can be
performed in receiver-based systems [53].
5.4.1 Message Logging and Coordinated Checkpointing
Message logging has been traditionally presented as a scheme that allows the system
to use uncoordinated checkpointing with no domino effect. However, there is nothing
that prevents the system from using coordinated checkpointing in a message logging
system [53]. Such a scheme has many advantages with respect to performance and
simplicity. It retains the ability to perform fast output commit as in log-based sys-
tems. It also retains the simplicityof recovery and garbage collection that comes from
coordinated checkpointing. Furthermore, it allows a sender-based logging system to
avoid ﬂushing the logs on stable storage, reducing the overhead and complexity of
maintaininglogs onstable storage. The combinationof coordinatedcheckpointingand
message logginghas been shown to outperformone withuncoordinatedcheckpointing
30and message logging [53]. Therefore, the purpose of logging should no longer be the
avoidanceoftakinguncoordinatedcheckpointingbutthedesire forenablingfast output
commit.
5.5 Stable Storage
Magnetic disks have been the medium of choice for implementing stable storage.
Although slow, their storage capacity and low cost combination cannot be matched
with other alternatives. An implementation of a stable storage abstraction on top of a
conventionalﬁle system may not be the best choice, however. Such an implementation
will not generally give the performance and reliability needed to implement stable
storage [48]. The KitLog package offers a log abstraction on top of which support
for checkpointing and message logging can be implemented. The package runs in
conventional UNIX systems and bypasses the UNIX ﬁle system by accessing the disk
in raw mode [146].
There have been also several attempts at implementing stable storage using non-
volatile semiconductor memory [18]. Such implementations do not have the perfor-
mance problemsassociated withdisks. The priceand thesmall storage capacityremain
two problems that limit their wide acceptance.
5.6 Support for Nondeterminism
Nondeterminism occurs when the application program interacts with the operating
system through system calls and upcalls. Log-based systems must track the non-
determinism during failure-free operation and replays it with the same effect during
recovery.
5.6.1 System Calls
System calls in general can be classiﬁed into three types. Idempotent system calls
are those that return deterministic values whenever executed. Examples include calls
that return the user identiﬁer of the process owner. These calls do not need to be
logged. A second class of calls consists of those that must be logged during failure-
free operation but should not be re-executed during execution replay. The result from
these calls should simply be replayed to the application program. These calls include
those that inquire about the environment, such as getting the current time of day. Re-
executing these calls duringrecovery might return a different value that is inconsistent
with the pre-failure execution. Therefore, the previous result is simply returned to the
application. The last type of system calls are those that must be logged during failure-
free operation and re-executed during execution replay. These calls generally modify
theenvironmentandtherefore theymust bere-executed tore-establishtheenvironment
changes. Examples include calls that allocate memory or create processes. Ensuring
that these calls return the same values and generate the same effect during reexecution
can be very complex [48,149].
315.6.2 Asynchronous signals
Different ﬂavors of logging have been suggested with different performance and re-
silience characteristics [7]. These protocols, however, do not support general forms
of nondeterminism that are found in practice. It is inefﬁcient for example to track the
nondeterminismresultingfromsoftware interruptssuch as UNIX signals. Such signals
must be applied at the same execution points during replay to reproduce the same
result. Systems that support this form of nondeterminism simply take a checkpoint
after the occurrence of each signal, which can be very expensive [48]. Alternatively,
the system may convert these asynchronous signals to synchronous messages such as
in Targon/32 [29], or it may queue the signals until the application polls for them
such as in Delta-4 [22,39]. Both alternatives convert asynchronous event notiﬁcations
into synchronous ones, which may not be suitable or efﬁcient for many applications.
Such solutions also require substantial modiﬁcations to the operating system or the
applicationprogram.
Another example of nondeterminism that is difﬁcult to track is shared memory
manipulationinmulti-threadedapplications. Reconstructingthesame executionduring
replayrequiresthe same interleavingofshared memory accesses bythe variousthreads
as in the pre-failure execution. Systems that support this form of nondeterminism
supply their own sets of locking primitives, and require applications to use them for
protecting access to shared memory [62]. The primitives are instrumented to insert
an entry in the log identifying the calling thread and the nature of the synchronization
operation[62]. However, thistechniquehasseveral problems. Itmakessharedmemory
access expensive, and may generate a large volume of data in the log. Furthermore, if
the application does not adhere to the synchronization model (due to a programmer’s
error, for instance), execution replay may not be possible.
A promising technique for solving this problem is to use instruction counters to
efﬁciently track nondeterminism due to asynchronous software interrupts and multi-
threading on single-processor systems. An instruction counter is a register that is
decremented upon the execution of each instruction. The hardware generates an ex-
ception when the register content becomes 0. An Instruction counter can be used in
two modes. In one mode, the register is loaded with the number of instructions to be
executed before a breakpoint occurs. After the CPU executes the speciﬁed number
of instructions, an exception is generated and propagated to a pre-speciﬁed handler.
This mode is useful in setting breakpointsefﬁciently, such as during debugging. In the
second mode, the instruction counter is loaded with the maximum value it can hold.
Execution proceeds until an event of interest occurs, at which time the content of the
counter is sampled, and the number of instructionsexecuted since the time the counter
was set is computed. The use of instructioncountershas been suggested fordebugging
shared memory parallel programs [36,122,148].
Instruction counters can be used in rollback-recovery to track the number of in-
structions that occur between asynchronous interrupts. A replay system can use the
instruction count to force the execution of the same number of instructions between
asynchronousinterrupts. Aninstructioncountercan be implementedin hardware, such
32as in the PA-RISC precision architecture. It also can be emulated in software [122].
A recent implementation on a DEC 3000/400 workstation shows that the overhead of
program instrumentation and tracking nondeterminism is less than 6% for a variety of
user programs and synthetic benchmarks [158].
5.7 Dependency Tracking
There are three forms for implementing dependency tracking. The ﬁrst is the simplest
and consists of tagging the message with an index or a sequence number [86]. Depen-
dencytrackingalsocantaketheformofpiggybackingavectorora graphontopofeach
message. There are techniquesfor optimizingthese forms of trackingbyexploitingthe
semanticsofthecommunicationsystemandbypiggybackingonlyincremental changes
over application messages. Prototype implementations have shown that the overhead
resulting from tracking is negligible compared to the overhead of checkpointing or
logging[48].
5.8 Recovery
Handling execution restart and replay is a difﬁcult part of implementing a rollback-
recovery system [48,104]. Implanting a process in a different environment during
recovery can create difﬁculties if its state depends on the pre-failure environment. For
example, theprocessmay needtoaccess ﬁlesthatexist onthelocal diskofthemachine.
The simplest solution to this problem is to attempt to restart the program on the same
host. Ifthisisnotfeasible, thenthesystem mustinsulatetheprocessfromenvironment-
speciﬁc variables [48]. This can be done for instance by intercepting system calls that
returnenvironment-speciﬁc results and replace these results with abstract values under
the control of the recovery system [149]. Also, ﬁle access could be made highly
available by placing all ﬁles in network-wide highly available ﬁle servers or by using
dual-porteddisks. In any case, the system must reconstruct the state of the process and
also the supportingkernel-level data structures during recovery.
6 Related Work
Most existing papers on rollback-recovery either assume all processes are piecewise
deterministicor do not take advantage of piecewise determinism at all. In practice, it is
importanttosupportsystems consistingofbothdeterministicandnondeterministicpro-
cesses [87,90]. One challenge is to handle unreplayablenondeterministicevents while
stillpreservingtheadvantages ofpiecewise determinism[41,184,190]. Althoughmost
rollback-recoverytechniqueswere originallydesignedfor toleratinghardware failures,
theyhavealsobeenappliedtosoftwareandprotocolerrorrecovery[169,184,190,193].
Rollback-recoveryin shared-memory and distributedshared-memory systems has also
been extensively studied [4,20,54,75,80–83,109,132,170,197,198].
33This survey has covered mostly rollback-recovery techniques which do not require
or take advantage of special linguistic supports. A substantial amount of research
efforts has also focused on coordinated recovery based on special language constructs
such as recovery blocks and conversations [34,65,66,79,94,96,144,145,200]. Nett
et al. addressed recovery problems in dynamic action models [126–128]. Kim et
al. addressed recovery problems in the Programmer-Transparent Coordination (PTC)
scheme [95,97,98]. Orphan elimination problem in nested transaction systems has
also been studied [69,70,113].
Theoretical aspects of distributed snapshots also have been studied outside the
context of recovery [1,5,38,43,67,101,162,180]. Several fundamental properties
regarding consistent global states have been derived [13,16,120,131,184]. Vector
timestamps [55,121,151,155]and the context graphused inem Psync [133]bear sim-
ilarities to the various dependency tracking techniques. Checkpointing and message
logging can also be used to facilitate the debugging of parallel and distributed pro-
grams [57,63,129,130]. In the area of distributeddiscrete-event simulation [59,124],
the Time Warp optimistic approach, which inspired the seminal work on optimistic
message logging [168], uses rollbacks to cancel erroneous computations due to the
out-of-orderarrivals of time-stamped event messages [59,60,85,118,141].
7 Conclusions
Wehavereviewedandcompareddifferent approachestorollback-recoverywithrespect
to a set of properties includingthe assumption of piecewise determinism, performance
overhead, storage overhead, ease of output commit, ease of garbage collection, ease
of recovery, freedom from domino effect, freedom from orphan processes, and the
extent of rollback. Uncoordinated checkpointing generally has the least constraints
and the lowest overhead. But since it suffers from potential domino effect, uncoordi-
nated checkpointing often needs to be combined with other techniques to be useful in
practice. For applications involvingmultipleprocesses executing in coordinatedsteps,
coordinated checkpointing is often the natural choice to simplify both failure-free and
recovery-time operations. It can also be combined with log-based recovery proto-
cols to simplify the garbage collection task. When desirable, communication-induced
checkpointingwith index-based coordinationcan be used to coordinate checkpoints in
a distributed fashion. For applications that frequently interact with the outside world,
log-based rollback recovery based on piecewise determinism is often a better choice
because it allowsefﬁcient outputcommit. The simplicityof pessimisticloggingmakes
it attractive for practical applicationswhich can tolerate a higher failure-free overhead.
Causal logging can be employed to reduce the overhead while still preserving the
properties of fast output commit and orphan-free recovery. Alternatively, optimistic
loggingprovides a tradeoff between the overhead of loggingand the extent of rollback
upon a failure. Finally, model-based checkpointing can be used to mimic piecewise
determinism by taking additional checkpoints instead of relying on message logging.
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