Abstract. Many models of bursting electrical activity (BEA) in pancreatic β-cells have been proposed. BEA is characterized by a periodic oscillation of the membrane potential consisting of a silent phase during which the membrane potential is varying slowly and an active phase during which the membrane potential is undergoing rapid oscillations. An important experimental observation of BEA is a correlation between the rate of insulin release from β-cells and the plateau fraction as a function of glucose concentration. The plateau fraction is the ratio of the duration of the active phase to the period of BEA. In [SIAM J. Appl. Math., 52 (1992), pp. 1627-1650], Pernarowski, Miura, and Kevorkian develop analytical techniques to determine the leading-order plateau fraction for one of the models, namely, the Sherman-Rinzel-Keizer (SRK) model [Biophys. J., 54 (1988), pp. 411-425]. Applicability of these techniques depends critically on the fact that the fast subsystem of the SRK model is an integrable system to leading order. In this paper, we extend the techniques of Pernarowski, Miura, and Kevorkian to a class of models of BEA, namely, those first-generation models consisting of three first-order ordinary differential equations. We show that the fast subsystem of these models can be reformulated as an integrable system to leading order. The relative ease with which this reformulation can be done depends on a biological property of the models, namely, the value of the integer exponent of the activation variable in the description of the voltage-gated K + current.
Introduction.
Pancreatic β-cells are responsible for producing and secreting insulin, a hormone which is essential in the regulation of the blood glucose level. In the presence of glucose, β-cells exhibit bursting electrical activity (BEA) consisting of active and silent phases. During the active phase, the membrane potential of these cells oscillates rapidly, whereas the membrane potential changes slowly during the silent phase.
The first biophysical model of BEA was proposed by Atwater et al. [3] . They believed that three types of ion channels in the membrane of the β-cell played an important role in producing the electrical activity and that a slowly varying intracellular calcium concentration was the agent controlling the switch from the active phase to the silent phase and vice versa. Based on the ideas of Atwater et al., Chay and Keizer [7] developed the first mathematical model of BEA in 1983. Their model was a modification of the classical Hodgkin and Huxley model [20] for electrical activity in the squid giant axon. Although little electrophysiological data, such as channel densities, activation curves, or time constants, were available at that time, their model was very successful in simulating BEA. As new channels are discovered, or new data becomes available, the biophysical theories are modified, resulting in a proliferation of mathematical models of BEA.
Rather than focusing on the controversies surrounding these models, the goal in this paper is to present analytical techniques associated with the determination of the plateau fraction, which is the ratio of the active phase duration to the period of the bursting phenomenon. The plateau fraction is physiologically relevant because it appears to be strongly correlated experimentally to the rate of insulin release [2, 28, 29] . The correlation suggests that the relative lengths of the active and silent phases are important in the regulation of insulin release.
Himmel and Chay [19] obtained plots of the plateau fraction as a function of the glucose-dependent parameter for their model by numerically integrating the model equations for various values of the parameter and extracting the plateau fraction from the solution. Pernarowski, Miura, and Kevorkian [33] developed an analytical, and much more efficient, method based on formal perturbation techniques for determining the plateau fraction in the context of the Sherman-Rinzel-Keizer (SRK) model [36] . In [32] , Pernarowski notes that the method can be applied to any model which can be written in the same (perturbed Liénard) form as the SRK model. The question that was not answered there is whether other β-cell models can be written in this form.
In this paper, we extend Pernarowski's analysis to a large class of models, i.e., we find a unified approach to calculating the plateau fraction. We restrict our attention to deterministic models. These models are assumed to represent the average behavior of β-cells clustered together in an islet. We further restrict our attention to the class of first-generation β-cell models which consist of three ordinary differential equations. The six models in this class are due to Chay and Keizer [8] , Chay [4] , Himmel and Chay [19] , Chay and Kang [6] , Sherman, Rinzel, and Keizer [36] , and Chay and Cook [5] . All of these models are based on the assumption that the slow variable in the system is the intracellular calcium concentration. The essential differences between these models are the specific ionic currents that are thought to be important for producing BEA.
Although these models have been superseded, their analysis remains fruitful for two reasons. First, all of the models, including the most recent second-generation models, are based on the assumption that there is a slow variable in the system that controls the termination of the burst during BEA. In addition, the bifurcation structure underlying the dynamics of these models has remained the same. Therefore, we believe that the analysis presented here is applicable to the newer models as well. Second, the bursting phenomenon is observed not only in pancreatic β-cells, but also in the electrical behavior of many nerve cells. Examples include hippocampal pyramidal neurons [23, 37] , thalamic neurons [13] , and AB neurons [18] . Furthermore, bursting has been observed in biochemical systems of enzyme reactions [12, 21] , as well as in chemical systems, such as the Belousov-Zhabotinskii reaction [22] . Any new insights that can be gained from the analysis of the aforementioned models adds to the understanding of the bursting phenomenon in general.
A description of the β-cell models under investigation and their nondimensionalization is given in section 2. A general nondimensional model is given and the fast subsystem is transformed into a forced second-order differential equation. The bifurcation structure of this fast subsystem is described. In section 3, it is shown how the fast subsystem can be approximated by a near-integrable system. This permits the use of Mel'nikov's method in section 4 to obtain a leading-order approximation of the homoclinic bifurcation point near which the solution trajectory of the full system of equations undergoes the switch from the active phase to the silent phase. For some of the models, the resulting approximation is not sufficiently accurate. In section 5, a first-order correction to the leading-order homoclinic bifurcation point obtained using Mel'nikov's method is found using the Fredholm alternative method. It is shown that the first-order correction to the homoclinic bifurcation point obtained in this way is zero for the case of the recovery variable appearing linearly in the fast subsystem equations. Section 6 makes a comparison between the analytical results obtained using Mel'nikov's method and the Fredholm alternative method to the numerical results obtained using AUTO [14] and a bisection approach. In section 7, we use the results of the previous sections and perturbation analysis to derive leading-order expressions for the silent and active phase durations and the plateau fraction. This includes a multiple scales analysis of the active phase and averaging. We conclude with a discussion.
2. The models and preliminary transformations. All models under consideration can be written in the form
where V is the membrane potential, n is the activation variable for the voltage-gated K + current, Ca i is the intracellular calcium concentration, and T is time. The right side of (2.1a) represents the sum of the ionic currents that are thought to play an important role in producing BEA where
g x is the channel conductance for ion x, and V x is the Nernst potential for ion x. The parameter r is the radius of a typical β-cell, C m is the specific capacitance of the cell membrane, f is the ratio of free to bound intracellular calcium ions, F is the Faraday constant, and k Ca represents the glucose-dependent rate constant for the removal of Ca i . Finally, the functions n ∞ (V, Ca i ) and τ n (V, Ca i ) are highly nonlinear functions describing the relaxation of the activation variable n. Table 2 .1 outlines the different currents included in the current balance equation of each model under consideration and compares some salient features of the models, namely, the form of the various conductances included, whether a leakage current is present, and whether the Nernst potential for the Ca 2+ ion depends explicitly on its concentration difference. As will become apparent, the most important distinction between the models from an analytical point of view is the value of the integer exponent of the activation variable n in the voltage-gated K + channel (cf. Table 2 .1). We note that the first three models, namely, the reduced Chay-Keizer [8] , Chay (1986) [4] , and Himmel-Chay [19] models, have values of the exponent greater than one, whereas the [36] , and 6) Chay-Cook [5] .
remaining models, namely, the Chay-Kang [6] , SRK [36] , and Chay-Cook [5] models, have an exponent equal to one. Using a consistent nondimensionalization scheme [11] , illustrated for the ChayCook [5] model in the appendix, all of the models summarized in Table 2 .1 can be written in the standard nondimensionalized form Table 2 .1, g(z) and l(v) can be zero, depending on the particular model. The functionsw ∞ (v, z) andτ w (v, z) are the nondimensionalized n ∞ (V, Ca i ) and τ n (V, Ca i ), respectively. The parameter ε is small, approximately 10 −5 to 10 −3 , depending on the specific model. The parameter β is inversely related to the blood glucose level. Finally, p is an integer, ranging from 1 to 4 depending on the particular model. Although p looks innocuous, it plays an important role in the analysis, as we will see shortly.
Next, we simplify the equation for v by using the transformation u = ln(v + 1), defined for v > −1. We note that the nondimensionalization of all of the models is such that v > −1 for all time t. The general nondimensional model can then be rewritten in the generic formu
Finally, we combine (2.4a) and (2.4b) into a single second-order equation by eliminating w. This is achieved by differentiating (2.4a) with respect to t and using equations (2.4a)-(2.4c). The resulting system is
We note that for those models with p = 1, the factor involvingu on the right-hand side of (2.5c) reduces to unity, so that E(u,u, z) no longer depends onu. For these models, the only damping term in (2.5a) is the F (u, z)u term, which makes the subsequent analysis slightly easier than for the remaining models.
More generally, since ε is a small parameter, z changes on a much slower time scale than u andu. Following Rinzel [34] , we may divide the full system of equations, (2.5a)-(2.5b), into a slow subsystem consisting of (2.5b) and a fast subsystem consisting of (2.5a). We then exploit the slow behavior of z and perform a bifurcation analysis of the fast subsystem, treating z as the bifurcation parameter. Setting ε = 0 in (2.5a), we obtainü
From (2.6), we deduce that the fast subsystem nullcline is given bỹ
where we defineG Chay (1986) [4] , Chay-Kang [6] , SRK [36] , and Chay-Cook [5] models. All bifurcation diagrams in this paper were obtained using AUTO [14] . Figure 2 .1 shows the two types of bifurcation diagrams of (2.6). The fast subsystem nullclineG = 0 has a cubic shape for all of the models. Steady states on the left branch are always stable nodes, steady states on the middle branch are saddle points, and steady states on the right branch are either spiral sources or spiral sinks, except near the local maximum of theG = 0 nullcline where the steady states are nodes. The local extrema of theG = 0 nullcline thus represent saddle-node bifurcations and are labelled by SN. In Figure 2 .1a, the stability of the spirals on the right branch of theG = 0 nullcline changes precisely once, at a supercritical Hopf bifurcation lying below the local minimum of theG = 0 nullcline, labelled by HB. A branch of stable periodic orbits emanates from the Hopf point and terminates at a homoclinic bifurcation on the middle branch, labelled by HC. In Figure 2 .1b, there are two supercritical Hopf bifurcations. The lower Hopf bifurcation (HB1) lies below the local minimum of theG = 0 nullcline, whereas the upper Hopf bifurcation (HB2) lies near the local maximum of theG = 0 nullcline. The branches of periodic orbits emanating from both Hopf points terminate at homoclinic bifurcations (HC1 and HC2, respectively) on the middle branch. For models of this type, the upper Hopf bifurcation and corresponding homoclinic bifurcation do not play a role in the bursting behavior since z never attains a high enough value for the solution to the full system of equations to be affected by these bifurcations. Thus, for values of z between the local minimum of theG = 0 nullcline and the lower homoclinic bifurcation, the fast subsystem exhibits bistability. This bistability is the key to explaining the bursting behavior. Figure 2 .1a, together with the nullcline for z (ż = 0) and the projection of the numerical solution to the full system of equations. To the left of theż nullcline,ż < 0, whereas to the right of theż nullcline, z > 0. That is, when the system is in the low u steady state to the left of theż nullcline, z decreases and u increases. Near the local minimum of theG = 0 nullcline, denoted by (u m , z m ), the solution trajectory switches to the oscillating steady state solution surrounding the right branch of theG = 0 nullcline. Hereż is positive, so that z increases until the homoclinic bifurcation point is reached. At this point, the trajectory switches back to the low u steady state on the left branch.
We observe that the solution trajectory undergoes the transition from the silent to the active phase near (u m , z m ), which is a point that is calculated easily. Therefore, we know approximately when the silent phase ends and the active phase begins. However, determining a priori when the solution undergoes the transition from the active phase back to the silent phase, i.e., when the active phase ends and the silent phase begins, is more difficult analytically and is the subject of sections 3-6.
We define z esc to be the value of z at which the solution trajectory when projected onto (u, z)-space intersects the middle branch of theG = 0 nullcline. From Figure 2 .2, we observe that this intersection occurs near the homoclinic bifurcation of the fast subsystem. This is the case in general. Therefore, letting z HC be the value of z at which the homoclinic bifurcation of interest occurs, namely HC in Figure 2 .1a or HC1 in Figure 2 .1b, we may use z esc ≈ z HC .
Pernarowski, Miura, and Kevorkian [33] used Mel'nikov's method [30] to approximate z HC in the context of the SRK [36] model. In order to apply Mel'nikov's method, it is necessary to rewrite the fast subsystem equation (2.6) as a perturbed integrable system. For models with p = 1, we noted earlier that only the F (u; z)u term in (2.6) is responsible for any damping in the system. For the SRK [36] model, Pernarowski, Miura, and Kevorkian [33] showed that this damping term is numerically small relative to the remaining terms, so that (2.6) is in perturbed Liénard form. Writing (2.6) in precisely this form allowed Pernarowski, Miura, and Kevorkian [33] to apply Mel'nikov's method to obtain a good approximation for the location of the homoclinic bifurcation z HC , and hence, z esc .
In general, to apply Mel'nikov's method, it is not necessary that (2.6) be written in perturbed Liénard form. It is sufficient to write (2.6) as a perturbed Hamiltonian system, which we do for all models in the next section. Having obtained a nearintegrable system for all of the models, we apply Mel'nikov's method to obtain a leading-order approximation of z HC in section 4. We note that in the case of perturbed Hamiltonian systems, the so-called Mel'nikov integrals are equivalent to the integrals one obtains from applying the Fredholm alternative solvability condition to the equation for variations about the separatrix solution [9] , which we demonstrate in section 5.
Reformulation of the fast subsystem as a near-integrable system.
In this section, we show that the fast subsystem, (2.6), of all of the models can be rewritten as a perturbed Hamiltonian system. We begin with the models for which p = 1, namely, the Chay-Kang [6] , SRK [36] , and Chay-Cook [5] models. For this special case, we write (2.6) asü
from (2.5c) and (2.5e), and F (u; z) is defined by (2.5d).
For the SRK [36] model, Pernarowski, Miura, and Kevorkian [33] plotted t 0Ḡ (u(s), z(s))ds versusu from the solution of the full system of equations, (2.5a)-(2.5b), over several oscillations in the active phase. They observed that the resulting curve deviates little from a straight line with slope −1. We observe qualitatively the same results for the Chay-Kang [6] and Chay-Cook [5] models. Choosing t 0 such thatu(t 0 ) = 0, we thus have the following approximation (cf. [33] ):
implying that the cumulative effect of the damping term is small in the active phase.
The observation of the active phase approximation in (3.2) motivated Pernarowski, Miura, and Kevorkian [33] to compare the (local) magnitude of the damping term with the remaining terms for the SRK [36] model. This comparison showed that the damping term is indeed small. Motivated similarly for the Chay-Kang [6] and ChayCook [5] models, we find that F (u; z)u is numerically small throughout the active phase and, more critically, numerically small relative to the remaining terms in (3.1a) during the spikes (see Figure 3 .1). Thus, (3.1a) is in perturbed Liénard form for all models with p = 1.
We now examine (2.6) for the models for which p = 1, namely, the reduced Chay-Keizer [8] , Chay (1986) [4] , and Himmel-Chay [19] models. For these models, both the E(u,u; z) and F (u; z)u terms contribute to the dissipation in the system, but their sum is not small relative toü and G(u; z). Based on the definition of G(u; z) in (2.7b), we hypothesize that the E(u,u; z) term must be split into separate components. Writing the Taylor series expansion of E(u,u; z) aboutu = 0, we obtain
We group E(u, 0; z) with G(u; z) and all remaining terms with F (u; z)u, and write (2.6) asü
whereG is defined by (2.7b). (u(s), z(s))ds versusu. We observe that during each oscillation, the relationship is approximately linear with slope −1, as for the models with p = 1. Figure 3 .2b compares the magnitude ofü, the damping term (i.e., the terms in the square brackets in (3.4)), andG(u; z) over a few oscillations in the active phase. Similar to the p = 1 case, the damping term is numerically small throughout the active phase, and numerically small relative to the remaining terms during the spikes. That is, (3.4) is written in perturbed Hamiltonian form, as desired. We note that even though the damping term is small, it is not symmetric about zero, causing the small upward drift in Figure 3 .2a. The "hairpin" turns in Figure 3 .2a occur during the brief moments whenü nearly vanishes and the damping term andG terms balance. However, the latter terms are both small at those times (see Figure 3 .2b) so that there is little effect on the approximation. Equation (3.4) includes all cases, p = 1, 2, 3, 4, and as such, we use this form of the fast subsystem equation in the following sections. In light of the smallness of the damping term, we infer the existence of an artificial small parameter, δ, so that the damping term is O(δ), and we rewrite (3.4) as Chay (1986) [4] and Himmel-Chay [19] models are qualitatively identical.
is O(1) andG is defined by (2.7b). We will see below that we do not need to know the value of the artificial small parameter δ explicitly.
4. Leading-order approximation of z HC . We first investigate the nature of the solution of the unperturbed version of (3.5a), namely, the Hamiltonian equation
The fixed points of (4.1) are given byG(u; z) = 0. For values of z between z m and z M , (4.1) has three fixed points and its corresponding phase portrait is shown in Figure 4 .1.
We introduce the following notation. The hyperbolic fixed point, i.e., the saddle point, occurs at (u,u) = (a s (z), 0) where a s (z) is defined by the middle root of
and the separatrix, (u 0 (t; z),u 0 (t; z)), crosses the u-axis at u = b s (z) to the right of a s and at u = c s (z) to the left of a s . When the perturbation due to the δF (u,u; z) term is added back into the system, the separatrix itself is perturbed and breaks into stable and unstable manifolds. For values of z below z HC , the stable and unstable manifolds corresponding to the right loop of the separatrix separate so that the stable manifold lies outside the unstable manifold, whereas for values of z above z HC , the relative orientation of these manifolds is reversed (cf. Figure 4 .2).
The right loop of the separatrix is perturbed but persists at z = z HC . In [30] , Mel'nikov derived a method to calculate the distance between the stable and unstable manifolds. In general, for nonautonomous perturbations, the Mel'nikov distance is used to predict the onset of chaotic motion, at some time t 0 . In (3.5a), the perturbation is autonomous, and as such, the stable and unstable manifolds either do not intersect or are entirely coincident [16] . Rather than obtaining a Mel'nikov distance function which depends on time t 0 , we obtain a constant. However, the constant depends on the bifurcation parameter z, viz., D(z), given by [26] 
where the integral is to be evaluated around the right loop of the separatrix solution of (4.1). The sign of D(z) determines the relative orientation of the manifolds.
It is not necessary to determine the dependence of u andu on t explicitly because the improper integral in t can be converted to a line integral in u. Integrating (4.1) from u = a s to u and using the fact thatu = 0 when u = a s , we have 
Using (4.5a) and the fact that
Finally, using the symmetry of the separatrix and definition (3.5b) in (4.7), we obtain the leading-order Mel'nikov distance, which is independent of δ: The results are presented in Table 4 .1 and are in good agreement with typical z esc values for the Chay-Kang [6] and SRK [36] models. However, the results for the remaining models, especially the Chay (1986) [4] model, can benefit from a higherorder correction, which is the subject of the section below.
5. Approximation of z HC using the Fredholm alternative. In this section, we determine the first-order correction to the leading-order value of z HC obtained with Mel'nikov's method above. We note that Mel'nikov's method can be used to derive the integrals required in each term of the δ-power series expansion of the distance between the stable and unstable manifolds and, thus, it also can be used to derive the first-order correction to z MEL . Instead, we demonstrate the use of a method based on a version of the Fredholm alternative due to Chow, Hale, and Mallet-Paret [9] . In the case of perturbed Hamiltonian systems, the Fredholm alternative method is well known to be equivalent to Mel'nikov's method [24] , in that it yields the same integrals. In section 5.1, we derive leading-order and first-order problems. From the leadingorder problem, we recover the Mel'nikov integral of the previous section, as expected. The first-order problem determines the required correction. We solve the equations numerically in section 5.2. The results indicate that the first-order correction is equal to zero for models with p = 1. The reason for this is exposed in section 5.3.
Derivation of the equations.
We seek an asymptotic solution of (3.5a). Letting
substituting (5.1a)-(5.1b) into (3.5a), expandingF andG about (u,u; z) = (u 0 ,u 0 ; z 0 ), and collecting terms of equal magnitude gives an infinite sequence of equations.
The leading-order equation isü
We thus have recovered the integrable Hamiltonian system defined by (4.1). Similarly, the first-order equation is
Although we determine the location of the homoclinic orbit up to first order only, we also require the second-order equation, which is
From (5.3) and (5.4), we observe that u n , for n ≥ 1, satisfies the general equation , u 1 , . . . , u n−1 ,u 0 ,u 1 , . . . ,u n ; z 0 , z 1 , . . . , z n−1 ) (5.5) where T n is determined byF andG and their derivatives. We define the differential operator L by
so that (5.5) can be rewritten as
According to the version of the Fredholm alternative for solutions bounded on R due to Chow, Hale, and Mallet-Paret We now proceed by investigating how the Mel'nikov integral condition can be recovered from the above systems of equations. As mentioned in the previous section, the Hamiltonian system, (5.2), has a separatrix for every value of z 0 between z m and z M . It therefore is not sufficient to simply consider this system of equations by itself. To obtain a restriction on the values of z 0 , it is necessary also to consider the solvability condition for the u 1 equation. Applying (5.11) to (5.3), the required solvability condition is
which is an integral equation with both z 0 and z 1 unknown. However, sincẽ G z (u 0 ; z 0 )z 1 does not depend explicitly onu 0 , the contribution of this term to the integral is zero, and (5.12) reduces to
Thus, we obtain exactly the same integral condition as was obtained using the Mel'nikov distance approach by setting D(z) = 0 in (4.3), which has a solution for precisely one value of z 0 .
Similarly, to determine the value of z 1 , it is necessary to consider the solvability condition for the u 2 equation. Applying (5.11) to (5.4), and remembering that there is no net contribution to the integral by terms which depend on u 0 and z 0 only, we require
where
We have just discussed the conditions that need to be satisfied to uniquely determine z 0 and z 1 . Similarly, we need conditions to uniquely determine u 0 and u 1 . Recall that we are interested in a solution of (3.5a) which is homoclinic to the saddle point on theG = 0 nullcline at a s (z) for some value of z. Therefore, we require 
for the leading-order and first-order problems, respectively. Since the equation for each u n is a second-order equation, these conditions seem sufficient on first glance. However, as discussed above,u 0 is always a solution of the homogeneous equation (5.10). As such, any multiple ofu 0 can be added to the solution u n of (5.5) for n ≥ 1. To fix the multiplicative constant, an additional condition is required and is obtained by using the fact that the homoclinic orbit must pass throughu = 0 for some t between −∞ and ∞. Without loss of generality, we takė
for all values of n.
We now return to the integral defined by (5.14). This integral cannot be converted to an integral in the phase plane since it is not possible to obtain a solution for u 1 anḋ u 1 as functions of u 0 andu 0 . Becauseu 0 is a solution of the homogeneous equation of (5.3), in theory, it is possible to write down an analytical solution for u 1 andu 1 as functions of t, using reduction of order and the method of variation of coefficients. However, numerical methods then must be used to evaluate u 1 (t) andu 1 (t) in (5.14). We prefer to obtain a numerical solution directly.
Numerical solution.
We pose the problem as a boundary-value problem (BVP) on the domain t L ≤ t ≤ t R and solve it numerically using COLSYS [1] with t L and t R as large as allowed by available computer resources.
We start by setting up the BVP for determining the value of z 0 . Of course, z 0 is more easily determined by converting (5.13) into a line integral in u, as was done above. However, solving this problem numerically is an important step towards determining z 1 below. Naturally, we require the leading-order equation, (5.2). The corresponding boundary conditions for u 0 from (5.17a) become u 0 (t L ) = u 0 (t R ) = a 
This system of equations uniquely determines the value of z 0 ; essentially identical results were obtained from the numerical solver (within the requested accuracy of 10 −6 ) and from setting the Mel'nikov integral equal to zero above.
To determine z 1 , we include the first-order equation, (5.3), and the corresponding boundary conditions for u 1 given by (5.17b). Since we now explicitly include the equation for u 1 , we omit (5.21d) and (5.21g) and replace them by the solvability condition for z 1 given by (5.14). We define
and, as before, use the fundamental theorem of calculus to introduce a differential equation for k(t) with the two boundary conditions k(t L ) = k(t R ) = 0. The net result is an addition of three equations, but only two boundary conditions. We now recall that any multiple ofu 0 can be added to the solution for u 1 since it is a solution of the homogeneous equation for u 1 . To uniquely determine the multiplicative constant, we use the additional condition (5.19).
To summarize, we have the system of six equations
for the eight unknowns u 0 ,u 0 , z 0 , a 0 s , u 1 ,u 1 , z 1 , and k. The corresponding eight boundary conditions are
This system of equations uniquely determines the value of z 1 .
The results obtained are presented in Table 4 .1. We see that for the models with p = 1, namely, the reduced Chay-Keizer [8] , Chay (1986) [4] , and Himmel-Chay [19] models, the first-order correction indeed does improve the leading-order results, as expected, so that z 0 + δz 1 agrees much better with typical values of z esc than z 0 alone. For the models with p = 1, namely, the Chay-Kang [6] , SRK [36] , and ChayCook [5] models, z 1 = 0 within the requested accuracy. We shall see in the next section that this is not coincidental, and that, in fact, z 1 is identically equal to zero.
The leading-order results already were in excellent agreement with typical values of z esc for the Chay-Kang [6] and SRK [36] models, and these are not changed with the addition of δz 1 = 0. Unfortunately, the results also remain unchanged for the ChayCook [5] model. To explain the remaining discrepancy for this model, we return to the investigations in section 3. We hypothesize that the damping term δF (u,u; z) in (3.5b) is not small enough for this model. To test this hypothesis, we replace δF (u,u; z) by 1 4 δF (u,u; z). Then the corresponding modified exact value of z esc for a typical value of β is approximately −0.694, yielding a normalized z 0 value of 1.06419, which is better than the 0.90639 of Table 4 .1, as expected.
Why the first-order correction is zero for models with p = 1.
In this section, we consider the symmetry of the leading-order and first-order solutions for u, u 0 , and u 1 , respectively, and examine the effect on the solvability condition for u 2 to show that z 1 ≡ 0 for models with p = 1. For these models, we can rewrite (3.5a) asü
The corresponding leading-order equation for u, (5.2), does not depend onF , so that the separatrix solution is not affected. Changing t to −t in the leading-order problem, (5.2), it is clear that u 0 is even in t and, hence,u 0 is odd in t.
Due to (5.24a), the equation for the first-order part of u, (5.3), can be rewritten asü
LettingȲ (t) be the bounded solution of
andỸ (t) be the bounded solution of
we have
Since u 0 is even andu 0 is odd in t, it is clear from (5.26) thatȲ is odd in t and, hence, Y is even. Similarly,Ỹ is even in t from (5.27) and, hence,Ẏ is odd. Furthermore, Y = ∂u0 ∂z0 . To see this, we differentiate (5.2) with respect to z 0 to obtain
That is, ∂u0 ∂z0 is a particular solution of (5.27), which is bounded because a separatrix solution exists for all z 0 between z m and z M . The complete solutionỸ = ∂u0 ∂z0 then follows by requiring thatỸ (t) be bounded [9] andẎ (0) = 0 from (5.19).
Due to (5.24a), the equation for the second-order part of u, (5.4), can be rewritten asü
yielding the modified solvability condition 
We note that sinceM a does not depend onF , the same reduction holds for models with p = 1 as well, so that z 1 is uniquely defined for those models as well.
To prove (5.35), we differentiate (5.29) with respect to z 0 , giving
is bounded, the right-hand side of (5.37) is orthogonal tou 0 and, hence, (5.35) follows.
Using the symmetry of u 0 ,u 0 ,Ȳ , andẎ in (5.34c), we find thatM c is even, so that the numerator in (5.36) vanishes. Similarly, it is clear that every term inM b is odd and contributes to the integral in the denominator, so that it is nonzero in general. Therefore, z 1 ≡ 0 for all of the models with p = 1.
Comparison of the analytical results with numerical results.
In addition to the analytical approximations of z HC and, consequently, z esc , presented above, numerical approximations also can be obtained with the aid of existing software. We include these numerical results for comparison purposes. However, our analytical results have the advantage of exhibiting the dependence on some of the parameters, as well as demonstrating where the approximations come from.
First, we use the AUTO [14] software package to approximate z HC . When AUTO computes branches of periodic orbits emanating from a Hopf point (cf. Figure 2.1) , the period of the respective periodic orbits also is determined. The period increases as the bifurcation parameter z increases, until it is infinite at the homoclinic bifurcation. Although numerical difficulties at values of z near the homoclinic bifurcation prevent the exact determination of z HC , we can obtain a very accurate approximation of z HC , z AU T O , by continuing the computation of a branch of periodic orbits until the period is sufficiently large. For the models under consideration, approximations were sought by requiring that the period at z = z AU T O was at least 1000. The results are summarized in Table 4 .1.
Alternatively, we can focus on the dependence of the solution trajectories of (2.6) on the value of z in the (u,u) phase plane (cf. Figure 4. 2). Starting with an initial condition on theu = 0 axis between the saddle point and the right fixed point, trajectories approach a stable periodic orbit when z < z HC , whereas trajectories eventually approach the left fixed point when z > z HC . Using a standard bisection procedure one can zero in on the exact value of z HC . The resulting approximations of z HC and, consequently, z esc are referred to as z BIS , and are summarized in Table 4 .1.
The results from these two numerical methods are in excellent agreement with typical exact values of z esc for all of the models. Since consistently accurate results can be obtained very quickly, we conclude that these methods are the methods of choice when one is interested in the location of the homoclinic bifurcation for a given set of parameters in the fast subsystem, as is the case in this paper.
Leading-order approximation of the plateau fraction.
Having determined when the silent and active phases of the BEA begin and end, we now are ready to investigate the dependence of the plateau fraction, which was defined as the ratio of the active phase duration to the burst period, on the glucose-dependent parameter β. One can obtain an exact graph of the plateau fraction as a function of β by numerically integrating the full system of equations over a range of β values and extracting the plateau fraction from the solution for each value of β, as was done in [19] . The problem with this approach is that it takes a relatively large amount of computer time to obtain an accurate graph. Instead, we use asymptotic methods to derive leading-order approximations of the silent and active phase durations, and these are used to obtain the leading-order approximation of the plateau fraction. The analysis of Pernarowski, Miura, and Kevorkian [33] applies with minor modifications, and we refer the reader to [33] for the details.
To obtain the leading-order silent phase duration, T
s , we rescale the time in (2.5a)-(2.5b) by lettingt = εt, U (t; ε) = u(t; ε), and Z(t; ε) = z(t; ε), so that both U and Z undergo O(1) changes on thet time scale. The leading-order solution of the resulting singular perturbation problem yields the leading-order silent phase duration,
and G(u) satisfiesG(u, G(u)) = 0. The lower limit of integration, u In Figure 7 .1a, the exact and approximate silent phase durations as a function of β are compared for the reduced Chay-Keizer model [8] , for which p = 3. The jaggedness of the exact silent phase duration curve is due to the abrupt change in the number of spikes in the active phase as β is varied. Corresponding graphs for the remaining models under consideration are qualitatively identical, and show as good an agreement between the exact and approximate quantities.
From the analysis in the previous sections, we know that the active phase problem can be viewed as a slowly varying oscillator problem. The oscillations in u occur on a fast, O(1), time scale, but the evolution of z, and hence the variation of the oscillations, occur on a much slower, O(ε), time scale. Thus, it is natural to apply a multiple scales analysis. In light of the reformulated fast subsystem equation, (3.5a), and its unperturbed version, (4.1), the active phase problem can be viewed as describing a strongly nonlinear oscillator, so that we may formally apply the Kuzmak-Luke method [25, 27] .
This averaging procedure yields a single uncoupled equation describing the slow evolution of z on thet time scale [33] , namely, HC yields the leading-order active phase duration,
The averaged functionh(z) is computed numerically for approximately 50 values of z, and we use linear interpolation to approximateh(z) for the remaining values of z. The exact and approximate active phase durations as a function of β are compared in Figure 7 .1b. As for the silent phase durations, the agreement is very good for all models.
Finally, we define the leading-order plateau fraction, ρ
f , to be
The exact and leading-order plateau fractions as a function of β are compared in Figure 7 .1c. We observe that the leading-order plateau fraction overestimates the plateau fraction. This is the case for all models. Since T (0) s and T (0) a are in excellent agreement with T s and T a , respectively, the discrepancy must be due to the omission of the duration of the transitions between the silent and active phases in the denominator of (7.5).
The time spent in the transition phases as a percentage of the burst period is shown in Figure 7 .1d. We observe that, in general, the transition phase duration is small, but not insignificant, as was assumed in [33] and (7.5) . In order to resolve this issue and successfully obtain the leading-order transition phase durations, we expect that it is necessary to perform a higher-order analysis, requiring the method of matched asymptotic expansions.
Discussion.
We investigated the determination of the plateau fraction for several models of BEA in pancreatic β-cells. We have extended the techniques of Pernarowski, Miura, and Kevorkian [33] , developed in the context of the SRK model [36] , to the class of first-generation models consisting of three ordinary differential equations. These models have in common the assumption that the intracellular Ca 2+ concentration is the agent controlling the initiation and termination of the active phase during the BEA.
We proposed a consistent nondimensionalization of the model equations which carried all of the models into a standard form. In addition, the fast subsystem was rewritten as a second-order equation to facilitate the analysis in subsequent sections. Although the nonlinear functions E(u,u, z), F (u, z), G(u, z) , H(u, z) , and K(u, z) (cf. equations (2.5a)-(2.5g)) differ significantly among the models, the models are identical phenomenologically in that they all produce BEA in agreement with experimental observations. In addition, the bifurcation structure of the fast subsystem, using z as the bifurcation parameter, is qualitatively identical for all of the models.
Before determining the leading-order plateau fractions, we focused on the prerequisite problem of predicting when the active and silent phases begin and end. The transition from the silent to the active phase occurs near the local minimum of the fast subsystem nullcline, which is easy to calculate. The transition from the active to the silent phase occurs near a homoclinic bifurcation of the fast subsystem, and we investigate the use of both analytical and numerical approaches to determine this homoclinic point, z HC , a priori from the model equations.
The fast subsystem for each of the models was reformulated as a perturbed integrable system, so that we could apply Mel'nikov's method or, equivalently, the Fredholm alternative method to determine an approximation of z HC . We discovered that from an analytical point of view, there is an important distinction between the models, namely, the value of the integer exponent p. This integer corresponds to the exponent of the activation variable of the voltage-gated K + current. For models with p = 1, the reformulation is relatively simple, whereas for models with p = 1, this reformulation is not as straightforward and requires more work. The modified damping term δF (u,u; z) in (3.5a) was shown to be numerically small relative to the remaining terms for all models under consideration. That is, the smallness of this term appears to be ubiquitous. The question remains why this damping term is small for all models and whether this observation is generic.
To determine an accurate approximation of z HC , we applied Mel'nikov's method and the Fredholm alternative method, as well as two numerical methods. The former two methods are analytical, but need to be combined with some numerical calculations in order to yield explicit approximations. Obtaining the leading-order approximation of z HC using Mel'nikov's method or the Fredholm alternative method is very efficient, since the corresponding leading-order improper integral can be converted into a line integral in the phase plane of the fast subsystem. For the plateau fraction computations in section 7, we are interested in the dependence of z HC only on the parameter β, which does not appear in the fast subsystem. Therefore, β does not affect the analytical approximations of z HC . Thus, the advantage of using this method is not fully demonstrated here (cf. [10] , where the efficiency of this method is shown). We note that the drawback of this method is twofold. First, the fast subsystem needs to be written in perturbed form. We were able to do so for all of the models under consideration, but there is no guarantee that this also is the case for other models. Second, the methods are asymptotic methods which do not always provide accurate results when the small parameter is not sufficiently small, and higher-order corrections may be required.
Higher-order corrections to the leading-order approximations of z HC can be obtained using either Mel'nikov's method or the Fredholm alternative method. However, the corresponding higher-order improper integrals can no longer be converted to simple line integrals in the (u,u) phase plane. We posed the problem of obtaining the first-order correction as a BVP and solved it with COLSYS [1] . The disadvantage of this approach is that it is computationally intensive and, in fact, less practical than using the AUTO [14] software package.
The two numerical methods were (1) the use of AUTO to approximate the homoclinic orbit by a large periodic orbit with very large period, and (2) bisection, which is based on the bifurcation of the behavior of the solution trajectories in the phase plane of the fast subsystem. Both methods consistently provided approximations of z HC which were very close to typical exact z esc values. We concluded that for the approximation of z HC and, subsequently, z esc , which were required for a fixed set of fast subsystem parameters, the numerical methods, especially the use of AUTO, are the methods of choice since they efficiently provided the most accurate approximations of z esc .
All four methods for approximating z HC were based on an analysis of the fast subsystem. Since the glucose-dependent parameter β appears only in the slow subsystem, these methods have provided approximations for z HC which are independent of β. In order to elicit the dependence of z esc on β, the effects of the slow variation of the bifurcation parameter z must be included. In [35] , Robinson shows how Mel'nikov's method can be extended so that it applies to perturbed systems of equations in which the parameters vary slowly with time. Robinson considers systems for which the perturbation is of the same order as the time scale on which the parameters vary. For the models of BEA under consideration in this paper, the parameter or slow variable z changes on a time scale of O(ε), whereas the perturbation in (3.5a) is O(δ), with δ >> ε > 0, and so Robinson's method is not directly applicable.
Having determined when the active and silent phases end, we investigated the dependence of the approximate silent and active phase durations and of the plateau fraction on the glucose-dependent parameter β. A rescaling of the silent phase problem led to a leading-order silent phase duration in excellent agreement with the exact silent phase duration. A multiple scales analysis and averaging led to a leadingorder expression for the active phase duration, also in excellent agreement with the exact active phase duration. The resulting leading-order plateau fraction was found to consistently overestimate the exact plateau fraction, as was found by Pernarowki, Miura, and Kevorkian [33] in the analysis of the SRK model [36] . We showed that the discrepancy is due to the omission of the duration of the transition phases in the denominator of the plateau fraction. We expect that to successfully obtain the leading-order transition phase duration, it is necessary to perform a higher-order analysis, requiring the method of matched asymptotic expansions and an analysis of the slow passage through a limit point, similar to that in [15, 17, 21] .
Determining the dependence of the leading-order plateau fractions on the glucosedependent parameter β is a first step in predicting theoretical rates of insulin release from models of BEA in pancreatic β-cells. In [31] , Miura and Pernarowski demonstrate how leading-order plateau fractions for the SRK model [36] can be matched with experimental plateau fractions to obtain the relationship between β and the external glucose concentration. Knowledge of this relationship and the relationship between the experimental plateau fractions and measurements of rates of insulin release from islets in turn permits the determination of theoretical rates of insulin release from the model. This may help to determine the range of glucose concentrations over which the models are valid.
As a final note, we comment on the general applicability of the analytical methods presented here. The study of the SRK model [36] by Pernarowski, Miura, and Kevorkian [33] identified the damping term of the second-order fast subsystem equation as being numerically small. It was this observation which resulted in the success of that study and which led to a search for similar small terms in the corresponding second-order equations for the other models. The question remains whether the reduction that led to this equation is in fact essential for the application of Mel'nikov's method or the Fredholm alternative method to approximate z HC in sections 4 and 5. The answer to this question is important for the extension of these analytical methods to the study of second-generation models of BEA in pancreatic β-cells. Preliminary investigations of these models indicate that they do not immediately lend themselves to the same reduction.
However, the techniques discussed in section 7 do not depend on the fast subsystem being written as a perturbed Hamiltonian system. Therefore, we expect that these analytical techniques can be applied to the second-generation models. Since values of z HC for these more recent models can be approximated numerically with AUTO, the dependence of the plateau fraction on the glucose-dependent parameter then can be elicited in an efficient manner for these models as well.
Appendix. In this appendix, we use the Chay-Cook model [5] to demonstrate the nondimensionalization scheme used for all of the models treated in this paper (see [11] for details of the nondimensionalizations for all of the models). The dimensional Chay-Cook model [5] is as follows: .
The dimensions of all variables and parameters as well as the values of the parameters are given in Table A. 1.
In order to write all models in a standard form, a consistent nondimensionalization of the model equations is required. The variables are scaled so they are O (1) . The following is the basis for the nondimensionalization of the Chay-Cook model: where K s is a parameter with the dimension of µM andτ n is taken to be 9 msec. The resulting nondimensional model, written in standard form, then is .
