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We consider the system of N one-dimensional free fermions confined by a harmonic well V (x) =
mω2x2/2 at finite inverse temperature β = 1/T . The average density of fermions ρN (x, T ) at position
x is derived. For N  1 and β ∼ O(1/N), ρN (x, T ) is given by a scaling function interpolating
between a Gaussian at high temperature, for β  1/N , and the Wigner semi-circle law at low
temperature, for β  N−1. In the latter regime, we unveil a scaling limit, for βh¯ω = bN−1/3, where
the fluctuations close to the edge of the support, at x ∼ ±√2h¯N/(mω), are described by a limiting
kernel Kffb (s, s
′) that depends continuously on b and is a generalization of the Airy kernel, found in
the Gaussian Unitary Ensemble of random matrices. Remarkably, exactly the same kernel Kffb (s, s
′)
arises in the exact solution of the Kardar-Parisi-Zhang (KPZ) equation in 1+1 dimensions at finite
time t, with the correspondence t = b3.
There is currently intense activity in the field of low
dimensional quantum systems. This is motivated by new
experimental developments for manipulating fundamen-
tal quantum systems, notably ultra-cold atoms [1, 2],
where the confining potentials are optically generated.
One of the most fundamental quantum systems is that
of N non-interacting spinless fermions in one dimension,
confined in a harmonic trap V (x) = 12mω
2x2. Recently,
the zero temperature (T = 0) properties of this system
have been extensively studied [2–9], and a deep connec-
tion between this free fermion problem and random ma-
trix theory (RMT) has been established. Specifically, the
probability density function (PDF) of the positions xi’s
of the N fermions, given by the modulus squared of the
ground state wave function Ψ0(x1, · · · , xN ), can be writ-
ten as
|Ψ0(x1, · · · , xN )|2 = 1
zN (α)
∏
i<j
(xi − xj)2e−α2
∑N
i=1 x
2
i
(1)
with α =
√
mω/h¯, and where zN (α) is a normalization
constant. Eq. (1) shows that the rescaled positions αxi’s
behave statistically as the eigenvalues of random N ×N
matrices of the Gaussian Unitary Ensemble (GUE) of
random matrix theory (RMT) [10, 11].
In particular, the average density of free fermions
ρN (x, T = 0) in the ground state is given, in the large N
limit, by the Wigner semi-circle law [10, 11],
ρN (x, T = 0) ∼ α√
N
ρsc
(
αx√
N
)
, (2)
where ρsc(x) =
1
pi
√
2− x2, on the finite support
[−√2N/α,√2N/α]. An important property of free
fermions at T = 0, inherited from their connection with
the eigenvalues of random matrices (1), is that they con-
stitute a determinantal point process, for any finite N .
This means that their statistical properties are fully en-
coded in a two-point kernel KN (x, y) from which any
k-point correlation function can be written as a k×k de-
terminant built from KN (x, y) [see Eqs. (24, 25) below].
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FIG. 1. (Color online) Plot of the scaling function R(y, z)
associated with the density ρN (x, T ) (7), given in Eq. (8).
Early developments in RMT focused on the bulk
regime, where both x and y are in the middle of the
Wigner sea, say close to the origin where both x ∝ u/√N
and y ∝ v/√N (i.e., of the order of the typical inter-
particle spacing ∼ 1/(ρsc(0)
√
N)). In this region the
statistics of eigenvalues, and consequently the positions
of the free fermions at T = 0 (1), are described by
the so called sine-kernel KN (x, y) ∝ KSine(u − v) where
KSine(w) = sin (piw)/(piw). More recently, there has been
a huge interest in the statistics of eigenvalues at the edge
of the Wigner sea which, for fermions, corresponds to the
fluctuations close to x = ±√2N/α. To probe these fluc-
tuations at the edge, a natural observable is the position
of the rightmost fermion, xmax(T = 0) = max1≤i≤N xi in
the ground state. From Eq. (1) we can immediately infer
that the typical (quantum) fluctuations of xmax(T = 0),
correctly shifted and scaled, are described by the Tracy-
Widom (TW) distribution F2(ξ) associated with the fluc-
tuations of the largest eigenvalue λmax of GUE random
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2matrices [12]. Namely, one has
αxmax(T = 0) =
√
2N +
1√
2N1/6
χ2 , (3)
where χ2 is a random variable whose cumulative distribu-
tion F2(ξ) can be written as a Fredholm determinant [13]
F2(ξ) = Pr[χ2 ≤ ξ] = det(I − PξKAiPξ) , (4)
where KAi(x, y) is the Airy kernel [12, 14]
KAi(x, y) =
Ai(x)Ai′(y)−Ai′(y)Ai(x)
x− y . (5)
Here Ai(x) is the Airy function and Pξ is the projector on
the interval [ξ,+∞). Remarkably, it was found [7] that
for a generic confining potential of the form V (x) ∼ xp/p,
the local fluctuations in the fermion problem at T = 0
are universal both in the bulk and at the edge (5).
Given this beautiful connection between free fermions
in a harmonic trap at T = 0 and RMT (1), it is nat-
ural to study the effect of non-zero temperature in the
free fermion system, for which much less is known (see
however [15, 16]). Here, we analyze this system at finite
T and find a very rich behavior for the average density
of fermions, as well as for the fluctuations of the right-
most fermion. In particular, we find a fascinating link
between free fermions at finite T and the Kardar-Parisi-
Zhang (KPZ) equation in 1+1 dimensions at finite time.
Summary of results. First we compute the average
density ρN (x, T ), for large N . We find that there are two
natural dimensionless scaling variables in this problem
y = β N h¯ ω , z = x
√
β
2
mω2 , (6)
in terms of which ρN (x, T ) takes the scaling form
ρN (x, T ) ∼ α√
N
R
(
β N h¯ ω = y, x
√
β
2
mω2 = z
)
, (7)
which holds in the scaling limit: (a) β → 0, N →∞ but
keeping y = β N h¯ ω fixed (i.e., T ∼ N) and (b) β → 0,
x→∞ but keeping z = x
√
β
2 mω
2 fixed (i.e., x ∼ √T ).
We find that the scaling function R(y, z), for all y and z,
is given by
R(y, z) = − 1√
2pi y
Li1/2
(
− (ey − 1) e−z2
)
, (8)
where Lin(x) =
∑∞
k=1 x
k/kn is the polylogarithm func-
tion. In Fig. 1 we show a 3d-plot of R(y, z). We can
check, from an asymptotic analysis of R(y, z) in (8), that
Eq. (7) interpolates between the Wigner semi-circle (2)
in the limit T → 0 and the classical Gibbs-Botlzmann
distribution for T →∞:
ρN (x, T →∞) ∼
√
β mω2
2pi
exp
[
−β
2
mω2 x2
]
, (9)
which holds also in the scaling limit β → 0, x → ∞
but keeping x
√
β fixed (with the limit N → ∞ already
taken). Note that the physical mechanism behind this
interpolation is very different from those found earlier in
other matrix models [17, 18].
We next consider a different low temperature scaling
limit where T = b−1N1/3h¯ω, corresponding to the case
y →∞ in Eq. (7). In this scaling limit ρN (x, T =
b−1N1/3h¯ω) is thus given by the Wigner semicircle (2),
which has a finite support [−√2N/α,√2N/α]. We show
that for N  1, N free fermions at finite temperature in
the canonical ensemble behave asymptotically as a deter-
minantal point-process (which is not true for finite N).
A similar process was studied in [19], in the context of
the matrix model introduced in Ref. [15].
Close to the edge where x ≈ √2N/α, and for βh¯ω =
bN−1/3 we show that this determinantal point process is
characterized by a limiting kernel Kffb (s, s
′) given by
Kffb (s, s
′) =
∫ ∞
−∞
[Ai(s+ u)Ai(s′ + u)]
e−b u + 1
du , (10)
which is a generalization of the Airy-kernel (5). As a
consequence, we find that the cumulative distribution of
the position of the rightmost fermion xmax(T ) is given by
the following Fredholm determinant [13]
Pr
(
xmax(T ) ≤
√
2N
α
+
N−
1
6
α
√
2
ξ
)
→
N→∞
det(I−PξKffb Pξ).
(11)
Note that, using that limb→∞Kffb (s, s
′) = KAi(s, s′) in
Eq. (11), we recover the TW distribution of Eq. (4) in
the limit b→∞, as one should.
Remarkably, exactly the same expression as Eq. (11)
was recently found in the study of the (1+1)-d KPZ equa-
tion in curved geometry. The KPZ equation describes the
time evolution of a height field h(x, t) at point x and time
t as follows
∂th = ν∂
2
xh+
λ0
2
(∂xh)
2 +
√
Dη(x, t) , (12)
where η(x, t) is a Gaussian white noise with zero mean
and correlator 〈η(x, t)η(x′, t′)〉 = δ(x − x′)δ(t − t′). We
start from the narrow wedge initial condition, h(x, 0) =
−|x|/δ, with δ  1, which gives rise to a curved (or
droplet) mean profile as time evolves [20]. Defining the
natural time unit t∗ = 2(2ν)5/(D2λ40) and γt = (t/t
∗)1/3
[21], the time-dependent generating function
gt(ζ) = 〈exp(−eγt(h˜(0,t)−ζ))〉 (13)
of h˜(0, t) = (λ0h(0,t)2ν +
t
12t∗ )/γt, the rescaled height at
x = 0, is expressed as a Fredholm determinant [20, 22–
25]:
gt(ζ) = det(I − PζKKPZt Pζ) (14)
KKPZt (x, y) =
∫ ∞
−∞
Ai(z + x)Ai(z + y)
e−γtz + 1
dz . (15)
3Comparing Eqs. (10) for the fermions and (15) for KPZ,
we see that the two kernels are the same Kffb = K
KPZ
t=t∗ b3
in time unit t∗. While comparison of Eqs. (11) and
(14) show that the cumulative distribution of xmax(T ) for
the free fermion problem is the same as the generating
function gt=t∗ b3(ζ) in the KPZ equation. One can show
that it interpolates between a Gumbel distribution at
high T (small time t for KPZ) where the fermions are
uncorrelated, to the Tracy-Widom distribution at T → 0
(large time t for KPZ).
Average density of fermions. The joint probability
density function (PDF) of the positions of the N fermions
is constructed from the single particle wave functions
ϕk(x) =
[
α√
pi2kk!
]1/2
e−
α2x2
2 Hk(αx) , (16)
where Hk is the Hermite polynomial of degree k. In the
canonical ensemble it is given by the Boltzmann weighted
sum of slater determinants (see [26] for details)
Pjoint(x1, · · ·xN ) = 1
N !ZN (β)
∑
k1<···<kN
[
det
1≤i,j≤N
(ϕki(xj))
]2
× e−β(k1+···+kN ) , (17)
where ZN (β) is a normalization constant and where
k = h¯ω(k + 1/2)’s are single particle energy lev-
els (in Eq. (30) all the ki’s range from 0 to ∞).
We first compute the mean density of free fermions
ρN (x, T ) = N
−1∑N
i=1〈δ(x − xi)〉, where 〈. . .〉 means
an average computed with (30). This amounts, up to
a multiplicative constant, to integrating the joint PDF
Pjoint(x, x2, · · ·xN ) over the last N − 1 variables, yield-
ing a rather complicated expression which, however, sim-
plifies in the large N limit where the canonical ensem-
ble and the grand-canonical ensemble become equiva-
lent [26]. Hence, for largeN one obtains (see also [15, 16])
ρN (x, T ) ≈ 1
N
∞∑
k=0
[ϕk(x)]
2
eβ(k−µ) + 1
, (18)
where 1/(eβ(k−µ) + 1) is the Fermi factor and the chem-
ical potential µ is fixed by imposing that mean number
of fermions is N :
N =
∞∑
k=0
1
eβ(k−µ) + 1
. (19)
We first analyze Eqs. (18) and (19) in the scaling limit
where, N → ∞, with β → 0 and x → ∞ but keeping
y and z defined in (6) fixed (implying in particular β ∼
1/N). In this limit, the sums in (18) and (19) can be
replaced by integrals and, from (19), we find eβµ = ey −
1. Then using the asymptotic behavior of the Hermite
polynomials Hn(x) for large degree n, one obtains [26]
the scaling form in Eq. (7) together with the explicit
expression of the scaling function in (8).
We then turn to Eqs. (18) and (19) in the scaling limit
where βh¯ω = bN−1/3, thus y → ∞. Hence the average
density is given by its, Wigner-semi-circle, T = 0 limit
(2). In this regime, an interesting scaling limit emerges
close to the edges, for x = ±√2N/α. To analyze the
behavior of ρN (x, T ) close to x =
√
2N/α [30] we insert
the expression of βµ ∼ bN2/3, obtained from (19), into
(18) and perform a change of variable in the sum, by
setting k = N +m, to obtain:
ρN (x, T ) ∼ 1
N
∞∑
m=−N
[ϕN+m(x)]
2
exp (bm/N1/3) + 1
. (20)
Using the Plancherel-Rotach formula for Hermite poly-
nomials at the edge (see for instance Ref. [31]) yields:
ϕN+m
(√
2N
α
+
s√
2α
N−
1
6
)
∼ √α 2
1
4
N
1
12
Ai
(
s− m
N
1
3
)
,
(21)
up to terms of order O(N−2/3). Hence by inserting this
asymptotic formula (21) into Eq. (20) and replacing the
discrete sum over m ∼ N1/3 by an integral we obtain:
ρN
(√
2N
α
+
s√
2α
N−
1
6 , b−1N
1
3 h¯ω
)
∼ αN− 56 ρ˜edge(s) ,
(22)
where ρ˜edge(s) is given by
ρ˜edge(s) =
√
2Kffb (s, s) , (23)
and the kernel Kffb (s, s
′) is given in (10). In the
zero-temperature limit b → ∞, we recover ρ˜edge(s) ∼√
2
[
(Ai′(s))2 − sAi2(s)], the standard result for the
mean density of eigenvalues at the edge of the spectrum
of GUE random matrices [14, 32]. In Fig. 2, we show
how ρ˜edge(s) behaves for different values of the reduced
inverse temperature b.
Kernel and higher order correlation functions. More
generally, one can study the n-point correlation func-
tion for N free fermions at finite temperature. We define
Rn(x1, · · ·xn) as
Rn(x1, · · · , xn) = N !
(N − n)!
∫ ∞
−∞
dxn+1 · · ·
∫ ∞
−∞
dxN
×Pjoint(x1, · · · , xn, xn+1, · · · , xN ) (24)
where Pjoint(x1, · · · , xN ) is the joint PDF of the N
fermions at finite temperature of Eq. (30) [33]. Using
the equivalence, in the large N limit, between the canon-
ical and grand-canonical ensembles, one can show that
Rn(x1, · · · , xn) ≈ det
1≤i,j≤n
KN (xi, xj) (25)
where the kernel KN (x, x
′) is given by
KN (x, x
′) =
∞∑
k=0
ϕk(x)ϕk(x
′)
eβ(k−µ) + 1
. (26)
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FIG. 2. (Color online) Plot of ρ˜edge(s) given in Eq. (23)
corresponding to two different (scaled) temperatures b = 0.5
(dotted line) and b = 5 (solid line). Inset: plot of ρ˜edge(s)
corresponding to b→∞ given in the text and shown here for
comparison with the main plot.
We first analyze the kernel (26) in the scaling limit where
N → ∞ and β → 0 keeping y in (6) fixed (i.e., β ∼
O(1/N)). In this limit, if we are interested in the behav-
ior of KN (x, x
′) in the bulk where both x ∼ (u/α)N−1/2
and x′ ∼ (u′/α)N−1/2 are close to the origin, one finds
(see also [16, 19])
lim
N→∞
N−
1
2
α
KN
(
u
α
N−
1
2 ,
u′
α
N−1/2
)
∼ Kbulky (u− u′)
Kbulky (v) =
1
pi
√
2y
∫ ∞
0
cos
(√
2p
y v
)
(1 + ep/(ey − 1))√p dp . (27)
Note that in the low temperature limit y → ∞, the
Fermi factor in Eq. (27) behaves like a theta function,
∝ θ(y − p), implying that limy→∞Kbulky (v)/Kbulky (0) =
[sin (v
√
2)]/(v
√
2), which (up to a scaling factor) is the
expected sine-kernel. In the inset of Fig. 3 we show a plot
of the pair-correlation function gbulky (s) = [K
bulk
y (0)]
2 −
[Kbulky (s)]
2 for different values of the scaled inverse tem-
perature y.
However, in the low temperature scaling limit where
βh¯ω = bN−1/3, the kernel in the bulk is given by the sine-
kernel while the interesting behavior occurs at the edge
x ∼ ±√2N/α. In this limit, performing the same analy-
sis as above (20)-(23), one finds that the kernel KN (x, x
′)
(26) takes the scaling form:
lim
N→∞
N−
1
6√
2α
KN
(√
2N
α
+
s√
2α
N−
1
6 ,
√
2N
α
+
s′√
2α
N−
1
6
)
=Kffb (s, s
′) , (28)
where Kffb (s, s
′) is given in Eq. (10). In Fig. 3 we
show a plot of the 2-point correlation function at the
edge gffb (s, s
′) = Kffb (s, s)K
ff
b (s
′, s′)− [Kffb (s, s′)]2 for dif-
ferent scaled inverse temperatures b. The properties of
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FIG. 3. (Color online) Plot of the 2-point correlation function
at the edge gffb (s, s
′ = −4) as a function of s and for scaled
inverse temperatures b = 0.5 and 5. Inset: Plot of the 2-
point correlation function in the bulk gbulky (v) versus v for
scaled inverse temperatures y = 0.3, 3 and 10.
determinantal point processes [34] then imply that the
cumulative distribution of the position of the rightmost
fermion xmax(T ) is given by Eq. (11).
We have analyzed the effect of finite temperature on
free spinless fermions in a harmonic trap in one dimen-
sion. The scaling function, showing how the average den-
sity of the system, in the bulk, crosses over from the
Gaussian Gibbs-Boltzmann form at high temperatures
(9) to the Wigner semi-circle law (2) at low tempera-
tures, has been computed. For large N , the equivalence
between canonical and grand canonical ensembles implies
that free fermion statistics can be described as a deter-
minantal process even at finite temperature. We derived
the kernel for this process at finite temperature in the
bulk, and also close to the edge of the bulk at low tem-
perature. The statistics of the rightmost fermion turns
out to be governed by a finite temperature generalization
of the TW distribution. The temperature dependent ker-
nel found here also exhibit a tantalizing connection with
the one appearing in exact solutions of the KPZ equation
[22–25] at finite times t with the correspondence t = 2b3.
This connection in fact holds for generic confining po-
tentials such that V (x) ∼ xp/p, with p > 0, for x large:
the kernel is universal, and only the scalings with N are
modified [35]. This intriguing connection between free
fermions at finite temperature and KPZ at finite time is,
for the moment, a pure observation, which still lacks a
deeper physical understanding. Whether it is merely an
accident (holding for droplet KPZ initial conditions and
in 1d), or the sign of a more fundamental connection will
be interesting to explore in the future.
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6Supplementary Material
We give the principal details of the calculations described in the manuscript of the Letter.
AVERAGE DENSITY
The starting point of our computations is the joint probability density function (PDF) of the positions of the N
fermions at finite temperature T = 1/β. It can be expressed in terms of the single particle wave functions
ϕk(x) =
[
α√
pi2kk!
]1/2
e−
α2x2
2 Hk(αx) , (29)
where Hk is the Hermite polynomial of degree k and α =
√
mω/h¯. This single particle wavefunction has an associated
energy eigenvalue, k = h¯ω(k+1/2) where k is an integer which ranges from 0 to∞. From these single particle states,
one can construct any generic many-body free fermion wavefunction by puttingN fermions inN different single particle
levels indexed by k1 < k2 < . . . < kN . The fermionic nature of the particles allows at most one particle in a given
single particle level. The energy of such a many-body state is evidently, E =
∑N
i=1 ki = h¯ω (k1 +k2 + · · ·+kN +N/2)
and the many-body wavefunction is just the Slater determinant ΨE({xi}) = det
1≤i,j≤N
(ϕki(xj)). Assuming that the
system is in the canonical ensemble characterized by the inverse temperature β, the Boltzmann weight associated
with such an excited state is simply e−βE = e−β
∑N
i=1 ki . Hence the joint PDF of the particle positions in the
canonical ensemble is given by the Boltzmann weighted sum of slater determinants
Pjoint(x1, · · ·xN ) = 1
N !ZN (β)
∑
k1<···<kN
[
det
1≤i,j≤N
(ϕki(xj))
]2
e−β (k1+···+kN ) , (30)
where ZN (β) is the canonical partition function of the free fermion gas
ZN (β) =
∑
k1<k2<...<kN
e−β (k1+···+kN ) . (31)
It is easy to check that ZN (β) is such that the PDF Pjoint(x1, · · ·xN ) is normalized to unity.
We first compute the mean density of free fermions ρN (x, T ) = N
−1∑N
i=1〈δ(x−xi)〉, where 〈. . .〉 means an average
computed with (30). This amounts, up to a multiplicative constant, to integrating the joint PDF Pjoint(x, x2, · · ·xN )
over the last N − 1 variables. This yields
ρN (x) =
1
N !ZN (β)
∑
k1<k2<...<kN
∫ ∞
−∞
dx1δ(x− x1)
∫ ∞
−∞
dx2 . . .
∫ ∞
−∞
dxN
[
det
1≤i,j≤N
(ϕki(xj))
]2
e−β(k1+···+kN ) .(32)
To make analytic progress with these formula in Eqs. (32) and (31), it is convenient to introduce the occupation
numbers mk = 0, 1 which denote the number of fermions occupying the level k, of energy k = h¯ω(k+ 1/2). In terms
of these occupation numbers mk’s, the partition function is given by
ZN (β) =
∑
{mk}
e−β ∑k≥0mkkδ
∑
k≥0
mk, N
 , (33)
where
∑
{mk} denotes the sum over all the possible occupation numbers mk = 0, 1 for k = 0, 1, 2, · · · . In Eq. (33)
δ(i, j) = 1 if i = j and δ(i, j) = 0 if i 6= j: this Kronecker delta function thus imposes the total number of particles
to be exactly N , as we are working in the canonical ensemble. Consider the density ρN (x) in Eq. (32). By writing
out the Slater determinant explicitly, squaring it and integrating over (N − 1) coordinates in Eq. (32) upon using the
orthonormal properties of the single particle wavefunctions, it is not difficult to show that the density ρN (x) in Eq.
(32) can be written in terms of the mk’s as
ρN (x) =
1
ZN (β)
1
N
∑
{mk}
∑
k≥0
mk|ϕk(x)|2
 e−β∑k≥0mkkδ
∑
k≥0
mk, N
 . (34)
7Note that in the limit where T → 0, the system is in the ground state characterized by mk = 1 if k = 0, 1, 2, · · · , N−1
and mk = 0 if k ≥ N . Hence in this limit, Eq. (34) reads
ρN (x) =
1
N
N−1∑
k=0
|ϕk(x)|2 , (35)
as expected from the connection between free fermions at T = 0 and random matrices belonging to the Gaussian
Unitary Ensemble (GUE). What happens at finite temperature T in the large N limit? One can show (see below)
that in the limit of large N , one can replace the occupation numbers mk in Eqs. (33) and (34) by their average value
〈mk〉 such that
ρN (x) ' 1
N
∞∑
k=0
〈mk〉|ϕk(x)|2 . (36)
In the thermodynamic language, this amounts to use the equivalence, in the large N limit, between the canonical
ensemble and the grand-canonical ensemble. The average value of the occupation number 〈mk〉 is then given by the
Fermi factor
〈mk〉 = 1
eβ(k−µ) + 1
, k = h¯ω
(
k +
1
2
)
, for k = 0, 1, 2, · · · . (37)
In Eq. (37) the chemical potential µ is fixed by the total number of particles N , according to the relation
N =
∞∑
k=0
〈mk〉 =
∞∑
k=0
1
eβ(k−µ) + 1
. (38)
We now analyze these formula (36)-(38) in the bulk (the analysis at the edge is outlined in the Letter, see Eqs.
(20)-(23)).
Asymptotic analysis in the bulk
The bulk regime corresponds to the limit β → 0, N → ∞ and x → ∞ keeping fixed the following dimensionless
variables
y = βNh¯ω , z = x
√
βmω2/2 . (39)
In this limit, the equation fixing the chemical potential µ (38) reads
N =
∞∑
k=0
1
eβ(h¯ω(k+
1
2 )e−βµ + 1
'
∫
dk
1
eky/Ne−βµ + 1
=
N
y
ln(1 + eβµ) . (40)
This yields the relation
eβµ = ey − 1 . (41)
We now analyze the density ρN (x) given in Eqs. (36) and (37) which we evaluate for x = z/
√
βmω2/2 =√
2N/(α
√
y) 1. After performing the change of variable k = Np in the sum over k in (36), one obtains:
ρN (x) ' 1
N
∞∑
k=0
ϕk(x)
2
eβ(h¯ω(k+
1
2 )e−βµ + 1
'
∫ ∞
0
dp
[
ϕNp
(
x = z
√
2N/(α
√
y)
)]2
eyp(ey − 1)−1 + 1 (42)
where we have replaced µ by its value given in Eq. (41) and where ϕk(x) is given in Eq. (29). We now need an
asymptotic expansion of ϕk(x) for large k (and large x). This expansion is provided by the Plancherel-Rotach formula
[as given for instance in Eqs. (3.10) (3.11) of Ref. [1]]. For −1 < X < 1, one has
e−MX
2
HM (
√
2MX) =
(
2
pi
)1/4
2M/2
(1−X2)1/4M
−1/4(M !)1/2gM (X)
(
1 +O
(
1
N
))
(43)
with gM (X) = cos
(
MX
√
1−X2 + (M + 1/2) sin−1X −Mpi/2
)
. (44)
8Using these formulas (43) and (44) for M = Np and X = z/
√
py – see Eq. (42) – (taking into account that X < 1,
i.e., p > z2/y) one finds
ρN
(
x = z/
√
βmω2/2
)
=
α
√
2
pi
∫ ∞
z2/y
dp
1
eyp(ey − 1)−1 + 1(Np)
−1/2 1√
1− z2py
[gNp(z/
√
py)]
2
(45)
=
α
√
2
pi
√
y
√
N
∫ ∞
z2
dq
1
eq(ey − 1)−1 + 1
1√
q − z2 [gNp(z/
√
q)]
2
, (46)
where, in the second line, we have simply performed the change of variable p = q/y. To obtain the large N limit
of Eq. (46) we notice that, thanks to the identity cos2 x = 1/2 + cos (2x)/2, one can replace
[
gNp(z/
√
q)
]2
, given
in Eq. (44), in the integral over q in (46) by 1/2 (the remaining cosine being highly oscillating for large N and thus
subleading). If one finally performs the change of variable q → q + z2 in (46), one obtains finally
ρN
(
x = z/
√
βmω2/2
)
=
α
pi
√
y
√
2N
∫ ∞
0
dq
1
eq+z2(ey − 1)−1 + 1
1√
q
= − α√
2Npiy
Li1/2(−(ey − 1)e−z
2
) , (47)
where Lin(x) =
∑∞
k=1 x
k/kn is the polylogarithm function. Hence from Eq. (47) one obtains the scaling form given
in Eq. (7) in the Letter:
ρN (x) ∼ α√
N
R
(
y = βNh¯ω, z = x
√
βmω2/2
)
(48)
with
R(y, z) = − 1√
2piy
Li1/2(−(ey − 1)e−z
2
) , (49)
as given in Eq. (8) of the Letter.
To analyze the T → ∞ and the T → 0 limits of ρN (x) in Eqs. (47) and (49), we need the following asymptotic
behaviors of the polylogarithm function:
Li1/2(X) ∼ X , X → 0 , (50)
and
Li1/2(−eX) ∼ − 2√
pi
X1/2 , X →∞ . (51)
From these behaviors in (50) and (51), one finds the asymptotic behaviors of the scaling function R(y, z) in (49):
R(y, z) ∼

√
y
2pi
e−z
2
, y → 0
√
2
pi
√
1− z
2
y
, y →∞ , z →∞ with z2/y fixed .
(52)
From the first line of Eq. (52), one recovers the T → ∞ limit where the density converges to the Gibbs-Boltzmann
(Gaussian) form, given in Eq. (9) of our Letter. On the other hand, from the second line of Eq. (52), one obtains the
T → 0 limit of the density, which is given by the Wigner semi-circle, given in Eq. (2) of our Letter.
HIGER ORDER CORRELATION FUNCTION AND KERNEL
Here we focus on the n-point correlation function Rn(x1, · · · , xn) defined as
Rn(x1, · · · , xn) = N !
(N − n)!
∫ ∞
−∞
dxn+1 · · ·
∫ ∞
−∞
dxNPjoint(x1, · · · , xn, xn+1, · · · , xN ) , (53)
where Pjoint(x1, · · · , xN ) is the joint PDF of the N fermions at finite temperature in Eq. (30). To compute the
multidimensional integral in Eq. (53), it is useful, as in the preceding computation of ρN (x), to introduce the
9occupation numbers mk = 0, 1. Then we note that we can rewrite the norm of any N-body eigenstate appearing in
(30), of energy E, and corresponding to occupied states k1 < .. < kN as:
|ΨE(x1, ..xN )|2 := 1
N !
[
det
1≤i,j≤N
(ϕki(xj))
]2
= det
1≤i,j≤n
K˜N (xi, xj ; {mk}) (54)
where E =
∑
kmk k and the kernel K˜N (x, x
′; {mk}) is given by
K˜N (x, x
′; {mk}) =
N∑
j=1
ϕkj (x)ϕkj (x
′) =
∞∑
k=0
mkϕk(x)ϕk(x
′) , (55)
where ϕk(x) is given in Eq. (29) and the mk =
∑N
j=1 δk,kj are 1 for occupied states and zero otherwise. Now one
can integrate |ΨE(x1, ..xN )|2 in Eq. (54), for each fixed E, over the coordinates xn+1, ..xN . The form of the kernel
in Eq. (55) and the orthonormality of the single particle wave functions of the N occupied states gaurantees that
the determinantal structure in Eq. (54) survives the (N − n)-fold integration. These manipulations are identical to
those performed in the context of random matrix theory [2–4]. There they are most often applied to the kernel (55)
built with the N lowest energy eigenstates (corresponding to the ground-state wave function at T = 0), but the same
properties hold for any excited state built with N single particle states. We thus obtain:
Rn(x1, · · · , xn) = 1
ZN (β)
∑
{mk}
 det
1≤i,j≤n
K˜N (xi, xj ; {mk})e−β
∑
k≥0mkkδ
∑
k≥0
mk, N
 . (56)
The averaging over the occupation numbers in Eq. (56) can be carried out by effectively passing to the grand
canonical ensemble by writing (and thus rendering the mk’s effectively independent Bernoulli random variables)
δ
∑
k≥0
mk, N
 = ∫ 2pi
0
dλ
2pi
exp
iλ
∑
k≥0
mk −N
 , (57)
to evaluate both the numerator and the denominator of Eq. (56). Now we use the following property:〈
det
1≤i,j≤n
[ ∞∑
k=0
mkϕk(xi)ϕk(xj)
]〉
= det
1≤i,j≤n
[ ∞∑
k=0
〈mk〉ϕk(xi)ϕk(xj)
]
(58)
which holds for arbitrary averaging 〈. . .〉 for which the variables mk are independent. It is easily seen using the
(generalized) Andreief formula [5]:
det
1≤i,j≤n
[ ∞∑
k=0
mkϕk(xi)ϕk(xj)
]
=
∑
k1<..kN
mk1 ..mkN
(
det
1≤i,j≤n
[ϕki(xj)]
)2
(59)
and averaging it, using 〈mk1 ..mkN 〉 = 〈mk1〉 . . . 〈mkN 〉 (see also [6] in the context of determinantal processes). Here
we will use it for an average at fixed λ, i.e., 〈. . .〉 ≡ 〈. . .〉λ and perform the integral over λ at the end. Using the
effective independence of the mk in this representation, we thus obtain:
Rn(x1, · · · , xn) =
∫ 2pi
0
dλ
2pi det1≤i,j≤n K˜N (xi, xj ;
1
1+eβk−iλ ) e
−βJ( iλβ )−iλN∫ 2pi
0
dλ
2pi e
−βJ( iλβ )−iλN
(60)
where
J(µ) = − 1
β
∑
k
ln(1 + e−βk+βµ) (61)
is the grand potential of the grand canonical ensemble. Up to this point, Eq. (60) is exact for arbitrary N and
n. The analysis presented in the Letter is then based on the evaluation of the λ integrals in the denominator and
numerator by the saddle point method in the limit of large N , with the saddle point occurring, in our notation, at
λ = λsp = −iβµ in both integrals, where µ is related to N as N = −∂J/∂µ, which is simply Eq. (38). This is
correct as long as the corresponding quantity that is averaged does not have the form exp(cNa) where a ≥ 1 [7]. Said
10
otherwise, the quantity that is computed should not change the value of the chemical potential in the saddle point
calculation.
Therefore, in the large N limit, one obtains from (60):
Rn(x1, · · · , xn) ' det
1≤i,j≤n
KN (xi, xj) , (62)
where the kernel KN (x, x
′), obtained from (55) by replacing mk by its grand canonical average, i.e. its average at the
saddle point 〈mk〉 := 〈mk〉λsp in (37), is given by
KN (x, x
′) =
∞∑
k=0
ϕk(x)ϕk(x
′)
eβ(k−µ) + 1
, (63)
while the chemical potential µ is fixed by Eq. (38). The case n = 1 then yields the result for the density in Eq. (36).
We remark that the quantity Rn is referred to as the correlation density in the mathematics literature; this is because
the quantity Rn(x1, · · · , xn)dx1 · · · dxn is the probability that there is a particle in each of the intervals [xi, xi + dxi],
1 ≤ i ≤ n. Clearly such quantities exist and make sense for ensembles where the particle number varies. Indeed,
note that if one formulates the problem from the start in the grand canonical ensemble, then Eq. (62) is exact as an
equality. Hence the kernel KN (xi, xj) exactly describes the statistics of a system in the grand canonical ensemble at
the chemical potential µ corresponding to N for all values of µ, and not only those corresponding to N large (see also
Ref. [9]).
These results in Eqs. (62) and (63) are given in the Letter in Eqs. (25) and (26). We now analyze the kernel
KN (x, x
′) in the bulk limit. The analysis of KN (x, x′) at the edge is outlined in the Letter.
Asymptotic limit in the bulk
We analyze the kernel KN (x, x
′) in the bulk where both x = uN−1/2/α and x′ = u′N−1/2/α are close to the center
of the trap (and x− x′ is of the order of the typical inter-particle distance). Hence we analyze the formula (63) and
(38) N →∞, β → 0 keeping y = βNh¯ω in (39) fixed. In this limit the chemical potential µ is given by Eq. (41) and
the large N analysis of KN (x, x
′) (63) can be performed along the same lines as we did before for the density ρN (x)
yielding eventually Eq. (46). Indeed, using the Plancherel-Rotach asymptotic expansions (43) and (44) we obtain:
KN (x = uN
−1/2/α, x′ = u′N−1/2/α) ' α
√
2N
pi
∫ ∞
0
dp√
p
1
ey p(ey − 1)−1 + 1gNp
(
u
N
√
p
)
gNp
(
u′
N
√
p
)
. (64)
From the explicit expression of gN (X) in Eq. (44), one obtains straighforwardly
gNp
(
u
N
√
p
)
' cos
(
2u
√
p−Nppi
2
)
. (65)
And therefore the product gNp
(
u
N
√
p
)
gNp
(
u′
N
√
p
)
in Eq. (64) reads, for large N :
gNp
(
u
N
√
p
)
gNp
(
u′
N
√
p
)
' 1
2
cos (2
√
p(u− u′)) + 1
2
cos (2
√
p(u+ u′)−Nppi) . (66)
The second term in Eq. (66) is highly oscillating in the large N limit and hence the leading contribution, once inserted
in the integral over p in Eq. (64), comes from the first term of Eq. (66), which is independent of N . Therefore we
finally obtain
KN (x = uN
−1/2/α, x′ = u′N−1/2/α) ∼ α
√
N
1
pi
√
2
∫ ∞
0
dp√
p
cos(2
√
p(u− u′))
eyp(ey − 1)−1 + 1 . (67)
Finally, performing the change of variable p→ p/y, one obtains the formula given in Eq. (27) in the Letter (see also
Refs. [8, 9] for alternative derivations of this kernel).
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