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Abstract
We show that, for an arbitrary function h(n) and each recursive function ‘(n), that are sep-
arated by a nondeterministically fully space constructible g(n), such that h(n)∈0(g(n)) but
‘(n) ∈ 0(g(n)), there exists a unary language L in NSPACE(h(n)) that is not contained in
NSPACE(‘(n)). The same holds for the deterministic case.
The main contribution to the well-known Space Hierarchy Theorem is that (i) the language
L separating the two space classes is unary (tally), (ii) the hierarchy is independent of whether
h(n) or ‘(n) are in 0(log n) or in o(log n), (iii) the functions h(n) or ‘(n) themselves need
not be space constructible nor monotone increasing, (iv) the hierarchy is established both for
strong and weak space complexity classes. This allows us to present unary languages in such
complexity classes as, for example, NSPACE(log log n · log∗ n) \ NSPACE(log log n), using a
plain diagonalization.
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1. Introduction
The 9rst applications of diagonalization in complexity theory, by Hartmanis et al.
(1965), gave deterministic time and space hierarchies. That is, with a small increase
in space, we can solve new problems that could not be solved before:
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Theorem 1.1 (Hartmanis et al. [11]). For each fully space constructible function h(n)
∈0 (log n) and each ‘(n) =∈0(h(n)), there exists a language L in DSPACE(h(n))
that is not contained in DSPACE(‘(n)).
(For exact de9nition of a fully space constructible function, see De9nition 2.2 below.)
The separating language is
L = {w ∈ {0; 1}∗;M	(w) does not accept w; or uses space above h(|w|)}:
Here M1; M2; : : : denotes a standard enumeration of deterministic Turing machines,1
equipped with a 9nite state control, a two-way read-only binary input tape with in-
put enclosed between two end markers, and a semi-in9nite two-way read–write work
tape that is also binary. By some syntax convention, the list of instructions for the
machine Mk is decoded from the binary representation of the number k. The function
	 : {0; 1}∗→N must ful9l the following requirements:
(i) The value of 	(w) must be computed and stored within O(h(|w|)) space.
(ii) For each k ∈N, there must exist an in9nite number of wn’s in {0; 1}∗ satisfying
k = 	(wn), such that limn∈N ‘(|wn|)=h(|wn|)= 0.
The condition (i) is required to keep L in DSPACE(h(n)), while (ii) is necessary to
prove that L is not in DSPACE(‘(n)): we have to show, for each k; c∈N, that Mk
accepting L uses more than c ·‘(n) work tape cells for some input. The existence of at
least one in9nite sequence of integers P⊆N satisfying limn∈P ‘(n)=h(n)= 0 follows
from ‘(n) =∈0(h(n)). A simple way of de9ning 	(w) is
• if w=1k−101n−k , for some k ∈N, then 	(w)= k,
• if w =∈ 1∗01∗, then 	(w)= 1.
Such 	 generates each k ∈N along the sequence of w’s with lengths k; k +1; : : : ; and
hence the condition (ii) is satis9ed for any P with limn∈P ‘(n)=h(n)= 0. The condition
(i) requires h(n)∈0(log n).
Another reason for the assumption h(n)∈0(log n) came from the fact that we have
to decide whether the machine M	(w) rejects the input w. It was not known whether
the sublogarithmic space is closed under complement. For h(n) below log n, it was
not so easy to detect that a machine rejects by going into an in9nite cycle. With less
than log n bits, we cannot count up to n. In 1980, Sipser removed this problem by
showing that the assumption h(n)∈0(log n) is not necessary to detect loops [18], but
the problem reappeared for the nondeterministic space hierarchy.
For a long time it was believed that nondeterministic space is not closed under
complement. Nevertheless, Ibarra [13] obtained a pretty good nondeterministic space
1 For nondeterministic space hierarchy, we shall consider the corresponding enumeration of nondeter-
ministic Turing machines.
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hierarchy. The method of inductive counting [14,19] showed that strong–NSPACE(s(n))
is closed under complement for s(n)∈0(log n), which gives us an easy extension of
the tight hierarchy presented in Theorem 1.1 to nondeterministic space complexity
classes above log n.
Inductive counting does not seem, in general, to work below log n. However, we
know since 1993 that inductive counting can be used below log n for languages with
low information content, like, e.g., unary or bounded sets [8].
It should be pointed out that diagonalization itself may work even without a proven
closure under complement for the complexity classes under consideration. For example,
Seiferas, Fischer, and Meyer proved a tight hierarchy for nondeterministic time classes
[17]. In 1983, NZPak simpli9ed the proof [21] (see also [5]), and showed by an elegant
argument that a straightforward simulation of all machines corresponding to a “lower”
complexity class by a machine from a “higher” complexity class is, in essence, all we
need for diagonalization. However, these methods did not seem to be applicable for
unary sets in sublogarithmic space.
To establish a tight space hierarchy below log n, a di%erent approach was used in
[12]. Roughly speaking, a language L separating DSPACE(h(n)) from NSPACE(‘(n))
consists of words w with the pre9x of the 9rst 2h(n) bits equal to the suQx of the last
2h(n) bits. The lower bound is proved by a crossing sequence argument. For details,
see [12,20].
Theorem 1.2 (Hopcroft and Ullman [12]). Let h(n)¡ log (n=2) be a “well-behaved”
function, that is, there exists a deterministic Turing machine never using more than
h(n) space, for any input of length n, but using exactly h(n) work tape cells for at
least one input of length n. Then, for each ‘(n) =∈0(h(n)), there exists a language
L in DSPACE(h(n)) that is not contained in NSPACE(‘(n)).
Note that the combination of Theorems 1.1 and 1.2 does not cover all cases; there
are functions with values above log n along one in9nite sequence of n’s and, at the
same time, satisfying limn∈P h(n)= log n=0 for another in9nite sequence of n’s.
Moreover, the crossing sequence argument of Theorem 1.2 does not present unary
(nor even bounded) separating languages. Unary (tally) languages play an important
role in complexity theory; they allow a “downward” translation. By compressing unary
strings 1n ∈ 1∗ into their “binary counterparts”, we get, for example, that NSPACE(n)
is equal to DSPACE(n) if and only if NSPACE(log n) and DSPACE(log n) are equal
for unary languages [16]. By a more complicated compression, we get the same relation
for SPACE(log n) versus SPACE(log log n) [10].
The “well-behaved” function h(n) used in Theorem 1.2 (called sometimes space
constructible in the literature) is di%erent from the standard de9nition of a fully space
constructible function, presented in De9nition 2.2. While a value of a fully space
constructible function must be obtained on any input of length n, the above theorem
assumes that we can obtain the value of h(n) for at least one input of length n. Thus,
the information stored on the input tape can potentially be used as an advice; with the
help of a carefully prepared input, a machine can mark o% h(n) work tape cells even
if h(n) is not fully space constructible. This is the case of some monotone functions
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below log n. However, this kind of help is not available for a recognizer of a unary
language. (For some more consequences of this phenomenon, see [2].)
Using a diagonalization scheme, we get the following unary language.
L = {1n;M	(n) does not accept 1n; or uses space above h(n)}:
Note that here we have 	 :N→N. This complicates the choice of a 	 satisfying
condition (ii) above. Unlike in the binary case, each k ∈N must have its own in9nite
sequence of n’s with k = 	(n), and therefore there must necessarily exist in9nitely
many n’s with 	(n) 	= k. But then we cannot guarantee that P, the sequence along
which limn∈P ‘(n)=h(n)= 0, contains a suQciently large n satisfying k = 	(n).
A usual solution of this problem in the literature is to replace the assumption
‘(n) =∈0(h(n)) by ‘(n)∈ o(h(n)). Then limn∈P ‘(n)=h(n)= 0 along arbitrary in9nite
P⊆N. This allows us to de9ne 	, for example, as follows:
• If n=2k(2m+ 1), for some k; m∈N, then 	(n)= k + 1.
Note that k and m are unique for each n. This gives:
Theorem 1.3 (Szepietowski [20, Theorem 11.1.1]). For each fully space constructible
function h(n)∈0(log n) and each ‘(n)∈ o(h(n)), there exists a unary language L in
NSPACE(h(n)) that is not contained in NSPACE(‘(n)).
The same holds for deterministic space complexity classes.
At the 9rst glance, the assumption h(n)∈0(log n) is only included to satisfy condi-
tion (i) for 	: Recall that the value of 	(n) must be computed in O(h(n)) space. This
is performed by checking, for i=1; 2; 3; : : : ; if 2i divides n until we 9nd the 9rst 2i
not dividing n. The value of i may grow up to log n, hence, log n bits are required.
However, even using a di%erent, more sophisticated, de9nition of 	 does not help
here: Using the “n→ n+n! method” [4,6,11] (see also [20]), one can easily show that
if h(n) is fully space constructible, ‘(n)∈ o(h(n)), and ‘(n)¿1, then h(n)∈0(log n).
The same holds even if h(n) is constructed by a nondeterministic machine, by [7].
To overcome the above obstacles and extend the space hierarchy for unary languages
below log n, we do not insist on any space constructibility of h(n) or ‘(n). We only
assume that they are separated by a (non)deterministically fully space constructible
g(n), such that h(n)∈0(g(n)) but ‘(n) =∈0(g(n)). This is the only assumption about
the growth rates of h(n) and ‘(n), independent of whether they are above log n, space
constructible, or monotone increasing. We also assume that ‘(n) is recursive, without a
limit for the space used to compute ‘(n). The recursivity assumption is not necessary
for separation by binary languages.
For example, this allows us to present unary languages in such complexity classes as
NSPACE(log log n · log∗ n)\NSPACE(log log n), despite the fact that neither of these
two space bounds is fully space constructible.
The separation is based on diagonalization, using a variant of inductive counting
that, for bounded or tally inputs, does not depend on the log n space bound or space
constructibility [8].
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Before doing this, we need to 9nd, for any nondeterministic machine constructing
g(n) and any machine computing ‘(n), a function 	(n) producing each integer in9nitely
many times along some sequence of n’s, for which limn∈P ‘(n)=g(n)= 0. Moreover,
the values of 	(n) must be computed within g(n) space, hence, they depend on the
(potentially sublogarithmic and not necessarily monotone) growth rates of g(n) and
‘(n).
2. Preliminaries
We 9rst brieTy recall some fundamental notions that are used throughout. The space
bounds are functions s :N→N, where N denotes the set of natural numbers, ex-
cluding zero. Functions with s(n)= 0, for some n’s, are excluded for technical reasons.
The standard growth rate classes of functions are de9ned in usual way:
0(s(n)) = {f(n); ∃c ¿ 0 ∃n0 ¿ 0 ∀n¿ n0 f(n)¿ c · s(n)};
o(s(n)) = {f(n); ∀c ¿ 0 ∃n0 ¿ 0 ∀n¿ n0 f(n) ¡ c · s(n)}:
Finally, f(n)∈O(s(n)) represents an alternative notation for s(n)∈0(f(n)).
It is easy to see that f(n) =∈0(s(n)) if and only if inf n∈N f(n)=s(n)= 0, while
f(n)∈ o(s(n)) if and only if supn∈N f(n)=s(n)= 0, i.e., limn∈N f(n)=s(n)= 0.
There are two main modes of space complexity studied in the literature.
Denition 2.1. A (non)deterministic Turing machine is (a) strongly s(n) space
bounded, if, for each input of length n, no computation path uses more than s(n)
cells on the work tape, (b) weakly s(n) space bounded, if, for each accepted input
of length n, there exists at least one accepting path using at most s(n) work tape
cells.
The classes of languages accepted by strongly and weakly O(s(n)) space bounded
nondeterministic machines will be denoted by strong–NSPACE(s(n)) and weak–
NSPACE(s(n)), while strong– and weak–DSPACE(s(n)) denote their deterministic
variants, respectively.
To keep the notation simple, we omit the pre9xes “strong–” and “weak–” if the
di%erence does not matter.2 Strong and weak space complexity classes are equal for
bounds that are fully space constructible.
Denition 2.2. A function s(n) is (nondeterministically) fully space constructible, if
there exists a (non)deterministic machine such that, for each input of length n, no
computation path uses more work tape cells than s(n), but at least one computation
path uses exactly s(n) cells.
2 All theorems presented in Section 1 are valid both for strong and weak space. However, the proofs
found in the literature consider the strong mode only.
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We shall also use functions that are not constructed but, rather, computed. In order
to allow a guess-and-verify computation for a nondeterministic machine, while keeping
the de9nition of the function f(n) unambiguous, we introduce the following notion.
Denition 2.3. A function f(n) is (non)deterministically computable in s(n) space, if
there exists a (non)deterministic machine such that, for the input 1n, no computation
path uses more work tape cells than s(n), at least one computation path halts in an
accepting state, and each path halting in an accepting state writes a binary representation
of f(n) on the work tape.
In what follows, we shall need the following partial extension of the classical results
over sublogarithmic space.
Lemma 2.4 (Berman [1], Sipser [18], and Ge%ert [8]). Let s(n) be an arbitrary func-
tion, and let L be a binary language in strong–NSPACE(s(n)). If L is k-bounded,
i.e., for some constant k ∈N, the number of zeros in each w∈L is bounded by k,
then Lc, the complement of L, is also in strong–NSPACE(s(n)).
The same holds for deterministic space complexity classes.
We shall use only 0- or 1-bounded languages, i.e., L⊆ 1∗ or L⊆ 1∗01∗, but the
statement of the theorem holds even if the number of zeros is bounded by cs(n), for
any constant c¿1 [8,10]. In the deterministic case, the restriction on the number of
zeros is superTuous and can be discarded [18]. However, the simulation for bounded
languages is simpler [1].
Theorem 2.5. A function s(n) is (non)deterministically fully space constructible if and
only if s(n) is (non)deterministically computable in s(n) space.
Proof. We shall present the argument for the nondeterministic case only. The corre-
sponding argument for deterministic machines is simpler since, by Sipser [18], we can
make each deterministic machine always halt.
The “⇐” part is obvious: For any input of length n, simulate the nondeterministic
machine C that computes s(n), imitating the input 1n. That is, all input tape symbols
are interpreted as ones. If C ends up in an accepting state, a certi9ed value of s(n)
has been written, in binary, on the work tape. This allows us to allocate s(n) work
tape cells. If C rejects, the simulator simply halts.
Conversely, let A be a nondeterministic machine constructing s(n). Before presenting
the machine C computing s(n), consider the following language:
L = {1r01n−r−1; r ¡ s(n)}:
Clearly, L∈ strong–NSPACE(s(n)). First, simulate A. After each simulated step, non-
deterministically decide whether to carry on the simulation or to abort A. This marks
o% s˜ work tape cells, for some s˜6s(n). Then compare s˜ with r and, if r¡s˜, accept.
Clearly, if r¡s(n), then at least one computation path of A will allocate s˜= s(n)¿r
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space, and hence the input is accepted. On the other hand, if r¿s(n), then no path of
A can allocate more space than r and the input is rejected.
But then L′=Lc ∩ 1∗01∗= {1r01n−r−1; r¿s(n)} is in strong–NSPACE(s(n)), by
Lemma 2.4, since L is 1-bounded. Thus, we have a nondeterministic machine A′
verifying if r¿s(n) and never using space above O(s(n)).
We are now ready to present C. First, simulate A on the input 1n, aborting simulation
nondeterministically at any time. This allocates r work tape cells, for some r6s(n).
Then verify if r¿s(n). Thus, simulate A′, pretending that 1r01n−r−1 is present on the
input tape. Since the real input is 1n, this only requires to interpret the symbol at the
position r + 1 as zero. Therefore, before each simulated step of A′, check if the input
head is exactly r + 1 positions away from the left end marker. This is possible, since
we have already allocated r cells on the work tape.
If A fails to allocate enough space in the 9rst phase, all computation paths of A′ will
reject. But, for the right sequence of nondeterministic guesses, A will allocate r= s(n)
cells, and hence, for the right sequence of nondeterministic guesses, A′ will accept.
When this happens, C converts r into a number in binary notation and halts in an
accepting state.
Using tape compression, we get that the machine C will never use more work tape
cells than s(n).
Thus, we can replace a machine constructing s(n) by a machine C such that, if C
halts in an accepting state, we can be sure that the computed value of s(n) has been
certi9ed as correct. Second, this must happen along at least one computation path, for
each input.
3. Space hierarchy
Before passing further, we need to introduce a set of some “important” points for a
quotient of two functions.
Denition 3.1. Let g(n) and ‘(n) be two functions. A prominent sequence for g=‘ is
the set P of all n’s in N satisfying
g(n)=‘(n)¿ max{g(1)=‘(1); g(2)=‘(2); : : : ; g(n− 1)=‘(n− 1)}:
By de9nition, 1∈P. An n∈P is called a prominent point.
Lemma 3.2. Let g(n) and ‘(n) be two functions, ‘(n) =∈0(g(n)). Then the prominent
sequence P for g=‘ is in?nite. Moreover, for each c¿0, there exists an n0 ∈N such
that, for each n∈P, n¿n0, we have g(n)¿c‘(n).
Proof. Suppose that P is 9nite, i.e., P= {n1; n2; : : : ; nk}. Let
c˜ = 1 +max{g(n1)=‘(n1); g(n2)=‘(n2); : : : ; g(nk)=‘(nk)}:
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Since ‘(n) =∈0(g(n)), we can 9nd an n˜ satisfying ‘(n˜)¡(1=c˜)g(n˜). This implies that
g(n˜)=‘(n˜)¿c˜, and hence g(n˜)=‘(n˜)¿c˜ − 1. Thus,
g(n˜)=‘(n˜)¿ max{g(n1)=‘(n1); g(n2)=‘(n2); : : : ; g(nk)=‘(nk)}: (1)
Taking the 9rst n˜∈N satisfying (1), we get, for each n¡n˜, that
g(n)=‘(n)6 max{g(n1)=‘(n1); g(n2)=‘(n2); : : : ; g(nk)=‘(nk)}: (2)
Combining (1) and (2) gives that n˜ is a prominent point, i.e., n˜∈P. On the other
hand, by (1), we have that n˜ =∈{n1; n2; : : : ; nk}=P, a contradiction. Thus, P must be
in9nite.
Now, let n1¡n2¡ · · ·¡ni¡ · · · be the sequence of all prominent points in P. Then,
by De9nition 3.1,
g(n1)=‘(n1)¡ g(n2)=‘(n2)¡ · · ·¡ g(ni)=‘(ni)¡ · · · :
Note that the above sequence is a sequence of integers. Therefore, if an integer
g(ni)=‘(ni) is preceded by some other i − 1 integers, we have, for each i¿1, that
g(ni)=‘(ni)¿i − 1. But then g(ni)=‘(ni)¿i − 1, and hence
g(ni)¿ (i − 1)‘(ni) for each i ¿ 1:
This completes the proof.
Now we can show how to generate each k ∈N along any P⊆N, e%ectively given
in a form of a prominent sequence, keeping the given space bound g(n).
Lemma 3.3 (Main). Let g(n) be (non)deterministically fully space constructible, and
‘(n) be an arbitrary recursive function, ‘(n) =∈0(g(n)). Then there exists a function
	˜(n), (non)deterministically computable in O(g(n)) space, such that, for each k ∈N,
there exists an n∈P satisfying k = 	˜(n). Here P denotes the prominent sequence for
g=‘.
Proof. Since ‘(n) is recursive, we have a deterministic machine C‘ which, for any
input 1n, halts with a binary representation of ‘(n) written on the work tape. Let s‘(n)
denote the space used by C‘ on the input 1n. Similarly, by Theorem 2.5, we have a
(non)deterministic machine Cg halting in an accepting state with a certi9ed value of
g(n) written on the work tape. Note that Cg may also have some rejecting computation
paths, or paths that never halt (see De9nition 2.3). But, by assumption, Cg never uses
more space than g(n).
We shall present a machine C	˜ computing the values of some 	˜ with the desired
properties. We must also keep track of s	˜(n), the space used by C	˜ on the input 1n.
First, let us describe how the values of 	˜(n) are de9ned. If n=1, then, by de9nition,
	˜(n)= 1. For n¿1, let B= g(n). If B=1, then, by de9nition, 	˜(n)= 1.
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Consider now the general case, i.e., n¿1 and B= g(n)¿1. Let A be the maximal
integer satisfying
(a) A62B − 1,
(b) for each i6A, s‘(i)6B= g(n), and g(i)6B=2= g(n)=2.
Now take the 9rst k ∈N, such that
(c) k =∈{	˜(i); i∈P∩{1; : : : ; A}}.
Then, by de9nition, 	˜(n)= k. If already A=1 does not satisfy condition (b), then
A=0, {1; : : : ; A}= ∅, k =1, and 	˜(n)= 1.
To compute the value of 	˜(n), we need to compute, recursively, the values of 	˜(i) for
prominent points satisfying i6A. To prove the correctness of this recursive de9nition
of 	˜(n), it is suQcient to verify that
(d) A¡n.
This is easy, since B= g(n)¿1 and, by (b), we have g(i)6B=2, for each i6A. Thus,
if n6A, we would get g(n)6B=2¡B= g(n), which is a contradiction.
Claim 1. The machine C	˜ computing 	˜(n) does not use more than O(g(n)) space.
For n=1 or B= g(n)= 1, we have s	˜(n)= 1: A certi9ed value of B= g(n) is com-
puted by simulation of Cg. This does not take more space than g(n). If the simulation
of Cg fails, due to a wrong sequence of nondeterministic guesses, then C	˜ aborts the
computation, returning no value of 	˜(n) at all. However, for at least one computation
path, Cg halts with a certi9ed value of g(n) on the work tape.
The value of A is found by checking i=1; 2; 3; : : : ; until we get the 9rst i such that
(a) i=2B, or (b) either s‘(i)¿B, or g(i)¿B=2. The space required for the counter
representing i, and hence for A as well, is bounded by B= g(n), since i62B.
Checking if s‘(i)¿B can be performed in O(g(n)) space; we simply simulate the
machine C‘ computing ‘(i) on the input 1i. The simulation is aborted as soon as C‘
tries to use space above B, hence, B= g(n) space is suQcient. In addition, we need
log i bits to represent the position of the input tape head for C‘ on 1i, but this amount
of space is also bounded by O(g(n)), since i62B.
We check also if g(i)¿B=2. This time we simulate the nondeterministic machine
Cg computing the certi9ed value of g(i) on the input 1i, along a nondeterministically
chosen computation path. There are the following cases to consider. If the chosen path
tries to use the space above B=2, the simulation of Cg is aborted; this means that
g(i)¿B=2 since, by De9nition 2.3, no path of Cg uses space above g(i). Second, if
the chosen path returns a certi9ed value of g(i) not using space above B=2, we can
correctly decide if g(i)¿B=2 in B= g(n) space. Finally, the chosen path may also
reject or loop forever, not using space above B=2. In this case the machine C	˜ returns
no value of 	˜(n) at all, neither it halts in an accepting state. We know, however, that
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at least one computation path of Cg returns a certi9ed value of g(i), be the space used
below B=2 or not. Summing up, for each i62B, C	˜ can correctly decide if g(i)¿B=2
along at least one computation path. (But it may also reject or loop forever along some
other paths.) In any case, it does not use space above B= g(n). The space required
to imitate the input head movement on 1i is the same as for C‘, i.e., log i bits, with
i62B.
Before showing how the machine 9nds k ∈N satisfying (c), let us analyze how
much space it needs to decide if i∈P. Once the value of A has been determined,
we know that ‘(i) and g(i) must be computed within O(g(n)) space, since s‘(i)6B
and g(i)6B=2, for each i6A. But then fi = g(i)=‘(i) can also be computed in
O(g(n)) space. This only requires to subtract, repeatedly, while possible, ‘(i) from
the counter containing g(i) and to count the number of iterations in fi. Note that
fi6g(i)=‘(i)6g(i), thus, the number fi can be stored in O(g(n)) space. Finally, to
decide if i∈P, we only have to compute, in the same way, one after another, the val-
ues f1; f2; : : : ; fi−1, and to compare each of these with fi (see De9nition 3.1). Again,
such computation may fail due to a wrong sequence of nondeterministic guesses, while
simulating Cg.
Now we are ready to analyze the search for the value of 	˜(n). This is found by
checking k =1; 2; 3; : : : ; until we 9nd the 9rst k such that k =∈{	˜(i); i∈P∩{1; : : : ; A}}.
Note that, by (a), there are at most 2B − 1 prominent points i6A, and hence at most
2B − 1 di%erent values of 	˜(i) in the set. Therefore, the k with the desired properties
must be found among the 9rst 2B numbers. That is, k62B, and hence it can be stored
in g(n) space.
For each k, we run a nested loop for i=1; : : : ; A, and check if i∈P. For each
prominent point, we compare 	˜(i) with k. By the argument above, checking if i∈P
does not require more space than O(g(n)). The values of 	˜(i), for i∈P, i6A, can
be computed recursively. That is, the machine C	˜ simulates itself on the input 1i.
This requires log i6 log A6g(n) bits to imitate the input head movement on 1i, plus
s	˜(i) space for the work tape of the nested version of C	˜. Note that here we have
g(i)6B=2= g(n)=2, by (b), and i6A¡n, by (d).
Summing up, there exists a constant c¿0, such that the number of the used work
tape cells on the input 1n is bounded by
s	˜(n)6 cg(n) + max{s	˜(i); i ∈ P ∩ {1; : : : ; A}}:
Let i16A be the prominent point with the maximal value of s	˜(i). Then
s	˜(n)6 cg(n) + s	˜(i1) for some i1 ¡ n with g(i1)6 g(n)=2:
The conditions for i1 follow from (b) and (d). Using induction for i1¡n, we have that
s	˜(n)6 cg(n) + cg(i1) + s	˜(i2) for some i2 ¡ i1 with g(i2)6 g(i1)=2:
Repeating this process r + 1 times, we get
s	˜(n)6 cg(n) + cg(i1) + · · ·+ cg(ir) + s	˜(ir+1)
for some ir+1¡ir¡ : : :¡i1¡n, with g(ij+1)6g(ij)=2, for each j=1; : : : ; r.
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But then we must get, sooner or later, either ir+1 =1 or g(ir+1)= 1. In both cases,
s	˜(ir+1)= 1. It should also be obvious that g(ij)6g(n)=2j, for each j=1; : : : ; r. But
then
s	˜(n)6 cg(n)(1 + 12 +
1
4 + · · ·+ 12r ) + 16 2cg(n) + 1∈O(g(n)):
Claim 2. For each k ∈N, there exists an n∈P, such that k = 	˜(n).
For k =1, we have 1= 	˜(1). By De9nition 3.1, 1∈P. Assume now, inductively,
that we have already found some prominent points n1; n2; : : : ; nk , such that j= 	˜(nj),
for each j=1; : : : ; k. De9ne
A′ = max{n1; n2; : : : ; nk};
B′ = max{2; log(A′ + 1); s‘(1); : : : ; s‘(A′); 2g(1); : : : ; 2g(A′)}:
Note that
(a′) A′62B
′ − 1,
(b′) for each i6A′, s‘(i)6B′, and g(i)6B′=2.
By Lemma 3.2, there exists an n˜∈P, n˜¿1, such that g(n˜)=B¿B′‘(n˜)¿B′¿2. Con-
sider now how the value of 	˜(n˜) is computed. Since n˜¿1 and g(n˜)=B¿1, we 9rst
9nd the maximal A satisfying (a) and (b). Using B′¡B, (a′), and (b′), we get that
A¿A′.
Note that A¿A′= max{n1; n2; : : : ; nk} and that n1; n2; : : : ; nk are the prominent points
satisfying j= 	˜(nj), for each j=1; : : : ; k. Therefore,
{1; 2; : : : ; k} ⊆ {	˜(i); i ∈ P ∩ {1; : : : ; A}}:
But then the search for the 9rst k˜ satisfying (c) does not stop sooner than it reaches
some k˜¿k + 1. There are now two cases to consider. If k˜ = k + 1, then we are done;
we have found a prominent point with 	˜(n˜)= k + 1. If the search does not stop at
k + 1, that is, k˜¿k + 1, then k + 1∈{	˜(i); i∈P∩{1; : : : ; A}}. Thus, we have some
other prominent point i∈P, for which 	˜(i)= k + 1.
This completes the proof for the nondeterministic case. It should be obvious that
C	˜ uses nondeterministic decisions only for the simulation of Cg. Therefore, if Cg is
deterministic, then C	˜ will also be deterministic.
By an easy modi9cation, we can produce each integer value in9nitely many times.
Theorem 3.4. Let g(n) be (non)deterministically fully space constructible, and ‘(n)
be an arbitrary recursive function, ‘(n) =∈0(g(n)). Then there exists a function 	(n),
(non)deterministically computable in O(g(n)) space, such that, for each k ∈N, there
exists an in?nite number of n’s in P satisfying k = 	(n). Here P denotes the promi-
nent sequence for g=‘.
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Proof. By Lemma 3.3, we have a machine C	˜ producing each k ∈N along P. The
machine C	 computing 	(n) 9rst simulates C	˜ on the input 1n. If C	˜ halts in an
accepting state, i.e., a certi9ed value of 	˜(n) has been written on the work tape, the
new machine counts the number of ones in the binary notation of 	˜(n), returns this
number as the value of 	(n), and halts in an accepting state. It should be clear that
this does not require more than O(g(n)) space.
It is also easy to see that each k ∈N is generated in9nitely many times along the
sequence P. Among others, k = 	(n) for each n∈P such that the binary notation of
	˜(n) is 1k0i, for some i¿0.
We are now ready to present a space hierarchy.
Theorem 3.5. For an arbitrary function h(n) and each recursive ‘(n), separated by
a nondeterministically fully space constructible g(n), such that h(n)∈0(g(n)) but
‘(n) =∈0(g(n)), there exists a unary language L in NSPACE(h(n)) that is not con-
tained in NSPACE(‘(n)).
More precisely, L∈ strong–NSPACE(h(n))\weak–NSPACE(‘(n)), that is, the
space hierarchy is established both for strong and weak space classes.
The same holds for the deterministic case.
Proof. We shall consider only nondeterministic case, the proof for deterministic ma-
chines is very similar. By Theorems 2.5 and 3.4, we have two machines Cg and C	,
computing certi9ed values of functions g(n) and 	(n), respectively. Recall that 	(n)
produces each k ∈N in9nitely many times, along the prominent sequence P for g=‘.
First, consider the language
L′ = {1n;M	(n) accepts 1n; not using more work tape cells than g(n)}:
Here M1; M2; : : : denotes a standard enumeration of nondeterministic Turing machines
with binary work tapes.
We 9rst show that L′ is in strong–NSPACE(g(n)). The machine A′ accepting L′
9rst simulates Cg and C	, to obtain the values of g(n) and 	(n), respectively. If any of
them does not halt in an accepting state, A′ rejects. Otherwise, the certi9ed values of
g(n) and 	(n) have been written on the work tape. Having loaded the binary code of
M	(n) on the work tape, the machine A′ can simulate M	(n) along a nondeterministically
chosen computation path on the input 1n. If the chosen path accepts, not using more
than g(n) binary work tape cells, A′ accepts. If the chosen path tries to exceed this
space limit, A′ aborts the simulation and rejects 1n. Since A′ never uses more than
O(g(n)) space, L′ is in strong–NSPACE(g(n)). Now, let
L = {1n;M	(n) does not accept 1n; or uses more work tape cells than g(n)}:
That is, L is the complement of L′. By Lemma 2.4, L is in strong–NSPACE(g(n)),
since L′ is unary, i.e., a 0-bounded language. But then L is also in strong–NSPACE
(h(n)), using h(n)∈0(g(n)).
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On the other hand, let Mk be an arbitrary nondeterministic machine, equipped with
a binary work tape and weakly space bounded by c‘(n), for some constant c¿0.
By Lemma 3.2, there exists an n0 ∈N such that g(n)¿c‘(n), for each n∈P sat-
isfying n¿n0. By Theorem 3.4, there exists an n˜¿n0 in P satisfying k = 	(n˜).
Thus,
k = 	(n˜); c‘(n˜) ¡ g(n˜):
By De9nition 2.1(b), 1n˜ is in L(Mk)=L(M	(n˜)) if and only if there exists an accepting
path of M	(n˜) on the input 1n˜ not using more work tape cells than c‘(n˜)¡g(n˜). On
the other hand, 1n˜ is in L if and only if each computation path of M	(n˜) on the input
1n˜ either rejects, loops, or uses more work tape cells than g(n˜). From this we have
that Mk =M	(n˜) does not recognize L.
Since an arbitrary weakly O(‘(n)) space bounded machine can be replaced, for
suitable c¿0 and k ∈N, by a machine Mk with a binary work tape and a space
bound below c‘(n), L is not in weak–NSPACE(‘(n)).
Clearly, strong–NSPACE(s(n))⊆weak–NSPACE(s(n)), for each s(n). This gives
that the language L is in x–NSPACE(h(n)), but not in x–NSPACE(‘(n)), for either
of the modes x∈{strongweak}.
Thus, a machine not using space above h(n) along any computation path (worst-
case cost) can diagonalize against any machine working in ‘(n) space, even if the
‘(n) space restriction concerns only accepting computations using minimal space (best
cost of acceptance) (see De9nition 2.1). Note that weakly space bounded machines
may potentially be more powerful than strongly bounded ones even in the case of
deterministic machines; a weakly bounded machine may use an arbitrarily large space
on inputs that are rejected.
As an example, we shall separate, by unary languages, the following space com-
plexity classes.
Corollary 3.6. There exists a unary language L in the set
strong–NSPACE(log log n · log∗ n)\weak–NSPACE(log log n).
The same holds for the corresponding deterministic space complexity classes.
Proof. By Theorem 3.5, it is suQcient to present a fully space constructible g(n) so
that log log n · log∗ n∈0(g(n)) but log log n =∈0(g(n)). De9ne
g(n) = log f(n) log∗log f(n);
where
f(n) = the 9rst number not dividing n:
184 V. Ge+ert / Theoretical Computer Science 295 (2003) 171–187
We know that f(n)6c log n, for some constant c¿0 and each n¿2. (For proof, see
[4,6,10,20]). But then
g(n)6 (1 + log(c log n)) log∗(1 + log(c log n)) ∈ O(log log n · log∗ n);
for each suQciently large n, and hence log log n · log∗ n∈0(g(n)).
Now take the sequence n1; n2; : : : ; where, by de9nition, ni = i!, for each i∈N.
Clearly, f(ni)=f(i!)¿i, since each j6i divides i!. Further, i¿
√
log ni, since, for
each i, ni = i!6ii62(i
2). Therefore,
g(ni) = log f(ni) · log∗log f(ni)¿ log i · log∗ log i
¿ log
√
log ni · log∗ log i ¿ 12 log log ni · log∗ log i:
Then log log(ni)=g(ni)62= log
∗ log i, and hence limi∈N log log(ni)=g(ni)= 0. There-
fore, log log n =∈0(g(n)).
It only remains to show that g(n) is deterministically fully space constructible. This
is easy, since log f(n) is fully space constructible [4,6,10,20]. The machine con-
structing g(n) repeatedly scans the input 1n and checks j=2; 3; 4; : : : if j divides n,
until it 9nds the 9rst j not dividing n. This allocates, automatically, the space of size
s= log f(n) on the work tape. It should be clear that, having computed s, the value
of g(n)= s log∗ s can be computed within g(n) space.
By Theorem 3.5, this completes the proof, since log log n is recursive.
Note that the space bounds of Corollary 3.6, being unbounded, monotone, and below
log n, are not fully space constructible, not even nondeterministically [7].
If the separating language need not necessarily be unary, a proof of the separation
can be simpli9ed signi9cantly. In addition, the recursivity assumption for ‘(n) can be
discarded, even if only a single zero on the input is allowed. The following theorem
has been presented, in a weaker form, as Theorem 10 in the conference version of
[10]. (The weaker form could not be used for monotone space bounds below log n.)
Theorem 3.7. For arbitrary two functions h(n) and ‘(n), separated by a nondetermin-
istically fully space constructible g(n), such that h(n)∈0(g(n)) but ‘(n) =∈0(g(n)),
there exists a language L in strong–NSPACE(h(n)) that is not contained in weak–
NSPACE(‘(n)).
The same holds for the deterministic case.
Proof. The argument is very similar to the proof of Theorem 3.5. We shall again need
Theorem 2.5, to get a machine Cg computing certi9ed values of the function g(n), but
we have no machines for the functions ‘(n) or 	(n). Now the languageL′ is de9ned by
L′ = {1k−101n−k ; (i) log k ¿ g(n); or (ii) Mk accepts 1k−101n−k ;
not using more work tape cells than g(n)}:
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Again, L′ ∈ strong–NSPACE(g(n)): First, compute the certi9ed value of g(n). Reject
if Cg does not halt in an accepting state. Otherwise, check if log k¿g(n). If the an-
swer is “yes,” accept immediately. This does not require more space than g(n): Count
the length of the initial segment of ones, but abort the counting if the space required
to store k exceeds g(n), allocated by Cg. If log k6g(n), then we have enough space
to load the binary code for Mk on the work tape and to simulate it along a nonde-
terministically chosen computation path on the input 1k−101n−k . (Loading the entire
code for Mk on the work tape is necessary, because we cannot interrupt the simulation
and move the input head to the left in order to determine the next machine’s instruc-
tion; with potentially less than log n bits, the input tape position is lost). The simu-
lation of Mk is aborted if the chosen computation path tries to use space above g(n).
De9ne
L= {1k−101n−k ; (i) log k 6 g(n); and (ii) Mk does not accept 1k−101n−k ;
or uses more work tape cells than g(n)}:
That is, L=L′c ∩ 1∗01∗. By Lemma 2.4, L is in strong–NSPACE(g(n)), and hence
also in strong–NSPACE(h(n)), using h(n)∈0(g(n)).
Now, let Mk be an arbitrary nondeterministic machine, weakly space bounded by
c · ‘(n), for some constant c¿1. Since ‘(n) =∈0(g(n)), we have, for each 9xed k and
c, some n˜∈N satisfying g(n˜)¿ log(k + 1)c‘(n˜). Thus
log k 6 g(n˜); c‘(n˜) ¡ g(n˜):
By De9nition 2.1(b), 1k−101n˜−k is in L(Mk) if and only if there exists an accepting path
of Mk on the input 1k−101n˜−k not using more work tape cells than c‘(n˜)¡g(n˜). On
the other hand, since log k6g(n˜), 1k−101n˜−k is in L if and only if each computation
path of Mk on the input 1k−101n˜−k either rejects, loops, or uses more work tape cells
than g(n˜). Thus, Mk does not recognize L, and hence L =∈weak–NSPACE(‘(n)).
We do not know whether the recursivity of ‘(n) can be discarded in Theorem 3.5,
i.e., whether the separation by unary languages requires this assumption.
Another open problem is a tight space hierarchy for classes of the alternating hi-
erarchy. By inductive counting [14,19], the hierarchy of s(n) space bounded machines
making a constant number of alternations collapses to the 9rst level for s(n)∈0(log n),
and hence the space hierarchy for such machines coincides with the tight space hier-
archy of nondeterministic machines. But sublogarithmic space classes k - and Vk–
SPACE(s(n)) are provably not closed under complement [9,3,15], and it is not clear
whether a diagonalization similar to that in Theorem 3.5 can be used here. The 9rst
step in this direction was made in [22], where a tight hierarchy is established for the
above space classes. However, the result is proved for a di%erent computational model,
the so-called demon machines that have s(n) space marked o% automatically, and hence
they do not have to worry about any constructibility of a monotone space bound s(n).
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Finally, as a side note, we point out that the technique presented in Theorem 3.4
allows us to compute an unpairing function 	(n) along any recursive set P, keeping
the space used below any (arbitrarily small growing) constructible function g(n):
Corollary 3.8. For any g(n), that is (non)deterministically fully space constructible,
and any recursive P⊆N, such that supn∈P g(n)= +∞, there exists a function 	(n),
(non)deterministically computable in O(g(n)) space, such that, for each k ∈N, there
exists an in?nite number of n’s in P satisfying k = 	(n).
Proof. De9ne a function ‘(n) as follows.
‘(n) =
{
g(n) + 1 if n =∈ P;
1 if n ∈ P:
It is easy to see that ‘(n) =∈0(g(n)), since supn∈P g(n)=‘(n)= +∞, and that ‘(n) is
recursive. Therefore, by Theorem 3.4, we have a function 	(n), (non)deterministically
computable in g(n) space, producing each integer value in9nitely many times along
P′, the prominent sequence for g=‘. Note that P′⊆P∪{1}, since g(n)=‘(n)=0 for
each n =∈P (cf. De9nition 3.1).
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