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Abstract. We establish a general criterion which ensures exponential ergodicity of Markov
process on Rd . Compared with the classical irreducible condition, we only require a weak
form of irreducibility given by Hairer and Mattingly [Annals of Probability 36(6) (2008)
2050-2091]. Applying our criterion to stochastic differential equations driven by Le´vy noise,
we obtain the exponential ergodicity. Our noise can be more degenerate than the existing
results.
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1. Introduction
The objective of this paper is to study exponential ergodicity of Markov process on Rd
under the total variation. There are many works on this topic, we only mention some of them
which are related to our work.
In 1990s, Meyn and Tweedie established a framework for ergodicity in [15]. For ψ-
irreducible and aperiodic Markov chain {Xt, t ∈ Z
+} on a general state space E, they obtained
the exponentially ergodic property if there exist a petite set C, constants α < 1, β < ∞, a time
t = 1 and a function V > 1 finite at some one x0 ∈ E satisfying
PtV(x) 6 αV(x) + βIC(x), x ∈ E. (1.1)
More details are referred to [15, Theorem 15.0.1]. For general Markov process {Xt, t ∈ R
+},
under a similar condition, Down, Meyn and Tweedie [4, Thoerem 5.2] obtained exponen-
tially ergodic property.
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Following the ideas in [15], Mattingly et al. [?, Theorem 2.5] obtained exponentially
ergodic property for Markov chain or process Xt on (R
d,B(Rd)) under the following three
hypotheses:
(M1) For some fixed compact set C ∈ B(R
d) and some y∗ ∈ int(C), there is, for any δ > 0,
a t0 = t0(δ) > 0 such that
Pt0(x, Bδ(y
∗)) > 0, x ∈ C,
where Bδ(y
∗) := {u ∈ Rd, |u − y∗| < δ};
(M2) For t > 0, the transition kernel possesses a density pt(x, y), precisely
Pt(x, A) =
∫
A
pt(x, y)dy,∀x ∈ C, A ∈ B(R
d) ∩B(C)
and pt(x, y) is jointly continuous in (x, y) ∈ C × C, where C is the same as that in
Hypothesis M1;
(LC) Lyapunov condition holds for Pt, that is, there is a function V : R
d → [1,∞) with
limx→∞ V(x) = +∞ such that for some t∗ > 0, and some real numbers α ∈ (0, 1),
β ∈ [0,∞),
Pt∗V(x) 6 αV(x) + β.
Their result can be applied to a number of SDEs. We refer to [?, ?, ?] etc.
We also mention the ergodic theorem given by Rey-Bellet [18]. He obtained an exponen-
tial ergodicity if the Hypotheses LC and
(Ha) The Markov process Xt is irreducible aperiodic, i.e there exists a t0 > 0 such that
Pt0(x, A) > 0, ∀x ∈ R
d,∀ open set A,
(Hb) For t > 0, the transition kernel possesses a density pt(x, y) which is a smooth function
of (x, y), in particular, Pt is strong Feller,
hold.
There are other ways to obtain exponential ergodicity. We refer to [?, ?, ?] etc. for log-
Sobolev or hypercontractivity estimates and [?, ?] etc. for coupling method.
In this paper, we present a new criterion to ensure exponential ergodicity of Markov pro-
cess on Rd, in which our hypotheses are weaker and easier to verify than Hypotheses Ha, M1
in some situations. To show this, an example (Example 2.1 below) is given. In our criterion,
we only require a weak form of irreducibility given by Hairer and Mattingly [5, 6] instead of
the classical irreducible condition (Hypothesis Ha). As an application, we apply our criterion
to stochastic differential equations driven by Le´vy noise and obtain its exponential mixing
property under the total variation. However, it is not easy to verify Hypothesis M1 or apply
the Meyn-Tweedie framework [15] in our cases. Moreover, compared with the results in
[?, ?, ?, ?], our noises can be more degenerate.
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This paper is organized as follows: In Section 2, we present a new criterion. In Section 3,
we give a proof of the criterion. In Section 4, we apply our criterion to stochastic differential
equations driven by Le´vy noise.
Before concluding this introduction, we collect some notations and make some conven-
tions for later use.
• ∇ = (∂1, · · · , ∂d) denotes the gradient operator.
• B(Rd) denotes the collection of all Borel measurable sets on Rd and Bb(R
d) denotes
the space of bounded and Borel measurable functions.
• For any f ∈ Bb(R
d), ‖ f ‖∞ := ess. supx∈Rd | f (x)|.
• For any x = (x1, · · · , xd), y = (y1, · · · , yd) ∈ R
d, |x| :=
√∑d
i=1 x
2
i
, |(x, y)| :=
√
|x|2 + |y|2.
• D(X) denotes the law of random variable X.
• For a sign measure µ on (Rd,B(Rd), µ( f ) :=
∫
Rd
f (y)µ(dy) and
‖µ‖var := sup{|µ(Γ)| : Γ ∈ B(R
d)}.
• For any R > 0, BR := {u ∈ R
d, |u| < R}, BR := {u ∈ R
d, |u| 6 R}.
• The letter C denotes an unimportant constant, whose value may change in different
places.
• When the initial value of Markov process Xt is x ∈ R
d, we also denote this process
by Xt(x).
• For any x ∈ Rd, δx denotes the Dirac measure concentrated on x.
2. A general criterion
This section is devoted to the statement of a general criterion. Let (Ω,F , (Ft)t>0 , P) be a
filtered probability space, and {Xt, t ∈ R
+} be a strong Markov process on Rd that is adapted
to this filtered probability space and supposed to have ca´dla´g trajectories. Let {Pt}t∈R+ be the
Markov semi-group associated with the process X, Pt(x, ·) be the transition kernel for X.
Our Hypotheses in this article are
(H1) (Weak form of irreducibility). For any R, δ > 0, there exist positive constants R0 :=
R0(R) > 0 and T0 := T0(R, δ) such that for any t > T0 and any x, y ∈ BR,
sup
π∈Γ(P∗t δx,P
∗
t δy)
π
{
(x′, y′) ∈ Rd × Rd, |x′ − y′| 6 δ, x′, y′ ∈ BR0
}
> 0,
where P∗t is the semigroup acting on probability measures which is dual to Pt and
Γ(µ, ν) denotes the set of probability measures π on Rd × Rd such that
π(A × Rd) = µ(A), π(Rd × A) = ν(A),∀A ∈ B(Rd).
(H2) For any t > 0, x ∈ R
d, we have
lim
y→x
sup
‖ f ‖∞61
[
Pt f (x) − Pt f (y)
]
= 0. (2.1)
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Remark 2.1. Hypothesis H2 holds if we have the following gradient estimate
|∇Pt f (x)| 6 Ct(|x|)‖ f ‖∞, ∀ f ∈ Bb(R
d),
where Ct(·) is a locally bounded function from R
+ to R+ for fixed t.
We now state our criterion, its proof will be given in Section 3.
Theorem 2.1. Assume Hypotheses LC,H1,H2 hold, then the process Xt is exponentially
ergodic under the total variation, i.e, there exist a unique invariant probability measure µ
for Pt and some positive constants θ,C such that for any x ∈ R
d,
‖Pt(x, ·) − µ‖var 6 Ce
−θt(1 + V(x)), ∀t > 0. (2.2)
Obviously, our Hypothesis H1 are weaker than Ha and M1. Although Hypothesis H2 is
stronger than Hb, there is no essential differences in verification for stochastic differential
equations. Specifically, the usual sufficient condition for Hypothesis Hb is Ho¨rmander con-
dition in Brownian case or some similar condition in Le´vy case, for example, [3, 7, 20] etc.
Under these conditions, H2 also holds. For more details, one can see [2, Theorem 4.2] for
the Brownian case, [3, Remark 1.2 and Theorem 1.3] and [20, Theorem 1.1] for the Le´vy
case.
The advantage of Hypothesis H1 is that, we only need to give some moment estimates
such as
E
[
|Xt(x) − Xt(y)|
p
]
, E
[
|Xt(x)|
p
]
, here p > 0 (2.3)
in some situations, and don’t need to verify Hypothesis Ha, which is always complicated and
needs control theory. One can see Section 3 and [18, Theorem 6.1] for more details.
Our Hypotheses in Theorem 2.1 are weaker than Hypotheses Ha,Hb in some situations.
To show this, we consider the following example.
Example 2.1. Fix two constants k > 0, σ , 0. Consider the following SDEs,
dXt = Y
2
t dt − kXtdt
dYt = −kYtdt + σdWt
(Xt, Yt)|t=0 = (x, y) ∈ R × R,
(2.4)
where (Wt)t>0 is a one dimensional Brownian motion, then the hypotheses in Theorem 2.1
hold, but the Hypothesis Ha doesn’t hold.
Proof. Clearly, we have
Yt = Yt(x, y) = e
−kty + σ
∫ t
0
e−k(t−s)dWs,
Xt = Xt(x, y) = e
−ktx +
∫ t
0
e−k(t−s)Y2s ds.
(2.5)
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(I) By (2.5), we obtain
P(Xt > e
−ktx) = 1.
Therefore, Hypothesis Ha doesn’t hold.
Now, we give a verification of the hypotheses in Theorem 2.1.
(II) The verification of Hypothesis LC. Let V(x, y) = |y|2 + |x|. By (2.5), we obtain
E
[
V(Xt, Yt)
]
= E|Yt|
2
+ E|Xt|
6 E|Yt|
2
+ e−kt |x| +
∫ t
0
e−k(t−s)EY2s ds
6
(
2e−2kt |y|2 + C
)
+ e−kt |x| +
∫ t
0
e−k(t−s)
(
2e−2ks|y|2 +C
)
ds
6 2e−2kt|y|2 + C + e−kt |x| +
2
k
e−kt(1 − e−kt)|y|2 +C,
6 e−kt|x| +
(
2e−2kt +
2
k
e−2kt
)
|y|2 +C,
which gives the desired result.
(III) The verification of Hypothesis H1. Let (Bt)t>0 be a Brownian motion which is inde-
pendent of (Wt)t>0. For any (x
′, y′) ∈ R2. Let (X˜t, Y˜t) be the solution to Eq.(2.4) with initial
value (x′, y′) and noise (Bt)t>0, that is
Y˜t = Y˜t(x
′, y′) = e−kty′ + σe−kt
∫ t
0
eksdBs,
X˜t = X˜t(x
′, y′) = e−ktx′ +
∫ t
0
e−ksY˜2s ds.
(2.6)
For any R, δ > 0 and (x, y), (x′, y′) ∈ BR, it is easy to see that there exists a constant T0 :=
T0(R, δ) such that for any t > T0,
e−kt |x − x′| < δ. (2.7)
For any R0, δ, ε > 0 and t > T0, let h, h˜ ∈ C([0, t],R) satisfying
h0 = y, h˜0 = y
′,
|ht − h˜t| <
δ
2
, |ht| 6
R0
2
, |h˜t| 6
R0
2
,
∫ t
0
e−ks |h2s − h˜
2
s |ds <
δ
8
,
and denote
Bhε = {u(·) ∈ C([0, t],R) : u(0) = y, sup
s∈[0,t]
|u(s) − hs| < ε ∧ 1 ∧
R0
2
},
Bh˜ε = {u(·) ∈ C([0, t],R) : u(0) = y
′, sup
s∈[0,t]
|u(s) − h˜s| < ε ∧ 1 ∧
R0
2
}.
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Then there exists a positive constant ε = ε(t, δ, k), such that for any u· ∈ B
h
ε, u˜· ∈ B
h˜
ε∫ t
0
e−ks|u2s − u˜
2
s |ds < δ,
|ut − u˜t| < δ,
|ut| < R0, |u˜t| < R0.
(2.8)
By the definitions of Bhε, B
h˜
ε and (2.5)-(2.8), we derive that
P(|Xt − X˜t| < 2δ, |Yt − Y˜t | < 2δ, |Yt| 6 R0, |Y˜t| 6 R0)
> P((Ys)s∈[0,t] ∈ B
h
ε, (Y˜s)s∈[0,t] ∈ B
h˜
ε)
> P((Ys)s∈[0,t] ∈ B
h
ε) · P((Y˜s)s∈[0,t] ∈ B
h˜
ε)
> 0,
where in the last inequality we have used [17, Theorem 3.2]. This completes the verification
of Hypothesis H1.
(IV) The verification of Hypothesis H2. By [2, Theorem 4.2], Hypothesis H2 holds.

In the end of this part, we state the main ideas used in the proof of Theorem 2.1. A
concrete proof is presented in Section 3.
The main tool to prove Theorem 2.1 is the coupling method. In the proof of Theorem 2.1,
we also adopt some ideas from [23]. For any x, y ∈ Rd, Hypothesis LC is used to ensure
that the processes (Xt(x), Xt(y)) enter a ball BR∗ = {u ∈ R
d × Rd, |u| 6 R∗} very quickly, see
Lemmas 3.2, 3.4 below for more details. Denote τ the time of the two processes (Xt(x), Xt(y))
enter this ball BR∗ .
Hypothesis H1 is used to ensure that
P

|Xτ+T (x) − Xτ+T (y)| is very small
and Xτ+T (x), Xτ+T (y) stay at some ball
 > 0
holds for some big but finite T . Denote ux = Xτ+T (x), uy = Xτ+T (y).
By Hypothesis H2, one finds a t0 > 0 such that (see Lemma 3.3 below for more details),
‖Pt0(ux, ·) − Pt0(uy, ·)‖var = minP(Z1 , Z2) < 1,
the minimum is taken over all couplings (Z1, Z2) of (Pt0(ux, ·), Pt0(uy, ·)). Then, there is a
coupling (Z1, Z2) of (Xt0(ux), (Xt0(uy)) such that
P(Z1 = Z2) > 0,
which implies with a positive probability, the coupling time is τ + T + t0.
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Based on the above arguments and by the strong Markov property, we obtain a estimate of
the coupling time of Xt(x) and Xt(y) (Lemma 3.6 below) and complete the proof of Theorem
2.1.
3. Proof of Theorem 2.1
This section is devoted to prove the general criterion. Throughout this section, we assume
that Hypotheses LC,H1 and H2 hold.
3.1. Construction of the coupling Markov chain and some lemmas. Let (Λ1,Λ2) be two
probability measures on a metric space (Rd,B(Rd)). We say (Z1, Z2) is a coupling of (Λ1,Λ2)
if Λ1 = D(Z1),Λ2 = D(Z2).
We first recall a fundamental result in the coupling methods.
Lemma 3.1. ([11] etc.) Let (Λ1,Λ2) be two probabilitymeasures on a metric space (R
d,B(Rd)).
Then
‖Λ1 − Λ2‖var = minP(Z1 , Z2).
The minimum is taken over all couplings (Z1, Z2) of (Λ1,Λ2). There exists a coupling which
reaches the minimum value. It is called a maximal coupling.
Now, we list some lemmas which will be used in the proof of Theorem 2.1.
Lemma 3.2. (i) For any x ∈ Rd and k ∈ N, we have
E
[
V(Xkt∗(x))
]
6 αkV(x) + β
1
1 − a
,
where α, β and t∗ are as in Hypothesis LC.
(ii) There exist positive constants R∗, β∗ and α∗ ∈ (0, 1) such that for any k ∈ N,
E
[
V(Xkt∗(x)) + V(Xkt∗(y))
]
6 α∗
[
V(x) + V(y)
]
, for |(x, y)| > R∗,
E
[
V(Xkt∗(x)) + V(Xkt∗(y))
]
6 β∗, for |(x, y)| 6 R∗.
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Proof. With the help of Hypothesis LC, we obtain
E
[
V(Xkt∗(x))
]
= E
[
E
[
V(Xkt∗(x))|F(k−1)t∗
]]
6 αE
[
V(X(k−1)t∗(x))
]
+ β,
6 α
[
aE
[
V(X(k−2)t∗(x))
]
+ β
]
+ β
= α2E
[
V(X(k−2)t∗ (x))
]
+ β(α + 1)
6 · · ·
6 akE
[
V(X(k−k)t∗ (x))
]
+ β(αk−1 + αk−2 + · · · + 1)
= αkV(x) + β(αk−1 + αk−2 + · · · + 1)
6 αkV(x) + β
1
1 − α
, (3.1)
which gives (i).
(3.1) also implies that,
E
[
V(Xkt∗(x))
]
+ E
[
V(Xkt∗(y))
]
6 αk(V(x) + V(y)) + β
2
1 − α
.
Noticing that α ∈ (0, 1) and
lim
|u|→∞
V(u) = +∞,
we get the desired result (ii). 
Lemma 3.3. Let R∗ be as in Lemma 3.2. There exists T0 = T0(R∗) > 1 such that for any
x, y ∈ BR∗ and t > T0,
‖Pt(x, ·) − Pt(y, ·)‖var = sup
06 f61
[
Pt f (x) − Pt f (y)
]
< 1. (3.2)
Moreover, we have
p : = sup
|x|6R∗ ,|y|6R∗
‖Pt(x, ·) − Pt(y, ·)‖var < 1. (3.3)
Proof. Since (3.3) can be directly obtained by Hypothesis H2, (3.2) and the compactness of
the set {(x′, y′) ∈ Rd × Rd : |x′| 6 R∗, |y
′| 6 R∗}, we only prove (3.2) here.
By Hypothesis H1, for any δ > 0, there exist R0 = R0(R∗), T0 = T0(R∗, δ) > 1 such that for
any x, y ∈ BR∗ and t > T0
sup
π∈Γ(P∗
t−1
δx,P
∗
t−1
δy)
π
{
(u, v) ∈ Rd × Rd, |u − v| 6 δ, u, v ∈ BR0
}
> 0. (3.4)
We emphasis that R0 is independent of δ, and the constant δ will be given in the next para-
graph.
By Hypothesis H2, there exists a constant δ > 0, such that
sup
06 f61
[
P1 f (u) − P1 f (v)
]
6
1
4
(3.5)
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holds for any u, v ∈ BR0 with |u − v| < δ.
For any π ∈ Γ(P∗
t−1δx, P
∗
t−1δy) and f ∈ Bb(R
d) with ‖ f ‖∞ 6 1, we have
Pt f (x) − Pt f (y)
=
∫
Rd×Rd
π(du, dv)
[
P1 f (u) − P1 f (v)
]
=
∫
Θ
π(du, dv)
[
P1 f (u) − P1 f (v)
]
+
∫
Θc
π(du, dv)
[
P1 f (u) − P1 f (v)
]
6
1
2
π(Θ) + π(Θc) (3.6)
whereΘ = {(u, v) ∈ Rd×Rd, |u−v| 6 δ, u, v ∈ BR0},Θ
c
= (Rd×Rd)\Θ. Combining (3.4)-(3.6),
we obtain (3.2).

Let T =
[
T0+1
t∗
+1
]
· t∗ := k0 · t∗, where [b] denotes an integer with b−1 < [b] 6 b, t∗ is as in
Hypothesis LC and T0 is given by Lemma 3.3, then T > T0 +1. We denote by Px,y(·) the law
of the maximal coupling of PT (x, ·) and PT (y, ·). Then, there exist a stochastic basis (Ω˜, F˜ , P˜)
and on this basis, a Rd ×Rd valued Markov chain {S (k)}k>0 with transition probability family
{Px,y(·), (x, y) ∈ R
d × Rd}. Moreover, for every (x, y) ∈ Rd×Rd, the marginal chains {S x(k)}k>0
and {S y(k)}k>0 have the same distribution as {XkT (x)}k>0 and {XkT (y)}k>0, respectively.
The sequence (S (k))k>0 constructed above is a Markov chain on the probability space
(Ω˜, F˜ , P˜) which is not necessarily the same as (Ω,F , P). Without loss of generality, we as-
sume that
(Ω˜, F˜ , P˜) = (Ω,F , P).
Otherwise, we can consider the product space (Ω˜ × Ω,F × F˜ , P˜ × P).
Define
τx,y = inf{m > 0, S
x(m) = S y(m)}.
Let τ0 = 0 and for any k > 1, we define the stopping time τk recursively by
τk = inf{m > τk−1, |(S
x(m), S y(m))| 6 R∗}.
In the following lemmas, we will give some estimates on these stopping times.
Lemma 3.4. For some positive constant θ, we have
E
[
eθτ1
]
6 C(1 + V(x) + V(y)),
E
[
eθτk
]
6 Ck
[
1 + V(x) + V(y)
]
.
Proof. Referring to Lemma 3.2 and [21, Proposition 3.1], we see that there exists θ > 0 such
that
E exp(θτ1) 6 C(1 + V(x) + V(y)). (3.7)
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Let ux = S
x(τk−1) and uy = S
y(τk−1). By the strong Markov property and (3.7), we get
E exp(θτk) = E
[
E exp(θτk)
∣∣∣Fτk−1]
= E
[
E exp(θτk − θτk−1 + θτk−1)
∣∣∣Fτk−1]
= E
[
exp(θτk−1) · E
[
exp(θτk − θτk−1)
∣∣∣Fτk−1]
]
6 E
[
exp(θτk−1) ·
(
C +CV(ux) + CV(uy)
)]
6 CE
[
exp(θτk−1)
]
,
which gives the desired result. 
Lemma 3.5. For any k ∈ N, we have
P(τx,y > τk + 1) 6 p
k,
where p appears in Lemma 3.3.
Proof. By Lemmas 3.1, 3.3, we deduce that
P(τx,y > τk + 1) 6 P(S
x(k) , S y(k), k = 0, · · · , τk + 1)
= E
[
P(S x(k) , S y(k), k = 0, · · · , τk + 1|S
x(k), S y(k), k = 0, · · · , τk
]
= E
[
I{S x(k),S y(k),k=0,··· ,τk}P
(
S x(τk + 1) , S
y(τk + 1)|S
x(τk), S
y(τk)
)]
6 pP(S x(k) , S y(k), k = 0, · · · , τk)
6 pP(S x(k) , S y(k), k = 0, · · · , τk−1 + 1)
6 · · ·
6 pk.

Lemma 3.6. There exists a constant ε > 0, such that for any x , y,
E
[
eετx,y
]
6 C(1 + V(x) + V(y)).
Proof. Denote τ−1 ≡ −1. For any ε > 0 and p
′ > 1, q′ > 1 with 1
p′
+
1
q′
= 1, we have
E
[
e
ε
p′
τx,y
]
=
∞∑
k=0
E
[
e
ε
p′
τx,y I{τk−1+1<τx,y6τk+1}
]
6
∞∑
k=0
[
Eeε(τk+1)
]1/p′
P
(
τx,y > τk−1 + 1
)1/q′
6
∞∑
k=0
C
[
Eeε(τk+1)
]1/p′
pk/q
′
.
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Setting ε 6 θ and p′ big enough, by Lemma 3.4 we derive that
E
[
e
ε
p′
τx,y
]
6
∞∑
k=1
C · C
k/p′
1
[
1 + CV(x) +CV(y)
]1/p′
· pk/q
′
6 C(1 + V(x) + V(y)).

3.2. Proof of Theorem 2.1.
Proof. By Lemma 3.6, for some θ > 0 and any f ∈ Bb(R
d) with ‖ f ‖∞ 6 1, we obtain
E
[
f (S x(k)) − f (S y(k))
]
6 Ce−θk(1 + V(x) + V(y)).
Since the marginal chains {S x(k)}k>0, {S
y(k)}k>0 have the same distribution as {XkT (x)}k>0,{XkT (y)}k>0
respectively, we have
E
[
f (XkT (x)) − f (XkT (y))
]
6 Ce−θk(1 + V(x) + V(y)). (3.8)
For any t > 0 and f with ‖ f ‖∞ 6 1, we set kt = [
t
T
], f˜ = Pt−ktT f . By (3.8), we get
Pt f (x) − Pt f (y) = E
[
Pt−ktT f (XktT (x)) − Pt−ktT f (XktT (y))
]
= E
[
f˜ (XktT (x)) − f˜ (XktT (y))
]
6 Ce−θkt (1 + V(x) + V(y))
6 Ce−θ
t
T (1 + V(x) + V(y)).
Hence, for some θ > 0, we obtain
Pt f (x) − Pt f (y) 6 C
[
1 + V(x) + V(y)
]
e−θt. (3.9)
According to [21, Section 2.2], (3.9) implies (2.2) which finishes the proof of Theorem 2.1.
For the convenience of reading, we still give its details here.
Denote by 〈 f , Pt(x, ·)〉 = Pt f (x). For any s > t, it is not difficult to see that
|〈 f , Pt(x, ·) − Ps(y, ·)〉| =
∣∣∣∣∣
∫
Rn
Ps−t(y, dz)
∫
Rn
(
Pt(x, dv) − Pt(z, dv)
)
f (v)
∣∣∣∣∣
6 Ce−θt
∫
Rn
Ps−t(y, dz)(1 + V(x) + V(z))
= Ce−θt
(
1 + V(x) + Ey
[
V(Xs−t)
])
. (3.10)
By the Prokhorov theorem, P(Rd) is a complete metric space under the weak topology (here
P(Rd) denotes the set of all probability measures on Rd). Let y = 0 and s → +∞ in (3.10),
one arrives at that
|〈 f , Pt(x, ·) − µ〉| 6 Ce
−θt(1 + V(x)),
which implies (2.2). 
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4. Application
Consider the following stochastic differential equation driven by Le´vy Processes
dXt = b(Xt)dt + A1dWt + A2dLt, X0 = x ∈ R
d, (4.1)
where b : Rd → Rd is a smooth vector field, A1 and A2 are two constant d×d-matrices, (Wt)t>0
is a d-dimensional standard Brownian motion and (Lt)t>0 is a purely jump d-dimensional
Le´vy process with Le´vy measure ν(dz). Let Γ0 := {z ∈ R
d : 0 < |z| < 1}.
Throughout this section, we assume that
ν(dz)
dz
∣∣∣
Γ0
= κ(z) satisfies the following conditions:
for some α ∈ (0, 2) and m ∈ N,
(Hαm) : κ ∈ C
m(Γ0, (0,∞)) is symmetric (i.e. κ(−z) = κ(z)) and satisfies the following Oreys
order condition (cf. [19, Proposition 28.3])
lim
ε→0
εα−2
∫
|z|6ε
|z|2κ(z)dz := c1 > 0,
and bounded condition: for j = 1, · · · ,m and some C j > 0,
|∇ j log κ(z)| 6 C j|z|
− j, z ∈ Γ0.
Let A∗ be the transpose of A, and
∇2A1A∗1
f :=
d∑
i, j=1
(A1A
∗
1)i j∂
2
i j f ,
Let B0 = Id×d be the identity matrix and define for n ∈ N,
Bn(x) := b(x) · ∇Bn−1(x) − ∇b(x) · Bn−1(x) +
1
2
∇2A1A∗1
Bn−1(x).
Here and below (∇b)i j := ∂ jb
i(x).
Let Pt(x, ·) be the transition probability associated with Eq.(4.1). We claim that the fol-
lowing theorem holds.
Theorem 4.1. Assume (Hα1 ) holds,
∫
Rd
|z|2ν(dz) < ∞, and
(1) for some k > 0,
〈x − y, b(x) − b(y)〉 6 −k|x − y|2, (4.2)
where 〈·, ·〉 denotes the usual inner product on Rd,
(2) for any x ∈ Rd, there exists some n = n(x) such that
Rank
[
A1, B1(x)A1, · · · , Bn(x)A1, A2, B2(x)A2, · · · , Bn(x)A2
]
= d, (4.3)
then there exist a unique invariant probability measure µ for Pt and a positive constant θ
such that for any x ∈ Rd,
‖Pt(x, ·) − µ‖var 6 Ce
−θt(1 + |x|2), ∀t > 0.
Before we give a proof of Theorem 4.1, we give some remarks, notations and a lemma.
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Remark 4.1. According to [20, Theorem 1.1], we know that if (Hα1 ) and (4.3) hold, Hypoth-
esis H1 also holds. Moreover, (4.2) is used to ensure Hypotheses LC, H2 hold.
Remark 4.2. When ‖A−1
1
‖ 6 λ for some λ > 0, here A−1
1
denotes the inverse of A1, Lan and
Wu [8, Theorem 1.3] proved that Xt is irreducible aperiodic. However, generally speaking,
(4.3) doesn’t imply Ha. For this, one can see Example 2.1.
Let N be a Poisson random measure with density dtν(dz), where ν(dz) = κ(z)dz and let
Lt =
∫ t
0
∫
|z|<1
zN˜(dsdz) +
∫ t
0
∫
|z|>1
zN(dsdz),
N˜(dtdz) = N(dtdz) − dsν(dz).
Then, (4.1) can be rewritten as
dXt = b(Xt)dt + A1dWt +
∫
Rd
A2zN˜(dsdz) +
∫
Rd
A2zN(dsdz),
X0 = x.
For any ℓ ∈ N, let hℓ(x) : R
d → R be a smooth function with compact support and
hℓ(x) = 1 when x ∈ Bℓ. Let X
ℓ
t (x) be the solution to the following SDEs
dXℓt = hℓ(X
ℓ
t )b(X
ℓ
t )dt + A1dWt + A2dLt, X
ℓ
0 = x. (4.4)
Following the proof of [20, Theorem 1.1], one obtains that for any x ∈ Bℓ,
lim
y→x
sup
‖ f ‖∞61
E
[
f (Xℓt (y)) − f (X
ℓ
t (x))
]
= 0. (4.5)
Define a sequence of stopping time
τℓ(x) = inf{s > 0, X
ℓ
s(x) < Bℓ}, ℓ ∈ N, x ∈ R
d,
then the following lemma holds.
Lemma 4.1. For any x ∈ Rd, l > 2, t > 0, we have
lim sup
y→x
I{t>τℓ(x)} 6 I{t>τℓ−1(x)}, a.s. (4.6)
Proof. The conclusion is apparent if
lim sup
y→x
I{t>τℓ (y)}(ω) = 0 or I{t>τℓ−1(x)}(ω) = 1.
Assume that lim sup
y→x
I{t>τℓ(y)}(ω) = 1 and I{t>τℓ−1(x)}(ω) = 0, then
sup
s∈[0,t]
|Xℓ−1s (x, ω)| 6 ℓ − 1.
Therefore,
sup
s∈[0,t]
|Xℓs(x, ω)| 6 ℓ − 1. (4.7)
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Since lim sup
y→x
I{t>τℓ (y)}(ω) = 1, there exists a sequence {xn} ⊂ R
d with xn → x as n → ∞, such
that for n large enough
sup
s∈[0,t]
|Xls(xn, ω)| > l. (4.8)
On the other hand, by (4.4), we have
d|Xℓt (xn) − X
ℓ
t (x)| 6 C|X
ℓ
t (xn) − X
ℓ
t (x)|dt,
and furthermore
sup
s∈[0,t]
|Xℓs(xn) − X
ℓ
s(x)| 6 e
Ct |xn − x|,
which contradicts (4.7) and (4.8). 
Now we are in a position to give the proof of Theorem 4.1.
Proof. Based on Theorem 2.1, we only need to verify Hypotheses LC, H1 and H2 respec-
tively.
(I) Verification of Hypothesis LC: Using Itoˆ’s formula, we have
|Xt(x)|
2
= |x|2 + 2
∫ t
0
〈Xxs− , b(Xs−)〉ds + 2
∫ t
0
〈Xxs− , A1dWs〉 +
∫ t
0
Tr(A1 · A
∗
1)ds
+
∫ t
0
∫
|z|<1
[
|Xxs− + A2z|
2 − |Xxs− |
2
]
N˜(dsdz) +
∫ t
0
∫
|z|>1
[
|Xxs− + A2z|
2 − |Xxs− |
2
]
N(dsdz)
+
∫ t
0
∫
|z|<1
[
|Xxs− + A2z|
2 − |Xxs− |
2 −
d∑
i=1
(A2z)iX
x
i (s−)
]
dsν(dz).
For any ε > 0, one easily sees that
〈Xxs− , A2z〉 6 ε|X
x
s−
|2 + C(ε)|z|2,∀ε > 0,
〈b(x), x〉 = 〈b(x) − b(0), x − 0〉 + 〈b(0), x〉 6 −k|x|2 + |b(0)| · |x|.
(4.9)
Then, we deduce that
|Xt(x)|
2
6 |x|2 + 2
∫ t
0
[
− k|Xxs− |
2
+ |b(0)| · |Xxs− |
]
ds + 2
∫ t
0
〈Xxs− , A1dWs〉 +
∫ t
0
C(ε)ds
+
∫ t
0
∫
|z|<1
[
|Xxs− + A2z|
2 − |Xxs− |
2
]
N˜(dsdz) +
∫ t
0
∫
|z|>1
[
|Xxs− + A2z|
2 − |Xxs− |
2
]
N(dsdz)
+
∫ t
0
∫
|z|<1
[
ε|Xs− |
2
+C(ε)|z|2
]
dsν(dz).
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Setting ε small enough and combining the above inequality with (4.9), we deduce that for
some C = C(k),
E
[
|Xt(x)|
2
]
6 |x|2 +
∫ t
0
[
−
3k
2
E|Xxs− |
2
+ C
]
ds +
∫ t
0
∫
|z|>1
E
[
|Xxs− + A2z|
2 − |Xxs− |
2
]
dsν(dz)
6 |x|2 +
∫ t
0
[
−
3k
2
E|Xxs− |
2
+ C
]
ds +
∫ t
0
∫
|z|>1
E
[
〈Xxs− , A2z〉 + C|z|
2
]
dsν(dz)
6 |x|2 +
∫ t
0
[
−
3k
2
|Xxs− |
2
+C
]
ds +
∫ t
0
∫
|z|>1
[k
2
E|Xxs− |
2
+C|z|2
]
dsν(dz)
6 |x|2 − k
∫ t
0
E|Xxs− |
2ds +
∫ t
0
Cds.
By the Gronwall’s inequality, we obtain that
E
[
|Xt(x)|
2
]
6 |x|2e−kt +C, (4.10)
which gives the desired result.
(II) Verification of Hypothesis H1: By calculating, we get
d|Xt(x) − Xt(y)|
2
= 2〈b(Xt(x)) − b(Xt(y)), Xt(x) − Xt(y)〉dt
6 −2k|Xt(x) − Xt(y)|
2dt,
which implies that
|Xt(x) − Xt(y)|
2
6 |x − y|2e−kt. (4.11)
In view of (4.10) and (4.11), Hypothesis H1 holds.
(III) Verification of Hypothesis H2: The main ideas in this verification are borrowed from
the proof of [20, Theorem 1.1] and [2, Theorem 4.2].
For any x, y ∈ Bℓ, one sees that
|E[ f (Xt(x)) − f (Xt(y))]|
6 |E[ f (Xt(x))1t<τℓ (x) − f (Xt(y))1t<τℓ(y)]| + ‖ f ‖∞P(t > τℓ(x)) + ‖ f ‖∞P(t > τℓ(y))
6 |E[ f (Xℓt (x))1t<τℓ (x) − f (X
ℓ
t (y))1t<τℓ (y)]| + ‖ f ‖∞P(t > τℓ(x)) + ‖ f ‖∞P(t > τℓ(y))
6 |E[ f (Xℓt (x)) − f (X
ℓ
t (y))]| + 2‖ f ‖∞P(t > τℓ(x)) + 2‖ f ‖∞P(t > τℓ(y)).
Thus, by (4.5), we derive that
lim
y→x
sup
‖ f ‖∞61
|E[ f (Xt(x)) − f (Xt(y))]| 6 2P(t > τℓ(x)) + 2 lim sup
y→x
P(t > τℓ(y))
6 2P(t > τℓ(x)) + 2P(t > τℓ−1(x)).
Letting ℓ → ∞ in the above inequality and by (4.6), we finish the verification of Hypothesis
H2.

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