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a b s t r a c t 
The mechanisms of visuospatial attention are mediated by two distinct fronto-parietal networks: a bilateral dor- 
sal network (DAN), involved in the voluntary orientation of visuospatial attention, and a ventral network (VAN), 
lateralized to the right hemisphere, involved in the reorienting of attention to unexpected, but relevant, stimuli. 
The present study consisted of two aims: 1) to characterize the spatio-temporal dynamics of attention and 2) to 
examine the predictive interactions between and within the two attention systems along with visual areas, by 
using fast optical imaging combined with Granger causality. Data were collected from young healthy participants 
performing a discrimination task in a Posner-like paradigm. Functional analyses revealed bilateral dorsal pari- 
etal (i.e. dorsal regions included in the DAN) and visual recruitment during orienting, highlighting a recursive 
predictive interplay between specific dorsal parietal regions and visual cortex. Moreover, we found that both 
attention networks are active during reorienting, together with visual cortex, highlighting a mutual interaction 
among dorsal and visual areas, which, in turn, predicts subsequent ventral activity. For attentional reorienting our 
findings indicate that dorsal and visual areas encode disengagement of attention from the attended location and 
trigger reorientation to the unexpected location. Ventral network activity could instead reflect post-perceptual 








































Visual attention consists of those psychological and neural processes
hich mediate the processing of behaviorally relevant sensory informa-
ion ( Capotosto et al., 2012 ). Sensory information can be selected either
hrough voluntary deployment of attentional control (goal-directed at-
ention) or can be oriented or reoriented in response to novel or unex-
ected, but important, stimuli (stimulus-driven attention). An important
oint is that attention can be allocated in space not only overtly but also
overtly, i.e. in absence of head or eyes movements. Also, covert atten-
ion can be directed towards either behaviorally significant locations or
egions of space including unexpected but salient stimuli. In the case of
isuospatial attention, goal-directed and stimulus-driven attention pro-
ide a typical system of selection of relevant information: sensory in-
ut at attended locations is directly enhanced, whereas at unattended
ositions a reorienting process is triggered to likely important stimuli
 Natale et al., 2009 ). ∗ Corresponding author at: Department of Neuroscience, Biomedicine and Moveme
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) Psychophysical assessment of covert orienting and reorienting is
chievable by means of spatial cueing paradigms ( Posner, 1980 ) in
hich a central symbolic cue (e.g. an arrow) provides relevant informa-
ion about the location of an upcoming peripheral target. In the majority
f trials (75–80% probability), this information is correct, i.e. the up-
oming target is presented at the cued location (valid trials), whereas,
n the minority of trials (25–20% of cases), the cue gives a wrong in-
ication (invalid trials) as the target is presented at the uncued loca-
ion ( Capotosto et al., 2012 ; Doricchi et al., 2010 ; Natale et al., 2009 ;
ossel et al., 2006 ). Reaction time (RT) is typically faster in valid than
nvalid trials and the difference ( “validity effect ”) represents an index
f the time needed to disengage and shift attention from an attended to
n unexpected, behaviorally relevant location ( Posner, 1980 ). 
From a neuroanatomical point of view, visuospatial attention mech-
nisms have been linked to parietal and frontal cortices ( Corbetta et al.,
008 ; Corbetta and Shulman, 2002 ; Shomstein, 2012 ; Vossel et al.,
006 ). Specifically, it has been proposed that attentional orienting andnt Sciences, University of Verona, Strada le Grazie 8, I-37134 Verona, Italy. 
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a  eorienting are regulated by two anatomically different, though func-
ionally interconnected, cortical networks: a bilateral dorsal fronto-
arietal (DAN) and a ventral fronto-parietal network (VAN). DAN,
hich becomes activated as top-down cues orient attention to specific
ocations ( Corbetta et al., 2000 , 2008 ), includes the intraparietal sul-
us (IPS), the superior parietal lobule (SPL) and the frontal eye fields
FEF). In contrast, reorienting attention to unattended locations engages
AN. This network is lateralized to the right hemisphere and includes
he temporo-parietal junction (TPJ) and the ventral frontal cortex (VFC)
hich mainly includes portions of the middle frontal gyrus (MFG) and
he inferior frontal gyrus (IFG) ( Corbetta et al., 2008 ). 
It is generally accepted that DAN and VAN are characterized by
natomical segregation and functional specialization so that each of
hem subserves specific processes of allocation of attention ( Vossel et al.,
014 ). 
There is strong evidence about the exclusive role of DAN (especially
PS and SPL) in top-down attention orienting, and that parietal regions
xert top-down attention-related modulation on striate and extrastriate
isual areas ( Bressler et al., 2008 ; Doesburg et al., 2016 ; Vossel et al.,
012 ). Conversely, the relationship between DAN and VAN and their re-
pective contributions in the reorienting process are still not completely
lear. More precisely, voluntary attentional orienting is thought to en-
age the dorsal network only while attentional reorienting would re-
uire an interaction between the two attention networks, however, the
xact nature of this interaction is still debated ( Corbetta et al., 2008 ;
ossel et al., 2014 ). 
In fact, previous imaging studies looking at visuospatial attentional
eorienting in response to invalid spatial cues have revealed activity in
entral regions and bilateral IPS ( Vossel et al., 2006 , 2012 ), and right
PL as well ( Vossel et al., 2009 ). In agreement with these results, tran-
cranial magnetic stimulation (TMS) studies ( Capotosto et al., 2012 ;
hica et al., 2011 ) have shown the critical role of right IPS when atten-
ion is spatially reoriented to unattended but relevant stimuli. Although
hese findings strongly support the existence of an interplay between
he DAN and VAN during spatial reorienting, little is known about the
iming of this interaction. So far, the exact role of dorsal and ventral
egions in attentional processes remains uncertain, as well as the pre-
ictive connections between them, especially in the different phases of
ttentional reorienting (disengaging, shifting and engaging attention;
osner, 1980 ). 
Previous imaging studies have not provided enough information
bout the time-course of attentional processing, along with accurate
ocalization of specifically activated cortical areas. To address this is-
ue, techniques with both good temporal and spatial resolutions are
eeded. To date, the most widely employed techniques can achieve
igh resolution in just one dimension (i.e. space or time) and the only
ption has been to combine different methodologies ( Gratton, 2010 ).
nfortunately, because of theoretic and technical mismatches between
istinct techniques ( Luck, 1999 ), this option cannot fulfill the goal of
roviding both spatial and temporal information on the cognitive pro-
ess under study. To overcome this problem, optical imaging methods
ave begun to be employed. In particular, a relatively novel approach,
amed Event-Related Optical Signal (EROS) or Fast Optical Signal (FOS)
 Chiarelli et al., 2013 , 2014 ; Gratton et al., 1995 ; Gratton and Fabi-
ni, 2001 ) represents an appropriate tool to address this question. Its
ain advantage is the ability to detect variations (i.e. fast optical sig-
als) in optical scattering typical of the neural tissue when it is active,
s opposed to when it is not ( Gratton, 2010 ). EROS, availing of near-
nfrared light (NIR), detects reduction in the light-scattering which is
ssociated with change in membrane potentials and with an increment
f brain activities ( Gratton et al., 1995 ). Thus, it provides a measure
f neuronal activity with a high temporal localization power of less
han 50 ms ( Baniqued et al., 2013 ), which is close to what can be ob-
ained with electroencephalography (EEG) and magnetoencephalogra-
hy (MEG). Moreover, thanks to the geometry of the optical probes,
he diffusion of detected NIR light that passed across the brain is re-tricted enough to obtain a sufficiently localized signal (on the order of
m), obtaining a spatial localization power superior to EEG and MEG
nd which reveals activity from extensive areas of the cortical surface
 Gratton, 2010 ). This relatively new technique has been validated by
any studies ( Baniqued et al., 2013 ; Huang et al., 2013 ; Sable et al.,
007 ; Toscano et al., 2018 ) supporting its feasibility and reliability in
nvestigating the dynamics of brain activations of specific cortical re-
ions during the performance of cognitive operations ( Gratton et al.,
997 , 2000; Rykhlevskaia et al., 2006 ; Tse et al., 2013 ). In addition,
he advantages of this technique can be maximized by combining EROS
nalyses with Granger causality. This association allows us to explore,
ot only the timing of activations of distinct brain areas but also to deter-
ine whether activity in one seed area is predictive of successive activity
n other regions. Importantly, Granger causality calculates whether data
rom a defined area of interest in a specified temporal window can pre-
ict the values of another region activated in a subsequent timeframe
 Roebroeck et al., 2005 ), thus revealing the direction of influences be-
ween selected regions of interest (ROIs). Granger’s suitability for inves-
igating directional relationships between brain regions in human cog-
ition has already been assessed in previous fMRI, EEG and MEG studies
 Bressler et al., 2008 ; Doesburg et al., 2016 ; Proulx et al., 2018 ). Con-
idering that it is a statistical measure of directional influences between
OIs based solely on their temporal precedence ( Roebroeck et al., 2005 ),
ts application to EROS, that has high temporal and spatial localization
ower, is ideal to improve our understanding about how information is
hared between brain regions engaged in specific cognitive tasks. 
In the present study, an endogenous spatial cueing paradigm was
dministered to healthy participants. In this kind of task, processing of
alid and invalid trials starts with the interpretation of the symbolic
ue, followed by a voluntary allocation of attention and a cue-related
rienting-response. This implies different operations: disengaging from
 fixation point, shifting and engaging attention to the signaled location.
n the case of invalid trials, the mismatch between attended and actual
ocation of the target requires further attentional mechanisms, namely,
isengaging, shifting and re-engaging attention to the correct location
 Natale et al., 2009 ). 
By coupling this behavioral approach with EROS and Granger causal-
ty, capable of identifying the timing of activation in definite brain re-
ions and to unveil the predictive relationship among them, the present
tudy aims at characterizing the neural spatio-temporal dynamics of at-
entional processes. In particular, exclusively focusing on parietal and
emporal cortices, we sought to trace the time-course of brain activations
n posterior nodes of the DAN and VAN to clarify the different roles of
orsal and ventral regions in attentional orienting and reorienting. 
. Material and methods 
.1. Participants 
A total of twenty-nine right-handed (as assessed by the Edinburgh
andedness Inventory, Oldfield, 1971) adults, were recruited for the
tudy and received compensation for their participation. All reported
ormal or corrected-to-normal visual acuity and no history of neurolog-
cal or psychiatric disorders. All but two (authors G.P. and E.C.) were
aïve to the goals of the study. 
All participants gave their written informed consent before partici-
ating in the study, which was conducted in accordance with the 2013
eclaration of Helsinki and approved by the Ethics Committee of the Eu-
opean Research Council and of the Verona Azienda Ospedaliera Univer-
itaria Integrata (AOUI). Data from 8 participants were excluded from
he analysis because of technical difficulties during imaging data acqui-
ition, such as digitization issues (2 participants), low scattering param-
ters due to dark skin and hair (2 participants) or an insufficient num-
er of good channels caused by detector overvoltage (4 participants).
he rate of participants’ exclusion, due to imaging acquisition issues,
ppears to be higher than that typically found in EROS studies. In this






























































































































e  ase, EROS setup and optical data recording have required a little re-
nement during the first period of data collection, thus engendering a
igher rate of data exclusion than usual. 
Moreover, data from other 3 participants were discarded as behav-
oral task outliers. The final sample was thus composed of eighteen par-
icipants (3 males, mean age ± standard deviation: 24 ± 3.7). 
.2. Experimental procedure 
The whole experiment included two sessions performed over two
eparate days. These sessions were identical in setting and behavioral
onditions (type of task, number of blocks and trials), except for EROS
ontages (see below). The experiment was divided into two sessions in
rder to obtain an adequate number of trials while avoiding fatigue for
articipants. 
In total, each session lasted about three and a half hours, which in-
luded EROS setup, optical data recording during the behavioral task,
nd co-registration procedures consisting of the digitization of optode
calp locations. 
.3. Behavioral task 
Participants were tested in a dark testing room. During the exper-
mental sessions, they sat in front of a 17 in. LCD monitor (resolution
920 × 1080, refresh rate of 144 Hz) placed at a viewing distance of
7 cm, with head laying on an adaptable chin rest so that eyes could be
ligned with the center of the screen. 
A modified version of an endogenous spatial attention cueing
aradigm ( Posner, 1980 ), was employed (see Fig. 1 A). 
Each trial began with the presentation of a central black fixation
ross, followed 500 ms later by a central predictive cue presented for
00 ms above the fixation point. After a variable randomized interval,
asting between 300 and 600 ms, the cue disappeared and was immedi-
tely followed by target onset (a vertical or horizontal, black-and-white,
° square grating) presented at an eccentricity of 2° from the fixation
ross to the inner edge, along the horizontal meridian. Participants were
nstructed to deploy their attention to the side indicated by the cue
hile maintaining their gaze on the central fixation cross throughout
he block. Targets were presented for 150 ms after which, they were to
iscriminate as fast and as accurately as possible the orientation of the
arget by pressing one of two buttons of a response box with the index
or horizontal targets or with the middle finger for vertical targets. 
In each block, horizontal and vertical gratings randomly occurred
ith the same probability. Moreover, trials could be valid (75%), that is
hen the target was presented to the cued visual hemifield, or invalid
25%), when the target was presented to the uncued visual hemifield. 
Each experimental session was composed of 24 blocks (for a total of
8 blocks per participant). The cue direction was consistent throughout
 block: in half of the blocks ( n = 12) it pointed to the right, while,
n the other half, to the left visual hemifield. The order of blocks was
lternated in each experimental session. 
Each block consisted of 64 trials for a total of 3072 trials (2304 valid,
68 invalid) per participant. Participants could rest during inter-block
ntervals and could initiate the next block by pressing a key. 
.4. Optical recording 
EROS data were recorded for the entire behavioral experiment, using
wo synchronized Imagent frequency domain systems (ISS, Inc., Cham-
aign, IL). Thirty-two laser diodes emitted near-infrared light (830 nm)
n a time-multiplexed scheme. The diodes were modulated at 110 MHz
nd the light was delivered into the brain through 400 μm silica op-
ic fibers. The diffused light which exited from the head was detected
y eight 3-mm fiber-optic bundles, connected to photomultiplier tubes
PMTs). Source and detector fibers were secured on the participant’s
ead through a custom-built helmet, available in two different sizes.he PMT inputs were modulated at a slightly different frequency com-
ared to laser diodes delivering a 3125 Hz cross-correlation frequency.
ast Fourier transform was applied to the PMTs output current in or-
er to compute the DC intensity, AC amplitude and relative phase delay
source to detector) of the signal. In this study, only changes in phase
elay data (converted into picoseconds delay) were analyzed. 
For each helmet size, two different montages (see Fig. 1 C) were used
or the two sessions and combined during analyses providing dense cov-
rage of the occipital and posterior temporo-parietal cortices, but not
he frontal cortex (due to a limited number of available optodes). Each
ontage was to permit each detector to detect light from up to 16 time-
ultiplexed sources. In each montage sources and detectors were lo-
ated in such a way as that a subset of sources could emit light simul-
aneously without causing cross-talk (light from multiple sources simul-
aneously recorded at a detector), resulting in 128 potential channels
er session (with a minimum and maximum source-detector distance
espectively of 17.5 and 50 mm; Gratton et al., 2000 ). 
The cycle through each of the 16 multiplexed sets of sources lasted
5.6 ms (each source was switched on for 1.6 ms and off for 24 ms, in
 fixed sequence) achieving a sampling rate of 39.0625 Hz. 
Structural MRI scans were obtained for each participant. Scanning
ook place in a 1.5 Tesla Philips scanner at the Borgo Roma Hospital
n Verona, using a standard 15-channel head coil. A whole brain high-
esolution 3D T1-weighted image with magnetization-prepared rapid ac-
uisition gradient echo (MPRAGE) was acquired with the following pa-
ameters: phase encoding direction = anterior to posterior, voxel size =
.5 × 0.5 × 1 mm, Repetition Time = 7.7 ms, Echo Time = 3.5 ms, field
f view = 250 × 250 mm, flip angle = 8°
Following each EROS session every source and detector holder loca-
ion on the helmet, as well as fiducial points (nasion and pre-auricular
oints), were digitized using a neuronavigation software (SofTaxic,
.M.S., Bologna, Italy) combined with a 3D optical digitizer (Polaris
icra, NDI, Waterloo, Canada). 
The digitized scalp optical locations were co-registered with the
tructural MR images using a method implemented in an OCP software
ackage (Optimized Co-registration Package, MATLAB code) developed
y Chiarelli and colleagues ( Chiarelli et al., 2015 ), and mainly based on
calp forcing and fiducial alignment procedures ( Whalen et al., 2008 ).
inally, co-registered data were transformed to MNI space for the fol-
owing analyses. 
Continuous fast optical data were collected using the ISS Corporation
Boxy ” program and preprocessed by means of P-POD (Pre-Processing
f Optical Data, MATLAB code) an in-house software. The mean phase
elay was adjusted to zero for each block. Data were then corrected
or phase wrapping and de-trended to remove low-frequency drifts and
aseline corrected. Before arterial pulse artifact was removed (45–200
eartbeat range) by using a regression algorithm ( Gratton and Corbal-
is, 1995 ), the phase of the modulated light was converted into time de-
ay of the detected photons, expressed in picoseconds. A band-pass filter
as then applied to remove frequencies below 0.5 Hz or above 15 Hz.
inally, the resultant data were segmented into epochs time-locked to
he target onset and averaged separately for each participant, condition,
nd channel. The length of the epochs was different for the three EROS
ontrasts (see below Section EROS analysis ): 1484 ms (486 ms before tar-
et onset and 998 ms after) for valid vs. baseline and invalid vs. baseline
nd 1535 ms (1280 ms before target onset and 255 ms after) for all vs.
aseline. 
Opt-3d custom software package ( Gratton, 2000 ) was employed
o compute statistics on functional data. Optical signals from source-
etector channels whose diffusion path intersected a given voxel were
veraged ( Wolf et al., 2014 ). Phase delay data were baseline corrected
sing either a 200 ms pre-target interval or a 200 ms pre-cue interval
depending on the considered analysis, see Data analysis section) and
patially filtered with an 8-mm Gaussian kernel. Group-level t -statistics
ere computed across participants and then converted to z -scores for
ach voxel at each of the time points. Z -score maps, calculated from the
G. Parisi, C. Mazzi and E. Colombari et al. NeuroImage 222 (2020) 117244 
Fig. 1. Method and behavioral results. 
(A) Experimental paradigm. A fixation cross was presented for 500 ms followed by a central informative cue lasting 200 ms. Participants were instructed to covertly 
direct attention to the side of space depicted by the cue. The target stimulus appeared after a random interval ranging from 300 to 600 ms and presented for 150 ms. 
Participants were then given 1500 ms to discriminate the target orientation (i.e. vertically or horizontally oriented gratings). In this example, a valid trial is shown 
(i.e. the cue points to the same visual hemifield in which the target subsequently occurs). (B) Behavioral results. Mean response times (left) and percentage of correct 
responses (right) are plotted as a function of whether the target appeared in the right or left hemifield (x-axis) and as a function of whether the attention cue was 
valid or invalid (separate lines). Error bars represent standard errors. (C) Optical montages. Two recording montages were used for each helmet size. Infrared optical 
sources (yellow dots) and detectors (blue dots) were placed to maximize recording coverage over parietal and occipital cortex. Here we show source and detector 
locations plotted onto the anatomical scan of a representative participant. (D) Selected ROIs. Estimated boundaries of the selected ROIs used for EROS and Granger 
analyses. ROIs are displayed in coronal (visual regions), axial (dorsal regions) and sagittal (ventral region) views as considered for statistical analyses and their 

































-value for each t -test, were corrected for multiple comparisons based
n random field theory ( Kiebel et al., 1999 ; Worsley et al., 1995 ). Subse-
uently, Z -scores were weighted and orthogonally projected onto images
f the coronal, sagittal or axial surface of a template MNI brain, accord-
ng to the physical homogenous model ( Arridge and Schweiger, 1995 ;
ratton, 2000 ). See Supplementary Material: Fig. 1 for a schematic rep-
esentation of the different steps to collect and process the data. 
ROIs for the statistical analysis were selected both by inspection
f the functional data and, more importantly, by selecting those areas
ound selectively activated in the literature on attentional control, in
ccordance with areas encompassed by EROS coverage ( Fig. 1 D). ROIs
ere thus placed along the posterior portion of DAN, i.e. left and right
PL (l/rSPL) and left and right IPS (l/rIPS), along the temporo-parietal
ortion of VAN, i.e. left and right TPJ (l/rTPJ) and within the occipital
obe, i.e. V1 and the dorsal portion of the cuneus. ROIs were identified
elying on anatomical coordinates of parietal, temporal and occipital ar-
as used in literature (e.g. Baniqued et al., 2018 ) and the correspondentrodmann areas in which these regions are known to be included (i.e.
A7 for SPL, the intersection of BA7 and BA39 for IPS, BA39 for TPJ,
A17 for V1, BA 18 and 19 for cuneus). Specifically, the Yale online
earch tool ( http://sprout022.sprout.yale.edu/mni2tal/mni2tal.html )
as used to define ROIs boundaries in order to prevent or reduce over-
ap of different ROIs, given that the considered areas are contiguous
n the human brain (see Table 1 ). All the ROIs were defined by a 2-
imensional box-shaped structure (the third dimension is missing as the
ptical signal is projected on the brain surface). See Table 1 where only
wo dimensions are listed for ROIs that were analyzed using separately
xial (x, y), sagittal (y, z) or coronal projections (x, z). 
.5. Data analysis 
.5.1. Behavioral data 
Data were processed using MATLAB 2013b and analyzed with IBM
PSS Statistics for Windows, version 22. 
G. Parisi, C. Mazzi and E. Colombari et al. NeuroImage 222 (2020) 117244 
Table 1 
MNI coordinates of selected ROIs. 
Region Projection Coordinates Involved BA 





























































































































































t  For each participant, horizontal and vertical trials were systemati-
ally collapsed. Mean reaction times (RTs), accuracy rates and the cor-
esponding standard deviations (SDs) were measured for each of the
our behavioral conditions (right target valid – invalid, left target valid
invalid) across participants. Trials with RTs exceeding ± 3SDs from the
ean, in each condition, were considered as outliers and removed from
he analyses. 
Mean RTs and mean percentage of correct responses were then en-
ered in two separate repeated-measures analyses of variance (ANOVA)
ith cue side (right/left) and target side (right/left) as within-subject fac-
ors. 
.5.2. Functional data 
EROS analysis: the dependent variable for optical data analyses was
hange in phase delay from baseline, averaged for each participant and
ondition. One-tailed tests were carried out on the voxel with the max-
mum delay value in each ROI, at each latency. Significant activity was
ound if ROI peak Z scores reached statistical significance ( p < 0.05),
djusted for multiple comparisons ( Kiebel et al., 1999 ; Worsley et al.,
995 ). 
Trials with horizontal and vertical gratings were collapsed and three
ain contrasts were chosen for statistical analyses: all (valid and in-
alid) versus baseline, valid versus baseline, and invalid versus base-
ine. In the first contrast (all versus baseline), in which latencies ranging
etween − 332 ms and 0 ms were considered, all trials were collapsed
ogether and contrasted against baseline (i.e. a 200 ms time window pre-
eding cue onset: from − 1024 to − 819 ms). Generally, since attentional
eployment processes begin at about 200 ms after cue presentation, and
ur cue-target interval was variably randomized among trials (from 300
o 600 ms), in our pre-target analysis we selected that specific time win-
ow in order to be sure it was enough homogenous to the orienting
esponse. In the other two contrast (valid versus baseline and invalid
ersus baseline), in which functional activity was observed from 0 ms
o 767 ms, valid trials and invalid trials were contrasted against base-
ine (the 200 ms preceding the target onset), independently from visual
emifield. 
Granger causality: forward Granger causality analysis was computed
n order to examine the predictive relationship among activations in
ifferent areas at different time-lags. This analysis relies on the extrap-
lation of a meaningful seed within an ROI consisting of a time window
hat will be compared to another window of the same duration. Specif-
cally, this approach investigates whether the activity of the seed ROI
redicts the activity in the other ROIs at a later time-lag, on the basis of
he similarity in data shape. In other words, using two different linear
egression models (the restricted and the unrestricted model), Granger
ausality calculates the improvement in the prediction of one brain re-
ion’s signal results from another temporally earlier region’s signal. Im-
ortantly, this is done at the individual level allowing for variability in
iming between subjects and ensuring the identification of complex pat-erns which may not be evident in the across-participants conventional
ROS analyses. The resulting statistical maps are thus based on the av-
rage of individual values calculated separately per ROI and contrast.
aps were derived from computation of t statistics and transformation
nto z scores , running this procedure for each lag. Then, a correction
or multiple comparisons was applied within each ROI, by means of the
ame random field theory techniques ( Worsley et al., 1995 ; Kiebel et al.,
999 ) used for EROS analysis. Predicted ROI activity was observed in
5 time-lags which correspond to the same time points used in EROS
nalyses. Starting from lag 0 (corresponding to 0 ms) all the other lags
ere divided by 25.6 ms, namely the sampling rate, until reaching the
ast lag which corresponds to 358 ms. If a significant predicted activa-
ion at a specific lag (i.e. z-score exceeded the criterion value p < 0.05)
as found, on the basis of that lag and the selected seed, the predicted
nd subsequent time window containing the predicted ROI peak acti-
ation, was measured. For valid and invalid versus baseline contrasts,
he considered critical time window started from target onset onwards,
ccording to the selected seed. As to the all versus baseline contrast, the
ime points comprising the 400 ms before target onset were taken into
ccount. Even though we firstly focalized on lags in line with our EROS
esults, we then carried out exploratory analyses to probe effects in each
ag and ROI. 
. Results 
.1. Behavioral results 
The repeated-measure ANOVA conducted on mean RTs showed a sig-
ificant main effect of target side (F(1,17) = 7.528, p < 0.05, ƞp 2 = 0.307),
ith participants faster in discriminating the target on the right (514 ms)
han on the left side of the screen (522 ms). No significant difference of
ue side was found (F(1,17) = 1.163, p = 0.296, ƞp2 = 0.064). Impor-
antly, the interaction between cue side and target side was significant
F(1,17) = 101.486, p < 0.01, ƞp 2 = 0.857). To further investigate this
ffect, a paired-samples (two-tailed) t -test was carried out by comparing
ean RTs for valid (499 ms) and invalid trials (538 ms). This analysis
eached statistical significance (t(17) = − 10.074, p < 0.01) indicating
hat the valid condition was associated with faster RTs, thus showing an
ttentional orienting benefit in target discrimination ( Fig. 1 B). 
The repeated-measure ANOVA on mean percentage of correct re-
ponses showed significant main effects of both cue (F(1,17) = 9.435,
 < 0.01, ƞp 2 = 0.357) and target (F(1,17) = 10.557, p < 0.01, ƞp 2 =
.383) , indicating that participants were more accurate when the cue
ointed to the left side of the screen (left 98.6%, right 98.2%) and the
arget was on the right (left 98.2%, right 98.6%,), in line with the results
bserved in the RTs analysis. However, the interaction between cue and
arget was not statistically significant (F(1,17) = 1.077, p = 0.314, ƞp 2 =
.060). 
.2. Functional results 
.2.1. Orienting process 
To investigate the spatiotemporal dynamics of attentional orienting,
e conducted two EROS contrasts: all versus baseline ( Fig. 2 A) and valid
ersus baseline ( Fig. 2 B). In the former, we found a significantly larger
ctivation within the selected ROIs from 300 ms prior to target onset. In
he latter, we found greater activations yielded by valid trials compared
o the baseline condition, in the time window ranging from target onset
o 767 ms post target. 
Prior to target onset: we first looked at the all versus baseline contrast.
elative to baseline, we found a significant increase of activation in V1
t 204 ms ( z = 2.88; z crit = 2.55) before target onset ( Fig. 2 A). This
as followed by significant activity in lSPL at about − 180 ms ( z = 2.35;
 crit = 2.29), increased activity in rSPL ( z = 2.78; z crit = 2.76), lSPL
 z = 2.5; z crit = 2.38), and lIPS ( z = 2.53; z crit = 2.35) 153 ms before
arget onset, and finally greater activity was observed in lSPL at − 76
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Fig. 2. EROS orienting effects and Granger results. 
(A) EROS orienting effects before the target onset. Significant statistical parametric maps of the z-score difference between all trials and baseline (corresponding to 
the 200 ms time window preceding the cue onset) are depicted (activation threshold z-score = 2.0 uncorrected). Each map represents a 25.6 ms interval, within the 
384 ms preceding target onset, in which significant effects occurred in selected ROIs (green boxes). The white cross within each ROI shows the peak voxel. (B) EROS 
orienting effects after target onset. Significant statistical parametric maps of the z-score difference between valid trials and baseline (corresponding to the 200 ms 
preceding the target onset) are depicted (activation threshold z-score = 2.0 uncorrected). Each map represents a 25.6 ms interval of the 767 ms after target onset, in 
which significant effects occurred in selected ROIs (green boxes). The white cross within each ROI shows the peak voxel. (C) Granger causality results on all versus 
baseline contrast, (D) Granger causality results on valid versus baseline contrast. For these analyses all dorsal and visual ROIs were chosen as seeds at different time 
lags. In these schemes, each colored box corresponds to a specific ROI. Each arrow indicates a significant predictive link between the starting box, representing the 
seed ROI at a precise time lag, and the matched box, representing the predicted ROI at a subsequent time lag (see Table 2 ). The values reported on the timeline refer 









































 z = 2.67; z crit = 2.39) and 0 ms ( z = 2.67; z crit = 2.42). See Supple-
entary Material: Fig. 2 A for time traces of the mean activation of each
OI in all versus baseline contrast. 
After target onset: when valid trials were contrasted versus base-
ine, there was an increase of activation in the dorsal portion of the
uneus at both 128 ( z = 2.41; z crit = 2.36) and 281 ms ( z = 2.66;
 crit = 2.25) after target onset ( Fig. 2 B). Subsequently, rIPS revealed
tronger activation at a latency of 307 ms ( z = 3.27; z crit = 2.62), while
t 332 ms ( z = 2.46; z crit = 2.42) a significant increase of activation
as elicited in lSPL. Finally, greater cuneus activity was observed at
58 ms ( z = 2.5; z crit = 2.31). See Supplementary Material: Fig. 2 B for
ime traces of the mean activation of each ROI in valid versus baseline
ontrast. 
Overall, these results are in keeping with evidence that orienting
f attention engages a bilateral dorsal system along with visual areas.
n this contrast, visual areas reveal a more sustained activity pattern
ompared to the time interval preceding target onset, as it can be seen
y greater activations in cuneus at several time lags, which, indeed,
o not significantly emerge in the previous EROS contrast investigating
ctivity prior to target onset. Granger causality - prior to target onset: we performed Granger causal-
ty analyses to better understand the predictive interplay between areas.
ince Granger causality enables us to detect also significant activity pat-
erns not shown by typical EROS analysis, we integrated EROS data by
sing as seeds those ROIs which activity was found to be predicted by
ctivity in other ROIs used as seeds in earlier time points. In this man-
er, we could highlight the cascade of predictive activity among neu-
al areas by following the different timings of their engagement. With
ranger causality on all versus baseline contrast, we assessed the predic-
ive interactions over time in the cue-to-target interval. Results revealed
 consistent continuous reciprocal pattern of prediction between dorsal
nd visual areas ( Fig. 2 C). Specifically, activity in rIPS (peak activa-
ion − 384 ms) was predictive of activity in V1 and dorsal cuneus (peak
ctivation − 204 ms), which in turn was predictive of activity in dor-
al parietal areas including lSPL (peak activation − 179), lIPS, and rIPS
peak activation − 153). This stream of predictive influences terminates
n visual areas (such as V1 and cuneus) and in lSPL in which predicted
rienting activity corresponds to a peak at − 51, − 102 and − 76 ms re-
pectively (see Table 2 for significant lags and the corresponding time
indows). 
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Table 2 
Granger analyses – orienting results. 
Seed ROI Seed Interval (ms) Peak Activity (ms) Predicted ROI(s) (PR) PR Interval (ms) PR Peak Activity (ms) Sig. Lag Statistics 
Prior target onset 
rIPS 512 - 332 384 V1 307 - 128 204 179 z = 3.14 z crit = 2.68 
Cuneus 256 - 102 204 127 z = 2.49 z crit = 2.38 
Cuneus 256 - 102 204 V1 307 - 128 204 25 z = 3.48 z crit = 2.65 
lIPS 204 - 76 153 25 z = 2.72 z crit = 2.57 
lSPL 153 - 25 76 25 z = 3.38 z crit = 2.56 
V1 307 - 128 204 lSPL 179 25 z = 3.83 z crit = 2.55 
rIPS 230 - 102 153 25 z = 3.02 z crit = 2.74 
lIPS 204 - 76 153 V1 179 - 76 128 25 z = 2.88 z crit = 2.65 
lSPL 153 - 25 76 25 z = 3.97 z crit = 2.69 
rSPL 230 - 102 153 Cuneus 153 - 51 102 76 z = 2.90 z crit = 2.73 
lSPL 153 - 25 76 25 z = 2.90 z crit = 2.58 
rIPS 230 - 102 153 Cuneus 153 - 51 102 76 z = 2.90 z crit = 2.73 
lSPL 153 - 25 76 25 z = 2.90 z crit = 2.58 
V1 179 - 76 51 25 z = 3.12 z crit = 2.68 
After target onset 
rIPS 51 - 204 127 V1 230 - 358 281 76 z = 3.24 z crit = 3.11 
Cuneus 25 - 179 127 lSPL 204 - 307 256 204 z = 3.24 z crit = 3.11 
lSPL 281 - 384 332 230 z = 3.31 z crit = 3.19 
Cuneus 204 - 332 281 lSPL 281 - 384 332 76 z = 3.27 z crit = 3.12 
lIPS 409 - 537 486 230 z = 3.40 z crit = 3.01 
rIPS 255 - 383 307 lSPL 281 - 384 332 25 z = 3.10 z crit = 3.02 















































































d  Granger causality - after target onset: Granger causality conducted on
alid versus baseline contrast (analyzing the time window after target
nset) revealed a similar recurrent activation pattern in which dorsal
nd visual areas mutually predict each other ( Fig. 2 D). In particular, ear-
ier in time, activity in rIPS and cuneus (peak activation 127 ms) were
redictive of activity in V1 and lSPL (peak activation 256 and 281 ms,
espectively). Given peak activation of 281 in cuneus, this predicts peak
ctivation firstly in lSPL (at 332 ms post-target onset), which, in turn,
redicts peak activation in cuneus (at 358 ms post-target onset), and sec-
ndly, in lIPS at a later lag (at 486 ms post-target onset; see Table 2 for
ignificant lags, the corresponding time windows, and statistics). 
Overall, our findings suggest a clear involvement of a bilateral dorsal
ystem along with visual areas in attentional orienting. Specifically, our
ata indicate a two-way predictive relationship among dorsal and visual
reas activations, mainly involving a recursive predictive relationship
etween rIPS and V1 activations in both contrasts, and between cuneus
nd lSPL, especially in the valid versus baseline contrast. 
.2.2. Reorienting process 
To investigate the spatio-temporal dynamics of attentional reorient-
ng, we contrasted invalid trials versus baseline, in which the analysis
ime frame ranged from target onset (i.e. 0 ms) to 767 ms post-target. 
We found greater activity in cuneus at 102 ( z = 2.83; z crit = 2.37)
nd 128 ms ( z = 2.78; z crit = 2.14), in bilateral IPS at 204 ms (lIPS:
 = 2.7; z crit = 2.46; rIPS: z = 2.36; z crit = 2.13) and in V1 at 358 ms
 z = 2.68; z crit = 2.65), after target onset ( Fig. 3 A). Moreover, rTPJ
nd the cuneus revealed greater activity at 409 ( z = 2.81; z crit = 2.56)
nd 435 ms ( z = 3.2; z crit = 2.58). We also observed greater activity in
IPS at 435 ( z = 2.79; z crit = 2.73), 486 ( z = 2.57; z crit = 2.38), 537
 z = 2.6; z crit = 2.5), and 563 ms ( z = 2.9; z crit = 2.55). Finally, we
ound significant activity in rTPJ activation at 588 ( z = 2.8; z crit = 2.52)
nd 767 ms ( z = 2.64; z crit = 2.43) after target onset. See Supplemen-
ary Material: Fig. 2 C for time traces of the mean activation of each
OI in invalid versus baseline contrast. These findings suggest bilateral
ecruitment of dorsal regions in attentional reorienting, together with
n involvement of right ventral and visual areas. Given the well-known
mportance attributed to rTPJ in attentional reorienting, we carried out
n additional analysis in which we directly contrasted invalid against
alid trials, observing its functional activity in the same time window
0–767 ms post target). We found significant activation in rTPJ at 409
 z = 3.21; z crit = 2.47), 435 ( z = 3.42; z crit = 2.58), 588 ( z = 2.47; zrit = 2.4), 742 ( z = 2.7; z crit = 2.66) and 767 ms ( z = 2.59; z crit = 2.46),
n line with the activations found in the invalid versus baseline contrast.
We used Granger Causality analysis to study the predictive connec-
ions among dorsal, ventral and visual areas. Following the same logic
s that adopted for previous Granger causality analyses, we selected dif-
erent relevant seeds, whether significantly activated in EROS analysis,
r not. Data showed an analogous pattern of prediction to that shown
n orienting Granger causality: visual areas predict activity in dorsal ar-
as and vice-versa. Specifically, a seed identified in cuneus at a range
etween 51 and 179 ms (peak activation 102 ms), predicts activity in
SPL corresponding to a peak at 409 ms, while dorsal regions, such as
IPS, lSPL, and rIPS (peak activation 204 ms) predict reorienting process
n cuneus at two later lags inferring peaks at 307 and 409 ms ( Fig. 3 B).
he most important difference respect to the orienting contrasts is the
oming into play of rTPJ, which is, instead, absent in orienting process-
ng. Indeed, several seed areas (cuneus, lIPS, lSPL, rSPL, and V1) predict
ctivity in rTPJ with a peak activation at 435 ms, which, in turn, pre-
icts activity in V1 and lIPS, both at the same later lag (peak activation
86 ms; see Table 3 for significant lags, the corresponding time windows
nd statistics). 
Taken together, these findings underline, for attentional reorient-
ng, a mutually predictive relationship between dorsal and visual areas,
hich occurs earlier in our time window. This link between dorsal and
isual areas is followed by an involvement of ventral areas, specifically
TPJ, predicted by both dorsal and visual regions. 
. Discussion 
This study aimed at uncovering the spatio-temporal dynamics of
isuospatial attentional orienting and reorienting by means of non-
nvasive optical imaging i.e. a technique that combines a good temporal
nd spatial localization ability, thus representing an ideal tool to gather
nformation on the time-course of activations of localized cortical ar-
as during specific cognitive tasks. Additionally, in order to assess the
redictive relationships between active brain areas at distinct stages of
ttentional processing, we adopted a Granger causality approach that
nabled us to explain the predictive interplay among different regions
y statistically predicting directed attentional effects of one ROI to an-
ther, subsequent in time. 
Orienting and reorienting of attention are thought to be subserved by
istinct neural systems connected to sensory regions and mainly situated
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Fig. 3. Reorienting EROS effects and Granger results. 
(A) EROS reorienting effect after the target onset. Significant statistical parametric maps of the z-score difference between invalid trials and baseline (corresponding 
to the 200 ms preceding the target onset) are depicted (activation threshold z-score = 2.0 uncorrected). Each map represents a 25.6 ms interval of the 767 ms after 
target onset, in which significant effects occurred in selected ROIs (green boxes). The white cross within each ROI shows the peak voxel. (B) Granger causality results 
on invalid versus baseline contrast. Predictive connections among dorsal, visual and ventral ROIs are illustrated. Again, each arrow indicates a significant predictive 
link between the starting box, representing the seed ROI at a precise time lag, and the matched box, representing the predicted ROI at a subsequent time lag (see 
Table 3 ). The values reported on the timeline refer to the peak activity within the considered time interval for each ROI. 
Table 3 
Granger analyses – reorienting results. 
Seed ROI Seed Interval (ms) Peak Activity (ms) Predicted ROI(s) (PR) PR Interval (ms) PR Peak Activity(ms) Sig. Lag Statistics 
Cuneus 51 - 179 102 rSPL 332 - 486 409 255 z = 3.31 z crit = 3.13 
rTPJ 358 - 511 435 255 z = 3.30 z crit = 3.25 
lIPS 153 - 281 204 Cuneus 204 - 383 307 25 z = 3.19 z crit = 2.99 
rTPJ 358 - 511 435 281 z = 3.27 z crit = 3.12 
lSPL 153 - 281 204 Cuneus 204 - 383 307 25 z = 3.19 z crit = 2.99 
rTPJ 358 - 511 435 281 z = 3.27 z crit = 3.12 
rIPS 127 - 255 204 Cuneus 332 - 511 409 204 z = 3.74 z crit = 3.10 
rIPS 307 - 486 409 255 z = 3.68 z crit = 3.09 
lIPS 409 - 537 486 358 z = 3.33 z crit = 3.22 
V1 230 - 435 358 Cuneus 332 - 511 409 25 z = 4.04 z crit = 2.95 
rTPJ 358 - 511 435 25 z = 4.08 z crit = 3.03 
rSPL 332 - 486 409 rTPJ 358 - 511 435 25 z = 3.87 z crit = 3.08 
rTPJ 358 - 511 435 lIPS 409 - 537 486 51 z = 3.16 z crit = 3.11 
V1 435 - 563 486 76 z = 3.22 z crit = 3.04 
































































































































f  n the parietal cortex: a bilateral dorsal and a right ventral network.
lthough there is strong evidence about the interaction between these
ystems during attentional tasks ( Shomstein, 2012 ), a central but still
nresolved question is to find out how this interaction occurs and how
isual areas are involved. 
.1. Orienting 
In the present work, attentional endogenous orienting (i.e. volun-
ary allocation of attention) was investigated by means of two EROS
ontrasts. The first, in which all trials (independently from validity con-
ition) were compared with baseline, was intended to monitor the tim-
ng of activation of specific brain areas during deployment of attention
etween cue onset and target onset. The second, in which a comparison
etween valid trials and baseline was performed, was intended to study
he spatio-temporal dynamics related to voluntary attentional orienting
ollowing target onset. Results from the two analyses were jointly taken
nto account to achieve a more exhaustive comprehension of the orient-
ng and reorienting processes. Our findings are largely congruent with
he literature ( Chica et al., 2011 ; Corbetta et al., 2008 ; Kincade et al.,
005 ) by exhibiting an exclusive involvement of bilateral dorsal regions
n endogenous orienting. The ventral network did not show any signif-
cant activation in this process while visual areas (BA 17, 18, 19) were
ctively involved, especially after target onset. With respect to the ex-
lored cue-target interval which provides insight into the attentional
ngagement to the cued spatial location, we found early activation of
1 followed by bilateral dorsal parietal activation. These findings sug-
est that the attentional engagement to the cued location is carried out
y bilateral dorsal regions, which pre-activate V1 before the visual tar-
et appears. Neural activity is detected again in bilateral dorsal regions
nd in cuneus after target onset. 
The contributions of dorsal parietal and visual areas during atten-
ional orienting can be better explained by their predictive connections.
revious fMRI ( Bressler et al., 2008 ; Lauritzen et al., 2009 ) and EROS
xperiments ( Parks et al., 2015 ) have studied the connectivity between
arietal and visual regions revealing a top-down influence from parietal
especially IPS) to early visual areas during sustained attention. Our
ranger causality results are in accordance with these findings high-
ighting similar predictive patterns. Specifically, we found a recurrent
endency, for dorsal and visual areas to interact both in the cue-target
nd in the post-target period, in which, starting from rIPS, dorsal and
isual regions mutually predict each other. Thus, the present evidence
s in favor of the proposal of Vossel and colleagues (2012) . By applying
ynamic Causal Modeling (DCM) to fMRI data the authors suggested a
eciprocal causal influence from bilateral IPS to the corresponding bi-
ateral visual areas. In line with this theoretical account derived from
odel testing, the continuous mutual prediction between rIPS and V1
s the more consistent trend emerging from our analyses. Interestingly,
PS has been shown ( Jerde et al., 2012 ) to comprise prioritized maps
f space which are organized in a retinal topographic manner, thus sug-
esting IPS as a reliable candidate in maintaining attention covertly. It is
ighly plausible that, thanks to this common retinotopic organization of
PS and V1, the predictive communication between these areas and the
op-down influence exerted by IPS on V1 could be thought as the neural
arkers of sustained deployment of attention toward a previously cued
ocation. Moreover, the other two areas, lSPL and cuneus, have been
ound to predict one another’s activity at different time-lags after target
nset. This is in line with previous evidence about the critical role of
uneus in visuospatial attention control ( Doesburg et al., 2016 ), accord-
ng to which the cuneus appears to be the target of a top-down attention
nformation flow deriving from areas implicated in the orienting process
including dorsal areas). 
Therefore, we suggest that two main flows of information are at
ork during the orienting process: one, subserving the interplay be-
ween IPS and V1 codes attentional orienting in a retinotopic manner
nd another, subserving the interplay between SPL and the dorsal por-ion of the cuneus (BA 18 and 19) codes orienting in a more spatiotopic
anner, to provide information for the visuo-motor behavior elicited by
he presentation of the target. 
Taken together, our results suggest a predictive pattern between dor-
al and visual regions that persists in both the analyzed functional con-
rasts, substantiating the existence of a dorsal and visual network in-
olved in the supervision and elaboration of different processes of at-
entional orienting. 
.2. Reorienting 
In the present experiment, we also investigated attentional endoge-
ous reorienting, i.e. the cognitive process by which spatial attention
s redirected to uncued location where behaviorally relevant events are
resented. In order to analyze and separate the neural dynamics under-
ying attentional endogenous reorienting we implemented a functional
ontrast in which invalid trials were compared to the baseline in a post-
arget time window. Our results are in keeping with prior studies indi-
ating a recruitment of both the dorsal and ventral attentional networks
 Capotosto et al., 2012 ; Doricchi et al., 2010 ; Vossel et al., 2009 ) in
onjunction with visual areas. However, while there is robust evidence
or an interplay between the two attentional systems in the reorient-
ng process ( Vossel et al., 2014 ), it remains unclear how they interface
ith each other. In the current study, we endeavored to shed light on
his issue by estimating the exact timing of activity in brain areas pos-
ulated to be critical in attentional reorienting. Moreover, we sought to
nderstand the predictive roles of these areas depending on the differ-
nt reorienting sub-processes. Dorsal and visual activation during atten-
ional reorienting appears to follow a path along visual (BA 17, 18, 19)
nd dorsal regions (bilateral IPS) which show significant activations in
lternating time intervals. Ventral activity during attentional reorient-
ng showed greater activity in rTPJ occurring at several time-lags, quite
ater in time. These findings could be explained by referring to different
unctions in endogenous reorienting: dorsal and visual areas are engaged
n earlier reorienting sub-processes (e.g. detecting a mismatch between
ued and target location) while rTPJ is responsible for processes that
ccur later in time, thus not involved in triggering reorienting itself. 
To extend upon the functional results, we applied Granger causality
o our EROS reorienting analyses. At first glance, we noticed a similar
ctivity pattern compared to that found with EROS: early in time, visual
BA 17, 18, 19) and dorsal regions (bilateral IPS and SPL) show signif-
cant activity alternating in subsequent time windows. In addition, the
ata suggest a functional link such that visual and dorsal regions in-
uence each other in a post-target time window ranging between 100
nd 400 ms. With respect to the predictive relationship with activity
n rTPJ, almost all activated areas (with the exception of rIPS) exert
redictive effects on rTPJ, which itself predicts activity in visual and
orsal regions. These data are partially in line with the previously cited
MRI study by Vossel and colleagues (2012). For attentional reorienting,
hese authors, by means of DCM, have reported significant connectivity
rom visual areas to rTPJ and from rTPJ to rIPS. On the one hand, we
oncur with Vossel et al’s results about the disappearance of the recur-
ive relationship between V1 and rIPS found to be fundamental in the
rienting process and the general trend of connections. On the other,
ossel and colleagues (2012) have not highlighted an earlier functional
ink between visual and dorsal regions but have proposed an interpre-
ation of the role of rTPJ namely, to inform the dorsal network of the
iolated top-down expectancy, which does not fit with our results. In
he literature, there is a strong debate on the precise role played by
TPJ with regard to its interaction with the dorsal network in endoge-
ous attentional reorienting. An early theory of how the two networks
nteract during attentional reorienting comes from Corbetta and Shul-
an (2002) and describes rTPJ as a circuit breaker, interrupting the
ngoing selection in the dorsal network which, in turn, reorients atten-
ion to the unexpected, but relevant information. If that were the case,
ast-latency signals from the ventral network should be sent to the DAN

























































































































o reorient attention. However, there is little evidence in the literature
f fast-latency responses in the VAN preceding responses from the DAN
 Corbetta et al., 2008 ). On the contrary, during attentional reorient-
ng the signal from rTPJ tends to arise later in time compared to that
f dorsal regions ( Geng and Vossel, 2013 ). Importantly, rTPJ is mainly
orrelated with the P3b, a sub-component of the P300, which gener-
lly occurs in a late post-target time window (300–500 ms). Moreover,
3b is usually elicited by unexpected, but important, task-related events,
orroborating the proposed link between P3b and rTPJ. By extension,
nother functional significance has been ascribed to P3b, namely that
f “contextual updating ” ( Donchin and Coles, 1998 ; Polich, 2007 ). Ac-
ording to this theory, rTPJ should perform an updating of the internal
odel of the current environmental context as a function of incoming
ovel and unexpected information. This thesis fits with evidence about
TPJ activity in Posner attentional tasks in which invalid targets (strictly
onnected with rTPJ activation), being typically infrequent and unex-
ected, yield the updating of target-response pattern related to the like-
ihood of occurring of the subsequent targets ( Geng and Vossel, 2013 ). 
Our results are in favor of this post-perceptual interpretation of rTPJ,
uling out the idea of the ventral system as a “circuit-breaker ” or a trig-
er of reorienting process. In fact, the first significant EROS activation of
TPJ during attentional reorienting was found later in time than visual
nd dorsal activations. Moreover, with Granger causality, we realized
hat all visual and dorsal regions predict rTPJ, likely coding the occur-
ence of something unexpected. From these data, it appears that the pre-
ictive and mutual interplay between visual and dorsal areas occurring
arlier in time codes the mismatch between expectancy and reality and,
t the same time, promotes the subsequent disengagement of attention
rom the cued location by triggering reorientation to the unexpected tar-
et location. rTPJ, predicted by visual and dorsal regions, does not take
art in this reorienting process by emerging later in time. Rather, it initi-
tes a post-perceptual evaluation of target information integrating novel
nformation with the preexisting internal model. This interpretation of
he role of the rTPJ is corroborated by evidence showing that it is re-
eatedly activated at later timeframes. Actually, the last significant rTPJ
ROS activations occur about 600 ms after target onset, thus support-
ng the contextual updating theory, and suggesting that rTPJ terminates
he updating process at those time-lags by modifying future task-related
xpectations. 
. Conclusions 
The novelty of the present paper relies on the method used for in-
estigating the dynamics underlying attentional processes. The combi-
ation of EROS and Granger causality allowed us to unravel functional
elationships among specific brain areas, depending on their exact tim-
ng of activation in the processes of endogenous orienting and reorient-
ng. With respect to attentional orienting, our results suggest a predictive
attern involving dorsal and visual regions both before and after target
nset, suggesting the existence of a dorsal and visual network engaged in
he supervision and manipulation of the various orienting sub-processes.
s to reorienting, our results support a mutual interaction between vi-
ual and dorsal areas which, after encoding of the mismatch between
xpectation and reality, disengage attention from the cued location by
riggering reorientation to the unexpected target. In contrast, the ven-
ral network plays a post-perceptual role in updating the preexisting
nternal model as a function of novel incoming information on the unex-
ected target position, promoting adjustments about future task-related
xpectations. In conclusion, our findings refine and extend the existing
nowledge of the neural bases of attentional processes. 
The present study is limited by the extent of the investigated areas:
ur EROS montages, because of the number of sources and detectors
t our disposal, were not sufficient to cover the frontal cortex not per-
itting to examine the activity of FEF and VFC, which are embedded
n DAN and VAN, respectively. Evidence about their relevance in at-
entional processes and their connection to parietal regions, providesurther details in the understanding of orienting and reorienting mech-
nisms. In particular, FEF is generally considered to cooperate with IPS
n transmitting top-down modulation to the visual cortex during atten-
ional orienting ( Bressler et al., 2008 ; Vossel et al., 2012 ), although the
ffective direction of this cooperation remains unclear. As for the contri-
ution of frontal regions to attentional reorienting, right MFG and right
FG emerge to be activated by invalid trials only ( Vossel et al., 2006 ).
oreover, imaging evidence, revealed spontaneous activity in right
FG linked to both dorsal and ventral regions, showing the presence
f neuronal populations related to both attentional networks ( Fox et al.,
006 ) and providing further input to explain the functional interaction
etween systems underlying visuospatial attention. 
Future studies should thus try to extend EROS montage to such
rontal areas in order to investigate their role in both orienting and re-
rienting processes and to reveal their possible predictive role in trigger-
ng orienting responses towards other areas along the dorsal and ventral
etworks, also taking into account the possibility to combine EROS and
ranger causality with other neuroimaging techniques ( Tse et al., 2018 ;
iao et al., 2020 ). 
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