Abstract In medical statistics, the survival function is a relationship between proportion and time. Proportion is the proportion of subjects which are still surviving at time, t. The term is also used in other fields and is known as "units still operating" instead of subjects still alive. In this paper, an estimator of the survival time, X i , for the i th patient on a clinical trial with censoring time, T i (dropping out of the trial) and its properties, when both survival and censoring time are exponentially distributed, considered. A simulation is carried out to determine the performance of the estimators for different combinations of parameters related to the survival and censoring times.
Introduction
Let X 1 , X 2 , · · · , X n be i.i.d. positive random variables with unknown survival function S 1 (x) = P Θ (X 1 > x). Also, let T 1 , T 2 , · · · , T n be i.i.d. random variables with unknown survival function S 2 (t) = P Θ (T 1 > t). Assume that all the X i 's and T i 's are independent variables. A randomly censored data set consists of n i. Several statistical approaches and scenarios for this problem can generally be used according to the model and type of information available, Collett [3] . Turnbull [6] provided a nonparametric estimation of a survival function with doubly censored data, i.e., some of the data are censored on the left and some on the right. Suzuki [4, 5] studied the right censored case and in these papers both parametric and nonparametric estimates of survival are proposed. Bravo et al. [2] presented a semi-nonparametric estimation of a survival function when analyzing incomplete and doubly data. Abu-Taleb [1] provided a parametric estimation of the survival function when the follow ups are random.
In this paper, an estimator of the survival time, X i , for the i th patient on a clinical trial with censoring time, T i , (dropping out of the trial) and it asymptotic properties, assuming exponential distribution for both variables are considered.
In Section 2 we give a full description of the problem, while in Section 3 we use the method of maximum likelihood to estimate the parameters. An estimator of the survival function along with a study of its asymptotic properties is given in section 4. A simulation study for the performance of the estimators for different combinations of parameters related to the survival and censoring times is finally given in Section 5.
Description Of The Problem
Let X 1 , X 2 , · · · , X n be i.i.d. positive random variables with unknown survival function S 1 (x) = P Θ (X 1 > x). Also, let T 1 , T 2 , · · · , T n be i.i.d. random variables with unknown survival function S 2 (t) = P Θ (T 1 > t). Assume that all the X i 's and T i 's are independent variables.
A randomly censored data set consists of n i.
In the context of survival analysis and reliability, X i refers to the survival time and T i refers to the censoring time. Assume that X i , the survival time, i = 1, · · · , n, and T i , censoring time, are independent exponentially distributed with probability density functions given by: 
respectively, and suppose we observe
And, hence,
It can be shown that the joint probability density function of (Y i , D i ) is:
Recalling that D i and Y i are independent, which also clear the joint probability density function, based on the joint probability density function of (Y i, Di), we see that (
Also Y i is exponentially distributed with parameter
Y i has a Gamma distribution with parameters n and The joint probability density function of (
The logarithm of the joint probability density function of (
which constitutes an exponential family form. Therefore, (
Estimation Of The Parameters
Based on the notations and assumptions listed in Section 1, the likelihood function, and log-likelihood functions are given by
respectively. Therefore the ML equations:
Solving the above equations forθ andλ, one obtains:
which are the maximum likelihood estimators of θ and λ.
The information matrix, whose entries are found from the second derivatives of the log-likelihood function can be written as:
. Therefore, the asymptotic variance-covariance matrix of the parameters, i.e. the inverse of the information matrix, can be expressed as:
Estimation Of The Survival Functions And Their Asymptotic Properties
The maximum likelihood estimators of the survival functions, S 1 (x) and S 2 (y), which are defined as the probability that the survival time is greater than or equal to x and the censoring time which is greater than or equals to y, respectively. For fixed x and y, let
By the invariance property of the ML, the ML estimators of S 1 (x) and S 2 (y) are:P
Thus the ML maximum likelihood estimator of H(Θ) can be expressed as:
Now, we derive the asymptotic distribution of the estimator H(Θ)
A partial derivation of H(Θ) with respect to θ and λ, respectively, gives:
Thus, the asymptotic variance-covariance matrix of H(Θ) is given by:
Based on the asymptotic distribution of the survival functions estimators further statistical inference such as confidence intervals and hypothesis testing could be performed for the survival functions and their parameters.
Simulation Study
In order to study the performance of the estimators of θ, λ, P Θ (X 1 > x s ), and P Θ (Y 1 > y s ) discussed in this paper, a simulation was carried out. Different sample sizes are considered for each of different combinations of parameter values (θ, λ). The means and root mean square errors (RMSE) of the maximum likelihood estimatesθ andλ of θ and λ are calculated. The results are shown in Tables (1) Tables (4) -(6). The simulation results are based on 1000 replicates. Also sample sizes of 50, 150, and 300 are considered for different combinations of parameter.
As one expects the performance of the maximum likelihood estimators depends on the two intensity rates θ and λ, which are the means of the survival and censoring times. We note as the mean of the survival and censoring times increases, the corresponding MSE increases. On the other hand we note that if the mean of survival time increases and the mean of the censoring time decreases, the MSE of the MLE of the survival time increases and the MSE of the MLE of the censoring time decreases and visa versa.
Concerning the survival functions S 1 (x) = P Θ (X 1 > x) and S 2 (t) = P Θ (T 1 > t) for different parameters values, we note that the MSE of the MLE of the survival function for the survival time S 1 (x) = P Θ (X 1 > x) is smaller than the MLE of the survival function for the censoring time S 2 (t) = P Θ (T 1 > t). Finally, as we expect the MSE of the maximum likelihood estimators of survival times and survival functions decreases as the sample size increases values (θ, λ). Table 2 . Means and RMSE of MLE's of θ and λ, n = 150. Table 3 . Means and RMSE of MLE's of θ and λ, n = 300. Table 4 . Means and RMSE of MLE's of P Θ (X 1 > x s ) and P Θ (Y 1 > y s ) of different θ and λ values, n = 50. Table 5 . Means and RMSE of MLE's of P Θ (X 1 > x s ) and 
