Dynamically moving airfoils are encountered in helicopter rotors, wind-turbine blades, and maneuvering aircraft. A clearer understanding of how freestream disturbances affect the aerodynamic forces on pitching airfoils leads to improved designs. In the present study, the authors' recently validated spectrally accurate moving overlapping mesh methodology is used to perform a direct numerical simulation of a NACA 0012 airfoil pitching with oscillatory motion in the presence of a turbulent wake created by an upstream solid cylinder. The global computational domain is decomposed into a stationary background mesh, which contains the solid cylinder, and a mesh constructed around the airfoil that is constrained to pitch with predetermined reduced frequency k 0.16. Present simulations are performed with chord-based Reynolds number Re c 44;000. Aerodynamic forces and vortex-shedding properties are compared between the pitching airfoil simulations with and without upstream disturbances. Power spectral density functions of the aerodynamic forces and moments are investigated to further determine the effect of a turbulent wake on a pitching airfoil. 
ETTER understanding of the aerodynamic forces acting on airfoils with a wide variety of flow conditions is imperative in creating flexible models to improve the fidelity of large-scale aerodynamic simulations and contribute to more efficient designs. Although many aspects of airfoil aerodynamics have been examined in depth, several facets have traditionally been difficult to measure or simulate. The flow around pitching airfoils is one facet of research that has been studied for several decades, although much is unknown regarding the nature of the flow when unsteady flow conditions are present. The flow around pitching airfoils, especially as it relates to dynamic stall, has ramifications for the efficiency and design of helicopter rotors [1, 2] , wind turbines [3] , other rotating machinery such as compressors [4] , as well as extensions to the maneuverability of fixed-wing aircraft [5, 6] .
The general characteristics of pitching airfoils and mechanisms of dynamic stall are predominantly understood in the presence of steady inflow conditions, and several experimental and computational projects have examined this topic [7] [8] [9] [10] [11] [12] [13] . The lift force on a dynamically pitching-upward airfoil with steady inflow will generally increase up to an angle of attack beyond its static stall angle until dynamic stall occurs. As an airfoil pitches upward, a large vortex, referred to as a dynamic stall vortex (DSV), forms at the leading edge of an upward-pitching airfoil, creating a low-pressure region, which then travels along the suction side of the airfoil toward the trailing edge. The lower pressure on the suction side of the airfoil increases the lift, until the vortex nears the trailing edge, where it separates, and a dramatic decrease in lift (dynamic stall) ensues. Dynamic stall research typically focuses on the effects of altering pitching frequency, pitching amplitude, Reynolds number, and Mach number as well as possible ways to gain greater control of dynamic stall [14] [15] [16] [17] [18] [19] . However, unsteady inflow conditions can also play a crucial role in the aerodynamics of pitching and plunging airfoils. Turbulence, gusts, and vortices caused by upstream structures, objects, or atmospheric conditions create unsteady inflow for helicopter rotors, wind-turbine blades, and wings on maneuvering aircraft. In addition, these aerodynamic bodies often operate in each other's wakes, such as wind turbines in wind arrays or aircraft in formation flight. To create a more complete realization of dynamic stall phenomena, the upstream velocity fluctuations commonly experienced by pitching airfoils need to be included in future research and simulations.
Although some experimental research regarding unsteady inflow effects on pitching airfoils has been performed, much less computational work has been done in this area due to the difficulty of coupling nonuniform inflow conditions with a dynamic pitching motion in computational models. In the 1970s, Pierce et al. [2] and Kottapalli and Pierce [20] performed experiments on pitching helicopter blades with cyclic inflow conditions, showing that these inflow conditions affected the forces and moments on the blade with varying magnitudes dependent upon the phase difference between the airfoil oscillation and inflow velocity oscillation. A similar study by Shi and Ming [5, 6] investigated a pitching delta wing, for improvements in the design of supermaneuverable aircraft. Recent computational work by Gharali and Johnson [21, 22] investigated two-dimensional pitching airfoils with laminar periodic inflow velocity using an unsteady Reynolds-averaged Navier-Stokes solver.
The effect of incoming turbulence on pitching airfoils was first identified in the experiments of Conger and Ramaprian [23] , who reported larger magnitudes of pressure and aerodynamic forces in their investigation of a pitching-upward NACA 0015 airfoil than the previous measurements obtained at similar Reynolds numbers, which they attributed to a relatively high freestream turbulence level in their water channel (about 1%). Amandolèse and Széchényi [24] measured lift, pitching moment, and pressure distributions on a section wind-turbine model blade oscillating in stall in the presence of freestream isotropic turbulence generated with a square grid, with turbulence intensity (TI) levels between 1.1 and 7.5%. Leu et al. [25] performed particle image velocimetry (PIV) visualizations of the flowfield around an oscillating pitching NACA 0015 airfoil in the presence of a grid-generated turbulence with intensity of about 7%. Recently, Kim and Xie [26] conducted a computational study of the effect of turbulence on the aerodynamics of a sinusoidally pitching NACA 0012 airfoil using dynamic mesh capabilities of the OpenFOAM with large-eddy simulations (LES). Freestream turbulence was generated using a synthetic approach [27] and featured 5 and 10% TI levels with the length scales of 0.15-0.3 chord lengths. These studies generally report a delay in boundary-layer separation and a smaller separation bubble in the presence of freestream turbulence, and the PIV visualizations in [25] report a significant impact on the vortex dynamics resulting in stall delay. The effect of freestream turbulence on lift coefficient was studied in [23, 24, 26] ; however, no common trends were identified. The lift values were higher with turbulence during the pitch-up studies in [23] ; however, the authors of [24, 26] found no significant effect of turbulence on the lift coefficient during the upstroke in their studies, but the lift values increased during the downstroke. The increase in lift values was attributed to the suppression of the separation bubble during various parts of the pitching cycle.
These previous studies have considered effects of isotropic turbulence on the dynamics of pitching airfoils. Although a useful conceptualization, isotropic turbulence is rarely encountered in realistic flows. This study is devoted to investigating the effect of wake turbulence on a pitching airfoil, which is relevant to situations when upstream structures interfere with the airfoil dynamics, as in wind-turbine arrays, stator-rotor interactions, aircraft wingbody configurations, and formation flight. Wake turbulence is characterized by a high degree of anisotropy, nonuniform mean velocity, and a large-scale unsteadiness represented by von Kármán-type vortices [28] . The only previous publication, to the authors' knowledge, that has examined the effect of wake turbulence on pitching airfoils is the experimental study of Chen and Choa [29] , who placed a small cylindrical rod in the flow upstream of the pitching-upward NACA 0012 airfoil and performed measurements of the unsteady forces acting on the airfoil surface. Several vertical positions of the upstream cylinder with respect to the airfoil were investigated. In their experiments, disturbed inflow cases reported delayed stall with stronger effects seen when the cylinder was aligned with the airfoil rather than vertically shifted [29] . Their reported lift and pitching moment curves show shifted peak values at larger angles of attack, with lift plots showing lower slopes and higher maxima before stall with freestream disturbances. Chen and Choa [29] hypothesized that the upstream rod acts like a vortex generator that energizes the boundary layer and delays separation. In their study, although lift, pitching moment, and pressure coefficients were documented, details regarding the vortex dynamics and unsteady flow structures contributing to resulting aerodynamic observations were not revealed.
The physics of dynamic stall is characterized by complex processes of boundary-layer transition, separation, and the formation, subsequent instabilities, and reattachment of the shear layer emanating from the leading edge of the airfoil. Laminar-to-turbulent transition is relatively well understood for the flow above the flat plate, both through modal instabilities via H-type and K-type transitions [30] and via bypass mechanisms [31] as well as through modal instabilities via H-type and K-type transitions [30] . Ovchinnikov et al. [32] studied a transition in a flat-late boundary layer induced by a cylinder wake and reported an early onset of transition in this case, similar in nature to the bypass transition. Mechanisms related to the boundary-layer transition over dynamically pitching or plunging airfoils were discussed in [18, 19, 33, 34] , whereas mechanisms related to shear-layer instabilities were highlighted in [18, 19, [34] [35] [36] , all without freestream disturbances.
In this paper, we aim to investigate the aerodynamics of pitching airfoils in the presence of an impinging turbulent wake with the goals of understanding how the airfoil vortical systems are modified with the presence of disturbances and how it affects the resulting airfoil performance. Following our preliminary study in [37] , we perform direct numerical simulations (DNS) of the NACA 0012 airfoil with a chord Reynolds number of 44,000 oscillating in pitch in a turbulent wake. Several methodologies exist in the literature aimed for a generation of a realistic inflow turbulence; see for example a recent comprehensive review of Wu [38] . They can be roughly divided into synthetic methods, where turbulence is synthesized as random fluctuations obeying some specified correlation laws [27, 39, 40] , or recycling methods, where an inflow turbulence is reintroduced from an already computed turbulent flowfield, in a strong [41] or weak [31, 42] manner. A synthetic approach (although some significant advances have been made [38] ) still requires a long development section [42, 43] and demonstrates strong sensitivities to the input parameters [40] . A recycling approach generally calls for a separate auxiliary simulation for the generation of the inflow turbulence as a "precursor" and is unlikely to offer computational advantages in the current problem. To avoid the aforementioned deficiencies associated with synthetic or recycling turbulence generation approaches, we, as in experimental study of Chen and Choa [29] , place a small cylinder upstream of a pitching airfoil and directly compute the turbulent wake shed by the cylinder, in a fully coupled manner with the pitching airfoil simulations. These novel simulations are possible due to our recently developed moving overlapping grid methodology in a spectral-element method that features spectral accuracy in space and high-order accuracy in time and is well suited for high-fidelity simulations on moving domains [44] [45] [46] . The paper is organized as follows. In Sec. II, we describe the problem setup of the pitching airfoil simulations investigated. Section III presents an overview of the computational methods used, including our spectrally accurate moving overlapping mesh solver. Section IV presents the results of our turbulent wake validation and the airfoil simulations with and without the turbulent wake, focusing on the correlation between the unsteady flow structure and the aerodynamic coefficients. In Sec. V, we document the power spectral density analysis of the lift, drag, and pitching moment. A discussion of major findings and description of future work is presented in Sec. VI.
II. Problem Setup
The present project simulates a NACA 0012 airfoil with oscillatory pitching motion and chord-based Reynolds number Re c 44;000. We investigate its interactions with a turbulent wake generated by a small stationary cylinder, with diameter-based Reynolds number Re D 3900, that disturbs the upstream flow. We investigate and compare three cases as presented in Table 1 . Case 1 corresponds to steady inflow (without a cylinder wake), which will serve as the baseline case and provide opportunities for validation with the previous experimental results [47] . Cases 2 and 3 investigate the effects of upstream disturbances on the pitching airfoil, where a cylinder, in case 2, is positioned at the same vertical position as the airfoil pitching axis, and in case 3, the cylinder's position is shifted vertically down. Thus, in case 2, disturbances impact directly on the leading edge of the airfoil for most of the pitching cycle, and in case 3, the effect of disturbances is mostly confined to the pressure side of the airfoil. We can categorize case 2 as a stronger disturbance with respect to a steady inflow as compared to case 3.
Modeling the interaction of a cylinder wake with the airfoil pitching motion is performed with our recently developed high-order dynamic overset grid methodology outlined in the next section. Two meshes are used in the simulations: an inner airfoil mesh prescribed to move with the airfoil pitching motion, and an outer background stationary mesh, which either contains or does not contain a fixed solid cylinder inside. Overlapping meshes used to perform these simulations are shown in Fig. 1 .
In all three cases, the global domain has streamwise, vertical, and spanwise lengths of L x ∕c 10, L y ∕c 6, and L z ∕c 0.2, respectively, where c is the airfoil chord length. The inner airfoil mesh is the same for all the cases, with grid spacings at the airfoil surface given in Table 2 , and contains ∼54;000 elements (∼19 million degrees of freedom). Table 2 presents the maximum streamwise collocation point spacing on the upper (Δs U max ∕c) and lower (Δs L max ∕c) surfaces of the airfoil (lateral spacing in the case of the cylinder; note that, because of nonuniform GLL point distribution, minimum spacing is about three times less and the average spacing is about twice less), normal spacing for the first grid point from the wall on the upper airfoil surface at the midchord location and at the cylinder surface (Δn min ∕c), and the minimum (Δz min ∕c) and maximum (Δz max ∕c) spanwise collocation point spacing. The airfoil mesh was ensured to satisfy typical DNS grid resolution requirements, as can be seen in Table 3 . Although grid resolution for DNS is usually judged by the mesh resolution in "plus" units that are related to local skin friction velocity [48] , it is difficult to provide these estimated for a dynamic stall problem because skin friction at the airfoil surface varies significantly throughout the cycle (see typical plots of skin friction at different angles of attack in Fig. 16 ). Nonetheless, for the completeness of discussion, we document the plus values for the airfoil mesh based on a reference value of C f 0.02, which is rarely exceeded, in Table 3 (the notation is the same as in Table 2 ; N v is the number of collocation points within the viscous sublayer).
For the disturbed airfoil inflow cases, an outer background mesh contains an upstream cylinder with the diameter of D ≈ c∕11.25 triggering the disturbances. The horizontal distance from the center of the cylinder to the pitching axis of the airfoil located at the quarter-chord position is L x 1.2c, or, in terms of cylinder diameters, L x ≈ 13.5D. In case 2, the center of the upstream cylinder is on the same horizontal plane as the quarter-chord axis of the airfoil, and in case 3, the cylinder is shifted down by 0.15c, or 1.6875D. The background mesh contains ∼16;000 elements (∼3.4 million degrees of freedom) for case 1 and ∼21;000 elements (∼4.5 million degrees of freedom) for cases 2 and 3 due to the addition of the cylinder. The mesh resolution at the cylinder surface is documented in Tables 2 and 3 as well, whereas the value of skin friction C f 0.02 was used again for the calculation of plus units, which happens to be a typical value for the cylinder surface as well.
The NACA 0012 airfoil was constrained to move with an oscillatory pitching motion about its quarter-chord axis prescribed as
where α is the angle of attack, α m 15.3 deg is the mean value, α a 9.7 deg is the oscillation amplitude, and the frequency f is expressed in terms of the nondimensional reduced frequency k ≡ πfc∕U ∞ 0.16. For the global (outer) domain, we prescribe a steady uniform velocity U ∞ on the far-left boundary, outflow conditions on the right boundary, and symmetry conditions on the top and bottom boundaries. Periodic conditions are prescribed on the spanwise boundaries. The left, top, and bottom boundaries of the inner (airfoil) mesh use interface conditions to pass values between subdomains, as described in the next section, whereas the right boundary is prescribed outflow conditions for a smooth propagation of shed vortices across the interface. Moving wall boundary conditions with fluid velocity matching the airfoil velocity are prescribed at the surface of the airfoil. 
III. Methods
Direct numerical simulations in present investigations are performed with the open-source high-order fluid dynamics solver Nek5000 [49] , which uses the spectral element method (SEM) for spatial discretization and allows for up to third-order temporal discretization for solutions to the incompressible Navier-Stokes equations. Spatial discretization is performed by dividing each subdomain into a set of elements wherein the solution is approximated using polynomial basis functions that pass through collocation points with Gauss-Lobatto Legendre (GL) point distribution for velocity and Gauss Legendre (G) point distribution for pressure. Exponential spatial convergence is achieved with polynomial order refinement, which thus increases the number of GL and G points defined within each element [44, 50, 51] .
The dynamic interaction of unsteady turbulent wake with the pitching airfoil is handled by using the moving overlapping mesh methodology recently implemented in Nek5000 solver [44] [45] [46] . Subdomain movement is handled with the arbitrary LagrangianEulerian (ALE) formulation that has been previously shown to be an efficient method for representing the relative motion of the fluid particles with respect to an arbitrarily moving mesh [46, 50, 52, 53] . Although other approaches for modeling the pitching airfoil motion are possible, such as deforming meshes [54] or sliding meshes [55] , the current methodology offers a flexibility to handle high-amplitude pitching and more general motions without the detrimental effects of mesh distortion or the need for remeshing in two-and threedimensional simulations. The moving overlapping mesh methodology has previously been shown to maintain this exponential spatial accuracy in the global computational domain and was thoroughly validated [44] [45] [46] . Parallel computations achieve linear scaling to thousands of processors [44, 46] .
Within the formulation, a global domain is decomposed into two overlapping subdomains. The mesh in the subdomain that is constrained to move is prescribed a predetermined mesh velocity (corresponding to a motion of a pitching airfoil in our case). Dirichlet velocity conditions are enforced on the moving solid boundaries that match the velocity of the moving rigid body. Values at mesh interfaces are determined by performing Lagrangian interpolation on values in the adjacent subdomain from previous time steps. This interpolation method, when coupled with the SEM solver, gives spectrally accurate values at collocation points on interface boundaries. Search and locate procedures are carried out to express the location of a point on the interface of one subdomain in terms of the local coordinates of a corresponding element in the other subdomain. Temporal coupling at interfaces is achieved using up to a third-order explicit interface extrapolation scheme (IEXT3), using interpolated values from previous time steps [44, 56] .
Dynamic time stepping procedure was developed for the moving multidomain simulations to ensure that sufficient temporal resolution is achieved while allowing efficient use of computational resources.
Our dynamic time stepping method takes the mesh motion into account when calculating the Courant number for ALE simulations:
where i enumerates all GL collocation points in the domain. The Courant number for each coordinate direction is calculated:
and the relative velocity u i;rel is calculated using the corresponding fluid velocity (u i ) and mesh velocity (u i;mesh ) components at a GL a) Upstroke b) Downstroke point i, where Δx i is the characteristic stencil size in the corresponding direction:
Because the simulations are composed of two subdomains, the maximum Courant number between the subdomains is determined and communicated at each time step. When the maximum Courant number goes above 0.92 or below 0.65, the time step is modified to keep the Courant number within the bounds, to yield computational efficiency while also providing stability. This procedure ensures that both subdomains time-advance with the same time-step size. Pitching airfoil simulations are performed using sixth-order polynomial approximations for spatial discretization within each element and dynamic time stepping with a maximum time step of Δt max U ∞ ∕c 2 × 10 −4 . The average time step in the simulations was approximately Δt avg U ∞ ∕c ≈ 5 × 10
. Using the airfoil chord length, freestream velocity, and fluid viscosity, we estimate the eddy turnover time for the smallest scale of turbulent eddies in the calculations (Kolmogorov time scale [57] ) to be 4.8 × 10 −3 time units, giving, on average, ∼100 time steps per eddy turnover time of the smallest, dissipative eddy, thus resolving the temporal characteristics of the turbulent flow. Simulations use second-order time integration with IEXT2 at interface boundaries and two intergrid iterations per time step. All cases were run for six airfoil oscillation cycles and took about 1000 h to complete on 1000 processors on both the San Diego Supercomputer Center Comet and Texas Advanced Computing Center Stampede clusters.
IV. Results
In the following sections, the aerodynamic coefficients of lift, drag, and pitching moment acting on the airfoil are calculated as
where L is the lift force, D is the drag force, M is the pitching moment (or torque), ρ is fluid density, U ∞ is the inflow velocity, S is the planform area, and c is the chord length.
A. Oscillating Airfoil with Steady Airfoil Inflow
In this section, we discuss the results of case 1, which are used as a baseline for comparison with the two unsteady airfoil inflow cases.
Validation
For the validation, simulation results are compared with the experimental results of Panda and Zaman [47] . This experimental data set was chosen because it used the same Reynolds number Re c 44;000 as in the current study, which is feasible for a DNS of the flow and was difficult to find elsewhere in experiments on pitching airfoils. In [47] , hot-wire probes were used in the wake of an oscillating airfoil to collect velocity and vorticity data of the flow in the wake. The unsteady lift force, reported in [47] , is divided into a noncirculatory component and a circulatory component [58] , where Panda and Zaman used the experimental wake data to approximate only the circulatory component of the lift force acting on the airfoil. They argued that, although the addition of the noncirculatory component would change the values of the total lift force, the difference is fairly minor and even negligible at small reduced frequencies [47] . In the present simulations, the total lift coefficient values are compared with only the circulatory component of lift that is published in [47] . Three methods are described in Panda and Zaman [47] for approximating the circulatory component of lift by integration of the phase averaged measured vorticity data. We would like to note that the reference value of the circulatory lift component is not known in their methodology because an unknown steady contribution to the lift approximation exists due to vortices shed before the start of data collection. Because this unknown steady contribution does not vary with the angle of attack, it simply represents an upward or downward shift in the data, and the general shape of the curve showing the variation with the angle of attack and hysteresis should still be appropriately captured. To compare experimental results with our data, this arbitrary shift in the experimental data was calculated to match the phase-averaged lift value in present simulations at the minimum angle of attack. The match at the minimum angle of attack was chosen due to a lowest probability of error in lift value in both simulations and experiments at this relatively simple flow state when the boundary layer and the shear layer are mostly laminar and attached, and vortical systems at the airfoil surface have been yet been formed.
In Fig. 2 , present simulation data phase averaged over the last five out of six total cycles are compared with the experimental data [47] , which were phase averaged over 80 cycles. In experiments, however, an instantaneous datum at a single spanwise location was obtained and phase averaged, whereas in the simulations, an additional averaging in a homogeneous spanwise direction was performed, over 61 computational planes, before phase averaging. We see that, although the general shapes of the curves in the simulation and experiment are the same, the present simulation data report higher lift values than the experimental approximation, and though lift values during downstroke (the lower curves) do not exactly follow the experimental approximations, the same features are present, namely a local minimum near the maximum angle of attack α 25 deg followed by an increase in lift at the downstroke, and then another stall event. Following the major stall event during the downstroke, the lift values oscillate, in both simulation and experimental data, until the airfoil reaches its minimum angle of attack, α 5.6 deg, after which the next cycle begins. A quantitative disagreement can potentially be attributed to an effect of blockage in the experiments, as further discussed later. Here, we further investigate the physics of dynamic stall by performing flow visualizations and correlating the vortex dynamics observed in the flowfield with the pressure coefficient values, at different angles of attack, to be later compared with the disturbed airfoil inflow cases.
Visualizations of the spanwise-averaged spanwise vorticity (Fig. 3 , where darkest blue represents spanwise vorticity of less than ω z U ∞ ∕c −40, corresponding with clockwise fluid motion, and darkest red is greater than ω z U ∞ ∕c 40, corresponding with counterclockwise fluid motion) at different angles of attack show the clockwise rotating dynamic stall vortex (DSV) forming at the leading edge and traveling toward the trailing edge as the airfoil pitches upward. In the α 15.3 ∘ u frame, we find evidence of the boundary layer beginning to separate at the leading edge of the airfoil, which leads to the formation of a DSV seen in the α 15.3 ∘ u frame. As the DSV nears the trailing edge, a counterclockwise trailing-edge vortex (TEV) forms, which appears in the α 25 deg frame. When the airfoil begins its downstroke, another clockwise vortex forms at the leading edge, which is smaller than the original DSV, and travels along the upper surface of the airfoil until it detaches, creating a secondary TEV and causing another stall event.
By comparing the pressure coefficient values along the upper surface of the airfoil (Fig. 4) with the spanwise vorticity (Fig. 3) In this section, we document the characteristics of the turbulent wake produced by the upstream cylinder. To assess the wake characteristics unaltered by the presence of the airfoil, and for the validation, a separate direct numerical simulations of a three-dimensional circular cylinder with diameter-based Reynolds number Re D 3900 was performed, which is the same Reynolds number as in the coupled cylinder-airfoil simulation cases described later. DNS simulations of a single cylinder are performed using sixth-order polynomial approximations and a fixed time step ΔtU ∞ ∕c 5 × 10 −5 . The mesh has characteristics similar to the background mesh in the coupled simulations and is described in detail in [59] .
In pitching airfoil simulations, the airfoil begins pitching upward at t 0, the same time as the cylinder simulations start from steady initial conditions, and thus the first cycle will serve to give the turbulent wake time to fully develop. The time history of the lift and drag forces acting on the cylinder is illustrated in Fig. 5 , where gray lines denote the times at which new oscillation cycles begin in oscillating airfoil simulations. The unsteady effects on the cylinder are fully developed before tU ∞ ∕c 10tU ∞ ∕D ≈ 112.82, allowing a sufficient time for the unsteady effects to propagate into the cylinder wake, where the airfoil will be located, before the second cycle begins.
The turbulent statistics for the wake behind the cylinder (without an airfoil) were thoroughly validated versus previously published computational and experimental data [60] [61] [62] [63] [64] [65] in [59] . Good agreement was obtained in the mean and variance values of streamwise and vertical velocities in the near wake (x∕D 1.06; 1.54; 2.02) and far wake (x∕D 6.0; 7.0; 10.0) locations (only streamwise velocity in the near wake is shown here in Fig. 6 [64] ( ) data; the rest of the validation data are readily accessible in [59] ). Note that in Figs. 6 and 7 the middle and bottom curves have been shifted according to the conventions in [63] . In addition, the vortex-shedding frequency was validated as well, giving in the present simulation a Strouhal number St ≡ fD∕U ∞ 0.216, which agrees well with the experimental data of the same case presented by Cardell [66] , which finds a Strouhal number of St 0.215 0.005.
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Although turbulent statistics are not generally collected in the very far wake (x∕D > 10), it is the region of particular interest in this case because it is the location in the wake where the airfoil will reside. We therefore present in Fig. 7 the mean streamwise and vertical velocities as well as variances at the leading edge, midchord, and trailing edge locations on an airfoil at α 0 deg (x∕D 10.7; 16.4, and 22.0, respectively), where the blue (dotted) and green (dashed) vertical lines represent the vertical position of the pitching axis of the airfoil relative to the wake centerline for cases 2 and 3, respectively. Because of low-frequency motions in the very far wake [67, 68] , a rather long a) Lift coefficient b) Drag coefficient c) Pitching moment coefficient Fig. 11 Comparison of aerodynamic forces and moments phase averaged over the last five cycles for cases 1, 2, and 3. Table 5 Time-averaged values of the aerodynamic force and moment coefficients (the averaging was performed over the last five cycles of the simulation)
averaging time of tU ∞ ∕D ≈ 800 was used in these locations to ensure smooth statistics. To characterize the structure of the incoming wake turbulence impinging on an airfoil, we estimate the turbulence intensity at x∕D 10.7 and y∕D 0; −1.6875 (leading edge of the airfoil at α 0 deg in cases 2 and 3) to be ∼18 and ∼9%, respectively, where we define turbulence intensity as TI 1∕3hu 0 u 0 i hv 0 v 0 i hw 0 w 0 i p ∕U ∞ . The wake half-width d w defined by the distance from the centerline to the point where the mean streamwise velocity deficit is half of the deficit at the centerline, U ∞ − hui d w 1∕2U ∞ − hui 0 , at the x∕D 10.7 location is about 0.7D or 0.06c.
To further validate the cylinder wake simulations and characterize the vorticity transport in the wake with changing mesh resolution, spanwise vorticity contours are presented in Fig. 8 that illustrate minimal numerical dissipation of the wake vortices propagating from fine to a coarser mesh. Figure 8 additionally includes the interface with the inner airfoil mesh for the coupled simulations of case 2 showing a smooth transition of the wake vortices across the background inner mesh interface. Additional test cases confirming that minimal errors are incurred at the mesh interfaces in the present high-order moving overlapping grid methodology can be found in [44, 46] .
Pitching Airfoil in a Turbulent Wake
In this section, we discuss cases 2 and 3, which correspond to turbulent wake inflow cases. In case 2, the center of the upstream cylinder generating the freestream disturbances is placed on the same horizontal plane as the quarter-chord axis of the airfoil, and in case 3, the center of the cylinder is 0.15c lower than the airfoil quarter-chord axis. The mesh for case 2 is presented in Fig. 1b , where a similar mesh is used for case 3 with a shifted cylinder. The general description of the problem setup is done in Sec. II.
In the coupled cylinder-airfoil DNS, the airfoil pitching simulations and the cylinder wake simulations are done concurrently, and the airfoil begins its first cycle at initially steady flow at time zero, before the cylinder wake has developed. It was ensured that the cylinder turbulent wake is fully developed for the entire region wherein the airfoil resides before the beginning of the second cycle. The following discussion will thus focus on the last five cycles of the airfoil motion (although the first cycle is often shown for completeness).
A comparison of the lift coefficient loops among the three cases for the third through sixth cycles (Fig. 9) shows stark differences in the lift that the airfoils experience in each case. The lift acting on the airfoil in cases 2 and 3 during upward pitching (top curves) is quite oscillatory due to the incoming wake vortices shed from the upstream cylinder. However, note that the oscillations of lift values in case 3 are not as large as those displayed by case 2 because, in case 3, the vortices are not directly incident upon the leading edge of the airfoil, but slightly below it. We see that, in case 1, the lift increases at a slightly steeper rate starting at α ≈ 15 ∘ u , which corresponds to the formation of the DSV and its path along the upper surface of the airfoil. In cases 2 and 3, we do not find evidence of a steeper rate of lift increase, and we find that, in the high-lift regions, the lift in case 1 is generally greater than the lift in cases 2 and 3, both at upstroke and downstroke. Judging by the position of the maximum lift peaks and a subsequent drop in lift, we see that dynamic stall occurs earlier (at smaller angles of attack) in case 1 than for the airfoils with turbulent wake inflow. Details on the timing of the dynamic stall in each case will be discussed further. Figure 10 displays the aerodynamic forces and moments acting on the airfoil in cases 1, 2, and 3 with respect to time. A comparison of lift coefficient maxima during the third cycle is presented in Table 4 . We see that C L;max due to the DSV is comparable among the three cases presented, although the maxima are achieved at different times during the cycle. The secondary maxima of C L , caused by the secondary Fig. 12 Zoomed-in spanwise-averaged spanwise vorticity plots of case 2 during the third cycle, at angles of attack posted.
vortex formed during downstroke, are noticeably different with case 1 reaching the largest value, followed by case 3, then case 2. This pattern seems repeatable and is found in four out of the last five cycles during the simulation time (refer back to Fig. 10 ). For both the DSV and secondary vortex, C L;max is reached earliest in case 1, next in case 3, and last in case 2, and this pattern is also found in the other cycles presented in Fig. 10 . We see that incident disturbances have the effect of delaying stall, similar to the experimental findings of Chen and Choa [29] , who showed that stall of a constant-rate pitching-upward airfoil occurs at a later time when upstream disturbances are present. Additionally, it appears that larger disturbances incident upon the airfoil's leading edge (such as with inline versus shifted vertical position of the upstream cylinder) have the effect of delaying the stall to a greater extent as well as reducing the value of the secondary lift maximum (C L;max ). The data presented here point to the fact that the upstream wake turbulence generated by the cylinder interferes with the airfoil vortical systems associated with the dynamic stall behavior by delaying their formation and weakening their strength, and this interaction is more pronounced for stronger incident disturbances, as in case 2.
Evidence of stall is seen in the drag values as well, with a steep decrease in drag when stall occurs. After initial stall occurs in case 1, a steep increase in drag soon ensues, reaching drag values comparable to the first peak. This second drag peak correlates with the formation of the TEV, and a sharp decrease in drag is again witnessed as the TEV detaches. Cases 2 and 3 do not show clear signs of this large drag peak due to the formation of the TEV. Although the drag acting on the airfoil in the turbulent wake inflow cases nearly reach the same global maximum values as those in case 1 (though at a later time), the drag in nearly all other portions of the cycle is greatly reduced by upstream disturbances, with the larger incident disturbances of case 2 creating a greater drag reduction than case 3. We see particular evidence of this when looking at the drag peak due to the second major vortex formed during the airfoil downstroke in the third cycle, where case 1 reports a local drag maximum of C D ≈ 1.125 at α ≈ 23. The magnitude of the pitching moment of the airfoil remains small until a large vortex begins to form on the leading edge of the airfoil, where a sharp increase in the magnitude of the pitching moment is seen and continues to increase until the vortex detaches from the surface of the airfoil. In case 1, large fluctuations in the pitching moment are seen for the majority of the cycle, whereas in cases 2 and 3, we see a large fluctuation in the pitching moment as a result of the DSV (though not as large as in case 1), but the pitching moment remains small for the remainder of the cycle. Again, we see that the larger incident disturbances in case 2 diminish the magnitude of pitching moment more so than the offset disturbances of case 3. A comparison of the phase averaged coefficient data (Fig. 11) shows trends for lift, drag, and pitching moment that are in agreement with the previous discussion. An interesting observation from this figure is that the turbulent wake inflow cases show closer agreement in lift coefficient to the experimental results of Panda and Zaman [47] in Fig. 2 than the case 1 with the laminar inflow. Although freestream turbulence was not anticipated in the experiments of Panda and Zaman [47] , a maximum blockage of 8.5% occurring at the maximum angle of attack of 25 deg was reported. The effect of blockage on the dynamic stall behavior needs to be further understood, but it can potentially result in similar shifts.
Averages of the aerodynamic coefficient values over the duration of the simulations are given in Table 5 . We see that smallest aerodynamic coefficients are found in case 2 followed by case 3 and case 1, aligning with the previous analysis of aerodynamic forces.
To understand the trends observed in the aerodynamic coefficients, we further examine the instantaneous flowfields provided by our simulations. Visual inspection of the spanwise-averaged spanwise Fig. 13 Zoomed-in spanwise-averaged spanwise vorticity plots of case 3 during the third cycle.
vorticity (Figs. 12 and 13) for cases 2 and 3 shows evidence of a forming dynamic stall vortex in the 20.15 ∘ u frames, though not as large as the DSV seen in the 20.15 ∘ u frames of case 1 (Fig. 3) . However, note that the forming DSV is larger in this frame for case 3 than in case 2. Thus, we see that the formation of the DSV occurs earliest for the steady freestream case resulting in the earliest detachment of the vortex and subsequent dynamic stall among the three cases, as also evidenced in Figs. 9 and 10 . Again, because the disturbances in case 2 are larger upon the airfoil due to the cylinder's vertical alignment, the formation of the DSVoccurs the latest among the three cases, leading to the latest occurrence of dynamic stall.
A comparison of the pressure coefficients along the suction side of the airfoils in all three cases (Fig. 14) again gives evidence of the timing of the DSV formation. The α 20.15 ∘ u pressure profile plot shows that the DSV in case 1 is roughly at the half-chord distance (where the center of the vortex is determined by the lowest pressure values), the DSV is forming at the leading edge of the airfoil in case 2, and the DSV is roughly at the quarter-chord location in case 3. When the pitching airfoil begins its downstroke, a second major vortex is formed at the leading edge. The α 20.15 ∘ d plots show evidence of the TEV in case 1 resulting from the detachment of the second major vortex, whereas the pressure values in case 2 show that the second major vortex is fairly weak and its center is located in front of the halfchord location, and in case 3, the center of the second major vortex is at about the three-quarter-chord location and appears to be much stronger than the vortex in case 2.
An indication of the strength of the DSV with respect to a specified volume can be obtained by performing a volume average of the spanwise vorticity over a cylindrical volume centered at the vortex center:
where V cyl is the volume of the cylinder being considered, and the nondimensional spanwise vorticity ω z ≡ ω z U ∞ ∕c. The center of the vortex is located by comparing the spanwise vorticity, streamwise velocity, and vertical velocity components in the spanwise-averaged fields. Because the vortices in each case have different radii, this measure indicates the concentration of vortex strength within the specified volume; thus, we use the term "volume strength". The volume strength of the DSV (Γ V ) is determined for all the three cases as the center reaches the x∕c 1.95 position in the flowfield, and integration is performed over a cylindrical volume with the radius of r∕c 0.25, as illustrated in Fig. 15 by the depicted circle, and the width L z ∕c 0.2, which corresponds to the span of the domain. Properties of the DSV in each of the cases as the center of the vortex reaches the x∕c 1.95 position in the flowfield is presented in Table 6 . This comparison (Table 6) shows that the DSV is strongest in case 1, next strongest in case 3, and weakest in case 2, aligning with the pattern seen in most of the other results presented here.
Recall that previous results suggested that the DSV forms earlier in the pitching cycle for case 3 compared to case 2, yet note that the DSV in case 3 crosses the x∕c 1.95 position at a later time than the DSV in case 2. A possible explanation for this effect is as follows. In case 3, a strong counterclockwise rotating trailing-edge vortex forms early. As this TEV propagates upward, it creates a region with slower streamwise velocity in the downstream path of the DSV. This slowermoving fluid decreases the propagation speed of the DSV. This effect is also witnessed in the other cases, though the timings of the DSVand TEV formation do not produce a response that is as impactful. These timing differences are presumably due to the turbulent energy being concentrated in different regions of the flowfield. For example, in the 25°frame of Fig. 12 , it appears that the disturbances created by the cylinder in case 2 play a larger role in the dynamics on the suction side of the airfoil, whereas in Fig. 13 , we see that the turbulent interactions are concentrated on the pressure side of the airfoil at its maximum angle of attack.
Laminar-to-turbulent transition, separation, and reattachment of the airfoil boundary layer throughout the pitching cycle plays an important role in the physics of the dynamic stall. To characterize the state of the boundary-layer development throughout the pitching cycle, we plot phase-averaged values of skin friction coefficient along the airfoil suction surface for the three investigated cases in Fig. 16 . Although a sudden growth of skin friction magnitude along the airfoil surface would indicate a laminar-to-turbulent transition, a negative sign of skin friction would point to the regions of the separated flow. In agreement with the previous observations, incoming wake turbulence seems to delay the formation of the vortical systems along the surface of the airfoil and subsequently delay the massive separation of the boundary layer during the upstroke which is significantly smaller and confined to the leadingedge region in cases 2 and 3. A large positive value of skin friction near the trailing edge at the maximum angle of attack 25 deg in cases 2 and 3 is associated with the presence of a strong trailing-edge vortex (stronger in case 3, as discussed previously), which in case 1 has already been formed and detached, whereas a signature of a secondary trailing-edge vortex is visible in case 1 at the downstroke angle 20.15 ∘ d . To complement the discussion of transition and instabilities, we show the three-dimensional turbulent flow structures at selected phases of the pitching cycle displayed by visualization of the λ 2 criterion in Fig. 17 . For the undisturbed case 1, the evolution of unsteady flow structures is very similar to the dynamics described by Visbal [18] for a plunging airfoil motion at a similar Reynolds number and reduced frequency and by Mulleners and Raffel [35, 36] for a pitching airfoil motion at a slightly higher Reynolds number and a similar reduced frequency. The dynamics can be characterized by initially laminar boundary layer with minor trailing-edge unsteadiness at α 5.6 deg, followed by a growth of a separated region and formation of a laminar shear layer. Subsequently, Kelvin-Helmoltz instabilities emerge that result into a shear layer roll-up into multiple vortices at α 10.45 ∘ u . This is followed by a sinusoidal (spanwise) instability and a massive shear-layer breakdown at α 15.3 ∘ u that forms a dynamic stall vortex visible at α 20.15 ∘ u . The DSV then propagates along the airfoil surface and detaches by α 25 deg, while subsequently the flow reattaches and boundary layer relaminarizes during the downstroke. The dynamics for the turbulent wake inflow cases 2 and 3 is, however, drastically different. The first observation is the absence of the laminar shear layer at the beginning of the cycle due to the boundary layers being turbulent even at smallest angles of attack. Comparing with the vortex dynamics in Figs. 12 and 13 , it can be seen that the wake vortices shed by the cylinder break down into smaller-scale structures by the pitching airfoil surface and trip the boundary layers early in the cycle. Because of the absence of strong shear layers, the Kelvin-Helmoltz instabilities are suppressed; shear-layer vortices are formed later, are weaker, and are confined to the leading-edge region of the airfoil; and shear-layer roll-up and separation are delayed and diminished in strength, which results in a weaker dynamic stall vortex and weaker secondary vortex systems. Also, boundary layers stay turbulent and do not seem to relaminarize at the downstroke. Case 3, as opposed to case 2, also features strong turbulent flow on the pressure side of the airfoil, which potentially explains stronger trailing-edge vortices in this case. 
V. Power Spectral Densities of Aerodynamic Coefficients
The power spectral density (PSD) functions of the lift, drag, and pitching moment coefficients are computed by importing the aerodynamic data into the periodogram power spectral density estimate function in MATLAB. The aerodynamic coefficients were calculated within the moving overlapping mesh simulation at nondimensional time intervals of ΔtU ∞ ∕c 0.05, and PSD functions were calculated from data collected in pitching cycles 2 through 6, with cycle 1 being excluded because the turbulent wake is not fully developed at the beginning of the simulation. Figure 18 gives a side-by-side comparison of the PSD function plots for lift, drag, and pitching moment coefficients respectively. As we expect, the dominant frequency peak in every case corresponds with the pitching frequency of the airfoil, which shows that most of energy that is transferred to the airfoil occurs near this frequency that was imposed upon the system. In the lift plots (Fig. 18) , both cases 2 and 3 show another power peak corresponding with the vortex-shedding frequency of the upstream cylinder (indicated by dashed lines), suggesting that a moderate amount of energy affecting the lift acting on the airfoil is transferred by the turbulent wake. Note, however, that the peak at the cylinder vortex-shedding frequency is not as prominent in case 3, likely due to the fact that the turbulent wake is not directly incident upon the airfoil's leading edge. Each of the case 2 PSD function plots display this secondary peak, though in the case of the pitching moment coefficient, it is not quite as pronounced, indicating that the higher-frequency energy contributions from the upstream cylinder's wake are not as crucial to the pitching moment experienced by the airfoil as the forced pitching frequency imposed upon it.
In contrast, there are no noticeable peaks resulting from the upstream cylinder's wake in the drag and pitching moment PSD function plots for case 3. This suggests that the energy transferred to the airfoil due to the pitching frequency plays a much more important role in the determination of the drag force and pitching moment experienced by the airfoil in case 3. All of this additionally indicates that a turbulent wake incident upon the leading edge of a pitching airfoil is likely to play a larger role in the forces and moments acting on the airfoil than in the case with the same turbulent wake but incident upon the pressure side of the pitching airfoil, which is consistent with the previous discussion.
Following the normalization procedure employed in [69] , we now focus on the lower-frequency region of the PSD function plots. In  Fig. 19 , the frequency is normalized by the pitching frequency of the airfoil (f f∕f α 0 ), so that "1" now represents the pitching frequency. Additionally, the PSD function is normalized by the total power in the full range of frequencies computed,
Pf df allowing for more direct comparison of PSD functions among the three cases. The frequencies lower than f∕f α 0 10 are displayed in Fig. 19 , where we clearly see higher-order harmonics in every case that are prominent until about the fifth harmonic. In general, the peaks at the pitching frequency and at the harmonics correspond quite nicely among the three cases, though slight differences are apparent. In all of the plots, the peaks at the harmonics are generally larger in cases 2 and 3 than in case 1. The harmonics, as discussed in [69] , indicate that there is a nonlinear interaction between the pitching airfoil and the fluid, which transfers energy from the pitching frequency to the harmonics, whereas larger harmonics denote more prevalent nonlinear interactions.
In each of the plots, the PSD function at the airfoil pitching frequency is largest for case 1. The main peaks of cases 2 and 3 in the PSD plot of C L lie almost directly on top of each other. We calculate the energy partition at the pitching frequency to achieve a more clear indication of the prominence of nonlinear interactions in each case [69] . The energy partition at the pitching frequency is calculated by
where a value of "1" would indicate the absence of nonlinear interactions or that all of the energy lies at the fundamental frequency. Thus, we should expect that nonlinear interactions would be greater in a system that introduces an upstream wake turbulence as we do in cases 2 and 3, indicated by lower energy partition values at the pitching frequency. Figure 20 displays the energy partition values at the airfoil pitching frequency for the forces and moments in all three cases. We see, in fact, that the values at this energy partition are greater for case 1 than for the other cases, and case 3 is greater than case 2 in every case, though only slightly for C L . This implies that the greatest nonlinear interactions occur in case 2, where the wake turbulence is more concentrated on the suction side of the airfoil (where the DSV vortices form), followed by case 3, where the wake turbulence is more prominent on the pressure side of the airfoil, with nonlinear interactions playing the smallest role in case 1 performed in the absence of an upstream wake. Also note that nonlinear interactions appear to play the largest role in the moments experienced by the airfoil (indicated by the lowest energy partition values), which corresponds well with the results displayed in the C M plot of Fig. 10 that shows major reductions in the magnitude of pitching moment throughout nearly the entire cycle when the pitching airfoil is in the presence of a turbulent wake.
VI. Conclusions
Direct numerical simulations of a flow around a pitching airfoil were performed in a turbulent wake shed by an upstream cylinder for a Reynolds number of Re c 44;000. A turbulent wake incident upon a pitching airfoil largely affects the forces and moments acting on the airfoil, and the flow structure of the fluid, including vortex formation. For the conditions investigated, dynamic stall of a pitching airfoil occurs at a later time (and larger angle of attack) when in the presence of a turbulent wake, due to the delayed formation, and thus detachment, of the dynamic stall vortex (DSV). In addition, the weakening of the DSV by the wake turbulence is also observed as measured by the normalized value of the circulation around the vortex. Consequently, the lift, drag, and pitching moment coefficient curves display phase shifts in the stall events, and the magnitude of the peak values is also reduced during both the upstroke and the downstroke; this effect can be seen in both instantaneous and cycleaveraged values. The reduction is highest for the pitching moment and the drag and is relatively small for the lift coefficient. A signature of the wake vortices shed from the upstream cylinder is seen in the spectra of time series of the aerodynamic coefficients, especially lift, as distinct peaks corresponding to the Strouhal frequency of the cylinder.
The analysis of spanwise vorticity, three-dimensional turbulent structures visualized by the λ 2 criterion, and phase-averaged skin friction coefficient values in the current direct numerical simulations data suggests that the effect of an upstream wake turbulence impinging on the airfoil is to weaken the formation of unsteady vortical systems associated with the dynamic stall process and to delay the boundary-layer separation. Similar effects of freestream turbulence were reported in the previous literature, attributed to early laminar-to-turbulent transition in the boundary layer [23] , early laminar-to-turbulent transition and enhanced momentum transfer in the shear layer separating from the leading edge [25, 29] , and breakdown of the separation bubble by the upstream turbulence [26] . The present observations suggest the evidence of at least first two of the aforementioned phenomena that lead to a suppression of a distinct shear-layer formation, subsequent shear-layer instabilities, and flow separation and result in weakened dynamic stall vortices that, according to [18, 35, 36] , arise from these instabilities and a flow separation.
Although the two major effects of freestream turbulence are associated with a suppression of flow separation and airfoil vortical systems, it is understandable that manifestation of these two major effects on the values of the lift, drag, and pitching moment can be different depending on a dynamic stall scenario. To illustrate this, it is noted that, although dynamic stall delay was observed in the studies [25, 29] and in the current study, no stall delay was found in [23, 24, 26] . Additionally, Conger and Ramaprian [23] reported a significant increase in lift throughout the airfoil pitch-up, whereas the other investigators found little or no effect on lift during the pitch-up [24, 26] or a slight decrease [29] (and the current study). Also, increased values of the aerodynamic coefficients during pitch-down were reported in [24, 26] as opposed to decreased values in the current study. It is reasonable to conclude that the exact manner in which aerodynamic performance is affected by the freestream turbulence must be related to the mode of a dynamic stall in a corresponding undisturbed flow regime. Several investigators showed the difference between a light stall (stall related to a trailing-edge separation) and a deep stall (stall associated with the formation and detachment of the dynamic stall vortex) in a dynamic stall problem [15, 35] . In a light stall, the airfoil motion parameters are such that the downstroke begins before the dynamic stall vortex had time to fully form and detach, whereas in a deep stall, at least one or sometimes many major vortical systems form and detach throughout the cycle. In the present study, a deep stall was experienced, and the current results clearly showed that the effect of incoming turbulence during deep stall is to decrease the lift and other coefficients due to the weakening of the dynamic stall vortical systems before detachment. It is, again, reasonable to conclude that, during the light stall associated with the flow separation, the effect of turbulence would be to increase the lift due to the reduction of the separation bubble, which would explain the findings in [23, 24, 26] . In addition, the relative timing of the formation and detachment of the DSV and TEV vortices in the pitching cycle in the baseline case will presumably affect the manner in which the unsteady flow processes and the corresponding aerodynamic forces and moments will be affected by the incoming turbulence. The mode of the dynamic stall depends on many parameters, such as Reynolds number, pitch amplitude, pitch frequency, and airfoil geometry [10] . Depending on these parameters, the detailed manner in which the turbulence will influence the airfoil aerodynamics will differ, although the root of the modifications will stem from the common nature of weakening of the separated flow and of the unsteady vortex systems by the turbulence. A strong influence of turbulence on the details of the dynamic stall has an implication that it is exceptionally difficult to achieve close agreement between experimental and numerical results in these unsteady flows because even a slight level of turbulence in the experimental system will affect the data. Another degree of uncertainty when comparing with the experimental data is the blockage effect, which is not modeled numerically. Further investigations of the effect of blockage on the unsteady aerodynamics are needed to provide a proper guidance on the expectations when comparing experiments and simulations in these sensitive systems.
The present study revealed that the magnitude of drag and pitching moments can be significantly reduced for most of the pitching cycle with the presence of an upstream wake turbulence. Reduction in mean drag leads to higher efficiencies of cyclic operations, such as in rotary-wing flight and wind-turbine power production. Lower pitching moments additionally imply a decrease in a structural strain on dynamically pitching blades and wings, potentially improving the lifespan of these mechanical systems. Weaker dynamic stall vortices shed from the airfoil in disturbed upstream flow could lead to less intrusive vortex interactions with downstream structures, as in the case of a blade-vortex interaction. These findings hold promise for potentially successful flow control strategies in unsteady environments.
