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DARCY’S LAW AND DIFFUSION FOR A TWO-FLUID EULER-MAXWELL
SYSTEM WITH DISSIPATION
RENJUN DUAN, QINGQING LIU, AND CHANGJIANG ZHU
Abstract. This paper is concerned with the large-time behavior of solutions to the Cauchy problem
on the two-fluid Euler-Maxwell system with dissipation when initial data are around a constant
equilibrium state. The main goal is the rigorous justification of diffusion phenomena in fluid plasma
at the linear level. Precisely, motivated by the classical Darcy’s law for the nonconductive fluid, we
first give a heuristic derivation of the asymptotic equations of the Euler-Maxwell system in large time.
It turns out that both the density and the magnetic field tend time-asymptotically to the diffusion
equations with diffusive coefficients explicitly determined by given physical parameters. Then, in
terms of the Fourier energy method, we analyze the linear dissipative structure of the system, which
implies the almost exponential time-decay property of solutions over the high-frequency domain.
The key part of the paper is the spectral analysis of the linearized system, exactly capturing the
diffusive feature of solutions over the low-frequency domain. Finally, under some conditions on initial
data, we show the convergence of the densities and the magnetic field to the corresponding linear
diffusion waves with the rate (1 + t)−5/4 in L2 norm and also the convergence of the velocities and
the electric field to the corresponding asymptotic profiles given in the sense of the geneneralized
Darcy’s law with the faster rate (1 + t)−7/4 in L2 norm. Thus, this work can be also regarded as
the mathematical proof of the Darcy’s law in the context of collisional fluid plasma.
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1. Introduction
It is generally believed that the Darcy’s law governs the motion of the inviscid flow with frictional
damping [27] or the slow viscous flow [25] in large time. It is quite nontrivial to mathematically justify
the large-time behavior of solutions to those relative physical systems, particularly in the case when
vacuum appears, cf. [4, 19, 28, 29]. Besides, there are also some results, for instance, see [21] and
references therein, to discuss the modified Darcy’s law for conducting porous media. In the paper, we
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attempt to give a rigorous proof of Darcy’s laws and diffusion phenomena in the context of collisional
fluid plasma whenever the densities of fluids are close to non-vacuum states.
In a weakly ionised gas with a small enough ionisation fraction, charged particles will interact
primarily by means of elastic collisions with neutral atoms rather than with other charged particles,
cf. [13, Chapter 12.4]. In such situation, the motion of fluid plasmas consisting of ions (α = i),
electrons (α = e) and neutral atoms is generally governed by the two-fluid Euler-Maxwell system in
three space dimensions

∂tnα +∇ · (nαuα) = 0,
mαnα(∂tuα + uα · ∇uα) +∇pα(nα)
= qαnα
(
E +
uα
c
×B
)
− ναmαnαuα,
∂tE − c∇×B = −4π
∑
α=i,e
qαnαuα,
∂tB + c∇× E = 0,
∇ · E = 4π
∑
α=i,e
qαnα, ∇ · B = 0.
(1.1)
Here the unknowns are nα = nα(t, x) ≥ 0 and uα = uα(t, x) ∈ R3 with α = i, e, denoting the densities
and velocities of the α-species respectively, and also E = E(t, x) ∈ R3 and B = B(t, x) ∈ R3, denoting
the self-consistent electron and magnetic fields respectively, for t > 0 and x ∈ R3. For the α-species,
pα(·) depending only on the density is the pressure function which is smooth and satisfies p′α(n) > 0 for
n > 0, and for simplicity we assume in the paper that the fluid is isothermal and hence pα(n) = Tαn
for the constant temperature Tα > 0. Constants mα > 0, qα, να > 0, c > 0 stand for the mass, charge
and collision frequency of α-species and the speed of light, respectively. The constant 4π appearing
in the system is related to the spatial dimension. Notice qe = −e and qi = Ze in the general physical
situation, where e > 0 is the electronic charge and Z ≥ 1 is an positive integer. Without loss of
generality, we may assume Z = 1 through the paper, since it can be normalized to be unit under the
transformation
n˜i = Zni, q˜i = e, m˜i =
mi
Z
, p˜i(n) = pi
( n
Z
)
.
Initial data are given by
[nα, uα, E,B]|t=0 = [nα0, uα0, E0, B0], (1.2)
with the compatibility condition
∇ · E0 = 4π
∑
α=i,e
qαnα0, ∇ ·B0 = 0. (1.3)
The paper is concerned with the large-time asymptotic behavior of solutions to the Cauchy problem
on the two-fluid Euler-Maxwell system with collisions whenever initial data are close to a constant
equilibrium state [nα = 1, uα = 0, E = 0, B = 0]. Notice that collision terms play a key role in the
analysis of the problem, see [33] for instance. For that purpose, we introduce the large-time asymptotic
profile as follows. Let Gµ(t, x) = (4πµt)
−3/2 exp{−|x|2/(4µt)} be the heat kernel with the diffusion
coefficient µ > 0. Let us define the ambipolar diffusive coefficient µ1 > 0 and the magnetic diffusive
coefficient µ2 > 0 by
µ1 =
Ti + Te
miνi +meνe
, µ2 =
c2miνimeνe
4πe2 (miνi +meνe)
, (1.4)
respectively. Corresponding to given initial data (1.2), we define the asymptotic profile [n, uα, E,B]
by
n =
∑
α=i,e
mανα
miνi +meνe
Gµ1(t, ·) ∗ (nα0 − 1), (1.5)
B = Gµ2(t, ·) ∗B0, (1.6)
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and
uα(t, x) = − Ti + Te
miνi +meνe
∇n(t, x) + c
4πqα
meνe
miνi +meνe
∇×B(t, x), α = i, e, (1.7)
E(t, x) =
Timeνe − Temiνi
e(miνi +meνe)
∇n(t, x) + c
4πe2
miνimeνe
miνi +meνe
∇×B(t, x). (1.8)
The main result of the paper is stated as follows.
Theorem 1.1. There are constants ǫ > 0 and C > 0 such that if∑
α=i,e
‖[nα0 − 1, uα0]‖H11∩L1 + ‖[E0, B0]‖H11∩L1 < ǫ, (1.9)
then the Cauchy problem (1.1), (1.2), (1.3) admits a unique global solution
nα − 1, uα, E,B ∈ C([0,∞);H5(R3)), (1.10)
satisfying ∑
α=i,e
‖nα − 1− n‖L2 + ‖B −B‖L2 ≤ C(1 + t)−
5
4 , (1.11)
and ∑
α=i,e
‖uα − uα‖L2 + ‖E − E‖L2 ≤ C(1 + t)−
7
4 , (1.12)
for all t ≥ 0.
We give a few remarks on Theorem 1.1. First of all, from the proof later on, under the assumption
(1.9) the solution to the Cauchy problem (1.1), (1.2), (1.3) around the constant equilibrium state
enjoys the time-decay property∑
α=i,e
‖[nα − 1, uα]‖L2 + ‖[E,B]‖L2 ≤ C(1 + t)−
3
4 ,
where the time-decay rate must be optimal for general initial data with B0 6= 0 due to those results
from the spectral analysis given in Section 4; see Corollary 4.2 for instance. On the other hand the
large-time asymptotic profile also satisfies
‖n‖L2 + ‖B‖L2 ≤ C(1 + t)−
3
4 ,
∑
α=i,e
‖uα‖L2 + ‖E‖L2 ≤ C(1 + t)−
5
4 ,
which are also optimal in terms of the definition (1.5), (1.6), (1.7), (1.8) of [n, uα, E,B]. Therefore
it is nontrivial to obtain the faster time-decay rates (1.11) and (1.12), and this also assures that
[1+n, uα, E,B] indeed can be regarded as the more accurate large-time asymptotic profile for solutions
to the Cauchy problem under consideration, compared to the trivial constant equilibrium state. Notice
that n and B are diffusion waves by (1.5) and (1.6) as well as (1.4), and uα and E are defined in
terms of those two diffusion waves by (1.7) and (1.8). From the heuristic derivation of the large-time
asymptotic profiles in the next section, we see that the asymptotic profiles can be solved from the
asymptotic equations obtained in a formal way in the sense of the Darcy’s law. In the case without any
electromagnetic field, there have been extensive mathematical studies of the large-time behavior for
the damped Euler system basing on the Darcy’s law; see [11, 18, 28, 29] and reference therein. However
few rigorous results are known for such physical law in the context of two-fluid plasma with collisions.
This work can be regarded to some extent as the generalisation of the Darcy’s law for the classical
non-conductive fluid to the plasma fluid under the influence of the self-consistent electromagnetic field.
Second, by (1.9) and (1.10), there is a discrepancy between regularities of initial data and the
solution. The reason for the discrepancy is that the Euler-Maxwell with collisions is of the regularity-
loss type, which is essentially induced by the fact that eigenvalues of the linearized system may tend
asymptotically to the imaginary axis as the frequency goes to infinity; see [6] in the one-fluid case.
There has been a general theory developed in [36] in terms of the Fourier energy method to study the
decay structure of general symmetric hyperbolic systems with partial relaxations of the regularity-
loss type. The main feature of time-decay properties for such regularity-loss system is that solutions
over the high-frequency domain can still gain the enough time-decay rate by compensating enough
regularity of initial data.
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Third, the key point of Theorem 1.1 is to present the convergence in L2 norm of the solution
[nα, uα, E,B] to the profile [1 + n, uα, E,B] if initial data approach the constant steady state in the
sense of (1.9). There could be several direct generalisations of the current result. As in [37], it can be
expected to obtain the convergence rates for the derivatives up to to some order. In general, the higher
the order of derivatives is, the faster they decay in time. Another possible approach for obtaining the
global existence and convergence of solutions to the constant steady state is to introduce as in [15] the
negative Sobolev space basing on the pure energy method together with the functional interpolation
inequalities, where the advantage is that both L2 norms of the higher derivatives and L1 norms of the
zero-order are not necessarily small. However, it seems still nontrivial to apply such method to obtain
the large-time asymptotic behaviour (1.11) and (1.12).
The final remark is concerned with the nonlinear diffusion of the two fluid Euler-Maxwell system
with collisions. In fact, the current work is done at the linearized level. Even for the general pressure
functions Pα (α = i, e), by using the same formal derivation as in Section 2, the density satisfies the
nonlinear heat equation
∂tn−∆P (n) = 0,
where P (·) is in connection with Pα (α = i, e) as well as other physical parameters. The nonlinear
heat equation above is also a type of the porous medium equation. Thus, it would be interesting and
challenging to further investigate the asymptotic stability of the nonlinear diffusion waves, cf. [18].
We hope to report it in the future study.
To prove Theorem 1.1 we need to carry out the spectral analysis of the linearized system around
the constant steady state; see [26], for instance. In fact, the solution can be written as the sum of the
fluid part and the electromagnetic part in the form of

ρα(t, x)
uα(t, x)
E(t, x)
B(t, x)

 =


ρα(t, x)
uα,‖(t, x)
E‖(t, x)
0

+


0
uα,⊥(t, x)
E⊥(t, x)
B(t, x)

 .
However it seems difficult to give an explicit representation of solutions to two eigenvalue problems
due to the high phase dimensions under consideration. The main idea is to obtain the asymptotic
expansions of solutions to the linearized system as the frequency |k| → 0 (cf. [7], [20]); see Section 4.
One trick to deal with the electromagnetic part is to first reduce the system to the high-order ODE
of the magnetic field B only, then study the asymptotic expansion of B as |k| → 0, and finally apply
the Fourier energy method to estimate the other two components uα,⊥ and E⊥(cf. [10] and reference
therein); see Lemma 4.4. For |k| → ∞, it can be directly treated by the Fourier energy method since
the linearized solution operator in the Fourier space behaves like
exp
{
− λ|k|
2
(1 + |k|2)2 t
}
,
which leads to the almost exponential time-decay depending on regularity of initial data; see Section
3. In the mean time, we find that the large-time behavior of solutions to the two-fluid Euler-Maxwell
system (1.1) is governed by the following two subsystems{
∂tn+∇ · (nu‖) = 0,
∇Pα(n) = qαnE‖ − ναmαnu‖, α = i, e,
and 

qαE⊥ − ναmαuα,⊥ = 0, α = i, e,
−c∇×B = −4πn
∑
α=i,e
qαuα,⊥,
∂tB + c∇× E⊥ = 0.
For more details see Section 2 and Section 4.
Finally we would mention the following works related to the paper: some derivations and numerical
computations of the relative models [1, 2, 5, 35], global existence and large-time behavior for the
damped Euler-Maxwell system [3, 6, 8, 30, 32, 34, 37, 38, 39, 40], global existence in the non-damping
case [12, 14, 22], and asymptotic limits under small parameters [16, 31, 32].
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The rest of the paper is organised as follows. In Section 2, we give the heuristic derivation of diffusion
waves motivated by the classical Darcy’s law. In Section 3 we reformulate the Cauchy problem on
the Euler-Maxwell system around the constant steady state, and study the decay structure of the
linearized homogeneous system by the Fourier energy method. In Section 4, we present the spectral
analysis of the linearized system by three parts. The fist part is for the fluid, the second one for the
electromagnetic field, and the third one for the extra time-decay of solutions with special initial data.
The result in the third part accounts for estimating the inhomogeneous source terms. In Section 5, we
first prove the global existence of solutions by the energy method, show the time asymptotic rate of
solutions around the constant states and then obtain the main result concerning the time asymptotic
rate around linear diffusion waves.
Notations. Let us introduce some notations for the use throughout this paper. C denotes some positive
(generally large) constant and λ denotes some positive (generally small) constant, where both C and
λ may take different values in different places. For two quantities a and b, a ∼ b means λa ≤ b ≤ 1λa
for a generic constant 0 < λ < 1. For any integerm ≥ 0, we use Hm, H˙m to denote the usual
Sobolev space Hm(R3) and the corresponding m-order homogeneous Sobolev space, respectively. Set
L2 = Hm when m = 0. For simplicity, the norm of Hm is denoted by ‖ · ‖m with ‖ · ‖ = ‖ · ‖0. We
use 〈·, ·〉 to denote the inner product over the Hilbert space L2(R3), i.e.
〈f, g〉 =
∫
R3
f(x)g(x)dx, f = f(x), g = g(x) ∈ L2(R3).
For a multi-index α = [α1, α2, α3], we denote ∂
α = ∂α1x1 ∂
α2
x2 ∂
α3
x3 . The length of α is |α| = α1 +α2 +α3.
For simplicity, we also set ∂j = ∂xj for j = 1, 2, 3.
2. Heuristic derivation of diffusion waves
In this section we would provide a heuristic derivation of the large-time asymptotic equations of the
densities, velocities and the electromagnetic field. Indeed, both the densities and the magnetic field
satisfy the diffusion equations with different diffusion coefficients in terms of those physical parameters
appearing in the system, and the velocities and the electric field are defined by the densities and the
magnetic field according to the Darcy’s law.
2.1. Diffusion of densities. We first give a formal derivation of the large-time asymptotic equations
of densities and velocities. Assume the quasineutral condition
ni = ne = n(t, x), ui = ue = u(t, x), (2.1)
and also assume that the background magnetic field is a constant vector, for instance, B = (0, 0, |B|)
is constant along x3-direction. Note that |B| here is not necessarily assumed to be zero.
We start from the asymptotic momentum equations for α = i and e:
∇pα(n) = qαn
(
E +
u
c
×B
)
− ναmαnu. (2.2)
Along B, (2.2) reduces to
∇pα(n) · B = qαnE · B − ναmαnu ·B.
i.e., {∇pi(n) · B = enE · B − νiminu · B,
∇pe(n) · B = −enE ·B − νemenu · B.
It can be further written in the matrix form:(∇pi · B
∇pe · B
)
=
(
en −νimin
−en −νemen
)(
E · B
u ·B
)
.
One can solve E · B and u · B as
u · B = − 1
νeme + νimi
(∇pi +∇pe) ·B
n
,
E ·B = 1
n
(
∇pi
miνi
− ∇pemeνe
)
· B
e
νimi
+ eνeme
.
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Notice that since B = (0, 0, |B|) is along the x3-direction, then
u3 = − 1
νeme + νimi
∂3(pi(n) + pe(n))
n
,
E3 =
1
e
νimi
+ eνeme
∂3
(
pi(n)
miνi
− pe(n)meνe
)
n
.
(2.3)
Along the x1x2-plane normal to B, noticing u×B = (u2|B|,−u1|B|, 0), (2.2) reduces to

∂1pα = qαn
(
E1 +
|B|
c
u2
)
− ναmαnu1,
∂2pα = qαn
(
E2 − |B|
c
u1
)
− ναmαnu2,
i.e., (−mαναn qαnc |B|
− qαnc |B| −mαναn
)(
u1
u2
)
+ qαn
(
E1
E2
)
=
(
∂1pα
∂2pα
)
. (2.4)
This implies (
u1
u2
)
=
(−mαναn qαnc |B|
− qαnc |B| −mαναn
)−1 [
−qαn
(
E1
E2
)
+
(
∂1pα
∂2pα
)]
, (2.5)
for α = i and e. We denote
Aα :=
(−mαναn qαnc |B|
− qαnc |B| −mαναn
)
.
Then letting the right-hand terms of (2.5) be equal for α = i and e further implies
−qinA−1i
(
E1
E2
)
+A−1i
(
∂1pi
∂2pi
)
= −qenA−1e
(
E1
E2
)
+A−1e
(
∂1pe
∂2pe
)
.
Due to the isothermal assumption pα(n) = Tαn, one has
(qinA
−1
i − qenA−1e )
(
E1
E2
)
= (TiA
−1
i − TeA−1e )
(
∂1n
∂2n
)
.
Therefore, (
E1
E2
)
= (qinA
−1
i − qenA−1e )−1(TiA−1i − TeA−1e )
(
∂1n
∂2n
)
. (2.6)
Plugging (2.6) back into (2.5) gives(
u1
u2
)
=
[−qinA−1i (qinA−1i − qenA−1e )−1(TiA−1i − TeA−1e ) + TiA−1i ]
(
∂1n
∂2n
)
. (2.7)
Let us give an explicit computation of the coefficient matrix in (2.7):
G = −qinA−1i (qinA−1i − qenA−1e )−1(TiA−1i − TeA−1e ) + TiA−1i . (2.8)
Notice qi = e, qe = −e, and
A−1α =
1
detAα
(−mαναn − qαnc |B|
qαn
c |B| −mαναn
)
=
1
detAα
ATα ,
where detAα = n
2(m2αν
2
α +
q2α
c2 |B|2). To cancel n2 in detAα, we write
nA−1α =
n
detAα
ATα = −


mανα
m2αν
2
α+
1
c2
e2|B|2
qα
c
|B|
m2αν
2
α+
1
c2
e2|B|2
− qα
c
|B|
m2αν
2
α+
1
c2
e2|B|2
mανα
m2αν
2
α+
1
c2
e2|B|2

 := −Kα.
TWO FLUID EULER-MAXWELL SYSTEM 7
Then one can compute (2.8) as
G = −qinA−1i (qinA−1i − qenA−1e )−1(TiA−1i − TeA−1e ) + TiA−1i
= − en
detAi
ATi
[
en
detAi
ATi +
en
detAe
ATe
]−1 [
Ti
detAi
ATi −
Te
detAe
ATe
]
+
Ti
detAi
ATi
= − en
detAi
ATi (−eM)−1
Ti
detAi
ATi +
en
detAi
ATi (−eM)−1
Te
detAe
ATe + (−eM)(−eM)−1
Ti
detAi
ATi
=
en
detAe
ATe (−eM)−1
Ti
detAi
ATi +
en
detAi
ATi (−eM)−1
Te
detAe
ATe
= −eKe 1−e(Ki +Ke)
−1Ti
n
(−Ki) + (−eKi) 1−e(Ki +Ke)
−1 Te
n
(−Ke)
= −Ti
n
Ke(Ki +Ke)
−1Ki − Te
n
Ki(Ki +Ke)
−1Ke, (2.9)
where M = Ki +Ke. Denoting
Ci = m
2
i ν
2
i +
1
c2
e2|B|2, Ce = m2eν2e +
1
c2
e2|B|2,
one has
Ki +Ke =
1
Ci

 miνi e|B|c
− e|B|c miνi

+ 1
Ce

meνe − e|B|c
e|B|
c meνe


=


miνi
Ci
+ meνeCe
e|B|
c
(
1
Ci
− 1Ce
)
− e|B|c
(
1
Ci
− 1Ce
)
miνi
Ci
+ meνeCe


=


(miνi+meνe)
(
miνimeνe+
e2|B|2
c2
)
CiCe
e|B|
c
(miνi+meνe)(meνe−miνi)
CiCe
− e|B|c (miνi+meνe)(meνe−miνi)CiCe
(miνi+meνe)
(
miνimeνe+
e2|B|2
c2
)
CiCe


=
miνi +meνe
CiCe

 miνimeνe + e
2|B|2
c2
e|B|
c (meνe −miνi)
− e|B|c (meνe −miνi) miνimeνe + e
2|B|2
c2

 .
Hence,
det(Ki +Ke) =
(miνi +meνe)
2
CiCe
,
where we have used the identity
CiCe = m
2
i ν
2
im
2
eν
2
e +
e2|B|2
c2
(m2i ν
2
i +m
2
eν
2
e ) +
(
e2|B|2
c2
)2
.
It is therefore straightforward to see
(Ki +Ke)
−1
=
1
miνi +meνe

miνimeνe + e
2|B|2
c2 − e|B|c (meνe −miνi)
e|B|
c (meνe −miνi) miνimeνe + e
2|B|2
c2

 .
After strenuous computations, one can verify that
Ke (Ki +Ke)
−1Ki = Ki (Ki +Ke)
−1Ke =
1
miνi +meνe
(
1 0
0 1
)
.
Here we have omitted the proof of the above identity for brevity. Plugging this identity into (2.9)
yields that the coefficient matrix G in (2.7) is given by
G =
1
n

− Ti+Temiνi+meνe 0
0 − Ti+Temiνi+meνe

 . (2.10)
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This together with (2.3) imply that
n


u1
u2
u3

 =


− Ti+Temiνi+meνe 0 0
0 − Ti+Temiνi+meνe 0
0 0 − Ti+Temiνi+meνe




∂1n
∂2n
∂3n

 . (2.11)
Therefore, using the first equation of (1.1) for the conservation of mass under the quasineutral as-
sumption (2.1), we obtain that n satisfies the diffusion equation
∂tn− Ti + Te
miνi +meνe
∆n = 0. (2.12)
It remains to determine the components of E normal to B, namely E1 and E2. In fact, (2.4) implies
that
−qαnα
(
E1
E2
)
= Aα
(
u1
u2
)
− Tα
(
∂1n
∂2n
)
,
for α = i and e. Taking α = i for instance and then using (2.7), (2.8) and (2.10), one has(
E1
E2
)
=− 1
en
(−miνin enc |B|
− enc |B| −miνin
)
G
(
∂1n
∂2n
)
+
Ti
en
(
∂1n
∂2n
)
=
(
− 1
en
(−miνin enc |B|
− enc |B| −miνin
)
G+
Ti
en
(
1 0
0 1
))(
∂1n
∂2n
)
=
1
en

 Timeνe−Temiνimiνi+meνe e|B|c Ti+Temiνi+meνe
− e|B|c Ti+Temiνi+meνe Timeνe−Temiνimiνi+meνe

(∂1n
∂2n
)
.
This together with (2.3) imply that
n


E1
E2
E3

 = 1e


Timeνe−Temiνi
miνi+meνe
e|B|
c
Ti+Te
miνi+meνe
0
− e|B|c Ti+Temiνi+meνe Timeνe−Temiνimiνi+meνe 0
0 0 Timeνe−Temiνimiνi+meνe




∂1n
∂2n
∂3n

 . (2.13)
We point out that in the coefficient matrix on the right of (2.13), the diagonal entries are equal and
independent of B, and the non-diagonal entries are skew-symmetric and linear in |B|.
2.2. Diffusion of the magnetic field. Notice that the large-time asymptotic profiles of u and E
given by (2.11) and (2.13) are along the gravitational direction of the diffusive density n determined
by (2.12). Let uα,⊥ (α = i, e) and E⊥ be the asymptotic profiles along the direction normal to the
gravitation of the density. Then by taking the background densities as ni = ne = 1, we expect that
the large-time profile of the magnetic field B is governed by the following system

− eE⊥ +miνiui,⊥ = 0,
eE⊥ +meνeue,⊥ = 0,
− c∇×B + 4π(eui,⊥ − eue,⊥) = 0,
∂tB + c∇× E⊥ = 0.
It is easy to obtain that B satisfies the diffusion equation
∂tB − c
2miνimeνe
4πe2(miνi +meνe)
∆B = 0,
TWO FLUID EULER-MAXWELL SYSTEM 9
and uα,⊥ (α = i, e) and E⊥ are given by

ui,⊥ =
e
miνi
E⊥ =
c
4πe
meνe
miνi +meνe
∇×B,
ue,⊥ = − e
meνe
E⊥ = − c
4πe
miνi
miνi +meνe
∇×B,
E⊥ =
c
4πe2
miνimeνe
miνi +meνe
∇×B.
3. Decay property of linearized system
In this section, we study the time-decay property of solutions to the linearized system basing on the
Fourier energy method. The result of this part is similar to the case of one-fluid in [6], and also similar
to the study of two-species kinetic Vlasov-Maxwell-Boltzmann system in [9]. The main motivation to
present this part is to understand the linear dissipative structure of such complex system as in [36]
in terms of the direct energy method and also provide a clue to the more delicate spectral analysis
to be given later on. Notice that the key estimate (3.17) in this section will be used to deal with the
time-decay property of solutions over the high-frequency domain in the next sections.
3.1. Reformulation of the problem. We assume that the steady state of the Euler-Maxwell system
(1.1) is trivial, taking the form of
nα = 1, uα = 0, E = B = 0.
Before constructing the more accurate large-time asymptotic profile around the trivial steady state, we
first consider the linearized system around the above constant state. For that, let us set ρα = nα − 1
for α = i and e. Then U := [ρα, uα, E,B] satisfies

∂tρα +∇ · uα = g1α,
mα∂tuα + Tα∇ρα − qαE +mαναuα = g2α,
∂tE − c∇×B + 4π
∑
α=i,e
qαuα = g3,
∂tB + c∇× E = 0,
∇ · E = 4π
∑
α=i,e
qαρα, ∇ · B = 0.
(3.1)
Initial data are given by
[ρα, uα, E,B]|t=0 = [nα0 − 1, uα0, E0, B0], (3.2)
with the compatible condition
∇ ·E0 = 4π
∑
α=i,e
qαρα0, ∇ · B0 = 0. (3.3)
Here the nonhomgeneous source terms are


g1α = −∇ · (ραuα) := ∇ · fα,
g2α = −mαuα · ∇uα −
(
p′α(ρα + 1)
ρα + 1
− p
′
α(1)
1
)
∇ρα + qαuα
c
×B,
g3 = −4π
∑
α=i,e
qαραuα.
(3.4)
Notice in the isothermal case that p′α(n) = Tα for any n > 0.
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3.2. Linear decay structure. In this section, for brevity of presentation we still use U = [ρα, uα, E,B]
to denote the solution to the linearized homogeneous system

∂tρα +∇ · uα = 0,
mα∂tuα + Tα∇ρα − qαE +mαναuα = 0,
∂tE − c∇×B + 4π
∑
α=i,e
qαuα = 0,
∂tB + c∇× E = 0,
∇ ·E = 4π
∑
α=i,e
qαρα, ∇ ·B = 0,
(3.5)
with given initial data
[ρα, uα, E,B]|t=0 = [ρα0, uα0, E0, B0], (3.6)
satisfying the compatible condition
∇ ·E0 = 4π
∑
α=i,e
qαρα0, ∇ · B0 = 0. (3.7)
The goal of this section is to apply the Fourier energy method to the Cauchy problem (3.5), (3.6),
(3.7) to show that there exists a time-frequency Lyapunov functional which is equivalent with |Uˆ(t, k)|2
and moreover its dissipation rate can also be characterized by the functional itself. Let us state the
main result of this section as follows.
Theorem 3.1. Let U(t, x), t > 0, x ∈ R3, be a well-defined solution to the system (3.5)-(3.7). There
is a time-frequency Lyapunov functional E(Uˆ (t, k)) with
E(Uˆ(t, k)) ∼ |Uˆ2| :=
∑
α=i,e
|[ρˆα, uˆα]|2 + |Eˆ|2 + |Bˆ|2, (3.8)
such that, for some λ > 0, the Lyapunov inequality
d
dt
E(Uˆ(t, k)) + λ|k|
2
(1 + |k|2)2 E(Uˆ(t, k)) ≤ 0 (3.9)
holds for any t > 0 and k ∈ R3.
Proof. As in [6], we use the following notations. For an integrable function f : R3 → R, its Fourier
transform is defined by
fˆ(k) =
∫
R3
exp(−ix · k)f(x)dx, x · k :=
3∑
j=1
xjkj , k ∈ R3,
where i =
√−1 ∈ C is the imaginary unit. For two complex numbers or vectors a and b, (a|b) denotes
the dot product of a with the complex conjugate of b. Taking the Fourier transform in x for (3.5),
Uˆ = [ρˆα, uˆα, Eˆ, Bˆ] satisfies

∂tρˆα + ik · uˆα = 0,
mα∂tuˆα + Tαikρˆα − qαEˆ +mαναuˆα = 0,
∂tEˆ − cik × Bˆ + 4π
∑
α=i,e
qαuˆα = 0,
∂tBˆ + cik × Eˆ = 0,
ik · Eˆ = 4π
∑
α=i,e
qαρˆα, ik · Bˆ = 0, t > 0, k ∈ R3.
(3.10)
First of all, it is straightforward to obtain from the first four equations of (3.10) that
1
2
d
dt
∑
α=i,e
∣∣∣[√Tαρˆα,√mαuˆα]∣∣∣2 + 1
2
1
4π
d
dt
∣∣∣[Eˆ, Bˆ]∣∣∣2 + ∑
α=i,e
mανα|uˆα|2 = 0. (3.11)
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By taking the complex dot product of the second equation of (3.10) with ikρˆα, replacing ∂tρˆα by the
first equation of (3.10), taking the real part, and taking summation for α = i, e, one has
∂t
∑
α=i,e
R(mαuˆα|ikρˆα) +
∑
α=i,e
Tα|k|2|ρˆα|2 + 4π
∣∣∣∣∣∣
∑
α=i,e
qαρˆα
∣∣∣∣∣∣
2
=
∑
α=i,e
mα|k · uˆα|2 −
∑
α=i,e
mαναR(uˆα|ikρˆα),
which by using the Cauchy-Schwarz inequality, implies
∂t
∑
α=i,e
R(mαuˆα|ikρˆα) + λ
∑
α=i,e
|k|2|ρˆα|2 + 4π
∣∣∣∣∣∣
∑
α=i,e
qαρˆα
∣∣∣∣∣∣
2
≤ C(1 + |k|2)
∑
α=i,e
|uˆα|2.
Dividing it by 1 + |k|2 gives
∂t
∑
α=i,e
R(mαuˆα|ikρˆα)
1 + |k|2 + λ
|k|2
1 + |k|2
∑
α=i,e
|ρˆα|2 + 4π
1 + |k|2
∣∣∣∣∣∣
∑
α=i,e
qαρˆα
∣∣∣∣∣∣
2
≤ C
∑
α=i,e
|uˆα|2. (3.12)
In a similar way, by taking the complex dot product of the second equation of (3.10) with −4πqαEˆ/Tα,
replacing ∂tEˆ by the third equation of (3.10), and taking summation for α = i, e, one has
− ∂t
∑
α=i,e
4πmαqα
Tα
(uˆα|Eˆ) + |k · Eˆ|2 +
∑
α=i,e
4πq2α
Tα
|Eˆ|2 =
∑
α=i,e
4πmαqα
Tα
(uˆα| − cik × Bˆ)
+
∑
α=i,e
4πmαqα
Tα

uˆα|4π ∑
α=i,e
qαuˆα

+ ∑
α=i,e
4πqα
Tα
(mαναuˆα|Eˆ), (3.13)
where we have used ik·Eˆ = 4π ∑
α=i,e
qαρˆα. Taking the real part of (3.13) and using the Cauchy-Schwarz
inequality imply
− ∂t
∑
α=i,e
4πmαqα
Tα
R(uˆα|Eˆ) + |k · Eˆ|2 +
∑
α=i,e
4πq2α
2Tα
|Eˆ|2
≤
∑
α=i,e
4πmαqα
Tα
R(uˆα| − cik × Bˆ) + C
∑
α=i,e
|uˆα|2,
which further multiplying it by |k|2/(1 + |k|2)2 gives
− ∂t
∑
α=i,e
4πmαqα
Tα
|k|2R(uˆα|Eˆ)
(1 + |k|2)2 +
|k|2|k · Eˆ|2
(1 + |k|2)2 +
∑
α=i,e
4πq2α
2Tα
|k|2|Eˆ|2
(1 + |k|2)2
≤
∑
α=i,e
4πmαqα
Tα
|k|2R(uˆα| − cik × Bˆ)
(1 + |k|2)2 + C
∑
α=i,e
|uˆα|2. (3.14)
Similarly, it follows from equations of the electromagnetic field in (3.10) that
∂t(Eˆ| − ik × Bˆ) + c|k × Bˆ|2 = c|k × Eˆ|2 + 4π
∑
α=i,e
(qαuˆα|ik × Bˆ),
which after using Cauchy-Schwarz and dividing it by (1 + |k|2)2, implies
∂t
R(Eˆ| − ik × Bˆ)
(1 + |k|2)2 +
λ|k × Bˆ|2
(1 + |k|2)2 ≤
c|k|2|Eˆ|2
(1 + |k|2)2 + C
∑
α=i,e
|uˆα|2. (3.15)
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Finally, let’s define
E(Uˆ(t, k)) = ∑
α=i,e
∣∣[√Tαρˆα,√mαuˆα]∣∣2 + |[Eˆ, Bˆ]|2 + κ1
∑
α=i,e
R(mαuˆα|ikρˆα)
1 + |k|2
−κ1
∑
α=i,e
4πmαqα
Tα
|k|2R(uˆα|Eˆ)
(1 + |k|2)2 + κ1κ2
R(Eˆ| − ik × Bˆ)
(1 + |k|2)2 ,
for constants 0 < κ2, κ1 ≪ 1 to be determined. Notice that as long as 0 < κi ≪ 1 is small enough
for i = 1, 2, then E(Uˆ (t, k)) ∼ |Uˆ(t)|2 holds true and (3.8) is proved. The sum of (3.11), (3.12)× κ1,
(3.14)× κ1 and (3.15)× κ1κ2 gives
∂tE(Uˆ(t, k)) + λ
∑
α=i,e
|uˆα|2 + λ |k|
2
1 + |k|2
∑
α=i,e
|ρˆα|+ λ|k|
2
(1 + |k|2)2 |[Eˆ, Bˆ]|
2 ≤ 0, (3.16)
where we have used the identity |k × Bˆ|2 = |k|2|Bˆ|2 due to k · Bˆ = 0 and also used the following
Cauchy-Schwarz inequality
κ1
∑
α=i,e
4πmαqα
Tα
|k|2R(uˆα| − ik × Bˆ)
(1 + |k|2)2 ≤
∑
α=i,e
4πmαqα
Tα
κ1|k|4|uˆα|2
4ǫκ2(1 + |k|2)2 +
∑
α=i,e
4πmαqα
Tα
ǫκ1κ2|k|2|Bˆ|2
(1 + |k|2)2 .
First, we chose ǫ > 0 such that
ǫ4π
∑
α=i,e
mαqα
Tα
≤ λ
for λ appearing on the left of (3.15), and then let κ2 > 0 be fixed and let κ1 > 0 be further chosen
small enough. Therefore, (3.9) follows from (3.16) by noticing∑
α=i,e
|uˆα|2 + λ|k|
2
1 + |k|2
∑
α=i,e
|ρα|2 + λ|k|
2
(1 + |k|2)2 |[Eˆ, Bˆ]|
2 ≥ λ|k|
2
(1 + |k|2)2 |Uˆ |
2.
This completes the proof of Theorem 3.1. 
Theorem 3.1 directly leads to the pointwise time-frequency estimate on the modular |Uˆ(t, k)| in
terms of initial data modular |Uˆ0(k)|, which is the same as [6, Corollary 4.1].
Corollary 3.1. Let U(t, x), t ≥ 0, x ∈ R3 be a well-defined solution to the system (3.5)-(3.7). Then,
there are λ > 0, C > 0 such that
|Uˆ(t, k)| ≤ Cexp
(
− λ|k|2t(1+|k|2)2
)
|Uˆ0(k)| (3.17)
holds for any t ≥ 0 and k ∈ R3.
Based on the pointwise time-frequency estimate (3.17), it is also straightforward to obtain the
Lp-Lq time-decay property to the Cauchy problem (3.5)-(3.6). Formally, the solution to the Cauchy
problem (3.5)-(3.6) is denoted by
U(t) = [ρα, uα, E,B] = e
tLU0,
where etL for t ≥ 0 is said to be the linearized solution operator corresponding to the linearized
Euler-Maxwell system.
Corollary 3.2 (see [6] for instance). Let 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0 and let m ≥ 1 be an integer.
Define [
ℓ+ 3
(
1
r
− 1
q
)]
+
=


ℓ, if ℓ is integer and r = q = 2,
[ℓ+ 3(1r − 1q )]− + 1, otherwise,
(3.18)
where [·]− denotes the integer part of the argument. Suppose U0 satisfying (3.7). Then etL satisfies
the following time-decay property:
‖∇meLtU0‖Lq ≤ C(1 + t)−
3
2 (
1
p−
1
q )−
m
2 ‖U0‖Lp
+C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3(
1
r−
1
q )]+U0‖Lr
for any t ≥ 0, where C = C(m, p, r, q, ℓ).
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4. Spectral representation
In order to study the more accurate large-time asymptotic profile, we need to carry out the spectral
analysis of the linearized system.
4.1. Preparations. As in [6], the linearized system (3.5) can be written as two decoupled subsystems
which govern the time evolution of ρα, ∇ · uα, ∇ ·E and ∇× uα, ∇×E and ∇×B respectively. We
decompose the solution to (3.5)-(3.7) into two parts in the form of

ρα(t, x)
uα(t, x)
E(t, x)
B(t, x)

 =


ρα(t, x)
uα,‖(t, x)
E‖(t, x)
0

+


0
uα,⊥(t, x)
E⊥(t, x)
B(t, x)

 , (4.1)
where uα,‖, uα,⊥ are defined by
uα,‖ = −(−∆)−1∇∇ · uα, uα,⊥ = (−∆)−1∇× (∇× uα),
and likewise for E‖, E⊥. For brevity, the first part on the right of (4.1) is called the fluid part and
the second part is called the electromagnetic part, and we also write
U‖ = [ρi, ρe, ui,‖, ue,‖], U⊥ = [ui,⊥, ue,⊥, E⊥, B].
Notice that to the end, E‖ is always given by
E‖ = 4πe∆
−1∇(ρi − ρe).
We now derive the equations of U‖ and U⊥ and their asymptotic equations that one may expect in
the large time. Taking the divergence of the second equation of (3.5), it follows that{
∂tρα +∇ · uα = 0,
mα∂t(∇ · uα)− qα∇ · E + Tα∆ρα +mανα∇ · uα = 0. (4.2)
Applying ∆−1∇ to the second equation of (4.2) and noticing ∇ · uα = ∇ · uα,‖, we see that the fluid
part U‖ satisfies {
∂tρα +∇ · uα,‖ = 0,
mα∂tuα,‖ − qαE‖ + Tα∇ρα +mαναuα,‖ = 0. (4.3)
Initial data are given by
[ρα, uα,‖]|t=0 = [ρα0, uα0,‖]. (4.4)
As seen later on and also in the sense of the Darcy’s law, the expected asymptotic profile of the fluid
part satisfies {
∂tρ¯+∇ · u¯‖ = 0,
Tα∇ρ¯− qαE¯‖ +mαναu¯‖ = 0,
with initial data
ρ¯|t=0 = ρ¯0 = miνi
miνi +meνe
ρi0 +
meνe
miνi +meνe
ρe0.
Therefore, ρ¯, u¯‖ and E¯‖ are determined according to the following equations

∂tρ¯− Ti + Te
miνi +meνe
∆ρ¯ = 0,
u¯‖ = −
Ti + Te
miνi +meνe
∇ρ¯,
E¯‖ =
Timeνe − Temiνi
e(miνi +meνe)
∇ρ¯,
(4.5)
where initial data u¯0,‖ and E¯0,‖ of u¯‖ and E¯‖ are determined by ρ¯0 in terms of the last two equations
of (4.5), respectively. For later use, let us define P¯ 1(ik), P¯ 2(ik), P¯ 3(ik) to be three row vectors in R8
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by
P¯ 1(ik) =:
[
miνi
miνi +meνe
,
meνe
miνi +meνe
, 0, 0
]
,
P¯ 2(ik) =:
[
− Ti + Te
miνi +meνe
miνi
miνi +meνe
ik, − Ti + Te
miνi +meνe
meνe
miνi +meνe
ik, 0, 0
]
,
P¯ 3(ik) =:
[
Timeνe − Temiνi
e(miνi +meνe)
miνi
miνi +meνe
ik,
Timeνe − Temiνi
e(miνi +meνe)
meνe
miνi +meνe
ik, 0, 0
]
.
Then the large-time asymptotic profile can be expressed in terms of the Fourier transform by
ˆ¯ρ = exp
(
− Ti + Te
miνi +meνe
|k|2t
)
P¯ 1(ik)UˆT‖0, (4.6)
ˆ¯u‖ = exp
(
− Ti + Te
miνi +meνe
|k|2t
)
P¯ 2(ik)UˆT‖0, (4.7)
ˆ¯E‖ = exp
(
− Ti + Te
miνi +meνe
|k|2t
)
P¯ 3(ik)UˆT‖0. (4.8)
The electromagnetic part satisfies the following equations:

mi∂tui,⊥ − eE⊥ +miνiui,⊥ = 0,
me∂tue,⊥ + eE⊥ +meνeue,⊥ = 0,
∂tE⊥ − c∇× B + 4π(eui,⊥ − eue,⊥) = 0,
∂tB + c∇× E⊥ = 0,
(4.9)
with initial data
[uα,⊥, E⊥, B]|t=0 = [uα0,⊥, E0,⊥, B0]. (4.10)
The expected large-time asymptotic profile for the electromagnetic part is determined by the following
equations in the sense of Darcy’s law again:

− eE¯⊥ +miνiu¯i,⊥ = 0,
eE¯⊥ +meνeu¯e,⊥ = 0,
− c∇× B¯ + 4π(eu¯i,⊥ − eu¯e,⊥) = 0,
∂tB¯ + c∇× E¯⊥ = 0.
(4.11)
As before, it is straightforward to obtain that

∂tB¯ − c
2miνimeνe
4πe2(miνi +meνe)
∆B¯ = 0,
u¯i,⊥ =
e
miνi
E¯⊥ =
c
4πe
meνe
miνi +meνe
∇× B¯,
u¯e,⊥ = − e
meνe
E¯⊥ = − c
4πe
miνi
miνi +meνe
∇× B¯,
E¯⊥ =
c
4πe2
miνimeνe
miνi +meνe
∇× B¯.
(4.12)
with initial data
B¯|t=0 = B0,
where initial data u¯i0,⊥, u¯e0,⊥, E¯0,⊥ are given from B¯0 according to the last three equations of (4.12).
Notice that the asymptotic profile B¯ of the magnetic field can be expressed in term of the Fourier
transform by
ˆ¯B(t, k) = exp
(
− c
2miνimeνe
4πe2(miνi +meνe)
|k|2t
)
Bˆ0(k). (4.13)
4.2. Spectral representation for fluid part.
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4.2.1. Asymptotic expansions and expressions. After taking the Fourier transformation in x for (4.3),
replacing Eˆ‖ by −4π ik|k|2 (eρˆi− eρˆe), the fluid part Uˆ‖ = [ρˆi, ρˆe, uˆi,‖, uˆe,‖] satisfies the following system
of 1st-order ODEs 

∂tρˆi + ik · uˆi,‖ = 0,
∂tρˆe + ik · uˆe,‖ = 0,
∂tuˆi,‖ +
Ti
mi
ikρˆi +
4πe2
mi
ik
|k|2 ρˆi −
4πe2
mi
ik
|k|2 ρˆe + νiuˆi,‖ = 0,
∂tuˆe,‖ +
Te
me
ikρˆe +
4πe2
me
ik
|k|2 ρˆe −
4πe2
me
ik
|k|2 ρˆi + νeuˆe,‖ = 0.
(4.14)
Initial data are given as
Uˆ‖(t, k)|t=0 = Uˆ‖0(k) =: [ρˆi0, ρˆe0, k˜k˜ · uˆi0, k˜k˜ · uˆe0]. (4.15)
Then the solution to (4.14), (4.15) can be written as
Uˆ‖(t, k)
T = eA(ik)tUˆ‖0(k)
T ,
with the matrix A(ik) defined by
A(ik) =:


0 0 −ζ 0
0 0 0 −ζ
− Timi ζ − 4πe
2
mi
ζ
|ζ|2
4πe2
mi
ζ
|ζ|2 −νi 0
4πe2
me
ζ
|ζ|2 − Teme ζ − 4πe
2
me
ζ
|ζ|2 0 −νe

 ,
where we have denoted ζ = ik on the right. In the sequel, for brevity, with a little abuse of notation,
for a positive integer ℓ, we also use ζℓ to denote |ζ|ℓ−1ζ if ℓ is odd, and |ζ|ℓ if ℓ is even.
By direct computation, we see that the characteristic polynomial of A(ζ) is
det(λI −A(ik)) = λ4 + (νi + νe)λ3 +
(
νiνe −
(
Ti
mi
+
Te
me
)
ζ2 + 4π
(
e2
mi
+
e2
me
))
λ2
+
(
−
(
Ti
mi
νe +
Te
me
νi
)
ζ2 + 4π
(
e2
mi
νe +
e2
me
νi
))
λ
+
(
TiTe
mime
ζ4 − 4πe
2(Ti + Te)
mime
ζ2
)
. (4.16)
It follows from (4.16) that
4∑
i=1
λj = −(νi + νe),
∑
1≤i6=j≤4
λiλj = νiνe −
(
Ti
mi
+
Te
me
)
ζ2 + 4π
(
e2
mi
+
e2
me
)
,
4∏
i=1
λj =
TiTe
mime
ζ4 − 4πe
2(Ti + Te)
mime
ζ2.
First, we analyze the roots of the above characteristic equation (4.16) and their asymptotic prop-
erties as |ζ| → 0. The perturbation theory (see [17] or [24]) for one-parameter family of matrix A(ζ)
for |ζ| → 0 implies that λj(ζ) has the following asymptotic expansions:
λj(ζ) =
+∞∑
ℓ=0
λ
(ℓ)
j |ζ|ℓ.
Notice that λ
(0)
j are the roots of the following equation:
λg(λ) = 0,
with
g(λ) = λ3 + (νi + νe)λ
2 +
(
νiνe + 4π
(
e2
mi
+
e2
me
))
λ+ 4π
(
e2
mi
νe +
e2
me
νi
)
.
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For later use we also set
g(λ) = λ3 + c2λ
2 + c1λ+ c0. (4.17)
One can list some elementary properties of the function g(λ) as follows:
• g(0) = 4π
(
e2
mi
νe +
e2
me
νi
)
> 0;
• g(−(νi + νe)) = −ν2i νe − νiν2e − 4π
(
e2
mi
νi +
e2
me
νe
)
< 0;
• g′(λ) = 3λ2 + 2(νi + νe)λ+
(
νiνe + 4π
(
e2
mi
+ e
2
me
))
≥ νiνe + 4π
(
e2
mi
+ e
2
me
)
> 0 for λ ≥ 0;
• g′(λ) = λ2 + 2(λ + νi + νe)λ +
(
νiνe + 4π
(
e2
mi
+ e
2
me
))
≥ νiνe + 4π
(
e2
mi
+ e
2
me
)
> 0, for
λ ≤ −(νi + νe);
• g(λ) is strictly increasing over λ ≤ −(νi + νe) or λ ≥ 0.
The above properties imply that the equation g(λ) = 0 has at least one real root denoted by σ which
satisfies −(νi + νe) < σ < 0. At this time, although we have known that there is at least one real
root, it is not clear whether these roots are distinct or not. We can distinguish several possible cases
using the discriminant,
∆ = 18c2c1c0 − 4c32c0 + c22c21 − 4c31 − 27c20.
• ∆ > 0, then g(λ) = 0 has three distinct real roots;
• ∆ < 0, then g(λ) = 0 has one real root and two nonreal complex conjugate roots;
• ∆ = 0, then g(λ) = 0 has a multiple root and all its roots are real.
Through the paper, we only consider the first two cases. Note that the third case is much harder to
study as Puiseux expansions of the eigenvalues have to be used in that case. Under this assumption,
in order to give the asymptotic expressions of eA(ik)t as |k| → 0, we see that the solution matrix eA(ik)t
has the spectral decomposition
eA(ik)t =
4∑
j=1
exp(λj(ik)t)Pj(ik),
where λj(ζ) are the eigenvalues of A(ζ) and Pj(ζ) are the corresponding eigenprojections. Notice that
Pj(ζ) can be written as
Pj(ζ) =
∏
ℓ 6=j
A(ζ) − λℓ(ζ)I
λj(ζ)− λℓ(ζ) ,
where we have assumed that all λj(ζ) are distinct to each other.
In terms of the graph of g(λ), one can see when ∆ > 0, g(λ) = 0 has three distinct negative real
roots. When ∆ < 0, assuming that a+ bi, a− bi are two conjugate complex roots and plugging a+ bi
into g(λ) = 0, one has the following two equations:
Re : a3 − 3ab2 + (νi + νe)(a2 − b2) +
(
νiνe + 4π
(
e2
mi
+
e2
me
))
a+ 4π
(
e2
mi
νe +
e2
me
νi
)
= 0,
Im : 3a2b− b3 + 2(νi + νe)ab+
(
νiνe + 4π
(
e2
mi
+
e2
me
))
b = 0.
Since b 6= 0, substituting
b2 = 3a2 + 2(νi + νe)a+
(
νiνe + 4π
(
e2
mi
+
e2
me
))
back into the equation of the real part above, we have
(2a)3 + 2(2a)2(νi + νe) + 2a
(
νiνe + 4π
(
e2
mi
+
e2
me
)
+ (νi + νe)
2
)
+
(
ν2i νe + ν
2
eνi +
4πe2
mi
νi +
4πe2
me
νe
)
= 0
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Then the above equation must have only one real negative root. By straightforward computations
and using (4.16), we find that
λ1(|k|) = Ti + Te
miνi +meνe
ζ2 + λ
(4)
1 ζ
4 +O(|ζ|5),
λj(|k|) = σj +O(|ζ|2), for j = 2, 3, 4,
(4.18)
where σj (j = 2, 3, 4) are the roots of g(λ) = 0, satisfying
ℜσj < 0,
4∑
j=2
σj = −(νi + νe), σ2σ3σ4 = −4π
(
e2
mi
νe +
e2
me
νi
)
,
and λ
(4)
1 is to be defined later on.
After checking the coefficient of ζ4 in (4.16), we can get some information of λ
(4)
1 which is necessary
for the coefficient of ζ2 in λ2λ3λ4. In the case λ = λ1 in (4.16), the coefficient of ζ
4 is(
νiνe +
4πe2
mi
+
4πe2
me
)(
λ
(2)
1
)2
−
(
Ti
mi
νe +
Te
me
νi
)
λ
(2)
1
+4π
(
e2
mi
νe +
e2
me
νi
)
λ
(4)
1 +
(
TiTe
mime
)
= 0,
which implies that
λ
(4)
1(
λ
(2)
1
)2 =−
(
νiνe + 4π
(
e2
mi
+ e
2
me
))
−
(
Ti
mi
νe +
Te
me
νi
)
miνi+meνe
Ti+Te
+ TiTemime
[
miνi+meνe
Ti+Te
]2
4πe2
mi
νe +
4πe2
me
νi
=−
miνimeνe + 4πe
2(mi +me)− (Timeνe + Temiνi) miνi+meνeTi+Te + TiTe
[
miνi+meνe
Ti+Te
]2
4πe2(miνi +meνe)
,
and
λ2λ3λ4 =
TiTe
mime
ζ4 − 4πe2(Ti+Te)mime ζ2
Ti+Te
miνi+meνe
ζ2 + λ
(4)
1 ζ
4 +O(|ζ|5)
=
(
TiTe
mime
ζ2 − 4πe
2(Ti + Te)
mime
)miνi +meνe
Ti + Te
− λ
(4)
1(
λ
(2)
1
)2 ζ2 +O(|ζ|3)


=− 4π
(
e2
mi
νe +
e2
me
νi
)
+

 TiTe
mime
miνi +meνe
Ti + Te
+
4πe2(Ti + Te)
mime
λ
(4)
1(
λ
(2)
1
)2

 ζ2 +O(|ζ|3).
Next, we estimate P1(ζ) exactly. In the following, we denote
[A(ζ)]2 ,
(
a
(2)
ij
)
4×4
, [A(ζ)]3 ,
(
a
(3)
ij
)
4×4
.
One can compute
[A(ζ)]2 =


Ti
mi
ζ2 − 4πe2mi 4πe
2
mi
νiζ 0
4πe2
me
Te
me
ζ2 − 4πe2me 0 νeζ
Ti
mi
νiζ +
4πe2
mi
νi
ζ
|ζ|2 − 4πe
2
mi
νi
ζ
|ζ|2
Ti
mi
ζ2 − 4πe2mi + ν2i 4πe
2
mi
− 4πe2me νe
ζ
|ζ|2
Te
me
νeζ +
4πe2
me
νe
ζ
|ζ|2
4πe2
me
Te
me
ζ2 − 4πe2me + ν2e


,
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and
[A(ζ)]3 =


− Timi νiζ2 + 4πe
2
mi
νi − 4πe2mi νi − Timi ζ3 + 4πe
2
mi
ζ − ν2i ζ − 4πe
2
mi
ζ
− 4πe2me νe −
Te
me
νeζ
2 + 4πe
2
me
νe − 4πe2me ζ −
Te
me
ζ3 + 4πe
2
me
ζ − ν2eζ
a
(3)
31 a
(3)
32 a
(3)
33 a
(3)
34
a
(3)
41 a
(3)
42 a
(3)
43 a
(3)
44


,
where
a
(3)
31 = −
(
Ti
mi
)2
ζ3 +
(
2
Ti
mi
4πe2
mi
− Ti
mi
ν2i
)
ζ +
((
4πe2
mi
)2
− 4πe
2
mi
ν2i +
4πe2
mi
4πe2
me
)
ζ
|ζ|2 ,
a
(3)
32 = −
(
Ti
mi
4πe2
mi
+
Te
me
4πe2
mi
)
ζ −
((
4πe2
mi
)2
− 4πe
2
mi
ν2i +
4πe2
mi
4πe2
me
)
ζ
|ζ|2 ,
a
(3)
33 = −2
Ti
mi
νiζ
2 + 2
4πe2
mi
νi − ν3i ,
a
(3)
34 = −
4πe2
mi
νi − 4πe
2
mi
νe,
a
(3)
41 = −
(
Ti
mi
4πe2
me
+
Te
me
4πe2
me
)
ζ −
((
4πe2
me
)2
− 4πe
2
me
ν2e +
4πe2
mi
4πe2
me
)
ζ
|ζ|2 ,
a
(3)
42 = −
(
Te
me
)2
ζ3 +
(
2
Te
me
4πe2
me
− Te
me
ν2e
)
ζ +
((
4πe2
me
)2
− 4πe
2
me
ν2e +
4πe2
mi
4πe2
me
)
ζ
|ζ|2 ,
a
(3)
43 = −
4πe2
me
νe − 4πe
2
me
νi,
a
(3)
44 = −2
Te
me
νeζ
2 + 2
4πe2
me
νe − ν3e .
Note that we must deal with terms involving ζ|ζ|2 carefully, since they contain singularity as |k| → 0.
By using (4.18), we estimate the numerator and denominator of P1(ik), respectively, in the following
way that
P den1 =:
+∞∑
ℓ=0
g(ℓ)ζℓ = 4π
(
νi
e2
me
+ νe
e2
mi
)
+ g(2)ζ2 +O(|ζ|3),
and
P num1 =[A(ζ)]
3 − (λ2 + λ3 + λ4)[A(ζ)]2) + (λ2λ3 + λ2λ4 + λ3λ4)[A(ζ)] − λ2λ3λ4I
=[A(ζ)]3 + (νi + νe + λ1)[A(ζ)]
2
+
(
νiνe −
(
Ti
mi
+
Te
me
)
ζ2 +
(
4πe2
mi
+
4πe2
me
)
− λ1(λ2 + λ3 + λ4)
)
[A(ζ)] − λ2λ3λ4I
= : (fij)4×4.
Notice that
1
P den1
=
1
4π
(
νi
e2
me
+ νe
e2
mi
) − g(2)[
g(0)
]2 ζ2 +O(|ζ|3).
Let us compute fij (1 ≤ i, j ≤ 4) as follows. For f11, one has
f11(ζ) = − Ti
mi
νiζ
2 +
4πe2
mi
νi + (νi + νe + λ1)
(
Ti
mi
ζ2 − 4πe
2
mi
)
− λ2λ3λ4 =:
+∞∑
ℓ=0
f
(ℓ)
11 |ζ|ℓ,
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where
f
(0)
11 =
4πe2
mi
νi − 4πe
2
mi
(νi + νe) + νi
4πe2
me
+ νe
4πe2
mi
=
4πe2
me
νi,
f
(1)
11 = 0,
f
(2)
11 =−
Ti
mi
νi +
Ti
mi
(νi + νe)− 4πe
2
mi
Ti + Te
miνi +meνe
−

 TiTe
mime
miνi +meνe
Ti + Te
+
4πe2(Ti + Te)
mime
λ
(4)
1(
λ
(2)
1
)2


=
4πe2
me
Ti + Te
miνi +meνe
+
Timeνe − Temiνi
mime
miνi
miνi +meνe
,
and therefore,
f11(ζ) =
4πe2
me
νi +
(
4πe2
me
Ti + Te
miνi +meνe
+
Timeνe − Temiνi
mime
miνi
miνi +meνe
)
ζ2 + O(|ζ|3).
In a similar way, we can get
f12(ζ) =
4πe2
mi
νe +
4πe2
mi
Ti + Te
miνi +meνe
ζ2 +O(|ζ|4),
f13(ζ) = −4πe
2
me
ζ +O(|ζ|3),
f14(ζ) = −4πe
2
mi
ζ,
and
f21(ζ) =
4πe2
me
νi +
4πe2
me
Ti + Te
miνi +meνe
ζ2 +O(|ζ|4).
For f22(ζ), one has
f22(ζ) = − Te
me
νeζ
2 +
4πe2
me
νe + (νi + νe + λ1)
(
Te
me
ζ2 − 4πe
2
me
)
− λ2λ3λ4 =
+∞∑
ℓ=0
f
(ℓ)
22 ζ
ℓ,
where
f
(0)
22 =
4πe2
me
νe − 4πe
2
me
(νi + νe) + νi
4πe2
me
+ νe
4πe2
mi
=
4πe2
mi
νe,
f
(1)
22 = 0,
f
(2)
22 =−
Te
me
νe +
Te
me
(νi + νe)− 4πe
2
me
Ti + Te
miνi +meνe
−

 TiTe
mime
miνi +meνe
Ti + Te
+
4πe2(Ti + Te)
mime
λ
(4)
1(
λ
(2)
1
)2

 ,
=
4πe2
mi
Ti + Te
miνi +meνe
− Timeνe − Temiνi
mime
meνe
miνi +meνe
.
Therefore,
f22(ζ) =
4πe2
mi
νe +
(
4πe2
mi
Ti + Te
miνi +meνe
− Timeνe − Temiνi
mime
meνe
miνi +meνe
)
ζ2 + O(|ζ|3).
Similarly, one has
f23(ζ) = −4πe
2
me
ζ, f24(ζ) = −4πe
2
mi
ζ +O(|ζ|3).
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Moreover, it holds that
f31(ζ) =−
(
Ti
mi
)2
ζ3 +
(
2
Ti
mi
4πe2
mi
− Ti
mi
ν2i
)
ζ +
((
4πe2
mi
)2
− 4πe
2
mi
ν2i +
4πe2
mi
4πe2
me
)
ζ
|ζ|2
+ (νi + νe + λ1)
(
Ti
mi
νiζ +
4πe2
mi
νi
ζ
|ζ|2
)
+
(
νiνe −
(
Ti
mi
+
Te
me
)
ζ2 +
(
4πe2
mi
+
4πe2
me
)
− λ1(λ2 + λ3 + λ4)
)(
− Ti
mi
ζ − 4πe
2
mi
ζ
|ζ|2
)
.
In the expression of f31(ζ) above, since the coefficient of
ζ
|ζ|2 is vanishing, i.e.((
4πe2
mi
)2
− 4πe
2
mi
ν2i +
4πe2
mi
4πe2
me
)
+ (νi + νe)
4πe2
mi
νi −
(
νiνe + 4π
(
e2
mi
+
e2
me
))
4πe2
mi
= 0,
and the coefficient of ζ is given by(
2
Ti
mi
4πe2
mi
− Ti
mi
ν2i
)
+ (νi + νe)
Ti
mi
νi − Ti + Ti
miνi +meνe
4πe2
mi
νi
−
(
νiνe +
(
4πe2
mi
+
4πe2
me
))
Ti
mi
−
(
Ti
mi
+
Te
me
)
4πe2
mi
+ (νi + νe)
Ti + Ti
miνi +meνe
4πe2
mi
= −4πe
2(Ti + Te)
mime
miνi
miνi +meνe
,
it follows that
f31(ζ) = −4πe
2(Ti + Te)
mime
miνi
miνi +meνe
ζ +O(|ζ|3).
Similarly we can calculate f32(ζ), f33(ζ), f34(ζ) and f4j(ζ) (j = 1, 2, 3, 4) as follows:
f32(ζ) = −4πe
2(Ti + Te)
mime
meνe
miνi +meνe
ζ +O(|ζ|3),
f33(ζ) = O(|ζ|2),
f34(ζ) = O(|ζ|2),
f41(ζ) = −4πe
2(Ti + Te)
mime
miνi
miνi +meνe
ζ +O(|ζ|3),
f42(ζ) = −4πe
2(Ti + Te)
mime
meνe
miνi +meνe
ζ +O(|ζ|3),
f43(ζ) = O(|ζ|2),
f44(ζ) = O(|ζ|2).
Let P 1j (ik), P
2
j (ik), P
3
j (ik), P
4
j (ik) be the four row vectors of Pj(ik), j = 1, 2, 3, 4. According to
the above computations, we have
P 11 (ik) =
1
P den1


4πe2
me
νi +
(
4πe2
me
Ti+Te
miνi+meνe
+ Timeνe−Temiνimime
miνi
miνi+meνe
)
ζ2 +O(|ζ|3)
4πe2
mi
νe +
4πe2
mi
Ti+Te
miνi+meνe
ζ2 +O(|ζ|3)
− 4πe2me ζ +O(|ζ|3)
− 4πe2mi ζ


T
,
P 21 (ik) =
1
P den1


4πe2
me
νi +
4πe2
me
Ti+Te
miνi+meνe
ζ2 +O(|ζ|3)
4πe2
mi
νe +
(
4πe2
mi
Ti+Te
miνi+meνe
− Timeνe−Temiνimime
meνe
miνi+meνe
)
ζ2 +O(|ζ|3)
− 4πe2me ζ
− 4πe2mi ζ +O(|ζ|3)


T
,
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P 31 (ik) =
1
P den1


− 4πe2(Ti+Te)mime
miνi
miνi+meνe
ζ +O(|ζ|3)
− 4πe2(Ti+Te)mime
meνe
miνi+meνe
ζ +O(|ζ|3)
O(|ζ|2)
O(|ζ|2)


T
,
and
P 41 (ik) =
1
P den1


− 4πe2(Ti+Te)mime
miνi
miνi+meνe
ζ +O(|ζ|3)
− 4πe2(Ti+Te)mime
meνe
miνi+meνe
ζ +O(|ζ|3)
O(|ζ|2)
O(|ζ|2)


T
.
Then we have the expressions of ρˆα(ζ), uˆα,‖(ζ) and Eˆ‖(ζ) for |k| → 0 as follows:
ρˆi(ζ) =
exp (λ1(ik)t)Uˆ‖0(k)
P den1


4πe2
me
νi +
(
4πe2
me
Ti+Te
miνi+meνe
+ Timeνe−Temiνimime
miνi
miνi+meνe
)
ζ2 +O(|ζ|3)
4πe2
mi
νe +
4πe2
mi
Ti+Te
miνi+meνe
ζ2 +O(|ζ|4)
− 4πe2me ζ +O(|ζ|3)
− 4πe2mi ζ


+
4∑
j=2
exp (λj(ik)t)P
1
j (ik)Uˆ‖0(k)
T
=exp (λ1(ik)t)P¯
1Uˆ‖0(k)
T +O(|k|) exp (λ1(ik)t)
∣∣∣Uˆ‖0(k)∣∣∣ + 4∑
j=2
exp (λj(ik)t)P
1
j (ik)Uˆ‖0(k)
T ,
ρˆe(ζ) =
exp (λ1(ik)t)Uˆ‖0(k)
P den1


4πe2
me
νi +
4πe2
me
Ti+Te
miνi+meνe
ζ2 +O(|ζ|4)
4πe2
mi
νe +
(
4πe2
mi
Ti+Te
miνi+meνe
− Timeνe−Temiνimime meνemiνi+meνe
)
ζ2 +O(|ζ|3)
− 4πe2me ζ
− 4πe2mi ζ +O(|ζ|3)


+
4∑
j=2
exp (λj(ik)t)P
2
j (ik)Uˆ‖0(k)
T
=exp (λ1(ik)t)P¯
1Uˆ‖0(k)
T +O(|k|) exp (λ1(ik)t)|Uˆ‖0(k)|+
4∑
j=2
exp (λj(ik)t)P
2
j (ik)Uˆ‖0(k)
T ,
uˆi,‖(ζ) =
exp (λ1(ik)t)Uˆ‖0(k)
P den1


− 4πe2(Ti+Te)mime
miνi
miνi+meνe
ζ +O(|ζ|3)
− 4πe2(Ti+Te)mime
meνe
miνi+meνe
ζ +O(|ζ|3)
O(|ζ|2)
O(|ζ|2)


+
4∑
j=2
exp (λj(ik)t)P
3
j (ik)Uˆ‖0(k)
T
=exp (λ1(ik)t)P¯
2Uˆ‖0(k)
T +O(|k|2) exp (λ1(ik)t)|Uˆ‖0(k)|+
4∑
j=2
exp (λj(ik)t)P
3
j (ik)Uˆ‖0(k)
T ,
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uˆe,‖(ζ) =
exp (λ1(ik)t)Uˆ‖0(k)
P den1


− 4πe2(Ti+Te)mime miνimiνi+meνe ζ +O(|ζ|3)
− 4πe2(Ti+Te)mime meνemiνi+meνe ζ +O(|ζ|3)
O(|ζ|2)
O(|ζ|2)


+
4∑
j=2
exp (λj(ik)t)P
4
j (ik)Uˆ‖0(k)
T
=exp (λ1(ik)t)P¯
2Uˆ‖0(k)
T +O(|k|2) exp (λ1(ik)t)|Uˆ‖0(k)|+
4∑
j=2
exp (λj(ik)t)P
4
j (ik)Uˆ‖0(k)
T .
Finally, noticing
P 11 (ik)− P 21 (ik) =
1
P den1


Timeνe−Temiνi
mime
miνi
miνi+meνe
ζ2 +O(|ζ|4)
Timeνe−Temiνi
mime
meνe
miνi+meνe
ζ2 +O(|ζ|3)
O(|ζ|3)
O(|ζ|3)


T
,
we also have
Eˆ‖ =− 4π
ik
|k|2
∑
α
qαρα = −4π ik|k|2 (eρˆi − eρˆe)
=− 4πe ik|k|2 exp(λ1(ik)t)
(
P 11 (ik)− P 21 (ik)
)
Uˆ‖0(k)
T
− 4πe ik|k|2
4∑
j=2
exp (λj(ik)t)
(
P 1j (ik)− P 2j (ik)
)
Uˆ‖0(k)
T
=exp(λ1(ik)t)P¯
3UˆT‖0 +O(|k|2) exp(λ1(ik)t)
∣∣∣Uˆ‖0(k)∣∣∣
− 4πe ik|k|2
4∑
j=2
exp (λj(ik)t)
(
P 1j (ik)− P 2j (ik)
)
Uˆ‖0(k)
T .
(4.19)
4.2.2. Error estimates.
Lemma 4.1. There is r0 > 0 such that for |k| ≤ r0 and t ≥ 0, the error term |U‖ − U‖| can be
bounded as
|ρˆα(t, k)− ˆ¯ρ(t, k)| ≤ C|k| exp
(−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣+ C exp (−λt) ∣∣∣Uˆ‖0(k)∣∣∣ , (4.20)
|uˆα,‖(t, k)− ˆ¯u‖(t, k)| ≤ C|k|2 exp
(−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣
+C exp (−λt)
(∣∣∣Uˆ‖0(k)∣∣∣+ ∣∣∣Eˆ‖0(k)∣∣∣) , (4.21)
|Eˆ‖(t, k)− ˆ¯E‖(t, k)| ≤ C|k|2 exp
(−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣+ C exp (−λt)(∣∣∣Uˆ‖0(k)∣∣∣+ ∣∣∣Eˆ‖0(k)∣∣∣) ,(4.22)
where C and λ are positive constants.
Proof. It follows from the expressions of ρˆα(ζ) and ˆ¯ρ(ζ) that
ρˆi(ζ) − ˆ¯ρ(ζ)
= exp (λ1(ik)t)P¯
1Uˆ‖0(k)
T − exp
(
− Ti + Te
miνi +meνe
|k|2t
)
P¯ 1Uˆ‖0(k)
T
+O(|k|) exp (λ1(ik)t)
∣∣∣Uˆ‖0(k)∣∣∣+ 4∑
j=2
exp (λj(ik)t)P
1
j (ik)Uˆ‖0(k)
T
:=Rˆ11(ik) + Rˆ12(ik) + Rˆ13(ik).
We have from (4.18) that
λ1(ik) +
Ti + Te
miνi +meνe
|k|2 = O(|k|4),
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and ∣∣∣∣exp (λ1(ik)t)− exp
(
− Ti + Te
miνi +meνe
|k|2t
)∣∣∣∣
= exp
(
− Ti + Te
miνi +meνe
|k|2t
) ∣∣∣∣exp
(
λ1(ik)t+
Ti + Te
miνi +meνe
|k|2t
)
− 1
∣∣∣∣
≤ C exp
(
− Ti + Te
miνi +meνe
|k|2t
)
|k|4t exp (C|k|4t)
≤ C|k|2 exp (−λ|k|2t),
as |k| → 0. Therefore, we obtain that∣∣∣Rˆ11(ik)∣∣∣ ≤ C|k|2 exp (−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣ as |k| → 0.
Note that ℜλ1(ik) ≤ −λ|k|2 and |exp(λ1(ik)t)| ≤ exp(−λ|k|2t) as |k| → 0. Consequently, we find
that ∣∣∣Rˆ12(ik)∣∣∣ ≤ C|k|exp(−λ|k|2t) as |k| → 0.
Now it suffices to estimate
∣∣∣Rˆ13(ik)∣∣∣. Recall Re σj < 0 for j = 2, 3, 4. This together with (4.18) give
exp(λj(ik)t) ≤ exp(−λt) as |k| → 0. Also notice P 1j (ik) = O(1). Thus we have∣∣∣Rˆ13(ik)∣∣∣ ≤ Cexp(−λt) ∣∣∣Uˆ‖0(k)∣∣∣ as |k| → 0.
In a similar way, we can get
|ρˆe(k)− ˆ¯ρ(k)| ≤ C|k| exp
(−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣+ C exp (−λt) ∣∣∣Uˆ‖0(k)∣∣∣ .
This then proves the desired estimate (4.20).
To consider the rest estimates, one has to prove that
P 3j U
T
‖0(k), P
4
j U
T
‖0(k),
ik
|k|2
4∑
j=2
(
P 1j (ik)− P 2j (ik)
)
UT‖0(k),
are all bounded. Notice that those terms include ζ|ζ|2 which is singular as |k| → 0. For j = 2, 3, 4, by
using (4.18), we see that
P denj =
∏
ℓ 6=j
(λj(ζ)− λl(ζ)) = O(1),
and
P numj =[A(ζ)]
3 + (νi + νe + λj)[A(ζ)]
2
+
(
νiνe −
(
Ti
mi
+
Te
me
)
ζ2 + 4π
(
e2
mi
+
e2
me
)
+ λj(νi + νe + λj)
)
A(ζ)
− λ2λ3λ4I
:=(gjil)4×4.
(4.23)
We have to be careful to treat the third row and the fourth row involving ζ|ζ|2 . It is straightforward
to compute gj31 as
gj31(ζ) =−
(
Ti
mi
)2
ζ3 +
(
2
Ti
mi
4πe2
mi
− Ti
mi
ν2i
)
ζ +
((
4πe2
mi
)2
− 4πe
2
mi
ν2i +
4πe2
mi
4πe2
me
)
ζ
|ζ|2
+ (νi + νe + λj)
(
Ti
mi
νiζ +
4πe2
mi
νi
ζ
|ζ|2
)
+
(
νiνe −
(
Ti
mi
+
Te
me
)
ζ2 +
(
4πe2
mi
+
4πe2
me
)
+ λj(νi + νe + λj)
)(
− Ti
mi
ζ − 4πe
2
mi
ζ
|ζ|2
)
.
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The coefficient of ζ|ζ|2 in the above expression of g
j
31(ζ) is further simplified as
4πe2
mi
νiσj − σj(νi + νe + σj)4πe
2
mi
= −4πe
2
mi
σj(νe + σj),
where we recall that σj (j = 2, 3, 4) are the three roots of g(λ) = 0. Therefore,
gj31 = −
4πe2
mi
σj(νe + σj)
ζ
|ζ|2 +O(|ζ|) = −
4πe2
mi
σj(νe + σj)
ik
|k|2 +O(|k|).
We now turn to estimate gj32. It follows that
gj32(ζ) =−
(
Ti
mi
4πe2
mi
+
Te
me
4πe2
mi
)
ζ −
((
4πe2
mi
)2
− 4πe
2
mi
ν2i +
4πe2
mi
4πe2
me
)
ζ
|ζ|2
+ (νi + νe + λj)
(
−4πe
2
mi
νi
ζ
|ζ|2
)
+
(
νiνe −
(
Ti
mi
+
Te
me
)
ζ2 +
(
4πe2
mi
+
4πe2
me
)
+ λj(νi + νe + λj)
)
4πe2
mi
ζ
|ζ|2 .
The coefficient of ζ|ζ|2 in the above expression is further simplified as
−4πe
2
mi
νiσj + σj(νi + νe + σj)
4πe2
mi
=
4πe2
mi
σj(νe + σj),
which hence implies that
gj32 =
4πe2
mi
σj(νe + σj)
ζ
|ζ|2 +O(|ζ|) =
4πe2
mi
σj(νe + σj)
ik
|k|2 +O(|k|).
Checking the third row of A(ik), [A(ik)]2 and [A(ik)]3, we can obtain that
gj33 = O(1), g
j
34 = O(1),
as |k| → 0. It is direct to verify that
P 3j (ik)Uˆ‖0(k)
T =gj31ρˆi0 + g
j
32ρˆe0 + g
j
33uˆi0,‖ + g
j
34uˆe0,‖
=− 4πe
2
mi
σj(νe + σj)
ik
|k|2 (ρˆi0 − ρˆe0) +O(1)
∣∣∣Uˆ‖0(k)∣∣∣
=
e
mi
σj(νe + σj)Eˆ‖0(k) +O(1)
∣∣∣Uˆ‖0(k)∣∣∣ ,
where we have used the compatible condition Eˆ‖0 = −4π ik|k|2 (eρˆi0 − eρˆe0). Then the expressions of
uˆα,‖(ζ) and ˆ¯u‖(ζ) imply that
|uˆi,‖(ζ)− ˆ¯u‖(ζ)| =exp (λ1(ik)t)P¯ 2Uˆ‖0(k)T − exp
(
− Ti + Te
miνi +meνe
|k|2t
)
P¯ 2Uˆ‖0(k)
T
+O(|k|2) exp (λ1(ik)t)|Uˆ‖0(k)|+
4∑
j=2
exp (λj(ik)t)P
3
j (ik)Uˆ‖0(k)
≤C|k|2 exp (−λ|k|2t)|Uˆ‖0(k)|+ Cexp(−λt)(∣∣∣Uˆ‖0(k)∣∣∣+ ∣∣∣Eˆ‖0(k)∣∣∣) .
In a similar way, we can get
|uˆe,‖(k)− ˆ¯u(k)| ≤ C|k|2 exp
(−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣+ C exp (−λt)(∣∣∣Uˆ‖0(k)∣∣∣+ ∣∣∣Eˆ‖0(k)∣∣∣) .
This proves (4.21).
It now remains to estimate
ik
|k|2
4∑
j=2
(
P 1j (ik)− P 2j (ik)
)
Uˆ‖0(k)
T , (4.24)
TWO FLUID EULER-MAXWELL SYSTEM 25
appearing in (4.19). Since the first row minus the second row of I, A(ik), [A(ik)]2 and [A(ik)]3 are
respectively given by
(1,−1, 0, 0),
(0, 0,−ζ, ζ),(
− Ti
mi
ζ2 − 4πe
2
mi
− 4πe
2
me
,− Te
me
ζ2 +
4πe2
mi
+
4πe2
me
, νiζ,−νeζ
)
,
and(
− Ti
mi
νiζ
2 +
4πe2
mi
νi +
4πe2
me
νe,
Te
me
νeζ
2 − 4πe
2
mi
νi − 4πe
2
me
νe,
− Ti
mi
ζ3 +
(
4πe2
mi
+
4πe2
me
)
ζ − ν2i ζ,
Te
me
ζ3 −
(
4πe2
mi
+
4πe2
me
)
ζ + ν2e ζ
)
,
one can compute (4.24) by (4.23) as
ik
|k|2
(
P 1j (ik)− P 2j (ik)
)
Uˆ‖0(k)
T
=
1
P denj
ik
|k|2
(
(gj11 − gj21)ρˆi0 + (gj12 − gj22)ρˆe0 + (gj13 − gj23)uˆi0,‖ + (gj14 − gj24)uˆe0,‖
)
=− 1
P denj
4π
(
e2
mi
+
e2
me
)
σj
ik
|k|2 (ρˆi0 − ρˆe0) +O(1)
∣∣∣Uˆ‖0(k)∣∣∣
=
1
P denj
(
e
mi
+
e
me
)
σjEˆ‖0(k) +O(1)
∣∣∣Uˆ‖0(k)∣∣∣ ,
which is bounded when |k| → 0. Then the expressions of Eˆ‖(ζ) and ˆ¯E‖(ζ) imply that
|Eˆ(ζ)− ˆ¯E‖(ζ)| =exp(λ1(ik))P¯ 3UˆT‖0 − exp
(
− Ti + Te
miνi +meνe
|k|2t
)
P¯ 3Uˆ‖0(k)
T
+O(|k|2) exp(λ1(ik))
∣∣∣Uˆ‖0(k)∣∣∣
− 4πe ik|k|2
4∑
j=2
exp (λj(ik)t)
(
P 1j (ik)− P 2j (ik)
)
Uˆ‖0(k)
T
≤C|k|2 exp (−λ|k|2t) ∣∣∣Uˆ‖0(k)∣∣∣+ C exp (−λt)(∣∣∣Uˆ‖0(k)∣∣∣+ ∣∣∣Eˆ‖0(k)∣∣∣) .
This proves (4.22) and then completes the proof of Lemma 4.1. 
Next, we consider the properties of ρˆα(ζ), uˆα,‖(ζ) and Eˆ‖(ζ) as |k| → ∞. It follows from (3.17)
that
|Uˆ(t, k)| ≤
{
Cexp(−λ|k|2t)|Uˆ0(k)|, |k| ≤ r0,
Cexp(−λ|k|−2t)|Uˆ0(k)|, |k| ≥ r0.
(4.25)
Here r0 is defined in Lemma 4.1. Combining (4.25) with (4.6), (4.7) and (4.8), we have the following
pointwise estimate for the error terms ρˆα(k)− ˆ¯ρ(k), uˆα,‖(k)− ˆ¯u(k) and Eˆ‖(k)− ˆ¯E(k) as |k| → ∞.
Lemma 4.2. Let r0 > 0 be given in Lemma 4.1. For |k| ≥ r0 and t ≥ 0, the error |U‖ − U¯‖| can be
bounded as
|ρˆα(t, k)− ˆ¯ρ(t, k)| ≤ C exp
(−λ|k|−2t) ∣∣∣Uˆ0(k)∣∣∣ + C exp (−λt) |[ρˆi0(k), ρˆe0(k)]| ,
|uˆα,‖(t, k)− ˆ¯u‖(t, k)| ≤ C exp
(−λ|k|−2t) ∣∣∣Uˆ0(k)∣∣∣+ C exp (−λt)|k| |[ρˆi0(k), ρˆe0(k)]| ,
|Eˆ‖(t, k)− ˆ¯E‖(t, k)| ≤ C exp
(−λ|k|−2t) ∣∣∣Uˆ0(k)∣∣∣ + C exp (−λt)|k| |[ρˆi0(k), ρˆe0(k)]| ,
where C and λ are positive constants.
Based on Lemma 4.1 and 4.2 together with [6, Theorem 4.3], the time-decay properties for the
difference terms ρα − ρ¯, uα,‖ − u¯‖ and E‖ − E¯‖ are stated as follows.
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Theorem 4.1. Let 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0, and let m ≥ 1 be an integer. Suppose that [ρα, uα,‖]
is the solution to the Cauchy problem (4.3)-(4.4). Then U‖ = [ρα, uα,‖] and E‖ satisfy the following
time-decay property:
‖∇m(ρα(t)− ρ¯(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+[3(
1
r
− 1
q
)]+ [ρi0, ρe0]‖Lr ,
‖∇m(uα,‖(t)− u¯‖(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp (−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [ρi0, ρe0]‖Lr ,
and
‖∇m(E‖(t)− E¯‖(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [ρi0, ρe0]‖Lr ,
for any t ≥ 0, where C = C(m, p, r, q, ℓ) and [ℓ+ 3(1r − 1q )]+ is defined in (3.18).
4.3. Spectral representation for electromagnetic part.
4.3.1. Asymptotic expansions and expressions for B. Taking the curl for the equations of ∂tui,⊥,
∂tue,⊥, ∂tE⊥ in (4.9) and using ∆B = −∇× (∇×B), it follows that

mi∂t(∇× ui,⊥)− e∇× E⊥ +miνi(∇× ui,⊥) = 0,
me∂t(∇× ue,⊥) + e∇× E⊥ +meνe(∇× ue,⊥) = 0,
∂t(∇× E⊥) + c∆B + 4πe(∇× ui,⊥ −∇× ue,⊥) = 0,
∂tB + c∇× E⊥ = 0.
(4.26)
Taking the time derivative for the fourth equation of (4.26) and then using the third equations to
replace ∂t(∇× E⊥) gives
∂ttB − c2∆B − 4πce(∇× ui,⊥ −∇× ue,⊥) = 0. (4.27)
Further taking the time derivative for (4.27) and replacing ∂t(∇× ui,⊥) and ∂t(∇× ue,⊥) give
∂tttB − c2∆Bt + 4π
(
e2
mi
+
e2
me
)
∂tB + 4πc(eνi∇× ui,⊥ − eνe∇× ue,⊥) = 0. (4.28)
Here we have replaced ∇×E⊥ by − 1c∂tB. Further taking the time derivative for (4.28) and replacing
∂t(∇× ui,⊥) and ∂t(∇× ue,⊥) gives
∂ttttB − c2∆Btt + 4π
(
e2
mi
+
e2
me
)
∂ttB − 4π
(
e2
mi
νi +
e2
me
νe
)
∂tB
− 4πc(eν2i∇× ui,⊥ − eν2e∇× ue,⊥) = 0. (4.29)
Taking the summation of (4.29), (4.28)× (νi + νe) and (4.27)× νiνe yields
∂ttttB + (νi + νe)∂tttB − c2∆Btt + 4π
(
e2
mi
+
e2
me
)
∂ttB + νiνe∂ttB
− c2(νi + νe)∆Bt + 4π
(
e2
mi
νe +
e2
me
νi
)
∂tB − νiνec2∆B = 0.
In terms of the Fourier transform in x of the above equation, one has
∂ttttBˆ + (νi + νe)∂tttBˆ +
(
c2|k|2 + 4πe
2
mi
+
4πe2
me
+ νiνe
)
∂ttBˆ
+
(
(νi + νe)c
2|k|2 + 4πe
2
mi
νe +
4πe2
me
νi
)
∂tBˆ + νiνe|k|2c2Bˆ = 0. (4.30)
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Initial data are given as

Bˆ|t=0 = Bˆ0,
∂tBˆ|t=0 = −cik × Eˆ0,⊥,
∂ttBˆ|t=0 = −c2|k|2Bˆ0 + 4πc (eik × uˆi0,⊥ − eik × uˆe0,⊥) ,
∂tttBˆ|t=0 =
(
c2|k|2 + 4π
(
e2
mi
+
e2
me
))
cik × Eˆ0,⊥ − 4πceνiik × uˆi0,⊥ + 4πceνeik × uˆe0,⊥.
(4.31)
The characteristic equation of (4.30) reads
λ4 + (νi + νe)λ
3+
(
c2|k|2 + 4π
(
e2
mi
+
e2
me
)
+ νiνe
)
λ2
+
(
c2(νi + νe)|k|2 + 4π
(
e2
mi
νe +
e2
me
νi
))
λ+ νiνec
2|k|2 = 0.
For the roots of the above characteristic equation and their basic properties, one has
λ1(|k|) = − c
2miνimeνe
4πe2(miνi +meνe)
|k|2 + O(|k|4),
λj(|k|) = σj +O(|k|2), for j = 2, 3, 4,
(4.32)
as |k| → 0. Here we note that σj (j = 2, 3, 4) with ℜσj < 0 are the solutions to g(λ) = 0 with g(λ)
still defined in (4.17). One can set the solution of (4.30) to be
Bˆ =
4∑
j=1
cj(ik) exp{λj(ik)t}, (4.33)
where ci (1 ≤ i ≤ 4) are to be determined by (4.31) later. In fact, (4.33) implies
M


c1
c2
c3
c4

 :=


1 1 1 1
λ1 λ2 λ3 λ4
λ21 λ
2
2 λ
2
3 λ
2
4
λ31 λ
3
2 λ
3
3 λ
3
4




c1
c2
c3
c4

 =


Bˆ|t=0
∂tBˆ|t=0
∂ttBˆ|t=0
∂tttBˆ|t=0

 , (4.34)
where the right-hand term is given in terms of (4.31) by

Bˆ|t=0
∂tBˆ|t=0
∂ttBˆ|t=0
∂tttBˆ|t=0

 =


0 0 0 1
0 0 −cik× 0
4πceik× −4πceik× 0 −c2|k|2
−4πceνiik× 4πceνeik×
(
c2|k|2 + 4π
(
e2
mi
+ e
2
me
))
cik× 0




uˆi0,⊥
uˆe0,⊥
Eˆ0,⊥
Bˆ0

 .
(4.35)
It is straightforward to check that
detM =
∏
1≤j<i≤4
(λi − λj) 6= 0,
as long as λj(|k|) are distinct to each other, and
M−1 =
1
detM


M11 M21 M31 M41
M12 M22 M32 M42
M13 M23 M33 M43
M14 M24 M34 M44

 ,
where Mij is the corresponding algebraic complement of M . Notice that (4.34) together with (4.35)
give

c1
c2
c3
c4

 =M−1


0 0 0 1
0 0 −cik× 0
4πceik× −4πceik× 0 −c2|k|2
−4πceνiik× 4πceνeik×
(
c2|k|2 + 4π
(
e2
mi
+ e
2
me
))
cik× 0




uˆi0,⊥
uˆe0,⊥
Eˆ0,⊥
Bˆ0

 ,
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which after plugging M−1, implies
c1 =
1∏
1≤j<i≤4
(λi − λj) [(4πceM31 − 4πceM41νi)ik × uˆi0,⊥ + (−4πceM31 + 4πceM41νe)ik × uˆe0,⊥
+
(
−M21 +M41
(
c2|k|2 + 4π
(
e2
mi
+
e2
me
)))
cik × Eˆ0,⊥ +
(
M11 − c2|k|2M31
)
Bˆ0
]
=
M11Bˆ0∏
1≤j<i≤4
(λi − λj) +O(|k|)|Uˆ0,⊥|.
We deduce that M11∏
1≤j<i≤4
(λi−λj)
has the following asymptotic expansion as |k| → 0:
M11∏
1≤j<i≤4
(λi − λj) =
+∞∑
ℓ=0
cℓ1|k|ℓ,
where
M11 =
∣∣∣∣∣∣
λ2 λ3 λ4
λ22 λ
2
3 λ
2
4
λ32 λ
3
3 λ
3
4
∣∣∣∣∣∣ = λ2λ3λ4
∏
2≤j<i≤4
(λi − λj).
By straightforward computations, c01 = 1 holds true and this implies that
c1(ik) = Bˆ0 +O(|k|)|Uˆ0,⊥|[1, 1, 1]T . (4.36)
4.3.2. Error estimates. In this section, we first give the error estimates for B − B¯, and then apply
the energy method in the Fourier space to the difference problem for (4.9) and (4.11) to get the error
estimates for uα,⊥ − u¯α,⊥ and E⊥ − E¯⊥. It should be pointed out that it is also possible to carry out
the same strenuous procedure as in the previous section to obtain the error estimates on uα,⊥ − u¯α,⊥
and Eα,⊥ − E¯α,⊥. The reason why we choose the Fourier energy method is just for the simplicity of
representation, since the estimates on uα,⊥ − u¯α,⊥ and Eα,⊥ − E¯α,⊥ can be directly obtained basing
on the estimate on B − B¯.
Lemma 4.3. There is r0 > 0 such that for |k| ≤ r0 and t ≥ 0,
|Bˆ(t, k)− ˆ¯B(t, k)| ≤ C (|k|exp(−λ|k|2t) + exp(−λt)) |Uˆ0,⊥|, (4.37)
where C and λ are positive constants.
Proof. It follows from (4.33) and (4.13) that
Bˆ(t, k)− ˆ¯B(t, k) =
4∑
j=1
cj(ik) exp{λj(ik)t} − exp
(
− c
2miνimeνe
4πe2(miνi +meνe)
|k|2t
)
Bˆ0(k)
=(c1(ik)− Bˆ0)exp{λ1(ik)t}+ Bˆ0
(
exp{λ1(ik)t} − exp
{
− c
2miνimeνe
4πe2(miνi +meνe)
|k|2t
})
+
4∑
j=2
exp{λj(ik)t}cj(ik)
:=Rˆ21(ik) + Rˆ22(ik) + Rˆ23(ik).
Using (4.32) and (4.36), one has
|Rˆ21(ik)| ≤ C|k|exp(−λ|k|2t)|Uˆ0,⊥|,
|Rˆ22(ik)| ≤ C|k|2exp(−λ|k|2t)|Bˆ0|,
|Rˆ23(ik)| ≤ Cexp(−λt)|Uˆ0,⊥|.
This proves (4.37) and then completes the proof of Lemma 4.3. 
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Next, in order to get the error estimates for uα,⊥ − u¯α,⊥ and E⊥ − E¯⊥, we write
u˜α = uα,⊥ − u¯α,⊥, E˜ = E⊥ − E¯⊥, B˜ = B − B¯.
Combining (4.9) with (4.11), then [u˜α, E˜] satisfies

mα∂tu˜α − qαE˜ +mαναu˜α = −mα∂tu¯α,⊥,
∂tE˜ − c∇× B˜ + 4π
∑
α=i,e
qαu˜α = −∂tE¯⊥. (4.38)
Lemma 4.4. There is r0 > 0 such that
|uˆα,⊥(t, k)− ˆ¯uα,⊥(t, k)| ≤


(
C|k|2exp(−λ|k|2t) + exp(−λt)) |Uˆ0,⊥|, for |k| ≤ r0,
C exp
(−λ|k|−2t) ∣∣∣Uˆ0(k)∣∣∣
+ C exp
(−λ|k|2t)|k| ∣∣∣Bˆ0(k)∣∣∣ , for |k| ≥ r0,
(4.39)
and
|Eˆ⊥(t, k)− ˆ¯E⊥(t, k)| ≤


(
C|k|2exp(−λ|k|2t) + exp(−λt)) |Uˆ0,⊥|, for |k| ≤ r0,
C exp
(−λ|k|−2t) ∣∣∣Uˆ0(k)∣∣∣
+ C exp
(−λ|k|2t)|k| ∣∣∣Bˆ0(k)∣∣∣ , for |k| ≥ r0,
(4.40)
where C and λ are positive constants.
Proof. It is straightforward to obtain the error estimates for |k| ≥ r0 due to (3.17), (4.12) and (4.13).
In the case |k| ≤ r0, the desired result can follow from the Fourier energy estimate on the system
(4.38). Indeed, after taking the Fourier transform in x, (4.38) gives

mα∂t ˆ˜uα − qα ˆ˜E +mανα ˆ˜uα = −mα∂t ˆ¯uα,⊥,
∂t
ˆ˜E − cik × ˆ˜B + 4π
∑
α=i,e
qα ˆ˜uα = −∂t ˆ¯E⊥. (4.41)
By taking the complex dot product of the first equation of (4.41) with ˆ˜uα, taking the complex dot
product of the second equation of (4.41) with ˆ˜E, and taking the real part, one has
1
2
d
dt
∑
α=i,e
mα|ˆ˜uα|2 + 1
4π
1
2
d
dt
| ˆ˜E|2 +
∑
α=i,e
mανα|ˆ˜uα|2
=−
∑
α=i,e
mαR(∂t ˆ¯uα,⊥|ˆ˜uα)− 1
4π
R
(
∂t
ˆ¯E⊥| ˆ˜E
)
+
1
4π
R(cik × ˆ˜B| ˆ˜E),
which by using the Cauchy-Schwarz inequality with 0 < ǫ < 1, implies
1
2
d
dt

∑
α=i,e
mα|ˆ˜uα|2 + 1
4π
| ˆ˜E|2

+ ∑
α=i,e
mανα|ˆ˜uα|2
≤ǫ
∑
α=i,e
|ˆ˜uα|2 + ǫ| ˆ˜E|2 + Cǫ
∑
α=i,e
|∂t ˆ¯uα,⊥|2 + Cǫ|ik × ˆ˜B|2 + Cǫ|∂t ˆ¯E⊥|2.
(4.42)
By taking the complex dot product of the first equation of (4.41) with −qα ˆ˜E, replacing ∂t ˆ˜E by the
second equation of (4.41) and taking the real part, one has
∂t
∑
α=i,e
R(mα ˆ˜uα| − qα ˆ˜E) +
∑
α=i,e
q2α
∣∣∣ ˆ˜E∣∣∣2
=−
∑
α=i,e
qαR(mα ˆ˜uα|cik × ˆ˜B) + 4π
∑
α=i,e
qαR

mα ˆ˜uα| ∑
α=i,e
qα ˆ˜uα


+
∑
α=i,e
qαR
(
mα ˆ˜uα|∂t ˆ¯E⊥
)
+
∑
α=i,e
R(mανα ˆ˜uα|qα ˆ˜E) +
∑
α=i,e
R(mα∂t ˆ¯uα,⊥|qα ˆ˜E),
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which by using the Cauchy-Schwarz inequality with 0 < ǫ < 1, implies
∂t
∑
α=i,e
R(mα ˆ˜uα| − qα ˆ˜E) +
∑
α=i,e
q2α
∣∣∣ ˆ˜E∣∣∣2
≤Cǫ
∑
α=i,e
|ˆ˜uα|2 + ǫ| ˆ˜E|2 + Cǫ
∑
α=i,e
|∂t ˆ¯uα,⊥|2 + Cǫ|ik × ˆ˜B|2 + Cǫ|∂t ˆ¯E⊥|2,
(4.43)
for 0 < ǫ < 1. We now define
E(t) =
∑
α=i,e
mα|ˆ˜uα|2 + 1
4π
| ˆ˜E|2 + κ
∑
α=i,e
R(mα ˆ˜uα| − qα ˆ˜E),
for a constant 0 < κ≪ 1 to be determined. Notice that as long as 0 < κ≪ 1 is small enough, then
E(t) ∼
∑
α=i,e
|ˆ˜uα|2 + | ˆ˜E|2 (4.44)
holds true. On the other hand, the sum of (4.42) and (4.43)× κ gives
∂tE(t) + λ

∑
α=i,e
|ˆ˜uα|2 + | ˆ˜E|2

 ≤ C ∑
α=i,e
|∂t ˆ¯uα,⊥|2 + C|ik × ˆ˜B|2 + C|∂t ˆ¯E⊥|2
≤ C|k|6exp{−2λ|k|2t}
∣∣∣ ˆ¯B0∣∣∣2 + C|k|2 (C|k|2exp{−2λ|k|2t}+ exp{−2λt}) |Uˆ0,⊥|2
≤ C|k|4exp{−2λ|k|2t}|Uˆ0,⊥|2 + C|k|2exp{−2λt}|Uˆ0,⊥|2, (4.45)
for |k| ≤ r0, where we have used the expressions of u¯α,⊥, E¯α,⊥ in (4.12), the expression of ˆ¯B in (4.13)
and Lemma 4.3. Multiplying (4.45) by exp(λt) and integrating the resulting inequality over (0, t) yield
that
E(t) ≤ exp(−λt)

∑
α=i,e
|ˆ˜uα0|2 + | ˆ˜E0|2


+ Cexp(−λt)
∫ t
0
exp(λs)
(
|k|4exp(−2λ|k|2s)|Uˆ0,⊥|2 + C|k|2exp(−2λs)|Uˆ0,⊥|2
)
ds
≤ Cexp(−λt)|Uˆ0,⊥|2 + C|k|4exp(−2λ|k|2t)|Uˆ0,⊥|2. (4.46)
Therefore, (4.39) and (4.40) follows from (4.46) by noticing (4.44). This then completes the proof of
Lemma 4.4. 
From Lemma 4.4 together with [6, Theorem 4.3], one has
Theorem 4.2. Let 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0, and let m ≥ 1 be an integer. Suppose that
U⊥ = [uα,⊥, E⊥, B] is the solution to the Cauchy problem (4.9)-(4.10). Then one has the following
time-decay property:
‖∇m(uα,⊥(t)− u¯α,⊥(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+B0‖Lr ,
‖∇m(E⊥(t)− E¯⊥(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+B0‖Lr ,
and
‖∇m(B(t)− B¯(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+[3(
1
r
− 1
q
)]+B0‖Lr ,
for any t ≥ 0, where C = C(m, p, r, q, ℓ) and [ℓ+ 3(1r − 1q )]+ is defined in (3.18).
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We now define the expected time-asymptotic profile of [ρα, uα, E,B] to be [ρ¯, u¯α, E¯, B¯], where ρ¯
and B¯ are diffusion waves, and [u¯α, E¯] is given by
u¯α = u¯‖ + u¯α,⊥, E¯ = E¯‖ + E¯⊥.
Combining Theorem 4.1 with Theorem 4.2, one has
Corollary 4.1. Let 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0, and let m ≥ 1 be an integer. Suppose that
U(t) = etLU0 is the solution to the Cauchy problem (3.5)-(3.7) with initial data U0 = [ρα0, uα0, E0, B0]
satisfying (3.7). Then U = [ρα, uα, E,B] satisfies the following time-decay property:
‖∇m(ρα(t)− ρ¯(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+[3(
1
r
− 1
q
)]+ [ρi0, ρe0]‖Lr ,
‖∇m(uα(t)− u¯α(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [ρi0, ρe0, B0]‖Lr ,
‖∇m(E(t)− E¯(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [ρi0, ρe0, B0]‖Lr ,
and
‖∇m(B(t)− B¯(t))‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+[3(
1
r
− 1
q
)]+B0‖Lr ,
for any t ≥ 0, where C = C(m, p, r, q, ℓ) and [ℓ+ 3(1r − 1q )]+ is defined in (3.18).
Corollary 4.2. Under the same assumptions of Corollary 4.1, it holds that
‖∇mρα(t)‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+[3(
1
r
− 1
q
)]+ [ρi0, ρe0]‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m
2 ‖[ρi0, ρe0]‖Lp ,
‖∇muα(t)‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [ρi0, ρe0, B0]‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖[ρi0, ρe0, B0]‖Lp ,
‖∇mE(t)‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [ρi0, ρe0, B0]‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖[ρi0, ρe0, B0]‖Lp ,
and
‖∇mB(t)‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖U0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+U0‖Lr + Cexp(−λt)‖∇m+[3(
1
r
− 1
q
)]+B0‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m
2 ‖B0‖Lp ,
for any t ≥ 0, where C = C(m, p, r, q, ℓ) and [ℓ+ 3(1r − 1q )]+ is defined in (3.18).
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4.4. Extra time-decay for special initial data. Recall that the solution U = [ρα, uα, E,B] to the
Cauchy problem (3.1)-(3.2) with initial data U0 = [ρα0, uα0, E0, B0] satisfying (3.3) can be formally
written as
U(t) =etLU0 +
∫ t
0
e(t−s)L[g1α(s), g2α(s), g3(s), 0]ds
=etLU0 +
∫ t
0
e(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]ds,
(4.47)
where etL is the linearized solution operator. We expect that the nonlinear Cauchy problem (3.1)-(3.3)
can be approximated by the corresponding linearized problem (3.5)-(3.7) in large time with a faster
time-rate, namely the difference U(t)− etLU0 should decay in time faster than both U(t) and etLU0.
Therefore the nonlinear term ∫ t
0
e(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]ds
is expected to decay in time with an extra time rate. For this purpose, let’s consider the linearized
problem (3.5) with the following initial data in the special form:
N0 := [∇ · fα, g2α, g3, 0]|t=0. (4.48)
Notice that the diffusion wave [ρ¯, u¯‖, E¯‖] given by (4.5) with the corresponding initial data
ρ¯|t=0 = miνi
miνi +meνe
∇ · fi0 + meνe
miνi +meνe
∇ · fe0
=∇ ·
[
miνi
miνi +meνe
fi0 +
meνe
miνi +meνe
fe0
]
,
u¯‖|t=0 =−
Ti + Te
miνi +meνe
∇ρ¯|t=0
=− Ti + Te
miνi +meνe
∇∇ ·
[
miνi
miνi +meνe
fi0 +
meνe
miνi +meνe
fe0
]
,
E¯‖|t=0 =
Timeνe − Temiνi
e(miνi +meνe)
∇∇ ·
[
miνi
miνi +meνe
fi0 +
meνe
miνi +meνe
fe0
]
,
(4.49)
should have the following Lp-Lq time-decay property:
‖ρ¯‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖[fi0, fe0]‖Lp + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [fi0, fe0]‖Lr ,∥∥[u¯‖, E¯‖]∥∥Lq ≤ C(1 + t)− 32 ( 1p− 1q )−m+22 ‖[fi0, fe0]‖Lp + Cexp(−λt)‖∇m+2+[3( 1r− 1q )]+ [fi0, fe0]‖Lr ,
(4.50)
where the indices are chosen as in Theorem 4.2. On the other hand, the solution [u¯α,⊥, E¯⊥, B¯] to
(4.12) with special initial data B¯|t=0 = 0 corresponding to (4.48) must be zero. i.e.,
u¯α,⊥ = 0, E¯⊥ = 0, B¯ = 0.
Based on Lp-Lq time-decay property (4.50) of diffusion wave [ρ¯, u¯‖, E¯‖] with special initial data
(4.49) and Corollary 4.1, we obtain the extra time-decay for the solution to the linearized problem
(3.5) with special initial data (4.49) in the following
Theorem 4.3. Let 1 ≤ p, r ≤ 2 ≤ q ≤ ∞, ℓ ≥ 0, and let m ≥ 1 be an integer. Suppose that etLN0 is
the solution to the Cauchy problem (3.5) with initial data N0 = [∇ · fα, g2α, g3, 0]|t=0 satisfying (3.7).
Then one has the following time-decay property:
‖∇mP1αetLN0‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖N0‖Lp + Cexp(−λt)‖N0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+N0‖Lr + Cexp(−λt)‖∇m+1+[3(
1
r
− 1
q
)]+ [fi0, fe0]‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖[fi0, fe0]‖Lp .
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‖∇mP2αetLN0‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖N0‖Lp + Cexp(−λt)‖N0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+N0‖Lr + Cexp(−λt)‖∇m+2+[3(
1
r
− 1
q
)]+ [fi0, fe0]‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖[fi0, fe0]‖Lp ,
‖∇mP3etLN0‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖N0‖Lp + Cexp(−λt)‖U0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+N0‖Lr + Cexp(−λt)‖∇m+2+[3(
1
r
− 1
q
)]+ [fi0, fe0]‖Lr
+ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+2
2 ‖[fi0, fe0]‖Lp .
‖∇mP4etLN0‖Lq ≤ C(1 + t)−
3
2
( 1
p
− 1
q
)−m+1
2 ‖N0‖Lp + Cexp(−λt)‖N0‖Lp
+ C(1 + t)−
ℓ
2 ‖∇m+[ℓ+3( 1r− 1q )]+N0‖Lr ,
for any t ≥ 0, where C = C(m, p, r, q, ℓ), [ℓ+ 3(1r − 1q )]+ is defined in (3.18), and P1α, P2α, P3, P4
are the projection operators along the component ρα, uα, E, B of the solution e
tLN0, respectively.
5. Asymptotic behaviour of the nonlinear system
5.1. Global existence. To the end, we assume the integer N ≥ 3. For U = [ρα, uα, E,B], we define
the full instant energy functional EN (U(t)) and the high-order instant by
EN (U(t)) =
∑
|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx+ 1
4π
‖[E,B]‖2N
+κ1
∑
|l|≤N−1
∑
α=i,e
mα〈∂luα, ∂l∇ρα〉+ κ2
∑
|l|≤N−1
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
−κ3
∑
|l|≤N−2
〈∂lE,∇× ∂lB〉,
(5.1)
and
EhN(U(t)) =
∑
1≤|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx+ 1
4π
‖∇[E,B]‖2N−1
+ κ1
∑
1≤|l|≤N−1
∑
α=i,e
mα〈∂luα, ∂l∇ρα〉+ κ2
∑
1≤|l|≤N−1
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
− κ3
∑
1≤|l|≤N−2
〈∂lE,∇× ∂lB〉,
(5.2)
respectively, where 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1 are constants to be properly chosen later on. Notice that
since all constants κi (i = 1, 2, 3) are small enough, one has
EN(U(t)) ∼ ‖[ρα, uα, E,B]‖2N , EhN (U(t)) ∼ ‖∇[ρα, uα, E,B]‖2N−1.
We further define the corresponding dissipation rates DN (U(t)), DhN (U(t)) by
DN (U(t)) =
∑
|l|≤N
∫
R3
∑
α=i,e
mα(ρα + 1)|∂luα|2dx+
∑
α=i,e
‖∇ρα‖2N−1 + ‖∇[E,B]‖2N−2 + ‖E‖2, (5.3)
and
DhN (U(t)) =
∑
1≤|l|≤N
∫
R3
∑
α=i,e
mα(ρα + 1)|∂luα|2dx +
∑
α=i,e
‖∇2ρα‖2N−2
+ ‖∇2[E,B]‖2N−3 + ‖∇E‖2, (5.4)
respectively. Then, the global existence of the reformulated Cauchy problem (3.1)-(3.4) with small
smooth initial data can be stated as follows.
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Theorem 5.1. There is EN (·) in the form of (5.1) such that the following holds true. If EN(U0) > 0
is small enough, the Cauchy problem (3.1)-(3.4) admits a unique global solution U = [ρα, uα, E,B]
satisfying
U ∈ C([0,∞);HN (R3)) ∩ Lip([0,∞);HN−1(R3)),
and
EN (U(t)) + λ
∫ t
0
DN (U(s))ds ≤ EN (U0),
for any t ≥ 0.
To prove Theorem 5.1 it suffices to show the a priori estimates in the following lemma, cf. [23]. For
completeness, we also give all the details of the proof.
Lemma 5.1 (a priori estimates). Suppose that U = [ρα, uα, E,B] ∈ C([0, T );HN(R3)) is smooth for
T > 0 with
sup
0≤t<T
‖U(t)‖N ≤ 1,
and that U solves the system (3.1) over 0 ≤ t < T . Then, there is EN (·) in the form (5.1) such that
d
dt
EN (U(t)) + λDN (U(t)) ≤ C[EN (U(t)) 12 + EN (U(t))]DN (U(t)) (5.5)
for any 0 ≤ t < T .
Proof. It is divided by five steps as follows.
Step 1. It holds that
1
2
d
dt

∑
|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx+ 1
4π
‖[E,B]‖2N


+
∑
|l|≤N
∫
R3
∑
α=i,e
mα(ρα + 1)|∂luα|2dx ≤ C(‖U‖N + ‖U‖2N)
∑
α=i,e
(‖uα‖2 + ‖∇[ραuα]‖2N−1).
(5.6)
In fact, it is convenient to start from the following form of (3.1):

∂tρα + (ρα + 1)∇ · uα = −uα · ∇ρα,
mα∂tuα +
p′α(ρα + 1)
ρα + 1
∇ρα − qαE +mαναuα = −mαuα · ∇uα + qα uα
c
×B,
∂tE − c∇×B + 4π
∑
α=i,e
qα(ρα + 1)uα = 0,
∂tB + c∇× E = 0,
∇ · E = 4π
∑
α=i,e
qαρα, ∇ · B = 0.
(5.7)
Applying ∂l to the first equation of (5.7) for 0 ≤ l ≤ N , multiplying it by p′α(ρα+1)ρα+1 ∂lρα, and taking
integration in x gives
1
2
d
dt
〈
p′α(ρα + 1)
ρα + 1
, |∂lρα|2
〉
+
〈
p′α(ρα + 1)∂
l∇ · uα, ∂lρα
〉
=
1
2
〈(
p′α(ρα + 1)
ρα + 1
)
t
, |∂lρα|2
〉
−
∑
k<l
Ckl
〈
∂l−k(ρα + 1)∂
k∇ · uα, p
′
α(ρα + 1)
ρα + 1
∂lρα
〉
−
〈
uα · ∂l∇ρα, p
′
α(ρα + 1)
ρα + 1
∂lρα
〉
−
∑
k<l
Ckl
〈
∂l−kuα · ∂k∇ρα, p
′
α(ρα + 1)
ρα + 1
∂lρα
〉
.
(5.8)
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Applying ∂l to the second equation of (5.7) for 0 ≤ l ≤ N , multiplying it by (ρα + 1)∂luα, and
integrating the resulting equation with respect to x give
1
2
d
dt
〈mα(ρα + 1), |∂luα|2〉+
〈
p′α(ρα + 1)∂
l∇ρα, ∂luα
〉
+mανα〈(ρα + 1), |∂luα|2〉 − 〈qα∂lE, (ρα + 1)∂luα〉
=
1
2
〈mα(ρα + 1)t, |∂luα|2〉 −
∑
k<l
Ckl
〈
∂l−k
(
p′α(ρα + 1)
ρα + 1
)
∂k∇ρα, (ρα + 1)∂luα
〉
−mα
〈
uα · ∂l∇uα, (ρα + 1)∂luα
〉−∑
k<l
Ckl
〈
∂l−kuα · ∂k∇uα, (ρα + 1)∂luα
〉
+ qα
〈
∂l
(uα
c
×B
)
, (ρα + 1)∂
luα
〉
.
(5.9)
Taking the summation of (5.8) and (5.9), integrating by parts and taking the summation of α = i, e,
we get
1
2
d
dt
∑
α=i,e
(〈
p′α(ρα + 1)
ρα + 1
, |∂lρα|2
〉
+ 〈mα(ρα + 1), |∂luα|2〉
)
+
∑
α=i,e
mανα〈(ρα + 1), |∂luα|2〉
−
〈
∂lE,
∑
α=i,e
qα(ρα + 1)∂
luα
〉
=
∑
α=i,e
(
I
(α)
1 (t) +
∑
k<l
Ckl I
(α)
k,l (t)
)
,
(5.10)
with
I
(α)
1 (t) =
〈
p′′(ρα + 1)∇ρα∂lρα, ∂luα
〉
+
1
2
〈(
p′α(ρα + 1)
ρα + 1
)
t
, |∂lρα|2
〉
+
1
2
〈mα(ρα + 1)t, |∂luα|2〉
+
1
2
〈
∇ ·
(
uα
p′α(ρα + 1)
ρα + 1
)
, |∂lρα|2
〉
+
mα
2
〈∇ · (uα(ρα + 1)), |∂luα|2〉
+ qα
〈
∂l
(uα
c
×B
)
, (ρα + 1)∂
luα
〉
,
and
I
(α)
k,l (t) =−
〈
∂l−k(ρα + 1)∂
k∇ · uα, p
′
α(ρα + 1)
ρα + 1
∂lρα
〉
−
〈
∂l−kuα · ∂k∇ρα, p
′
α(ρα + 1)
ρα + 1
∂lρα
〉
−
〈
∂l−k
(
p′α(ρα + 1)
ρα + 1
)
∂k∇ρα, (ρα + 1)∂luα
〉
− 〈∂l−kuα · ∂k∇uα, (ρα + 1)∂luα〉 .
Recall that
∂tρα = −(ρα + 1)∇ · uα − uα · ∇ρα.
When |l| = 0, it suffices to estimate I(α)1 (t) by
I
(α)
1 (t) ≤C‖∇ · uα‖(‖ρα‖L6‖ρα‖L3 + ‖uα‖L6‖uα‖L3) + C‖∇ρα‖‖ρα‖L6‖uα‖L3
+ C‖uα‖L∞(‖∇ρα‖‖ρα‖L6‖ρα‖L3 + ‖∇ρα‖‖uα‖L6‖uα‖L3) + C‖B‖L∞‖uα‖2
≤C(‖[ρα, uα]‖H1 + ‖[ρα, uα]‖2H2)‖∇[ρα, uα]‖2 + C‖∇B‖H1‖uα‖2,
which is further bounded by the r.h.s. term of (5.6). When |α| ≥ 1, since each term in I(α)k,l (t)
and I
(α)
1 (t) is at least the integration of the three-terms product in which there is at least one term
containing the derivative, one has
I
(α)
k,l (t) + I
(α)
1 (t) ≤ C
(‖[ρα, uα, B]‖N + ‖[ρα, uα]‖2H3) ‖∇[ρα, uα]‖2N−1,
which is also bounded by the r.h.s. term of (5.6). On the other hand, from (5.7), energy estimates on
∂lE and ∂lB with 0 ≤ l ≤ N , yield
1
4π
1
2
d
dt
∥∥∂l[E,B]∥∥2 + ∑
α=i,e
〈qα(ρα + 1)∂luα, ∂lE〉
=−
∑
α=i,e
〈
qα
∑
k<l
Ckl ∂
l−k(ρα + 1)∂
kuα, ∂
lE
〉
:= I2(t).
(5.11)
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When |l| = 1, I2(t) can be estimated as follows,
I2(t) ≤ C
∑
α=i,e
‖uα‖L∞‖∇ρα‖‖∇E‖ ≤ ‖∇E‖
∑
α=i,e
‖∇[ρα, uα]‖2N−1.
When 1 < |l| ≤ N , I2(t) can be estimated as follows,
I2(t) ≤C
∑
α=i,e
‖∂l((ρα + 1)uα)− (ρα + 1)∂luα‖‖∇E‖N−1
≤C
∑
α=i,e
(‖∇ρα‖L∞‖∂l−1uα‖+ ‖uα‖L∞‖∂lρα‖)‖∇E‖N−1
≤‖∇E‖N−1
∑
α=i,e
‖∇[ρα, uα]‖2N−1.
Then (5.6) follows by taking the summation of (5.10) and (5.11) over |l| ≤ N .
Step 2. It holds that
d
dt
E intN,1(U(t)) + λ
∑
α=i,e
‖∇ρα‖2N−1 + 4π
∥∥∥∥∥∥
∑
α=i,e
qαρα
∥∥∥∥∥∥
2
N−1
≤C
∑
α=i,e
‖uα‖2N + C

∑
α=i,e
‖[ρα, uα, B]‖2N



∑
α=i,e
‖∇[ρα, uα]‖2N−1

 ,
(5.12)
where E intN,1(·) is defined by
E intN,1(U(t)) =
∑
|l|≤N−1
∑
α=i,e
mα〈∂luα, ∂l∇ρα〉.
In fact, recall the first two equations in (3.1){
∂tρα +∇ · uα = g1α,
mα∂tuα + Tα∇ρα − qαE +mαναuα = g2α, (5.13)
with 

g1α = −∇ · (ραuα),
g2α = −mαuα · ∇uα −
(
p′α(ρα + 1)
ρα + 1
− p
′
α(1)
1
)
∇ρα + qα uα
c
×B.
Let 0 ≤ l ≤ N − 1, applying ∂l to the second equation of (5.13), multiplying it by ∂l∇ρα, taking
integrations in x, using integration by parts and also the final equation of (5.7), replacing ∂tρα from
(5.13)1, and taking the summation of α = i, e, one has
∑
α=i,e
mα
d
dt
〈∂luα, ∂l∇ρα〉+
∑
α=i,e
Tα‖∂l∇ρα‖2 + 4π
∥∥∥∥∥∥
∑
α=i,e
qα∂
lρα
∥∥∥∥∥∥
2
=
∑
α=i,e
mα‖∇ · ∂luα‖2 −
∑
α=i,e
mα〈∇ · ∂luα, ∂lg1α〉
−
∑
α=i,e
〈mανα∂luα,∇∂lρα〉+
∑
α=i,e
〈∂lg2α,∇∂lρα〉.
Then, it follows from the Cauchy-Schwarz inequality that
∑
α=i,e
mα
d
dt
〈∂luα, ∂l∇ρα〉+ λ
∑
α=i,e
‖∂l∇ρα‖2 + 4π
∥∥∥∥∥∥
∑
α=i,e
qα∂
lρα
∥∥∥∥∥∥
2
≤C
∑
α=i,e
(‖∇ · ∂luα‖2 + ‖∂luα‖2) + C
∑
α=i,e
(‖∂lg1α‖2 + ‖∂lg2α‖2).
(5.14)
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Noticing that g1α, g2α are quadratically nonlinear, one has
‖∂lg1α‖2 + ‖∂lg2α‖2 ≤ C

∑
α=i,e
‖[ρα, uα, B]‖2N



∑
α=i,e
‖∇[ρα, uα]‖2N−1

 .
Substituting this into (5.14) and taking the summation over |l| ≤ N − 1 implies (5.12).
Step 3. It holds that
d
dt
E intN,2(U(t)) +
1
4π
‖∇ · E‖2N−1 + λ‖E‖2N−1
≤ C
∑
α=i,e
‖uα‖2N + C
∑
α=i,e
‖uα‖N‖∇B‖N−2
+ C

∑
α=i,e
‖[ρα, uα, B]‖2N



∑
α=i,e
‖∇[ρα, uα]‖2N−1

 , (5.15)
where E intN,2(·) is defined by
E intN,2(U(t)) =
∑
|l|≤N−1
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
.
In fact, for |l| ≤ N − 1, applying ∂l to the second equation of (5.13), multiplying it by − qαTα ∂lE,
taking integrations in x, using integration by parts, replacing ∂tE from the third equation of (3.1),
and taking the summation for α = i, e give
d
dt
∑
α=i,e
mα〈∂luα,− qα
Tα
∂lE〉+ 1
4π
‖∂l∇ · E‖2 +
∑
α=i,e
q2α
Tα
‖∂lE‖2
=−
∑
α=i,e
mα
〈
∂luα,
qα
Tα
c∇× ∂lB
〉
+
∑
α=i,e
mα
〈
∂luα,
qα
Tα
∂l

4π ∑
α=i,e
(ρα + 1)uα

〉
+
∑
α=i,e
〈
mανα∂
luα,
qα
Tα
∂lE
〉
+
∑
α=i,e
〈
∂lg2α,− qα
Tα
∂lE
〉
,
which from the Cauchy-Schwarz inequality, further implies
d
dt
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
+
1
4π
‖∂l∇ · E‖2 + λ‖∂lE‖2
≤ C
∑
α=i,e
‖uα‖2N + C
∑
α=i,e
‖uα‖N‖∇B‖N−2
+ C

∑
α=i,e
‖[ρα, uα, B]‖2N



∑
α=i,e
‖∇[ρα, uα]‖2N−1

 .
Thus (5.15) follows from taking the summation of the above estimate over |l| ≤ N − 1.
Step 4. It holds that
d
dt
E intN,3(U(t)) + λ‖∇B‖2N−2 ≤C‖E‖2N−1 +
∑
α=i,e
‖uα‖2N
+ C

∑
α=i,e
‖[ρα, uα]‖2N



∑
α=i,e
‖∇[ρα, uα]‖2N−1

 ,
(5.16)
where E intN,3(·) is defined by
E intN,3(U(t)) = −
∑
|l|≤N−2
〈∂lE,∇× ∂lB〉.
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In fact, for |l| ≤ N − 2, applying ∂l to the third equation of (3.1), multiplying it by ∂l∇× B, taking
integrations in x and using integration by parts and replacing ∂tB from the fourth equation of (3.1)
implies
− d
dt
〈∂lE,∇× ∂lB〉+ c‖∇× ∂lB‖2
=c‖∇× ∂lE‖2 + 4π
〈
∂l

∑
α=i,e
qα(ρα + 1)uα

 ,∇× ∂lB
〉
.
The above estimate gives (5.16) by further using the Cauchy-Schwarz inequality and taking the sum-
mation over |l| ≤ N − 2, where we also have used
‖∂l∂iB‖ = ‖∂i∆−1∇× (∇× ∂lB)‖ ≤ ‖∇× ∂lB‖
for each 1 ≤ i ≤ 3, due to the fact that ∂i∆−1∇ is bounded from Lp to itself for 1 < p <∞.
Step 5. Let us define
EN(U(t)) =
∑
|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx
+
1
4π
‖[E,B]‖2N +
3∑
i=1
κiE intN,i(U(t)),
that is,
EN (U(t)) =
∑
|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx+ 1
4π
‖[E,B]‖2N
+κ1
∑
|l|≤N−1
∑
α=i,e
mα〈∂luα, ∂l∇ρα〉+ κ2
∑
|l|≤N−1
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
−κ3
∑
|l|≤N−2
〈∂lE,∇× ∂lB〉,
(5.17)
for constants 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1 to be determined. Notice that as long as 0 < κi ≪ 1 is small
enough for i = 1, 2, 3, then EN (U(t)) ∼ ‖U(t)‖2N holds true. Moreover, letting 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1
with κ
3/2
2 ≪ κ3, the sum of (5.6), (5.12) × κ1, (5.15) × κ2, (5.16) × κ3 implies that there are λ > 0,
C > 0 such that (5.5) holds true with DN (·) defined in (5.3). Here, we have used the following
Cauchy-Schwarz inequality:
2κ2
∑
α=i,e
‖uα‖N‖∇B‖N−2 ≤ κ1/22
∑
α=i,e
‖uα‖2N + κ3/22 ‖∇B‖2N−2.
Due to κ
3/2
2 ≪ κ3, both terms on the r.h.s. of the above inequality were absorbed. This completes
the proof of Theorem 5.1. 
5.2. Asymptotic rate to constant states. Moreover, the solutions obtained in Theorem 5.1 indeed
decay in time with some rates under some extra regularity and integrability conditions on initial data.
For that, given U0 = [ρα0, uα0, E0, B0], set ǫm(U0) as
ǫm(U0) = ‖U0‖m + ‖U0‖L1 , (5.18)
for the integer m ≥ 0. Then one has the following
Theorem 5.2. Under the assumptions of Proposition 5.1, if ǫN+6(U0) > 0 is small enough, then the
solution U = [ρα, uα, E,B] satisfies
‖U(t)‖N ≤ CǫN+2(U0)(1 + t)− 34 , (5.19)
and
‖∇U(t)‖N−1 ≤ CǫN+6(U0)(1 + t)− 54 , (5.20)
for any t ≥ 0.
For completeness, we also give the proof of Theorem 5.2.
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5.2.1. Time rate for the full instant energy functional. Recall from the proof of Lemma 5.1 that
d
dt
EN (U(t)) + λDN (U(t)) ≤ 0, (5.21)
for any t ≥ 0. We now apply the time-weighted energy estimate and iteration to the Lyapunov
inequality (5.21). Let ℓ ≥ 0. Multiply (5.21) by (1 + t)ℓ and taking integration over [0, t] gives
(1 + t)ℓEN (U(t)) + λ
∫ t
0
(1 + s)ℓDN (U(s))ds
≤EN (U0) + ℓ
∫ t
0
(1 + s)ℓ−1EN(U(s))ds.
Noticing
EN (U(t)) ≤ C(DN+1(U(t)) + ‖B‖2 + ‖[ρi, ρe]‖2),
it follows that
(1 + t)ℓEN (U(t)) + λ
∫ t
0
(1 + s)ℓDN (U(s))ds
≤EN (U0) + Cℓ
∫ t
0
(1 + s)ℓ−1(‖B‖2 + ‖[ρi, ρe]‖2)ds
+ Cℓ
∫ t
0
(1 + s)ℓ−1DN+1(U(s))ds.
Similarly, it holds that
(1 + t)ℓ−1EN+1(U(t)) + λ
∫ t
0
(1 + s)ℓ−1DN+1(U(s))ds
≤EN+1(U0) + C(ℓ − 1)
∫ t
0
(1 + s)ℓ−2(‖B‖2 + ‖[ρi, ρe]‖2)ds
+ C(ℓ− 1)
∫ t
0
(1 + s)ℓ−2DN+2(U(s))ds,
and
EN+2(U(t)) + λ
∫ t
0
DN+2(U(s))ds ≤ EN+2(U0).
Then, for 1 < ℓ < 2, it follows by iterating the above estimates that
(1 + t)ℓEN(U(t)) + λ
∫ t
0
(1 + s)ℓDN (U(s))ds
≤CEN+2(U0) + C
∫ t
0
(1 + s)ℓ−1(‖B‖2 + ‖[ρi, ρe]‖2)ds.
(5.22)
On the other hand, to estimate the integral term on the r.h.s. of (5.22), let’s define
EN,∞(U(t)) = sup
0≤s≤t
(1 + s)
3
2 EN (U(s)). (5.23)
Lemma 5.2. For any t ≥ 0, it holds that
‖B‖2 + ‖[ρi, ρe]‖2 ≤ C(1 + t)− 32
(
E2N,∞(U(t))+‖[ρi0, ρe0, B0]‖‖2L1∩L2 + ‖U0‖2L1∩H˙2
)
. (5.24)
Proof. By applying the first linear estimate on ρα and the fourth linear estimate on B and letting
m = 0, q = r = 2, p = 1, ℓ = 32 in Corollary 4.2 to the mild form (4.47) respectively, one has
‖B(t)‖ ≤ C(1 + t)− 34 (‖U0‖L1∩H˙2 + ‖B0‖L1∩L2)
+ C
∫ t
0
(1 + t− s)− 34 ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙2ds, (5.25)
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and
‖[ρi, ρe]‖ ≤ C(1 + t)− 34 (‖U0‖L1∩H˙2 + ‖[ρi0, ρe0]‖L1∩L2)
+ C
∫ t
0
(1 + t− s)− 34 (‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙2 + ‖g1α(s)‖L1∩L2) ds. (5.26)
Recall the definition (3.4) of g1α, g2α and g3. It is straightforward to verify that for any 0 ≤ s ≤ t,
‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙2 ≤ CEN (U(s)) ≤ (1 + s)−
3
2 EN,∞(U(t)),
‖g1α(s)‖L1∩L2 ≤ CEN (U(s)) ≤ (1 + s)−
3
2 EN,∞(U(t)).
Here we have used (5.23). Putting the above two inequalities into (5.25) and (5.26) respectively gives
‖B(t)‖ ≤ C(1 + t)− 34 (‖U0‖L1∩H˙2 + ‖B0‖L1∩L2 + EN,∞(U(t))),
‖[ρi, ρe]‖ ≤ C(1 + t)− 34 (‖U0‖L1∩H˙2 + ‖[ρi0, ρe0]‖L1∩L2 + EN,∞(U(t))),
which imply (5.24). This completes the proof of Lemma 5.2. 
Now, the rest is to prove the uniform-in-time bound of EN,∞(U(t)) which yields the time-decay
rates of the Lyapunov functional EN (U(t)) and thus ‖U(t)‖2N . In fact, by taking ℓ = 32 + ǫ in (5.22)
with ǫ > 0 small enough, one has
(1 + t)
3
2
+ǫEN (U(t)) + λ
∫ t
0
(1 + s)
3
2
+ǫDN (U(s))ds
≤CEN+2(U0) + C
∫ t
0
(1 + s)
1
2
+ǫ(‖B(s)‖2 + ‖[ρi(s), ρe(s)]‖2)ds.
Here, using (5.24) and the fact that EN,∞(U(t)) is non-decreasing in t, it further holds that∫ t
0
(1 + s)
1
2
+ǫ(‖B‖2 + ‖[ρi(s), ρe(s)]‖2)ds
≤C(1 + t)ǫ
(
E2N,∞(U(t)) + ‖[ρi0, ρe0, B0]‖‖2L1∩L2 + ‖U0‖2L1∩H˙2
)
.
Therefore, it follows that
(1 + t)
3
2
+ǫEN (V (t)) + λ
∫ t
0
(1 + s)
3
2
+ǫDN (V (s))ds
≤CEN+2(V0) + C(1 + t)ǫ
(E2N,∞(U(t)) + ‖[ρi0, ρe0, B0]‖‖2L1∩L2 + ‖U0‖2L1∩H˙2) ,
which implies
(1 + t)
3
2 EN(U(t)) ≤C
(EN+2(U0) + E2N,∞(U(t)) + ‖[ρi0, ρe0, B0]‖‖2L1∩L2 + ‖U0‖2L1∩H˙2) .
Thus, one has
EN,∞(U(t)) ≤ C
(
ǫ2N+2(U0) + E2N,∞(U(t))
)
.
Here, recall the definition of ǫN+2(U0). Since ǫN+2(U0) > 0 is sufficiently small, EN,∞(U(t)) ≤
Cǫ2N+2(U0) holds true for any t ≥ 0, which implies
‖U(t)‖N ≤ CEN (U(t))1/2 ≤ CǫN+2(U0)(1 + t)− 34 ,
for any t ≥ 0. This proves (5.19) in Theorem 5.2.
5.2.2. Time rate for the higher-order instant energy functional.
Lemma 5.3. Let U = [ρα, uα, E,B] be the solution to the Cauchy problem (3.1)-(3.2) with initial data
U0 = [ρα0, uα0, E0, B0] satisfying (3.3) in the sense of Proposition 5.1. Then if EN (U0) is sufficiently
small, there are the high-order instant energy functional EhN (·) and the corresponding dissipation rate
DhN (·) such that
d
dt
EhN (U(t)) + λDhN (U(t)) ≤ C
∑
α=i,e
‖∇ρα‖2, (5.27)
holds for any t ≥ 0.
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Proof. The proof can be done by modifying the proof of Theorem 5.1 a little. In fact, by making the
energy estimates on the only high-order derivatives, then corresponding to (5.6), (5.12), (5.15) and
(5.16), it can be re-verified that
1
2
d
dt

 ∑
1≤|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx + 1
4π
‖∇[E,B]‖2N−1


+
∑
1≤|l|≤N
∫
R3
∑
α=i,e
mα(ρα + 1)|∂luα|2dx ≤ C(‖U‖N + ‖U‖2N)
∑
α=i,e
‖∇[ραuα]‖2N−1.
d
dt
∑
1≤|l|≤N−1
∑
α=i,e
mα〈∂luα, ∂l∇ρα〉+ λ
∑
α=i,e
‖∇2ρα‖2N−2 + 4π
∥∥∥∥∥∥
∑
α=i,e
qα∇ρα
∥∥∥∥∥∥
2
N−2
≤C
∑
α=i,e
‖∇uα‖2N−1 + C‖U‖2N

∑
α=i,e
‖∇[ρα, uα]‖2N−1

 ,
d
dt
∑
1≤|l|≤N−1
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
+
1
4π
‖∇∇ ·E‖2N−2 + λ‖∇E‖2N−2
≤C
∑
α=i,e
‖∇uα‖2N−1 + C
∑
α=i,e
‖∇uα‖N−1‖∇2B‖N−3 + C‖U‖2N

∑
α=i,e
‖∇[ρα, uα]‖2N−1

 .
and
− d
dt
∑
|l|≤N−2
〈∂lE,∇× ∂lB〉+ λ‖∇2B‖2N−3
≤C‖∇2E‖2N−3 +
∑
α=i,e
‖∇uα‖2N−1 + C‖U‖2N

∑
α=i,e
‖∇[ρα, uα]‖2N−1

 ,
Here, the details of proof are omitted for simplicity. Now, similar to (5.17), let us define
EhN (U(t)) =
∑
1≤|l|≤N
∑
α=i,e
∫
R3
p′α(ρα + 1)
ρα + 1
|∂lρα|2 +mα(ρα + 1)|∂luα|2)dx+ 1
4π
‖∇[E,B]‖2N−1
+ κ1
∑
1≤|l|≤N−1
∑
α=i,e
mα〈∂luα, ∂l∇ρα〉+ κ2
∑
1≤|l|≤N−1
∑
α=i,e
mα
〈
∂luα,− qα
Tα
∂lE
〉
− κ3
∑
1≤|l|≤N−2
〈∂lE,∇× ∂lB〉,
(5.28)
Similarly, one can choose 0 < κ3 ≪ κ2 ≪ κ1 ≪ 1 with κ3/22 ≪ κ3 such that EhN(U(t)) ∼
‖∇U(t)‖2N−1. Furthermore, the linear combination of previously obtained four estimates with co-
efficients corresponding to (5.28) yields (5.27) with DhN (·) defined in (5.4). This completes the proof
of Lemma 5.3. 
By comparing (5.4) with (5.2) for the definitions of EhN (U(t)) and DhN (U(t)), it follows from (5.27)
that
d
dt
EhN (U(t)) + λEhN (U(t)) ≤ C

‖∇B‖2 + ‖∇N [E,B]‖2 + ∑
α=i,e
‖∇ρα‖2

 ,
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which implies
EhN(U(t)) ≤ exp(−λt)EhN (U0)
+ C
∫ t
0
exp{−λ(t− s)}

‖∇B(s)‖2 + ‖∇N [E,B](s)‖2 + ∑
α=i,e
‖∇ρα(s)‖2

 ds. (5.29)
To estimate the time integral term on the r.h.s. of the above inequality, one has
Lemma 5.4. Under the assumptions of Theorem 5.1, if ǫN+6(U0) defined in (5.18) is sufficiently
small then
‖∇B(t)‖2 + ‖∇N [E(t), B(t)]‖2+
∑
α=i,e
‖∇ρα(t)‖2 ≤ Cǫ2N+6(U0)(1 + t)−
5
2
(5.30)
holds for any t ≥ 0.
For this time, suppose that the above lemma is true. Then by applying (5.30) to (5.29), it is
immediate to obtain
EhN (U(t)) ≤ exp{−λt}EhN (U0) + Cǫ2N+6(U0)(1 + t)−
5
2 ,
which proves (5.20) in Theorem 5.2.
Proof of Lemma 5.4: Suppose that ǫN+6(U0) > 0 is sufficiently small. Notice that, by the first part
of Theorem 5.2,
‖U(t)‖N+4 ≤ CǫN+6(U0)(1 + t)− 34 . (5.31)
Similar to obtaining (5.25), one can apply the linear estimate on ρα, B and letting m = 1, q = r =
2, p = 1, ℓ =
5
2
in Corollary 4.2 to the mild form (4.47) respectively, and the linear estimate on E,B
and letting m = N, q = r = 2, p = 1, ℓ =
5
2
so that
‖∇ρα(t)‖ ≤ C(1 + t)− 54 ‖U0‖L1∩H˙4 + exp{−λt}‖∇[ρi0, ρe0]‖
+ C
∫ t
0
(1 + t− s)− 54 ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙4ds
+ C
∫ t
0
exp{−λ(t− s)}‖∇[g1i(s), g1e(s)]‖ds, (5.32)
‖∇B(t)‖ ≤ C(1 + t)− 54 ‖U0‖L1∩H˙4 + Cexp{−λt}‖∇B0‖
+ C
∫ t
0
(1 + t− s)− 54 ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙4ds,
(5.33)
and
‖∇NE(t)‖ ≤ C(1 + t)− 54 ‖U0‖L1∩H˙N+3 + exp{−λt}‖∇N+1[ρi0, ρe0, B0]‖
+ C
∫ t
0
(1 + t− s)− 54 ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙N+3ds
+ C
∫ t
0
exp{−λ(t− s)}‖∇N+1[g1i(s), g1e(s)]‖ds, (5.34)
‖∇NB(t)‖ ≤ C(1 + t)− 54 ‖U0‖L1∩H˙N+3 + exp{−λt}‖∇NB0‖
+ C
∫ t
0
(1 + t− s)− 54 ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙N+3ds. (5.35)
Recalling the definition (3.4), it is straightforward to verify
‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙4 ≤ C‖U(t)‖25,
‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙N+3 ≤ C‖U(t)‖2N+4,
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‖∇[g1i(s), g1e(s)]‖ ≤ C‖U(t)‖23, ‖∇N+1[g1i(s), g1e(s)]‖ ≤ C‖U(t)‖2N+2.
The above estimates together with (5.31) give
‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙4 + ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙N+3
+ ‖∇[g1i(s), g1e(s)]‖+ ‖∇N+1[g1i(s), g1e(s)]‖ ≤ C‖U(t)‖2N+4 ≤ Cǫ2N+6(U0)(1 + s)−
3
2 .
Then it follows from (5.32), (5.33), (5.35) and (5.34) that
‖∇B(t)‖+ ‖∇N [E(t), B(t)]‖ +
∑
α=i,e
‖∇ρα(t)‖2 ≤ CǫN+6(U0)(1 + t)− 54 ,
where the smallness of ǫN+6(U0) has been used. The proof of Lemma 5.4 is complete.
5.2.3. Time rate in L2. Recall that Theorem 5.1 shows that for N ≥ 3, if ǫN+2(U0) is sufficiently
small then
‖U(t)‖N ≤ CǫN+2(U0)(1 + t)− 34 , (5.36)
and if ǫN+6(U0) is sufficiently small then
‖∇U(t)‖N−1 ≤ CǫN+6(U0)(1 + t)− 54 .
Now, we write down the L2 time-decay rates of [ρα, B] and [uα, E] as follows.
Estimate on ‖[ρα, B]‖L2 . It is easy to see from (5.36) that
‖B(t)‖ +
∑
i=i,e
‖ρα‖ ≤ Cǫ5(U0)(1 + t)− 34 . (5.37)
Estimate on ‖[uα, E]‖L2. Applying the second and the third linear estimate on [uα, E] with m =
0, q = r = 2, p = 1, ℓ = 5/2 in Corollary 4.2 to the mild form (4.47), one has
‖[uα, E](t)‖ ≤ C(1 + t)− 54 ‖U0‖L1∩H˙3 + exp{−λt}‖∇[ρi0, ρe0, B0]‖
+ C
∫ t
0
(1 + t− s)− 54 ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙3ds
+ C
∫ t
0
exp{−λ(t− s)}‖∇[g1i(s), g1e(s)]‖ds.
By (5.36), it follows that
‖∇[g1i(s), g1e(s)]‖+ ‖[g1α(s), g2α(s), g3(s)]‖L1∩H˙3 ≤ C‖U(t)‖24 ≤ Cǫ26(U0)(1 + t)−
3
2 .
Therefore, one has
‖[uα, E](t)‖ ≤ Cǫ6(U0)(1 + t)− 54 . (5.38)
5.3. Asymptotic rate to diffusion waves. In this section we shall prove the main Theorem 1.1 on
the large-time asymptotic behavior of the obtained solutions.
First of all, we prove in the following lemma that the solution U(x, t) = [ρα, uα, E,B] to the
nonlinear Cauchy problem (3.1)-(3.3) can be approximated by the one of the corresponding linearized
problem (3.5)-(3.7) in large time.
Lemma 5.5. Suppose that ǫ11(U0) > 0 is sufficiently small, and U(x, t) = [ρα, uα, E,B] is a solution
to the Cauchy problem (3.1)-(3.3) with initial data U0. Then it holds that∥∥ρα(t)−P1αetLU0∥∥ ≤ C(1 + t)− 54 , (5.39)∥∥uα(t)−P2αetLU0∥∥ ≤ C(1 + t)− 74 , (5.40)∥∥E(t)−P3etLU0∥∥ ≤ C(1 + t)− 74 , (5.41)∥∥B(t)−P4etLU0∥∥ ≤ C(1 + t)− 54 , (5.42)
for any t ≥ 0.
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Proof. We rewrite each component of solutions U(x, t) = [ρα, uα, E,B] to (3.1) as the mild forms by
the Duhamel’s principle:
ρα(x, t) = P1αe
tLU0 +
∫ t
0
P1αe
(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]ds, (5.43)
uα(x, t) = P2αe
tLU0 +
∫ t
0
P2αe
(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]ds, (5.44)
for α = i, e, and
E(x, t) = P3e
tLU0 +
∫ t
0
P3e
(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]ds,
B(x, t) = P4e
tLU0 +
∫ t
0
P4e
(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]ds.
Denote N(s) = [∇ · fα(s), g2α(s), g3(s), 0] as in Section 4.4. In what follows we only prove (5.39) and
(5.40), and the other two estimates (5.41) and (5.42) can be proved in a similar way. One can apply
the linear estimate on P1αe
tLN0 to the mild form (5.43) by letting m = 0, q = r = 2, p = 1, ℓ = 5/2
in Theorem 4.3, so as to obtain
∥∥ρα(t)−P1αetLU0∥∥ ≤
∫ t
0
∥∥∥P1αe(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]∥∥∥ ds
≤ C
∫ t
0
(1 + t− s)− 54 (‖N(s)‖L1∩H˙3 + ‖[fi, fe](s)‖L1) + exp{λ(t− s)}‖∇[fi, fe](s)‖ds. (5.45)
Recalling the definition (3.4), it is straightforward to verify
‖N(s)‖L1∩H˙3 + ‖[fi, fe](s)‖L1 ≤ C‖U(s)‖24 ≤ Cǫ26(U0)(1 + s)−
3
2 ,
and
‖∇[fi, fe](s)‖ ≤ C‖U(s)‖24 ≤ Cǫ26(U0)(1 + s)−
3
2 .
Plugging these estimates into (5.45), it follows that∥∥ρα(t)−P1αetLU0∥∥ ≤ C(1 + t)− 54 .
Applying the linear estimate on P2αe
tLN0 to the mild form (5.44) by letting m = 0, q = r = 2, p =
1, ℓ = 7/2 in Theorem 4.3 gives
∥∥uα(t)−P2αetLU0∥∥ ≤
∫ t
0
∥∥∥P2αe(t−s)L[∇ · fα(s), g2α(s), g3(s), 0]∥∥∥ ds
≤ C
∫ t
0
(1 + t− s)− 74 (‖N(s)‖L1∩H˙4 + ‖[fi, fe](s)‖L1) + exp{λ(t− s)}‖∇2[fi, fe](s)‖ds. (5.46)
As before, recall the definition (3.4) and the time-decay rates (5.37) and (5.38). We first estimate L1
norms of those terms without any derivative as
‖uα ×B‖L1 ≤ ‖uα‖‖B‖ ≤ Cǫ26(U0)(1 + s)−
5
4 (1 + s)−
3
4 ≤ Cǫ26(U0)(1 + s)−2,
‖ραuα‖L1 ≤ ‖uα‖‖ρα‖ ≤ Cǫ26(U0)(1 + s)−
5
4 (1 + s)−
3
4 ≤ Cǫ26(U0)(1 + s)−2,
‖fα(s)‖L1 ≤ ‖uα‖‖ρα‖ ≤ Cǫ26(U0)(1 + s)−
5
4 (1 + s)−
3
4 ≤ Cǫ26(U0)(1 + s)−2.
For other terms with one derivative, for ρα∇ · uα, one has
‖ρα∇ · uα‖L1 ≤ ‖∇uα‖‖ρα‖ ≤ Cǫ9(U0)(1 + s)−
5
4 ǫ5(U0)(1 + s)
− 3
4 ≤ Cǫ29(U0)(1 + s)−2,
and similarly it follows that
‖uα · ∇ρα‖L1 + ‖uα · ∇uα‖L1 + ‖ρα∇ρα‖L1 ≤ Cǫ29(U0)(1 + s)−2.
For L2 norms, by calculating for |l| = 4,
‖∂l(uα ×B)‖ ≤‖uα‖L∞‖∂lB‖+ ‖B‖L∞‖∂luα‖ ≤ C‖∇U‖23 ≤ ǫ210(U0)(1 + s)−
5
2 ,
and
‖∂l(uα · ∇ρα)‖ ≤ ‖uα‖L∞‖∂l∇ρα‖+ ‖∇ρα‖L∞‖∂luα‖ ≤ C‖∇U‖24 ≤ ǫ211(U0)(1 + s)−
5
2 ,
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it is direct to verify that
‖N(s)‖H˙4 + ‖∇2[fi, fe](s)‖ ≤ C‖∇U(s)‖24 ≤ Cǫ211(U0)(1 + s)−
5
2 .
Plugging the above inequalities into (5.46) gives∥∥uα(t)−P2αetLU0∥∥ ≤ C(1 + t)− 74 .
This then completes the proof of Lemma 5.5. 
For the solution U(x, t) = [ρα, uα, E,B] to the Cauchy problem (3.1)-(3.3) and the desired large-
time asymptotic profile U(x, t) = [ρ, uα, E,B], their difference can be rewritten as
U − U = (U − etLU0) + (etLU0 − U),
that is,
ρα − ρ =
(
ρα −P1αetLU0
)
+
(
P1αe
tLU0 − ρ
)
,
uα − uα =
(
uα −P2αetLU0
)
+
(
P2αe
tLU0 − uα
)
,
E − E = (E −P3etLU0)+ (P3etLU0 − E) ,
B −B = (B −P4etLU0)+ (P4etLU0 −B) .
Therefore Theorem 1.1 follows from Lemma 5.5, Theorem 4.1 and Theorem 4.2. 
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