The adequate interpretation of facial expressions of emotion is crucial for social functioning and human interaction. New methods are being applied, and a review of the methods that are used to evaluate facial emotion recognition is timely for the field. An extensive review was conducted using the Web of Science, PsycINFO, and PubMed databases. The following keywords were used to identify articles that were published within the past 20 years: emotion recognition, face, expression, and assessment. The initial search yielded 291 articles. After applying the exclusion criteria, 115 articles were included in this review. Articles were analyzed using 3 different approaches: (a) non-behavior-dependent methodologies (MRI and electroencephalography [EEG]), (b) behavioral instruments that were used to assess facial emotion recognition, and (c) instruments or methods that were used to assess facial recognition impairment in health conditions. The behavioral instruments were further subdivided into 7 groups. Static human face stimuli were the most frequently used method, although there are some criticisms concerning the ecological validity of these types of stimuli. Nonvalidated instruments were also commonly used, especially in psychopathological studies. Computer-based morphing has been used to develop new visual stimuli, and brief videos are also being applied. Drawings, which may have lower validity, were often used for assessment in children. Research that uses functional and structural MRI or EEG as methodological alternatives has increased in the last decade. This is a rapidly changing field, and more studies are needed to compare methodologies that are used to explore impairments in facial emotion recognition.
The adequate interpretation of facial expressions of emotion is crucial for social functioning. A decrease in this ability is well known to cause major impairments in successful human interaction (Bourke, Douglas, & Porter, 2010; Collin, Bindra, Raju, Gillberg, & Minnis, 2013) . Several studies have presented correlations between deficits in facial emotion recognition and neuropsychiatric disorders, such as autism, schizophrenia, and mood disorders (Bourke et al., 2010; Castelli, 2005; Collin et al., 2013; Kohler, Turner, Gur, & Gur, 2004; Lacroix, Guidetti, Rogé, & Reilly, 2009) . Darwin (1872 Darwin ( /1999 ) masterpiece, The Expression of the Emotions in Man and Animals, postulated the foundations of the emotion expression field. He hypothesized that animals and humans are born with the ability to decode the emotional meaning of some facial expressions. Darwin affirmed that humans have an innate universal capacity of expressing and acknowledging meaning from basic emotions (Darwin, 1872 (Darwin, /1999 Steele, Steele, & Croft, 2008) . Several studies have explored Darwin's purported innatism, neurophysiology and neuroanatomy of emotional facial recognition, creating various methodologies and instruments for this purpose.
In the 1960s, Paul Ekman developed crosscultural research that consisted of presenting participants with pictures of actors who were making emotional expressions. He then asked them to judge the images. The widespread recognition of six basic emotions (happiness, sadness, anger, surprise, disgust, and fear) was demonstrated in different cultures, corroborating Darwin's innate proposal (Ekman, 2003) . Ekman also constructed and validated an instrument, Pictures of Facial Affect, which consisted of 35-mm black-and-white slides of male and female adult faces that were expressing the six basic emotions (Ekman & Friesen, 1978) .
This tool (Ekman & Friesen, 1978) has been used as a standard instrument to assess facial emotion recognition (Steele et al., 2008) . However, other visual databases and tasks have been developed and validated in an attempt to improve Ekman's instrument, including the Karolinska Directed Emotional Faces (Goeleven, De Raedt, Leyman, & Verschuere, 2008; Lundqvist, Flykt, & Öhman, 1998) .
Requesting participants to recognize emotions based on static and intense facial expressions still predominates in the field. Nevertheless, some criticisms have been made about the ecological validity of instruments that use static pictures of faces because in ordinary daily life people judge expressions that vary in motion patterns and intensity (Chafi, 2012; Goeleven et al., 2008; Roark, Barrett, Spence, Abdi, & O'Toole, 2003; TorroAlves, Bezerra, Claudino, & Pereira, 2013; Willis, Palermo, McGrillen, & Miller, 2014) . Pictures are unable to demonstrate the dynamic aspects of facial expressions and could reach ceiling effects. There are also doubts regarding the influence of sex, face age, familiarity, gaze direction, and face position on the ability to recognize emotional expressions (Beaupré & Hess, 2006; Chafi, 2012; de Souza, Feitosa, Eifuku, Tamura, & Ono, 2008; Fölster, Hess, & Werheid, 2014; Kessels, Montagne, Hendriks, Perrett, & De Haan, 2014; Kinoshita et al., 2012; Scholten, Aleman, Montagne, & Kahn, 2005) .
Some modifications to such static instruments as Ekman's test have been proposed to improve their reliability and validity. The morphing technique creates interpolated images from two separate pictures, producing ambiguous expressions that vary in intensity for each emotion (Suzuki, Hoshino, Shigemasu, & Kawamura, 2006) . Ceiling effects are attenuated through morphing, and the Montreal Set of Facial Displays of Emotion (Beaupré & Hess, 2006 ) is one example of an instrument that uses this methodology.
Morphing techniques can be applied to static pictures or in short videos. Dynamic stimuli that involve morphed pictures may be more appropriate because humans likely do not decode emotional messages in a simple reflex-like manner. However, one should notice the appearance and disappearance of emotions on faces (Gutiér-rez-Maldonado, Rus-Calafell, & González-Conde, 2014; Russell, Bachorowski, & Fernandez-Dols, 2003) .
Recently, computer-generated virtual faces have also been used as an option. An advantage for researchers is the ease of varying and animating emotional expressions as needed (Souto, Baptista, Tavares, Queirós, & Marques, 2013) .
In addition to the evolution of behavioral instruments that are applied to investigate facial emotion recognition, an increase in the use of neuroimaging and EEG techniques has also been observed. Desimone, Albright, Gross, and Bruce (1984) reported that a group of neurons from the inferior temporal cortex responded specifically to facial stimuli in monkeys. Studies that generate neurobiological data from monkeys and humans have increased our knowledge about the neurobiology of facial emotion recognition (de Souza et al., 2008; Desimone et al., 1984; Kirihara et al., 2012; Pan et al., 2013) . Face processing also leads to brain activation in the inferior occipital gyrus, lateral fusiform gyrus, anterior superior temporal sulcus, amygdala, and ventral premotor cortex (de Souza et al., 2008; Sato & Yoshikawa, 2007; Trautmann, Fehr, & Herrmann, 2009 ). This has been described using non-behavioral-dependent methodologies (e.g., MRI, EEG).
The present review of methodologies that are used to evaluate facial emotion recognition identified numerous methodological paradigms. Because impairments in this ability can cause major deficits in social functioning, the methods that are used should be improved. This review might contribute to reflections on the results that have been published regarding many pathologies.
Acknowledging the importance of methods that are used in this field, the aim of the present study was to review the instruments and methodologies that have been used to evaluate emotion facial recognition in the past 20 years, investigating changes and possible variations in research findings based on different instruments. We sought to answer the following research questions: What types of instruments are used to assess the recognition of facial emotions? Is there a time tendency of the instruments? Is there a convergence of methods and results about facial emotion recognition impairments in health conditions based on similar methodological strategies?
Method
A literature review was conducted using the Web of Science, PsycINFO, and PubMed databases with the keywords emotion recognition, expression, face, and assessment. Additional sources and keywords were also analyzed to identify important articles. The review was performed in July 2014. Articles from January 1994 to July 2014 were included.
The inclusion criteria were empirical studies, articles written in English, and studies that focused on the assessment of facial emotion recognition. The exclusion criteria were review articles; theoretical articles; case studies; articles that focused on treatments, training, or rehabilitation; articles that evaluated speech or the influence of context; articles that focused only on the eyes or mouth area (i.e., not the whole face); studies that used nonhuman subjects; and articles for which the full text was unavailable.
First, publications from all of the databases were compiled into a single database, and duplicate articles were excluded. Second, abstracts were chosen according to the inclusion and exclusion criteria. The remaining articles were divided into categories according to year, type of stimulus (static/dynamic stimulus, real human/computed face, manipulated/unmanipulated pictures of faces, and drawings), subject matter, and results (in terms of facial recognition impairments).
The texts were classified into three different groups: the first group focused on nonbehavioral-dependent methodologies (MRI and EEG), the second group focused on the instruments that were applied to assess facial emotion recognition, and the third group focused on examining the most investigated health conditions that are associated with facial emotion recognition impairments, with attention to associations between the instruments and reported results.
Results
The search identified 291 articles in the following databases: 52 in PubMed, 132 in Web of Science, 53 in PsycINFO, and 54 from additional sources/keywords. Of these, 61 articles were duplicates, and 115 were removed based on the exclusion criteria. Thus, 115 publications remained for the analysis, as shown in Figure 1 .
Non-Behavioral-Dependent Methodologies (MRI and EEG)
Articles that included MRI and EEG were classified as nonbehavioral methodologies because their results did not rely exclusively on the participant's verbal ("Say the name/label an emotion") or motor ("Point to/choose an image") behavior. This method is mainly used to obtain neurobiological data on facial emotion recognition and reveals neuroanatomical and neurophysiological correlates of emotion recognition. Table 1 presents 19 articles that used MRI and EEG. All the identified studies were published in the last decade.
Different research goals were addressed using EEG and MRI, but only the schizophrenia field was consistently reported (n ϭ 6 articles), thus allowing comparisons between studies. Kirihara et al. (2012) , Habel et al. (2010) , and Seiferth et al. (2009) used static photographs of human faces as stimuli for emotion recognition. They instructed subjects to press a button with their hand to target the pictures. A lower N170 amplitude (Kirihara et al., 2012) and hypoactivation of the anterior cingulate cortex, bilateral dorsomedial prefrontal cortex, right superior temporal gyrus, and right fusiform gyrus were reported (Habel et al., 2010) . Seiferth et al. (2009) and Habel et al. (2010) used the Facial Emotions for Brain Activation Test and reported that young patients with schizophrenia had difficulty processing sad faces. Mier et al. (2014) reported marked deficits in the recognition of neutral expressions and happy faces (but not negative expressions) using morphed stimuli with graded emotional intensities of neutral, angry, happy, fearful, and disgusted expressions. Turetsky et al. (2007) also applied manipulated human face stimuli and found a correlation between better recogni-tion of happy faces and less severe negative symptoms.
Notably, Mier et al. (2014) found lower amygdala activation associated with a negative bias (i.e., the tendency to attribute negative emotions to neutral emotional expressions) using manipulated human face stimuli.
Goghari, MacDonald, and Sponheim (2011) developed a discrimination task with static human face stimuli, in which participants targeted or did not target the selected emotion. They found that left fusiform gray matter volume decreased by 11%, and hippocampal and middle temporal volumes also decreased in schizophrenia patients.
Instrument Categories
The articles were organized according to seven subcategories of instruments: static human face stimuli, dynamic human face stimuli, static manipulated human face stimuli, dynamic manipulated human face stimuli, static computer-generated face stimuli, dynamic computergenerated face stimuli, and drawings. The publications that were included in each category are shown in Tables 2-7. Some of the studies used more than one type of instrument and are presented in both categories.
Static human face stimuli. This category included stimuli that were created by Ekman (Ekman & Friesen, 1978) . Actors posed for photographs of their faces while expressing an emotion, usually against a black or white background. The participants are asked to look at the expression in the picture that was presented on a piece of paper or computer screen and identify the emotion that was being expressed. This category included 86 articles (see Table 2 ).
As shown in Table 2 , studies of different health conditions used this kind of instrument. In addition to Pictures of Facial Affect (Ekman & Friesen, 1978) , we identified other batteries and tasks, such as the Facial Action Task (Hess,
Overall databases n = 291
Excluded review, theoretical, and individual case articles n = 13
Excluded speech, context, and not whole face articles n = 33
Excluded unavailable full text articles n = 4
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Excluded articles not focused on on facial emotion recognition n = 43 (Schneider et al., 2012; Wolf et al., 2008) , Karolinska Directed Emotional Faces (Lundqvist et al., 1998) , Penn Emotion Recognition Test (Gur et al., 2001) , and Japanese and Caucasian Facial Expressions of Emotion (Matsumoto & Ekman, 1989) . The Pictures of Facial Affect (Ekman & Friesen, 1978) and Karolinska Directed Emotional Faces (Lundqvist et al., 1998) databases have been the most widely used. Some validation studies have been conducted to develop other instruments and tests, such as FACES (Ebner, Riediger, & Lindenberger, 2010) , NimStim (Tottenham et al., 2009) , and the Facial Discrimination Task (Rojahn et al., 2002) .
The most applied methodology was the forced-choice labeling of emotions, in which participants look briefly at a picture and then choose an emotion from a list of options (e.g., happy, sad, disgusted, angry, surprised, and fearful; Silver, Bilker, & Goodman, 2009; Slopen, McLaughlin, Fox, Zeanah, & Nelson, 2012; Wei␤, Winkelmann, & Duschek, 2013) . Another popular methodological option for applying static human face stimuli is the matching task, in which participants are required to match a target facial expression with another facial expression that displays the same emotion (Ariatti, Benuzzi, & Nichelli, 2008; Doop & Park, 2009; Wang, Dapretto, Hariri, Sigman, & Bookheimer, 2004; Willis, Palermo, McGrillen, & Miller, 2014) . Matching tasks have the advantage of not using lexical labels, which makes such tasks an option for small children, foreigners, and illiterate individuals.
Eye tracking has also been used with static human face stimuli. It can be applied to decompose the recognition process into stages and discriminate faster or slower emotion identification (Calvo & Nummenmaa, 2009) . Scan paths of different facial expressions of emotion can also be evaluated.
Many of the studies that were reviewed herein focused on the influence of different conditions on facial emotion recognition, such as familiarity (Beaupré & Hess, 2006) , attention (Alonso-Recio, Serrano, & Martín, 2014; Kroeger, Rojahn, & Naglieri, 2001; Waters, Mogg, Bradley, & Pine, 2008) , gender differences (Lee et al., 2002) , and head orientation Huntington's disease Eisenbarth & Alpers, 2011 Methodological study Methodological study Gil, Teissèdre, Chambres, & Droit-Volet, 2011 Postpartum depression Leung, Lee, & Lee, 2011 Schizophrenia Goghari et al., 2011 Schizophrenia Comparelli et al., 2011 Schizophrenia Narme et al., 2011 Parkinson's disease Hoertnagl et al., 2011 Bipolar disorder Thompson et al., 2011 Psychopathology 2010 Kobayakawa et al., 2010 Myotonic dystrophy Ebner et al., 2010 Methodological study Habel et al., 2010 Schizophrenia Healey, Pinkham, Richard, & Kohler, 2010 Schizophrenia 2009 Doop & Park, 2009 Schizophrenia Güntekin & Başar, 2009 Methodological study Moulson et al., 2009 Methodological study Jones et al., 2009 Conduct problems Busse et al., 2009 Methodological study Schaffer, Wisniewski, Dahdah, & Froming, 2009 Development Tottenham et al., 2009 Methodological study Calvo & Nummenmaa, 2009 Methodological study Silver, Bilker, & Goodman, 2009 Schizophrenia Meyer & Kurtz, 2009 Schizophrenia Seiferth et al., 2009 Schizophrenia (table continues) (Hess et al., 2007) . However, the forced-choice labeling option is still usually preferred. Dynamic human face stimuli. The second category refers to studies that used videos of actors making an emotional expression. Only one article of this type was found in this review. Prkachin (2003) investigated whether face inversion affects the recognition of facial expressions of emotion. He used videos of 72 faces that expressed the six basic emotions, which were presented for 100 ms as upright or inverted faces. Healthy participants had difficulty labeling the emotion when the faces were inverted, mostly those of anger, fear, and disgust. Anger and disgust were more mistaken in the inverted orientation. The author did not discuss the implications of using such inversions.
Static manipulated human face stimuli. Static manipulated human faces include the computer manipulation of pictures of actors as Lee et al., 2002 Methodological study Rojahn et al., 2002 Methodological study 2001 Huang, Tang, Helmeste, Shioiri, & Someya, 2001 Methodological study Kroeger, Rojahn, & Naglieri, 2001 Mental retardation 1999 Benson, 1999 Affective disorders Shaw et al., 1999 Schizophrenia Adolphs et al., 1999 Brain injury 1996
MacDonald, Kirkpatrick, & Sullivan, 1996 Methodological study degraded figures, blended emotions of human faces, or other morphing and visual distortion techniques (e.g., the Adobe Photoshop mosaic effect). Twenty-six articles were included in this category (see Table 3 ). The Pictures of Facial Affect database (Ekman & Friesen, 1978) -the most applied static human face stimuli that was found in this review-was morphed by Utama, Takemoto, Koike, and Nakamura (2009); Thomas, De Bellis, Graham, and LaBar (2007; neutral-to-anger, neutral- to-fear, fear-to-anger), Anderson et al. (2011) , Wallace et al. (2011) , Kobayakawa et al. (2010) , and Pan et al. (2013) . The latter two studies also used MRI to measure neural activity in response to various intensities of emotion that were manipulated by morphing and analyze facial expression recognition.
The images in the Japanese and Caucasian Facial Expressions of Emotion (Matsumoto & Ekman, 1989) were morphed by Mei and Leat (2009) and Johnston, Devir, and Karayanidis (2006) to create degraded stimuli (from neutral to emotional faces).
Morphed pictures from the NimStim Stimulus Set (Tottenham et al., 2009) were also manipulated by Gao and Maurer (2009) to create several emotional intensities of happy, sad, fearful, and neutral expressions. They compared the sensitivity of 5-, 7-, and 10-year-old children with that of adults with regard to the ability to recognize less-intense facial expressions of emotion.
Carmona-Perera, Clark, Young, Pérez-García, and Verdejo-García (2014) used the Facial Expression of Emotion: Stimuli and Tests to evaluate facial emotion recognition in patients with alcohol use disorders. This group of stimuli was also used by Dean et al. (2013) to produce different levels of emotion intensity and assess facial affect processing and related brain structures as an endophenotype of firstepisode psychosis.
Great interest has been seen in constructing new stimuli to analyze facial expressions of emotions. Wilhelm, Hildebrandt, Manske, Schacht, and Sommer (2014) developed a battery for the multivariate assessment of reflection and the recognition of facial emotion expressions, and task scoring focused on the speed and accuracy of performance.
The computerized Emotion Recognition Task (Kessels et al., 2014) examined the effects of age, sex, and intellectual ability on the perception of emotion by presenting emotional facial expressions as morphs, from neutral to four levels of intensity for the six basic emotions. According to these authors, it is a valuable instrument for assessing emotion perception in populations aged 8 to 75 years.
Morphing techniques were mostly applied to evaluate the intensity that is needed to accurately identify emotions in a variety of conditions and pathologies. Mier et al. (2014) manipulated pictures to investigate emotion-specific amygdala activation in schizophrenia using MRI. Vernet, Baudouin, and Franck (2008) evaluated facial emotion recognition using nonmanipulated static faces that displayed the six basic emotions and assessed emotion categorization with morphed faces by combining all possible pairs of emotions, with three intermediate levels between each pair. This was one of the few studies that we found in this review in which the morphing technique created a stimulus differently of the emotional intensity. Hess et al. (2007) investigated the role of horizontal head tilt in the perception of emotional facial expressions using the Directed Facial Action Task. The images were manipulated to create an apparent right-side profile to horizontally flip the expressions. The results suggested that an horizontal head position is an important cue for threat detection.
To study the issues of the ceiling effect and various levels of difficulty across emotions, Suzuki, Hoshino, and Shigemasu (2006) proposed a new assessment for quantifying individual differences in the recognition of the six basic emotions. They used static human face stimuli and manipulated human face stimuli (morphing techniques) and item response theory, suggesting it could solve these assessment issues. Scholten et al. (2005) analyzed sex differences in emotion processing in patients with schizophrenia using the facial affect recognition morphing task. They used both static and dynamic manipulated human face stimuli. and Suzuki, Hoshino, Shigemasu, and Kawamura (2006) also incorporated a female face picture that was morphed, which may contribute to studies on gender differences.
Dynamic manipulated human face stimuli. This subcategory included articles that used ma-nipulated stimuli, similar to static manipulated human face stimuli but dynamically presented (e.g., videos and motion patterns). Seven articles fit this category (see Table 4 ). Kessels et al. (2007) and West et al. (2012) employed computer-generated programs that presented morphing pictures in motion to participants and asked them to choose an emotion. All of the stimuli dynamically changed from neutral to intense emotions. West et al. (2012) used an animated full-facial expression comprehension test, called AFFECT, with two female and two male faces, based on the Pictures of Facial Affect (Ekman & Friesen, 1978) . Kessels et al. (2007) and Montagne et al. (2007) created the Emotion Recognition Task, in which the faces began at a 20% intensity and were presented for 1-3 s.
Chafi (2012) investigated the association between motion and emotion using basic emotional faces that displayed motion patterns. They compared three facial motion patterns (parabolic, wave-like, and translational) with the six basic emotions. The results were inconclusive, and the authors suggested that further research is needed to determine the effects of translational, parabolic, and wave-like motion patterns on emotional perception. Herba et al. (2008) explored whether familiarity with a face that shows an emotional state influences recognition of the facial expression. They tested children using dynamic basic emotion stimuli (with the exception of surprise) from familiar people (parents and teachers) and unfamiliar individuals. The data showed that the influence of familiarity on the recognition of facial emotions varied for each emotion that was tested. Herba et al. (2008) suggested that dynamic stimuli are relevant in the ability of children to identify emotions at lower intensities, which may also be used to train this ability. Li and Tottenham (2013) used videos of facial expressions to compare the ability to recognize facial expressions between different people's faces before an emotion judgment task. They found that self-face expressions of any emotion were recognized earlier in the videos compared with dynamic stimuli from other faces. These authors suggested that the use of videos is crucial for detecting emerging facial expressions on both types of faces. Perlman et al. (2013) applied animated videos of facial expressions while performing functional MRI scans. According to the authors, this outcome indicates that impairment of emotional processing is not limited to brain areas (such as the amygdala), and the dynamic stimuli were useful to demonstrate emerging facial expressions of emotions.
The studies that were reviewed above indicate that the use of dynamic manipulated stimuli, such as videos, are advantageous because they can present emerging facial expressions and allow the possibility that participants can recognize facial emotions earlier in a task. Dynamic presentation is closer to reality, but the authors of these studies did not directly discuss whether their emotion recognition results that were obtained using dynamic images would be different from studies that use static images.
Static computer-generated face stimuli. The fifth subcategory included faces that were generated by computers (i.e., three-dimensional robotic faces); therefore, pictures of real people were not presented as the stimuli. Two such articles were identified (see Table 5 ).
Goren and Wilson (2006) employed short presentations of synthetic happy, sad, angry, and fearful faces to determine which geometric changes are required to recognize these emotions. The stimuli were derived from grayscaled digitized photographs of male and female faces and manipulated using morphing techniques.
Huang, Hsiao, Hwu, and Howng (2012) utilized the Chinese Facial Emotion Recognition Database (CFERD), which is a computergenerated three-dimensional task that shows expressions with various intensities. A morphing technique was also used to create static color photographs of the six basic emotions.
Both of these studies found higher sensitivity in the recognition of subtle emotions. The authors attributed this improvement in recognition to their morphing techniques, which provided different intensities of expressions. Huang et al. (2012) reported the possible advantage of obtaining facial emotion expressions for any ethnicity, which may facilitate cross-cultural studies that use static computer-generated facial stimuli. However, in both studies, the results that were obtained from these types of stimuli did not differ from those that were obtained using photographs of human faces.
Dynamic computer-generated face stimuli. This subcategory included studies that used computer-generated face stimuli that were dynamically presented in short video clips. Only three articles employed these virtual reality faces (see Table 6 ). Souto et al. (2013) introduced the development of a virtual reality program for facial emotion recognition, called the RV-REF, and evaluated facial emotion recognition in schizophrenia patients. A photograph of a young male from the Radboud University Faces Database (Langner et al., 2010) was transformed using morphing techniques into a threedimensional avatar that presented an emotional expression. The participants were instructed to identify the emotion after watching a 7-s display of the avatar that morphed from neutral to emotional faces and then returned to a neutral face. Goren & Wilson, 2006 Methodological study Gutiérrez-Maldonado et al. (2014) and RusCalafell et al. (2013) also constructed a set of dynamic virtual reality faces using avatars of two females and two males, young and old in both cases. Morphing techniques were used to create the stimuli, which morphed from neutral to a final emotional expression. In addition to dynamic computer-generated face stimuli, static human face stimuli from the same database were used to construct the dynamic faces in these studies. Rus-Calafell et al. (2013) applied stimuli that varied according to age and sex, which may be an advantage when considering that these factors have been shown to influence facial emotion recognition.
Drawings. This category included studies that used drawings (e.g., cartoon faces and schematic drawings; Table 7) .
MacDonald, Kirkpatrick, and Sullivan (1996) conducted a study with preschool children and evaluated the possibility of using schematic drawings in an emotion recognition task. The researchers named an emotion and asked them to choose a picture that would best express that emotion. Facial emotion recognition performance was compared between the drawings and the Pictures of Facial Affect (Ekman & Friesen, 1978) . The children were more accurate with the drawings than with the photographs.
Strand, Cerna, and Downs (2008) performed a longitudinal study of shyness and emotional processing and instructed children to denominate emotions that were presented in schematic faces or pictures of faces. Woodworth and Waschbusch (2008) also used schematics and pictures of faces in their study that investigated emotional processing in children with behavioral problems.
Notably, Woodworth and Waschbusch (2008) and MacDonald et al. (1996) did not use solely drawings as stimuli to evaluate facial emotion recognition, which could improve ecological validity.
The researchers did not employ the same instrument or investigate the same health condition in these studies, thus making comparisons of the results difficult. It is interesting to note, however, the use of drawings or schematics was found exclusively in research on children.
Health Conditions Versus Instruments
In this section, we compare the results of studies that evaluated the same health conditions according to type of instrument. We restricted these comparisons to health conditions for which at least three articles were found (see Table 8 ).
Schizophrenia was the most studied psychopathology (n ϭ 24), followed by Parkinson's disease (n ϭ 6), autism (n ϭ 5), multiple sclerosis (n ϭ 4), bipolar disorder (n ϭ 3), and brain injury (n ϭ 3).
Nineteen publications with a focus on schizophrenia used static human face stimuli. A global impairment in recognizing all six basic emotions is widely reported when assessed with these kinds of stimuli (Doop & Park, 2009; Goghari & Sponheim, 2013; Sachs, StegerWuchse, Kryspin-Exner, Gur, & Katschnig, 2004; Shaw et al., 1999) . Kohler and Brennan (2004) agreed with such global impairment but remarked that fearful, disgusted, and neutral expressions are less recognized. Seiferth et al. (2009) reported a decrease in brain activation in adolescents and adults and impairment in recognizing sad faces. Turetsky et al. (2007) found a correlation between the better recognition of happy faces and less severe negative symptoms.
Some discrepancies were found in the use of static manipulated human faces in schizophrenia (Wolf et al., 2008 ) Impairment in angry face recognition (Tanaka et al., 2012) 3 Children/adolescents and adults Impairment in recognition of sadness, happiness, disgust, and fear (Wallace et al., 2011) 4 Adults Self-priming improved facial emotion recognition (Li & Tottenham, 2013 ) Bipolar disorder 1 Adults Confusion between expressions: disgust ϫ anger, fear ϫ disgust/surprise, surprise ϫ fear, and sad ϫ fear/anger (Hoertnagl et al., 2011) and anger ϫ fear (Goghari & Sponheim, 2013) 4 Children/adolescents Hypoactivation of fusiform gyrus in response to happy, sad, fearful, and angry faces (Perlman et al., 2013 Expressions from healthy individuals were more accurately identified than those from schizophrenia patients, except for posed sad faces and evoked neutral faces (Healey, Pinkham, Richard, & Kohler, 2010 ) Global impairment (Doop & Park, 2009; Goghari & Sponheim, 2013; Sachs et al., 2004; Shaw et al., 1999) Global impairment: worse recognition of fearful, disgusted, and neutral expressions. Patients overattributed disgusted expressions and underattributed happy expressions (Kohler & Brennan, 2004 ) Impairment in recognition of angry faces, and more false attributions of happy and angry to neutral faces than controls (Leppänen et al., 2006 ) Better recognition of happy faces correlated with less severe negative symptoms (Turetsky et al., 2007 ) Dysregulation between excitatory (amygdala) and inhibitory (prefrontal) limbic regions (Rȃdulescu & Mujica-Parodi, 2008 ) Impairment in recognizing happy faces, whereas they were more inclined to attribute any facial emotion as fearful or sad (Tsoi et al., 2008 ) Impairment in recognition of happy and sad faces (Meyer & Kurtz, 2009; Silver et al., 2009 ) Hypoactivation of anterior cingulate cortex, bilateral dorsomedial prefrontal cortex, right superior temporal gyrus, and right fusiform gyrus (Habel et al., 2010 ) Impaired recognition of emotion correlated with simple perception (Comparelli et al., 2011 ) Impairment in recognition of surprise, fear, and disgust (Leung et al., 2011) No increase in N170 amplitudes in response to emotional faces compared with neutral faces (Kirihara et al., 2012 ) Global impairment before the onset of full-blown psychosis (Comparelli et al., 2013) 3 Adults No negative emotion-specific deficit in schizophrenia. Patients and control group had same impairment in the recognition of degraded images of fear and sadness (Johnston et al., 2006 ) Global impairment due to less categorical processing of facial expressions (Vernet et al., 2008 ) Impairment in recognition of neutral and happy expressions but not negative expressions, with a tendency toward attributing negative emotions to neutral emotional expressions (Mier et al., 2014) 3,4 Adults Larger impairment in men than in women (Scholten et al., 2005) 6 Adults Impairment in recognition of fear and disgust (Souto et al., 2013) a 1 ϭ static human face stimuli; 2 ϭ dynamic human face stimulus; 3 ϭ static manipulated human face stimuli; 4 ϭ dynamic manipulated human face stimulus; 5 ϭ static computer-generated face stimuli; 6 ϭ dynamic computer-generated face stimuli; 7, drawings.
patients. Although Vernet et al. (2008) reported global impairment that was caused by less categorical processing of facial expressions, Mier et al. (2014) reported an impairment in neutral and happy expressions but not in negative ones. Johnston et al. (2006) reported no specific deficit in recognizing negative emotions, in which both schizophrenia patients and the control group exhibited some impairment in recognizing degraded images of fear and sadness. Scholten et al. (2005) used static manipulated human face stimuli and dynamic manipulated human face stimuli and reported a sex bias in the processing of facial emotions, in which men exhibited more impairment compared with women. Souto et al. (2013) were the only authors who applied dynamic computer-generated face stimuli in a study with schizophrenia patients. They reported impairment in recognizing fear and disgust, which was similar to the findings of Kohler and Brennan (2004) who used static human face stimuli.
The results of studies that evaluated Parkinson's disease patients have also been quite heterogeneous. Pell and Leonard (2005) did not find impairments in nondemented adults with Parkinson's disease using static human face stimuli. Alonso-Recio et al. (2014) applied the same type of instrument and reported that overall impairment did not depend on selective attention ability. This findings contradicts other studies that used the same type of stimuli and argued that this difficulty in facial emotion recognition is restricted to faces that express fear (Ariatti et al., 2008; Narme, Bonnet, Dubois, & Chaby, 2011) , anger (Narme et al., 2011) , and sadness (Ariatti et al., 2008) . Suzuki, Hoshino, Shigemasu, and Kawamura (2006) used static human face stimuli and manipulated human face stimuli and found impairment in recognizing disgust but no impairment in recognizing fear, which is not in agreement with Marneweck and Hammond (2014) , who observed impairment in discriminating graded intensities of anger using manipulated human face stimuli.
A study that evaluated autism spectrum disorder using static human face stimuli reported impairment in specific face categories that was attributable to failure to discriminate information in the region of the eyes (Wolf et al., 2008) . Such impairment was exacerbated with angry faces (Tanaka et al., 2012) . Wang et al. (2004) used the same type of instrument and found no group differences in a labeling task in autistic children and adolescents. Wallace et al. (2011) used static manipulated human face stimuli and observed impairment in the recognition of faces that expressed sadness, happiness, disgust, and fear. It is interesting to note that Tanaka et al. (2012) and Wallace et al. (2011) employed different kinds of instruments and found impairments in the recognition of various emotions.
Studies that evaluated multiple sclerosis patients reported conflicting results. Phillips et al. (2011) reported global impairment, and Prochnow et al. (2011) found worse performance in the recognition of negative emotions, although both studies utilized static manipulated human face stimuli. Di Bitonto et al. (2011) and used static human face stimuli and reported lower reactivity to negative faces in multiple sclerosis patients (Di Bitonto et al., 2011) , who required the recruitment of more neural resources to recognize negative facial expressions .
In bipolar disorder patients, confusion between emotional expressions was found by Hoertnagl et al. (2011) and Goghari and Sponheim (2013) , but these two studies did not find the same impairments in recognition, although they used similar instruments (static human face stimuli). Perlman et al. (2013) used dynamic manipulated human face stimuli in children and adolescents with bipolar disorder and reported hypoactivation of the fusiform gyrus in response to happy, sad, fearful, and angry faces.
Brain injuries are always difficult to compare among patients because the lesion area is important for assessing specific impairments. However, patients with damage in the orbitofrontal cortex (Willis, Palermo, Burke, McGrillen, & Miller, 2010) and bilateral amygdala (Adolphs et al., 1999) had more difficulty recognizing negative emotions. Both of these studies used static human face stimuli because they may be easier to apply in brain-injured patients.
Although the studies discussed above focused on the same health conditions, direct comparisons between them are hampered by the different objectives, patient populations, and instruments that were used.
Discussion
The choice of methodology is crucial for proper experimental scientific research and can influence the results. Thus, a review of instruments and methodological strategies that are used in the facial emotion recognition field is important. The present review explored the methodologies that were used in the past 20 years to assess facial emotion recognition.
One important recent development was the increased use of functional and structural MRI and EEG in the past decade. Event-related oscillations and potentials are electrophysiological parameters that can be measured by EEG, providing important information especially for facial emotion recognition in psychiatric disorders. These parameters are behaviorally independent, do not require complex instructions or verbal/motor responses, and can be recorded while subjects simply view faces and label emotions. Such studies appear to be appropriate for critically ill or uncooperative subjects, such as those with verbal difficulties or trying to simulate results. However, it has not been proven yet and could be an interesting potential study.
Studies that used MRI have reported consistent neurobiological correlates of facial processing. Structural (Goghari et al., 2011) and functional (Kirihara et al., 2012; Mier et al., 2014) impairments have been reported in schizophrenia patients, but comparisons of these results are difficult because the studies used distinct instruments. For example, Mier et al. (2014) and Seiferth et al. (2009) reported conflicting results in schizophrenia patients. We cannot determine whether this difference is attributable to the age of the participants (only the former study evaluated adults) or other variables, such as the use of different instruments.
Although neuroimaging research is increasing, the high cost of MRI scanners is likely associated with less utilization of this technology and may be an issue for scientists from lower income countries.
Instruments that use static human face stimuli, especially photos as originally proposed by Ekman, were the most frequently found in the present review, although their ecological validity has received some criticism. In everyday life, faces are not static; they change in rigid and nonrigid motion (Hole & Bourne, 2010) . Nonrigid motion reflects facial expressions that distort the face and can provide additional information about the face. Jack, Garrod, and Schyns (2014) proposed an evolving hierarchy of signals over time that can only be perceived in dynamic facial expressions of emotion.
Among the instruments that were classified as static human face stimuli, the Pictures of Facial Affect and Karolinska Directed Emotional Faces were the most widely used. However, nonvalidated instruments that were designed for a particular study (or for a particular research group) were also very common, mainly in psychopathology studies. The use of nonvalidated instruments can hinder comparisons across studies and possibly lead to bias in research results.
The human face is a complex stimulus with several peculiarities, such as skin texture, eye color, hair, and gender (Bruce & Young, 2012) . Thus, the way in which a face that expresses emotion is presented is crucial for proper investigations of facial emotion recognition. Parmley and Cunnigham (2014) revealed on their study, there may be effects of age and gender from the one expressing the emotion on emotional perception.
Thus, as the importance of the one expressing the emotion have been explained, the pictures, videos or images used as stimuli on FER experiments are extremely important. If there is a lack of clear evidence of the quality or validity of stimuli that are used in a certain study, then the results should be questioned and might reflect methodological bias rather than impairment in facial emotion recognition. Thus, in some of the studies reviewed herein, impairments in facial emotion recognition may have reflected bias in the study, with a lack of replication in subsequent studies. The same instruments that are applied in similar contexts or specific psychopathologies should be better investigated in future research.
Short videos may also be more valid than posed pictures of emotion. Fewer studies have used dynamic stimuli than static stimuli, which may be attributable to challenges in creating these stimuli and interpreting the data. Additionally, few studies have used dynamic virtual reality stimuli. Notably, however, studies that used such stimuli were published only in the past 2 years, which may point toward a new direction of research.
As an alternative to videos and traditional static stimuli, the manipulation of pictures is being widely employed in the field. Morphing techniques stand out in this category and are applied to control the extent of emotion that is expressed on the face. Full expressions of emotion, such as those developed by Ekman, could mask more subtle difficulties in recognizing facial emotions. Morphed pictures can assess these peculiarities by following emotional expressions step-by-step. These instruments have the advantage of high ecological validity compared with static stimuli and can be more easily analyzed compared with video stimuli. For patients with slow processing or motor impairments, static emotional interpolated images can provide interesting data for analyses of facial emotion recognition.
Drawings were used only in studies of facial emotion recognition in children. A methodological study found better results with drawings than with pictures, but this could have resulted from the children's familiarity with animated cartoons that usually show high-intensity emotions. Drawings have lower ecological validity and may not accurately indicate difficulties in recognizing emotions in everyday life. More research in this area is needed (e.g., studies that link social skills and facial emotion recognition assessment with drawings and real human pictures).
With regard to the analyses of health conditions, brain injury studies stand out because they all used static human face stimuli, which allows better comparisons and neurological correlates of facial emotion recognition. Damage to the orbitofrontal cortex and bilateral amygdala was associated with more difficulty recognizing negative emotions. Such findings confirm the involvement of cortical and subcortical structures in this complex skill, especially for negative emotions.
The recognition of happy faces might be easier for participants in forced-choice labeling studies because it is the only emotion that is clearly positive among the options that are available. In other words, several options of negative emotions are available, with only one positive emotion, and the happy face could be more easily recognized among the given choices. Thus, results that indicate global impairment may be attributable to bias for negative emotions, suggesting a methodological limitation of the forced-choice paradigm.
An interesting outcome was found in studies that evaluated bipolar disorder. Goghari and Sponheim (2013) and Hoertnagl et al. (2011) reported that participants exhibited confusion between emotional expressions, but these authors disagreed about which emotions exhibited impairment in recognition, although they used instruments from the same category. Notably, however, Goghari and Sponheim (2013) did not include faces that showed disgust, so they were not assessed. Additionally, some of the studies did not use all six basic emotions and rather tested fewer emotions, which may have compromised analyses of the health conditions. In summary, a wide variety of tests were used to assess facial emotion recognition. Among the behaviorally dependent instruments, human faces and nonhuman stimuli (drawings and computer-generated faces) were employed both statically and dynamically. MRI and EEG have become more widely applied, with an increase in the use of manipulated stimuli. We found difficulty comparing research results. Incongruent findings between studies may reflect methodological differences. Because precise comparisons between studies are desirable, investigations that utilize standardized methodologies are required.
A possible bias of the present review could be the use of the keywords assessment and expression in the database searches, which may have excluded studies that did not necessarily focus on assessment. Thus, other keywords that are associated with methodologies for assessing facial emotion recognition should be searched to ensure that important articles are not excluded.
Although we cannot conclude which instrument or approach is better than others, we did find that studies that adopt the same methods can produce different and sometimes conflicting results. Although we found a large number of articles, we also found a multiplicity of instruments and methodological strategies and a lack of replication. None of the articles reviewed herein was a replication study. Although the results of studies that evaluated the validity and reliability of the instruments have been mostly positive, the discrepant outcomes of studies that utilized these instruments should draw researchers' attention.
