The proliferation of online information sources has led to an increased use of wrappers for extracting data from Web sources. While most of the previous research has focused on quick and efficient generation of wrappers, the development of tools for wrapper maintenance has received less attention. This is an important research problem because Web sources often change in ways that prevent the wrappers from extracting data correctly. We present an efficient algorithm that learns structural information about data from positive examples alone. We describe how this information can be used for two wrapper maintenance applications: wrapper verification and reinduction. The wrapper verification system detects when a wrapper is not extracting correct data, usually because the Web source has changed its format. The reinduction algorithm automatically recovers from changes in the Web source by identifying data on Web pages so that a new wrapper may be generated for this source. To validate our approach, we monitored 27 wrappers over a period of a year. The verification algorithm correctly discovered 35 of the 37 wrapper changes, and made 16 mistakes, resulting in precision of 0.73 and recall of 0.95. We validated the reinduction algorithm on ten Web sources. We were able to successfully reinduce the wrappers, obtaining precision and recall values of 0.90 and 0.80 on the data extraction task.
Introduction
There is a tremendous amount of information available online, but much of this information is formatted to be easily read by human users, not computer applications. Extracting information from semi-structured Web pages is an increasingly important capability for Web-based software applications that perform information management functions, such as shopping agents (Doorenbos, Etzioni, & Weld, 1997) and virtual travel assistants (Knoblock, Minton, Ambite, Muslea, Oh, & Frank, 2001b; Ambite, Barish, Knoblock, Muslea, Oh, & Minton, 2002) , among others. These applications, often referred to as agents, rely on Web wrappers that extract information from semi-structured sources and convert it to a structured format. Semi-structured sources are those that have no explicitly specified grammar or schema, but have an implicit grammar that can be used to identify relevant information on the page. Even text sources such as email messages have some structure in the heading that can be exploited to extract the date, sender, addressee, title, and body of the messages. Other sources, such as online catalogs, have a very regular structure that can be exploited to extract all the data automatically.
Wrappers rely on extraction rules to identify the data field to be extracted. Semiautomatic creation of extraction rules, or wrapper induction, has been an active area of research in recent years (Knoblock, Lerman, Minton, & Muslea, 2001a; Kushmerick, Weld, & Doorenbos, 1997) . The most advanced of these wrapper generation systems use machine learning techniques to learn the extraction rules by example. For instance, the wrapper induction tool developed at USC (Knoblock et al., 2001a; Muslea, Minton, & Knoblock, 1998) and commercialized by Fetch Technologies, allows the user to mark up data to be extracted on several example pages from an online source using a graphical user interface. The system then generates "landmark"-based extraction rules for these data that rely on the page layout. The USC wrapper tool is able to efficiently create extraction rules from a small number of examples; moreover, it can extract data from pages that contain lists, nested structures, and other complicated formatting layouts.
In comparison to wrapper induction, wrapper maintenance has received less attention. This is an important problem, because even slight changes in the Web page layout can break a wrapper that uses landmark-based rules and prevent it from extracting data correctly. In this paper we discuss our approach to the wrapper maintenance problem, which consists of two parts: wrapper verification and reinduction. A wrapper verification system monitors the validity of data returned by the wrapper. If the site changes, the wrapper may extract nothing at all or some data that is not correct. The verification system will detect data inconsistency and notify the operator or automatically launch a wrapper repair process. A wrapper reinduction system repairs the extraction rules so that the wrapper works on changed pages. As shown in the figure, the wrapper induction system takes a set of web pages labeled with examples of the data to be extracted. The output of the wrapper induction system is a wrapper, consisting of a set of extraction rules that describe how to locate the desired information on a Web page. The wrapper verification system uses the functioning wrapper to collect extracted data. It then learns patterns describing the structure of data. These patterns are used to verify that the wrapper is correctly extracting data at a later date. If a change is detected, the system can automatically repair a wrapper by using this structural information to locate examples of data on the new pages and re-running the wrapper induction system with these examples. At the core of these wrapper maintenance applications is a machine learning algorithm that learns structural information about common data fields. In this paper we introduce the algorithm, DataProG, and describe its application to the wrapper maintenance tasks in detail. Though we focus on web applications, the learning technique is not web-specific, and can be used for data validation in general.
Note that we distinguish two types of extraction rules: landmark-based rules that extract data by exploiting the structure of the Web page, and content-based rules, which we refer to as content patterns or simply patterns, that exploit the structure of the field itself. Our previous work focused on learning landmark rules for information extraction (Muslea, Minton, & Knoblock, 2001 ). The current work shows that augmenting these rules with content-based patterns provides a foundation for sophisticated wrapper maintenance applications.
Learning Content Patterns
The goal of our research is to extract information from semi-structured information sources. This typically involves identifying small chunks of highly informative data on formatted pages (as opposed to parsing natural language text). Either by convention or design, these fields are usually structured: phone numbers, prices, dates, street addresses, names, schedules, etc. Several examples of street addresses are given in Fig. 2 . Clearly, these strings are not arbitrary, but share some similarities. The objective of our work is to learn the structure of such fields. 
Data Representation
In previous work, researchers described the fields extracted from Web pages by a characterlevel grammar (Goan, Benson, & Etzioni, 1996) or a collection of global features, such as the number of words and the density of numeric characters (Kushmerick, 1999) . We employ an intermediate word-level representation that balances the descriptive power and specificity of the character-level representation with the compactness and computational efficiency of the global representation. Words, or more accurately tokens, are strings generated from an alphabet containing different types of characters: alphabetic, numeric, punctuation, etc. We use the token's character types to assign it to one or more syntactic categories: alphabetic, numeric, etc. These categories form a hierarchy depicted in Fig. 3 , where the arrows point from more general to less general categories. A unique specific token type is created for every string that appears in at least k examples, as determined in a preprocessing step. The hierarchical representation allows for multi-level generalization. Thus, the token "Boulevard" belongs to the general token types Alphanum (alphanumeric strings), Alpha (alphabetic strings), Upper (capitalized words), as well as to the specific type representing the string "Boulevard". This representation is flexible and may be expanded to include domain specific information. For example, the numeric type is divided into categories that include range information about the number -Large (larger than 1000), Medium (medium numbers, between 10 and 1000) and Small (smaller than 10)-and number of digits: 1−, 2−, and 3−digit. Likewise, we may explicitly include knowledge about the type of information being parsed, e.g., some 5-digit numbers could be represented as zipcode. We have found that a sequence of specific and general token types is more useful for describing the content of information than the character-level finite state representations used in previous work (Carrasco & Oncina, 1994; Goan et al., 1996) . The character-level description is far too fine grained to compactly describe data and, therefore, leads to poor generality. The coarse-grained token-level representation is more appropriate for most Web data types. In addition, the data representation schemes used in previous work attempt to describe the entire data field, while we use only the starting and ending sequences, or patterns, of tokens to capture the structure of the data fields. The reason for this is similar to the one above: using the starting and ending patterns allows us to generalize the structural information for many complex fields which have a lot of variability. Such fields, e.g., addresses, usually have some regularity in how they start and end that we can exploit. We call the starting and ending patterns collectively a data prototype. As an example, consider a set of street addresses in Fig. 2 . All of the examples start with a pattern <Number Upper> and end with a specific type <Boulevard> or more generally <Upper>. Note that the pattern language does not allow loops or recursion. We believe that recursive expressions are not useful representations of the types of data we are trying to learn, because they are harder to learn and lead to over-generalization.
Learning from Positive Examples
The problem of learning the data prototype from a set of examples that are labeled as belonging (or not) to a class may be stated in one of two related ways: as a classification or as a conservation task. In the classification task, both positive and negative instances of the class are used to learn a rule that will correctly classify new examples. Classification algorithms, like FOIL (Quinlan, 1990) , use negative examples to guide the specialization of the rule. They construct discriminating descriptions -those that are satisfied by the positive examples and not the negative examples. The conservation task, on the other hand, attempts to find a characteristic description (Dietterich & Michalski, 1981) or conserved patterns (Brazma, Jonassen, Eidhammer, & Gilbert, 1995) , in a set of positive examples of a class. Unlike the discriminating description, the characteristic description will often include redundant features. For example, when learning a description of street addresses, with city names serving as negative examples, a classification algorithm will learn that <Number> is a good description, because all the street addresses start with it and none of the city names do. The capitalized word that follows the number in addresses is a redundant feature, because it does not add to the discriminating power of the learned description. However, if an application using this description encounters a zipcode in the future, it will incorrectly classify it as a street address. This problem could have been avoided if <Number Upper> was learned as a description of street addresses. Therefore, when negative examples are not available to the learning algorithm, the description has to capture all the regularity of data, including the redundant features, in order to correctly identify new instances of the class and differentiate them from other classes. Ideally, the characteristic description learned from positive examples alone is the same as the discriminating description learned by the classification algorithm from positive and negative examples, where negative examples are drawn from infinitely many classes. While most of the widely used machine learning algorithms (e.g., decision trees (Quinlan, 1993) , inductive logic programming (Muggleton, 1991) ) solve the classification task, there are fewer algorithms that learn characteristic descriptions.
In our applications, an appropriate source of negative examples is problematic; therefore, we chose to frame the learning problem as a conservation task. We introduce an algorithm that learns data prototypes from positive examples of the data field alone. The algorithm finds statistically significant sequences of tokens. A sequence of token types is significant if it occurs more frequently than would be expected if the tokens were generated randomly and independently of one another. In other words, each such sequence constitutes a pattern that describes many of the positive examples of data and is highly unlikely to have been generated by chance.
The algorithm estimates the baseline probability of a token type's occurrence from the proportion of all types in the examples of the data field that are of that type. Suppose we are learning a description of the set of street addresses in Fig. 2 , and have already found a significant token sequence -e.g., the pattern consisting of the single token <Number> -and want to determine whether the more specific pattern, <Number Upper>, is also a significant pattern. Knowing the probability of occurrence of the type Upper, we can compute how many times Upper can be expected to follow Number completely by chance. If we observe a considerably greater number of these sequences, we conclude that the longer pattern is also significant.
We use hypothesis testing (Papoulis, 1990) to decide whether a pattern is significant. The null hypothesis is that observed instances of this pattern were generated by chance, via the random, independent generation of the individual token types. Hypothesis testing decides, at a given confidence level, whether the data supports rejecting the null hypothesis. Suppose n identical sequences have been generated by a random source. The probability that a token type T (whose overall probability of occurrence is p) will be the next type in k of these sequences has a binomial distribution. For a large n, the binomial distribution approaches a normal distribution P (x, µ, σ) with µ = np and σ 2 = np(1−p). The cumulative probability is the probability of observing at least n 1 events:
We use polynomial approximation formulas (Abramowitz & Stegun, 1964) to compute the value of the integral. The significance level of the test, α, is the probability that the null hypothesis is rejected even though it is true, and it is given by the cumulative probability above. Suppose we set α = 0.05. This means that we expect to observe at least n 1 events 5% of the time under the null hypothesis. If the number of observed events is greater, we reject the null hypothesis (at the given significance level), i.e., decide that the observation is significant. Note that the hypothesis we test is derived from observation (data). This constraint reduces the number of degrees of freedom of the test; therefore, we must subtract one from the number of observed events. This also prevents the anomalous case when a single occurrence of a rare event is judged to be significant.
DataProG Algorithm
We now describe DataProG, the algorithm that finds statistically significant patterns in a set of token sequences. During the preprocessing step the text is tokenized, and the tokens are assigned one or more syntactic types (see Figure 3) . The patterns are encoded in a type of prefix tree, where each node corresponds to a token type. DataProG relies on significance judgements to grow the tree and prune the nodes. Every path through the resulting tree starting at the root node corresponds to a significant pattern found by the algorithm. In this section, we focus the discussion on the version of the algorithm that learns starting patterns. The algorithm is easily adapted to learn ending patterns.
We present the pseudocode of the DataProG algorithm in Table 1 . DataProG grows the pattern tree incrementally by (1) finding all significant specializations (i.e., longer patterns) of a pattern and (2) pruning the less significant of the generalizations (or specializations) among patterns of the same length. As the last step, DataProG extracts all significant patterns from the pattern tree, including those generalizations (i.e., shorter patterns) found to be significant given the more specific (i.e., longer) patterns. The tree is empty initially, and children are added to the root node. The children represent all tokens that occur in the first position in the training examples more often than expected by chance. For example, when learning addresses from the examples in Fig. 2 , the root will have two child nodes: Alphanum and Number. The tree is extended incrementally at each node Q. A new child is added to Q for every significant specialization of the pattern ending at Q. As explained previously, a child node is judged to be significant with respect to its parent node if the number of occurrences of the pattern ending at the child node is sufficiently large, given the number of occurrences of the pattern ending at the parent node and the baseline probability of the token type used to extend the pattern. To illustrate on our addresses example, suppose we have already found that a pattern <Number Upper> is significant. There are five ways to extend the tree (see Fig. 4 ) given the data: <Number Upper Alphanum>, <Number Upper Alpha>, <Number Upper Upper>, <Number Upper Street>, <Number Upper Boulevard>, and <Number Upper Way>. All but the last of these patterns are judged to be significant at α = 0.05. For example, <Number Upper Upper> is significant, because Upper follows the pattern <Number Upper> five out of five times, 1 and the probability of observing at least that many longer sequences purely by chance is 0.0002. 2 Since this probability is less than α, we judge this sequence to be significant. The next step is to prune the tree. The algorithm examines each pair of sibling nodes, one of which is more general than the other, and eliminates the less significant of the pair. More precisely, the algorithm iterates through the newly created children of Q, from the most to least general, and for every pair of children C i and C j , such that C i .pattern ⊂ C j .pattern (i.e., C j .pattern is strictly more general than C i .pattern), the algorithm keeps only C j if it explains significantly more data; otherwise, it keeps only C i . 3 1. Such small numbers are used for illustrative purposes only -the typical data sets from which the patterns are learned are much larger. 2. The calculation of this cumulative probability depends on the occurrence probability of Upper. We count the occurrence of each token type independently of the others. In our example, occurrence probability (relative fraction) of type Upper is 0.18. 3. DataProG is based on an earlier version of the algorithm, DataPro, described in the conference paper (Lerman & Minton, 2000) . Note that in the original version of the algorithm, the specific patterns were always kept, regardless of whether the more general patterns were found to be significant or not.
Let us illustrate the pruning step with the example pattern tree in Fig. 4 . We can eliminate the node AlphaNum, because all the examples that match the pattern <Number Upper Alphanum> also match the pattern <Number Upper Alpha> -thus, Alphanum is not significant given its specialization Alpha. We can eliminate node Alpha for a similar reason. Next, we check whether <Number Upper Upper> is significant given the patterns <Number Upper Boulevard> and <Number Upper Street>. There are 2 instances of the address field that match the pattern <Number Upper Boulevard>, and 2 addresses that match <Number Upper Street>. If <Number Upper Upper> matches significantly more than 4 addresses, it will be retained and the more specific patterns will be pruned from the tree; otherwise, it will be deleted and the more specific ones kept. Because every example is described by at most one pattern of a given length, the pruning step ensures that the size of the tree remains polynomial in the number of tokens, thereby, guaranteeing a reasonable performance of the algorithm.
Once the entire tree has been expanded, the final step is to extract all significant patterns from the tree. Here, the algorithm judges whether the shorter (more general) pattern, e.g., <Number Upper>, is significant given the longer specializations of it, e.g., <Number Upper Boulevard> and <Number Upper Street>. This amounts to testing whether the excess number of examples that are explained by the shorter pattern, and not by the longer patterns, is significant. Any pattern that ends at a terminal node of the tree is significant. Note that the set of significant patterns may not cover all the examples in the data set, just a fraction of them that occur more frequently than expected by chance (at some significance level). Tables 2-4 show examples of several data fields from a yellow pages source (Bigbook) and a stock quote source (Y ahoo Quote), as well as the starting patterns learned for each field.
Applications of Pattern Learning
As we explained in the introduction, wrapper induction systems use information from the layout of Web pages to create data extraction rules and are therefore vulnerable to changes in the layout, which occur frequently when the site is redesigned. In some cases the wrapper continues to extract, but the data is no longer correct. The output of the wrapper may also change because the format of the source data itself has changed: e.g., when "$" is dropped from the price field ("9.95" instead of "$9.95"), or book availability changes from "Ships immediately" to "In Stock: ships immediately." Because other applications, such as Web agents (Ambite et al., 2002; Chalupsky et al., 2001) , rely on data extracted by wrappers, wrapper maintenance is an important research problem. We divide the wrapper maintenance problem into two parts, each described separately in the paper. Wrapper verification automatically detects when a wrapper is not extracting data correctly from a Web source, while wrapper reinduction automatically fixes broken wrappers. Both applications learn a description of data, of which patterns learned by DataProG are a significant part.
This introduced a strong bias for specific patterns into the results, which led to a high proportion of false positives during the wrapper verification experiments. Eliminating the specificity bias, improved the performance of the algorithm on the verification task. Table 4 : Data examples from the Y ahoo Quote source, and the patterns learned from them
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Wrapper Verification
If the data extracted by the wrapper changes significantly, this is an indication that the Web source may have changed its format. Our wrapper verification system uses examples of data extracted by the wrapper in the past that are known to be correct in order to acquire a description of the data. The learned description contains features of two types: patterns learned by DataProG and global numeric features, such as the density of tokens of a particular type. The application then checks that this description still applies to the new data extracted by the wrapper. Thus, wrapper verification is a specific instance of the data validation task.
The verification algorithm works in the following way. A set of queries is used to retrieve HTML pages from which the wrapper extracts (correct) training examples. The algorithm then computes the values of a vector of features, k, that describes each field of the training examples. These features include the patterns that describe the common beginnings (or endings) of the field. During the verification phase, the wrapper generates a set of (new) test examples from pages retrieved using the same set of queries, and computes the feature vector r associated with each field of the test examples. If the two distributions, k and r (see Fig. 5 ), are statistically the same (at some significance level), the wrapper is judged to be extracting correctly; otherwise, it is judged to have failed. Each field is described by a vector, whose ith component is the value of the ith feature, such as the number of examples that match pattern j. In addition to patterns, we use the following numeric features to describe the sets of training and test examples: the average number of tuples-per-page, mean number of tokens in the examples, mean token length, and the density of alphabetic, numeric, HTML-tag and punctuation types. We use goodness of fit method (Papoulis 1990 ) to decide whether the two distributions are the same. To use the goodness of fit method, we must first compute Pearson's test statistic for the data. The Pearson's test statistic is defined as:
where t i is the observed value of the ith feature in the test data, and e i is the expected value for that feature, and m is the number of features. For the patterns e i = nr i /N , where r i is the number of training examples explained by the ith patter, N is the number of examples in the training set and n is the number of examples in the test set. For numeric features e i is simply the value of that feature for the training set. The test statistic q has a chi-squared distribution with m − 1 independent degrees of freedom. If q < χ 2 (m − 1; α), we conclude that at significance level α the two distributions are the same; otherwise, we conclude that they are different. Values of χ 2 for different values of α and m can be looked up in a statistics table or calculated using an approximation formula. In order to use the test statistic reliably, it helps to use as many independent features as possible. In the series of verification experiments reported in (Lerman & Minton, 2000) , we used the starting and ending patterns and the average number of tuples-per-page feature when computing the value of q. We found that this method tended to overestimate the test statistic, because the features (starting and ending patterns) were not independent. In the experiments reported in this paper, we use only the starting patterns, but in order to increase the number of features, we added numeric features to the description of data.
Results
We monitored 27 wrappers (representing 23 distinct Web sources) over a period of ten months, from May 1999 to March 2000. The sources are listed in Table 5 . For each wrapper, the results of 15-30 queries were stored periodically, every 7-10 days. We used the same query set for each source, except for the hotel source, because it accepted dated queries, and we had to change the dates periodically to get valid results. Each set of new results (test examples) was compared with the last correct wrapper output (training examples).
The verification algorithm used DataProG to learn the starting patterns and numeric features for each field of the training examples and made a decision at a high significance level (corresponding to α = 0.001) about whether the test set was statistically similar to the training set. If none of the starting patterns matched the test examples or if the data was found to have changed significantly for any data field, we concluded that the wrapper failed to extract correctly from the source; otherwise, if all the data fields returned statistically similar data, we concluded that the wrapper was working correctly.
A manual check of the 438 comparisons revealed 37 wrapper changes attributable to changes in the source layout and data format. 4 The verification algorithm correctly discovered 35 of these changes and made 15 mistakes. Of these mistakes, 13 were false positives, which means that the verification program decided that the wrapper failed when in reality it was working correctly. Only two of the errors were the more important false negatives, meaning that the algorithm did not detect a change in the data source. The numbers above These results are an improvement over those reported in (Lerman & Minton, 2000) , which produced P = 0.47, R = 0.95, A = 0.91. The poor precision value reported in that work was due to 40 false positives obtained on the same data set. We attribute the improvements both to eliminating the specificity bias in the patterns learned by DataProG and to changing the feature set to include only the starting patterns and additional numeric features. Note that this improvement does not result simply from adding numeric features. To check this, we ran the verification experiments on a subset of data (the last 278 comparisons) using only the global numeric features and obtained P = 0.92 and R = 0.55, whereas using both patterns and numeric features results in values of P = 0.71 and R = 1.00 for the same data set.
Discussion of Results
Though we have succeeded in significantly reducing the number of false positives, we have not managed to eliminate them altogether. There are a number of reasons for their presence, some of which point to limitations in our approach.
We can split the types of errors into roughly three not entirely independent classes: improper tokenization, incomplete data coverage, and data format changes. The URL field (Table 6 ) accounted for a significant fraction of the false positives, in large part due to the design of our tokenizer, which splits text strings on punctuation marks. If the URL contains embedded punctuation (as part of the alphanumeric key associated with the user or session id), it will be split into a varying number of tokens, so that it is hard to capture the regularity of the field. The solution is to rewrite the tokenizer to recognize URLs for which well defined specifications exist. We will address this problem in our ongoing work. Our algorithm also failed sometimes (e.g., arrowlist, showtimes) when it learned very long and specific descriptions. It is worth pointing out, however, that it performed correctly in over two dozen comparisons for these sources. These types of errors are caused by incomplete data coverage: a larger, more varied training data set would produce more general patterns, which would perform better on the verification task. A striking example of the data coverage problem occurred for the stock quotes source: the day the training data was collected, there were many more down movements in the stock price than up, and the opposite was true on the day the test data was collected. As a result, the price change fields for those two days were dissimilar. Finally, because DataProG learns the format of data, false positives will inevitably result from changes in the data format and do not indicate a problem with the algorithm. This is the case for the factbook source, where the units of area changed from "km2" to "sq km". 
Wrapper Reinduction
If the wrapper stops extracting correctly, the next challenge is to rebuild it automatically (Cohen, 1999) . The extraction rules for our wrappers (Muslea et al., 2001) , as well as many others (cf. (Kushmerick et al., 1997; Hsu & Dung, 1998)) , are generated by a machine learning algorithm, which takes as input several pages from a source and labeled examples of data to extract from each page. It is assumed that the user labeled all examples correctly. If we label at least a few pages for which the wrapper fails by correctly identifying examples of data on them, we can use these examples as input to the induction algorithm, such as STALKER, 5 to generate new extraction rules. 6 Note that we do not need to identify the data on every page -depending on how regular the data layout is, Stalker can learn extraction rules using a small number of correctly labeled pages. Our solution is to bootstrap the wrapper induction process (which learns landmark-based rules) by learning content-based rules. We want to re-learn the landmark-based rules, because for the types of sites we use, these rules tend to be much more accurate and efficient than content-based rules.
We employ a method that takes a set of training examples, extracted from the source when the wrapper was known to be working correctly, and a set of pages from the same source, and uses a mixture of supervised and unsupervised learning techniques to identify examples of the data field on new pages. We assume that the format of data did not change. Patterns learned by DataProG play a significant role in the reinduction task. In addition to patterns, other features, such as the length of the training examples and structural information about pages are used. In fact, because page structure is used during a critical step of the algorithm, we discuss our approach to learning it in detail in the next paragraph.
Page Template Algorithm
Many Web sources use templates, or page skeletons, to automatically generate pages and fill them with results of a database query. This is evident in the example in Fig. 6 . The template consists of the heading "RESULTS", followed by the number of results that match the query, the phrase "Click links associated with businesses for more information," then the heading "ALL LISTINGS," followed by the anchors "map," "driving directions," "add to My Directory" and the bolded phrase "Appears in the Category." Obviously, data is not part of the template -rather, it appears in the slots between template elements.
Given two or more example pages from the same source, we can induce the template used to generate them (Table 7) . The template finding algorithm looks for all sequences of tokens -both HTML tags and text -that appear exactly once on each page. The algorithm works in the following way: we pick the smallest page in the set as the template seed. Starting with the first token on this page, we grow a sequence by appending tokens 5. It does not matter, in fact, matter which wrapper induction system is used. We can easily replace Stalker with HLRT (Kushmerick et al., 1997) to generate extraction rules. 6. In this paper we will only discuss wrapper reinduction for information sources that return a single tuple of results per page, or a detail page. In order to create data extraction rules for sources that return lists of tuples, the Stalker wrapper induction algorithm requires user to specify the first and last elements of the list, as well as at least two consecutive elements. Therefore, we need to be able to identify these data elements with a high degree of certainty.
(a) (b) Figure 6 : Fragments of two Web pages from the same source displaying restaurant information.
to it, subject to the condition that the sequence appears on every page. If we managed to build a sequence that's at least three tokens long 7 , and this sequence appears exactly once on each page, it becomes part of the page template. Templates play an important role in helping identify correct data examples on pages.
input: P = set of N Web pages output:
add-to-template(T, s) end if s = null end if end for end Table 7 : Pseudocode of the template finding algorithm
Automatic Labeling Algorithm
Figure 7 is a schematic outline of the reinduction algorithm, which consists of automatic data labeling and wrapper induction. Because the latter aspect is described in detail in other work (Muslea et al., 2001 ), we focus the discussion below on the automatic data labeling algorithm. First, DataProG learns the starting and ending patterns that describe the set of training examples. These training examples have been collected during wrapper's normal operation, while it was correctly extracting data from the Web source. The patterns are used to identify possible examples of the data field on the new pages. In addition to patterns, we also calculate the mean (and its variance) of the number-of-tokens in the training examples. Each new page is then scanned to identify all text segments that begin with one of the starting patterns and end with one of the ending patterns. Text segments that con-7. The best value for the minimum length for the page template element was determined empirically to be three. Figure 7 : Schematic outline of the reinduction algorithm tain significantly more or fewer tokens than expected based on the old number-of-tokens distribution, are eliminated from the set of candidate extracts. The learned patterns are often too general and will match many, possibly hundreds, text segments on each page. Among these spurious text segments is the correct example of the data field. The rest of the discussion is concerned with identifying the correct examples of data on pages.
We exploit some simple a priori assumptions about the structure of Web pages to help us separate interesting extracts from noise. We expect examples of the same data field to appear roughly in the same position and in the same context on each page. For example, Fig. 6 shows fragments of two Web pages from the same source displaying restaurant information. On both pages the relevant information about the restaurant appears after the heading "ALL LISTINGS" and before the phrase "Appears in the Category:". Thus, we expect the same field, e.g., address, to appear in the same place, or slot, within the page template. Moreover, the information we are trying to extract will not usually be part of the page template; therefore, candidate extracts that are part of the page template can be eliminated from consideration. Restaurant address always follows restaurant name (in bold) and precedes the city and zip code, i.e., it appears in the same context on every page. A given field is either visible to the user on every page, or it is invisible (part of an HTML tag) on every page. In order to use this information to separate extracts, we describe each candidate extract by a feature vector, which includes positional information, defined by the (page template) slot number and context. The context is captured by the adjacent tokens: one token immediately preceding the candidate extract and one token immediately following it. We also use a binary feature which has the value one if the token is visible to the user, and zero if it is part of an HTML tag. Once the candidate extracts have been assigned feature vectors, we split them into groups, so that within each group, the candidate extracts are described by the same feature vector. The next step is to score groups based on their similarity to the training examples. We expect the highest scoring group to contain correct examples of the data field. One scoring method involves assigning a rank to the groups based on how many extracts they have in common with the training examples. This technique generally works well, because at least some of the data usually remains the same when the Web page layout changes. Of course, this assumption does not apply to data that changes frequently, such as weather information, flight arrival times, stock quotes, etc. However, we have found that even in these sources, there is enough overlap in the data that our approach works. If the scoring algorithm assigns zero to all groups, i.e., there exist no extracts in common with the training examples, a second scoring algorithm is invoked. This scoring method follows the wrapper verification procedure and finds the group that is most similar to the training examples based on the patterns learned from the training examples.
The final step of the wrapper reinduction process is to provide the extracts in the top ranking group to the Stalker wrapper induction algorithm (Muslea et al., 2001 ) along with the new pages. Stalker learns data extraction rules for the changed pages. Note that examples provided to Stalker are required to be the correct examples of the field. If the set of automatically labeled examples includes false positives, Stalker will not learn correct extraction rules for that field. False negatives are not a problem, however. If the reinduction algorithm could not find the correct example of data on a page, that page is simply not used in the wrapper induction stage.
Results
To evaluate the reinduction algorithm we used only the ten sources (listed in Table 5 ) that returned a single tuple of results per page, a detail page. 8 The method of data collection was described in Sec. 3.1.1. Over the period between October 1999 and March 2000 there were eight format changes in these sources. Since this set is much too small for evaluation purposes, we created an artificial test set by considering all ten data sets collected for each source during this period. We evaluated the algorithm by using it to extract data from Web pages for which correct output is known. Specifically, we took ten tuples from a set collected on one date, and used this information to extract data from ten pages (randomly chosen) collected at a later date, regardless of whether the source had actually changed or not. We reserved the remaining pages collected at a later date for testing the learned Stalker rules.
The output of the reinduction algorithm is a list of tuples extracted from ten pages, as well as extraction rules generated by Stalker for these pages. Though in most cases we were not able to extract every field on every pages, we can still learn good extraction rules with Stalker as long as few examples of each field are correctly labeled. We evaluated the reinduction algorithm in two stages: first, we checked how many data fields for each source were identified successfully; second, we checked the quality of the learned Stalker rules by using them to extract data from test pages.
Extracting with content-based rules We judged a data field to be successfully extracted if the automatic labeling algorithm was able to identify it correctly on at least two of the ten pages. This is the minimum number of examples Stalker needs to create extraction rules. In practice, such a low success rate only occurred for one field each in two 8. We did not use the geocoder and cia f actbook wrappers in the experiments. The geocoder wrapper accessed the source through another application; therefore, the pages were not available to us for analysis. The reason for excluding the f actbook is that it is a plain text source, while our methods apply to Web pages. Note also that in the verification experiments, we had two wrappers for the mapquest source, each extracting different data. In the experiments described below, we used the one that contained more data for this time period.
of the sources: Quote and Y ahoo Quote. For all other sources, if a field was successfully extracted, it was correctly identified in at least three, and in most cases almost all, of the pages in the set. A false positive occurred when the reinduction algorithm incorrectly identified some text on a page as a correct example of a data field. In many cases, false positives consisted of partial fields, e.g., "Cloudy" rather than "Mostly Cloudy" (yahoo weather).
A false negative occurred when the algorithm did not identify any examples of a data field. We ran the reinduction experiment attempting to extract the fields listed in Table 8 . The second column of the table lists the fractions of data sets for which the field was successfully extracted. We were able to correctly identify fields 277 times across all data sets making 61 mistakes, of which 31 were attributed to false positives and 30 to the false negatives. There are several reasons the reinduction algorithm failed to operate perfectly. In many cases the reason was the small training set. 9 We can achieve better learning for the yellowpages-type sources Bigbook and Smartpages by using more training examples (see Fig. 8 ).
In two cases, the errors were attributable to changes in the format of data, which resulted in the failure of patterns to capture the structure of data correctly: e.g., the airport source changed airport names from capitalized words to allcaps, and in the Quote source in which the patterns were not able to identify negative price changes because they were learned for a data set in which most of the stocks had a positive price change. For two sources the reinduction algorithm could not distinguish between correct examples of the field and other examples of the same data type: for the Quote source, in some cases it extracted opening price or high price for the stock price field, while for the yahoo weather source, it extracted high or low temperature, rather than the current temperature. This problem was also evident in the Smartpages source, where the city name appeared in several places on the page. In these cases, user intervention or meta-analysis of the fields may be necessary to improve results of data extraction.
Extracting with landmark-based rules The final validation experiment consisted of using the automatically generated wrappers to extract data from test pages. The last three columns in Table 8 list precision, recall and accuracy for extracting data from test pages. The performance is very good for most fields, with the notable exception of the STATE field of Bigbook source. For that field, the pattern <Allcaps> was overly general, and a wrong group received the highest score during the scoring step of the reinduction algorithm. The average precision and recall values were P = 0.90 and R = 0.80.
Within the data set we studied, five sources, listed in Table 9 , experienced a total of seven changes. In addition to these sources, the airport source changed the format of the data it returned, but since it simultaneously changed the presentation of data from a detail page to a list, we could not use this data to learn Stalker rules. Table 9 shows the performance of the automatically reinduced wrappers for the changed sources. For most fields precision P , the more important of the performance measures, is close to its maximum value, indicating that there were few false positives. However, small values of recall indicate that not all examples of these fields were extracted. This result can be traced to a limitation of our approach: if the same field appears in a different context, more than one rule is necessary 9. Limitations in the data collection procedure prevented us from accumulating large data sets for all sources; therefore, in order to keep the methodology uniform across all sources, we decided to use smaller training sets. Table 8 : Reinduction results on ten Web sources. The first column lists the fraction of the fields for each source that were correctly extracted by the pattern-based algorithm. We judged the field to be extracted if the algorithm correctly identified at least two examples of it. The last two columns list precision and recall on the data extraction task using the reinduced wrappers. Table 9 : Precision, recall, and accuracy of the learned STALKER rules for the changed sources to extract it from a source. In such cases, we extract only a subset of the examples that share the same context, but ignore the rest of the examples.
As mentioned earlier, we believe we can achieve better performance for the yellow-pagestype sources Bigbook and Smartpages by using more training examples. Figure 8 shows the effect increasing the size of the training example set on the performance of the automatically generated wrappers for the Smartpages source. As the number of training examples goes up, the accuracy of most extracted fields goes up.
Lists
We have also applied the reinduction algorithm to extract data from pages containing lists of tuples, and, in many cases, have successfully extracted at least several examples of each field from several pages. However, in order to learn the correct extraction rules for sources returning lists of data, Stalker requires that the first, last and at least two consecutive list elements be correctly specified. The methods presented here cannot guarantee that the required list elements are extracted, unless all the list elements are extracted. We are currently working on new approaches to data extraction from lists (Lerman, Knoblock, & Minton, 2001 ) that will enable us to use Stalker to learn the correct data extraction rules.
Previous Work
There has been a significant amount of research activity in the area of pattern learning. In the section below we discuss two approaches, grammar induction and relational learning, and compare their performance to DataProG on tasks in the Web wrapper application domain. In Section 4.2 we review previous work on topics related to wrapper maintenance, and in Section 4.3 we discuss related work in information extraction and wrapper induction.
Pattern Learning
Grammar induction
Several researchers have addressed the problem of learning the structure, or patterns, describing text data. In particular, grammar induction algorithms have been used in the past to learn the common structure of a set of strings. Carrasco and Oncina proposed ALER-GIA (Carrasco & Oncina, 1994) , a stochastic grammar induction algorithm that learns a regular language from positive examples of the language. ALERGIA starts with a finite state automaton (FSA) that is initialized to be a prefix tree that represents all the strings of the language. ALERGIA uses a state-merging approach (Angluin, 1982; Stolcke & Omohundro, 1994) in which the FSA is generalized by merging pairs of statistically similar (at some significance level) subtrees. Similarity is based purely on the relative frequencies of substrings encoded in the subtrees. The end result is a minimum FSA that is consistent with the grammar.
Goan et al. (Goan et al., 1996) found that when applied to data domains commonly found on the Web, such as addresses, phone numbers, etc., ALERGIA tended to merge too many states, resulting in an over-general grammar. They proposed modifications to ALERGIA, resulting in algorithm WIL, aimed at reducing the number of faulty merges. The modifications were motivated by the observation that each symbol in a string belong to one of the following syntactic categories: NUMBER, LOWER, UPPER and DELIM. When viewed on the syntactic level, data strings contain additional structural information that can be effectively exploited to reduce the number of faulty merges. WIL merges two subtrees if they are similar (in the ALERGIA sense) and also if, at every level, they contain nodes that are of the same syntactic type. WIL also adds a wildcard generalization step in which the transitions corresponding to symbols of the same category that are approximately evenly distributed over the range of that syntactic type (e.g., 0-9 for numerals) are replaced with a single transition corresponding to the type (e.g., NUMBER). Goan et al. demonstrated that the grammars learned by WIL were more effective in recognizing new strings in several relevant Web domains.
We compared the performance of WIL to DataProG on the wrapper verification task. We used WIL to learn the grammar on the token level using data examples extracted by the wrappers, not on the character level as was done by Goan et al.Another difference from Goan et al. was that, whereas they needed on the order of 100 strings to arrive at a high accuracy rate, we have on the order of 20-30 examples to work with. Note that we can no longer apply the wildcard generalization step to the FSA because we would need many more examples to decide whether the token is approximately evenly distributed over that syntactic type. Instead, we compare DataProG against two versions of WIL: one without wildcard generalization (WIL1), and one in which every token in the initial FSA is replaced by its syntactic type (WIL2). In addition to the syntactic types used by Goan et al., we also had to introduce another type ALNUM to be consistent with the patterns learned by DataProG. Neither version of WIL allows for multi-level generalization.
The algorithms were tested on data extracted by wrappers from 26 Web sources on ten different occasions over a period of several months (see Sec. 3.1). Results of 20-30 queries were stored every time. For each wrapper, one data set was used as the training examples, and the data set extracted on the very next date was used as test examples. We used WIL1 and WIL2 to learn the grammar of each field of the training examples and then used the grammar to recognize the test examples. If the grammar recognized more than 80% of the test examples of a data field, we concluded that it recognized the entire data field; otherwise, we concluded that the grammar did not recognize the field, possibly because the data itself has changed. This is the same procedure we used in the wrapper verification experiments, and it is described in greater detail in Section 3.1.1. Over the period of time covered by the data, there were 21 occasions on which a Web site changed, thereby causing the data extracted by the wrapper to change as well. The precision and recall values for WIL1 (grammar induction on specific tokens) were P = 0.20, and R = 0.81; for WIL2 (grammar induction on wildcards representing tokens' syntactic categories) the values were P = 0.55 and R = 0.76. WIL1 learned an overly specific grammar, which resulted in a high rate of false positives on the verification task, while WIL2 learned an overly general grammar, resulting in slightly more false negatives. The recall and precision value of DataProG for the same data were P = 0.73 and R = 1.0.
Recently Thollard et al. (Thollard, Dupont, & de la Higuera, 2000) introduced MDI, an extension to ALERGIA. MDI has been shown to generate better grammars in at least one domain by reducing the number of faulty merges between states . MDI replaces ALERGIA's state merging criterion with a more global measure that attempts to minimize the KullbackLeibler divergence between the learned automaton and the training sample while at the same time keeping the size of the automaton as small as possible. It is not clear whether MDI (or a combination of MDI/WIL) will lead to better grammars for common Web data types. We suspect not, because regular grammars capture just a few of the multitude of data types found on the Web. For example, business names, such as restaurant names shown in Table 2 may not have a well defined structure, yet many of them start with two capitalized words and end with the word "Restaurant" -which constitute patterns learned by DataProG.
Relational learning
As a sequence of n tokens, a pattern can also be viewed as a non-recursive n-ary predicate. Therefore, we can use a relation-learning algorithm like FOIL (Quinlan, 1990) to learn them. Given a set of positive and negative examples of a class, FOIL learns first order predicate logic clauses defining the class. Specifically, it finds a discriminating description that covers many positive and none of the negative examples.
We used Foil.6 with the no-negative-literals option to learn patterns describing several different data fields. In all cases the closed world assumption was used to construct negative examples from the known objects: thus, for the Bigbook source, names and addresses were the negative examples for the phone number class. We used the following encoding to translate the training examples to allow foil.6 to learn logical relations. For each data field, FOIL learned clauses of the form
as a definition of the field, where A and B are tokens, and the terms on the right hand side are predicates. The predicate f ollowed by(A, B) expresses the sequential relation between the tokens. The predicate P (A) allows us to specify the token A as a specific token (e.g., John(A)) or a general type (e.g., Upper(A), Alpha(A)), thus, allowing FOIL the same multi-level generalization capability as DataProG.
We ran Foil.6 on the examples associated with the Bigbook (see Tables 2-3 ). The relational definitions learned by Foil.6 from these examples are shown in Table 10 .
In many cases, there were similarities between the definitions learned by FOIL and the patterns learned by DataProG, though clauses learned by FOIL tended to be overly general. Another problem was when given examples of a class with little structure, such as names and book titles, FOIL tended to create clauses that covered single examples, or it failed to find any clauses. In general, the description learned by FOIL depended critically on what we supplied as negative examples of that field. For example, if we were trying to learn a definition for book titles in the presence of prices, FOIL would learn that something that starts with a capitalized word is a title. If author names were supplied as negative examples as well, the learned definition would have been different. Therefore, using FOIL in situations where the complete set of negative examples is not known or available, is problematic.
Wrapper Maintenance
Kushmerick (Kushmerick, 1999) addressed the problem of wrapper verification by proposing an algorithm Rapture to verify that a wrapper correctly extracts data from a Web page. In that work, each data field was described by a collection of global features, such as word count, average word length, and density of types, i.e., proportion of characters in the training examples that are of an HTML, alphabetic, or numeric type. Rapture calculated the mean and variance of each feature's distribution over the training examples. Given a set of queries for which the wrapper output is known, Rapture generates a new result for each query and calculates the probability of generating the observed value for every feature. Individual feature probabilities are then combined to produce an overall probability that the wrapper has extracted data correctly. If this probability exceeds a certain threshold, Table 10 : Definitions learned by foil.6 for the Bigbook source Rapture decides that the wrapper is correct; otherwise, that it has failed. Kushmerick found that the HTML density alone can correctly identify almost all of the changes in the sources he monitored. In fact, adding other features in the probability calculation significantly reduced algorithm's performance. We compared Rapture's performance on the verification task to our approach, and found that Rapture missed 17 wrapper changes (false negatives) if it relied solely on the HTML density feature. 10 There has been relatively little prior work on the wrapper reinduction problem. Cohen (Cohen, 1999) adapted WHIRL, a "soft" logic that incorporates a notion of statistical text similarity, to recognize page structure of a narrow class of pages: those containing simple lists and simple hotlists (defined as anchor-URL pairs). Previously extracted data, combined with page structure recognition heuristics, was used to reconstruct the wrapper once the page structure changed. Cohen conducted wrapper maintenance experiments using original data and corrupted data as examples for WHIRL. However, his procedure for corrupting data was neither realistic nor representative of how data on the Web changes. Although we cannot at present guarantee good performance of our algorithm on the wrapper reinduction for sources containing lists, we handle the realistic data changes in Web sources returning detail pages.
10. Although we use a different statistical test and cannot compare the performance of our algorithm to Rapture directly, we doubt that it would outperform our algorithm on our data set if it used all global numeric features, because, as we noted in Section 3.1.1, using patterns as well as global numeric features in the verification task outperforms using numeric features only.
Information Extraction
Our system, as used in the reinduction task, is related in spirit to the many information extraction (IE) systems developed both by our group and others in that it uses a learned representation of data to extract information from specific texts. Like wrapper induction systems (see (Muslea et al., 2001; Kushmerick et al., 1997; Freitag & Kushmerick, 2000) ), it is domain independent and works best with semi-structured data, e.g., Web pages. It does not handle free text as well as other systems, such as AutoSlog (Riloff, 1993) and Whisk (Soderland, 1999) , because free text has fewer non-trivial regularities the algorithm can exploit. Unlike wrapper induction, it does not extract data based on the features that appear near it in text, but rather based on the content of data itself. However, unlike Whisk, which also learns content rules, our reinduction system represents each field independently of the other fields, which can be an advantage, for instance, when a web source changes the order in which data fields appear. Another difference is that our system is designed to run automatically, without requiring any user interaction to label informative examples. In the main part because it is purely automatic, the reinduction system fails to achieve the accuracy of other IE systems which rely on labeled examples to train the system; however, we do not see it as a major limitation, since it was designed to complement existing extraction tools, rather than supersede them. In other words, we consider the reinduction task to be successful if it can accurately extract a sufficient number of examples to use in a wrapper induction system. The system can then use the resulting wrapper to accurately extract the rest of the data from the source. There are many similarities between our approach and that used by the RoadRunner system, developed concurrently with our system and reported recently in (Crescenzi, Mecca, & Merialdo, 2001b . The goal of that system is to automatically extract data from Web sources by exploiting similarities in page structure across multiple pages. RoadRunner works by inducing the grammar of Web pages by comparing several pages containing long lists of data. The grammar is expressed at the HTML tag level, so it is similar to the extraction rules generated by Stalker. The RoadRunner system has been shown to successfully extract data from several Web sites. The two significant differences between that work and ours are (i) they do not have a way of detecting changes to know when the wrapper has to be rebuilt and (ii) our reinduction algorithm works on detail pages only, while RoadRunner works only on lists. We believe that our data-centric approach is more flexible and will allow us to extract data from more diverse information sources than the RoadRunner approach that only looks at page structure.
Conclusion
In this paper we have described the DataProG algorithm, which learns structural information about a data field from a set of examples of the field. We use these patterns in two Web wrapper maintenance applications: (i) verification -detecting when a wrapper stops extracting data correctly from a Web source, and (ii) reinduction -identifying new examples of the data field in order to rebuild the wrapper if it stops working. The verification algorithm performed with an accuracy of 97%, much better than results reported in our earlier work (Lerman & Minton, 2000) . In the reinduction task, the patterns were used to identify a large number of data fields on Web pages, which were in turn used to automatically learn Stalker rules for these Web sources. The new extraction rules were validated by using them to successfully extract data from sets of test pages.
There remains work to be done on wrapper maintenance. Our current algorithms are not sufficient to automatically re-generate Stalker rules for sources that return lists of tuples. However, preliminary results indicate (Lerman et al., 2001 ) that it is feasible to combine information about the structure of data with a priori expectations about the structure of Web pages containing lists to automatically extract data from lists and assign it to rows and columns. We believe that these techniques will eventually eliminate the need for the user to mark up Web pages and enable us to automatically generate wrappers for Web sources. Another exciting direction for future work is using the DataProG algorithm to automatically create wrappers for new sources in some domain given existing wrappers for other sources in the same domain. For example, we can learn the author, title and price fields for the AmazonBooks source, and use them to extract the same fields on the Barnes&N obleBooks source. Preliminary results show that this is indeed feasible. Automatic wrapper generation is an important cornerstone of information-based applications, including Web agents.
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