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Preface 
The 35th Annual Biochemical Engineering Symposium was hosted by the Department of 
Chemical and Biological Engineering at the South Dakota School of Mines and Technology. 
This symposium series was started in 1971 by Professors Larry E. Erickson of Kansas State 
University and Peter J. Reilly, now of Iowa State University. I first attended this symposium in 
1992, and have continued to participate over the years, first as graduate student at Colorado State 
University, and now as a faculty member at the South Dakota School of Mines and Technology. 
I have found it to be an ideal forum for graduate students researching the various areas of 
biochemical engineering, as it provides a peer audience outside the home institution that is less 
intimidating than those at a national professional meeting. It also provides valuable networking 
opportunities both during the meeting and at the social picnic, which took place at scenic Mount 
Rushmore National Monument this year. The objectives of the symposium are to provide an 
opportunity for students to present and publish their work, and provide a forum for informal 
discussion of biochemical engineering research being conducted at the participating universities. 
Twelve of the papers presented at the symposium are included in these proceedings. Because 
final publication usually takes place in refereed journals, these papers are typically less detailed 
and often represent works in progress. 
Symposium attendees were as follows: 
Colorado State University: Ranil Wickramasinghe, Sage Hiibel, Carla Lacerda, 
Cory Jensen, and Shane Bower 
Iowa State University: Peter Reilly, Blake Mertz, Luis Petersen, Taran Shilling, 
Cheng Zhang, Madhuresh Choudhary, Chris Warner, Kerry Campbell, Zhengrong Gu, and 
Ramon Morales 
Kansas State University: Larry Erickson, Sathish Santharam, Jwan Ibbini, 
Danielle Ngaba, Lynette Vera, Ina Hofinann, Clinton Whiteley 
South Dakota School of Mines and Technology: Todd Menkhaus, Sookie Bang, 
Katie Standish, Eric Sauer, Michael Green, Terran Elliott, and Patrick Gilcrease 
I would like to thank the SDSM&T Research Office and Cargill for their financial 
support of this symposium. In addition, I would like to thank Rose Tippmann and 
Linda Embrock for their assistance in publishing these proceedings. 
Patrick C. Gilcrease 
Department of Chemical and Biological Engineering 
South Dakota School of Mines and Technology 
Rapid City, SD 57701 
Phone: (605) 394-1239 
E-mail: Patrick.Gilcrease@sdsmt.edu 
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CELLOOLIGOSACCHARIDES WERE COMPUTATIONALLY DOCKED INTO THE 
ACTIVE SITES OF THE GLYCOSIDE HYDROLASE FAMILY 6 ENZVMES HYPO-
CREA JECOR/NA (FORMERLY TRICHODERMA REESE/) CELLOBIOHYDROLASE 
AND THERMOBIFIDA FUSCA ENDOGLUCANASE. SUBSITE -2 EXERTS THE 
GREATEST INTERMOLECULAR ENERGY IN BINDING ~-GLUCOSYL RESIDUES, 
WITH ENERGIES PROGRESSIVELY DECREASING TO EITHER SIDE. CUM-
ULATIVE FORCES IMPARTING PROCESSIVITY ARE ALMOST AN ORDER OF 
MAGNITUDE LESS THAN FOR COMPARABLE ENZVMES IN GLYCOSIDE 
HYDROLASE FAMILY 7, CAUSED BY THE FEWER NUMBER OF MAIN SUBSITES 
IN FAMILY 6 ENZVMES. PUTATIVE SUBSITES -4, -3, +3, AND +4 EXIST IN H. 
JECORINA CELLOBIOHYDROLASE, BUT SUBSITES -4 AND +4 ARE OF MINOR 
IMPORTANCE INT. FUSCA ENDOGLUCANASE.IN GENERAL, 2 TO 6 KCAUMOL 
IS ADDED TO LIGAND INTERNAL ENERGIES BY THE TWISTING OF SCISSILE 
GLYCOSIDIC BONDS UPON BINDING. BINDING OF ~-GLUCOSYL RESIDUES IN 
THE SKEW-BOAT CONFORMATION BY SUBSITE -1 OF CELLOTRIOSE AND 
LONGER SUBSTRATES ADDS ANOTHER 7 KCAUMOL TO THEIR INTERNAL 
ENERGIES. 
Introduction 
Glycoside hydrolase Family 6 (GH6), 1 formerly known as cellulase Family B, comprises 
many cellobiohydrolases (~-1 ,4-glucan cellobiohydrolases, EC3 .2.1.91, CBHIIs, CBHs) and 
endoglucanases (~-1,4-glucan glucanohydrolases, EC3.2.1.4, EGs). CBHs cleave the ends of 
cellulose and cellooligosaccharide chains to yield mostly cellobiose, while EGs produce a range 
of cellooligosaccharides from the same substrates, attacking throughout their chains. 
There must be significant variations in tertiary structures for GH6 family members to yield 
different product patterns from the same substrates. In fact, catalytic domain tertiary structures of 
five GH6 enzymes, Humicola insoleni-4 and Hypocrea jecorina (formerly Trichoderma reesei) 
QM9414 CBHs (Figure 1a),5-8 which are very similar, and H. insolens,9 Mycobacterium tuber-
culosis H37Rv, 10 and Thermobifida (formerly Thermonospora)fusca E2 EGs (Figure 1b),11 show 
the differences between CBHs and EGs. 
The GH6 catalytic domain contains an active site being formed by a sandwich of seven paral-
lel ~-strands connected by five a-helices and one loop. CBH active sites are mainly enclosed in 
approximately 20-A long, 4-A diameter tunnels formed by two loops,2'5 one from each side, con-
nected to each other by a single hydrogen bond.2 Amino acid residue deletions shorten the C-
terminalloops in EGs, while their N-terminalloops may be pulled back.9' 11 A cleft rather than a 
tunnel results, allowing cellulose chains to enter the active site at any point rather than from one 
end. The role of the tunnel in conferring exo-type specificity on CBHs was confirmed by delet-
ing the C-terminalloop of Cellulomonas fimi CBH, increasing its endo-type action.12 A compli-
cation occurs with the structure of M tuberculosis EG, which has a lightly closed tunnel 10 that 
may easily open to admit substrate chains. 
Figure 1. Tertiary structures of a) H.jecorina CBH and b) T.fusca EG. 
GH6 CBH and EG active sites are each composed of four main sub sites, labeled -2, -1, + 1, 
and +2,5' 10 with cleavaye occurring at the glycosidic bond between ~-glucosyl residues bound in 
the -1 and + 1 subsites. 3 Exf.erimental and computational evidence suggests the existence of 
putative subsites +3 and +4, ,!4-!6 as well as subsites -3 and -4. 16 However, these subsites bind 
~-glucosyl residues less strongly, as shown by the propensity of short ligands to bind in subsites 
-2 to +2 when crystallized with these enzymes,4•5•7•9 and by the high isotropic temperatures of 
these residues when modeled in subsites + 3 and +4. 3 
H. jecorina CBH initially produces more than ten times as much cellobiose as glucose from 
crystalline and amorphous cellulose.15 This enzyme attacks the reducing-end ~-glycosidic bond 
of various cellooligosaccharides. Catalytic efficiencies of cellopentaose and cellohexaose are of 
the same order as that of cellotetraose, 15 confirming the existence of four main subsites. The first 
entrance of the chain into the CBH tunnel leads to either cellobiose or cellotriose being formed. 
Chain hydrolysis thereafter yields only cellobiose.11 H. insolens CBH demonstrates endo activity 
by hydrolyzing ~-1 ,4-glycosidic bonds in short cell oligosaccharide chains having bulky substit-
uents at one or both ends, 17 suggesting that the active site loops can be pulled back to give access 
to various interior glycosidic bonds in cellulose. 
The absolute requirement that subsite -2 but not subsite +2 be occupied before hydrolysis 
can occur is exemplified by the production of a-cellobiose from both cellotriose18' 19 and ~-cello­
biosyl fluoride.20 H.jecorina CBH is inhibited by nonproductive binding, variously attributed to 
substrates21 and to products.18 The model ofTeleman et a/. 18 suggests that glucose, probably 
binding in subsite -2, is a stronger inhibitor than cellobiose. 
2 
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EGs are identified by a lack of activity on insoluble cellulose and an easily detectable activity 
on substrates such as carboxymethyl cellulose and acid-swollen cellulose. T fusca EG is active 
on the latter two substrates and inactive on filter paper, or cellulose?2 M. tuberculosis EG is 
active on both acid-swollen cellulose and barley ~-glucan, producing various amounts of cello-
biose, cellotriose, cellotetraose, and cellopentaose. 10 No activity was detected with ~-cellotriose 
and ~-cellotetraose, indicating the presence of at least five subsites, from -2 to +3. 
When the substrate analog ~-D-glucopyranosyl-(1 ~4)-~-D-glucopyranosyl-(1 ~4)-4-thio-~­
D-glucopyranosyl-(1 ~4)-1-methyl-~-D-glucopyranoside (methyl cellobiosyl-4-thio-~-cellobio­
side, MCTC) was crystallized in subsites -2 to +2 of the H.jecorina and H. insolens CBH active 
sites, three of its four glucosyl residues remained in the energetically favorable 4C1 conformat-
ion. The ~-glucosyl residue bound in subsite -1 occurred in the high-energy 2So/B3,0 skew-boat 
(SB) conformation,4'7'8 and the ~-glycosidic torsional angles between this residue and the ones 
adjacent to it were twisted compared to those in unbound cellooligosaccharides.4'7 Both enzymes 
twist the ~-glucosyl residue in subsite -1 into a transition-state 2'5 B conformation after binding. 4'8 
Similar distortions to the glucosyl residue in subsite -1 have been found with EG crystal 
structures. H. insolens and M. tuberculosis EGs have each been complexed with two molecules 
of the cellobiose derivative isofagamine, in which the residue in the -1 sub site is in a distorted 
2 So/2'5 B conformation. 10,23 T fusca EG' s original crystal structure lacks an active-site ligand, 11 
but Larsson et al. have recently posted crystal structures complexed with MCTC and cellotet-
raose in which similar distortions occur to the glucosyl residue in subsite -1. 1 
Given the varying structures and functions of GH6 enzymes, the purpose of this project was 
to computationally dock the homologous series ~-glucose through ~-cellohexaose in the active 
sites of H. jecorina CBH and T fusca EG to further investigate their catalytic actions and pro-
cessivities, and by extension those of other family members. We chose these two enzymes be-
cause of their substantial differences, 24 and because of the extensive amount of research on them. 
Automated docking ofligands is a powerful tool to extend knowledge beyond that elicited 
from crystal structures of enzymes complexed with ligands, since it allows the rapid screening 
and study of many different ligands. In addition it yields estimates of overall and subsite-specific 
ligand binding energies. We have used AutoDock 3.0625 to study conformations of enzyme-lig-
and complexes and to further elucidate the mechanisms of the glycoside hydro lases, most notab-
ly Cel7 A 26 and Cel7B. 27 Taylor et a/. 28 employed molecular mechanics and molecular dynamics 
to optimally position cellotetraose · n the T fusca EG active site, finding that the ~-glucosyl resi-
due in subsite -1 was strongly twis ed, as later found experimentally.4'7 
omputational methods 
Docking Protocol 
The H. jecorina CBH and T fu ca EG crystal structures, 1 QK2 7 and 1 TML, 11 respectively, 
were obtained from the Protein Da a Bank. The structures were reduced to their amino acid back-
bones, and hydrogen atoms were a ded using the WHAT IF web interface. 29 Other programs in 
the AutoDock ensemble were used to assign atomic charges and solvation parameters. AutoGrid, 
also part of Auto Dock, created a dmap, which is a box of points representing all the enzyme 
atoms, in order to reduce the calcul tions necessary for estimating the interaction energies 
between the enzyme and the docked ligand. 
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Carbohydrate ligands were prepared in PCModel9.0 (Serena Software, Bloomington, IN) 
and given atomic charges with GAMESS (May 19,2004 version).30 Rotable bonds were defined 
using Auto Tors. Each ligand was placed in the subsites of interest with a custom-made program 
that produced overlays of either crystallized MCTC for H. jecorina CBH or a subsite mid-point 
approximation forT. fusca EG. 
To examine binding strength in the main four subsites and the binding effects of putative 
subsites -4, -3, +3, and +4, AutoDock docked the pyranosyl forms of~-glucose through ~-cello­
hexaose in various combinations of sub sites -4 to +4 of the H. jecorina CBH and T. fusca EG 
active sites. a-cellobiose was docked in subsites -2/-1 and then fixed in place while ~-cellotetra­
ose was docked in subsites + 1/+2/+3/+4 to examine the effect of a product bound in the active 
site. ~-Glucose residues were in the 4C1 conformation as calculated by MM3/1 unless otherwise 
specified as mimicking the SB conformation found in crystallized MCTC.7 
AutoDock performed a combined global and local search algorithm with the Lamarkian gen-
etic algorithm (LGA) to determine the bound conformations and total energies of the resulting 
complexes. This algorithm repeatedly perturbed the ligands to find their optimal positions and 
total energies, allowing their pendant groups and ~-glycosidic bond angles to rotate but holding 
their ring conformations rigid. Six clusters of ligands were retained and subjected to another set 
oflocal search dockings based on these criteria: 1) lowest intermolecular energy, 2) largest num-
ber of docked conformations and for H. jecorina CBH, 3) lowest RMSDs to MCTC while for T. 
fusca EG, 4) visual inspection of proper subsite proximity. The overall lowest intermolecular 
energy structure having an RMSD <2.0 A was chosen as the final global minimum structure. 
Force Computation 
Instantaneous force calculations were performed following an earlier protocof6 and using the 
energy grids generated in AutoGrid. The force exerted on a ligand atom can be described by-
dV/dx = F(x), where Vis the potential and F is the x component of the force. Summing the x, y, 
and z force components gives the total force vector on the ligand atom. Cumulative forces used 
to estimate the distorting force on the ligand were obtained by summing the magnitudes of all the 
individual atomic forces. Net forces on the ligand were the vector sum of the forces on the indiv-
idual ligand atoms. Processive forces of the net force for glucosyl residues in specific subsites, 
from +4 to -4, were obtained by taking the projection of the subsite net force onto the vector of 
the line joining the two subsite centers. As forces were calculated progressively down the active 
site (+4 to +3, +4 and +3 to +2, +4, +3, and +2 to+ 1, etc.), residue forces from the reducing end 
of the ligand were summed before calculating the projection upon the processive vector.26 
Results 
Computational Docking in the H. jecorina CBH Active Site 
Table I shows that energies for ~-cellobiose through ~-cellohexaose molecules are generally 
most negative at subsite -2 and become less negative with increasing distance from there. Resi-
dues bound in putative subsites -4, -3, +3, and +4 still have significant Einter values. Over 70% of 
the ligands with residues bound by subsite -1 in the SB conformation have more negative values 
of Einter than those in the 4C1 conformation. The most negative energies for each ligand occur 
when the non-reducing residue of~-cel1obiose through ~-cellotetraose is bound by subsite -2. a-
Cellobiose has an Einter value more than 20 kcal/molless negative than those of ~-cellobiose 
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conformers bound in subsites -2/-1. Conversely, the 13-cellotetraose ligand docked next to it has 
an Einter value approximately 20 kcal/mol more negative than the same 13-cellotetraose ligand 
docked without the a-cellobiose product. 
Computational Docking in the T. fusca EG Active Site 
Ligands in the T. fosca active site with residues in subsite -2 have the most negative ener-
gies, closely followed by those docked in subsite -1 (Table II), much like H. jecorina CBH. 
Values of Einter become progressively less negative for residues as distance increases from sub-
sites -2 and -1. Subsites --4 and +4 are essentially neutral. Similar to H. jecorina CBH, more 
negative Einter values occur when 1) the subsite -1 residue is in the SB conformation and 2) the 
nonreducing glucosyl residue occupies subsite -2. All but one of the ligands from 13-cellobiose 
through 13-cellotetraose have less negative Einter values than homologous ligands complexed to H. 
jecorina CBH. Values of Einter are about 15 kcal/molless negative with a-cellobiose and about 
15 kcal/mol more negative with 13-cellotetraose than the respective individually docked ligands. 
Scissile Glycosidic Bond Twisting 
13-Cellobiose through 13-cellohexaose optimally docked with their 13-glucosyl residues in the 
SB conformation in subsite -1 of H jecorina CBH and T. fusca EG have the glycosidic bond 
angles linking residues in subsites -1 and + 1. Most are not greatly different from the correspon-
ding angles in the crystal-structure MCTC ( <1> = -8.8°, 'I'= -29.8°), but vary substantially from 
the MM3-calculated optimal angles in 13-cellobiose (<!> = 36.0°, 'I'= --46.2°), which has a relaxed 
internal energy minimum of20.26 kcal/mol.32 Therefore these scissile 13-glycosidic bonds are 
placed under strain by being bound in the active site, as is MCTC, having internal energies of3-
7 kcal/mol higher than the steric energy minimum of 13-cellobiose. Likewise, the internal energy 
of a 13-glucosyl residue in the SB conformation can be calculated by MM3 relative to one in the 
4C1 conformation, resulting in a difference of8 kcal/mol.33 
Processive Forces 
Processive forces for Hjecorina CBH increase from subsite +3 or +2 to -1 along with a 
push in the opposite direction in subsite -2, indicating a dual action by the enzyme to have the 
substrate completely occupy subsites -2 to +2 while keeping it from moving further down the 
active-site tunnel with a stabilizing opposite force on the -2 subsite (Figure 2a). T. fusca EG 
complexed with SB cellohexaose exerts a force on the cellulose chain in the reducing-end direc-
tion from subsites -2 to +2, implying a lack of processivity when the active site is fully occupied 
(Figure 2b) and helping to confirm the lack of processivity seen previously in GH6 EGs.Z2 
Discussion 
Several facts can be gathered from the binding energy data. 13-Cellobiose is an inhibitor ofT. 
fusca EG,22 with the glucosyl residue in subsite -2 binding more tightly than in subsite -1, con-
firming experimental results. Also, cellobiose bound in subsites -1/+ 1 has binding energies 
about 20 kcal/mol greater than those bound in subsites -2/-1; the majority of docked clusters for 
cellobiose initially placed in subsites -1 /+ 1 had final locations in subsites -2/-1. This demon-
strates that 13-cellobiose is a poor substrate for both CBH and EG. The binding energy ofthe 
docked product is much higher than 13-cellobiose ligands in the same subsites, which may help 
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explain the expulsion of the product from the active site. Finally, the ligand docked in the +3/+4 
subsites has a much lower binding energy in the+ 3 subsite, especially for the CBH, indicating 
the presence of a processive action in the nonreducing direction upon the ligand. 
Figure 2. Overall forces exerted on SB-cellohexaose residues docked in H. jecorina CBH and T. 
fusca subsites -2 to +4. Black: amino acids, light gray: carbon and hydrogen, dark gray: oxygen. 
~-Cellotriose and ~-cellotetraose when bound in their optimal conformations (subsites 
-2/-11+ 1 and -2/-11+ 1/+2, respectively) have SB ~-glucosyl residues in the -1 subsite. This ex-
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tends to substrates the experimental observation that the ~-glucosyl residue in MCTC to the non-
reducing side of its scissile glycosidic bond has the SB conformation.7'8 The same is not true for 
the nonsubstrate B-cellobiose, whose optimal configuration occurs when its 4CtfCt form is 
hound in sub sites -2/-1, neither of its glucosyl residues being over the cleavage point. Experi-
mental evidence from H jecorina CBH supports this conclusion, showing a preference for cleav-
age of the reducing-end glycosidic bond to yield a-cellobiose from the substrate's nonreducing 
end and glucose at anomeric equilibrium from its reducing end. 18'19 
An examination of processive forces shows ~cellohexaose docked into H jecorina CBH 
experiences different forces in each subsite as one proceeds in the nonreducing direction (Fig. 
2a). Subsite +4 has an overall force of206 pN towards the site of glycosidic cleavage, while 
subsite +3 exerts a 148 pN force in the opposite direction towards Trp272. Subsite +2 gives the 
ligand a 125 pN push towards Trp364 and Gly365, which is in close proximity to the lip ofthe 
tunnel roof These 'stacking' interactions with tryptophan amino acid residues aid in holding the 
substrate in place during hydrolysis. 15 Subsite + 1 exerts a 182 pN force largely in a nonreducing 
processive direction, whereas subsite -1 pushes the ligand against the tunnel roof (Asp 17 5 and 
Ser181) with a 161 pN force. The subsite + 1 force seems to have a twofold purpose of pushing 
the ligand completely into subsites -2 and -1 and also contributing to the SB conformation dis-
tortion. Interaction between the -1 glucosyl residue and Asp 17 5 and Ser181 helps stabilize the 
ligand and prepare the scissile glycosidic bond for cleavage, confirming previous crystallograph-
ic results.7 Subsite -2 exerts a 113 pN force almost perpendicular to Trp135, stabilizing the 
ligand position through another indole-glucosyl interaction. 
T. fusca EG displays a slightly different force behavior than H. jecorina CBH (Fig. 2b ). The 
open cleft of the T.fucsa EG active site plays a role in the relative lack ofprocessive forces for 
ligands in subsites +2, +3, and +4. Subsites +3 and +4 are distant from substantial amino acid 
interactions; hence the 60 pN and 263 pN forces exerted by these subsites are primarily in expel-
ling and reducing-end directions. Trp 162 contributes stacking interactions to the 231 pN force in 
subsite +2, while subsite + 1 exerts the only force in a processive direction (121 pN), which may 
also distort the glucosyl ring into the SB conformation. Subsite -1 exerts an almost negligible 49 
pN force, and despite stacking interactions with Trp41, subsite -2 expels the ligand up and out of 
the cleft with a 256 pN force. Very little evidence of a processive force in the nonreducing direc-
tion is present, helping confirm the hypothesis that cellulose fragments must enter the active site 
from above instead of sliding along the active-site cleft. 11 
The authors are grateful to the USDA through the NSF for funding this project. 
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Table I. Intermolecular Energies (kcal/mol) of Ligands Docked in Different Subsites of H. jecorina CBH 
Subsite 
Initial 
Ligand Conformation State0 -4 -3 -2 -1 +1 +2 +3 +4 Total 
~-Cellobiose 4Clc, A -84.0 -63.5 -147.5 
4C1/SB B -82.7 -60.9 -143.6 
4Clc, Bb -66.4 -59.9 -126.3 
4C/C1 A -62.6 -67.7 -130.3 
SB/4C1 B -74.6 -55.2 -129.8 
4C/C1 A -49.3 -58.3 -107.6 
4c,rc, B -63.3 -65.1 -128.4 
4c,rc, A -63.0 -33.8 -96.8 
~-Cellotriose 4C/C/C1 A -80.4 -37.8 -55.3 -173.5 
4C1/SBfC1 B -85.4 -66.7 -52.7 -204.8 
4C/c,rc, A -63.7 -50.4 -59.3 -173.4 
sstclc, B -67.9 -54.3 -56.6 -178.8 
4Clclc, A -61.7 -58.6 -36.5 -156.8 
~-Cellotetraose 4Clclc,;ss B -26.0 -38.5 -56.7 -51.1 -172.4 
4C/C1/SBfC1 B -45.0 -51.0 -58.4 -51.5 -205.9 
4Clc/c/c, B -77.4 -45.9 -47.4 -56.5 -227.2 
4C1/SBfC/C1 B -70.8 -56.5 -43.8 -55.8 -226.9 
sstclclc, B -64.7 -52.6 -55.0 -27.7 -200.0 
4Clclc/c, B -49.3 -53.6 -45.0 -6.2 -154.2 
4C/c/clc, Be -62.8 -54.9 -48.6 -31.0 -197.3 
~-Cellopentaose 4C/clc,4clc, B -59.1 -45.0 -55.6 -42.8 -26.2 -228.6 
SB14clc,4clc, B -70.2 -20.3 -61.7 -34.2 -37.9 -224.3 
~-Cellohexaose 4C/C/C,4C/clc, B -57.5 -36.4 -39.6 -34.8 -31.5 -19.8 -219.6 
4C,!SBfclclclc, B -56.5 -53.1 -54.2 -44.8 -49.6 -34.0 -292.2 
a A: Puckering coordinates (9 = 3.7°, q> = 358.0°, q = 0.598 A)33 for all rings and initial glycosidic bond angles (cp = 36.0°, \jl = -46.2°)32 for all bonds; B: Puckering 
coordinates and initial glycosidic bond angles as in Table 1.7 
b a-Cellobiose docked in subsites -2/-1 next to P-cellotetraose docked in subsites + 1/+2/+ 3/+4. 
c P-Cellotetraose docked in subsites + 11+ 2/+ 3/+4 next to a-cellobiose docked in subsites -2/-1. 
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Table II. Intermolecular Energies (kcaUmol) of Ligands Docked in Different Subsites ofT fusca EG 
Subsite 
Initial 
Ligand Conformation Statea --4 -3 -2 -1 +1 +2 +3 +4 Total 
~-Cellobiose 4C/CI A -76.1 -56.9 -132.9 
4C11SB B -77.5 -57.8 -135.4 
4C/cl Bb -69.1 --49.2 -118.3 
4ClC1 A -56.4 -51.2 -107.6 
SBfC1 B -63.4 -52.8 -116.3 
4C/C1 A -57.6 -54.2 -111.9 
4C/cl B -52.5 --49.9 -102.4 
4C/C1 A --46.8 -31.2 -78.0 
~-Cellotriose 4C/clcl A -63.8 -50.0 -37.1 -150.9 
4C1/SBfCl B -62.5 -64.0 --45.0 -171.5 
4Clclcl A --48.4 -51.5 --49.4 -149.3 
SBfC/C1 B -62.4 --43.8 --43.0 -149.2 
4C/clcl A --45.8 -39.0 -12.6 -97.4 
~-Cellotetraose 4Clclcl!sB B --4.1 -17.5 -57.5 --48.2 -127.3 
4C/C1/SBfC1 B -39.3 --41.3 --48.2 -56.2 -185.0 
4Clclclcl B --46.8 -38.7 -32.1 --40.8 -158.4 
4C1/SBfC/C1 B -64.7 -54.7 --45.6 -26.2 -191.2 
sBfclclcl B -60.6 -36.5 -33.4 -30.4 -160.7 
4Clclclcl B -59.4 --46.0 -26.9 -2.0 -134.4 
4Clclclcl Be -62.8 -35.7 -35.7 -15.6 -149.8 
~-Cellopentaose 4C/clcJ4C/cl B -55.9 -35.6 --42.3 -21.2 -0.8 -155.7 
sBfclcl4C/cl B -63.3 -31.0 --41.1 -23.7 -17.3 -176.3 
~-Cellohexaose 4Clclcl 4Clclcl B --46.5 --42.8 -31.2 -20.4 -27.3 -11.4 -179.6 
4CllsBfclclclcl B -31.1 -34.3 -37.3 -31.7 -27.2 -0.5 -162.2 
a A: Puckering coordinates (9 = 3.7°, <p = 358.0°, q = 0.598 A)33 for all rings and initial glycosidic bond angles(<!>= 36.0°, \jf = --46.2°)32 for all bonds; B: Puckering 
coordinates and initial glycosidic bond angles as in Table I. 
b ex-Cellobiose docked in subsites -2/-1 next to ~-cellotetraose docked in subsites + 1/+ 2/+ 3/+4. 
c ~-Cellotetraose docked in subsites + 1/+ 2/+ 3/+4 next to ex-cellobiose docked in subsites -2/-1 
11 
USE OF META-PROTEOMICS AS A TOOL TO CHARACTERIZE STRESS-RELATED 
CHANGES IN MICROBIAL COMMUNITIES 
Lacerda, CMR, Reardon, KF 
Department of Chemical and Biological Engineering, Colorado State University 
Fort Collins, CO 80523-1370 USA 
Introduction 
Microbial communities are the basis for engineered environmental bioprocesses. However, the 
complexity of these communities can make it very difficult to design and control those 
processes. Progress has been made toward the elucidation of microbial community structures 
through the development of lipid- and nucleic acid-based techniques for analyzing environmental 
systems such as soils and groundwater [1-3]. Unfortunately, knowledge of community structure 
does not necessarily lead to useful information on functions such as metabolic capacity, control 
of population dynamics, and sensitivity to variable environmental conditions. There are many 
limitations in standard 16S rDNA I rRNA-based genomic analysis of a mixed culture, including 
the relatively long times required for population changes (ca. several microbial doubling times). 
In contrast, proteomic analysis can reveal rapid responses since proteins can be synthesized and 
folded within seconds [4]. In this approach, a mixed culture can be viewed as a meta-organism, 
in which population shifts are a form of functional response. 
The goal of this work was to use proteomics to study the response of a microbial 
community to a model chemical stress, cadmium exposure. 
Materials and methods 
In this project, meta-proteomics was used as a tool to obtain functional information about 
the response of a microbial community to cadmium stress. The mixed culture inoculum was 
taken from a continuous-flow wastewater treatment bioreactor that was fed a mixture of twelve 
organic chemicals (acetone, 2-butanone, 2-hexanone, phenol, p-cresol, 2,4-dimethyl phenol, 
benzene, toluene, m-xylene, chlorobenzene, 1 ,4-dichlorobenzene, and 1 ,2,4-trichlorobenzene) at 
a dilution rate of 0.01 h-1• The inoculum was grown on 10 mg/L tryptic soy broth to achieve an 
initial OD 600 of 0.002 (approximately 0.02 mg/mL of dry cells). The culture flasks were 
incubated at 20 oc and 200 rpm for approximately 20 h, when 10 mg/L of cadmium (0.09 mM 
CdCh·5/2H20) was added to half of the flasks. Treated and control cultures were harvested 15 
min and 2 h after cadmium addition. The protocols used for cell harvesting and electrophoresis 
were previously described in detail by Pferdeort et al. [5]. 
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Results and discussion 
After two hours of cadmium exposure, cell concentrations were lower than in the control 
cultures, consistent with previous observations [6, 7]. Images of2-DE gels from Cd-treated and 
control cultures are shown in Figure 1. Comparison of protein patterns reveals that the control 
proteomes are very similar to each other at the two time points, while the cadmium treated 
proteomes are visibly different from one another and the controls. 
At each time point, cadmium exposure resulted in both up- and down-regulation of 
proteins relative to the controls, showing that cadmium can have both stimulatory and inhibitory 
effects [7, 8]. More than 100 protein expression changes were observed at each sampling time, 
consistent with the magnitude of changes (up and down) reported in proteomic studies of 
Saccharomyces cerevisiae [9] and Schizosaccharomyces pombe [10], and with a transcriptomic 
investigation ofthe response of an ectomycorrhizal fungus [11]. An important observation is 
that the protein levels of at least 116 proteins had changed (by at least three fold) within 15 min 
of exposure to cadmium. A similar number of proteins with altered expression levels relative to 
the control were also noted after 2 h of exposure, but comparison of the proteomes after 15 min 
and 2 h of Cd exposure revealed major differences, indicating that the cadmium shock led to 
rapid physiological responses as well as longer term changes. 
Conclusions 
Proteomics analysis revealed significant shifts in the microbial community physiology within 15 
min of cadmium exposure, a rapid change not detectable using the phylogenetic profiling tools 
common to molecular microbial ecology. Furthermore, the proteome of the cells exposed to 
cadmium for 2 h was significantly different from that of the cells exposed for 15 min, suggesting 
that the community's short- and medium-term responses to this stress were different. These 
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Figure 1: 2-DE gel images for mixed culture. Molecular weight ranges from 200 (top) to 10 
kDa (bottom). Circles represent proteins present, and crosses represent proteins absent from 
each condition. 
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The mechanism of processive enzymes: Experimental and 
computational techniques 
Luis Petersen, Chandrika Mulakala, and Peter J. Reilly 
Department of Chemical and Biological Engineeering 
Iowa State University, Ames, lA 50011-2230 
Some processive enzymes catalyze essential reactions for living organisms. They are involved in 
the synthesis, degradation, and modification ofbiopolymers such as DNA, cellulose, starch, and 
proteins. Examples of the experimental approaches to gain insight into the mechanism of proces-
sive enzymes are reviewed and also classified according to the extent of information obtained 
from them. The calculation of atomic forces as a method to predict processivity is presented and 
exemplified with the analysis of a-amylases. The importance of complementing experimental 
techniques with computer simulation is highlighted. 
Introduction 
Processivity is a mode of action where some enzymes catalyze a particular reaction multiple 
times on the same substrate molecule without releasing it. Processive enzymes that synthesize, 
degrade, or modify biopolymers are more efficient, although the mechanisms of processivity 
vary extensively.' Evolution has selected this mode of action to improve the catalysis of essential 
reactions such as replication and transcription ofDNA, translation ofmRNA into proteins, and 
degradation of proteins and polysaccharides such as cellulose and starch. 1 •2 
The quest to discover how enzymes achieve processivity has yielded interesting and success-
ful results, but questions remain about the details of the molecular mechanism of processive 
enzymes. Breyer and Matthews' analyzed the three-dimensional structures of various processive 
enzymes, revealing a tunnel or a cleft as an active site, showing that some degree of enclosure of 
the substrate is required to prevent dissociation after the initial reaction. The wide variety of 
experiments designed to discover the mechanism employed by processive enzymes can be classi-
fied according to the extent of information obtained from them. The first class covers those de-
signed to find processivity as part of the enzyme's mechanism of action, or to locate the subunit 
or subunits responsible for the processive action of a multimer such as DNA polymerase or the 
ribosome. These experiments does not give information ofhow processivity is achieved at the 
molecular or atomic level. A second class gives insight into the molecular events leading to the 
processive action of a particular enzyme. Mutational analysis of the active site as well as study of 
crystal structures of processive enzymes in their bound state are just some of the techniques em-
ployed to learn about the enzyme-substrate interactions of processive catalysis. Finally, the last 
class deals with computer simulations to directly measure the interaction of enzymes with their 
substrates, allowing the calculation ofbinding energies and forces at the atomic level?.J In this 
review, some examples of each class of experiments with the results obtained are summarized. 
15 
Previous work 
Bacteriophage T7 DNA polymerase 
Bedford and coworkers4 used an elegant experiment to find the subunits involved in the pro-
cessive replication by T7 DNA polymerase, a member of the family "Pol 1 ", which is character-
ized by having a tertiary structure that resembles a right hand with subdomains called "palm", 
"fingers", and "thumb". In this work, differences in structure and function between two members 
of the same family ofpolymerases, T7 DNA polymerase and DNA polymerase I, were used to 
design the experiment. T7 DNA polymerase requires a host-encoded protein, thioredoxin, to be 
significantly active.5 Richardson and coworkers have polstulated that thioredoxin confers the 
processivity needed for proper function ofthe T7 DNA polymerase.6•7 The other member of 
family "Pol I" used in this experiment is the well-studied DNA polymerase I from E. coli, 8•9 
which unlike T7 DNA polymerase is a repair-type enzyme, not requiring another subunit for 
proper function, and has low processivity. 10 A sequence analysis between T7 DNA polymerase 
and DNA polymerase I reveals a region of 76 amino acids present only in T7 DNA polymerase.4 
It is possible that this sequence is the thioredoxin-binding domain (TBD).5•11 
To prove previous hypotheses that thioredoxin is responsible for the processive action ofT7 
DNA polymerase,5•11 •12 a hybrid protein consisting ofDNA polymerase I linked to the thioredox-
in binding sequence (DNA polymerase 1-TBD) was expressed and purified. Processivity was 
measured by replicating a 5' -labeled primer in a solution containing a large molar ratio oflab-
eled primers to DNA polymerase I-TBD to ensure that every newly synthesized strand came 
from one association event. With addition ofthioredoxin, T7 DNA polymerase increases its 
processivity from only several nucleotides to 300 nt per encounter. DNA polymerase 1-TBD 
increased its processive action from 20 to 300 nt per encounter, thus increasing its activity and 
revealing the important role ofthioredoxin in the processive action ofT7 DNA polymerase. 
Even though thioredoxin confers processivity to T7 DNA polymerase, the molecular mech-
anism ofhow this happens could not be determined from this experiment. We now take a look at 
some experiments designed to discover how processivity is achieved at the molecular level. 
Crystallization of cellulase Cel48F from Clostridium cellulolyticum and mutational analysis of 
the active site of barley a.-amylase and are the two examples discussed here. 
Multiple binding modes in cellulase Cel48F 
Processive cellulases have to reposition the substrate after cleavage to hydrolyze multiple 
glycosidic bonds per encounter of the enzyme with the cellulose chains. X-ray crystal structures 
of these enzymes bound to their substrates or inhibitors demonstrate the existence of multiple 
binding modes in the active sites of these processive enzymes. 13•14 Parsiegla and coworkers co-
crystallized an endo-acting, processive cellulase Cel48F from Clostridium cellulolyticum15 with 
cellobiitol, two thiooligosaccharides and the cellooligosaccharides cellobiose, cellotetraose, and 
cellohexaose. 13 As shown in Figure 1, the cellooligosaccharides and thiooligosaccharides are 
bound in different positions from one another, shifted half the length of a glucosyl residue. 13 Fur-
thermore, stacking interactions of the cellooligosaccharides with one tyrosine and three trypto-
phan residues are different from those found for thiooligosaccharides, suggesting that the active 
site contains a "nonproductive" way to bind to the substrate that is used only during reposition of 
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the cellulose chains. By having multiple binding sites, the enzyme can promote sliding of the 
product after cleavage to start the next round of catalysis. 
Subsite Number 
·7 -5 ·2 ·1 +1 +2 +3 
Figure 1. Scheme of Cel48F active site with locations of inhibitor (bold broken lines) and sub-
strate (normal lines). Possible aromatic stacking partners are shown and their interactions with 
subsites in the the active site tunnel are indicated by arrows. Adapted from Parsiegla et al. 13 
Mutational analysis in individual subsites of barley a-amylase 
The degree of multiple attack or processivity was measured in barley a-amylase (AMYl) 
after mutating several subsites (a subsite is defined as a region of the active site interacting with 
one glycosyl residue of the substrate) to give significant insight into the way processivity is 
achieved in this glycoside hydrolase.16 AMYl has ten subsites from -6 to +4,17 following the 
nomenclature where negative numbers represent subsites that bind the nonreducing end of the 
polysaccharide (glycon subsites). Likewise, positive numbers represent the subsites that bind the 
reducing end of the sugar (aglycon subsites). The cleavage point is between subsites -1 and+ 1.18 
A major discovery in this work16 was that the ability of AMYl to translocate the glycon 
product to the aglycon subsites for the next round of processive catalysis is dependent on the 
structural changes along the ten-subsite-long binding site. Mutations of individual subsites resul-
ted in both increased and decreased degree of multiple attack. Mutations in sub sites -2, + 1, and 
+2 caused the largest decrease in the processive action of AMYl, indicating that these subsites 
are important for reposition of the glycon reaction product for successive attack. The introduc-
tion of a starch-binding domain (SBD) from Aspergillus niger glucoamylase to the structure of 
AMY 1 was used to test the role of secondary binding sites (outside the active site) in the proces-
sivity of this enzyme. The degree of multiple attack (number of catalytic attacks succeeding the 
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first one without dissociation) of the AMY1-SBD variant increased from 1.9 of the wild-type to 
3.0, suggesting that secondary binding sites might be important for the processivity of AMY1. 18 
Although much information about processivity was provided by creative experiments like the 
ones mentioned above, a different method is needed to answer questions like: How does the 
starch-binding domain improve the processive action of barley a-amylase? How does cellulase 
Cel48F shifts from one binding mode to another? What pushes the double-stranded DNA 
through the DNA polymerase binding site? Is thioredoxin promoting processivity by just enclos-
ing DNA or does it have another function? Computer simulations to estimate forces and binding 
energies can aid to answer some of these questions and provide information of the processive 
mechanism of enzymes at the atomic level. 
Force calculation in the active site of cellulases 
A method to predict the force exerted by the enzyme on every atom of the ligand has been 
used to estimate the processive forces along the binding site of the exo-acting cellulase Cel7 A 
from Trichoderma reeseP and the endo-acting cellulase Cel7B from Fusarium oxysporum. 3 
Cel7 A has a tunnel as an active site that is capable of accommodating ten glycosyl cellulose 
residues spanning from -7 to+ 3,19 using the nomenclature explained above for barley a-amy-
lase. It cleaves cellulose chains from the reducing end releasing cellobiose with a degree of 
multiple attack of20.Z° Cel7Bs have a cleft with four subsites forming the active site.Z1 
The substrate binding energies were calculated using the software AutoDock 3.06. Also, 
AutoGrid (part of AutoDock software) outputs an energy grid that can be used to calculate the 
force exerted by the enzyme on every atom of the ligand. The component of these forces in the 
direction of motion of the substrate can give an estimate of the processive force of the enzyme.2•3 
Forces of individual subsites along the tunnel of Cel7 A were calculated an analyzed to 
explain its mechanism of action. Figure 2 shows binding energies per subsite and cumulative 
forces, the latter being the addition of the forces calculated for every subsite in the direction of 
motion of the ligand. The tunnel has a progressively lower subsite binding energy, which pro-
motes substrate sliding and breaking and reforming ofhydrogen bonds. This motion is driven by 
the force produced by this energy gradient in the active site, which has a significant component 
in the direction of processive motion to push the cellulose chains through the tunnel. In this work 
with Cel7 A,2 forces calculated for the cellulose-binding domain and active site were put together 
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Figure 2. Subsite energies (bars) and cumulative forces (continuous line) 
in the direction of the next subsite, starting at sub site -7.2 
Cellulase Cel7B from F. oxysporum was similarly analyzed. Beside being an endo-acting 
enzyme and having a cleft instead of a tunnel-shaped active site, Cel7B is less processive than 
Cel7 A. Forces on the glycon product were calculated in the active site of Cel7B to show that the 
force pushing the reaction product to position the glycon product in the aglycon binding sites for 
processive action is less than halfthe force found for Cel7A.3 
Present work 
Processive forces and binding energies in a-amylases 
Work analogous to that described above was conducted on several a-amylases, which are 
endo-acting enzymes that hydrolyze internal a-(1,4) glycosidic bonds to form shorter oligosacc-
harides. Robyt and co-workers found that certain a-amylases cleave the same chain more than 
once per encounter and postulated that after the first cleavage of any internal bond of the poly-
saccharide, the enzyme would not dissociate but would keep repositioning the glycon product for 
b f . . 22 a num er o successive reactions. 
The crystal structures of human pancreatic, human salivary, porcine pancreatic, and Bacillus 
halmapalus a.-amylases had been cocrystallized with products of a transglycosylation reaction of 
the inhibitor acarbose in the active site. The crystal structure of Bacilllus subtilis a-amylase had 
cellopentaose as the substrate. The inhibitors were computationally modified to sugars, and hy-
drogen atoms were added to the ligands with the software PyMOL. Ligand partial charges were 
assigned with GAMESS.23 Hydrogen atoms were also added to the enzymes using the WHAT IF 
interface.Z4 All water molecules were removed from the system. AutoDock 3.06 was used to per-
form a local search with pseudo-Solis and Wets method allowing translation, orientation and all 
possible torsions of the ligand.25 Processive forces were calculated on the glycon product of the 
hydrolysis reaction for all a.-amylases by computing the derivative of the potential with respect 
to the distance for every atom of the substrate and estimating the component of the resulting 
force in the direction of motion (or proposed processivity) of the ligand. 
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Intermolecular subsite binding energies and processive forces were calculated for B. halmap-
alus, B. subtilis, human pancreatic, human salivary, and porcine pancreatic a-amylases. Figure 3 
shows binding energies for each subsite, which become progressively more negative from sub-
site -3 to subsite -1 in all five a-amylases but then increase. It is important to mention that, for 
the energy calculations, subsite -1 was modeled in its transition state with an envelope confor-
mation, as found in the inhibitor acrabose co-crystallized with each of the studied a-amylases. 
The force analysis results in Table 1 reveal a net force component toward the reducing end of 
the ligand in all cases except for human pancreatic a-amylase. The magnitude of the processive 
forces does not correlate with the experimental degree of multiple attack, which is 6 for human 
pancreatic a-amylase and 3 for human salivary a-amylase. 16 It is possible that these results show 
a limitation of this method when the predicted position of the docking conformations is not close 
enough to the real position. The only way to verify this is by comparing it with crystallographic 
results that include the enzyme and the glycon product, and they are not available now. 
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Figure 3. Intermolecular binding energy per subsite. B. subtilis (A), porcine pancreatic (B), 




a-Amylase Ligand chain (pN) 
Porcine pancreatic G3(-3/-1) 50 
Human pancreatic G3(-3/-l) -92 
Bacillus subtilis G3(-3/-1) 110 
Bacillus halmapalus G6(-6/-1) 367 
Human salivary G4(-4/-1) 202 
TABLE 1. FORCE ALONG THE CHAIN ON THE GL YCON REACTION PRODUCTS. 
NUMERALS IN PARENTHESES INDICATE SUBSITES OCCUPIED. POSITIVE VALUES 
INDICATE THAT THE FORCE IS TOWARDS THE REDUCING END OF THE CHAIN. 
Conclusions 
Examples of recent experiments to uncover details of the processive mechanism of action of 
T7 DNA polymerase, five a-amylases, and three cellulases (Cel7 A, Cel7B, and Cel48F) were 
summarized and classified according to the extent of information they provide. In this review, 
the importance of complementing computer simulations with experimental work was high-
lighted. Simulations are needed to measure atomic forces that allow an enzyme to be processive, 
but experimental work such as a crystal structure is always required to start and sometimes vali-
date a simulation. Furthermore, experimental approaches can give information that cannot be 
obtained with computer simulations such as results from mutation analysis or the 3D folding of a 
protein acquired from X-ray crystal structures. Both techniques combined can provide the neces-
sary tools to discover details of the mechanism of processive enzymes. 
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ABSTRACT 
The use oflignocellulosic biomass to produce ethanol is a relatively new field. Of 
particular interest in this research is softwood (Ponderosa pine) sawdust as it is abundant in 
western South Dakota and cheaply recovered as a waste product. A novel pretreatment using a 
25 mm extruder was investigated, and the main pretreatment effects are believed to be grinding 
and explosive decompression. Pretreatment effectiveness was quantified by enzyme hydrolysis 
and simultaneous saccharification and fermentation (SSF) of the treated wood. The SSF was 
also used to determine if toxic byproducts are produced in the pretreatment process. Project 
work continues to determine the optimal operating conditions for pretreatment and to maximize 
the overall ethanol yields. 
INTRODUCTION 
The rise in population and industrialization is steadily increasing transportation fuel 
consumption worldwide. Currently, the United States imports over 50% ofthe oil used for 
transportation fuel, a non-renewable resource (11). Estimates predict a worldwide decline in 
crude oil production by 2010 (7,16). The increasing demand on a diminishing supply is a critical 
problem, but it can be alleviated by the production of ethanol as a transportation fuel from 
renewable resources. 
Biomass, or any plant-derived material, is currently the only renewable source for liquid 
transportation fuels such as ethanol. The use ofbiomass supports rural economies and local 
agriculture, reduces dependence on foreign oil markets, and reduces trade deficits. In the United 
States alone, ethanol production provides 200,000 jobs, improves the U.S. trade balance by $2 
billion, and increases net farm income by $4.5 billion. (18). Currently, ethanol is blended with 
gasoline and sold in the United States, Brazil, Canada, South Africa, India, China, Spain, France, 
Belgium, Sweden, and Indonesia. 
Ethanol can be produced synthetically by hydration of ethylene, but ethylene is derived 
from non-renewable fossil fuel and only 7% of the world's ethanol is produced this way. ( 15). 
The remaining ethanol is produced by fermentation of feedstocks that are classified as either 
simple sugar, starch, or lignocellulose. The choice of feedstock is usually determined by local 
availability and cost. 
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Simple sugar feedstocks include sugar cane, sugar beets, molasses, sweet sorghum, and 
various fruits. Brazil, the world's second largest ethanol producer, uses sugarcane as a feedstock. 
The main advantage of simple sugars is the ease of fermentation (3, 15). Unlike starch and 
lignocellulose feedstocks, simple sugars do not require pre-fermentation hydrolysis to liberate 
sugars for fermentation. Unfortunately, since simple sugar crops are in the human food chain, 
they are too expensive to use for fuel ethanol production except near the growing site. 
Starch feedstocks include cereal grains (commonly com and wheat), potato, sweet potato, 
cassava, and other root crops. The world's largest ethanol producer, the United States, produced 
4,264 million gallons of ethanol in 2005 mainly from com. ( 4) Advantages to starch feedstocks 
include high ethanol yield, profitable co-products, and local availability. Starch feedstocks must 
be hydrolyzed prior to fermentation, but the technology is well-developed and yields of 120 
gallons of ethanol/bone dry ton (BDT) of com are typical. Co-products of ethanol production 
from com are sold for profit as livestock feed (3). The disadvantages of starch feedstocks 
include cost, since com is also in the human food chain, and the limited amount of land available 
for growth (17). 
The third feedstock option, and the focus of this work, is lignocellulosic materials. 
Lignocellulose is the most abundant material on earth; sources include com stover, cereal straws, 
sugarcane bagasse, sawdust, paper pulp, trees, and switchgrass. Ethanol from lignocellulosic 
materials has been produced sporadically in various countries during times of energy shortages 
and high fuel prices, and technology is currently on the brink ofbeing cost-effective (3,5). 
Lignocellulosic materials are attractive as a feedstock because of their abundance and low cost. 
Also, the nonfermentable lignin can be burned to produce heat, steam, and electricity for the 
plant (9). The main disadvantage of using lignocellulosic materials as a feedstock is that the 
pretreatment and hydrolysis steps are difficult and costly (3). Current ethanol yields obtained 
from lignocellulose are approximately 40-50, 80-90, and 112 gallons of ethanol/BDT for wood, 
switchgrass, and sugarcane bagasse, respectively (3). 
In general, lignocellulosic biomass is made up of cellulose, hemicellulose, lignin, and 
extraneous materials such as fats, waxes, plant hormones, and trace minerals. Ponderosa pine is 
categorized as softwood, and thus the heartwood is approximately 42% cellulose, 20% 
hemicellulose, 21% or more lignin, and the remainder extraneous materials ( 15). Cellulose is a 
linear, unbranched polymer of ~-D-glucose, consisting oflong chains of the glucose dimer, 
cellobiose. Native cellulose is distributed in fibers, which form hydrogen bonds with adjacent 
fibers and assemble into tightly packed crystalline units called "microfibrils". The resulting 
anhydrous lattice structure is very stable and is further stabilized by a wrapping of hemicellulose 
(13,15). Hemicelluloses are shorter-chained, amorphous, heterogeneous polysaccharides, 
comprised of mainly galactoglucomannan, with a small amount (5-1 0% of dry wood weight) of 
xylan in softwoods (13,15). Lignin is a complex, three-dimensional polymer ofphenylpropanoic 
acids held together by ether and carbon-carbon bonds which binds to hemicellulose and cellulose 
and is difficult to degrade either chemically, thermally, or biologically (13, 15). Figure 1 shows 
the microscopic structure of a woody plant cell and illustrates the difficulties faced in exposing 





Figure 1. Structure of plant cell wall (19). 
The crystallinity and low surface area of cellulose combined with the lignin-hemicellulose matrix 
structure make lignocellulosic materials difficult to hydrolyze. Thus, an effective pretreatment is 
needed to disrupt the structure prior to enzymatic hydrolysis (8, 13, 15). 
Common pretreatment methods include acid pretreatment, steam or ammonia explosion, 
and particle size reduction. When lignocellulosic materials are treated with acid, it may either be 
as a pretreatment prior to enzymatic hydrolysis or a single hydrolysis step. The advantages of 
acid pretreatment include high yield (90% of both cellulose and hemicellulose sugars) and fast 
reaction times on the order of minutes (3 ,9). The disadvantages of acid pretreatment are the 
necessity of acid neutralization, specialized materials of construction, and production of toxic 
sugar degradation products such as furfural and hydroxymethylfurfural (3,9). Autohydrolysis is 
a type of acid pretreatment that occurs when acetyl groups present in hemicellulose are released 
upon contact with steam to form acetic acid (13,15). Explosion pretreatments involve 
impregnating the biomass with steam, dilute acid, ammonia, or C02 at high temperature and 
pressure, followed by a rapid decompression. The shearing force of decompression disrupts the 
lignocellulosic structure, and autohydrolysis may occur as well (13). The advantage of explosion 
pretreatment is low cost of operation; however, significant amounts of degradation products are 
usually produced, resulting in lower sugar yields ( 15). Particle size reduction by vibratory ball 
milling to 250 micron size has been shown to reduce cellulose crystallinity such that total 
cellulose digestion is possible (14), however, the power requirement for reduction to that size 
makes this pretreatment uneconomical (13). 
The pretreatment method chosen for this work was a Coperion ZSK 25 extruder. As 
shown in Figure 2, an extruder is a series of metal barrels that contain rotating metal screws. 
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Figure 2. Coperion ZSK 25 Extruder at the South Dakota School of Mines and Technology 
and the removed screws showing different processing zones. 
Each barrel is independently heated and cooled, and the metal screws are made up of separate 
screw elements. The arrangement of these screw elements determines the function of the 
extruder and affords great versatility in processing (1 ). The extruder was chosen for this 
versatility and it is expected that the mechanical shear provided by the extruder screws will 
expose additional cellulose surface area. Indeed, previous work has shown an increase in 
glucose yields for extruded wood (approximately 21%) when compared to wood of the same 
particle size that has not been otherwise pretreated (4.63%) (12). Most potential 
disadvantages to extruder pretreatment are related to equipment and power cost. The extruder 
itself is a complex piece of equipment and at approximately $1 million dollars for a pilot-
scale machine, the cost may be prohibitive. Additionally, the pretreatment effectiveness 
seems to correlate directly with an increase in mechanical energy transferred to the wood, so 
energy costs must be considered as well. 
Following pretreatment, lignocellulosic biomass can be converted to sugar by a mixture of 
cellulase enzymes containing endoglucanase (attacks low crystalline regions of cellulose 
fiber and creates exposed free end chains), exoglucanase (attacks the free end chain and 
cleaves off two-glucose units called cellobiose), and ~-glucosidase (converts cellobiose to 
glucose). The main obstacles faced by enzymatic hydrolysis are the unique~ (1 ~4) bond in 
cellulose, the crystalline structure of cellulose which reduces the available surface area, and 
lignin, which protects the cellulose structure and may bond to cellulase enzymes. The 
liberated glucose is then fermented by yeast to ethanol in the last biological step of ethanol 
production. 
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MATERIALS AND METHODS 
Substrate 
Ponderosa pine sawdust was obtained from Baker Timber Products, Rapid City, SD. The 
sawdust was mainly heartwood and sapwood and had a light color. Baker Timber also supplied 
whole-tree material that contained a greater proportion of bark and needles. 
Cellulase Enzyme 
The cellulase enzyme was Spezyme CP from Genencor International, NY. The enzyme 
was obtained from Trichoderma longibrachratum and the activity of the enzyme was 10 FPU/ml. 
IUP AC defines an FPU as the amount of enzyme required to produce 2.0 mg of reducing sugar 
as glucose from 50 mg of filter paper (4% conversion) in 60 minutes (2). 
Extruder Pretreatment of Ponderosa Pine 
Prior to extrusion, the pine sawdust was sieved (<1/4") to remove large particles. A hand-
held magnet was passed through the sawdust to remove any stray metal particles. Larger wood 
chunks or any metal pieces can damage the extruder barrels. 
For pretreatment, the wood was fed into the extruder using a volumetric feeder from K-
TRON. The extruder used was a Coperion ZSK 25, a twin-screw extruder with co-rotating 
screws and twelve steel barrels. The temperature of the extruder was controlled by resistance 
heating and water cooling, and water can be injected into the extruder. Process variables such as 
torque, power consumption, and screw rpm were displayed on the control box. The screws are 
customizable and may be changed based on experimental requirements. For this work, they were 
designed to have two mechanical sealing zones, one in barrel4 and one in barrel12. The 
mechanical seals are created and maintained by left-handed elements that resist the flow of 
material. The pretreated wood exiting the extruder was collected and stored in sealed plastic 
bags. If the pretreated wood was not immediately digested, it was stored in a refrigerator to slow 
microbial growth. 
Enzymatic Hydrolysis of Pretreated Ponderosa Pine 
Enzymatic hydrolysis was performed to determine the efficacy of pretreatment. The 
procedure was adapted from a standard National Renewable Energy Laboratory (NREL) 
protocol (6). For hydrolysis, 0.233 g of pretreated wood was transferred into a sealable test tube 
along with 1 mL of citrate buffer (pH 4.8), 8.75 mL distilled water, and 0.25 mL cellulase 
enzyme. The test tube was sealed and placed in a Roto-Torque test tube rotator inside a heated 
(50 °C) incubator. The hydrolysis was carried out for 72 hours, after which the liquid 
hydrolyzate was filtered into HPLC vials using 0.2 micron nylon syringe filters. Samples that 
28 
were not immediately filtered were stored in the freezer at --4 °C to retard the enzymatic reaction 
and to prevent microbial growth. 
The amount of glucose obtained from enzymatic hydrolysis of the pretreated wood was 
compared to the total amount of glucose present in the wood to calculate a percent glucose 
recovery. The total amount of glucose present in untreated wood was also determined by a 
standard NREL protocol. This saccharification step involves treatment with sulfuric acid at 121 
oc and 0.103 MPa. The maximum total glucose available in the sawdust was found to be 0.42 
grams of glucose per gram of wood. 
Fermentation of Pretreated Ponderosa Pine 
The fermentation presented in this work is a Simultaneous Saccharification and 
Fermentation experiment. As such, cellulase enzyme was added at the same time as yeast and the 
hydrolysis and fermentation reactions occurred simultaneously. This particular experiment was 
performed in a Sartorius 2L fermentor. The protocol was derived from a standard NREL SSF 
protocol, such that the cellulase enzyme loading was initially 25 FPU/ g cellulose (10). After 72 
hours, the enzyme loading was increased to 33 FPU/ g cellulose so that the hydrolysis reaction 
would continue to provide glucose for the yeast. Yeast extract and peptone provided nutrients for 
the Saccharomyces cerevisiae D5A yeast, which was obtained from NREL. The temperature and 
pH were kept constant at 37 oc and 5.0, respectively. 
HPLC Determination of Glucose and Ethanol Concentration 
The High Performance Liquid Chromatography (HPLC) system used in this work 
consisted of a System Gold® 508 autosampler (Beckman Coulter), a 125 solvent module pump 
(Beckman Coulter), an intelligent refractive index detector (Jasco RI-1530), and a Modell05 
column heater (Timberline Instruments). 32 Karat software from Beckman Coulter was used for 
data acquisition and analysis, and an HPLC organic acid analytical column (Biorad Aminex® 
HPX-87H Ion Exclusion column, 300 mm X 7.8 mm) was used to separate mixture components 
for analysis. The separations were performed at 65 °C with 5 mM H2S04 as the mobile phase. 
The residence times for glucose and ethanol were approximately 9.3 and 21.3 minutes, 
respectively. 
Statistical Analysis 
The enzymatic hydrolysis data is presented as a mean with a standard deviation from the 
mean. This is calculated from four total samples: two hydrolysis tubes for each pretreatment 
sample and two HPLC vials for each hydrolysis tube. The differences in glucose recovery are 
considered statistically insignificant if the standard deviations overlap. 
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Results and Discussion 
Effect of Extrusion on Ponderosa Pine Sawdust 
The effect of extrusion on Ponderosa Pine was investigated quantitatively and 
qualitatively via particle size analysis and SEM pictures, respectively. Figures 3 and 4 show 
these results. 
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Figure 3. Particle size analysis ofhammermilled, extruded, and untreated Ponderosa Pine 
sawdust. 
Figure 4. SEM Pictures ofhammermilled, extruded, and untreated Ponderosa pine sawdust. 
Pictures were taken by Louie Arguello and Dr. David Dixon. 
The glucose recovery obtained from the samples shown in Figures 3 and 4 were 51.59 ± 
2.90%, 7.26 ± 1.78%, and 9.31 ± 0.31% for the extruded, hammermilled, and untreated wood, 
respectively. Note that the feed wood for the hammermilled material was not the same as the 
30 
untreated wood. These results show that the extruder had a significant effect on glucose recovery 
that was not related to a reduction in particle size. The pictures in Figure 4 help to elucidate this 
effect. In the hammermilled material, regions of crystalline structure are still visible. Compare 
this to the extruded material, in which the regions of amorphous microfibrils are visible. This 
material has a greater cellulose surface area, which is reflected in the increased glucose recovery. 
Effect of Barrel Temperature on Glucose Recovery 
The effect of the extruder barrel temperature on glucose recovery with no water added to 
the extruder is shown in Figure 5. 
No Water Added 
~ 0 90 














untreated no heat 146-180 197-250 200-300 
added 
Barrel Temperature Range, Deg. C 
Figure 5. Effect ofbarrel temperature on glucose recovery at 5.62 kglhr wood feed rate (7.03 
kglhr for the "no heat added" sample). 
Figure 5 shows that the addition of heat had no effect on the glucose recovery. This was 
unexpected, as an increase in barrel temperature was expected to increase the amount of 
hemicellulose autohydrolysis and therefore increase the availability of cellulose to cellulase 
enzymes. However, these results are explained by the poor heat transfer to the wood and the 
short residence time in the extruder. The wood has a very low thermal conductivity, therefore the 
heat is not effectively transferred from the metal barrels. Additionally, the extruder residence 
time of approximately 30 seconds is not sufficient to affect the pretreatment. 
To increase the heat transfer, water was added to the extruder using a pressure washer. 
The results of this test are shown in Figure 6: 
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Figure 6. Effect ofbarrel temperature on glucose recovery at 2.81 kg/hr wood feed rate. Water 
was added to the extruder in barrel 4 at an average flowrate of 17.45 kg/hr for the first three runs, 
and 8.20 kg/hr for the next two. 
As Figure 6 shows, barrel temperature did have an effect on glucose recovery when water was 
added to increase the heat transfer. For the first three runs, at a water flow rate of 17.45 kg/hr, an 
increase in barrel temperature resulted in an increase in glucose recovery. This was most likely 
due to an increase in autohydrolysis. The glucose recovery for the next two runs, at a water flow 
rate of 8.20 kg/hr, showed a decrease in glucose recovery when compared to the first three runs. 
This may have been due to a decrease in the heat transfer coefficient associated with the lower 
water flowrate. 
Effect of Wood Feed Rate on Glucose Recovery 
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Figure 7. Effect of wood feed rate on glucose recovery. No heat or water was added to the 
extruder for these runs. 
As Figure 7 shows, the glucose recovery was inversely related to the wood feed rate. This was 
due to an increase in residence time with decreased feed rate; in fact, halving the feed rate 
provides 33% more residence time in the extruder. During this increased residence time, more 
grinding and shearing of the micro fibrils provided greater access for the cellulase enzymes, 
resulting in an increased glucose recovery. As the feed rate was decreased, the motor torque and 
32 
absolute power used by the extruder also decreased. However, the amount of power used per 
kilogram of wood increased, so the additional operating cost must be weighed against the 
increase in glucose recovery. 
Glucose Recovery of Whole Tree Material 
The previous extrusions were conducted using mill waste that was mainly heartwood. 
Since an industrial feedstock might contain a significant amount of"whole-tree" material, 
including bark and needles, this material was extruded as well (Figure 8). The "lighter" material 
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Figure 8. Glucose recovery of whole-tree material extruded at 1.4 kg/hr with no added heat or 
water. 
In Figure 8, the total amount of glucose available in each different feedstock was considered in 
the calculation, as lighter and darker material had 18% and 30% less total glucose, respectively, 
when compared to the heartwood. Thus, an increase in bark material resulted in a decrease in 
glucose recovery. Or, stated another way, the dark whole tree material seems to be more resistant 
to extruder pretreatment. 
Fermentation of Extruded Ponderosa Pine 
A Simultaneous Saccharification and Fermentation (SSF) was conducted to investigate 
the production of ethanol from extruded Ponderosa pine. A benefit of an SSF scheme is the 
reduction of product inhibition in cellulase enzymes, since yeast keep the glucose concentration 
low throughout the experiment. For this experiment, shown in Figure 9, the wood was extruded 
at 5.71 kg/hr and 180 °C and produced a standard glucose recovery of32% using the NREL 
protocol hydrolysis. 
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Figure 9. Ethanol production vs. batch time for an SSF. Ethanol production from media 
components is not included in these values. 
With a final ethanol production of 0.1056 L ethanol/dry kg of wood, this experiment performed 
slightly better than expected. In fact, the actual production was 7% greater than the predicted 
ethanol production, calculated from a stoichiometric conversion of the predicted available 
glucose. This indicates that inhibitory compounds were not created in significant amounts during 
extruder pretreatment. 
Conclusions 
This experimentation showed that extrusion increases the glucose recovery of Ponderosa 
pine over untreated wood and hammermilled material. This effect was more than a simple 
particle size reduction, as the extruder did not significantly change the particle size distribution. 
An increase in barrel temperature without water injection does not affect glucose recovery, due 
to poor heat transfer and short residence time. When water is injected into the extruder, an 
increase in barrel temperature results in an increase in autohydrolysis and glucose recovery. A 
decrease in wood feed rate increases the glucose recovery due to an increase in residence time 
and grinding inside the extruder. An SSF conducted on extruded Ponderosa pine material was 
successful, as higher than expected ethanol concentrations were achieved. This shows that 
extruder pretreatment does not produce inhibitory compounds. 
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Abstract 
The $5/Mcf increase in natural gas prices over the last fifteen years has led to a coalbed methane 
development boom in the Powder River Basin of Wyoming and Montana. Isotopic analysis has 
shown that the gas in this region is biogenic in origin. The purpose of this research is to find 
economical in-situ treatments that will increase the current production rate and the total gas in 
place in the PRB reservoirs. 
Past work by this group has shown that viable methanogenic consortia exist in active PRB 
coalbed methane wells and that these consortia are capable of producing methane using coal as 
the sole carbon source. The current investigation focuses on the optimal conditions for this 
conversion, as well as possible treatments to enhance production. 
The effects of temperature, pH, and coal particle size on the biological conversion of coal to 
methane were investigated. Production in High temperature tubes was 54% higher than Low 
temperature tubes. Maximum production rates in High temperature tubes were 41% greater than 
Medium temperature and 75% greater than Low temperature. In pH experiments, production in 
Low pH tubes was 68% greater than Medium or High pH tubes. Maximum production rates in 
Low pH tubes were 87% and 79% higher than Medium and High pH tubes, respectively. In 
particle size experiments, initial production rates in Small particle tubes were 20.6% greater than 
Medium particles and 33.8% greater than Large particles. Maximum production rates for Small 
particle tubes were 108% and 212% greater than for Medium and Large particle tubes, 
respectively. 
Six Solubility Enhancing Agents (SEAs) were tested in two experiments. Three of the SEAs had 
a positive effect on methane production. SEA 3 increased total production by 347%. SEA 4 
treatment at a low concentration produced 22 times as much methane as no treatment. SEA 5 
treatments at low and high concentrations produced 150 and 83 times as much methane as 
untreated cultures, respectively. 
Introduction 
Recent increases in the well-head price of natural gas ($5.Mcf over 15 years) ( 4), have led to 
an effort to increase production rates and total gas in place for existing coalbed methane 
reservoirs in the Powder River Basin (PRB) of Montana and Wyoming. 
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Coalbed Methane 
Coalbed methane is gas adsorbed to the coal surface in underground seams. This gas is held 
in place by high water pressures present in the seam (up to 1200 psia), and can be freed by 
releasing this pressure. Due to the high surface area of coal, large amounts of methane may be 
stored in the seam. Coal seams can hold 6-7 times more methane than conventional natural gas 
reservoirs (up to 691 scf/ton) (3). 
Coalbed methane is formed either by biogenic or thermogenic mechanisms. Biogenic gas is 
the result of metabolic processes carried out by microorganisms associated with the coal seam. 
Thermogenic gas is formed by reduction reactions that occur at the high temperatures associated 
with formation of Bituminous or Anthracite rank coals. Since the processes responsible for 
biogenic and thermogenic gas production take place at different stages of the coalification 
process, the rank of a given coal can serve as an indication of the probable mechanism. 
A more definitive test of the source of coalbed methane is isotopic analysis of the ~as. 
Carbon is naturally found in three isotopes, with the two most common being 12C and 3C. 
Microorganisms will preferentially use the 12C isotope, thereby enriching the methane in this 
lighter species when compared to the coal of origin. Coal in the PRB is Lignite to Sub-
bituminous in rank. This indicates that it has not undergone high temperature conversion, and 
that the associated methane is ofbiogenic origin (8). Isotopic tests have also shown that PRB 
methane samples are enriched in 12C when compared to the coal, further proving that the gas is 
biogenic (14). 
Methanogenic Consortium 
Methanogens are only capable of converting a limited number of simple compounds to 
methane, including C02, formate, acetate, and pyruvate. Due to the complex structure of coal, a 
consortium of microorganisms is required for methane production from this substrate. There are 
three main steps in the conversion process, each requiring a specific type of microorganism (2, 
13, 15). 
In the first step, hydrolytic, fermentative bacteria hydrolyze bonds in the coal to produce 
acetate, fatty acids, and C02 (11). Next, acetogens further metabolize these compounds to 
produce acetate and H2. Methanogens then produce methane either by C02 reduction or acetate 
conversion. 
The current research is a continuation of two previous studies completed by this group. In 
the first, viable methanogenic consortia were successfully cultured in the lab from PRB well 
water samples and shown to use coal as a sole carbon source for methane production. Further 
work tested the metabolism of these consortia by screening a variety of common methanogenic 
substrates. Lignin derivatives were also tested as substrates to determine possible mechanisms 
employed by the consortia that could be applicable to coal degradation. 
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Materials and Methods 
Substrate 
All cultures were grown using coal as the sole carbon source. The coal used was Wyodak 
sub-bituminous B obtained in 2004 from the Department of Energy Coal Sample Bank at Penn 
State (Sample code DECS-26). Coal samples were crushed and sieved into 30-60 mesh size 
fractions which were stored under N2 until use. 
Inoculum Source 
A well water sample was collected in May 2002 from the non-producing Carter Federal #8L 
well owned by Peabody Natural Gas (API: 49-005-34969). This well is located in Campbell 
County, Wyoming, Section 8, Township 47 N, and Range 72 W, and is tapped into the Ft. Union 
formation. The total measured well depth was 778 ft, and depth to the water surface was 73 7 ft. 
The water temperature was 17.5 oc and the pH was 8.0, as measured in the field immediately 
after sampling. Field analysis of the water sample The methanogenic consortium associated with 
this sample was maintained in the laboratory on Tanner medium (12) supplemented with coal as 
the sole carbon-energy source. This consortium was transferred to fresh medium every six 
weeks (approximately). All experiments were inoculated from this maintenance culture line. 
Media 
The growth medium used in these experiments was developed by R.S. Tanner for 
culturing strict anaerobes (12). Medium was prepared in 100 mL batches using distilled H20 and 
prepared solutions as described by Tanner. The pH was adjusted to 7.2 using TES as buffer. 
Anaerobic Techniques 
Due to the strict anaerobic nature of methanogens, specialized techniques were used to 
prevent exposure to oxygen during all experimental stages. The colorimetric indicator resazurin 
was added as an oxygen indicator to the growth medium (resazurin has a pink color at redox 
potentials above about -150 m V). The media solution was then boiled for 60 seconds under a 
nitrogen purge to remove 0 2• After cooling under a constant nitrogen flow, the solution was 
transferred to an anaerobic chamber where 0.5 mL of reducing solution was added. All 
subsequent media transfers were done inside the anaerobic chamber, and tubes were sealed prior 
to removal. Tubes were then pressurized to 30 psig with N2 using a gassing manifold that 
allowed the tubes to be cycled to vacuum pressure before filling. 
For culture transfers, a Hungate probe was used to fill glass syringes with N2 prior to piercing 
the septa of experimental tubes, assuring that no 0 2 was introduced. The strict anaerobic 
techniques used were originally described by Hungate (9) and modified by Balch (1 ). 
Anaerobic Chamber 
The anaerobic chamber used was manufactured by Coy (Part #7150-000). It was equipped 
with an automatically cycling air-lock for transferring items in or out. A palladium catalyst was 
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used to remove any trace oxygen inside the chamber. The chamber interior was filled with N2 
gas at positive pressure, ensuring that any leaks would exit the space. 
Gas Analysis 
Gas headspace analysis was performed using a Hewlett-Packard gas chromatograph (model 
HP6890), equipped with a Chrompack Carboplot P-7 25 m fused silica capillary column (HP 
Part #19095p-Q02) and a thermal conductivity detector. The helium (carrier gas) flowrate was 
set at 5 mL/min, with a 4.5:1 split ratio. The injection port was maintained at 200 °C, the oven 
temperature was 105 °C, and the TCD operated at 250 °C. Typical runtime was 7.1 minutes. 
Growth Conditions 
All cultures were grown in sealed Balch tubes under a 30 psig N2 atmosphere. These tubes 
were placed horizontally in an incubator shaker at constant temperature (30 °C unless otherwise 
noted) and agitated at 100 rpm to maximize coal-liquid mass transfer rates. Cultures were 
removed from the shaker only for short sampling periods. 
Results and Discussion 
Effect of Growth Temperature 
Three temperatures were tested to determine the effect on methane production. As shown in 
Figure 1 below, cultures grown at Medium and High temperatures(> 30 °C) produced 54% 
more methane than those grown at a Low temperature. The maximum production rate of High 
temperature cultures was 41% greater than that ofMedium temperature cultures and 75% greater 
than that of Low temperature cultures. 
The effect of temperature may be due to enhanced growth kinetics for some or all of the 
consortium members, or to increased coal solubility at higher temperature. However, metabolic 
differences should have been evident throughout the experiment, so the similarity in production 














> 0.020 Q) 
....1 
Q) 







0 100 200 300 400 500 600 700 
Growth Time (hr) 
Figure 1: Timecourse of methane production from coal at three temperatures. 
Current in-situ temperatures in the PRB are near the temperature used to incubate the Low 
temperature cultures in this experiment. From these results, it is clear that further methane 
production from coal is possible at this temperature, and that higher temperature methane wells 
may be more effective locations for in-situ treatment. 
The methane produced in the Medium and High temperature cultures corresponds to 117 scf 
per ton of coal, which would more than double the current PRB reserves (71 scf/ton) if this result 
could be realized in-situ ( 1 0). The production in Low temperature cultures, which are closer to 
in-situ conditions, corresponds to 53 scfper ton of coal, which corresponds to a 75% increase in 
current PRB reserves. 
EffectofpH 
Three pH levels were tested in this experiment for their effect on methane production. To 
assure accuracy, pH adjustment was done on an individual tube basis after all constituents were 
added. As shown in Figure 2, cultures grown at Low pH produced 68% more methane than 
Medium or High pH cultures, which produced equivalent levels. Maximum production rates in 
Low pH tubes were 87% higher than those in Medium pH tubes and 79% higher than those in 
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Figure 2: Timecourse of methane production from coal at three pH levels. 
Media pH is another parameter that may affect coal solubility. The normal pH range of wells 
in the PRB is between the Medium and High pH values used in this experiment. It is expected 
that the experimental consortium, which was removed from a well having a High pH, would be 
better adapted to this condition than to a lower pH. Therefore, it is probable that the increased 
production resulting from lower pH was due to a coal solubility effect, rather than an effect on 
growth kinetics. The similarity in production seen over the first 72 hours also supports this 
conclusion, since kinetic differences should have been evident immediately. 
These results show that pH is an important factor in methane production. However, pH is a 
difficult parameter to control in-situ due to the large amounts of water present in the coal seam. 
Therefore, it is more reasonable to use this result in selecting possible treatment locations for 
production enhancement. By selecting locations with optimal pH levels, it should be possible to 
maximize the effectiveness of any treatment. 
Effect of Coal Particle Size 
Coal particle size affects the availability of substrate in two ways. First, changes in size 
greatly affect the external surface area available to the consortium. Second, particle size affects 
mass transfer rates for substrates and possibly extracellular enzymes diffusing out of and into the 
coal pores, respectively. 
Three particle sizes were tested in this experiment. Crushed coal was separated into size 
fractions using a set of ASTM standard sieves and a mechanical shaker. As shown in Figure 3, 
cultures grown on Small particles had higher methane production rates than either the Medium or 
Large particle tubes. The initial production rate in the Small tubes was 20.6% higher than 
Medium tubes and 33.8% higher than Large particle. The Small tubes had a maximum 
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production rate 1 08% and 212% greater than the Medium and Large tubes, respectively. The 
total production from Small tubes was only 3% higher than that for medium tubes. However, 
both were significantly higher than total production for Large tubes, with the Small tubes 
producing 24% more methane than the Large tubes. The production plateau in the small particle 
tubes began earlier than for other particle sizes. Further work showed that this was probably 
caused by a limiting nutrient other than coal. The rapid production in the small particle tubes 
would have caused the limiting nutrient to be completely utilized earlier than in other cultures. 
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Figure 3: Timecourse of methane production for three coal particle sizes. 
Coal surface area may be more easily affected in-situ than either temperature or pH. 
Hydraulic fracturing (fracing) has already been successfully used in CBM gas recovery to 
increase the porosity of the coal seam which increases gas flowrates (5). This same technology 
could be effective for increasing biological methane production. 
Increasing fracturing in the coal seam would create shorter diffusion paths for extracellular 
enzymes and substrates moving between the coal micropore structure and the cells. It would also 
allow greater transport of water and nutrients throughout the seam, and increase the effectiveness 
of any other treatment. In future work, experiments should be designed to eliminate the nutrient 
limitation apparent in the batch system. Use of a continuous flow reactor would allow fresh 
nutrient addition. 
Effect of Solubility Enhancing Agents 
The goal of this experiment was to identify a possible treatment to enhance the rate of 
dissolution and/or the total solubility of the organic coal substrates. This treatment, if effective, 
should increase both the rate and total production of methane. 
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Six Solubility Enhancing Agents (SEAs) were tested during two experiments. In the first 
experiment, three SEAs were added at low concentrations to tubes containing coal and Tanner 
media to test the effect on methane production. The SEAs were also tested as methanogenic 
substrates, since literature had indicated that all three could be used by microorganisms. This 
was done by adding each SEA as the sole carbon source (no coal present) to Tanner media and 
inoculating along with the experimental tubes. 
In the second experiment, three further SEAs were tested. In order to gain a more complete 
understanding of the observed effects, each was tested at two concentrations. 
SEA Experiment 1 Results 
As shown in Figure 4 below, the first three SEAs tested had mixed effects on methane 
production. SEA 1 had an inhibitory effect, resulting in no methane production over 11 00 hours. 
SEA 2 had no effect, with treated tubes producing methane levels similar to those produced in 
untreated control cultures. SEA 3 treated tubes produced 347% more methane than untreated 
cultures, showing that this Agent was effective in increasing coal solubility and substrate 
availability to the consortium. All of the tubes containing SEAs without coal showed no 
production throughout the experiment, indicating that none of the SEAs acted as a substrate for 
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Figure 4: The effect of three solubility enhancing agents on methane production from coal. 
The maximum average methane level achieved in the SEA 3 treated tubes was 0.05352 mmol 
methane/tube. This corresponds to 185 scf per ton of coal if this result can be translated to in-
situ applications. This would be a substantial increase of the current PRB reserves, more than 
doubling the current gas in place (71 scf/ton) (1 0). However, this SEA is too expensive to make 
large scale treatment economical. 
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SEA Experiment 2 Results 
As shown in Figure 5 below, SEA 5 had the largest positive effect on methane production. 
At the High concentration, tubes treated with SEA 5 produced 150 times as much methane as 
untreated control tubes. At the SEA 5 Low concentration, 83 times more methane was produced 
compared to control tubes. SEA 4 was also beneficial at the Low concentration, with these tubes 
producing 22 times as much methane as untreated tubes. However, SEA 4 became inhibitory at 
the High concentration, resulting in no methane production. SEA 6 had no effect, and tubes 
treated with this Agent produced methane levels similar to those in untreated control tubes. All 
of the SEAs tested in the second round were shown to serve as substrates for the methanogenic 
consortia when added to cultures without coal. However, production in all of the SEA only tubes 
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Figure 5: The effect of three further SEAs on methane production from coal. 
Treatment with SEA 4 at the Low concentration would produce 1080 scf of methane per ton 
of coal if these results could be realized in-situ. The SEA 5 treatment would result in 3611 scf of 
methane per ton of coal at the Low concentration, and in 6595 scf per ton at the High 
concentration. This would be a very substantial increase in the current gas in place in the PRB 
(71 scf per ton of coal). However, like SEA 3, these treatments are currently prohibitively 
expensive for large-scale application. The results ofboth of these experiments do show that a 
solubility enhancing treatment has great potential for increasing current PRB reserves, and more 
work is warranted to find an economical solution. 
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Conclusions and Recommendations 
Temperature was an important environmental factor for methanogenesis with coal as the sole 
carbon source. High temperature cultures produced 54% more methane than low temperature 
cultures. Low temperature cultures produced 53 scf of methane per ton of coal, showing that 
nutrient or other treatments can be effective at ambient in-situ temperatures in the PRB. 
Medium pH was also a critical factor for methane production. Low pH cultures produced 
68% more methane than Medium or High pH cultures. Production rates were also affected by 
pH, with Low pH cultures having a maximum production rate 87% and 79% higher than 
Medium and High pH cultures, respectively. 
Temperature and pH were also shown to have a probable effect on coal solubility. This 
could be further tested by pretreating coal samples at various pH and temperature conditions, and 
using the resultant supernatant as a carbon source for methane production. 
Coal particle size was shown to have an effect on methane production rates. Cultures grown 
on Small particles had maximum production rates 108% higher than those grown on Medium 
particles and 212% higher than Large particle tubes. Future work should investigate the effect of 
particle size on methane production in a continuous flow system where fresh nutrients are always 
available. This would eliminate other limitations in the batch system. The large increase in 
methane production rates observed for smaller particles shows that hydraulic fracturing may be a 
very beneficial in-situ treatment. This would increase the porosity of the coal seam and could 
increase methane production rates, especially if combined with nutrient supplementation or other 
treatments. 
Coal solubility was shown to have a large effect on methane production rates and final 
methane yield. Cultures treated with SEA 3 and 5 showed significant increases in methane 
production (up to 150 times with SEA 5) over untreated control tubes. The SEAs tested are too 
expensive for large scale application. Future work should include continued screenings of 
potential SEAs to identify lower cost alternatives with similar solubility enhancing properties. 
Future work will include quantification ofmethanogenic cell counts and comparison to 
methane production rates, screening of lignin degradation compounds as methanogenic 
substrates, and design and construction of a bench scale anaerobic fermentor. Requirements of 
this design will include maintaining an anaerobic environment, quantifying any produced gas, 
and the ability to supplement with nutrients or have continual flow. A procedure will also be 
developed to allow gas sampling and pressure monitoring during experiments. 
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ABSTRACT 
A pilot study is being conducted for remediation of a tetrachloroethylene (PCE) 
contaminated site at Manhattan, KS. The aquifer in the pilot study area has two distinct 
zones, termed shallow zone and deep zone with groundwater velocities of- 30 em/day and -
7 em/day. PCE concentration in groundwater at the pilot study area is about 15 mg/L (ppm) 
in the deep zone and 1 mg/L in the shallow zone. Nutrient solution comprising soy oil methyl 
esters (SOME), lactate, yeast extract and glucose was added in the pilot study area for 
biostimulation, on August 18, 2005. PCE was converted to dichloroethylene (DCE) under 
these conditions. However, when the nutrients were depleted, the concentration ofPCE 
increased and the concentration ofDCE decreased. To carry out complete degradation of 
PCE, KB-1, a consortium of Dehalococcoides, and a second dose of nutrient solution were 
added on October 13, 2005. After addition ofKB-1, both PCE and DCE concentrations 
decreased. After several months, the PCE and DCE levels began to increase again. Therefore, 
a third dose of nutrients was injected on March 3, 2006. The total chlorinated ethenes (CEs) 
have decreased in all the wells, upto a maximum of 80%. 
Introduction 
PCE, a chlorinated compound, has been widely used as dry cleaning solvent in the past 
half century. Past disposal methods and handling practices for PCE have contributed to wide 
spread contamination in soil and groundwater. In the United States, soil and groundwater at 
approximately 400,000 sites are contaminated with chlorinated solvents (Sutfin, 1996). 
Tetrachloroethylene (PCE) and trichloroethylene (TCE) were the fourth and second most 
frequently detected organic pollutants on the U.S. National Priorities List (NPL) or Superfund 
sites, with PCE identified at 771 and TCE identified at 852 of the 1430 NPL sites as of 
September 1997 (US EPA, 1998). 
In-situ bioremediation is used as an alternative to such traditional methods as 
groundwater pump-and-treat for treating groundwater contaminant plumes. This involves 
stimulating indigenous bacteria by adding electron donors and/or nutrients to the subsurface to 
increase bacterial growth and degradation rates. A variety of electron donors such as acetate, 
lactate (Cox et al, 2002; Ellis et al, 2000; McMaster et al, 2001; RTDF Update, 1997}, methanol, 
ethanol (Cox et al, 2002), molasses and vegetable oils have been used for biostimulation of 
microbes that degrade chlorinated solvents (Grindstaff, 1998, Harkness et al, 1999). Several 
bioremediation pilot scale studies (Abriola et al, 2005; Ellis et al, 2000; Major et al, 2002) and a 
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physical-chemical remediation pilot study (Cox et al, 2002) have been conducted in the past in 
the United States. In this work, a biostimulationlbioaugmentation pilot scale design was 
developed and implemented for a PCE contaminated site in Manhattan, KS. 
Contaminated Site 
PCE has been deposited in soil by dry cleaning operations in Manhattan, KS. Public 
supply wells are located about one mile down-gradient of the contaminated zone. Kansas 
Department of Health and Environment (KDHE) and their contractors conducted an extensive 
site characterization from 1996 to 2003. According to the source investigation report (Terracon, 
2004), PCE is primarily limited to the source areas; however, trichloroethylene (TCE), a 
degradation product of PCE, was also detected in the groundwater, at concentrations exceeding 
its MCL (5 J..Lg/L), up to 3/4 mile(> 1 km) east of the source. Cis-dichloroethylene (DCE), a 
degradation product of PCE, was detected in two of the 16 wells which serve as the source of 
drinking water to the city of Manhattan, though vinyl chloride was present rarely. 
Concentrations ofPCE from monitoring well samples were found to be as high as 26 mg/L at the 
source and 7.5 mg/L down-gradient (Terracon, 2004). Based on the site characterization reports, 
the amount ofPCE at the source was estimated to be more than 100 kg. 
Table 1. Physical/Chemical properties* ofPCE and degradation products. 
Property PCE TCE Cis-DCE vc 
Molecular weight 165.83 131.4 96.95 62.5 
Vapor pressure (mm Hg) at 25°C 18.5 74 180 2580 
Density (gm/ cc) 1.62 1.47 1.28 0.92 
Dimensionless Henry's constant at 25°C 0.72 0.39 0.167 1.17 
Solubility in water (mg/L) at 25°C 150 137 3500 1110 
lo~w and [lo~] 3.4 and 2.42 and 1.86 and 1.36 and 
[2.2-2.7] [2.03-2.66] 1.54 1.99 
Maximum Contaminant Level (MCL) in 5 5 70 2 drinking water (J..Lg/L) 
• Knox et al, 1993; U.S. EPA, 1994. 
Pilot Design 
There are several monitoring wells located in a city parking lot, 50 m downgradient of the 
contamination source (Figure 1) and, therefore, this area was chosen as the pilot study area 
(PSA). The aquifer in the PSA has two distinct zones, termed shallow zone and deep zone with 
groundwater velocities of~ 30 em/day and ~ 7 em/day. The estimated vertical extent of 
groundwater is 6 m in the shallow zone and 1 0 m in the deep zone. The soil in the shallow zone 
grades from clay at the ground surface to silt at the bottom of the zone and the soil in the deep 
48 
zone grades from silt to sand. PCE concentration in groundwater at the PSA is about 15 mg/L 
(ppm) in the deep zone and 1 mg/L in the shallow zone. 
After discussion among the personnel of Kansas State University, KDHE and Sirem Lab, 
Ontario, Canada, the design of the pilot study (Figure 1) was finalized. A work plan for the pilot 
study was submitted to KDHE in Summer 2005 and the actual implementation of the pilot study 
was started in August 2005. 
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Figure 1. Schematic of the pilot design with location of injection points (shaded circles) and 
monitoring wells (open circles). 
Four injection wells,~ 1.2 m (4ft) apart in the north-south direction and on a line about 
half-way between MW -8 and MW -9 were used to introduce nutrients; the nutrient solution was 
prepared with water from MW-10 which is downgradient and oflower contaminant 
concentration. The injection points were designed to provide nutrients at different depths over a 
width of~ 3.6 m (12ft) such that a KBr tracer introduced with the nutrients ought to be 
detectable in wells 9 & 1 0 assuming that water flow is primarily in the eastward direction. There 
was successful detection of tracer at MW-9 (Figure 3), MW-10 (Figure 4) and MW-12 (Figure 5) 
within reasonable times. 
Once it was established that the area around the injection wells had become reduced 
(based on oxidation reduction potential (ORP) and dissolved oxygen (DO) levels, and that the 
tracer migrated to down-gradient wells), a culture of K.B-1, a consortium of Dehalococcoides, 
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was injected. Each injection point received 50 L of anaerobic nutrient solution prior to and 
following the KB-1 stock culture. No tracer was added because the earlier tracer had not 
proceeded very far at that date (Oct 13, 2005). By mid-February 2006, sampling by KDHE 
personnel indicated that the reducing power in MW -9 & MW -10 was becoming depleted (DO 
increased and ORP became positive), requiring a third injection of nutrients in March 2006. 
Analytical Methods 
Chlorinated solvents and methane were measured by gas chromatography (HP 5890 
Series II, Wilmington, DE) equipped with a Flame Ionization Detector (FID) and a HP-1 column 
(Dimethyl Polysiloxane matrix, 30m x 0.53 mm, Agilent Technologies). Hydrogen was the 
carrier gas. The injector temperature was set at 200°C and detector temperature was set at 300°C. 
Sample volume of 100 J..Ll is injected in the column at 1 OOOC and run for 5 minutes. 
The anions in the groundwater samples were measured using ion chromatography 
(Dionex Corporation, Sunnyvale, CA) equipped with a conductivity detector and analytical 
column (Ionpac, AS9-HC, 4 x 250 mm). The eluent solvent was 9 mM sodium carbonate at a 
flow rate of 1 mL/min. The elution times of chloride, bromide, nitrate and sulfate were 
approximately 6.3 min, 9.5 min, 11 min and 18 min. Each sample was run for a total of20 
minutes. 
Results and Discussion 
Due to space limitations, results are reported only for the deep zone. 
Tracer analysis 
Calculated water flow rates derived from arrival time of the tracer to wells 9 & 10, were 
about 30 cm/d in the shallow zone and 7 cm/d in the deep zone. Continued monitoring ofMW-
12D indicated an averaged rate of 10 crn!d for the deep zone. The KBr tracer was detected in 
MW-12D at about day 230. MW-12D is 23m (75ft) eastward from injection point. Thus the rate 
is estimated to be 10 em/d. 
During August 2005 nutrient injection, KBr tracer dispersed very slowly from the 
injection points, particularly in the deep zone, and appeared at the nominally up-gradient wells 
(8S & 8D) within a few days (Figure 2). It arrived eventually at downgradient wells as detailed 
in Figures 3 to 5. 
In light of the results of the first tracer study and the observation that reducing power was 
depleted in the downgradient wells, it was decided to introduce a new tracer along with 
additional nutrients. The second dose of KBr tracer and the third dose of nutrients was injected 
on March 3, 2006 (Day 197). A KBr tracer was added so that arrival times could be determined 
at various wells independent of nutrient effectiveness for this new feeding. 
The bromide level in MW -8D has remained fairly steady since the second injection in 
October 2005. It never returned to baseline after its initial spike, decline and rebound from the 
first feeding in August 2005, suggesting that there is in effect a biobarrier formed causing little 
or no flow through that well. At MW-9D, the bromide peak was delayed (80 days vs 50 days) 
relative to the first injection last summer, and the peak response was much smaller despite 
introducing twice as much bromide in this tracer study (Figure 3 ). For MW -1 OD the bromide 
peak was much larger (18 ppm vs 1.3 ppm) this time than in the previous tracer study (Figure 4). 
However, the apparent time of peak arrival was comparable in both injections. MW-12D (Figure 
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5) showed a bromide peak, which is presumed to have come from the first tracer injection since 
it arrived within 20 days of the third injection and a flowrate of 120 cm/d is not plausible for this 
site. 
The combined results for the wells 9 & 10 suggest that alternative flow paths must be 
present at different times, such that MW -1 OD is being fed a more undispersed plug of tracer in 
this round than in the previous while for well 9D the tracer is more dispersed this time, or the 
MW -9D may be at the edge of the tracer plume. Given our limited understanding of this aquifer, 
our best interpretation is that perhaps growth ofbiofilms has altered the resistance of some paths 
in the deeper zone. 
Chlorinated ethenes degradation analysis 
The concentrations of chlorinated ethenes in deep wells MW8, 9, I 0 and I2 are shown in 
Figures 6 through 9. While we have data for all three depths, only the data for middle depth is 
shown. The bromide concentration data at the same depth is also superimposed in Figures 6-9. 
The arrival time of the tracer precisely coincided with the arrival time of DCE and the front of 
PCE disappearance, indicating that there is no appreciable retardation within the aquifer. If either 
DCE or PCE were appreciably sorbed to aquifer materials, there would be a measurable 
retardation of their arrival times relative to the KBr tracer. Comparison of arrival times 
mentioned above indicates that sorption may not be a major factor in the aquifer or the sorption 
sites may already be saturated since the contaminated water is flowing for a long time. There is 
loss of a significant fraction ofthe total chlorinated ethenes (CEs) (Figures 6 to 9) though high 
concentrations of ethene or methane were not observed. For MW-8D (Figure 6) there was an 
increase in DCE corresponding to decline of PCE after each feeding, followed by a rebound. 
However, the total chlorinated ethenes decreased considerably. For MW-9D (Figure 7), levels of 
PCE decreased considerably with corresponding increase in DCE until day 70. After about day 
I 00, the total CEs decreased to about 25% of the initial concentrations. 
For MW -I OD (Figure 8), there was a surprisingly fast response to the third feeding. 
Previously PCE had declined and DCE had risen upon feeding, then rebounded. Now PCE has 
declined and DCE risen again for a time. It appears that a rebound is beginning again as PCE 
levels are rising and DCE levels declining slowly. In MW-I2D, an increase ofDCE was evident 
at 200-220 days with a corresponding decline in PCE. This matches the timing of appearance of 
bromide (Figure 5), presumably from the first injection on day 0. Ifthe water in MW-12D is as 
appears, coming from up-gradient well areas, the levels ofPCE ought to continue declining 
while those ofDCE increase, corresponding to the results in MW-IOD six months ago. 
Future work 
The monitoring of wells will be continued and the contaminant concentrations profile 
will be followed. The success of this pilot study suggests implementation of full-scale 
bioremediation at the site. The tracer and the contaminant concentrations will be modeled using 
advection-dispersion-adsorption-reaction equation. 
Conclusions 
The tracer study suggests that the groundwater flow in the aquifer is predominantly 
towards the east in both the shallow zone and the deep zone. The groundwater velocity in the 
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shallow zone is greater than in the deep zone contrary to expectations, since usually the velocity 
is greater in sandy soil than clay. The static head difference may partly account for this effect. 
Addition of electron donors stimulated the native microbes to convert PCE to DCE. KB- I 
converted DCE to end products. Since CEs were found in MW -1 OD even though there was not 
much in 9D, the groundwater at 1 OD may not have passed through MW -9D. 
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Fig. 4. Bromide concentrations in well 1 OD; Injection of nutrients between MW 
8 and MW 9 on day 0 (August 18, 2005) {lnj Br Cone= 670 mg/L), day 56 {Oct 
13, 2005) and day 197 (Mar 3, 2006) (lnj Br Cone= 1340 mg/L). 
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nutrients between MW 8 and MW 9 on day 0 (August 18, 2005) (lnj Br 
Cone = 670 mg/L), day 56 (Oct 13, 2005) and day 197 (Mar 3, 2006) (lnj 
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Fig. 6. Concentrations of CEs in MW 8D; Injection of nutrients and bromide 
between MW 8 and MW 9 on day 0 (August 18, 2005); nutrients and KB-1 on 





































0 40 80 120 160 200 240 280 
Time (days) 
Fig. 7. Concentrations of CEs in MW 9D; Injection of nutrients and 
bromide between MW 8 and MW 9 on day 0 (August 18, 2005); nutrients 
and KB-1 on day 56 (Oct 13, 2005); nutrients and bromide on day 197 
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Fig. 8. Concentrations of CEs in MW I OD; Injection of nutrients and 
bromide between MW 8 and MW 9 on day 0 (August I 8, 2005); 
nutrients and KB-1 on day 56 (Oct 13, 2005); nutrients and bromide on 
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Figure 9. Concentrations ofCEs in MW 12D. Injection of nutrients and 
bromide between MW 8 and MW 9 on day 0 (August 18, 2005); nutrients 
and KB-1 on day 56 (Oct 13, 2005); nutrients and bromide on day 197 















Effect of Cheese Whey on Anaerobic Dechlorination of 
Tetrachloroethene (PCE) 
J. Ibbini\ L.C. Davis1 and L.E. Erickson2 
Department of Biochemistry1 
Department of Chemical Engineering2 
Kansas State University, Manhattan, Kansas-66506 
Abstract 
The former Cinderella dry cleaning operation generated a contamination problem in soil 
and groundwater in Manhattan, KS. The public water supply wells are about 1.2 miles down 
gradient of this site. The Kansas Department of Health and Environment is collaborating with 
Kansas State University in this project. Previous work done by a contractor shows that PCE and 
its degradation products trichloroethene (TCE), cis-1 ,2 dichloroethene ( c-1 ,2-DCE) and vinyl 
chloride (VC) are present in a ground water plume above their MCLs. Therefore this study aims 
to find a safe biostimulation and bioaugmentation plan for remediation. Our preliminary results 
showed that the microbial culture KB-1 was capable of carrying out anaerobic dechlorination of 
tetrachloroethene (PCE). 
Microcosms were prepared with different nutrient and carbon sources for co-metabolism 
of PCE e.g. yeast extract, cheese whey and soy-oil methyl esters (SOME). Different 
concentrations of cheese whey were tested to compare with yeast extract. We found that cheese 
whey was as good as yeast extract in many cases. More than 90% of PCE was degraded after 10 
days of lag phase when whey concentration was lower than 0.05%. At 0.05% the KB-1 culture 
needed 20 days to initiate the degradation, but when whey concentration was doubled, KB-1 
activity was inhibited. The inhibition was from unknown molecules not from microbes in the 
whey. 
Introduction: 
Perchloroethelyene (PCE) and trichloroethene (TCE) are widely used industrial solvents. 
Unfortunately, nonproper storage and handling practices have lead to their leaking into the 
environment. They are among the most common contaminants of groundwater (Magnuson et al, 
1998, Lee et al, 1998). 
Conventional remediation approaches for ground water remediation such as chemical 
oxidation or pump and treat were not widely applied for treating chlorinated solvent 
contaminated sites due to low solubility of PCE and TCE in water and their oxidized nature. 
Therefore, the use of in situ biological treatment (bioremediation) appears to be a viable and cost 
effective alternative (Muller et al, 2004). Current evidence suggests that PCE is recalcitrant to 
aerobic degradation, and can only be removed by anaerobic reductive dechlorination processes 
(Kao et al, 2003). A number of organic compounds such as acetate, methanol (Major et al, 2002), 
glucose, phenol, molasses, yeast extract, and vegetable oils (OPPTD Document, 1217) were used 
as electron donors or as carbon source to stimulate growth of degrading organisms (bacteria). 
The Dehalococcoides group of bacteria is known to carry out complete degradation of PCE to a 
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safe end product. This study addresses the use of cheese whey for biostimulation of KB-1 
culture that contain the Dehalococcoides sp (Duhamel et al, 2004). 
Site Characteristics: 
Microcosms used in this study were based on water samples taken from a contaminated 
site in Manhattan KS. The former Cinderella dry cleaner was in operation for 30 years using 
PCE as a primary cleaning solvent. The Kansas Department of Health and Environment and their 
contractors revealed a contaminated ground water plume running west to east carrying 
chlorinated solvents above their maximum contamination level (MCL). Several monitoring wells 
were installed along the plume to monitor concentration ofPCE and its degradation products. 
The water used for preparation of microcosms was obtained from MW -5 which is near 
the source and MW -8, 80 ft down gradient of the source area. The cheese whey was used in this 
study as a biostimulant since it contains about 5% lactose and necessary vitamins for bacterial 
growth. The unpasteurized and uncultured cheese way was from Alma cheese factory; it was 
kept in the cold room until used in this study. Table 1 shows the content of cheese whey in 
general. 
Tablet. Cheese whey content per 100 g. 
Parameter Per 1 OOg 
alories 24 
0.76 g 
arbohydrate 5.12 g 
0.09 g 
itamin B12 0.18 mg 
Microcosm preparation: 
Water microcosms were prepared in 16.5 ml vials sealed with Teflon mininert caps. 
Water samples were collected from monitoring wells located at the contaminated site. Different 
concentrations of cheese whey were used in this study, ranging from 0.01%-0.5%. Microcosms 
with yeast extract and soy oil methyl esters were prepared and compared to cheese whey. In a 
separate study cheese whey was filter sterilized through 0.22 fJm Millipore(nitrocellulose) filter 
paper and used to study effect of natural microflora of cheese whey on KB-1 culture. In all 
microcosms the final volume ofliquid phase was 12 mL and rezasurin was added to all bottles to 
monitor redox conditions. Nitrogen gas was used to flush the vials for 30 seconds and 
immediately closed to prepare for anaerobic conditions. Control samples contained only 
contaminated water (no nutrients and no KB-1 ). Vials were kept at room temperature and KB-1 
was added when the rezasurin color change from blue to pink then colorless as an indication of 
anaerobic conditions, (see figure1). 
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Analytical method: 
Chlorinated ethenes and methane were analyzed from each vial by taking I 00 J.LL sample 
of the gas phase with a Hamilton gas tight syringe. Analysis was conducted using the HP 5890 
series II gas chromatograph (Hewlett-Packard, Wilmington, DE) equipped with HP-1 column 
(Dimethyl Polysiloxane matrix, 30m X 0.53 mm, Agilent Technologies) and flame ionization 
detector. Hydrogen was the carrier gas and the injector temperature was set at 300°C. The 
samples were manually injected in the column at 1 00°C and run for 5 minutes. 
Results and Discussion: 
Earlier studies showed that KB-1 is necessary for PCE degradation. Low concentrations 
of cheese whey (<0.1 %) were very effective in stimulating more than 90% of PCE degradation. 
A lag phase of 10-20 days was observed. However, 0.1 % and 0.25% cheese whey did not differ 
from the control vials where 50 % of PCE was degraded (Figure 1 ). When the yeast extract and 
soy oil methyl ester treatments were compared with low concentrations of cheese whey there was 
no difference in the rate of PCE degradation; only the 0.01% and the 0.025% whey treatments 
took a shorter lag phase (Figure 2). The inhibitory effect which was observed with higher 
concentrations of cheese whey was thought to be from the competition of the natural micro flora 
of cheese whey and the KB-1 culture. That theory was rejected when filterered whey showed 
similar trend of inhibition (Figure 3) indicating that the inhibiting material was not the bacterial 
culture in the cheese whey. In both yeast extract and cheese whey treatments there was no 
significant amount of methane or ethane generated. An increase in DCE Concentration 
corresponding to decline of PCE was observed in the duration of this experiment (Figures 4 & 
5). 
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Fig. 1. PCE degradation with time when whey was used as carbon and nutrient source. 
Microcosms were prepared with water taken from MW-5 and KB-1 was added to the vials after 3 
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Fig. 2. PCE degradation with time when different nutrient and carbon sources were used. 
Microcosms were prepared with water taken from MW -5 and KB-1 was added to the vials after 3 
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Fig. 3. PCE degradation with time when filtered whey was used as carbon and nutrient source. 
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Fig.4 and 5. Chlorenated ethenes concentrations in yeast extract (Fig. 4)and cheese whey (Fig. 5) 
treatments respectively. Microcosms prepared with water from MW -8 after 111 days of KB-1 
injection in pilot study. Arrows indicate addition of 1 mg/L PCE. 
Future Work: 
The application of cheese whey in a pilot study at the site of contamination is currently taking 
place. Future work will focus on the ability of cheese whey to stimulate the degradation of other 
contaminants such as carbon tetrachloride. 
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Conclusion: 
Stimulation ofKB-1 culture for PCE degradation by low concentrations of cheese whey 
(< 0.1%) was similar to yeast extract and Soy oil methyl ester treatments. Higher concentrations 
showed inhibitory effect on KB-1 culture. The inhibition was not related to indigenous bacteria 
in the cheese whey. DCE predominates after PCE disappearance in both yeast extract and whey 
microcosms for the duration of the experiment. 
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Pore size distribution of ultrafiltration membranes: 
Measurement, modeling, and application. 
Shane Bower and Ranil Wickramasinghe 
Department of Chemical and Biological Engineering 
Colorado State University, Fort Collins, CO 80522 
The pore size distribution for a 500 kDa molecular weight cut-off cellulose acetate 
ultrafiltration membrane was determined by field emission scanning electron microscopy (SEM). 
Two log-normal distributions were fit to the discrete pore size distribution data. One was fit to 
the pore radius data and the second was fit to the normalized flow. All three distributions were 
used to calculate membrane flux and Dextran rejection profiles and compared to experimental 
results. Improvements in flux predictions for the log-normal distributions were made when 
modeling the pore size distribution based on normalized flow instead of the pore radii. The flux 
and rejection calculations were is strong agreement with the experimental results. 
Introduction 
Ultrafiltration is a basic unit operation used in many industries as a method to separate 
solutes in a solution based on molecular size. Ultrafiltration uses a porous membrane as a barrier 
for solutes larger than the pores. Solutes small enough to pass through the pores are transported 
through the membrane in the permeate stream. Solutes near the size of the pores are partially 
transported through the membrane. The rejection of a given size of solute is defined as one 
minus the fraction of the solute that permeates the membrane. The cut-off for an ultrafiltration 
membrane is the size of the smallest solute that is fully rejected. The largest ultrafiltration 
membranes typically have a cut-off of approximately 30 nm radius solutes (corresponding to 500 
kDa MW proteins). The two performance characteristics critical for commercial applications of 
ultrafiltration membranes are the flux and the solute rejection profile. 
The transport of a solute molecule through a pore in an otherwise non-permeable 
membrane occurs by a combination of two means, diffusion and convection. For large Peclet 
numbers (>>1) such as occur in this work, convection dominates the transport ofthe solute :from 
the retentate to the permeate side of the membrane. When the hydraulic radius of the solutes is 
the same order of magnitude as the radius of the pores, the movement of the solute through the 
pores becomes hindered. Models describing the movement of solutes through pores under 
hindered conditions are discussed in detail in reviews by Deen1 and Nakao2• Under hindered 
conditions, the size of the solute relative to the size of the pore affects diffusion and convection 
to different extents. Correction coefficients for the diffusion and convection rates can be 
calculated by assuming the solute is spherical, the pore is cylindrical, and the solvent is 
significantly smaller than both. Asymptotic expansions are performed on a dimensionless basis 
and the resulting approximations are used to relate the rate of transport under hindered conditions 
to un-hindered conditions3• As the ratio of the solute radius to the pore radius approaches 1 the 
diffusion and convection transport rates dramatically decrease. This reduction in transport rate is 
a method to physically separate larger molecules from smaller molecules and is termed "'sieving" 
or "'rejection". 
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Direct pore size measurements result in a discrete pore size distribution populated by the 
observed surface pores which then must be assumed to remain similar throughout the bulk of the 
membrane. Indirect pore size measurements require a nominal pore size distribution model to be 
selected and used in the subsequent calculations to fit the experimental data. The selection of the 
pore size distribution model can have a significant impact of the quality of the fit results4•5• The 
log-normal distribution is widely used for pore size distributions of ultrafiltration membranes. 
Previous work 
Hagen-Poiseuille Approximation 
The Hagen-Poiseuille equation relates the radially-averaged solution velocity through a 
cylindrical pore to the pressure drop across the length of the pore. The equation was originally 
derived to model the flow ofblood in the circulatory system. The Hagen-Poiseuille 
approximation models a porous membrane as a collection of cylindrical tubes of various radii in 
parallel. The approximation is one of the simplest flow-through-pore models and does not 
account for the effect of solute interactions or membrane fouling on the solute velocity. The 




Where vis the radially averaged solution velocity (m/s), r is the pore radius (m), &>is the 
pressure drop across the cylindrical pore (pa), 11 is the solvent viscosity (pa·s), and Lis the 
membrane thickness (m). 
Log Normal Distribution 
(1) 
The log normal distribution is frequently used to describe the pore size distribution for ultra 
filtration and micro filtration membranes6• The log normal distribution has several different, but 
equivalent, forms6• The log normal distribution form used to fit the discrete data is: 
( ) _ (- [ln(r )-In(Rm )]
2 J 
n r - n0 exp ( )2 lna1 
(2) 
Where n(r) is defined as the product of the probability distribution function (PDF) and the total 
number of pores per unit membrane, N0• The most probable pore radius is Rm and cr1 is related to 
the geometric standard deviation (see Equation 5). The parameter no is used to normalize the 
probability density function. The normally-distributed mean, most probable, and variance of the 
distribution6 can be calculated as: 
Mean(JL)= Rm exp[! (lna1 ) 2 ] (3) 
~t~~~=~ ~ 
Variance(cr•' ) = ( R. )2 ( exp(2(1DD", )']- exp[ ~ (In cr, )']) ( 5) 
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Flux 
The total flow per unit area through the discrete pore size radius distribution is calculated as a 
sum of the flow rates through the individual pore radius categories assuming an equivalent 
pressure drop through each pore regardless of its position on the surface of the membrane: 
. 3,600,000JZLVJ~ ( \.4 J = £..-n r. ,, IY 
877L i=l 1 1 
(6) 
Where j is the flux (l/m2/hr), AP is the pressure drop across the membrane (pa), 11 is the solvent 
viscosity (pa·s ), L is the membrane thickness (m), n(ri) is the number of pores of a given radius 
per unit area, ri is the pore radius (m), and&- is the bin width (m). 
The flux through the continuous pore size radius distribution is calculated as the integral of the 
flow rate through the individual pores assuming the same pressure drop through each pore 
regardless of its position on the surface of the membrane as in Equation 6: 




The rejection (reflection) coefficient relates the concentration of solute transported through a 
pore relative to the bulk concentration and is calculated by estimating the hindered transport of 
the solute through a closely fitting fluid filled pore1• The rejection coefficient is defined as equal 
to 1.0 when no solute is transported through the pores and equal to 0.0 when the concentration of 
the solute in the permeate is equal to the solute concentration in the bulk solution. The Dextran 
molecules are approximated as spheres and the pores are approximated as cylinders of a fixed 
given radius. For high Peclet number flows (Pe >> 1 ), the rejection coefficient simplifies to 1 
minus the convective hindrance constant, W, since diffusion terms are neglected1• The rejection 
coefficient (Rk) for each species k is defined as: 
(8) 
The equations and constants used to calculate W are extensive and the reader is directed 
to Reference 1 for a more thorough discussion. 
Present work 
In this work, scanning electron micrograph (SEM) images were generated of regenerated 
cellulose 500 kDa MW cut-off ultrafiltration membranes obtained from Millipore (Bedford, 
MA). The pores in the images were measured and a discrete pore size distribution was 
generated. The discrete distribution was fit to a log-normal distribution based on either the pore 
radius or the normalized flow through the pore using the Hagen-Poiseuille equation. Water flux 
and Dextran rejection profiles were calculated for the discrete, log-normal fit using the pore 
radii, and log-normal fit using the normalized flow rates. The calculations for the three 
distributions were compared to experimental results. 
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Figure 1: SEM image ofthe A) ultrafiltration (functional) surface of the membrane and B) the 
cross section of the membrane showing the thick structural component of the membrane and thin 
functional component. The ultra-filtration layer thickness is consistently 3.5 ~m. 
Pore size distribution 
Twenty images of the closed side of the membrane were analyzed to generate the discrete pore 
size distribution. An example SEM is shown in Figure 1. The circumferences of the pores in the 
image were defined through image analysis functions in MA TLAB and a black and white image 
was constructed defining the pores in each image. The equivalent diameter of a circle with an 
equal cross-sectional area was calculated for each pore in the image. A data set containing the 
equivalent diameters for all of the pores in the images was used to construct a discrete pore size 
histogram with 5 nm bin size. The histograms and the total number of pores were used to 
determine the discrete probability distribution function (PDF) shown in Figure 2. 
The number average pore radius was determined for the 5 nm distribution as 25.6 nm with a 
Gaussian (normal) standard deviation (a') of 12.9 nm and a variance (a'2) of 166.4 nm2• Two 
log normal distributions were fit to the discrete data. The first method was to fit the PDF to the 
pore radius discrete distribution. The second method involved calculating the normalized flow 
through the PDF using the Hagen-Poiseuille approximation and fitting r4*PDF to the resulting 
flow data. The two methods enhance the curve fitting to different regions of the distribution. 
Fitting the PDF to the pore radius data enhances the curve fit to the most probable region of the 
distribution. Fitting r4*PDF to the normalized flow calculation enhances the curve fit to the tail 
end of the distribution (pores with a radius greater than -30 nm). All fits were determined by 
minimizing the sum of squares difference between the calculated and experimental data. The 
curve fitting methods are shown graphically in Figure 2 and the resulting parameters are 
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Figure 2: Log normal distribution fit to (A) pore radius distribution and (B) normalized flow 
distribution. The log normal fit to the normalized flow distribution is plotted in (A) for visual 
comparison of the differences between the log normal distributions fit by different methods. 
Method to Fit O"t Rm Mean Most Variance 
(p) Probable ( o-'2) 
Discrete ( 5 nm bins) n/a n/a 25.6 16.1 166.4 
Pore Size 1.8 17.7 22.9 17.7 99.2 
Distribution 
Normalized Flow 2.3 15.1 25.4 15.1 267.6 
Table 1: Parameters fit for the various probability density functions. The mean and variance are 
normally distributed and either calculated directly (Discrete PDF) or calculated per Zydney et al., 
1994 (Pore size distribution and normalized flow). 
Experimental flux measurements 
Membrane flux was measured using double DI water and a Millipore (Billerica, MA) model 
8050 stirred ultrafiltration cell with a membrane diameter of 44.5 mm. Nitrogen was used to 
pressurize the head on the feed side of the ultrafiltration cell. Flux measurements were obtained 
at 10, 20, 30, 40 and 50 psi pressure drop across the membrane by collecting permeate in tared 
flasks for five minutes. 
Experimental rejection pronles 
Mono-dispersed Dextran standards were purchased to prepare both the calibration and feed 
Dextran solutions. Dextran Tl (MW 1 kDa) was purchased from Pharmacosmos (Holbrek, 
Denmark). Dextran T4 (MW 4 kDa) was purchased from Serva (Frankfurt, Germany). Dextran 
T1 0 (MW I 0 kDa), 40 (MW 40 kDa), T70 (MW 70 kDa), TSOO (MW 500 kDa), and T2000 
(MW 2000 kDa) were purchased from GE-Healthcare Bio-Sciences Corp. (Piscataway, NJ). The 
experimental rejection data was measured using the same ultrafiltration cell as the flux 
measurements. A peristaltic pump was used to pull permeate through the membrane at a total 
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flow rate of 0.1 ml/min. Forty five ml of feed solution was loaded into the feed chamber and the 
system was operated under full permeate recycle for one hour to equilibrate the membrane. 
After equilibration, 1 ml of permeate was collected and analyzed by HPLC to determine the 
concentration of each Dextran component. 
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Figure 3: Calculated membrane flux for different pore size distributions and different pressure 
drops. 
Flux calculations 
Flux calculations were performed for the discrete distribution (Equation 6) and the two log 
normal distributions (Equation 7) and compared to the experimental results in Figure 3. The 
discrete distribution and the log normal distribution fit from the normalized flow match the 
experimental results. The flux calculated from the log normal distribution fit from the pore 
radius data under estimates the membrane flux. The log normal distribution fit from the pore 
data under estimates the number of pores at larger pore radii (Figure 2A). Volumetric flow 
through a cylindrical pore is proportional to the radius to the fourth power. The majority of the 
membrane flux is through a small number of pores at the upper end of the pore size distribution. 
This is clearly indicated in Figure 2B with the normalized calculated flow distribution data. 
Under estimation of the number oflarger pore radii results in under predicting the flux,j. 
Rejection pronle calculation 
The Peclet number can be calculated for each pore radius in the discrete distribution. All of the 
calculated Peclet numbers are much greater than 1. Convection dominates the transport of the 
Dextran molecules through the pores. Peclet numbers calculated for the two log-normal 
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Figure 4: Calculated rejection as a function of solute (Dextran) radius. Dextran sizes are 
estimated from literature 7• 
The rejection coefficient was calculated for the 5 largest solutes (TlO, T40, T70, T500 and 
T2000) using Equations 8. As discussed previously, the rejection coefficient was estimated 
assuming the Dextran behaved as a spherical solute with a constant hydraulic radius and were 
transported through close fitting cylindrical pores under flow conditions where convection 
dominates. The rejection curves are plotted as a function of pore radius in Figure 4. 
The overall rejection of solute through the membrane (Rk,Overan) was estimated by calculating the 
rejection for each component (subscript k) through each pore size of the distribution (subscript i) 
and weighing the sum by the normalized flow through the pore size (Equation 9). 
3,600,000Jll\P ( ) 4 A 
n r. r. or 
n gry~ I I 
Rk,OIIerall =I Rk,i __ __:, _____ _ 
i=l J 
(9) 
The results for each distribution are shown in Figure 4. All three distributions underestimate the 
experimental rejection. The log-normal distribution fit to the pore radius measurements does the 
best job of approximating the experimental data. The log-normal distribution fit from the pore 
radius measurements has the lowest average pore radius and smallest standard deviation and 
hence has the best calculated rejection of the larger sized Dextran molecules. 
The rejection model assumes cylindrical pores. Any slight constrictions in the pore wall will 
restrict the passage of Dextran molecules and result in larger-than-calculated Dextran rejection. 
Slight constrictions do not have the same impact on flux calculations. 
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Conclusions 
The SEM images of the cellulose acetate ultrafiltration membrane clearly showed the difference 
in the pore size distribution between the functional closed side of the membrane and the 
structural open side of the membrane. The images were analyzed to determine the discrete 
surface pore size distribution for the closed side of the membrane. The discrete distribution was 
well described by a log-normal distribution. 
The three distributions were used in predictive flux and solute rejection calculations. The 
discrete distribution and the log-normal distribution fit from the normalized flow calculations are 
in strong agreement with the experimental flux measurements. The log-normal distribution fit to 
the pore radius distribution better predicts the Dextran rejection profile than either the discrete 
data or log-normal distribution fit from the normalized flow calculations. Calculations based on 
the pore size distribution of the surface images of the ultrafiltration membrane well characterize 
the physical system. 
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Abstract 
Phytoremediation is a very effective method to remove explosives, nutrients, organic 
solvents or other unwanted chemicals from soil and groundwater. Potassium Ferricyanide K3Fe 
(CN)6, used in color photography, is somewhat toxic for plants at concentrations above 50 mg/L. 
Experiments were done with K3Fe(CN)6 and sunflowers (Helianthus annuus L. cv. HySun521). 
The seeds were germinated in vermiculite for ~6 days under fluorescent lights. The seedlings 
were then transferred to treatment solutions and grown hydroponically. A low nitrogen 
Hoagland's solution without iron and with added CaC12 (in place ofCa (N03)2) was used. 
The purpose of this experiment is to make the plant survive only from the little Fe provided 
by K3Fe (CN)6. What we found is that with small volumes (150 ml) ofO, 50, 100, 150 and 200 
mg/L K3Fe (CN) 6, the plants do fairly well. There is a formation of a Prussian blue precipitate 
on the roots at higher concentrations (150 and 200 mg/L). However when we used larger 
volumes like 450 mL or 600 mL, the control with no added iron had pale leaves and the treated 
plants barely survived the first week. They started to recover during the second week. We 
realized that for the high volume even 25 mg/L was initially toxic for the sunflower plants. The 
most convincing explanation for recovery is an increase of ferric chelate reductase. The quantity 
of cyanide also appears to be an important factor. 
Introduction 
Water is the most important natural resource used on this planet and water contamination is 
a serious issue. Finding ways to remediate our soil and groundwater is very important. We used 
phytoremediation because it is a very effective method to remove explosives, nutrients, organic 
solvents or other unwanted chemicals from soil and groundwater. Our goal is to find out what 
plant we can use to degrade or lower the level of toxicity of K3Fe (CN) 6 at some contaminated 
sites. 
Potassium Ferricyanide K3Fe (CN) 6 waste stream, is somewhat toxic for plants at 
concentrations above 50 mg/L. Other names of this compound include red prussiate, Prussian 
Red or Potassium Hexacyanoferrate (III). K3Fe (CN) 6 is a coordination compound that is stable 
at room temperature and pressure and absorbs blue light. It is used in blueprint drawing in 
photography and also in iron and copper toning. 
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This type of experiment was conducted for several reasons. We wanted to see if the plants 
are able to use the iron in potassium ferricyanide as their sole source of iron. We also wanted to 
obtain the toxicity threshold of ferricyanide for the sunflower plants. Another interesting 
question was to identify the portion (shoots or roots) of the plant that contains more iron. We 
also wanted to estimate how long the plants could survive with little iron availability. 
Experimental Procedure 
Sunflower seeds were germinated in vermiculite for ~6 days under fluorescent lights. The 
seedlings were then rinsed in enough sterilized water to remove the vermiculite and transferred 
in 50 mL tubes for 2 days in the control solution to hydroponic culture. The control solution 
consisted of a Hoagland's solution without iron and with added CaC12 in place of Ca (N03) 2). 
This provided a low nitrogen nutrient growth medium (4mM of nitrogen). 
Different concentrations of potassium ferricyanide were used: 25, 50, 1 00,150 and 200 mg/L. 
Following the two day adaptation, the seedlings were transferred and grown hydroponically in 
their corresponding solutions for 10 days. We had three replicates of each treatment, and used 
two seedlings per bottle. We used different approaches for this issue. Our first thought was to 
use the brown bottles available to us in the lab. We thought ofbrown glass bottles because K3Fe 
(CN) 6 is light sensitive and so that way less light will get through the bottle. So we first used the 
170 mL brown bottles. Upon satisfactory results, we used bigger brown glass bottles(~ 500 mL). 
We wanted to see if we will get satisfactory results with larger volumes. However, this was not 
the case. At this point, we used plastic bottles instead of glass bottles in order to avoid leaching 
iron from the glass. 
Approximately 170 mL of solution was poured into each bottle. The bottles were 20 oz soda 
bottles cut off below the tip to allow enough space for both the seedlings and the foam. At day 7, 
we had to add more of the control solution in the control bottles. 
After the stated time of growth, the roots and the shoots were separated and dried. We also 
obtained the atomic absorbance reading for Fe measurement and the infrared spectrum of the 
dried exudates, shoots and roots. These dried materials were ground to powder and analyzed in 
KBr pellets at a rate of ~2% powder in the KBr, that is for 2 mg of the material we added 100 mg 
KBr to use in forming a pellet for spectra. 
Experimental Set Up 
As you can see on the pictures, this experiment was designed in a very simple way. We cut 
the tip of some plastic soda bottles previously washed. Because K3Fe (CN) 6 is light sensitive, we 
had to use some black plastic bags to prevent the light from going through the bottles. Several 
cut pieces of sterilized polyurethane foam were used to stabilize the plants in the bottles. As 
stated earlier, we initially used large brown bottles. We used larger bottles with smaller 
concentration to see exactly what concentration is starting to be toxic for the plant. There were 
six bottles assigned for the control treatment and six other bottles assigned for the 50 mg/L 
treatment. So we used 12 seedlings (2 seedlings per bottle) for the control Low N Hoagland's-
Fe + CaC}z treatment and 12 seedlings for the 50 mg/L K3Fe {CN) 6 treatment. The 50 mg/L 
K3Fe (CN) 6treatment happened to be toxic for the plants. The next idea was to use the 25 mg/L 
K3Fe (CN) 6 and see if we get similar results. 
73 
B- Sunflowers grown hydroponically 
under fluorescent lights 
Figure 1- Material used for experimental set up (A) and Sunflower plants under 
fluorescent lights (B). 
Control vs. Iron Deficient Plant 
As you can see on the following figure (2), the control plant leaves are totally green. 
However the iron deficient plant has some yellow parts on the leaves. So an iron deficient plant 
can easily be identified by some yellow color on the leaves. 
A- Sunflower control plant B- Sunflower iron deficient plant 
Figure 2- Comparison between leaves of Sunflower control plant (A) and 
leaves of Sunflower iron deficient plant (B). 
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Roots with Prussian Blue Precipitate vs. Control Roots 
A yellow color on those sunflower leaves shows an iron deficiency. However, there are 
other parts of the sunflower plant that show signs of a particular deficiency. We can usually 




treated sunflower plant when we used 150 ml solution. Concentrations like 150 mg/L and 200 
mg/L K3Fe (CN) 6 are very toxic for the plant even at small volumes like 150 ml. However with 
large volumes like 400 mL we observed the Prussian blue precipitate with concentrations as low 
as 25 mg/L K3Fe (CN) 6. These roots with the Prussian blue precipitate are usually dead. 
However, there are some new roots that grow around the dead roots and keep the plant alive. 
Figure 3- Roots of Sunflower control plant and roots of Sunflower plant with 
Prussian blue precipitate (new roots grow around the dead roots and keep the 
plant alive) 
Few days after the yellow color starts appearing on the leaves of the iron deficient plant, we 
observed necrosis of the leaves. 
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STAGES OF IRON DEFICIENCY & NECROSIS IN SUNFLOWERS 
A- Iron deficient plant B- Early stage of necrosis 
C- Iron deficiency & necrosis D- Late stage of necrosis 
Figure 4- Different toxicity stages for the Sunflower plant. Iron deficiency (A), 
Early stages of necrosis (B), Necrosis and Iron deficiency (C), Late stage of 
necrosis (D). 
Main Findings 
Several experiments were done. At first, we used brown glass bottles to hold 170 mL. But 
the iron levels in plants were not greatly different in control and the treated, perhaps because the 
plants extracted iron from the glass. Plastic bottles were then used to prevent any source of 
contamination. 
After 5 days of treating the plants, we noticed a big difference. The sunflower plants treated 
with 50 mg/L K3Fe (CN) 6 were a little bit smaller than their control counterparts. Some of the 
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ones treated with 200 mg/L were surviving while others were starting to die. After the 10 day 
exposure, all of the 200 mg/L treated plants had died, 1/3 of the 150 mg/L treated plants had 
died, and the rest were barely surviving. For the 1 OOmg/L all of the plants were barely surviving, 
they were about to die. All of the control and 2/3 of the 50 mg/L treated plants survived and 
appeared healthy. 
At the end of the experiment shown in above figures, we had some very interesting results. 
With small volumes (150 mL) of 0, 50, 100, 150 and 200 mg/L K3Fe (CN) 6, the plants do fairly 
well. However, when we use larger volumes like 450 mL or 600 mL, the control had pale leaves 
and the treated plants barely survived the first week. They started to recover during the second 
week. In addition, at those large volumes, even 25 mg/L K 3Fe (CN) 6 was initially toxic for the 
sunflower plants but after a week of exposure the plants seemed to recover. A Prussian blue 
precipitate was observed on the roots at higher concentrations (150 and 200 mg/L) when we used 
150 ml of the solution. However with 450 ml of solution there was even the formation of 
Prussian blue precipitate with low concentration like 25 mg/L K 3Fe (CN) 6 
At the end of the experiment, the shoots and the leaves were separated from each other and 
were dried. We digested the dry material with nitric and perchloric acid overnight in order to 
obtain atomic absorbance readings. What we realized is that most of the iron is found in the roots 
and little is found in the shoots or the exudates. This can be understood by looking at the 
following table. 
Table 1- Concentration of Iron in shoots and roots in the control treatment and the 50 
mg/L ~Fe (CN) 6 treatment. 
Treatment Actual Fe mglkg in shoots Actual Fe mg/kg in roots 
Control low N Hoagland's 60mglkg 499.07 mglkg 
-Fe+CaC}z (plantl) 
Control low N Hoagland's 183.17 mglkg 434.21 mglkg 
-Fe+CaC}z (plant2) 
50 mg/L K 3Fe (CN) 6 107.43 mglkg 2820.10 mg/kg 
-Fe+CaC}z (plant7) 
50 mg/L K 3Fe (CN) 6 81.13 mg/kg 3254.5 mglkg 
-Fe+CaC}z (plant9) 
In this last experiment, the average values were 83.77 mglkg in the control leaves, 96.03 
mglkg in the control roots, 1183.69 mglkg in the treated shoots and 4723.48 mglkg in the treated 
roots. The number in each group was 6 pairs of seedlings. 
The dried shoots and roots also allowed us to get some infrared spectra. By comparing all the 
peaks we detected a Prussian blue peak among some of the infrared spectra we obtained. 
We then concluded that all plants have the capacity to metabolize cyanide because they all 
make some while making ethylene hormone. Another possible explanation is that the iron is 
toxic because it makes reactive oxygen species in leaves. The iron content also shows that the 
plants are able to use the iron from ferricyanide as a sole iron source. 
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Design, production, and isolation of the Family 44 glycoside 
hydrolase, Clostridium acetobutylicum endoglucanase 
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The Clostridium acetobutylicum gene CAC0915 encodes a 66-kDa endoglucanase in glycoside 
hydrolase Family 44. No family member yet has a published three-dimensional crystal structure, 
nor is the catalytic acid or base known. This project is designed to obtain that information. The 
gene's eDNA sequence was codon-optimized, synthesized, and transformed into a high-expres-
sion vector in an Escherichia coli host. Fermentation on auto-induction media was performed 
and active protein was produced. Specific activites were used to determine the appropriate 
ammonium sulfate saturation range for precipitation of the CA C0915 endoglucanase. Present 
work with chromatographic methods is focused on isolating the required purity of the recom-
binant protein for crystallization. 
Introduction 
Recent decades have seen a growing research endeavor to develop technology to use renew-
able energy sources. Ethanol is integral to the United States alternative energy portfolio, and 
substantial research is being conducted to improve the cost efficiency of ethanol production. 
To this end, there are several engineering challenges, but perhaps the greatest is transitioning 
from starch to cellulosic feedstocks. One of the challenges in doing so is to develop better 
enzymes for hydrolysis of cellulose to simpler sugars for fermentation to ethanol. This is the 
context for this research project, which aims to study a poorly understood glycoside 
hydrolase family. 
Glycoside hydrolase Family 44 (GH44) is composed of primarily endoglucanases that hydro-
lyze ~-1,4-glycosidic bonds with an inverting mechanism1,2. Currently there is no published 
three-dimensional crystal structure for this family, and the catalytic acid and base are unknown. 
Family classification is based upon primary sequence homology, and therefore enzymes within a 
family have similar structural features and mechanisms. Determining the structure of one mem-
ber ofthis family would shed light on the active-site structures of all GH44 members. The pri-
mary structure homology of GH44 was verified by a multiple sequence alignment using Clustal 
X v. 1.83. Based upon this alignment, three endoglucanases were chosen for crystallization. 
Clostridium acetobutylicum contains the CAC0915 gene encoding for a 66-kDa GH44 enzyme3. 
This endoglucanase is relatively small in size and has a single domain, which makes it less com-
plex than other family members and therefore making it a promising protein for crystallization. 
C. acetobutylicum is itself an interesting organism to study. This gram-positive, mesophilic, 
anaerobic bacterium was extensively used for industrial solvent production of acetone and butan-
ol before economically superior synthetic processes. However, genomic sequencing revealed the 
complete framework for a cellulosome strongly similar to that of the cellulolytic C. cellulolyti-
cum4. Researchers have had limited success in forcing C. acetobutylicum to produce an extracel-
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lular cellulosome, although at least some subunits of the cellulosome are detectable. Some have 
hypothesized that C. acetobutylicum has repressed the expression of its cellulosome in the proc-
ess of evolution due to its ability to grow on simpler substrates, including starch, oligosacchar-
ides, and monosaccharides5• Research on the thermophilic bacterium C. thermocellum has shown 
that individual subunits of a dissociated cellulosome lose the ability to hydrolyze crystalline cel-
lulose while maintaining activity on amorphous cellulose6, while other researchers have reported 
only mild losses of activity on crystalline cellulose under controlled conditions7• Regardless, C. 
acetobutylicum produces only trace amounts of cellulosome and some individual subunits, and 
this could explain its failure to hydrolyze crystalline cellulose and its very low activity on amor-
phous cellulose, such as carboxymethylcellulase8• 
PRESENT WORK 
Gene Design 
Different organisms have differences in codon usage, or preferred codons for translation to 
the same amino acids. Even with high-expression vectors, conflicts in codon usage between the 
source and host organism can pose challenges to successful protein expression. Research com-
paring codon-optimized and wild-type sequences and showed widespread improvements in 
protein expression by moving the codon usage to that of the host. For an example similar to the 
aims of this project, the protein fragment C from C. tetani was expressed in E. coli and the 
codon-optimized sequence resulted in a fourfold improvement in the protein yield9• 
The eDNA sequence for CAC0915 3 was redesigned using DNA 2.0 Inc.'s Protein2DNA 
software to adjust the codon bias for an E. coli host. The differences in codon usage for C. aceto-
butylicum and an E. coli strain are shown in Figure 1. Additionally, dockerin and low complexity 
regions of the gene were excluded to improve the likelihood of successful crystallization. Final-
ly, a stop codon was added to the ending of the modified coding region, and BamHI restriction 









Figure I. Codon usage for C. acetobutylicum ATCC824 and E. coli strain K -I2 W3II 0 from the 
Center for Biological Sequence Analysis Genome Atlas database10• Codon usage for E. coli 
BL2I (DE3), an E. coli strain B, was not available. 
Gene Synthesis and Protein Expression 
Megabase Research Products synthesized (using their PCRjet thermocycler), sequenced, and 
provided the redesigned gene in pSTBluei plasmid. The gene was digested and ligated into the 
pET -II a high-expression vector and subsequently transformed into E. coli BL2I (DE3 ). Trans-
formed recombinants were screened for cellulolytic activity using Congo Red staining11 . 
The E. coli clone was grown on an auto-induction media12 composed of Terrific Broth sup-
plemented with 2 mM MgS04, 5 JlM Fe2(S04)3, 0.05% glucose, 0.2% lactose, 25 mM succinate 
and an additional I.5% glycerol. A 50-L fermentation took place at 20°C, 200 RPM and pH 6.7 
with air sparging. Samples were taken during log phase through early stationary phase. The 
fermentation was harvested during early stationary phase. The broth and cells were separated by 
hollow-fiber (I 0-kDa polyethersulfone) membrane filtration to yield concentrated broth. The 
cells with residual broth were centrifuged at IO,OOO gat 4°C, resulting in the cell-free broth 
fraction and cell pellets. The separated cells underwent the osmotic shock protocol5 to release 
proteins in the cell periplasma. The cell free broth was dialyzed with a I 0-kDa regenerated 
cellulose membrane and buffer-exchanged at 4°C into 50 mM potassium phosphate, pH 7.5, to 
remove small contaminating proteins and residual reducing sugars in the broth. Note that the low 
temperature minimized cellulolytic activity on the dialysis membrane. 
Specific activities for the concentrated and cell-free broth were determined with the tetra-
zolium blue assay13 , and were 460 and 520 activity units (ng reducing sugar/mg protein.min), 
respectively. Dialyzed cell-free broth showed an increase in specific activity to I040 a.u. Sam-
ples were incubated with 4% (w/v) low-viscosity carboxymethylcellulose in 50 mM potassium 
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phosphate, pH 5.8, for at least 20 hat 50°C. Absorbance was measured at 660 run and negative 
controls were used as blanks. Protein concentrations were determined using the bicinchoninic 
acid protein assay14 and A260/ A280 absorbance. 
Ammonium Sulfate Precipitation 
(NH4)2S04 was used to precipitate proteins based upon hydrophobic differences15 in the con-
centrated broth, cell-free broth, and dialyzed cell-free broth samples. No cellulolytic activity was 
observed below 30% saturation by the qualitative Congo Red assay, and concentrations above 
60% saturation showed minimal visual gains in activity. Based on those results, the concentrated 
broth was precipitated so that proteins outside the 35-60% saturation range were removed. 
Figure 2 shows a SDS-PAGE gel ofthe proteins precipitated by various percentage saturation 
concentrations of ammonium sulfate. Based on the protein standards, a protein at approximately 
66 kDa has been labeled and is believed to be the recombinant CA C0915. The gel supported the 
qualitative lower ammonium sulfate concentration for precipitation. At the upper boundary there 
appears to minimal gain in the recovery of CA C0915 with increases in contaminating proteins. 
---{)6 kDa 
~ 
Figure 2. SDS-P AGE gel containing precipitated broth proteins for the following ammonium 
sulfate concentrations: lane 3, 20%; lane 4, 30%; lane 5, 40%; lane 6, 50%; lane 7, 60%; lane 8, 
70%; Lane 9, 80%. 
In contrast to the Congo Red and SDS-P AGE results, protein samples that precipitated below 
35% saturation showed higher specific activities than those in the 35-60% saturation range, 230 
vs. 50 a.u., respectively. To quantitatively determine the appropriate precipitation range and in-
crease specific activity, dialyzed cell-free broth samples at various (NH4)2S04 percentage satur-
ations were assayed with tetrazolium blue. As shown in Figure 3, based on the specific activities, 
the target protein primarily precipitates out in the 40--60% saturation range, but there is an 
apparent loss of specific activity in the precipitation process. Follow-up is necessary to address 
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the significant variation of the specific activity of the dialyzed cell-free broth, because if the 
value is significantly lower, then minimal activity may be lost while still taking advantage of 
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Figure 3. Specific activity for dialyzed cell-free broth samples at various (NH concentrations. 
The 0% sample is the dialyzed cell-free broth. 
Chromatographic Protein Purification 
Following dialysis or ultrafiltration and ammonium sulfate precipitation, a series of chrom-
atographic resins were investigated to purify CAC0915. Gel filtration, anion exchange, and 
hydrophobic interaction chromatography separate proteins based upon size, charge, and hydro-
phobicity, respectively. The gel filtration resins Bio-Gel P-1 00 and Sephadex G-75; the anion 
exchange resins DEAE-Sephadex A-25 and A-50, DEAE-Sepharose, Q-Sepharose; and the 
hydrophobic interaction resin phenyl-Sepharose 6 Fast Flow have all been tested for purifying 
the target protein. Presence of the CA C0915 protein was detected using Congo Red, and further 
work will be necessary to determine the specific activities of the column fractions to determine 
the potential of purification using the different resins. 
CONCLUSIONS AND FUTURE WORK 
The specific activity observed in the concentrated broth in the ammonium sulfate 
saturation range of 35-60% was lower than that for less than 35% and this is concerning but 
based on the Congo Red assay, SDS-PAGE results, and specific activities ofthe dialyzed cell 
free broth, the weight of data shows that the target protein precipitates in the range of 40-60%. 
The apparent drop in specific activity with the ammonium sulfate precipitation needs to be 
investigated further to identify it is occurring due to loss of protein, denaturation, loss of activity 
due to experimental conditions or errant data. 
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In addition to continuing evaluation of the discussed chromatography resins for the current 
protein, a histidine-tagged fusion protein will be produced for affinity separation on an nickel 
column. This approach will be more expensive but will simplify the purification process and act 
as a contingency plan so that the project can progress to crystallization. 
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ABSTRACT 
The primary objective of this research project is to link the Environmental Knowledge 
and Assessment Tool (EKAT) with Geographic Information System (GIS) databases in order to 
generate more chemically descriptive maps for an inactive waste management area located at 
Kansas State University. EKA T is a web-based research, project management, decision-support 
tool to identify, research, and evaluate environmental and pollution prevention options, and 
safety-related issues for products and systems. In order to utilize and effectively integrate EKA T 
and GIS database information for this project, detailed digital maps describing the changing 
concentration of 1 ,4-Dioxane over time were needed. The GIS maps describe the concentration 
of 1 ,4-Dioxane in water wells that were available for sampling at the time. A Human Health 
Risk Assessment (HHRA) is being completed using techniques that are developed based on U.S. 
Environmental Protection Agency (EPA) regulations. The HHRA techniques are modeled off of 
EPA's Risk Assessment Guidance for Superfund (RAGs) Part A. At the current time, it appears 
the contaminated area poses a very low or improbable risk to human health. The present risk is 
being managed effectively. 
Introduction 
Kansas State University would like to use Monitored Natural Attenuation, a process defined 
as the reliance on natural attenuation processes within the context of a carefully controlled 
and monitored site cleanup approach to achieve site-specific remediation objectives within a 
time frame that is reasonable compared to that offered by other more active methods. This 
site is located on the north side ofKimball Avenue, known as the Old Chemical Waste 
Landfill. This site is the location where waste chemicals were previously disposed of by 
placing spent materials and containers into a trench in the ground and covering them with 
earth. The practice of burying chemicals was stopped in 1978, and the University has been 
monitoring the site since 1990. 
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One of the chemicals of concerns deposited at the site was 1 ,4-Dioxane, a cyclic ether, 
which is used as a de greasing agent, as a component of paint and varnish removers, and as a 
wetting and dispersion agent in the textile industry. The chemical structure of 1 ,4-Dioxane is 
shown in Figure 1. 
Figure 1. Chemical Structure of 1,4-Dioxane, C4 H8 0 2 
In universities, 1 ,4-Dioxane is used as a solvent in chemical synthesis, as a fluid for 
scintillation counting, and as a dehydrating agent in the preparation of tissue sections for 
histology1• It is produced in large amounts (between 1 0 million and 18 million pounds in 1990) 
by three companies in the United States. 
Regulatory Information on 1 ,4-Dioxane 
Using the Environmental Knowledge and Assessment Tooe (EKAT), a web-based 
software tool designed to identify, research, and evaluate environmental and safety-related issues 
for products and systems; environmental regulatory, health, and safety information on 1 ,4-
Dioxane was obtained. A preliminary analysis indicates that the chemical is regulated under 
several environmental statutes, including the Clean Air Act (CAA), the Comprehensive 
Environmental Response, Compensation, and Liability Act (CERCLA), the Emergency Planning 
and Community Right-to-know Act (EPCRA), and the Resource Conservation and Recovery Act 
(RCRA). It does not, however, show up in the Clean Water Act (CW A). This is because 1,4-
Dioxane is only listed as a possible carcinogen, and therefore the EPA does not specifically 
regulate it in water. 1 ,4-Dioxane is also regulated under several health and safety regulations; it 
is listed as an Occupational Safety And Health Administration (OSHA) particularly hazardous 
substance, and has a permissible exposure limit (PEL) for workers. The National Institute of 
Occupational Safety & Health (NIOSH) also has a Recommended Exposure Limit (REL). It is 
also listed by several federal and state agencies as a possible human carcinogen. 
Site Information 
An attempt was made to further the overall research on the Old Chemical Waste Landfill 
by producing more accurate and more descriptive maps of the site and the surrounding area. To 
accomplish this, the site data that the University has been receiving twice a year were collected. 
The existing maps and tabular data were not geo-referenced. The Global Positioning System 
(GPS) tool was used to get exact three-dimensional x, y, and z coordinates of the water wells; 
this data was collected by Dr. Stacy Hutchinson, Department of Biological and Agricultural 
Engineering, Kansas State University. 
Once all the data were gathered, the different combinations of GIS tools, such as 
hillshade, contour lines, and slope were analyzed. After careful consideration, it was decided 
that because there was very little elevation change in that small area, the most basic form of the 
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Digital Elevation Model (DEM) would be used, along with the concentrations of 1,4-dioxane in 
each well: The locations of the wells are shown in Figure 2. 
a so 1m m 
Figure 2: Site map and well locations for the Old Chemical Waste Landfill (OCWL) 
Human Health Risk Assessment of the Old Chemical Waste Landfill 
With all necessary chemical and waste site information and maps in place, the next step 
in the project was a Human Health Risk Assessment (HHRA). This process was undertaken with 
the HHRA guidance document for EKAT. This guidance document provides step-by-step 
guidance to assist the user in performing a HHRA according to EPA regulations. 
The HHRA tool is modeled off of EPA's Risk Assessment Guidance (RAG) for 
Superfund, Part A, which is the general guidance document used by the Department ofDefense 
(DoD) for the HHRA process2• The HHRA process has four main steps: 




an exposure assessment, 
a toxicity assessment, and 
risk characterization . 
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1. DATA COLLECTION AND EVALUATION 
The first step in the HHRA involves two different parts, first data collection, and second, 
evaluation ofthe data to identify contaminants of potential concern (CoPCs). Additional 
samples may not be needed if the collected data are sufficient; however, the evaluation of the 
data must be included in the HHRA 2• 
The following types of data will need to be obtained as part of the baseline HHRA: 
• contaminant identities, 
• contaminant concentrations in key sources and media of interest, 
• characteristics of sources (especially information related to release potential), and 
characteristics of the environmental setting that may affect fate, transport, and persistence 
of contaminants3. 
The data are then evaluated to identify chemicals likely to be site-related and to determine 
reported values that are of acceptable quality for use in a quantitative risk assessment. 
Project Results for Data Collection and Evaluation 
Geologic information for the Old Chemical Waste Landfill has been analyzed, with that 
information also being acquired from the Department of Environmental Health & Safety at 
Kansas State University (KSU). Results showed that the uppermost aquifer at the landfill is a 
silty-clay to clay-sand water-table aquifer in quaternary sediments that range in thickness from 
55 to 60 feet, and which overlie Permian bedrock. The water table slopes to the east/southeast 
with a gradient of0.014 (the water table is about 16 feet below the ground surface on the west 
side of the landfill, and about 12 feet below the ground surface east of the landfill), and the water 
table may intersect the ground surface in a stream channel farther east of the landfile. 
Table 1 illustrates the available concentration data for 1 ,4-Dioxane. This data, though 
somewhat sporadic, was identified to be sufficient and sampling results beyond November of 
2005 were not included. When evaluating these data it is important to realize that there were not 
28 wells from the start of monitoring (November 1990). At the end of the year 2000, there were 
only 13 wells, and by the end of2001 there were 23. It was not until early 2004 that the last five 
wells were installed. This is significant because it directly affects the quality of the maps that 
were produced. Since not all the wells were in place in November 1998, the data cannot be used 
to necessarily show the movement of the plume; the information cannot be used to accurately 
model plume movement. The well monitoring simply tells whether 1,4-Dioxane is present at 
specific locations, to confirm that a plume exists in the area. 
Based on a detection level of250 micrograms/liter, the plume has not moved very far in 
the many years since the release of the 1,4-Dioxane. Some non-zero values are shown that are 
less than 250 micrograms/liter; however, the significance of these values is limited. They 
suggest that there has been some movement of 1 ,4-Dioxane into these wells. 
To evaluate the quality of the collection methods, the environmental contractor indicated 
that a contracted laboratory, which is certified by the state of Kansas, first analyzed the samples 
and then the environmental contractor went through a process known as data validation. Data 
validation is a process of reviewing the chemical data to determine if the data are useful to meet 
the objectives of the project. So from this information it was concluded that the concentration 
data were of good quality and could be used without the need for new samples. 
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Table 1: 1,4-Dioxane concentrations, micrograms per liter, over time at the Old 
Chemical Waste Landfill. 
Monitor Mar. Nov. Jul. Nov. Jul. Mar. Jul. Apr. Nov. 
Well 2001 2001 2002 2002 2003 2004 2004 2005 2005 
MW-1 ND ND ND ND ND 
MW-2 ND ND ND ND ND 
MW-3 12000 ND ND ND ND 
MW-4 72177 23800 24200 19600 7020 16200 12100 14000 9230 
MW-5 ND ND ND ND ND 
MW-6 3650 ND ND ND ND 
MW-7 245 7520 ND ND ND ND 
MW-8 50990 ND 44.1 1070 3320 14100 12300 9710 13900 
MW-9 49896 ND 5410 582 87.9 12100 10400 8120 9380 
MW-10 218 87.9 78.2 82.4 74.7 71.8 
MW-11 82.1 ND ND ND ND 
MW-12 ND ND ND ND ND 
MW-13 977 ND ND 71.2 ND 
MW-14 1500 3960 728 7780 8190 5050 3960 
MW-15 4100 5020 919 5860 5360 3680 3420 
MW-16 ND ND ND ND 
MW-17 ND ND ND ND 
MW-18 ND ND ND ND 
MW-19 ND ND ND ND 
MW-20 ND ND ND ND 
MW-21 ND ND ND ND 
MW-22 251 ND ND ND ND 
MW-23 820 1470 127 326 225 104 71 
MW-24 116 91.2 ND ND 
MW-25 ND ND ND ND 
MW-26 ND ND ND ND 
MW-27 61.5 ND ND ND 
MW-28 119 139 95.2 182 
ND =non-detect, with 250 micrograms per hter detection level. 
2. Exposure Assessment 
The second step of the human health risk assessment involves an exposure assessment. 
According to the HHRA developed for EKA T, "exposure is defined as the contact of an 
organism, humans in an HHRA, with a chemical or physical a gene. The objective of the 
exposure assessment is to estimate the type and magnitude of exposure to chemicals of potential 
concern (CoPCs) present at, or migrating from, a site based on magnitude, frequency, duratio~ 
and route of exposure. Maximum estimates of exposure are developed for current and future 
land-use scenarios. An exposure assessment involves analyzing contaminant releases, 
identifying potential pathways of exposure, determining exposed populations, estimating 
exposure point concentrations for specific pathways, and estimating contaminant intakes for 
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specific pathways. The exposure assessment provides pathway-specific intakes for current and 
future exposures to individual substances2• 
Project Results for the Exposure Assessment 
In the second part of the HHRA, the risk assessment begins to focus towards the 
chemicals of concern, and how they can affect humans. It is important to identify the fate and 
transport of each chemical, and how that will affect the current and future land use. For the Old 
Chemical Waste Landfill (OCWL), the land is being used for current waste management 
activities; there are no future plans for the development of this area known to the project team. 
Currently, there is one fulltime and several student employees-working at the location five days a 
week. There is a Restrictive Covenant in place on the area of the OCWL. This prevents 
construction or excavation in the landfill. 
The fate and transport of 1,4-Dioxane weighs heavily on its solubility and hence its 
mobility at the site. The chemical's unique properties cause it to be very persistent in the aquatic 
environment. Volatilization and sorption are not expected to be significant attenuation processes 
because of 1,4-Dioxane's low Henry's Law constant (H), low octanol-water partition coefficient 
(Kow), and infinite solubility in water4• 1,4-Dioxane's heterocyclic structure with two ethers 
linkages also explains its resistance to biologically mediated degradation (see Figure 1 ). 1 ,4-
Dioxane can evaporate from dry soil exposed to air, due to its vapor pressure, 27 mmHg @ 20 
co 5, but it is not likely to evaporate as readily from water or moist soil. Because it is a liquid 
that does not bind well to soil, dioxane that makes its way into the ground can move through the 
soil and enter groundwater6• 
3. Toxicity Assessment 
The third step of the HHRA consists of a toxicity assessment. According to the EKA T 
HHRA under development, "the toxicity assessment evaluates the type of adverse effects 
associated with chemical exposure, relationship between magnitude of exposure and adverse 
effects, and associated uncertainties. This step relies heavily on existing data and is typically 
carried out in two steps, hazard identification and dose-response evaluation. Hazard 
identification is used to determine whether exposure to a chemical causes an increased incidence 
of adverse effects in humans. The dose-response step quantitatively evaluates toxicity data to 
characterize the relationship between dose received and adverse health effects in order to derive 
toxicity values (references doses and slope factorsf" 
Project Results for the Toxicology Assessment 
During the third step of the HHRA, the toxicological hazard identification involves 
researching the known hazardous effects that a chemical typically has on humans. For 1,4-
Dioxane, main exposure routes are inhalation or ingestion; the chemical can enter the human 
body when people breathe air, or consume water or food contaminated with it. However, 1,4-
Dioxane can also be absorbed through the skin. It does not remain in the body due to its 
relatively rapid breakdown and removal. As with many chemicals, the effects of 1,4-Dioxane on 
human health and the environment depend on the concentration that is present, and the length 
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and frequency of exposure. Effects also depend on the health of a person or the condition of the 
environment when exposure occurs7• 
Exposure to airborne 1,4-Dioxane for short periods of time causes irritation ofthe eyes, 
nose and throat in humans. Exposure to large amounts of 1,4-Dioxane can cause kidney and 
liver damage. Accidental worker exposure to large amounts of 1,4-Dioxane has resulted in 
several deaths. Symptoms associated with these industrial deaths suggest 1 ,4-Dioxane causes 
adverse nervous system effects8• These acute effects are not likely to occur at concentrations of 
1 ,4-Dioxane that are normally found in the environment. 
Table 2 identifies the standards given by NIOSH, for 1 ,4-Dioxane7• In this study, water 
wells are tested to determine the concentration of 1,4-Dioxane within. However, there are no 
available data for the concentration of the chemical in the air at different points around the 
OCWL. 
Table 2: 1 ,4-Dioxane Standards and Recommendations 
Eye and skin irritant - irrigate quickly after contact 
Also targets re~piratory tract, liver and kidneys 
IRIS limits water cancer specific level (1: 1 0,000) or 300 micrograms/L * 
(0.0001) 
Integrated Risk Information System (IRIS) limits water 3 micrograms/L 
cancer specific level (1: 1 ,000,000) or (0.000001) 
Unit risk 3.1 x 10-7 (0.00000031) Risk I (1 microgram/L) 
*Drinking water consumption for a lifetime. 
At the OCWL, the possible exposure routes for 1 ,4-Dioxane are: 
• ingestion of the water in the water wells, at the site 
• ingestion of water from the city ofManhattan's drinking water after 1,4-Dioxane plume 
reaches the city's drinking water wells, and 
• inhalation of 1 ,4-Dioxane in the air at the surface of the site. 
With respect to water contaminated with 1 ,4-Dioxane, the EPA has set a limit of 300 micrograms 
per liter. As reported in Table I, there are concentrations in many wells that exceed this limit. 
So this is a potential exposure route for adverse human health affects, but only if people have 
access to and are drinking the groundwater, and as of yet there is no record of any such actions. 
Nonetheless, this should also be noted as a possible exposure route if administrative precautions 
are not taken. 
Permissible Exposure Limit (PEL) for 1,4-Dioxane absorbed through the skin is 100 
ppm, and the Recommended Exposure limit (REL) is 1 ppm. Also the Immediately Dangerous 
to Life or Health (IDLH) level is 500 ppm. As stated before there are no concentration readings 
for 1 ,4-Dioxane in the air around the site. However, with the variable weather and openness of 
the area, it can be concluded that the risk associated with 1 ,4-Dioxane contamination in the air is 
remote. 
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4. Risk Characterization 
The fourth step of the HHRA consists of the risk characterization. According to the 
EKA T HHRA "the risk characterization step summarizes and integrates outputs from the 
exposure and toxicity assessments to characterize potential quantitative and qualitative risk and 
estimate likelihood of adverse effects. Chemical-specific toxicity data are compared to both 
measured contaminant exposure levels and those predicted through fate and transport modeling 
to determine whether current or future levels at or near the site are of potential concern. Risk 
characterization is a critical link between risk assessment and risk managemenr." 
Project Results for Risk Characterization 
There are two main risks involved with the contamination of I,4-Dioxane at the OCWL: 
drinking contaminated water, breathing contaminated air. The possibility of I ,4-Dioxane getting 
into the air and posing a problem is very unlikell'10• Because of normal air movement, 
contaminants that are released from soil and/or through plants into air are normally present at 
concentrations well below their recommended exposure limits. Aitchison et. al. 10 have estimated 
that concentrations in the air will be 5 orders of magnitude less than the OSHA approved 8-hour 
permissible exposure limit at 25 ppm. 
The other risk associated with the site is the possibility of groundwater contaminated with 
I,4-Dioxane somehow getting into a drinking water supply. Table I shows that there are areas 
that have much higher concentrations of dioxane than is allowed, and it is these concentrations 
that pose some risk. 
As shown in Table 2, the possibility for cancer is I in IO,OOO if the water is consumed at 
a concentration of 300 micrograms per liter, for a lifetime. Those statistics also change as the 
concentration increases; in fact the possibility of cancer increases 3.1 x I o-7 for every 1 
microgram per liter. To put it into context, that would correlate to I in 100 chance of getting 
cancer for continuous consumption of drinking water at 32,500 micrograms per liter. Table 1 
shows concentrations greater than 32,500 micrograms per liter in the source area. 
The risk in this area is very small because the boundaries of the plume are known. The 
monitoring wells provide the data needed to evaluate the migration of I ,4-Dioxane, and the 
actual risks that it imposes on the surrounding area. 
There is very small risk due to the concentration of 1 ,4-Dioxane in the water samples. 
For this risk to affect humans, the contaminated water will have to reach the drinking water 
supply. The city of Manhattan receives its drinking water supply from 16 wells located in the 
Blue River Valley on the east side of the city. The location of the well nearest the contaminated 
area is more than 2 miles away. 
Current Site Remediation 
Once the site risks have been identified, it is important to identify a means of containing 
the contamination and correcting the problem. As stated in the introduction, Kansas State 
University would like to use Monitored Natural Attenuation (MNA) at the site. The use of 
natural attenuation as a remediation option is based on references and resources publicly 
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available that have conflicting data on the success of this remediation method and vegetative 
plants that are likely or capable ofremediating 1,4-Dioxane8• 
Recently, Waterloo Numerical Modeling Corporation, an environmental consulting 
company that specializes in evaluation, assessment and analysis for environmental and 
subsurface issues, has done an investigation that studied the transport and migration of 1 ,4-
Dioxane at a site of a polyester plant that had been operating for the last 40 years. The main 
production process used ethylene glycol to produce polyester fibers for carpets and seat belts. 
Modeling was used to assess the migration potential of 1 ,4-Dioxane past property boundaries and 
assess remedial alternatives, specifically phytoremediation8• This is biological remediation of 
environmental problems using plants. Phytoremediation is one of the processes that can be 
undertaken during MNA. In fact, Kansas State University has taken steps along this process by 
planting some trees, such as, but not limited to, cottonwood trees. 
MODFLOW and MT3D were used to simulate groundwater flow and the transport of the 
1,4-Dioxane, respectively. It was concluded that phytoremediation would be effective and a 
pilot project was initiated8• No further data is available for the site, but based on the modeling 
results, MNA is a wise remediation choice and it will work as a means to contain the plume. 
Conclusion 
For the past several years on a portion of the Kansas State University campus known as 
the Old Chemical Waste Landfill, 1,4-Dioxane, a cyclic ether, was previously disposed ofby 
placing spent materials and containers into the ground and covering them with earth. Because 
the chemical is regulated today under several environmental statues, is listed as an OSHA 
particularly hazardous substance, and is a possible human carcinogen, the university has been 
continually monitoring the site. Working with the university's environmental contractor hired 
for the site and global positioning system experts at Kansas State University, information was 
obtained to allow the project team to clarify water well coordinates, analyze the site with more 
definition, and employ 
a digital elevation model. With the concentrations of 1 ,4-Dioxane in each well, the available 
data was utilized in a HHRA, modeled off of EPA's Risk Assessment Guidance for Superfund, 
Part A. The four steps of the HHRA process, data collection and evaluation, an exposure 
assessment, a toxicity assessment, and risk characterization, were completed. It was found that 
the possible exposure routes for 1 ,4-Dioxane included ingestion of contaminated water, from the 
city ofManhattan's drinking water. Inhalation of 1,4-Dioxane that evaporated and was present 
in the air at the surface of the site was also considered. However, the risk characterization found 
that conditions for any of these exposure routes to happen are extreme, and therefore are very 
unlikely. 
After evaluating all available information and results currently available, it is believed by 
the project team that monitoring of the 1,4-Dioxane concentration should continue to be done. If 
the university wants to continue to follow the movement of the plume, more wells may be 
needed. Sample wells include the known contamination area and wells that are outside the area 
that show the extent of the plume. By the use of phytoremediation to minimize groundwater 
movement, Kansas State University has taken appropriate steps to minimize risk, correct 
mistakes, and improve the local environment. 
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ABSTRACT 
Photocatalytic oxidation (PCO) with nanoscale titanium dioxide {Ti02) is considered one 
of the most promising technologies in the field of air disinfection and destruction of 
volatile organic compounds (VOCs) in air. When irradiated by ultraviolet (UV), Ti02 
catalyst produces hydroxyl radicals, which can kill microorganisms and oxidize VOCs. 
Numerous studies have been conducted to develop more efficient PCO-Ti02 systems in 
air purification and to explore and expand their application in other areas and fields. The 
main objective of this paper is to present the results of a review of PCO-Ti02 
technology. This review includes research on underlying principles behind 
photocatalysis, its killing and oxidizing mechanisms, and its advantages and 
applications. 
INTRODUCTION 
Clean air is vital for healthy living, but harmful microorganisms and chemicals can 
contaminate the air we breathe. Maintaining good quality of indoor air will ensure the 
safety of people from disease-causing and harmful organisms such as bacteria, viruses, 
molds, and fungi. Medical facilities and food-processing operations must be reasonably 
free from biological contamination. Also in the agricultural sector, plants and animals 
must be protected from some infectious agents. 
Various air disinfection methods have been established, and are widely used (Kowalski, 
2006). Microorganisms, however, have evolved defense and repair mechanisms in 
response to some methods (Blake et al., 1999). There is a need to develop new, 
effective and practical ways to kill pathogens. One of the most promising technologies 
for indoor air is photocatalytic oxidation (PCO) with Ti02. 
Previous studies have dealt with volatile organic compounds (VOCs) and biological 
contaminants in aqueous solutions. Several studies have evaluated the effectiveness of 
ultraviolet germicidal irradiation (UVGI) against viruses, bacteria, and fungi, but most of 
these are done in water or on surfaces (Kowalski and Bahnfleth, 2004). Because this 
technology is a promising and effective method of disinfecting air (de Lasa et al., 2005), 
several studies are ongoing to expand its application, improve its efficiency to target 
organisms, and explore its potential for commercialization. As a result, researchers 
have been trying to optimize the process (e.g., modifying the photocatalyst Ti02, using 
different configurations, or changing other variables). 
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This paper reviews published information on PCO using Ti02. This review includes 
research on underlying principles behind photocatalysis, its killing and oxidizing 
mechanisms, and its advantages and current application. 
THE PCO PROCESS 
Photocatalytic oxidation (PCO), or heterogeneous photocatalysis, is carried out when a 
semiconductor photocatalyst such as Ti02, with band gap energy of 3.2- eV, is 
irradiated with photons of wavelength less than 385 nm. At wavelengths less than 385 
nm, the band gap energy is exceeded, and an electron is promoted from the valence 
band to the conduction band. As a consequence, very potent, but short lived oxidants, 
such as hydroxyl radicals (•OH) and super oxide ions (0£) are produced (Figure 1) 
(Frazer, 2001; Jacoby et al., 1996; Indoor Environment Center, 2006; Mannes, 2006). 
Hydroxyl radicals are highly reactive, and non-selective oxidizer that can attack organic 
materials, including those that make up living cells. They break the cell wall and outer 
membrane resulting in leakage of cell contents, and cell damage, and eventual cell 
death. Superoxide ions are longer lived, but cannot penetrate the cell membrane 
because of their negative charge. In general, both •oH and 0 2- can oxidize various 
organic substances and biological contaminants, primarily converting them to C02 and 
H20. 
Several steps are involved in photochemical mechanisms in solid semiconductors. 
These steps are described in detail in de Lasa et al. (2005) and Tompkins et al. (2005), 
and presented briefly herein. First, the light energy, hv. greater than band gap energy, 
E9 , strikes the surface of the catalyst and excites an electron from valence band to 
conduction band. A valence-band hole, hvb+. is created, which migrates to the surface 
and initiates a reduction reaction. The conduction-band electron, ecs-. that successfully 
migrates to the surface also initiates a reduction reaction. The valence-band hole and 
conduction-band electron can recombine in the bulk material and on the surface. 
Tompkins et al. (2005) proposed a possible PCO pathway. 
TiOz 
hv 
--•• Ti02 *(e-ca +h+va) 
recombination 
Ti02 +heat 






7 production of super oxide ions (5) 
•oH + Organic Reactants + 02 ------+Products (C02, H20, etc) (6) 
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Figure 1. Schematic diagram of photocatalysis. As shown in equations (3) and (4), the 
hole in the valence band can react with water (H20) or hydroxide ions to produce 
hydroxyl radicals (•OH). Equation (5) shows how the electron in the conduction band 
can reduce Oxygen (02) to produce superoxide ions (0£). [Adapted from (No Odor, Inc, 
2006)] 
CHARACTERISTICS OF PCO 
Photocatalytic oxidation is simple, relatively new, and a promising technology for air 
cleaning and disinfection. It is known to destroy even low-level pollutants in air. Near UV 
light alone has been shown to kill cells and microorganisms by damaging their cell walls 
and DNA. Its bactericidal activity is more intensified by using Ti02 as the photocatalyst. 
Photo catalytic oxidation units are modular and can be scaled to suit a wide variety of 
indoor air quality applications. Because it cleans indoor air, it can reduce the amount of 
air exchange needed. 
The most suitable photocatalysts are the metal oxide semiconductors, because of their 
photocorrosion resistance and their wide band gap energies. In PCO, factors that affect 
the photocatalyst activity include structure of the photocatalyst, particle size, surface 
properties, preparation, spectral activation and resistance to mechanical stresses. 
Titanium dioxide is considered the most active and most stable photocatalyst because it 
does not photo-corrode. It is not very expensive, has good thermal stability, and is 
chemically and biologically inert and non-toxic. It can be prepared from ilmenite and 
rutile in two crystalline forms: anatase and rutile, the first having a crystalline form that 
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gives superior activity. But different microorganisms respond differently to Ti02 
photocatalyst, due to their structural differences and complexity (Huang et al., 2000). 
Most work has been done using the P25 form of Ti02 produced by Degussa Chemical 
Company (Germany). To increase its photocatalytic power, researchers and other 
manufacturers have been continuously modifying its structure. This includes changing 
its size or using another manufacturing method to increase its surface area or doping it 
with other metals, metal ions and mixed -metal oxides. 
First-order reaction kinetics has been proposed to describe the bactericidal reaction of 
Ti02 photocatalysts (Huang et al., 2000; Pal et al., 2005). Tompkins et al. (2005) also 
used this kinetic model for PCOs, and indicated that the Langmuir-Hinshelwood rate 
expression can be expected to provide a very good approximation of the overall 
reaction kinetics in as much as the process involves a reactant adsorbing on the surface 
of the catalyst. The 3.2-eV band gap of Ti02 matches a wide variety of available artificial 
light sources. Evidence shows that Ti02 photocatalytic reaction results in continued 
bactericidal activity even after the UV illumination terminates (Huang et al., 2000). 
Much work has been directed toward modifying Ti02 and testing other semi-conductors 
for process efficiency and to improve overlap of the absorption spectrum of the 
photocatalyst with the solar spectrum. One of the major breakthroughs in the field of 
PCO is the emergence and application of nano-technology. The nano-structured Ti02 
has greatly enhanced its photo-catalytic activity because of the increased surface area 
for adsorption and reaction on the catalyst. Because the particles are very small, they 
have a greater tendency to go inside the microorganisms and produce quicker 
intracellular damage (Huang et al., 2000). Furthermore, the nanoscale Ti02 promotes 
other effects associated with optical properties and size quantization. 
Maness et al. (1999) reported that light with Ti02 was five times more effective than light 
alone or Ti02 alone on the inactivation of E. coli cells. Although experiments were done 
in aqueous solutions, it can be deduced that light with Ti02 is still the most effective 
system in killing E. coli. In the study, the production of malondialdehyde (MDA) was 
used as an index to assess cell membrane damage by lipid peroxidation associated 
with the use of Ti02. 
Photocatalytic oxidation equipment can be operated at room temperature and with 
negligible pressure drop; it may be integrated into new and existing heating, ventilation, 
and air conditioning systems. It reduces the absolute toxicity of the treated air stream 
rather than merely moving it into another phase and concentrating the contaminant. It 
has low power consumption, potential long service, low maintenance requirements and 
potentially can provide stability, if properly designed. 
Photocatalytic oxidation inactivates and destroys airborne pathogenic organisms such 
as bacteria, spores, fungi, and viruses. Titanium dioxide photocatalytic studies have 
revealed that the sensitivity of microorganisms to Ti02 photocatalysis is likely in the 
order: virus > bacterial cells > bacterial spores (Huang et al., 2000). Matsunaga et al. 
(1985) reported that the extent of killing was inversely proportional to the thickness of 
the cell wall. 
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APPLICATIONS AND CONFIGURATIONS 
Photocatalytic oxidation can be used to decontaminate the air (Xu et al., 2005); combat 
bioterrorism/agri-terrorism; and maintain good indoor air quality in offices, buildings, 
homes, industry (refinery plants, factories, production processes in which biological 
contamination must be avoided), transportation (cars, airplanes, boats, spacecraft and 
others), agricultural facilities that raise or care for experimental animals and plants that 
may be sensitive to infectious agents, and medical facilities (including surgical rooms 
and hospitals). 
Several PCO reactor configurations and designs have been explored. These include: 
fixed supported powder layer; annular packed bed; fluidized photocatalyst bed; use of 
honeycomb monolith as Ti02 support; packed bed design; fiber optic-based reactor; 
immobilized photocatalyst on fiberglass; solid glass beads, hollow coiled glass tubes, 
pillared clays and zeolites; and a photo-CREC air unit with venturi, developed by 
Chemical Reactor Centre (CREC) of the University of Western Ontario. Various 
researchers (de Lasa et al., 2005; Ibrahim and de Lasa, 2000; Tompkins et al., 2005) 
have described the various configurations and designs just mentioned, including their 
descriptions and advantages. Ibrahim and de Lasa (2000) assessed the photocatalytic 
conversion of the model pollutant (toluene) in a photo-CREC-air reactor under certain 
experimental conditions. They claimed that the system displays high energy efficiency 
and achieves total pollutant mineralization. In the unit evaluated, the Ti02 was 
supported on a filter mesh with good contacting of near UV light, TiOz, and air. Initial 
photodegradation rates of toluene at 100°C in the photo-CREC-air were 0.005 to 0.05 
J.Jmole/gcat.s. Apparent quantum yields were promising -greater than 100% and as high 
as 450% in many instances (Ibrahim and de Lasa, 2000). 
Similar to other heterogeneous chemical reactions, catalyst supports in PCO are used 
to maximize active surface area. Catalysts can be fixed (anchored) on supports by 
means of physical surface forces or chemical bonds. Typical supports for PCO photo-
catalysts include activated carbon, fiber optic cables, fiberglass, glass rings, glass 
beads, glass wool, thin films, membranes, quartz sand, zeolites, silica, stainless steel, 
and polymers (Tompkins et al., 2005; de Lasa et al., 2005). 
Jacoby et al. (1996) have used an annular geometry in the investigation of 
heterogeneous photocatalysis for control of VOCs in air. Likewise, Xu et al. (2005) 
evaluated the efficacy of an upper-room air UVGI system for the inactivation of airborne 
bacteria. In this configuration, the light source irradiates the upper part of the room while 
minimizing radiation exposure to persons in the lower part of the room. 
Designs were tested, considering as performance qualifiers the levels of 
photoconversion of various classes of pollutants at different concentrations, 
temperatures, relative humidity, pressures, space-times and irradiation times (de Lasa 
et al., 2005). 
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CONSIDERATIONS FOR DESIGN AND COMMERCIALIZATION OF PCO SYSTEMS 
Although PCO has a lot of advantages, there are still technical barriers in the 
widespread application of this technology (CAE News, 2003). In designing commercial 
PCO units, several important factors must be considered. One is the type of 
microorganisms or compounds to be treated. Different microorganisms have different 
physico-chemical characteristics and, therefore, may respond to specific stimuli 
differently (Huang et al., 2000). For instance, Kowalski (2003, 2006) presented a table 
of different microorganisms categorized under Biological Weapon Agents, which 
indicates their characteristics, as well as their different response or susceptibility to 
UVGI (with wavelength of about <254 nm), through the UVGI rate constants. 
Reactor configuration, or the design of reactor geometry with respect to the irradiation 
source and catalyst locations, should be carefully investigated. Selection of radiation 
sources should consider output power, light intensity, source efficiency, spectral 
distribution, shape, dimensions, maintenance, and operating requirements (warm up 
and cooling periods). Design of reactor irradiation devices should consider mirrors, 
reflectors, and windows, including construction materials, shape, dimensions, and 
cleaning procedures. 
Controlling process variables, such as oxygen concentration, residence time, light 
illumination, properties of catalytic coating (photocatalyst), air movement pattern and 
velocity, and other conditions, are important components for the design of an effective 
PCO system and for optimization of the process. 
There are technical issues that need to be considered in operating PCO systems. One 
of them is the need for a stable catalyst-- its life, fouling, poisoning, and deactivation 
problems. Titanium Dioxide is the most commonly used photocatalyst because of its 
stability and activity, but its band gap energy is too high for use with solar radiation 
(Zeltner and Tompkins, 2005). 
Other considerations are the reaction rate inhibition due to humidity, mass transport 
issues, products of incomplete oxidation, and inorganic contamination (Jacoby et al., 
1996). For example, water vapor molecules compete with other feed-stream gases, 
especially reactant species and molecular oxygen, for sites on the photocatalyst 
surface. For some compounds however, humidity has a positive effect. 
In mass transport issues associated with flow systems, high flow rate may decrease the 
residence time, and favor low conversion. Intermediate or undesired by-products can be 
formed as a result of incomplete oxidation, and may even be more toxic than the 
microorganisms or organic compounds being treated. Inorganic contamination of dust 
and soil may also reduce the illumination. 
Another constraint in the commercialization of PCO is the need for light. The light 
source should give a relatively uniform distribution of light throughout the chamber to 
use the photocatalyst effectively (Zeltner and Tompkins, 2005). The reactor should be 
accessible enough for replacement of both the light source and photocatalyst. The 
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intensity and power needed, as well as the cost associated with the type of light source 
that will be employed, should be considered. 
Use of UV light in PCO may produce ozone, which can make the air foggy. 
Furthermore, UV light is rarely available in ambient indoor air, so it is not advisable to 
depend on ambient light alone. 
RESEARCH NEEDS 
Photocatalytic oxidation is a promising technology for disinfecting the air, but it is still in 
its developmental stage. Serrano and de La sa ( 1997) have pointed out the need to 
establish performance indicators that will enable the comparison of PCO system 
performance on the basis of photochemical and thermodynamic principles. 
Current PCO systems must be improved by developing new configurations, 
photocatalyst hybridization, and doping with other materials, particularly metals, to 
improve its response to different light wavelengths, including solar light. Better 
photocatalysts have to be developed that limit by-product formation, enhance reaction 
rates, and increase the rate of target specie adsorption onto the catalyst surface. The 
use of PCO in a mixed (multi) gas air-stream needs to be investigated while monitoring 
reaction by-products. 
Challenges in treating relatively large gas flows in devices with low pressure drop, 
generating good photocatalyst irradiation, and providing efficient reactant species-
photocatalyst contact must be overcome. Although, studies on the use of PCO on 
viruses, bacteria and fungi were done in water and on surfaces, there is a need to 
assess the technology in air under realistic conditions of indoor air environment, 
especially with the use of nanoscale Ti02. Furthermore, reliable data, including kinetic 
data on the performance of PCO against these microorganisms must be collected. 
SUMMARY 
Photocatalytic oxidation is one of the most promising technologies for disinfecting the 
air, but it is still in its developmental stage and its performance is not yet fully 
understood. Moreover, kinetic data are still not well established and fully available, 
especially for treating microorganisms. Although insufficient data are available on the 
effectiveness of PCO systems against biological agents, PCO systems, combined with 
filters, are expected to operate against both microbial pathogens and chemical agents. 
Several configurations and designs have been developed, but, there is still need to 
improve current designs to achieve more effective systems that will be able to address 
current operational issues and can be made available for commercialization purposes. 
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