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Abstrakt
Softwarové projekty prochází jak obdobím údržby, tak v případě open source i náročným
neřízeným vývojem. Obě tyto fáze jsou náchylné k regresím, tedy chybám vedoucím k de-
gradaci již fungujících částí systému. Z tohoto důvodu je systém podrobován testováním
v podobě testovacích sad, což je v mnoha případech časově velmi náročné. Z tohoto dů-
vodu vznikají prediktory, které jsou schopny na základě změn kódu a historie testování
odhadnout, kdy k takovým regresím může dojít, pomocí čehož pak lze testování soustředit
na tato místa. Tyto prediktory jsou však často postaveny na metrikách kódu, které jsou
čistě statické a neřeší sémantiku daného jazyka. Účelem této diplomové práce je vytvořit
prediktor, který nebude spoléhat jen na tyto metriky, ale bude schopen analyzovat kód i ze
sémantického pohledu.
Abstract
Software projects go through a phase of maintenance and, in case of open source projects,
through hard development process. Both of these phases are prone to regressions, meaning
previously working parts of system do not work anymore. To avoid this behavior, systems are
being tested with long test suites, which can be sometimes time consuming. For this reason,
prediction models are developed to predict software regressions using historical testing data
and code changes, to detect changes that can most likely cause regression and focus testing
on such parts of code. But, these predictors rely on static code analysis without deeper
semantic understanding of the code. Purpose of this master thesis is to create predictor,
that relies not only on static code analysis, but provides decisions based on code semantics
as well.
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Kapitola 1
Úvod
Softwarové projekty prochází náročným vývojem, a to jak z pohledu časového, tak z pohledu
využití nutných zdrojů. Po vydání software však jeho životní cyklus nekončí. Na řadě je
období, během kterého dochází k opravám chyb, přidávání nových funkcí nebo vylepšování
těch stávajících.
K zajištění stability kódu, tedy aby nedocházelo k jeho regresím, slouží testovací sady,
které mají za úkol otestovat různé části systému. Testování pomocí těchto sad je prováděno
pravidelně, zpravidla po nějaké změně v kódu systému. Často se jedná o testovací sady, které
jsou velmi rozsáhlé a otestování systému pomocí testovací sady tedy může být velice časově
i finančně náročné. Z tohoto důvodu je snahou vývojových týmů soustředit se hlavně na ty
testovací případy, které jsou změnami negativně ovlivněny, tedy takové, jejichž výsledkem
je potencionální softwarová regrese.
Za tímto účelem vznikají prediktory, jež za pomoci statistických modelů na základě
změn v kódu a předchozích výsledků předpovídají, zda, či s jakou pravděpodobností, dojde
k softwarové regresi. Tyto studie často spoléhají na statickou analýzu kódu bez hlubšího
zaměření na samotnou jeho sémantiku. Cílem této diplomové práce je navrhnout a im-
plementovat aplikaci schopnou vytvořit statistický model, který bude provádět předpověď
softwarových regresí na základě metrik, které budou vycházet nejen ze statických metrik,
ale i z metrik získaných na základě kódové sémantiky.
Teorie k problematice predikce softwarových regresí je popsána v následující kapitole.
V další kapitole je pak popsán proces přípravy dat pro tvorbu samotné aplikace, která
má za úkol tyto softwarové regrese předpovídat s pomocí systému pro správu verzí Git
a nástroje pro správu výsledků dlouhodobých testů. Tyto kapitoly byly vypracovány v
rámci semestrálního projektu a jejich závěry byly využity v konečné diplomové práci, což je
popsáno v následných kapitolách, tedy návrh samotné aplikace a její konečná implementace.
Závěr práce pak popisuje dosažené výsledky včetně problémů, se kterými se práce potýkala.
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Kapitola 2
Předpověď softwarových regresí
pomocí statistických modelů
Software prochází mnoha změnami, které se vyskytují v různých částech jeho životního
cyklu. Z těchto důvodů vznikají testovací sady, které mají za úkol testovat části systému
a upozorňovat na softwarové regrese, tedy případy, kdy dříve fungující část fungovat pře-
stala.
U projektů, které nejsou vyvíjeny jako open source, dochází k takovému testování zpra-
vidla ve fázi údržby, aby nedošlo k degradaci systému, který je již používán zákazníkem.
Naopak u open source projektů má testování mnohem větší význam, jelikož vývoj není řízen
a účastní se ho velké množství lidí, čímž narůstá šance pro výskyt softwarové regrese.
Aktivity, u kterých dochází k modifikaci systému, mohou být zařazeny do několika
kategorií, jak je popisuje studie CRANE [1]:
Oprava Dochází k modifikacím kódu, které jsou reakcí na výskyt nějaké chyby. Často se
jedná o opravy, které musely být implementovány mimo vymezený plán k zajištění
funkcionality systému.
Adaptace Systém je potřeba udržovat aktuální vzhledem k okolnímu prostředí. Změny
tohoto charakteru patří do této kategorie.
Vylepšení Úpravy vedoucí k rozšíření funkcionality nebo ke zlepšení výkonu systému.
Tyto aktivity vedou k modifikacím kódu, které mohou způsobit softwarové regrese v růz-
ných částech systému. Z toho důvodu je potřeba provádět validační testování systému. Často
je takovéto změny a následné testování nutné provádět ve velmi omezeném čase a s ome-
zenými lidskými zdroji, které se zpravidla neúčastnili předchozího vývoje, čímž se zvyšuje
riziko výskytu chyb. Tyto aspekty vedou ke snaze soustředit testování na části, které jsou
změnou ovlivněny. Statistické modely, které slouží pro predikci či klasifikaci, jsou schopny
takovéto části označit.
Předpovědí softwarových regresí se zabývá mnoho skupin, které si uvědomují nutnost
regulovat výdaje na údržbu. Níže jsou popsány výsledky studií některých z nich. Dále jsou
v této kapitole popsány obecné kroky, které je nutno k predikci provést. Těmito kroky
jsou získání potřebných dat, předzpracování dat, tvorba modelu a následně učení společně
s testováním.
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2.1 Proces tvorby statistického modelu
Při tvorbě statistického modelu je potřeba zajistit několik kroků. Prvním krokem je zajištění
dat, která bývají zpravidla uložena v jednom či více datových skladech. Součástí zajištění
těchto dat je i jejich předzpracování. Následně jsou tato data využita pro tvorbu modelu,
který může sloužit buď pro klasifikaci, nebo pro predikci. V případě klasifikace se jedná
o zařazení daného objektu do jisté třídy na základě jeho vlastností. U predikce se pak jedná
o stanovení hodnoty.
Fázemi modelu jsou:
Trénování Neboli proces učení, ve kterém se vytváří model na základě zvolené metody
a jejích pravidel.
Testování Proces, kdy je hodnocena úspěšnost klasifikace nebo predikce zvoleného mo-
delu. Testovací data se liší od trénovacích, zpravidla však pochází ze stejné sady, kdy
původní sada je rozdělena na trénovací a testovací část.
Použití Užití modelu pro neznámá data.
2.2 Datové sklady
Datové sklady slouží k uchování dat, u kterých se nepředpokládá, že nad nimi budou pro-
váděny modifikační operace. Často mají časové uspořádání a jednoznačnou identifikaci.
Tato data jsou poté použita pro různé analytické účely, v tomto případě pro strojové učení
statistických modelů.
2.2.1 Distribuovaný systém správy verzí
Systém Git se využívá při vývoji softwarových produktů ke správě verzí, je tedy verzovaným
datovým skladem. Podporuje týmový vývoj a datové příspěvky od jednotlivých týmových
členů řadí v časových řadách do vývojových větví.
Jednotlivé příspěvky, zvané commity, jsou identifikovány pomocí hashovací značky. Po-
mocí příkazů je pak možné přistupovat k jednotlivým verzím.
Git představuje zdroj jak pro samotný kód v různých fázích vývoje, tak pro analýzu změn
v kódu, pro kterou má přímou podporu příkazem diff, pomocí kterého dojde k zobrazení
rozdílů dvou commitů, tedy nové soubory, odebrané soubory a změny v již existujících.
+++ b/libiberty/cp-demangle.c
@@ -1664,7 +1668,7 @@ d_number_component(struct d_info *di)
/* identifier ::= <(unqualified source code identifier)> */
static struct demangle_component *
-d_identifier (struct d_info *di, int len)
+d_identifier (struct d_info *di, long len)
Ukázka představuje fragment použití příkazu diff, kde je možno vidět změnu v již exis-
tujícím souboru libiberty/cp-demangle.c. Dále jsme schopni zjistit, v jaké funkci či
struktuře došlo ke změně a na jakém řádku. V tomto případě se jedná o změnu ve struktuře
demangle_component, která je označena pomocí znaků + a -.
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2.2.2 Nástroj pro správu výsledků dlouhodobého testování
ResultCloud vznikl jako webový nástroj pro správu výsledků dlouhodobého testování [4].
Díky své implementaci je schopný za pomoci zásuvných modulů přijímat data různých
formátů testovacích sad, která poté ukládá do své interní databáze v jednotné reprezentaci.
Ta je tvořena projektem, jež obsahuje jednotlivé výstupy testovacích sad. Tyto sady jsou
pak hierarchicky děleny do kategorií, testovacích případů a následně na jednotlivé výsledky,
jak je zobrazeno níže na obrázku 2.1.
Obrázek 2.1: Zjednodušený datový model nástroje ResultCloud
Aktuální implementace nástroje ResultCloud umožňuje import testovacích sad formátu
testovacího rozhraní DejaGnu a měřícího nástroje BenchExec.
2.3 Dolování dat
Data vhodná pro predikci softwarových regresí se od projektu různí. Kromě klasických sta-
tických dat, mezi které se řadí počet nových funkcí, počet řádků kódu či počet proměnných,
pak existují data vzniklá různými analytickými technikami.
2.3.1 Atributy Halstead
Atributy Halsted vytvořil v roce 1977 Maurice Howard Halstead [3]. Ten se pokusil popsat
softwarový kód jako hmotu, tedy pomocí veličin a závislostmi mezi nimi. Tyto veličiny jsou:
∙ 𝑛1 - Počet unikátních operátorů
∙ 𝑛2 - Počet unikátních operandů
∙ 𝑁1 - Celkový počet operátorů
∙ 𝑁2 - Celkový počet operandů
Za pomoci těchto veličin Halsted vytvořil následující metriky:
∙ Programový slovník: 𝑛 = 𝑛1 + 𝑛2
∙ Programová délka: 𝑁 = 𝑁1 +𝑁2
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∙ Vyhodnocená programová délka: 𝑁 ′ = 𝑛1𝑙𝑜𝑔2𝑛1 + 𝑛2𝑙𝑜𝑔2𝑛2
∙ Objem: 𝑉 = 𝑁 × 𝑙𝑜𝑔2𝑛
∙ Složitost: 𝐷 = 𝑛12 × 𝑁2𝑛2
∙ Úsilí: 𝐸 = 𝐷 × 𝑉
Tyto metriky lze dále využít pro výpočet aktuální doby kódování
𝑇 =
𝐸
18
sekund (2.1)
a také pro výpočet potencionálního počtu chyb
𝐵 =
𝑉
3000
(2.2)
Konstantní hodnoty u aktuální doby kódování a výpočtu potencionálního počtu chyb
byly získány Haelstedem pomocí experimentů, během kterých dosahovaly nejlepších vý-
sledků.
2.3.2 Cyklická složitost
Cyklická složitost byla jako metrika vytvořena v roce 1976 Thomasem J. McCabem [5]. Je
počítána z grafické reprezentace kódu, grafu řízení toku. Tento graf je možné vytvořit nad
funkcí, ale i abstraktněji nad moduly, metodami a třídami. Jednotlivé uzly grafu předsta-
vují funkce, moduly, metody, či třídy, jež jsou spojeny pomocí orientovaných hran podle
závislostí. Grafy lze spojovat jako komponenty dohromady. Numericky lze pak výsledný
graf popsat takto:
∙ 𝐸 - Počet hran
∙ 𝑁 - Počet uzlů
∙ 𝑃 - Počet připojených komponent
Z těchto atributů získáváme cyklickou složitost programu:
𝑀 = 𝐸 −𝑁 + 𝑃 (2.3)
2.3.3 Regresivita
Statistické modely se používají i pro klasifikaci spamu emailové pošty. Jedna z metod je
filtrace pomocí Naive Bayes, kde je využívána spamicita každého slova. Ta udává pravdě-
podobnost obsažení daného slova ve spamu, nebo naopak ve zprávě, která spamem není.
Výstup predikce je pak založen na následujícím vzorci:
𝑃𝑟(𝑆|𝑊 ) = 𝑃𝑟(𝑊 |𝑆)× 𝑃𝑟(𝑆)
𝑃𝑟(𝑊 |𝑆)× 𝑃𝑟(𝑆) + 𝑃𝑟(𝑊 |𝐻)× 𝑃𝑟(𝐻) (2.4)
kde
∙ 𝑃𝑟(𝑆|𝑊 ) je pravděpodobnost, že zpráva je spam za předpodkladu, že se v něm nachází
slovo 𝑥
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∙ 𝑃𝑟(𝑆) je obecná pravděpodobnost, že jakákoliv zpráva je spam
∙ 𝑃𝑟(𝑊 |𝑆) je pravděpodobnost výskytu slova 𝑥 ve zprávě, která je spam
∙ 𝑃𝑟(𝐻) je obecná pravděpodobnost, že jakákoliv zpráva není spam
∙ 𝑃𝑟(𝑊 |𝐻) je pravděpodobnost výskytu slova 𝑥 ve zprávě, která není spam
Kompletní klasifikaci zprávy pak můžeme spočítat takto:
𝑝 =
𝑝1𝑝2...𝑝𝑁
𝑝1𝑝2...𝑝𝑁 + (1− 𝑝1)(1− 𝑝2)...(1− 𝑝𝑁 ) (2.5)
kde
∙ 𝑝 je pravděpodobnost, že zpráva je spam
∙ 𝑝1 je pravděpodobnost 𝑃𝑟(𝑆|𝑊1), že se jedná o spam za předpokladu, že se v něm
nachází slovo 𝑥1
∙ 𝑝2 je pravděpodobnost 𝑃𝑟(𝑆|𝑊2), že se jedná o spam za předpokladu, že se v něm
nachází slovo 𝑥2
∙ 𝑝𝑁 je pravděpodobnost 𝑃𝑟(𝑆|𝑊𝑁 ), že se jedná o spam za předpokladu, že se v něm
nachází slovo 𝑥𝑁
Tento přístup lze využít obdobně pro predikci softwarových regresí. A to tak, že spami-
cita bude představovat regresivitu konkrétní změny v dané kódové struktuře, nebo regre-
sivitu konkrétní změny v obecném pohledu, kdy regresivitou je myšlena pravděpodobnost,
že dojde k softwarové regresi za předpokladu, že v ní došlo k dané změně.
2.4 Předzpracování dat
Reálná data je před použitím nutno často předzpracovat, jelikož se u nich vyskytuje jedna
či více z následujících vad, která znemožňuje plnohodnotnou tvorbu modelu:
Neúplnost Chybějící hodnoty nebo samotné atributy
Šum Data obsahují chybné a odlehlé hodnoty
Nekonzistence Data nejsou konzistentní v reprezentaci a pojmenování atributů
Rozsáhlost Data obsahují velké množství nepotřebných atributů nebo příliš mnoho zá-
znamů
V této kapitole jsou jednotlivé vady popsány, včetně jejich řešení s ohledem na tvorbu
výsledné aplikace.
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2.4.1 Neúplnost
K neúplnosti může dojít, pokud hodnota pro daný atribut u objektu nebyla zadána nebo
vůbec neexistuje. V takovém případě je nutné takovou hodnotu nahradit.
V případě, kdy hodnota atributu pro daný objekt neexistuje, je vhodné ji stanovit
na hodnotu výchozí pro daný atribut. V případě, kdy došlo k chybnému opomnění, je
potřeba stanovit způsob doplnění chybějící hodnoty. Tento způsob je zpravidla závislí na
charakteru dat. Lze zvolit doplnění výchozí hodnotou, minimální či maximální hodnotu,
hodnotu dopočítat z průměru, nebo odhadnout hodnotu pomocí bayesovské klasifikace.
2.4.2 Šum
V případě šumu je hodnota atributu chybná, nebo se zásadně odchyluje. Tuto vadu lze řešit
několika různými způsoby.
Plnění Uspořádaná data se rozdělí do košů přibližně stejné velikosti. Hodnoty v těchto
koších jsou pak vyhlazovány různými přístupy, které jsou voleny podle kontextu dat,
například průměrem či mediánem.
Regrese Vyhlazení pomocí regresních funkcí, kdy hodnota jednoho nebo více atributů je
využita pro predikci hodnoty jiného atributu.
Shlukování Slouží k detekci a odstranění odlehlých hodnot.
2.4.3 Nekonzistence
Nekonzistentní data je nutné řešit zejména při slučování více datových zdrojů do jednoho,
kdy je nutno identifikovat kolidující atributy a jejich zpracování na vstupu přizpůsobit v zá-
vislosti na zdroji. Dále k nekonzistenci může dojít, pokud není u jednoho zdroje zajištěna
integrita dat. V tomto případě je zpracování takového zdroje problematické a nekonzis-
tentní hodnoty je pak potřeba považovat za chybějící, nebo zvolit částečně manuální způsob
opravy.
2.4.4 Rozsáhlost
Problém rozsáhlosti se zpravidla řeší vůči dimenzi, kdy data mohou obsahovat atributy,
které pro daný kontext nesou nulovou hodnotu. Tyto atributy lze vybrat manuálně.
Jiné atributy však mohou nést informaci, která může být zasazena do kontextu da-
ného problému, nemusí však mít rozhodující vliv na tvorbu statistického modelu. V tomto
případě se používají metody pro výběr atributů, což je proces hledání nejlepší podmno-
žiny atributů zdrojových dat s ohledem na cíl zpracování nebo kritérium výběru. Klíčovým
předpokladem výběru atributů je, že data obsahují mnoho redundantních a nerelevantních
atributů. Reduntantní data jsou taková, která nenesou více informací, než aktuálně vybrané.
Nerelevantní data jsou taková, které nenesou žádnou užitečnou informaci.
Těchto metod je velké množství a dělí se do několika kategorií:
Obálka Vytváří postupně podmnožiny, které testuje vůči modelu, což je velmi výpočetně
náročné.
Filtr Jednodušší forma obálky, kdy podmnožiny netestuje vůči modelu, ale vůči zjednodu-
šené formě zvané filtr.
Vestavěná Metoda pro výběr podmnožiny je součástí statistického modelu.
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2.5 Metody pro tvorbu statistických modelů
Ačkoliv je cílem předpověď softwarových regresí, z pohledu statistických metod se nejedná
o predikci, ale o klasifikaci. U těchto metod dochází k určení pravděpodobnosti nějakého
jevu na základě vektoru vstupních atributů, tedy
𝑃 (𝐺 = 𝑘|𝑋 = 𝑥) (2.6)
kde 𝑃 značí pravděpodobnost, že objekt popsaný vektorem 𝑥 patří do třídy 𝑘. Tento jev
bývá u většiny metod binární, lze však jejich implementaci rozšířit na jevy polynomiální.
V této kapitole jsou popsány metody logistická regrese, metody Naive Bayes a metoda
SVM společně se způsobem hodnocení přesnosti klasifikačních modelů.
2.5.1 Logistická regrese
Jednou z nejpoužívanějších metod pro klasifikaci je logistická regrese. Pro klasifikaci využívá
náhodnou veličinu s alternativním rozložením, tedy možnými hodnotami "0"a "1", respektive
že jev nenastal či nastal.
Metoda určuje pravděpodobnost jevu podmíněného vstupním vektorem atributů, že
nastane, podle logistické funkce:
𝑃 [𝑌 (𝑥) = 1] =
𝑒𝑥𝑝(𝐵𝑥)
1 + 𝑒𝑥𝑝(𝐵𝑥)
(2.7)
Parametr 𝑥 představuje vektor nezávislých proměnných, zatímco parametr 𝐵 je vek-
torem neznámých parametrů, jež se vypočítávají během procesu učení. Tyto parametry
nabývají hodnoty, jež udávají váhu dané nezávislé proměnné a zároveň směr, jakým ovliv-
ňuje výslednou pravděpodobnost jevu. Pokud parametr nabývá kladné hodnoty, způsobuje
daná proměnná zvýšení pravděpodobnosti, že jev nastane. V opačném případě tuto prav-
děpodobnost snižuje.
Logistická regrese umožňuje pouze binární klasifikaci. Tento však lze řešit tvorbou sa-
mostatných modelů pro každou dostupnou třídu, kdy klasifikovaným atributem je odpověď,
zda objekt do dané třídy patří. Poté je nutné klasifikaci pro každou třídu ohodnotit mírou
důvěry, aby nedošlo ke konfliktu, kdy modely budou klasifikovat objekt pozitivně pro více
tříd.
𝑠𝑐𝑜𝑟𝑒(𝑋, 𝑘) = 𝐵𝑘𝑋 (2.8)
Výslednou třídou objektu je pak ta s největší mírou důvěry, kde 𝑋 jsou atributy a 𝐵𝑘
váhy atributů pro třídu 𝑘.
2.5.2 Klasifikace Naive Bayes
Klasifikátory Naive Bayes představují rodinu pravděpodobnostních klasifikátorů založených
na teorému Naive Bayes, který udává pravděpodobnost nějakého jevu na základě podmínek,
které mají vztah k danému jevu. Tento teorém je matematicky reprezentován rovnicí
𝑃 (𝐴|𝐵) = 𝑃 (𝐴)𝑃 (𝐵|𝐴)
𝑃 (𝐵)
(2.9)
kde
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∙ 𝑃 (𝐴|𝐵) je podmíněná pravděpodobnost jevu 𝐴 za předpokladu, že nastal jev 𝐵
∙ 𝑃 (𝐴) a 𝑃 (𝐵) jsou nezávislé pravděpodobnosti dvou jevů 𝐴 a 𝐵
∙ 𝑃 (𝐵|𝐴) je podmíněná pravděpodobnost jevu 𝐵 za předpokladu, že nastal jev 𝐴
Pravděpodobnostní model založen na teorému Naive Bayes[10] předpokládá, že vstupní
podmínky jsou na sobě nezávislé. Každá z těchto podmínek, respektive každá z hodnot
vstupních atributů, je reprezentována přiřazenou pravděpodobností pro konkrétní jev.
Mějme tedy vektor nezávislých vstupních atributů 𝑋 = (𝑥1, ..., 𝑥𝑛) a jevy 𝐶𝑘, kde 𝑘 je
index jevu, respektive třídy. Potom
𝑃 (𝐶𝑘|𝑥1, ..., 𝑥𝑛) (2.10)
udává podmíněnou pravděpodobnost pro každou z těchto tříd za předpokladu, že na-
stanou jevy 𝑋. Po dosazení do Bayesova teorému pak dostáváme
𝑃 (𝐶𝑘|𝑋) = 𝑃 (𝐶𝑘)𝑃 (𝑋|𝐶𝑘)
𝑃 (𝑋)
(2.11)
kde 𝑃 (𝑋|𝐶𝑘) je podmíněná pravděpodobnost jevů 𝑋 za předpokladu, že nastane jev
𝐶𝑘. Jelikož se předpokládá, že jevy 𝑥1..𝑛 jsou nezávislé, tak:
𝑃 (𝑋|𝐶𝑘) = 𝑃 (𝑥1, ..., 𝑥𝑛|𝐶𝑘) =
𝑛∏︁
𝑖=1
𝑃 (𝑥𝑖|𝐶𝑘) (2.12)
Za předpokladu, že jev, který nastane, respektive třída, do které je objekt klasifikován,
dosáhne nejvyšší pravděpodobnosti, získáme finální klasifikátor:
𝑦 = argmax
𝑘∈{1,...,𝐾}
𝑃 (𝐶𝑘)
𝑛∏︁
𝑖=1
𝑃 (𝑥𝑖|𝐶𝑘) (2.13)
Mezi metody založené na Naive Bayes klasifikaci patří lineární diskriminační analýza
a kvadratická diskriminační analýza. Výhodou těchto metod je jejich jednoduchá rozšiřitel-
nost na polynomiální klasifikaci.
2.5.3 SVM
Obrázek 2.2: Rozdělení prostoru vstupních dat pomocí metody SVM
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Metoda SVM, jež představuje zkratku pro Support Vector Machines, je metodou stro-
jového učení pro binární klasifikaci. Tato metoda hledá optimální nadrovinu v prostoru
vstupních dat, které rozděluje do dvou poloprostorů. Mezi těmito poloprostory právě v op-
timálním případě vzniká dostatečný minimální odstup. Tento odstup je reprezentován li-
neární funkcí v prostoru příznaků, jejíž konstrukci lze dosáhnout pomocí nejbližších bodů,
nazývaných jako podpůrné vektory, které této metodě daly své jméno.
2.5.4 Kalibrace klasifikačních metod
Některé klasifikační metody lze dále kalibrovat a získat tak pro konkrétní problém lepší
výsledky. Mezi kalibrační metody patří sigmoid a isotonická regrese.
Metoda sigmoid je parametrická metoda, která hledá dva parametry pro vytvoření sig-
moid funkce nad klasifikačním modelem. Tato metoda kalibrace je často vhodná pro lineární
klasifikační metody. U metod Naive Bayes může díky kalibraci sigmoid dojít k posílení pře-
trénování.
Isotonická regrese je naopak bezparametrická metoda, která pomocí metody nejmenších
čtverců hledá funkci, jež je složena z více lineárních funkcí, které přesněji popisují vstupní
data. Tento způsob kalibrace může v případě metod Naive Bayes zabránit přetrénování
modelu.
Obrázek 2.3: Aplikace kalibračních metod na metodu Naive Bayes
Na obrázku 2.3 lze vidět použití kalibračních metod na metodu Gaussian Naive Bayes,
která byla použita pro tvorbu klasifikačního modelu umělého vzorku dat. Jak lze z obrázku
vyčíst, samostatná klasifikační metoda je představena transponovanou sigmoid křivkou.
Touto křivkou jsou zpravidla prezentovány modely vytvořené pomocí metod Naive Bayes,
které dosáhli přetrénování v důsledku redundantních atributů. Obdobně si vede metoda
Naive Bayes s kalibrací sigmoid. Pokud se ale podíváme na kalibraci isotonické regrese, tak
vidíme, že křivka se blíží optimálnímu stavu.
Naopak na obrázku 2.4 je vyobrazena křivka modelu vytvořeného pomocí metody SVM.
Tato křivka má podobu sigmoid křivky, která značí opak přetrénování. U tohoto stavu lze
12
Obrázek 2.4: Aplikace kalibračních metod na metodu SVM
vidět, že obě metody kalibrace dokáží křivku přiblížit k optimálnímu stavu.
2.5.5 Hodnocení přesnosti klasifikačního modelu
Při hodnocení přesnosti klasifikace je každá klasifikace ohodnocena jedním z následujících
příznaků, pokud objekty mohou nabývat dvou různých tříd, jež nabývají hodnot ”0” a ”1”,
respektive zařazení do třídy ”ne” a ”ano”:
True Positive (TP) Objekt byl ohodnocen správně ”ano”.
True Negative (TN) Objekt byl ohodnocen správně ”ne”.
False Positive (FP) Objekt byl ohodnocen nesprávně ”ano”.
False Negative (FN) Objekt byl ohodnocen nesprávně ”ne”.
Tyto hodnoty jsou pak vloženy do chybové matice
Marked as Positive Marked as Negative
Is Positive TP FN
Is Negative FP TN
Tabulka 2.1: Chybová matice.
a využity pro výpočet přesnosti modelu:
𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(2.14)
Samotná přesnost modelu však není dostačující pro stanovení vhodnosti modelu. V
daném kontextu totiž může být přesnost zavádějícím pojmem, například pokud je středem
zájmu přesnost konkrétní třídy. Řešením tohoto problému je zavedením dalších metrik:
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∙ Míra správně pozitivně ohodnoceného objektu, také nazývána jako senzitivita
𝑇𝑃𝑅 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
(2.15)
∙ Míra správně negativně ohodnoceného objektu, také nazývána jako specificita
𝑇𝑁𝑅 =
𝑇𝑁
𝐹𝑃 + 𝑇𝑁
(2.16)
∙ Preciznost
𝑃𝑃𝑉 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
(2.17)
∙ Negativní hodnota předpovědi
𝑁𝑃𝑉 =
𝑇𝑁
𝑇𝑁 + 𝐹𝑁
(2.18)
∙ Míra nesprávně pozitivně ohodnoceného objektu
𝐹𝑃𝑅 =
𝐹𝑃
𝐹𝑃 + 𝑇𝑁
(2.19)
∙ Míra nesprávně negativně ohodnoceného objektu
𝐹𝑁𝑅 =
𝐹𝑁
𝐹𝑁 + 𝑇𝑃
(2.20)
2.6 Proběhlé studie
Na téma predikce softwarových regresí vzniklo množství studií, zabývajícími se jak výběrem
atributů, tak výběrem ideálního modelu. Výsledky ohledně atributů se od projektu různí,
což je potvrzeno i v jedné ze studií. U výběru modelu se však potvrzuje, že nejvhodnějším
modelem je Naive Bayes, který bude popsán níže.
2.6.1 Dolování statických dat
Studie Time Menziese [6] zjišťovala, jaký vliv mají na predikci statické metriky, které některé
jiné studie považují za málo významné [2][8]. Vstupem této studii byly atributy Halstead [3],
cyklická složitost podle McCabe [5] a množství statických atributů. Použitým statistickým
modelem byl Naive Bayes, který z navrhovaných, mezi kterými byly dále OneR a j48, dosáhl
nejlepších výsledků.
Autoru studie se podařilo vyvrátit tvrzení, že statické metriky mají minimální vliv
na předpověď softwarových regresí. Dále ukázala, že atributy s nejvyšším dopadem na
předpověď se projekt od projektu liší, jak je ukázáno v následující tabulce. Čísla vybraných
atributů odpovídají číslům níže vypsaných atributů.
Je nutné ještě zmínit, že před zpracováním hodnot byly tyto upraveny logaritmickým
měřítkem, aby došlo k výraznějšímu rozložení hodnot a tedy k zpřesnění výsledné predikce.
Nejvíce predikci ovlivňující atributy byly podle studie tyto:
1. Počet prázdných řádků
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Data pd [%] pf [%] Atributy
pc1 48 17 4, 5
mw1 52 15 3, 4
cm1 71 27 2, 4
kc4 79 32 3
pc2 72 14 2, 6
pc3 80 35 1, 5
pc4 98 29 1, 6
Tabulka 2.2: Přehled výsledků přesnosti pravdivé a nepravdivé predikce regrese v závislosti
na datech a vybraných atributech.
2. Počet řádků komentářů
3. Počet uzlů grafu cyklické složitosti
4. Počet unikátních operandů
5. Počet řádků kódu
6. Procento komentářů
2.6.2 Predikce softwarových regresí pro Windows XP
V rámci společnosti Microsoft vznikla studie na téma predikce softwarových regresí za
pomoci statistických modelů [9]. Účel této studie vysvětlují nutností dostatečně otestovat
upravený software, přičemž je ale nutné udržet finanční i časové náklady na minimu.
K tvorbě modelu byly metriky rozděleny na několik kategorií:
Metriky změn Popisují softwarové změny v kódu.
∙ Počet nových funkcí
∙ Počet smazaných funkcí
∙ Počet změněných funkcí
∙ Počet přidaných souborů
∙ Počet smazaných souborů
∙ Počet změněných souborů
∙ Počet binárních modulů ovlivněných opravou
Zkušenostní metriky Popisují změnu z pohledu vývojáře, který změnu provedl. Zejména
jeho zkušenost s daným systémem, která je měřena na základě jeho aktivity v posled-
ních několika měsících.
∙ Počet příspěvků vývojáře za poslední rok
∙ Příznak, zda se jedná o zkušeného vývojáře
∙ Počet příspěvků vývojáře v dané komponentě
∙ Příznak, zda se jedná o vývojáře zkušeného v dané komponentě
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Metriky charakteru opravy Popisují význam opravy a její průběh.
∙ Příznak, zda se jedná o opravu pro známou regresi
∙ Příznak, zda se jedná o novou vlastnost
∙ Počet příspěvků
∙ Počet řádků změněných funkcí
Kódové metriky Mezi tyto metriky patří kódová složitost, metriky objektově orientova-
ného charakteru a historie daného kódu.
Metriky závislostí Popis závislostí funkcí, modulů, knihoven a datových struktur po-
mocí grafu závislostí. Ty se rozlišují na externí a interní, respektive na závislosti mezi
změněnou a nezměněnou komponentou a závislost mezi dvěma změněnými kompo-
nentami.
∙ Počet externích závislostí modulů, které jsou dotčeny změnou
∙ Počet interních závislostí modulů, které jsou dotčeny změnou
∙ Počet externích závislostí funkcí, které jsou dotčeny změnou
∙ Počet interních závislostí funkcí, které jsou dotčeny změnou
∙ Počet příchozích závislostí
∙ Počet odchozích závislostí
Výstup statistického modelu byl stanoven jako binární, tedy buď dojde k regresi, nebo
nikoliv. Na základě tohoto vznikl způsob hodnocení přesnosti statistického modelu, který
byl založen na čtyřech možných výstupech klasifikace:
True Positive (TP) Bylo klasifikováno správně jako regrese.
False Positive (FP) Bylo klasifikováno nesprávně jako regrese.
True Negative (TN) Bylo správně klasifikováno jako bezchybné.
False Negative (FN) Bylo nesprávně klasifikováno jako bezchybné.
Na základě těchto výstupů byly vytvořeny metriky pro měření úspěšnosti modelu:
Přesnost = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃
(2.21)
Přesnost odhadu regrese = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁
(2.22)
Chybovost odhadu regrese = 𝐹𝑃
𝐹𝑃 + 𝑇𝑁
(2.23)
K prvotnímu testování byl vybrán model logistické regrese. Výsledky tohoto modelu
jsou pro jednotlivé kategorie metrik zobrazeny v tabulce, která představuje přesnost odhadu
regrese a směrodatnou odchylku. Metriky změn nebyly v této tabulce prezentovány.
Jak lze z této tabulky vyčíst, nejméně informativní kategorií je zkušenost vývojářů,
nejvíce pak metriky charakteru opravy.
K výběru podmnožiny atributů byl vybrán stepwise algoritmus, který jako nejvýznam-
nější vyhodnotil tyto atributy:
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Kategorie Přesnost odhadu regrese Směrodatná odchylka
Metriky charakteru opravy 0,73 0,046
Kódové metriky 0,70 0,040
Metriky závislostí 0,69 0,049
Zkušenostní metriky 0,54 0,044
Tabulka 2.3: Výsledky modelu pro různé kategorie metrik
∙ Počet změněných souborů
∙ Příznak, zda se jedná o novou vlastnost
∙ Počet smazaných funkcí
∙ Maximální počet volání metod tříd skrze lokální instanci
∙ Maximální počet podtříd
Algoritmus stepwise vytváří cílovou podmnožinu tak, že na začátku vytvoří model bez
jakýchkoliv atributů a tento model pak postupně doplňuje. V cílové podmnožině se pak
vyskytnou atributy s největším dopadem na předpověď modelu.
Mimo logistickou regresi autoři studie použili další modely, jejichž výsledky jsou zobra-
zeny v tabulce.
Model Přesnost odhadu regrese Směrodatná odchylka
Logistická regrese 0,77 0,040
Multilayer perceptron + PCA 0,75 0,058
CART strom 0,67 0,069
Tabulka 2.4: Výsledky různých statistických modelů
Nejlépe si vedla již zmíněná logistická regrese, jejíž výsledky dosahují dostatečné přes-
nosti predikce softwarových regresí využitelných v praxi.
2.6.3 CRANE
CRANE [1] je systém od společnosti Microsoft pro předpověď softwarových regresí, analýzu
změn a prioritizaci testování vytvořený pro Windows Vista. Tento systém sbírá statická
data ze zdrojového kódu a provádí dynamickou analýzu testů. Tato data jsou poté použita
ke stanovení míry, v jaké může v daném případě dojít k softwarové regresi a kde, tedy
které testovací případy je potřeba provést k odhalení těchto softwarových regresí. Kromě
statických metrik jsou tedy použita i historická data testovacích sad.
Oproti jiným předpovědím se předpovědi CRANE liší přístupem ke klasifikaci. Zatímco
předchozí studie klasifikovala možnost regrese binárně, CRANE stanovuje míru ohrožení
softwarovou regresí. Těmito mírami jsou:
∙ Velmi vysoké riziko
∙ Vysoké riziko
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∙ Střední riziko
∙ Nízké riziko
∙ Velmi nízké riziko
Aby bylo možno co nejlépe predikovat regrese a hlavně zavčas, CRANE implementuje
dva stupně predikce regresí. První, zjednodušená, se používá před implementací opravy.
Využívají se zde historická data a předpoklady vývojářů, stanovující rozsah úprav. Druhá,
detailní predikce, se používá po provedení změn. Obě tyto predikce využívají logistickou
regresi jako statistický model.
Zkušenosti s použitím systému CRANE vyústili v následující závěry:
∙ Volba metrik je závislá na projektu a daném kontextu.
∙ Metriky by neměly být redundantní, tedy každá metrika by měla přidat dostatečné
množství doplňující informace.
∙ Předpověď pomocí atributů by měla být interpretována vývojářům v závislosti na vy-
braných atributech, které vypovídají o tom, jaké změny způsobují nejvíce softwarové
regrese.
∙ Velký důraz je kladen na sbírání metrik, které by mělo být efektivní a dostatečně
rychlé.
∙ Vývoj systému způsobuje, že se tento neustále mění. Stejně tak se mění prostředí, ve
kterém je systém vytvářen. Z toho důvodu je nutné model neustále validovat a pra-
videlně po několika iteracích přepočítávat.
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Kapitola 3
Příprava dat
Před samotnou tvorbou aplikace je potřeba připravit data, která budou použita pro testo-
vání implementované aplikace, a zároveň data, která budou použita pro dolování metrik.
Za tímto účelem byl vybrán projekt GNU Binutils, což je veřejně přístupný software
zastřešující kolekci binárních nástrojů a zároveň obsahuje množství testovacích sad nad
různými jeho částmi. Tyto testovací sady jsou formátu DejaGnu.
Díky tomu bylo možné provést zpětné testování předchozích verzí. Toto testování pro-
běhlo od vrcholu větve směrem zpět, přičemž bylo uchováváno, pro kterou revizi testování
proběhlo. Pro účely aplikace bylo provedeno testování třech modulů GNU Binutils, a to
gdb, ld a gas.
Prvním zmíněným je GNU debugger, jehož testovací sada obsahuje desetitisíce testů.
Další a méně rozsáhlé jsou sestavovací program a GNU překladač jazyka symbolických
adres. Velikost jejich testovacích sad se pohybuje kolem tisíce testů.
Dalším projektem pro testování byl zvolen Systemtap. Tento projekt je vyvíjen v rámci
GPL pro zjednodušení sběru informací o běžícím Linuxovém operačním systému a k di-
agnóze výkonu nebo funkcionálních problémů. Velikost testovací sady tohoto projektu se
pohybuje okolo dvou tisíc testů.
Po provedení testování byly výsledky importovány do nástroje ResultCloud do samo-
statných projektů pomocí externího skriptu včetně označení revize, díky čemuž je možné se
zpětně odkazovat na zdrojový kód, jehož testování dané výsledky vygenerovalo.
V následujících sekcích je popsán formát testovacích sad Dejagnu a změny v implemen-
taci nástroje ResultCloud, které bylo nutné provést za účelem importu dat.
3.1 Testovací rozhraní DejagGnu a jeho import do nástroje
ResultCloud
DejaGnu je testovací rozhraní pro testování jiných programů. Jeho účelem je poskytnout
nástroj pro tvorbu automatizovaného testovacího rozhraní konkrétního projektu. DejaGnu
odpovídá standardu POSIX 1003.3 pro testovací rozhraní, který definuje podporované vý-
stupy jednotlivých testovacích případů:
PASS Test byl úspěšný.
FAIL Test byl neúspěšný, tedy narazil na chybu.
UNRESOLVED Testovací případ byl ukončen s neznámým výsledkem, nebo testovací
případ z nějakého důvodu neproběhl.
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UNTESTED Test neproběhl. Tento výsledek bývá zpravidla u testů, které ještě nemají
implementovány testovací případy.
UNSUPPORTED Případ, kdy pro testovací případ není podpora, nelze jej tedy pro-
vést. Tato podpora je většinou řízena podmíněnými příkazy operačního systému nebo
možnostmi překladače.
Testovací sady bývají uloženy v jednom adresáři, který je dále dělen do adresářů podle
nástrojů, které mají testovací případy testovat. Jednotlivé testy jsou pak uloženy do souborů
s příponou exp. Níže je vzorová ukázka spuštění testovací sady pro nástroj gdb.
Test Run By rob on Mon May 25 21:40:57 PDT 1992
Native configuration is i586-pc-linux-gnu
=== gdb tests ===
Running target unix
Using /usr/share/dejagnu/config/unix.exp
Running ./gdb.t00/echo.exp ...
PASS: Echo test
Running ./gdb.all/help.exp ...
PASS: help add-symbol-file PASS: help aliases
PASS: help breakpoint "bre" abbreviation
FAIL: help run "r" abbreviation
Running ./gdb.t10/crossload.exp ...
PASS: m68k-elf (elf-big) explicit format; loaded
XFAIL: mips-ecoff (ecoff-bigmips) "ptype v_signed_char" signed C types
=== gdb Summary ===
# of expected passes 5
# of expected failures 1
# of unexpected failures 1
Na počátku souboru lze vidět kdy a jakým uživatelem byl test spuštěn a na jaké kon-
figuraci. Pod těmito informacemi následují samotné testy. Součást těchto testů je načítání
konfiguračních souborů, což je vyobrazeno klíčovým slovem Using. Načtění testovacího pří-
padu je pak vidět například na řádku
Running ./gdb.t00/echo.exp ...
kde dochází ke spuštění souboru echo.exp. Pod tímto řádkem jsou pak řazeny dílčí vý-
sledky testovacího případu včetně doplňující informace. Konec souboru obsahuje souhrnné
informace o testovací sadě.
Soubory formátu DejaGnu jsou zpracovávány nástrojem ResultCloud pomocí zásuvného
modulu DejaGnu summary. Ten zpracovává soubor vytvořením záznamu testování, který se
skládá z kategorií, jež jsou rozeznávány pomocí cesty k souboru s testy. V tomto případě
se jedná o kategorie ./gdb.t00, ./gdb.all a ./gdb.t10. Obsahem kategorií jsou pak
jednotlivé soubory, tedy testovací případy, jež obsahují dílčí výsledky, zahrnující výsledek
testu a jeho popis.
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3.2 Úpravy nástroje ResultCloud
Implementace nástroje ResultCloud neobsahuje integraci s verzovacím systémem Git, jak
je možno vidět na datové reprezentaci na obrázku 2.1.V rámci diplomové práce proto bylo
nutné tuto integraci alespoň na minimální úrovni provést, aby bylo možno se zpětně od-
kazovat na testované změny kódu. Další nutnou úpravou bylo přidání nového nástroje do
modulu pro sumární charakteristiku dat.
3.2.1 Integrace s verzovacím systémem Git
Integrace byla rozdělena na tři části, a to na úpravu datového modelu, aplikační logiky
a uživatelského rozhraní.
Úprava datového modelu zahrnovala přidání atributů do databáze nástroje ResultCloud.
Tato změna je reflektována na obrázku 3.1.
Obrázek 3.1: Zjednodušený datový model nástroje ResultCloud po úpravě
Konkrétně se jedná o atribut GitRepository, který odkazuje na repozitář projektu
v tabulce Project. Dále pak o atributy GitHash a SequenceNumber v tabulce Submission,
která představuje jeden běh testovací sady. Pomocí atributu GitHash je možné se odkázat
na testovanou verzi v systému správy verzí, SequenceNumber pak reprezentuje pořadí revize
v rámci importovaných revizí.
Největší změna v aplikační logice se týkala vytvoření aktualizace pro databázi. Další
nutnou změnou pak bylo mapování atributu GitHash k entitě Submission při importu
a nastavení správné hodnoty atributu SequenceNumber. Tato hodnota je nastavována na
základě umístění importované revize ve vývojové větvi. Pro zjednodušení byla ignorována
možnost importovat revize z více větví, bylo tedy dostatečné pro získání vztahu umístění
s ostatními importovanými revizemi použít příkazu verzovacího systému Git pro dotázání,
zda je revize předkem dané revize či nikoliv. Konkrétně se jedná o příkaz:
git merge-base --is-ancestor <commit> <commit>
Grafické uživatelské rozhraní bylo doplněno o uživatelské vstupy, které umožňují vložení
adresy repozitáře při tvorbě nového projektu a vložení hashovací značky při importu vý-
sledků, pokud byl daný projekt vytvořen s adresou repozitáře. Mimo jiné pak byl doplněn
výpis projektů o adresu repozitáře a výpis výsledků o hashovací značku.
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3.2.2 Sumární charakteristiky dat
Další nutnou úpravou nástroje ResultCloud musel projít modul pro sumární charakteristiku
importovaných dat, respektive musel být doplněn o nástroj schopný analyzovat dvě po
sobě jdoucí importované revize a zjistit, zda v revizi následné došlo ke změnám chování
v jednotlivých testovacích případech. Právě příznak změny chování testovacího případu je
predikovaným atributem statistických modelů vytvářené aplikace. Zdůvodnění volby tohoto
atributu je vysvětleno v sekci 5.4.4.
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Kapitola 4
Návrh aplikace
V této kapitole je popsán návrh výsledné aplikace. Tento návrh se skládá ze dvou částí,
kdy první popisuje uživatelské rozhraní, druhá aplikační logiku. Tyto dvě části jsou pak
spojeny skrze aplikační rozhraní.
V první části této kapitoly je popsána obecná architektura aplikace, v následujících
částech je rozebráno uživatelské rozhraní a aplikační logika, která je rozdělena do tří služeb,
jimiž jsou správa projektů, správa repozitáře a správa modelů.
4.1 Architektura
Aplikace je rozdělena do dvou samostatných celků. První celek představuje uživatelské roz-
hraní, které zprostředkovává skrze aplikační rozhraní aplikační logiku. Ta zastřešuje tři
služby, které jsou zodpovědné za integraci s nástrojem ResultCloud, komunikaci s verzova-
cím systémem Git a tvorbu a užití statistických modelů. Architektura aplikace je prezen-
tována na obrázku 4.1 níže.
Obrázek 4.1: Architektura aplikace
23
4.2 Uživatelské rozhraní
Uživatelské rozhraní představuje dvě základní obrazovky. Na jedné dochází k zobrazení
veškerých dostupných projektů z nástroje ResultCloud a slouží jako úvodní obrazovka,
další pak poskytuje pohled na detail projektu a zprostředkovává potřebné nástroje nad
daným projektem. Pro vstup do aplikace není vyžadováno přihlášení uživatele.
Obrazovka dostupných projektů zahrnuje seznam projektů, které jsou integrovány z ná-
stroje ResultCloud. Z této obrazovky lze přejít na detail zvoleného projektu. Ve spodní
části lze najít panel, jež zobrazuje aktuální stav aplikace.
Detail projektu zpřístupňuje nástroje aplikační vrstvy uživateli. Tento detail je sestaven
z detailu projektu jako takového, z prohlížeče repozitáře daného projektu a správcem tvorby
modelů. Navigace mezi jednotlivými nástroji je možná pomocí postranního panelu. Stejně
jako na úvodní obrazovce, i zde je přítomen stavový řádek aplikace.
Obrázek 4.2: Návrh uživatelského rozhraní
4.3 Správa projektů
Pro integraci s nástrojem ResultCloud slouží služba pro správu projektů. Tato služba má
za úkol získat z nástroje ResultCloud veškeré projekty, jež obsahují informace o repozitáři,
a tyto projekty zařadit do interní databáze. Mezi další úkoly služby patří získání detailu
projektu a získání informací o výsledcích testování zvolené revize. Většina úkonů služby
zahrnuje komunikaci s nástrojem ResultCloud a jeho aplikačním rozhraním.
4.4 Správa repozitáře
Služba pro správu repozitáře zprostředkovává komunikaci s verzovacím systémem Git. Skrze
tuto službu lze pro aplikaci vytvořit kopii zvoleného repozitáře a nad tímto repozitářem
provádět úkony, které jsou nezbytné pro dolování dat nutných pro tvorbu statistických
modelů.
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4.5 Správa modelů
Tvorbu modelů a predikci softwarových regresí zajišťuje služba pro správu modelů. Tato
služba využívá předchozích služeb pro zajištění potřebných dat a na základě zvolených
metod vytváří modely, které následně ukládá do perzistentní podoby.
Při požadavku na predikci služba získá modely daného projektu a tuto provede nad
předloženými změnami v kódu.
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Kapitola 5
Implementace aplikace
Kapitola popisuje konkrétní implementaci návrhu a je rozdělena na dvě části. První část po-
pisuje implementaci uživatelského rozhraní skrze webové technologie. Zbytek se věnuje im-
plementaci aplikační vrstvy, která je implementována pomocí jazyka Python a aplikačního
rámce Flask. Jazyk Python byl zvolen skrze svou rozšířenost a velké množství dostupných
knihoven. Aplikační rámec Flask byl zvolen z důvodu své minimalističnosti.
5.1 Uživatelské rozhraní
Rozhraní pro uživatele bylo implementováno pomocí webových technologií. Kromě tech-
nologií HTML pro tvorbu struktury obrazovek a CSS pro modifikaci vzhledu bylo dále
použito značné množství jazyka JavaScript skrze aplikační rámec Angular 2. Během vývoje
byl taktéž využit TypeScript, který umožňuje typované programování v jazyce JavaScript.
Angular 2 je nově vzniklý aplikační rámec postavený na svém původci Angular. Tento
aplikační rámec umožňuje dělení aplikace do logických celků zvaných komponenty a dále
zjednodušuje práci s událostmi, které v aplikaci nastávají. Mezi tyto události patří vstupy
od uživatele a komunikace se vzdáleným serverem.
5.1.1 Úvodní obrazovka
Aplikace byla implementována dle návrhu. K přístupu k obsahu se tedy není nutné přihlásit
a úvodní obrazovkou je seznam projektů, jež jsou integrovány z nástroje ResultCloud. Po
rozkliknutí projektu se uživatel dostane na jeho detail, kde jsou zpřístupněny jednotlivé
služby.
5.1.2 Detail projektu
Na nástěnce detailu projektu lze vidět základní informace o projektu, jako je jeho název,
repozitář a počet importovaných výsledků do nástroje ResultCloud. Dále je na této stránce
možné provést v případě existujícího statistického modelu predikci na základě souboru
popisujícího změny pomocí nástroje diff.
Na detailu projektu se lze dále přepnout do okna repozitáře, kde je uživateli umožněno
procházet posledních 10 až 50 revizí. Po rozkliknutí revize je uživateli zobrazeno k jakým
změnám v dané revizi došlo. Tyto změny jsou rozděleny podle souborů a obsahují i analýzu
kódu, která slouží jako vstup pro tvorbu statistických modelů a pro predikci. Pokud v době
procházení revize existuje statistický model, tak je pro danou revizi možno provést predikci.
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Obrázek 5.1: Úvodní obrazovka
Dalším oknem je okno modelu. V tomto okně lze vytvářet modely nad daným projektem.
Pokud modely pro daný projekt již existují, tak je lze v tomto okně procházet. Nad modely
lze vyhledávat pomocí testovacího případu, ke kterému jsou modely přiřazeny. Každý tes-
tovací případ lze rozkliknout, přičemž jsou uživateli zobrazeny použité atributy a jednotlivé
modely včetně hodnocení úspěšnosti predikce 5.4.5.
5.1.3 Predikce
Predikci je možné skrze uživatelské rozhraní provést dvěma způsoby. Prvním způsobem
je nahrání souboru popisujícího změny vytvořeného nástrojem diff. Druhým způsobem
je provést predikci nad existující revizí ve verzovacím systému Git. V obou případech je
výsledkem predikce seznam testovacích případů, u kterých je predikována změna. Tento
seznam obsahuje dále informace o modelech daného testovacího případu, které zahrnují
predikovanou hodnotu včetně hodnocení úspěšnosti predikce daných modelů. Samotný pro-
ces predikce a jeho výstup je podrobněji popsán v části 5.4.5.
5.2 Integrace s nástrojem ResultCloud
Integraci s nástrojem ResultCloud má na starosti služba pro správu projektů. Tato služba
komunikuje s nástrojem skrze jeho aplikační rozhraní. Při požadavku na seznam dostup-
ných projektů skrze aplikační rozhraní aplikace dojde k dotazu na nástroj ResultCloud,
od kterého je očekáván seznam projektů. Každý takovýto projekt obsahuje jeho název,
identifikátor a repozitář.
Po získání odpovědi je tento seznam sjednocen s interní perzistentní reprezentací. Tato
reprezentace je implementována pomocí Python nástroje SQLAlchemy, který zastřešuje
SQL syntaxi objektovým mapováním. Interní reprezentace projektu zahrnuje interní iden-
tifikátor, externí identifikátor odpovídající internímu identifikátoru v nástroji ResultCloud,
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Obrázek 5.2: Detail projektu
název projektu a repozitář. Název projektu a repozitář jsou vůči komunikaci s nástrojem
ResultCloud redundantní, umožňují však práci s aplikací i v případě jeho nedostupnosti.
Při požadavku na detail projektu je načtena interní reprezentace a dotázán nástroj Re-
sultCloud o doplňující informace, které představují seznam všech importovaných výsledků
včetně odkazu do verzovacího systému Git, tedy příslušný hash. Na základě těchto infor-
mací lze pro každý takovýto výsledek získat informace o změnách z verzovacího systému
Git a výsledky testování z nástroje ResultCloud, které jsou využity pro tvorbu statistických
modelů a predikci.
5.3 Integrace s verzovacím systémem Git
Služba, která zprostředkovává komunikaci s verzovacím systémem Git na serveru, kde apli-
kace běží, je služba repozitáře. Tato služba využívá knihovnu GitPython1, která umožňuje
zjednodušenou práci s verzovacím systémem pomocí abstrakce nad jeho objekty. Jedním
z těchto objektů je právě repozitář, pomocí kterého lze na serveru vytvořit jeho lokální kopii
a provádět nad ním požadované operace.
Úvodní operací, kterou služba pro správu repozitáře využívá, je samotná tvorba lokální
kopie repozitáře zvoleného projektu. Lokální kopie konkrétního repozitáře je vytvořena vždy
pouze jednou. Pokud tedy existuje více projektů se stejným repozitářem, tak je pro účely
aplikace využívána jedna lokální kopie.
# Příkaz pro vytvoření lokální kopie repozitáře
git clone --bare <repozitář>
Další operací je získání seznamu posledních revizí. Skrze aplikační rozhraní je možno
přistoupit k předem určenému počtu revizí, který je udán parametrem v požadavku.
1http://gitpython.readthedocs.io
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# Příkaz pro získání seznamu posledních X revizí
git log --max-count=<X>
Pro získání změn, které byly provedeny v dané revizi, je využíván nástroj diff, jež je
vestavěn ve verzovacím systému. Pomocí tohoto nástroje lze získat jak změny dané revize,
tak rozdíl dvou zvolených revizí.
# Příkaz pro získání rozdílu dvou revizí X a Y
git diff <X> <Y>
5.3.1 Kódování
V průběhu vývoje projektů dochází k tomu, že různí přispěvatelé vkládají do projektu
soubory různých kódování, což způsobuje problém při jejich zpracování. Text, jenž je předán
jako obsah nástroji GitPython, je reprezentován jako bajtové pole. Aby toto pole mohlo
být dále zpracováváno, je nutné jej dekódovat na textový řetězec. Problém ale při převodu
nastává v tom, že nelze předem s jistotou říci, jaké kódování bylo použito a v jakém kódování
tedy bajtové pole převést.
Tento problém řeší použitá knihovna Chardet2, která podle obsahu bajtového pole od-
hadne kódování, pomocí kterého je pole následně dekódováno.
5.4 Tvorba a užití modelů
Služba, která zajišťuje tvorbu modelů a jejich následné použití, využívá obě výše zmíněné
služby. Tedy správu projektů zajišťující integraci s nástrojem ResultCloud a správu repozi-
táře, jenž zajišťuje integraci s verzovacím systémem Git. Mimo jiné je využívána knihovna
SciKit Learn.
5.4.1 SciKit Learn knihovna
SciKit Learn je otevřeně dostupná knihovna pro strojové učení napsaná v jazyce Python,
která původně vznikla jako projekt do Google Summer of Code v roce 2007 a od roku 2010
je v aktivním vývoji [7].
Knihovna zastřešuje veškeré nutné kroky, které jsou potřeba pro realizaci strojového
učení, tedy předzpracování, tvorbu modelů a jejich následné použití. Případy, kdy je knihovna
využita pro implementaci aplikace, jsou zmíněny v následujících sekcích.
5.4.2 Dolování dat
Data, která byla v rámci diplomové práce zvolena pro tvorbu statistických modelů, pocházejí
z nástroje ResultCloud a verzovacího systému Git. Při tvorbě modelů je nejdříve získán
seznam všech dostupných revizí z nástroje ResultCloud a poté jsou nad každou touto revizí
získávána všechna potřebná data, přičemž revize jsou zpracovávány sekvenčně na základě
sekvenčního čísla z nástroje ResultCloud.
Prvním krokem je získání testovacích případů společně s příznaky, zda u daného testo-
vacího případu pro danou revizi došlo ke změně chování. Tato data jsou získána z nástroje
ResultCloud.
2http://chardet.readthedocs.io
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Dalším krokem je získání a zpracování změn v kódu pro danou revizi. Změny v kódu
jsou získávány na základě rozdílu předešle zpracovávané revize a té aktuální. Pokud žádná
předešle zpracovávaná revize neexistuje, jsou zpracovávány změny revize vůči přímému
předchůdci ve vývojové větvi. Po získání textového výstupu nástroje diff je tento vý-
stup zpracován pomocí knihovny whatthepatch3, která textovou reprezentaci převede do
datové struktury, jenž změny rozděluje na jednotlivé soubory a následně na jednotlivé řádky,
přičemž každý takto reprezentovaný řádek nese příznak, zda byl přidán, nebo odebrán.
Výstup knihovny whatthepatch je dále zpracováván soubor po souboru. Změny v kódu
každé revize jsou tedy sdružovány v rámci souborů. Sdružení do nižších celků by vyžadovalo
úpravy knihovny whatthepatch, jelikož verzovací systém je schopen částečně odhadnout
strukturu, ve které se změna odehrála, ale knihovna tuto informaci ignoruje. Toto dělení by
však způsobilo příliš konkrétní popis změn a neúměrně by se zvýšila horizontální složitost
trénovacích dat.
Způsob, jakým je soubor zpracováván, je dáno jeho příponou, jelikož aplikace umožňuje
skrze modulární přístup zpracování různých zdrojových kódů. Tedy pokud pro soubor s da-
nou příponou existuje modul, tak je tento soubor zpracován. V opačném případě je soubor
přeskočen.
V rámci diplomové práce byl vytvořen modul, jenž zpracovává soubory jazyka C. Pro
každý soubor jsou modulem zpracovávány jednotlivé jeho změněné řádky. Datová struktura,
jež reprezentuje změny v souboru, je rozdělena na dvě stejné části. První část nese změny,
které byly nalezeny na řádcích přidaných, druhá pak změny na řádcích odebraných. Každý
řádek je zkoumán na konkrétní změny pomocí regulárních výrazů. Pokud pro danou změnu
řádek odpovídá danému regulárnímu výrazu, tak je pro změnu inkrementováno počítadlo
daného souboru a řádek je testován dále. Jeden řádek tedy může vygenerovat více změn,
přičemž změny jsou reprezentovány svým identifikátorem a počtem výskytů.
K tvorbě modulu zpracovávajícího jazyk C byl použit referenční manuál jazyka4 a na
základě regulárních výrazů je schopen zachytit tyto změny:
Cyklus Příkazy for, while, do.
Změna toku Příkazy goto, break, continue, switch, case.
Přiřazení Operace =.
Podmínka Příkazy if, else a ? společně s :.
Příkaz navrácení Příkaz return.
Struktura nebo výčtový typ Příkazy struct a enum.
Vložení externího souboru Příkaz #include.
Funkce pro manipulaci s pamětí Příkazy calloc, malloc, free, realloc.
Funkce převodu řetězců Příkazy atof, atoi, atol, strtod, strtol, strtoul.
Multibajt funkce Příkazy mblen, mbstowcs, mbtowc, wcstombs, wctomb.
3https://pypi.python.org/pypi/whatthepatch
4http://www.gnu.org/software/gnu-c-manual/gnu-c-manual.html
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Manipulace s řetězci Příkazy memchr, memcmp, memcpy, memove, memset, strcat, strncat,
strchr, strcmp, strncmp, strcoll, strcpy, strncpy, strcspn, strerror, strlen,
strpbrk, strrchr, strspn, strstr, strtok, strxfrm.
Direktivy předzpracování Příkazy #if, #elif, #else, #endif, #define, #undef, #ifdef,
#ifndef, #include, #line, #error, #pragma.
Pole Použití znaků [ a ].
Konstanta Příkaz const.
Specifikátor uložení Příkazy typedef, extern, static, auto, register.
Kromě výše vypsaného výčtu změn je pro každý řádek inkrementováno počítadlo změ-
něných řádků daného souboru, a to buď jako řádek přidaný, nebo jako řádek odebraný.
Cílem zvolených atributů bylo maximálně využít dostupná data a zároveň analyzovat nejen
strukturální vlastnosti změn, ale i vlastnosti sémantické.
Výsledkem dolování dat je kolekce struktur, kdy každá struktura, reprezentující jednu
revizi, obsahuje kolekci testovacích případů a jejich příznaků změny, a dále pak kolekci změn
souborů, které jsou identifikovány názvem souboru, ve kterém ke změnám došlo, a nesou
popis přidaných a odebraných změn.
Alternativní přístupy k analýze změn zdrojového kódu
Kromě analýzy výstupu příkazu diff v systému Git se nabízela možnost porovnání dvou
abstraktních syntaktických stromů. Za tímto účelem byl implementován analyzátor, který
pomocí knihovny Pycparser5 vytvořil ze zdrojového kódu abstraktní syntaktický strom.
Dalším krokem analyzátoru bylo vytvořit takový strom i pro změněný zdrojový kód a tyto
dva stromy porovnat. Toto porovnání bylo implementováno pomocí rekurzivního průchodu
stromu, během kterého docházelo ke splývání stejných cest stromu a výstupem algoritmu
byly kolekce nových a odebraných větví. Tyto větve reprezentovaly změny v kódu a umožňo-
valy nízkoúrovňovou analýzu, jelikož bylo možné díky svému charakteru analyzovat změnu
i na základě jejího kontextu.
Tento přístup se osvědčil pro jednoduché zdrojové kódy. Po nasazení do reálného provozu
však nastal problém se samotnou tvorbou abstraktního syntaktického stromu. Pro jeho
tvorbu je totiž potřeba externě odkazovaných knihoven. Jelikož tvorba stromu ze zdrojového
kódu byla zajišťována pouze nad jeho textovou reprezentací skrze verzovací systém Git, tak
od tohoto přístupu bylo skrze svou složitost upuštěno a případně řešení ponecháno na
pozdějších studiích.
5.4.3 Předzpracování dat
Získaná data z předchozího kroku jsou pro účely tvorby modelů dále zpracovávána. Prvním
krokem je extrakce atributů z popisu změn zdrojového kódu. Každá struktura představující
soubor je převedena na slovník pojmenovaných atributů, které jsou vytvořeny složením
jména souboru, identifikátoru změny a příznakem, zda se jedná o přidanou nebo odebranou
změnu. Výsledný název atributu je v následujícím tvaru:
5https://github.com/eliben/pycparser
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# Obecný tvar atributu
<název_souboru>_<příznak>_<identifikátor_změny>
# Příklady
memmcp.c_added_cycle
memmcp.c_removed_line
Pro každou revizi je takto vytvořena slovníková struktura. Následně jsou tato data
vektorizována pomocí knihovny SciKit Learn, čímž dochází k zarovnání atributů a jsou
tak vytvořena trénovací data pro statistické modely
Před samotným trénováním je ještě nutné provést redukci atributů z důvodu jejich
rozsáhlé dimenze, ke které může dojít vzhledem k násobení počtu atributů popisujících
změnu počtem změněných souborů a počtem příznaků. Tato redukce se provádí jedno-
duchým nástrojem knihovny SciKit Learn, a to konkrétně metodou SelectKBest, která
hledá K nejvhodnějších atributů pro tvorbu statistických modelů. Hodnota parametru K
byla pro testovací účely nastavena na hodnotu 10, což je výchozí hodnota implementace
dané metody ve zmíněné knihovně. Redukce atributů se provádí pro každý testovací případ
zvlášť.
5.4.4 Tvorba modelů
Jakmile jsou připravena data ze všech dostupných revizí, je zahájena tvorba modelů. Prvotní
návrh aplikace počítal s tvorbou několika modelů pro každý testovací případ, které se
následně vyhodnotí a vybere se ten s nejlepšími parametry. Nakonec byl však vybrán způsob,
kdy se vytvořené modely vyhodnotí, ale k predikcím se používají všechny, čímž lze lépe
odhalit softwarovou regresi.
Jak již bylo popsáno výše v sekcích 3.2.2 a 5.4.2, tak součástí vstupních dat jsou pří-
znaky, zda pro testovací případ došlo ke změně chování, nikoliv příznaky, zda došlo k soft-
warové regresi. Odůvodnění volby změny chování a nikoliv vzniku regrese je v případu užití
nástroje. Aby mohlo dojít k predikci softwarové regrese, je nutné znát předchozí stav testo-
vacího případu, což by znamenalo nutnost neustálého průběžného testování. Cílem aplikace
však je se testování v ideálním případě vyhnout.
Při samotné tvorbě modelů dochází k iteraci nad testovacími případy, které byly získány
sjednocením testovacích případů všech dostupných revizí. Pro každý takovýto testovací
případ jsou redukovány atributy, jak je popsáno v sekci 5.4.3, a následně jsou tyto atributy
společně s příznaky změn rozděleny na dvě části poměrem 7:3. První část reprezentuje
trénovací data, druhá data testovací, která slouží pro vyhodnocení vzniklých modelů.
Po redukci a rozdělení dat se inicializují modely pomocí knihovny SciKit Learn a jsou
následně trénovacími daty trénovány a testovacími daty vyhodnoceny pomocí metod knihovny,
přičemž jsou získávány přesnost, preciznost a senzitivita. Tyto parametry jsou popsány
v sekci 2.5.5.
# Trénování modelu trénovacími daty
modelInfo["model"].fit(X_train, y_train)
# Vyhodnocení modelu testovacími daty
pred = modelInfo["model"].predict(X_test)
modelInfo["accuracy"] = metrics.accuracy_score(y_test, pred)
modelInfo["precision"] = metrics.precision_score(y_test, pred)
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modelInfo["recall"] = metrics.recall_score(y_test, pred)
Vybrané metody pro tvorbu modelů pro predikci změn chování testovacích případů
odpovídají metodám, které se ve studiích používají k predikcím softwarových regresí a
zároveň se jedná o metody, které jsou v knihovně SciKit Learn dostupné. Nejvýznačnější
metodou pro tvorbu modelů je metoda Naive Bayes. Další takovou metodou je logistická
regrese a metody SVM. Výpis všech použitých metod následuje níže. Cílem výběru metod
bylo postihnout co nejširší možnou variabilitu dat, což vychází ze studie popsané v sekci
2.6.1.
Gaussian Naive Bayes Metoda pro binární klasifikaci, která je založena na teorému Na-
ive Bayes a na předpokladu, že vstupní atributy jsou nezávislé.
Gaussian Naive Bayes s kalibrací sigmoid Metoda Gaussian Naive Bayes společně s ka-
librací sigmoid 2.5.4.
Gaussian Naive Bayes s isotonickou kalibrací Metoda Gaussian Naive Bayes společně
s isotonickou kalibrací 2.5.4.
SVM Metoda pro klasifikaci. Efektivní ve vysokodimenzionálních prostorech a i tehdy, kdy
velikost dimenze přesahuje počet trénovacích dat.
SVM s kalibrací sigmoid Metoda SVM společně s kalibrací sigmoid 2.5.4.
SVM s isotonickou kalibrací Metoda SVM společně s isotonickou kalibrací 2.5.4.
Logistická regrese Lineární model pro klasifikaci, který je méně náchylný k přetrénování.
Každý vytvořený model je reprezentován slovníkem, který obsahuje jak samotný model,
tak doplňující informace popisující jeho úspěšnost, a je vázán k testovacímu případu, pro
něhož byl vytvořen. Jakmile je proces tvorby modelů pro testovací případy ukončen, tak
jsou veškeré modely uloženy pomocí knihovny joblib6, která datovou strukturu, nesoucí
testovací případy a jejich modely, uloží ve formě souborů na disk. Tento způsob uložení
vychází z doporučení knihovny SciKit Learn.
5.4.5 Použití modelů
Při požadavku na predikci jsou nejdříve z požadovaného formátu získány informace o změ-
nách a následně jsou načteny modely daného projektu pomocí knihovny joblib.
Formát požadavku může mít dvě podoby. První je predikce nad souborem popisující
změny, druhá je odkaz na revizi. U prvního formátu je textová reprezentace změn pře-
dána k analýze, u druhého musí být změny nejdříve získány z odkazované revize pomocí
verzovacího systému Git.
Po analýze změn jsou iterovány všechny testovací případy a jejich modely. Pro každý
testovací případ je nejdříve provedena redukce vstupních atributů tak, aby odpovídaly
těm, které byly použity pro trénování modelů daného testovacího případu. Nad každým
modelem je vykonána predikce a výsledek predikce je pro daný testovací případ a model
uchován. Pokud alespoň jeden z modelů predikuje změnu v chování testovacího případu, tak
6http://pythonhosted.org/joblib/
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je daný testovací případ společně s modely a jejich výsledky přidán do seznamu výstupních
testovacích případů.
Výstupem predikce je tedy seznam testovacích případů, kde alespoň jeden z modelů
predikoval změnu jeho chování. Součástí tohoto výstupu je výčet modelů pro každý testo-
vací případ včetně predikované hodnoty a procentuálního vyjádření přesnosti, preciznosti
a senzitivity každého modelu.
5.5 Testování
Aplikace byla vyvíjena pomocí vývojového prostředí Visual Studio 2015, které provádí syn-
taktickou kontrolu jazyka Python a zabraňuje tak překlepům. Dále byl nástroj využit pro
implementaci uživatelského rozhraní skrze jazyk TypeScript, pro který má nástroj vestavě-
nou podporu a kromě syntaktické kontroly provádí i našeptávání.
Sémantické chyby uživatelského rozhraní byly identifikovány pomocí vývojářských ná-
strojů webového prohlížeče Chrome. Tyto nástroje umožňují vypsat chyby během provádění
kódu a zároveň sledují síťový pohyb, díky kterému lze identifikovat požadavky na aplikační
rozhraní aplikace a následně i jeho odpovědi.
Testování aplikace probíhalo právě skrze aplikační rozhraní. V průběhu vývoje bylo prů-
běžně voláno aplikační rozhraní aplikace a kontrolováno, zda při volání dochází či nedochází
k chybě, a v případě bezchybovosti byl kontrolován výstup, zda tento odpovídá požadované
funkcionalitě. Výsledky testování tvorby a užití modelů jsou popsány v samostatné kapitole
6.
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Kapitola 6
Vyhodnocení
Kapitola popisuje získané poznatky během testování aplikace reálnými daty. Mezi ty patří
problematika samotné přípravy dat a jejich zpracování. Následně jsou popsány charakte-
ristiky testovaných projektů a na konci kapitoly je shrnutí dosažených výsledků.
6.1 Problematika přípravy a zpracování dat
Zpětné vytvoření testovacích výsledků je velmi časově náročné a nemusí být závislé čistě na
velikosti projektu, ale spíše na složitosti testovacích sad. Díky tomu může být testování jedné
revize časově velmi náročné. Kromě časové náročnosti testování může docházet i k časově
náročnému překladu.
Vzhledem ke zpětnému testování po vývojové větvi může taktéž docházet ke změně
požadovaných knihoven a nástrojů pro překlad. Z tohoto důvodu prakticky nelze automa-
tizovat zpětné testování, nebo alespoň nelze spoléhat, že během průchodu vývojové větvě
nedojde k případu, kde bude testování přerušeno z důvodu neschopnosti překladu.
Dalším problémem je zpracování výsledků. Výstupy testovacích sad mají textový for-
mát. Za účelem zpracování těchto textových dat vznikl nástroj ResultCloud, který tato data
rozděluje do hierarchické struktury a umožňuje jejich další zpracování. Kromě zpracování
výstupu nástroj ResultCloud provádí sumarizační operace, které vyžadují výstupy předcho-
zích výsledků. Pokud tedy dochází k importu výsledků, které je nutno zařadit dovnitř již
importovaných, tak je potřeba sumarizační data vypočítat nejen pro nově importované vý-
sledky, ale i pro přímého následníka, jelikož se parametry pro výpočet jeho sumarizačních
dat importem nových výsledků změnily. Tím dochází k zatěžování nástroje ResultCloud
a rapidně zpomaluje samotný import.
Mimo jiné bylo zjištěno, že s narůstajícím počtem importovaných výsledků roste nutná
doba pro import, což je vyobrazeno v grafu 6.1. Skoky v grafu reprezentují ruční přerušení
importu, které se projevilo ve výpočtu nulovým trváním importu. Důvodem tohoto chování
je souvisle vyvíjená nová vlastnost nástroje ResultCloud pro analýzu výsledků.
6.2 GDB Binutils
GNU projekt GDB Binutils byl testován v rámci několika projektů, jak bylo popsáno v ka-
pitole 3. Dosažené poznatky a výsledky se však mezi projekty příliš nemění. Problém, který
během testování projektů GDB Binutils vyvstal, se týká právě zařazení více projektů do
jednoho repozitáře.
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Obrázek 6.1: Nárůst doby nutný pro import v závislosti na počtu importovaných výsledků
Získaná testovací data, tedy výsledky testování různých revizí, byla získávána z hlavní
větve repozitáře. Tato větev však obsahuje příspěvky do všech projektů, z čehož lze dojít
lehce k závěru, že pro právě testovaný projekt v dané revizi nemuselo dojít k žádné změně,
tedy pro tvorbu modelu pro daný projekt může být výsledek testování revize nevypovídající.
Z obecnějšího pohledu lze usuzovat, že pokud je vytvořena z hlavní větve sada výsledků
revizí, tak úpravy ani v jedné revizi nemusely zasahovat do právě zkoumaného projektu.
Dalším problémem, který se váže na předešlé, je velké množství testovacích případů
v rámci jednoho projektu. Při dostatku relevantních vstupních dat toto problémem není,
v závislosti na náročnosti jejich získání však ano, jelikož v ideálním stavu je potřeba získání
dostatečného množství vstupních dat pro každý takovýto testovací případ.
6.3 Systemtap
Projekt Systemtap nedosahuje takových rozměrů, jako předchozí zkoumaný projekt GDB
Binutils. Potýká se však s problémy, které jsou popsány v úvodní sekci této kapitoly. Tedy
časově náročný překlad a testování, kdy získání jednoho výsledku představuje přibližně
jednu hodinu času. Dalším problémem, který byl taktéž popsán výše, je měnící se požadavky
na překlad. Došlo tedy k případu, kdy bylo automatizované testování přerušeno selháním
překladu projektu.
6.4 Úspěšnost vytvořených modelů
Experimenty, které probíhaly v aplikaci, byly prováděny na velmi omezeném vzorku dat,
což bylo způsobeno výše popsanými problémy.
Nejlepších výsledků bylo dosaženo v projektu GDB Binutils. Tento výsledek je však
velmi zavádějící. Většina testovacích případů disponovala modely se 100% přesností predikce
změny chování testovacího případu. Tato úspěšnost však byla způsobena tím, že v rámci tré-
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novacího vzorku dat nebyla taková data, která by pro daný testovací případ nějakou změnu
obsahovala. Modely se tedy naučili zařazovat každý vstup do třídy, která reprezentuje, že
v testovacím případu nedošlo ke změně. Je nutno podotknout, že počet testovacích případů
projektu GDB Binutils přesahuje hodnotu 1000. Pro projekty tedy bylo vytvářeno přes
1000 modelů, přičemž vstupních dat bylo pro gdb pouze 30 a vzhledem k charakteru GDB
Binutils není zaručeno, že by větší počet vzorků dosáhl lepších výsledků. To lze ilustrovat
na ld, kde byl počet vstupních vzorků 200. I přesto 99% testovacích případů obsahovalo
modely se 100% přesností.
Situace u projektu Systemtap byla o něco lepší. Opět se ale projevil nedostatek vstup-
ních dat. Počet testovacích případů projektu Systemtap se pohybuje okolo čísla 400. Počet
vstupních dat byl 100 revizí. Průměrná přesnost testovacích případů se pohybovala od
62,5% do 96%. Jakkoliv jsou tato čísla optimistická, je potřeba si uvědomit, na jakých da-
tech byla dosažena. Kompletní výsledky tvorby statistických modelů pro projekt Systemtap
jsou k nahlédnutí v příloze A.
6.5 Použité atributy
V rámci projektu GDB Binutils nelze použité atributy prezentovat jako vypovídající. Ve
valné většině testovacích případů jsou použitými atributy všechny typy atributů popisujících
změnu v jednom stejném souboru. Důvodem je právě případ, kdy nedošlo pro dané testovací
případy k žádné změně, tudíž je výběr atributů pro jejich modely naprosto irelevantní.
Pro projekt Systemtap se však vybrané atributy různí. Nejvíce voleným atributem byl
počet změněných řádků. Dalšími významnými atributy pak byly direktivy předzpracování
a přiřazení. Ostatní typy se u testovacích případů objevovaly velmi zřídka, ne-li vůbec.
Změna Počet užití
Řádek 3199
Direktivy předzpracování 402
Přiřazení 400
Vložení externího souboru 8
Pole 5
Tabulka 6.1: Využití konkrétních popisů změn v projektu Systemtap. Změny, které nejsou
vyobrazeny, měly nulový výskyt.
6.6 Shrnutí
Pro testování výsledné aplikace je potřeba získat větší množství reprezentativních dat, na
základě kterých lze provádět experimenty a ladit jejich předzpracování. Získání takových dat
je však, alespoň na základě zvolených projektů, velmi náročné. Prvním aspektem je časová
náročnost, druhým pak kultura vývoje obdobná té, která je využívána u GDB Binutils.
Tento repozitář obsahuje množství samostatných projektů, tudíž jednotlivé revize mohou
pokrývat jakýkoliv z nich. Získání dat pro konkrétní z nich je pak velmi problematické.
I přesto byla práce prezentována ve společnosti Red Hat a také na studentské konferenci
Excel@FIT, pořádanou Fakultou Informačních Technologií na Vysokém Učení Technickém,
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kde získala ocenění za inovativní přístup k predikci chyb s vysokým potenciálem praktického
využití a dále ocenění od společnosti Red Hat za výjimečnou práci.
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Kapitola 7
Závěr
Cílem diplomové práce bylo vytvořit aplikaci, která bude schopna s použitím nástrojů
ResultCloud a Git předpovídat softwarové regrese. Tato aplikace byla vytvořena a im-
plementuje veškeré kroky tvorby a použití modelů, mezi které patří dolování dat, jejich
předzpracování a následná tvorba samotných modelů včetně vyhodnocení jejich úspěšnosti.
Vzhledem k charakteru vstupních dat byl přístup k předpovědi softwarových regresí změněn
na předpověď změny chování výstupu testovacích případů.
Aplikace byla testována pomocí dat získaných z projektů GDB Binutils a Systemtap. Na
těchto projektech bylo ukázáno, jakým způsobem může kultura jejich vývoje a náročnost
překladu a testování ztížit získání relevantních dat pro statistické učení vytvářených modelů,
což způsobilo, že výstupy aplikace nebylo možno řádně otestovat, respektive nebylo zajištěno
dostatečné množství relevantních dat pro provádění experimentů a prezentaci praktického
využití.
Další vývoj aplikace je směřován zejména k získání dostatečného množství relevantních
dat, aby bylo možno vytvořit prakticky využitelné statistické modely pro předpověď změny
chování testovacích případů a zároveň nad modely provádět experimenty k vyladění volby
atributů a jejich předzpracování.
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Příloha A
Obsah CD
Obsahem přiloženého CD jsou následující položky:
src Adresář se zdrojovými kódy aplikace.
master_thesis.pdf Text diplomové práce v elektronické podobě.
results Adresář s výsledky tvorby modelů pro projekt systemtap. Výsledky jsou exportem
datové struktury statistických modelů ve formátu xlsx.
redhat_presentation Adresář s materiály použitými pro prezentaci práce ve společnosti
RedHat.
excelatfit_presentation Adresář s materiály použitými pro prezentaci práce na konfe-
renci Excel@FIT.
README.txt Textový soubor popisující obsah CD.
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