This is the first of a series of three papers in which we present a full rigorous analysis of a class of spin glass models introduces by Derrida under the name of Generalised Random Energy Models (GREM). They are based on Gaussian random processes on the hypercube {−1, 1} N with a hierarchical correlation structure. In this first paper we analyse the models with a finite number of hierarchies. In particular, we identify the thermodynamic limit of the Gibbs measures with Ruelle's probability cascades.  2004 Elsevier SAS. All rights reserved.
Introduction
In 1980, Derrida proposed two simplified models for mean field spin glasses: the random energy model (REM) [9, 10] , and the generalised random energy model (GREM) [11] [12] [13] [14] . The former consisted of modelling the random energy landscape as simply i.i.d. Gaussian random variables on the set of spin configurations, {−1, 1} N . This model can be seen formerly as the limit of the so-called p-spin SK-models [32] , when p tends to infinity [9] . In spite of its simplicity, this model has proven to be a rather instructive toy model, and has received considerable attention in the mathematical community [2, 6, 14, 16, 17, 20, 22, 23, 27, 30, 34, 36] . Of course, in many respects this model is mathematically almost trivial, and physically quite unrealistic, as all the dependence structure that is present in more realistic models like the SK model, is absent. The GREM was introduced in view of keeping dependence, while simplifying it to a hierarchical structure to yield a mathematically more tractable model. In fact, the GREMs can be seen as a class of models that is obtained by equipping the hypercube {−1, 1} N with a tree structure and an associated ultra-metric distance, and then considering standardised Gaussian random fields on the hypercube whose correlation function depends only on this distance. We will call these models "Derrida's models" in contrast to the "Sherrington/Kirkpatrick (SK) models" [31] where the covariance depends on the Hamming distance, respectively the overlap R N (σ, σ ) = N −1 N i=1 σ i σ j . Let us mention in passing that the study of such processes may represent an independent interest in fields other than physics. E.g., in mathematical finance, such processes may represent a very reasonable model for the distribution of assets of a financial portfolio.
In this paper and two companion papers [4, 5] we will undertake a comprehensive study of this class of models. In the present paper we consider only the case when the covariance depends on the ultra-metric distance via a step function with finitely many steps. This corresponds to the classical GREM of Derrida. We will see in [4] how these results can be extended to the general case.
Surprisingly, even the GREM is mathematically not fully understood. Capocaccia et al. [8] derived the exact formula for the mean free energy, making rigorous and extending results of Derrida and Gardner [12] . Galvez et al. [20] construct a certain point process for the energies the case of the two-level tree. Most of the intuitive insight into the model stems from a paper by Ruelle [30] who in fact formulates a new model based on Poisson point processes that are suggested to represent the asymptotics of the fluctuations of the partition function and the Gibbs measures of Derrida's models in the thermodynamic limit. An unpublished note of Neveu [26] contains a rough outline of how these connection can be established, but even in the REM a full proof was published only recently [6, 34] .
An important ingredient in the analysis of the REM is the theory of convergence to Poisson processes of the extreme value statistics of (i.i.d.) random variables that is, of course, very well known (see e.g. [24, 28] ). In the GREM, analogous results will be needed in the correlated case. Here, standard results on extremal processes are much rarer. There are criteria under which the extremal processes have the same limits as in the independent case. We would like to point to a result of Bramson [7] that is related to the marginal situation. Here we will be interested in situations when this is not the case. The first results of this paper will be general Poisson convergence results for the extremes of hierarchically correlated Gaussian random processes, where the limits will be described as cascades of Poisson processes. In a second step, we will prove the convergence of Gibbs measures to random measures described in terms of such cascades. These results will be obtained by rather explicit and elementary computations. In a third step we will show that a different approach based on so-called Ghirlanda-Guerra identities [19, 1] allows to recover many of these results. This was observed in the REM by Talagrand [34] . Before stating our results, we begin with a precise definitions of our models.
Definition of the models
We will consider Gaussian processes X σ indexed by the hypercube S N ≡ {−1, 1} N . Let us equip the hypercube S N with the natural ultra-metric valuation
(note that 1 − d N (σ, σ ) is a ultra-metric distance on S N ). We will consider processes whose covariance is given by a (non-decreasing) function of d N , i.e. we assume that EX σ = 0, and cov(X σ , X σ ) = EX σ X σ = A d N (σ, σ ) (1.2) where A(x) is a probability distribution function on [0, 1].
The proper GREM with finitely many hierarchies corresponds to the special case when A is the distribution function of a measure that is supported on a finite number, n, of points x 1 , . . . , x n ∈ [0, 1]. In that case we denote the mass of the atoms x i by a i , and we set ln α i = (x i − x i−1 ) ln 2, i = 1, . . ., n, (1.3) where x 0 ≡ 0. Of course n i=1 a i = 1, and n i=1 α i = 2. The hypercube S N can then be considered as a n-fold product S N = n i=1 S N ln α i / ln 2 . We will write σ = σ 1 σ 2 . . . σ n where σ i ∈ S N ln α i / ln 2 . Usually we will assume that x 1 > 0, x n = 1, and all a i > 0, although at some later stage we will have to look also at what happens when x 1 = 0 and a n = 0.
Then the Gaussian process X σ can be constructed from α N 1 + (α 1 α 2 ) N + · · · + (α 1 α 2 · · · α n ) N independent standard Gaussian random variables X σ 1 , X σ 1 σ 2 , . . . , X σ 1 ...σ 2 , where σ i ∈ {−1, 1} N ln α i / ln 2 as
The partition function of the GREM at the inverse temperature β is defined as 
Convergence of associated point processes
We define the function (see e.g. [24] ) Note that if X is a standard normal r.v., P(X > u ln α,N (x)) ∼ α −N e −x , as N ↑ ∞. a k−1 (a k−1 + · · · + a n )(a k + · · · + a n )
a k−2 (a k−2 + · · · + a n )(a k−1 + · · · + a n ) + · · · + Z 1 a 1 (a 1 + · · · + a n )(a 2 + · · · + a n ) < 0 , where Z 1 , . . . , Z n−1 are n − 1 independent standard Gaussian random variables.
Remark. Theorem 1.1 gives a sharp criterion under which the correlations do not influence the properties of the extremal process. They are strictly weaker than the sufficient conditions one obtains e.g. from Slepian's Gaussian comparison lemma (see e.g. [24] , Theorem 4.2.1). converge weakly to point processes P (k) on R k , which is characterised by the following generating functions: (ii) If the first l − 1 components of these intervals coincide and the lth components are disjoint, i.e.
Remark. This theorem is a generalisation of Theorem 3 in [20] : we do not specify the distribution of the r.v. Y σ 1 ...σ i in the assumptions, and do not impose their independence (but only of their vectors).
Remark. The process P (k) is called a Poisson cascade with k levels. It is best understood in terms of the following iterative construction. If k = 1, it is just a Poisson point process on R with intensity measure K 1 e −x dx. To construct P (2) on R 2 , we place the process P (1) for k = 1 on the axis of the first coordinate and through each of its points draw a straight line parallel to the axis of the second coordinate. Then we put on each of these lines independently a Poisson point process with intensity measure K 2 e −x dx. These points on R 2 form the process P (2) . This procedure is now simply iterated k times. Theorems 1.1 and 1.2 combined give a first important result that establish which different point processes may be constructed in the GREM.
., m, and introduce standard Gaussian random variables
Assume that the partition J 1 , J 2 , . . . , J m satisfies the following condition: for all l = 1, 2, . . ., m and all k such that
Then the point process
converges weakly to the process P (m) on R m defined in Theorem 1.2 with constants K 1 , . . . , K m . The constant
where
Remark. Given a i , α i , i = 1, . . . , n, the partition of indices J 1 , . . . , J m satisfying the condition (1.12) is generally not unique. Therefore this corollary yields a family of convergent point processes associated with the GREM. In the sequel we will frequently drop the upper index and write P ≡ P (m) , in particular when the value of m can be read off from the arguments.
The extremal process
We can now formulate a result on the extreme order statistics of the random variables X σ . It is clear that the extremal process should be constructed from one of the cascade processes that were constructed above. It remains to find out which one. The answer is simple: it is the one that provides the largest values. To do so, one has simply to try to group as many intermediate hierarchies together to a single point process. In other words, among the possible choices for the integers J 1 , . . . , J m allowed in Theorem 1.3, we must choose those that have maximal spacing. Algorithmically, this is achieved by setting J 0 ≡ 0, and
where we have put
Of course it will be essential that 
and the point process
( 
Remark. Note that if some of the inequalities in the condition (1.12) hold with equality, there are several point processes that to leading order give the same contribution to the extremes. The degeneracy is lifted in favour of the process with the longest increments in the J i through the ln N term in the functions u ln α,N defined in (1.7). If one considers what happens here as a function of the parameters, one sees that the process with fewer levels 'dies out', and the process with extra levels takes over. While the values of the extremes are in leading order the same at the coexistence point, as the inequality gets strictly violated, these values now begin to drop substantially.
Convergence of the partition function
We will now turn to the study of the Gibbs measures. Technically, the main step in the proof will be to show that the infinite volume limit of the properly rescaled partition function can be expressed as a certain functional of Poisson cascade processes, as suggested by Ruelle [30] .
For any sequence of indices 0 < J 1 < · · · < J m = n the partition function of the GREM can be written as:
. ., m, and the random variables
are defined in (1.11). Moreover, for any sequence J 1 , . . . , J m satisfying the assumptions of Theorem 1.3, the corresponding point process converges. But, of course, at most one of these sequences can provide through (1.19) the right scaling of the fluctuations of the partition function. As in the analysis of the extremal process, it will be the process corresponding to a maximal spacing of the integers J i given in (1.15). However, unlike in the case of the extremal process, it must be cut at some temperature dependent level,
According to the notations of (1.19)
In [8] the limit of the free energy was found in terms of (1.15) and (1.20): Theorem 1.6 [8] . With the notation introduced above,
and also in L p , 1 p < ∞.
The following theorem yields the fluctuations of the partition function and of the free energy.
. . , J m ∈ N, be the sequence of indices defined by (1.15) and l(β) defined by (1.20) .
Then the properly normalised partition function of the GREM converges in law to the following integral on
This integral is over the process P (l(β)) on R l(β) from Theorem 1.3 with constants K j from Theorem 1.3. The constant C(β) satisfies 23) and
Remark. Note that the event in (1.24) is not empty since the necessary equality of parameters holds at least for
The integrals over the Poisson cascades appearing in Theorem 1.5 are to be understood as
The existence of this limit under the hypotheses of the theorem are ensured by 
The Gibbs measures
We will now turn to the asymptotic description of the Gibbs measures in the GREM. In the REM one considers Ruelle's process of the Gibbs masses, obtained as the limit of the process W N ≡ σ δ µ β,N (σ ) . Together with the information that the replica overlap in the REM can take on only the values 0 and 1 in the limit, this process describes fully the structure of the Gibbs measure: namely, if one is interested in capturing an arbitrary large fraction 1 − p of the total mass, then it suffices to consider for some ε = ε(p) > 0 the atoms of the process W with mass larger than ε, and to place them at random on a set of orthogonal vectors on the infinite-dimensional unit sphere.
In the GREM, this picture is insufficient since the overlap distribution may now take on values that are different from 0 and 1. Thus the points carrying the masses described by the process W are distributed in a more complicated way in space. Ruelle took this fact into account when defining the "probability cascades" in his version of the GREM. We will describe these objects in the context of the GREM and prove their convergence to Ruelle's cascades.
The overlap distribution
A key object considered in the physical literature on spin glasses is the distribution of the overlap, i.e. the random probability distributioñ
In the context of the GREM, it is more natural to introduce the distribution of the hierarchical distance, i.e.
(1.27)
An interesting and rather important result will be the fact that these two notions coincide in the thermodynamics limit, implying that the Gibbs measures concentrate on sets where between any two points the two distances coincide.
With the notation introduced in Theorem 1.7 according to the partition J 0 , . . . , J m defined in (1.15), let us set
and
We will see that the measure f β,N converges to a limiting random measure f β with support on the set {0, q 1 , . . . , q l(β) }.
Point processes of masses
We will introduce a number of point processes that appear to be good candidates for a more detailed description of the Gibbs measure.
Let us introduce the sets
as well as their projection on the last coordinate,
It is easy to see that the processes W
where the integration is of course over the last coordinate w m+1 . Note that these processes will in general not all converge, but will do so only when for some σ , µ β (B m (σ )) is strictly positive. From our experience with the Gibbs measure, it is clear that this will be the case precisely when m l(β). In fact, we prove the following: Moreover, these atoms are naturally clustered in a hierarchical way. These processes were introduced by Ruelle [30] and called probability cascades.
There is an intimate relation between the distance distributions f β and these point processes. The first result we shall prove is the following theorem. 
Ghirlanda-Guerra identities
We now turn to a different approach towards the construction of the processes W β that will completely avoid the use of the Poisson cascades. In fact, we will see that the convergence of the processes W β,N follows from general principles once we can compute the limiting free energy as a function of the function A describing the covariance of the Gaussian process X σ . The key role in this approach is played by the so-called Ghirlanda-Guerra identities [19, 1, 33, 35] . The existence of this approach will bear its full fruits in the follow-up paper [4] where it will allow us to treat the GREM with continuous hierarchies.
First we get an explicit expression for the mean of f β .
Proposition 1.11. The mean of f β is given by
(1.36)
Let us denote by µ ⊗k β,N the distribution of k independent copies of σ under the Gibbs measure. The following proposition implies the Ghirlanda-Guerra relations in our models. 
It is quite remarkable that these relations suffice to determine completely the distribution of the random measures W β through their generalised moments. In the REM, this fact was first pointed out by Talagrand [34] . Proof. Since it is important to understand this result, we will prove this theorem immediately. Note first that the last term in (1.37) is just 
(1.39)
Then define, with J ≡ |J 0 |,
Now all we have to realise is that for any such event A J , as long as J 0 is of size larger than two, there are l, m, r, 1 r n, such that for some J with J = J − 1, l ∈ J and m / ∈ J :
(1.41)
Thus using (1.37) with h = A J allows to express A J in term of A J with J that have total length strictly less than J , and those of length two. Thus it is obvious that the reduction procedure will yield expressions for any A J as function of those involving only two replicas. Of course there are only n such sets, depending only on the number of non-empty levels. These of course have an immediate meaning in terms of the two-overlap distribution via (1.38). This result generalises the corresponding finding in the REM, where of course the multi-index J is trivial. We will now show that expectations of the numbers A J fully determine the processes W β defined in Theorem 1.9 (in complete analogy to what Talagrand [T2] found in the REM). To see this, note that a random measure M N on R d converges to M, if for any k ∈ N, any continuous function F : R k → R, and any collection of continuous, integrable functions
(see e.g. [21, 28] . . .
where i m 1 (otherwise, the expression would be infinite). Clearly, taking products of such terms, the resulting objects are precisely expectations of events of the form A J . This proves Theorem 1.13. 2
The recursions on the A J may look forbidding, but if only limited information is sought, they can provide quickly a great amount of information. As a first trivial corollary, they yield a very simple proof of a result of Ruelle [30] : 
., l(β).
Proof. Note that if we are interested only in the one-dimensional processes R m β , we only need to control moments of the form
Thus we have the same type of objects as in the REM, and since the relations (1.37) have the same form for all m, the claimed result follows from the preceding theorem. 2
In the remainder of this paper we will present the proofs of the theorems stated above.
Proofs of point process convergence results

We use the relation A(N) ∼ B(N) to indicate that lim N↑∞ A(N)
B(N) = 1. The technical key to Theorem 1.1 is the following lemma:
as N ↑ ∞, where K is defined in Theorem 1.1. If at least one of inequalities (1.8) fails, then
Proof. If n = 1, then allᾱ N random variables in the event of (2.1) are independent. In this case the statement of the lemma is a classical result of extreme values theory. Let now n 2. We define
. . , σ n ∈ {−1, +1} lnα n / ln 2 :
where X, X σ i+1 , . . . , X σ i+1 ...σ n are all i.i.d. standard normal r.v.'s. We will estimate these probabilities by induction downwards from i = n − 1, using the identity
First we prove the assertion of the lemma under assumption that all inequalities in (1.8) are strict. In this case we will prove inductively for i = n − 1, n − 2, . . ., 1 that
for any x ∈ R, and thus
Since the probability in the l.h.s. of (2.1)
∼ e −e −x , (2.5) indeed proves the assertion of the lemma in this case.
Let us now turn to the proof of (2.5). Note that
, where X is a standard Gaussian random variable, and so the upper bound for (2.5) is immediate by Proposition A.1 of the appendix. We will establish the lower bound for (2.5) by induction. Let first i = n − 1. The identity (2.4) reads
Let us fix δ n−1 > 0 such that ln α n − (lnᾱ − δ n−1 )a n < 0, which is possible only due to the strict inequality in (1.8) for i = n. For all y, t satisfying √ a n−1 + a n y − √ a n−1 t √ a n 2(lnᾱ − δ n−1 )Na n (2.7)
by Proposition A.1 we have
Then, using the elementary inequalities
and again Proposition A.1, it is easy to deduce the asymptotics of the integrand in (2.6):
uniformly for all y, t satisfying (2.7). Observe that condition (2.7) is equivalent to t t cr (y) ≡ ( √ a n−1 + a n y − 2(lnᾱ − δ n−1 )Na n )/ √ a n−1 . Thus in view of (2.6), P (n − 1, y) obeys the following asymptotic lower bound
as N ↑ ∞, uniformly in y ∈ R. After the change of variables s = ( √ a n−1 + a n t − √ a n−1 y)/ √ a n the last integral becomes
It yields the necessary asymptotic lower bound for (2.5) as N ↑ ∞ uniform for y ∈ [ 2(lnᾱ − δ n−1 )N(a n−1 + a n ), ∞) if we set 0 < δ n−1 < δ n−1 . Assuming that (2.1) is proved for i = n − 1, n − 2, . . . , l + 1, we will prove it for i = l. Let us fix δ l > 0 such that δ l δ l+1 and ln(α l+1 · · · α n ) − (lnᾱ − δ l )(a l+1 + · · · + a n ) < 0 due to the strict inequality in (1.8) for i = l + 1. Then for all y and t verifying the condition
we have by the induction hypothesis (2.1)
which tends to zero, as N ↑ ∞. Furthermore, again by the induction hypothesis for i = l + 1 and elementary exponential inequalities (2.8)
uniformly for all y, t satisfying (2.9), that is for
In view of this estimate the identity (2.4) for i = l gives the following asymptotic lower bound for P (l, y) as N ↑ ∞ uniform for y ∈ R:
This bound has the asymptotics stated in (2.5), uniformly in y ∈ [
The analysis is more delicate whenever some of the inequalities (1.8) degenerate into equalities. Assume that k = max{i > 1, a i + · · · + a n = ln(α i · · · α n )/ lnᾱ}. Then for i = n − 1, n − 2, . . ., k (2.5) remains valid in the respective domains of y. For i = k − 1 we will prove the following two assertions (a k−1 ) and (b k−1 ).
(a k−1 ) For any C ∈ R we have
For any ε > 0, there exist a negative constantC k−1 (ε) ∈ R of large enough absolute value, and N(ε) ∈ N, such that, for all N N(ε) and all y ∈ (0, 2 lnᾱ(
The proof is based again on (2.4) for i = k − 1. First of all, let us remark that the asymptotics of P (k, y) is determined by (2.5) uniformly in the interval of y ∈ [u ln(α k ···α n ),N (x), ∞) for any x ∈ R. This is ensured by the equality (1.1) for i = k, since consequently
uniformly for y, t such that
Then, given an arbitrary ε > 0, using the inequalities (2.8), one can choose a sufficiently large x 0 = x 0 (ε) ∈ R and N(ε, x 0 ) to bound the integrand in (2.4) for i = k − 1 as follows:
for all N N(ε, x 0 ) and all y, t under condition (2.14), that is for t up to t cr (y) ≡ (y
After making this choice, let us decompose the integral (2.4) for i = k −1 into two terms I 1 and I 2 : in the first one the integration is from −∞ to t cr (y) and in the second from t cr (y) to +∞. In view of (2.15), for all N N(ε, x 0 ), I 1 is bounded from below and above by 1 2π
times the factors (1 − ε) and (1 + ε) respectively. Combined with the observation (2.13), this integral yields the asymptotics stated in (a k−1 ). Moreover for any ε > 0 one can findC k−1 (ε) and N(ε) such that for all
and N N(ε) I 1 obeys the bound of (b k−1 ). The term I 2 brings no significant contribution to the asymptotics of (a k−1 ) as it verifies the bound (2.12) uniformly on the whole interval y ∈ (0, ∞). To show this, we simply bound its integrand from above by e −t 2 /2 and consider separately two intervals of y: 
Here Proposition A.1 applies:
The function f (y) reaches its maximum at
where it equals
Hence, e f (y)/2 being of the order at most N −1/2 , I 2 does not contribute to the asymptotics of (a k−1 ) and satisfies the bound of (b k−1 ) for all y ∈ ∆ 2 as well when N is bigger some N(ε). This concludes the proof of (a k−1 ) and
To continue the proof of the lemma, let us assume that the inequalities (1.8) are strict for (a 1 i ) For any C ∈ R we have
By virtue of (a 1 l ), (b l ), and the inequalities (2.8), for any given ε > 0 there exist a sufficiently large x 0 = x 0 (ε) ∈ R, and N(x 0 , ε), such that, for all N N(x 0 , ε), all y ∈ R, and all t t cr (y) ≡ (y
, the integrand in (1.8) for i = l − 1 can be estimated from above and below by α N l P (l, ·)e −t 2 /2 (1 ± ε) times. Having x 0 fixed, we again split the integral (1.8) into two terms, I 1 and I 2 , where the integration is from −∞ to t cr (y) and from t cr (y) to +∞, respectively. By the same arguments as in (2.17), the term I 2 does not contribute to (a 1 l−1 ) or (a 2 l−1 ), and satisfies the bound of condition (b l−1 ). To treat the term I 1 we distinguish the two cases when the inequality (1.8) is strict for i = l, and when equality holds, respectively.
In the second case, the assumed equality entails
This means that the probability P (l, ·) entering the integrand of I 1 has the asymptotics claimed in (a 1 l ) uniformly in the interval of integration t t cr (y) and all y. Then for any ε > 0, one can find N(x 0 , ε) such that, for all N N(x 0 , ε), the term I 1 is bounded from above and below by
replaced by the variable of integration s. Finally, we substitute (2.19) into the upper limit of integration s cr(y) and the assertions (a 2 l−1 ) and (b l−1 ) follow. Let us now turn to the case of the inequality (1.8) strict for i = l. Given ε > 0, one can choose a negative constant C l (ε) of sufficiently large modulus such that (a 1 l ) is satisfied and that
Next, let us decompose I 1 ≡ I 1 + I 2 , s.t. in I 1 the integration is from −∞ tot cr (y) and in I 2 -fromt cr (y) to t cr (y), wherẽ
The choice ofC l (ε) enables us to apply to the integrand of I 2 the estimate (b l ). It is easy to see, changing variables as in (2.20) , that I 2 is bounded by ε(α l · · · α n ) N e −y 2 /2 / √ 2πy, for all N large enough, and all y in the intervals of (a 1 l−1 ) and (b l−1 ).
To consider I 1 , we are entitled to estimate its integrand by (a 1 l ) uniformly in the interval of integration. Then for all N large enough this term is bounded from above and below by the integral (2.20) with t cr (y) replaced bỹ t cr (y). Consequently, it equals (2.21) with s cr (y) replaced bỹ
Combined with (2.22), this integral yields the asymptotics (a 1 l−1 ) and the bound (b l−1 ) . Following this recurrence procedure up to i = 1, we obtain for a particular y = u lnᾱ,N (x)
where K is as defined in Theorem 1.1. Thus the probability in the l.h.s. of (2.1) equals
It remains to establish the assertion (2.2) if for some k, 2 k n, the inequality (1.8) is violated. For this purpose we prove by induction for i = k − 1, k − 2, . . . , 1 that for any ε > 0 andδ i >δ i+1 > 0 there exists a number N(ε,δ i ) such that
for all N N(ε,δ i ) and all y ∈ (0,
The arguments of the proof are very similar to those above. Then starting fromδ k−1 such that (a k + · · · + a n ) lnᾱ < ln(α k · · · α n ) −δ k−1 and ending withδ 1 sufficiently close toδ k−1 , we make y = u lnᾱ,N (x) belong to the interval of y where (2.24) with i = 1 holds true. Thus, P (1, u Proof of Theorem 1.1. The necessity of (1.8) is immediate from the assertion (2.2) of Lemma 2.1. The sufficiency follows from Kallenberg's theorem [21] (see also [24] ) on the weak convergence of a point process P N to the Poisson process P. Applying his theorem in our situation, weak convergence holds whenever
(ii) For all finite unions of half-open disjoint intervals
The proof of assertion (i) is obvious, and the proof of assertion (ii) is completely analogous to that of Lemma 2.1. We leave the details to the reader. 2
Proof of Theorem 1.2. We proceed by induction. In the case k = 1, P (1) = P 1 is the Poisson point process on R and the statement of the theorem is already contained in the assumptions.
Assume that (1.10) is proved for k − 1. Taking into account the identical distribution of the r.v. Y σ 1 ···σ i , i = 1, 2, . . ., k, and the independence imposed on their vectors we may write:
(which tends to zero as N ↑ ∞) and
With this notations we have
The term I N 2 in this representation converges to zero as N ↑ ∞. In fact, due to the convergence (1.9) and a 1 > −∞, for any ε > 0 one can find a sufficiently large C(ε) > 0 and N(ε) such that 
and (1.10) is proved.
Let us establish the independence property (i). We take r = 2 for shortness, the case of r > 2 is analogous. Again in view of the identical distribution of the r.v. Y σ 1 ···σ i , and of the independence of their vectors, we get: 26) where in the last line we applied (1.10) with n − 1 levels together with the arguments similar to (2.25) . Recall that the counting variables 
leading to the exponential bound
It follows by Borel-Cantelli lemma that E has an a.s. finite number of points in any interval [a, ∞) and (ii) of Theorem 1.5 is proven for m. Now we turn to (ii) of Proposition 1.8 We must show that for any a ∈ R
For any ε > 0 one can find a large A(ε, a) such that the probability (2.30) is not bigger than
This follows from the exponential bound analogous to (2.29) and the property (ii) applied to the processes E constructed from P (1) , . . . , P (m−1) . The probability (2.31) does not exceed
where the terms in the sum equal zero by induction assumption. Since ε > 0 is arbitrary, (2.30) follows.
To show (i) of Proposition 1.8 we consider 1 x 1 +···+c i x i (c 1 +···+c i ) 
The convergence (i) is equivalent to the convergence of the following probability generating functionals (p.g.fl.s): for any continuous function h(x), 0 < h(x) 1, with 1 − h vanishing outside a bounded set E x∈E N h(x) → E x∈E h(x), see Proposition 9.1.VII in [15] . Let us write (1) N and P (1) in R. The statement (i) for m − 1 and the fact that E has an a.s. finite number of points in any bounded set imply that for any ε > 0 one can find K(ε) such that the number of terms E[·] in the product over {x ∈ A} is smaller than K(ε) with probability at least 1 − ε for all N large enough. Taking into account also that 0 < h(x) < 1, we derive that the first term in (2.33) converges to zero. The second term converges to zero by the p.g.fl.s. convergence criterion applied to E N and E constructed from the first m − 1 coordinates on the functioñ h(x) = y∈supp P (1) h(x + γ m y). For any x ∈ R the difference between I N 1 and the integral I of (1.22) can be written as follows:
Given ε > 0, one can choose x < 0 sufficiently large by absolute value such that for all N starting from some N(x), the probability that the last two terms of (3.1) are smaller than ε, is arbitrarily close to 1. Namely, for the last term this is obvious from Proposition 1.8(ii). For the term before the last it suffices to apply Chebyshev's inequality and to estimate its expectation after. Since γ 1 > · · · > γ l(β) and βγ l(β) > 1, then by Lemma 3.2 for all N N(x) the expectation of this term is smaller than C(β)Ce
j=1 (βγ j −1) ↓ 0 as x ↓ −∞. Let us fix x < 0 large enough by absolute value and consider the kth term in square brackets, k = 1, 2, . . ., l(β). The inequalities (1.12) being verified for the partition (1.15), we have the point processes convergence stated in Theorem 1.3. If k = l(β), then by Proposition 1.8(i), the integral in the l(β)th term is over a finite number of points of P (l(β)) a.s. Then, indeed, this term converges to zero in distribution. If 1 k < l(β), then the un-truncated sums over σ J k +1 , . . . , σ n are involved in the kth term. They are distributed as I 1 N for the GREM of n − J k levels where the parameter l(β) equals l(β) − k. By induction each of these sums converges in distribution to the integral of e βγ k+1 x k+1 +···+βγ l(β) x l(β) over the process P (l(β)−k) on R l(β)−k . Moreover, by Proposition 1.8(i) the integral in the kth term of (3.1) is the linear combination of a.s. finite number of independent integrals distributed as these. These arguments together imply the convergence to zero of the kth term of (3.1) and complete the analysis of I 1 N . Let us write a similar representation for I 2 N : .2) is smaller than ε with probability arbitrarily close to 1. Having fixed x < 0 with sufficiently large absolute value, let us turn to the sum of the first l(β) terms. In the kth term of (3.2) the un-truncated sums multiplied by the term in round brackets are distributed as I N 2 in the GREM of n − J k levels where the parameter l(β) equals l(β) − k. They converge to zero in probability by induction. Furthermore, for any δ > 0 one can find large enough numbers N(δ, x), R(δ, x) and X(δ, x) such that for all S N N(δ, x) with probability at least 1 − δ the kth term of (3.2) is a linear combination of at most R(δ, x) such sums with the weights at most e βX (δ,x) . The number R(δ, x) exists by Proposition 1.4(i) and of the number X(δ, x) does by Theorem 1.5. This theorem asserts the point process convergence of extremes
. . , dx k ) where the process E has at least one point in [a, ∞) with exponentially small probability as a → ∞. Then the kth term in I N 2 converges to zero in probability, as N ↑ ∞, k = 1, . . . , l(β). Hence, I N 2 converges to zero in probability. This concludes the proof of the theorem. 2
Lemma 3.1. Let in the GREM
The constant C(β) = 1 if βγ 1 < 1 and 
for all j = 1, . . ., n because of the strict inequality β 2 A 1,j < 1. We use truncation techniques originally introduced by Talagrand. Let us define the truncated partition function
and setZ
We can then write
It is easy to compute
where Z 1 , . . . , Z n are independent standard Gaussian r.v. Thus the second term in (3.7) converges to zero in L 1 and in the first term the factor EZ T β,N /EZ β,N converges to 1. Finally, for any δ > 0
where X 1 , . . . , X n and Z are independent standard Gaussian r.v. In view of the choice of ε > 0, (3.9) converges to zero as N ↑ ∞. Then the first factor in the first term of (3.7) Z T β,N /EZ T β,N → 1 in probability finishing the proof of the lemma in the case βγ 1 < 1.
Assume now that βγ 1 = 1. We fix ε according to (3.4) for all j such that β 2 A 1,j < 1. (In particular, the last inequality holds for all j > J 1 .) For those j J 1 for which β 2 A 1,j = 1 we truncate the partition function by
Let us compute again
Then the factor EZ T β,N /EZ β,N converges to C(β). The other factor Z T β,N /EZ T β,N in the first term of (3.7) converges to 1 in probability. In fact, it can be estimated as the sum (3.9) where the terms over j with A 1,j < A 1,J 1 remain the same and the terms over j with A 1,j = A 1,J 1 become:
in view of the equality β 2 A 1,j = 1. The second term in (3.7) does not converge to zero in L 1 in this case, as its expectation is about (1 − C(β)). Nevertheless, we show that it converges to zero in probability. Taking into account (1.19) with β 2 A 1,j = 1, one can estimate it bȳ 2 A J 1 +1,J 2 < β 2 A 1,J 1 = 1. Otherwise, start induction procedure on the size of the first cell. Then this sum over σ j +1 , . . . , σ n with the first cell smaller than J 1 converges to a constant by induction assumption. It follows from these arguments that the whole sum over σ 1 , . . . , σ j is bounded in probability: for any ε > 0 there exits M(ε) that it is bigger than M(ε) with probability smaller than ε for all N sufficiently large. Finally the prefactor e − ln N/2 make it converge in probability to zero. This proves the convergence in probability to zero of the second term in (3.7) and completes the proof of the lemma. 2 where the constant C does not depend on x.
Proof. The l.h.s. of (3.11) equals
Proposition 3.3 below will be applied with
for all N large enough. 2 
where the constantC depends only on the constants c 1 , . . . , c m .
Proof. This is a rather cumbersome computation involving several induction procedures. It is based on a standard estimate for the density of standard random variables (Proposition A.1) that is given in Appendix A. In the case m = 1 (3.13) follows directly from Proposition A.1. Assume that it is proved to m − 1 and let us make an induction step to m. Denote by
For any δ > 0 by Proposition A.1 we may write:
Let us first show that with δ > 0 small enough I 2 N,m is of exponentially smaller order than the bound (3.13). For this purpose we find k such that
(3.14)
(If (3.14) fails already for i = 2 we put k = 1, if (3.14) holds up to i = m − 1, we put k = m − 1.) Then the term I 2 N,m is bounded by the probability of the following event for which the estimate (3.13) applies by induction: where we used (3.14) with i = k and the assumptions on c i and a i of the proposition. Note also that by (3.16) and (3.17) the choice of an appropriate δ > 0 in (3.15) depends only on c i , a i for i = k, . . . , m. Next, we concentrate on the analysis of I 1 N,m . We start another induction to prove that it obeys the bound (3.13) under the assumptions of the proposition. It is not difficult to check this for m = 2 and we skip it. Assume that this holds true up to m − 1. We want to prove it for m. We write I 1 N,m as
with the notation
for any δ > 0, we are allowed to apply to the inner integral the estimate Proposition A.1, otherwise let us just estimate it by √ 2π: 
The term J 1 N,m has the form of I 1 N,m−1 with parameters a i , c i , i = 1, . . ., m − 1. By induction it obeys the bound claimed in (3.13). In fact, this term gives the main contribution to I 1 N,m and to the probability of (3.13). We will show that, under assumptions of the proposition, with an appropriate choice of δ > 0 depending only on a i and c i , i = 2, . . . , m, the contribution of J 2 N,m is of exponentially smaller order than the bound on (3.13). 
where 
finishes the proof of (3.19) in this case. In particular this proves This finishes the proof of (3.19) and completes the proof of the proposition. ,x) , . . . ,
We will use the fact that convergence in distribution of a sequence P N (see e.g. [21, 28] ). We can of course replace P 
a.s. (3.27) Moreover, this vector is a continuous function of x, which in turn implies that
is a continuous function of x, and thus ,x) , . . . ,
Thus all arguments of G in (3.26) converge (after replacing P 
The two-replica distribution
We now turn to the analysis of the overlap distributions. Let us first look at the distribution of the ultrametric valuation, f β,N , defined in (1.27). 
To conclude the proof of Theorem 1.10, we must show that f β is in fact atomic with atoms only at the values q i , i = 1, . . . , l(β) and that the limiting overlap distribution functionf β does the same.
For that purpose let us introduce a more complicated looking object. Consider the segments
induced by the overlapsσ l ·σ l of all the 'levels' of the limiting Poisson cascade as follows: for any intervals
The following theorem yields then all desired information on the overlap distribution and on the ultrametric distribution functionsf β and f β . In particular, it implies Theorem 1.10 readily. 
3)
The random variables Q 1 , . . . , Q l(β) are given as 
(cl I denotes the closure I .) We start with (i) where β 2 A 1,J 1 1. Let us fix ε > 0 such that
for all j = 1, . . ., n such that β 2 A 1,j < 1. Introduce the events
if β 2 A 1,j < 1 (which holds for all j > J 1 , and, if βA 1,J 1 < 1, for all j J 1 as well), and
N and L 2 N converge in probability to constants C −2 (β) and C −1 (β) by Theorem 1.10. The mean of the first factor in square brackets of L 1 N is bounded by
The second term in (4.10) goes to zero exponentially fast; the third term is O(1/N). The first term converges to zero as well. Namely, for any m ∈ (−1, 1), the number of pairs of configurations σ, σ such that
For any ε > 0 one can find δ > 0 such that, for all |m| > ε φ(m) > δ. Since 0 / ∈ cl I , the first term of (4.10) being the sum of these numbers with |m| > ε, is exponentially small. It follows that L 1 N → 0 in probability. The first factor in L 2 N is bounded by 2 −N e −β 2 N/2 σ e β √ NX σ 1 {∪ n j=1D σ 1 ...σ j } , which equalsZ T β,N /EZ T β,N with the notation of Lemma 3.1. In the proof of that lemma it was shown that this converges to zero in probability (see (3.10) and the discussion following it). Hence, L 2 N → 0 in probability as well, and assertion (i). Let us turn to (ii). We introduce the events
with the notations
The third term in (4.11) U j=1 (βγ j −1) for all N large enough by Lemma 2.2. Then for any given pair of ε,ε > 0 one can find x < 0 sufficiently large by absolute value such that
for all N starting from some number N 0 . Givenε, ε > 0, let us then fix an appropriate x < 0 and consider the terms M 1 N /U 2 N and M 2 N /U 2 N with this choice. To treat M 2 N /U 2 N , it suffices to show that M 2 N is non-zero with vanishing probability as N tends to infinity. This means that the random variable We will show P(η
First of all, note that for any ε > 0 there exists K(ε) such that P ( σ 1 ,...,σ k 1 {Ēσ 1 ,. ..,σ k } > K(ε)) < ε for all N large enough. Namely, by Theorem 1.3 this probability converges to the probability that the process P (k) in R k has more than K points in the domain
This last probability tends to zero as K → ∞ since by Proposition 1.8(i) P (k) has a.s. a finite number of points in this domain. Second, observe that the sums of the second level σ l ,...,σ p :σ l ·σ l ∈I l 1 {·} are independent from the indicators in front of them in the first level due to the conditionσ l ·σ l ∈ I l with 1 / ∈ I l . Third, for any givenσ l let us compute the number of configurationsσ l such thatσ l ·σ l ∈ I l and estimate it by Stirling's formula as it was done in (i). This numberᾱ Otherwise we proceed by induction. As in the analysis of the third term, for any given ε > 0 we choose δ(ε) to make the denominator U 2 N smaller than δ(ε) with probability smaller than ε and after that concentrate on the numerator M 1 N . Assume that (ii) has been proven up to l − 1 and consider the kth term of M 1 N . For any ε > 0 one can find such a large K(ε) that P( σ 1 ,...,σ k 1 {Ē N σ 1 ...σ k } > K) < ε. Once again, by Theorem 1.3, this probability converges to the probability that the process P (k) in R k has more than K points in the domain γ 1 x 1 + · · · + γ k x k > (γ 1 + · · · + γ k )x and this last probability tends to zero when K → ∞ by Proposition 1.8(i). Thus, with a large enough probability the kth term is a linear combination of not more than K terms of type Vσ 1 ,...,σ k . Each of these terms Vσ 1 ,...,σ k converges in probability to zero, since the product of the first two factors [·][·] −2 of Vσ 1 ,...,σ k do so by induction assumption, while the third factor [·] 2 converges to the square of an a.s. finite integral over the process P (l(β)−k) by Theorem 1.7. Thus for any k = 1, . . ., l − 1, the kth term of M 1 N converges in probability to zero and the proof of the assertion (ii) is terminated.
The proof of the assertion (iii) goes by induction along the same lines as for (ii) using truncation by Eσ 1 ,...,σ k , the point process convergence of Theorem 1.3 together with the properties of the process P (m) of Proposition 1.8, Theorem 1.7 and the estimate of the Lemma 2.2. We omit similar details to (ii) and only emphasise the differences. Observe that to obtain (4.13) it was crucial that the sums of the second level of (4.12) were independent from the indicators in front of them. This property was achieved by the assumption 1 / ∈ I l . In (iii) this independence property is already provided by the assumption 1 / ∈ I l−1 , since then the random variables X σ 1 ,...,σ l−1σl ,... and X σ 1 ,...,σ l−1σ l ... with (σ l−1 ·σ l−1 )/N ∈ I l are independent. Therefore under (iii) the contribution of any I l such that 0 / ∈ cl I l is negligible. Furthermore, if evaluating (4.12), we have 0 ∈ cl I l , but for some j , l < j p, 0 / ∈ cl I p , then anyway It is easy to derive from (i), (ii) and (iii) that the measure f ⊗l(β)+1 β,N in the limit has an atomic structure with atoms ({1} × · · · × {1} × {0} × · · · × {0} × {0}) and it remains to study its asymptotic behaviour on the set ({1} × · · · × {1} × ∆ l(β)+1 ) and show that in the limit it is concentrated on the unique atom of this set ({1} × · · · × {1} × {0}). This is the subject of (iv). Its proof is carried again by induction as in (ii) and using truncations by 1 {Eσ 1 ...σ k } . We outline only that the basis of the induction is the statement (i) for l(β) = 0. All other arguments are the same as in (ii), therefore we omit further details of the proof. 2
Proof of the Ghirlanda-Guerra relations
In this section we find the mean of the overlap distribution function stated Proposition 1.11 and GhirlandaGuerra relations stated in Proposition 1.12. Throughout this section we assume that the model parameters are such that the inequalities (1.12) are all strict.
The following simple observation is the key towards both of these results. Proof. It is completely analogous to the proof of Proposition 5.1 using the integration by parts (5.3). 2
The strength of Lemma 5.2 comes out when combined with a factorisation result that in turn is a consequence of self-averaging. where the last inequality is the Cauchy-Schwartz inequality applied to the joint expectation with respect to the Gibbs measure and the disorder. Obviously the first factor in the last line is equal to which is finite. Thus, the first term in (5.8) will vanish when divided by N . To see that the coefficient of N of the second term gives a vanishing contribution, we use the general fact that if the variance of family of a convex (or concave) functions tends to zero, then the same is true for its derivative, provided that the second derivative is bounded (see Lemma 8.9 in [3] or Lemma 4.3 in [32] ). In Theorem 1.7 we have more than established that the variance of F β,N tends to zero (this follows of course also from Gaussian concentration of measure estimates [25] ), and hence the result of the lemma is proven. 2
Remark. The last argument is the sole reason why we need to exclude the situations when equality holds for some of Eqs. (1.12). In fact, in this case the model is in a sense at a "critical point" in the space of its parameters. we obtain the assertion of Proposition 1.12. 2
