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TFG EN ENGINYERIA INFORMÀTICA, ESCOLA D’ENGINYERIA (EE), UNIVERSITAT AUTÒNOMA DE BARCELONA (UAB)
Desarrollo de herramientas de apoyo al
usuario de JASON: plataforma de
procesado GNSS en el cloud
Paul Eduardo Paredes-Brito
Resumen– JASON es un servicio de posicionamiento GNSS que utiliza múltiples fuentes de
información para realizar post-procesado PPK. Anteriormente JASON utilizaba protocolos en legacy
code, por lo tanto, en este trabajo de fin de grado se ha refactorizado el código e implementado
diferentes protocolos como FTP. A demás, se ha implementado un servicio de CORSFINDER el cual
consiste en mostrar a los clientes de JASON las estaciones base disponibles e ir actualizándolas
periódicamente. Finalmente se mejora la experiencia de usuario de JASON al enriquecer el aspecto
visual, la presentación de información y la generación de informes automáticos de cada procesado.
Palabras clave– GNSS, PPK, PPP, SPP, AWS, serivicio cloud PPK , FastAPI, refactorización,
código limpio, TDD, CORS.
Abstract– JASON is a GNSS positioning service that uses multiple data sources to perform
PPK post-processing. Previously, JASON used protocols in legacy code; therefore, this final degree
project has re-factorized the code to implement enhanced protocols such as FTP . Besides, a
CORSFINDER service has been implemented to show JASON customers the available base
stations and update them periodically. Finally, JASON’s user experience is improved by enriching
the visual aspect, the presentation of information, and the generation of automatic reports of each
processing.




ROKUBUN [1] es una compañı́a de telecomunicacio-nes de Barcelona que se especializa en la navega-ción GNSS (Global Navigation Satellite System)
y la observación de la Tierra con el objetivo de ofrecer
soluciones centradas en los campos de navegación de alta
precisión, económicas y escalables. Dirigido al mercado de
teléfonos móviles, vehı́culos aéreos no tripulados, servicios
basados en ubicación, conducción autónoma, entre otros.
Tienen una plataforma de procesado cloud llamada JA-
SON, PaaS (Positioning-as-a-Service) [2], es un sistema de
procesado de datos GNSS, con el cual se consigue una geo-
localización de alta precisión, utiliza diferentes estrategias
según el tipo de solución como PPK (Post Processed Kine-
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matic) PPP (Precise Point Positioning), SPP (Standard Po-
sitioning Point) [3] [4].Estas técnicas combinan medicio-
nes GNSS de estaciones base de referencia cercanas a los
receptores para corregir errores obteniendo una presición
métrica. Soporta varios tipos de formatos, como por ejem-
plo: Ublox, Rinex 2/3 y Android Gnss logger, entre otros.
además, cuenta con una API con la que se puede realizar el
procesado a través de Bash, Python o Android.
El presente trabajo estará estructurado de la siguiente for-
ma, en la sección 2 se tratarán los objetivos principales y
secundarios, en la 3 el Estado del Arte en que se encuen-
tra el trabajo, en el 4 la metodologı́a que se usó, en el 5
la planificación, en el 6 se detalla el desarrollo y los com-
ponentes implicados. Por último, las conclusiones y futuro
trabajo que tendrá el presente trabajo de fin de carrera.
Febrero de 2020, Escola d’Enginyeria (UAB)
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2 OBJETIVOS
2.1. Objetivo Principal
El objetivo principal es añadir valor a JASON, desarro-
llando nuevas funcionalidades como es la generación de re-
portes y la creación de un servicio de CORSFINDER.
2.2. Objetivos Secundarios
Este trabajo consta de 4 objetivos secundarios que ser-
virán para cumplir el objetivo principal.
2.2.1. Refactorizar protocolos para obtención de esta-
ciones
JASON utiliza múltiples fuentes de información para
proporcionar post-procesado PPK de forma automática, pa-
ra ello utiliza protocolos como FTP, que es un legacy code,
lo que implica que no está optimizado y el funcionamiento
se puede ver alterado y limitado.
2.2.2. Implementar CORSFINDER
Aprovechando el punto anterior se planea desarrollar un
nuevo servicio a JASON, CORSFINDER, que servirá para
visualizar las estaciones base disponibles y se irá actuali-
zando periódicamente.
2.2.3. Generar Reportes
Se proporcionará al usuario un reporte con información
técnica sobre el procesado que ha realizado, esta tarea será
realizada automáticamente cada vez que se realice un pro-
cesado.
2.2.4. Mejorar la experiencia de usuario
Para mejorar la experiencia de usuario se cambiará la ma-
nera de generar gráficos estadı́sticos, que se utilizarán en la
página web y en los reportes, que son generados automáti-
camente cada vez que un cliente realice un procesado.
3 ESTADO DEL ARTE
El desarrollo de soluciones de geolocalización a través de
navegación por satélite ha evolucionado en los últimos años
con la incorporación de las nuevas tendencias tecnológicas
y con ello nuevas necesidades como pueden ser el uso de
UAV (vehı́culo aéreo no tripulado), la incorporación de sis-
temas de conducción autónoma, servicios basado en locali-
zación, mapeo y agrimensura, entre otras. El mercado de la
navegación por satélite se podrı́a dividir en dos grupos, el
primero dirigido a un grupo masivo como pueden ser usua-
rios de teléfonos móviles, teniendo costes bajos y con preci-
sión baja. El segundo grupo es el mercado profesional que
tienen costes muy elevados, pero consiguiendo una preci-
sión submétrica.
La utilización de datos de CORS [5] (Continuously Ope-
rating Reference Station) es importante para realizar dife-
rentes técnicas de navegación o procesado. La información
de estas estaciones está alojadas por organismos públicos
y/o privados, que ofrecen la varias opciones para descar-
gar esta información como pueden ser por vı́a FTP, FTPS o
HTTP.
Por ejemplo, CDDIS (The Crustal Dynamics Data Infor-
mation System) es un banco de datos inicialmente crea-
do para proveer a un proyecto de la NASA, actualmente
archiva y distribuye, principalmente, datos GNSS (incluye
CORS), GPS, entre otros. Por razones de seguridad CDDIS
desde el mes de octubre del 2020 deja de dar soporte al pro-
tocolo FTP anónimo sin cifrado para dar paso a protocolos
más seguros como FTPS o HTTPS. Como CDDIS hay más
organismos que están migrando sus servidores y para adap-
tarse a los nuevos requerimientos se mejorará la forma de
obtener estos datos en el presente trabajo.
4 METODOLOGÍA
Para el desarrollo del proyecto se siguió la metodologı́a
basada en entrega, se trata de una estrategı́a de desarrollo
ágil la cual consiste en dividir las tareas en partes pequeñas
e ir trabajando en éstas en un periodo corto de tiempo, de
una a dos semanas, con el objetivo de evitar un sentimien-
to de baja productividad a la hora de realizar un desarrollo
muy grande, con esto se pudo ver los avances más rápido,
a demás de que al ser cambios pequeños el riesgo de com-
prometer el funcionamiento de los servicios en producción
es menor.
Para ello se utilizarán diferentes herramientas como por
ejemplo Git, siguiendo una polı́tica TBD (Trunk-Based De-
velopment) [6] la cual consiste en tener la rama princi-
pal(main) como única para el desarrollo, evitando ramas
extras para desarrollar nuevas funcionalidades; con ello se
evitan problemas de compatibilidad al hacer marges, se tra-
baja siempre con una versión actualizada del código, y no
se pierde la trazabilidad de los commits, lo que facilita la
corrección de bugs.
Junto a la polı́tica de TDB se utilizó versionamiento
semántico [7], que consiste en diferenciar las versiones de-
pendiendo del tipo de commit que se ha hecho (feat, break,
fix, etc) con esto se consigue generar versiones software de
forma automática. Se apuede apreciar el uso de estos com-
ponentes en la Figura 1 en el 1) la conveción del mensaje
del commit. 2) Versionado del código que se genera cada
vez que se realizan los push.
Fig. 1: Metodologı́a para Git
También usó la metodologı́a TDD (Test-driven develop-
ment) para realizar el desarrollo de una manera segura y
generar la menor cantidad de errores, en el apartado 6.3 se
ampliará más esta información.
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5 PLANIFICACIÓN
El proyecto se divide en tres partes como se puede ob-
servar en el Figura 13. La primera consiste en planificar
y preparar las tareas a realizar, la segunda parte se divide
en subsecciones, las cuales serán las caracterı́sticas que se
desarrollarán, que, a su vez, constan de tres partes: análisis,
diseño y desarrollo. Y por último está la documentación que
consiste en la redacción del informe, creación del poster y
la defensa ante el tribunal.
Cabe resaltar que, se harán reuniones de seguimiento ca-
da semana y al finalizar cada nueva caracterı́stica desarro-
llada para darle continuidad al proyecto.
6 DESARROLLO
6.1. Arquitectura
En la siguiente Figura2 se puede apreciar la arquitectura
y los componentes de JASON, consta de 3 partes:
Front-End: Netlify se encarga de alojar y desplegar el
sitio web, las tecnologı́as que utiliza el front-end son
Angular, HTML y CSS. En este punto inicia el flujo
de trabajo, es decir, el usuario sube o accede un fichero
para ser procesado.
Cloud: El servicio de AWS Elastic Beanstalk es uti-
lizado para administrar y controlar los servicios web
como pueden ser: Amazon SQS - sistema distribuido
de colas, Amazon RDS - servicio de Base de datos re-
lacional, Amazon S3 - servicio de almacenamiento en
la nube. Aquı́ se almacenarán los procesados de los
clientes y también se accederá a estos para generar los
informes.
Back-End: Está desarrollado en Python y se utiliza
Docker SWARM para gestionar los contenedores Doc-
ker. Cuenta con una API responsable de responder al
front-end y mantener la base de datos actualizada, el
Dispatcher se encarga de preguntar a la API si hay pro-
cesos pendientes para ser procesados, y el sistema de
Biling que se encarga de los cobros y facturación.
Tiene dos módulos, Pyrok y Rokubun-core encargados
de realizar las tareas de procesado y post-procesado,
las cuales se refactorizaron y se adaptaron para la ob-
tención de datos relevantes para los reportes.
Está basado en un sistema de microservicios [8], es de-
cir cada componente da la aplicación se ejecuta inde-
pendientemente, frontend, API, etc. Con esto cada ser-
vicio desempeña una sola función. Esto permite que
las aplicaciones sean más escalables y que se pueda
desarrollar más rápido.
6.2. Entorno de trabajo
Para desarrollar las nuevas funcionalidades de JASON
se trabajó bajo un entorno de pruebas basado en Docker-
compose, simulando el funcionamiento real de JASON, pa-
ra poder realizar el desarrollo sin comprometer el funcio-
namiento de producción. Para ello se desplegaron 5 conte-
nedores: Frontend, API, Dispatcher, Mysql database, AWS
S3(fake) y Pyrok.
6.3. Test
Una de las filosofı́as de desarrollo en Rokubun es el uso
de TDD (Test driven development), primero realizar y vali-
dar los tests, una vez hechos se podrá implementar el código
y deberá pasarlo. Con esto se minimizan errores, se pueden
identificar problemas de funcionalidad, se evita duplicar el
código, ayuda a controlar la calidad del código y crear do-
cumentación actualizada del código. En la refactorización
tener test de buena calidad es fundamental para comprobar
que el comportamiento no ha sido alterado una vez que el
código ha sido modificado.
El desarrollo de las nuevas funcionalidades siguió estas
mismas prácticas de TDD, además de adaptar y modificar
con los test ya existentes.
6.4. CI/CD
JASON cuenta con un sistema de integración y entrega
continua para su desarrollo, cada vez que un desarrollador
realice un cambio en uno de sus componentes tendrá que
pasar por unas etapas hasta que el cambio esté en produc-
ción o en el entorno de pruebas. A continuación, se muestra
en la figura 3 el flujo de trabajo de CI/CD de JASON.
1. Development: Es el desarrollo que se realiza en local,
aquı́ se realizará un clone del repositorio a desarrollar.
2. Repository: Es el repositorio alojado en un servidor
propio de GitLab, en el cual se encuentran todos los
componentes de JASON, como son Frontend, Dispat-
cher, Pyrok, API, y demás componentes.
3. CD/CI Pipeline: Consiste en varias etapas: el build
desplegará cada uno de los servicios que están en con-
tenedores Docker, se realizará un pull de las últimas
imágenes para realizar los test. Hay varios tipos de
tests, unitarios e integración.
4. Registry: Una vez que se construidas y probadas las
imágenes de Docker serán registradas/publicadas para
usarse como contenedores de servicios por separado
para realizar pruebas.
5. Server: Por último, se desplegarán en producción o en
el entorno de pruebas.
Fig. 3: Gitlab pipeline CI/CD
Con el uso de la integración y despliegue continuo ha
hecho que el desarrollo de este proyecto sea más seguro y
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Fig. 2: Arquitectura JASON
con menos errores, a la hora de integrar o añadir una nueva
funcionalidad en producción.
6.5. Creación de reportes
En las Figuras [4, 5] se muestran la información común
de cada reporte: La versión del software, el correo del usua-
rio, la información de la estación base (nombre, firmware,
frecuencia o satélites disponibles), el número de épocas to-
tales y las épocas utilizables, y las constelaciones del reci-
bidor. También información especı́fica como el método de
procesamiento, el tipo de estrategia o el reloj de alta preci-
sión.
Fig. 4: Información común de Reportes
Fig. 5: Información común de Reportes
A. Estático, este tipo de procesado consiste en que los
receptores están fijos en durante el periodo de obser-
vación registrando épocas para calcular el posiciona-
miento. Este método es ideal para grandes distancias
y tiene mayor precisión. Las principales aplicaciones
son: Redes geodésicas, control geométrico de carto-
grafı́a.
En las Figuras[6, 7, 8] se puede ver la información
obtenida para las diferentes estrategias, como son las
coordenadas del receptor y/o estación base, en dife-
rentes sistemas métricos: ECEF (Earth Centered Earth
Fixed), coordenadas polares, coordenadas elipsoidales
o UTM (Universal Transverse Mercator) [9].
Fig. 6: Información Base - PPK estático
Y el cálculo de la diferencia entre las distancias entre
la estación base y el recibidor.
B. Dinámico, es un receptor móvil que registra varias
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épocas para calcular el posicionamiento de cada época.
En los procesados dinámicos se añadió un mapa con el
resultado del procesado y estadı́sticas como el número
de satélites o los satélites utilizados como se muestran
en las Figuras[9, 10, 11, 12].
Un problema que surgió fue al printar los procesados
en el mapa se utilizaba un fichero KML el cual serı́a
renderizado por la API de Google Maps [10] pero al te-
ner que renderizar grandes cantidades de información
el rendimiento se veı́a afectado al generar y posterior-
mente al abrir los reportes. Para solucionar este pro-
blema se optó por transformar este fichero KML a un
GeoJson en el que sólo se printan los puntos necesarios
para no afectar el rendimiento y que la información no
se vea afectada.
El desarrollo de los reportes se realizó en cuatro partes,
en la figura 14 se muestra el diagrama de secuencia del pro-
ceso de generación del reporte:
Obtención de información del procesado: Desde Py-
rok se refactorizó y adaptó el código con el que ante-
riormente se trabajaba, para facilitar el envı́o de infor-
mación del procesado hacia el template.
Creación de un template HTML: Se crearon varios mo-
delos de reportes según el procesado utilizando HTML
junto a Jinja [12], que es un herramienta de Python
que sirve para crear plantillas HTML.
Convertir HTML a PDF: Se utilizó Wkhtmltopdf [11]
otra herramienta de Python para convertir ficheros
HTML a PDF.
Almacenar reporte: Para almacenar los reportes se uti-
lizó AWS S3 el cual se podrá acceder a través de la
web de JASON.
Fig. 7: Información Rover - PPK/SPP/PPP estático
Fig. 8: Información Rover a Estación Base PPK estático
Fig. 9: Número de satélites
Fig. 10: Skyplot
6 EE/UAB TFG INFORMÁTICA: DESARROLLO DE HERRAMINETAS PARA SOPORTE AL USUAIRO
Fig. 11: Altura WGS84
Esta fue la etapa que más tiempo tomó en desarrollar de-
bido al legacy code, se tuvo que adaptar al modelo y es-
tructura de programar, además de utilizar librerı́as o código
ya hecho el cual se tuvo que estudiar y revisar para poder
utilizarlo de una forma correcta. Se realizaron varios code
reviews los cuales fueron de gran utilidad para mejorar la
calidad de código y corregir errores.
6.6. CORSFINDER
Como se ha mencionado anteriormente el uso de las es-
taciones es importante para realizar los post-procesados de
JASON, es por eso que se creó un servicio que muestre y
liste estas estaciones base y otro que actualice periódica-
mente. Se realizó en dos partes este servicio:
La primera parte consiste en crear un módulo de Python
el cual está integrado en la librerı́a de Pyrok para utilizarlo
en los procesados. Además, siguiendo la misma arquitectu-
ra basada en microservicios se creó un contenedor Docker
para el desarrollo de una API, se utilizó el framework Fast
API [13] que caracteriza por alto rendimiento que tiene pa-
ra realizar peticiones, además cuenta con un sistema propio
para generar documentación.
Para realizar el desarrollo de la API se utilizó la arquitec-
tura Modelo-Vista-Controlador, para separar cada tipo de
lógica ası́ facilitar el mantenimiento y la escalabilidad, esto
también ayuda para la realización de test unitarios de cada
componente. Se crearon tres peticiones:
Get stations, que se le podrá pasar como parámetro
coordenadas (latitud y longitud), o el nombre de la es-
tación, o el nombre de la red. El resultado será un lista-
do de GeoJSON con la información de la o las estacio-
nes que coincidan con los parámetros ingresados. Esta
información puede ser ampliada en futuras iteraciones.
Upload stations en el cual acepta un fichero GeoJSON
con la información de las estaciones y se actualizará en
el fichero interno de estaciones.
Get status Por último, una petición que devolverá la
información referente a la API: la versión y el estado
de la misma.
Para evitar posibles ataques o mal uso de la API se añadió
un sistema de autentificación de APIkey, que podrá ser la
misma que se utiliza en el servicio de JASON.
La información de estas estaciones fue almacenada en un
fichero JSON debido a que su contenido es estático, variará
muy poco, sólo cuando se añada una estación por una pe-
tición de la API o cuando se realice la actualización se en-
cuentre una nueva, por este motivo no se creó una base de
datos.
La segunda parte se creó otro contenedor, CORS up-
dater, el cual utilizará el servicio de la API creada ante-
riormente. La función de éste es realizar actualizaciones de
las estaciones base periódicamente utilizando ECS [14] de
AWS que permite gestionar contenedores, y una de sus fun-
cionalidades es programar tareas, a la cual se le asignó un
evento con el lapso de tiempo en el que lanzará el proceso
de actualizar las estaciones.
6.7. Refactorizar servicio FTP
Para obtener la información de las estaciones base es ne-
cesario descargar ficheros Rinex desde varios servidores;
anteriormente tenı́an sistema basado en plantillas, un fiche-
ro XML, el que contaba con la información de las redes,
protocolo, hostname, URLs, nombre del fichero, versión del
fichero, entre otra información. Con la que se construı́an las
URIs para de cara red descargar de forma dinámica cada
una de las estaciones. Con el transcurso del tiempo la infor-
mación de estas estaciones fue cambiando como, por ejem-
plo, el tipo de protocolo (HTTPS o FTPS) o las rutas o los
nombres de los ficheros o dejaron de publicar información
de las estaciones. Esto ha generado perdida de información,
alrededor mil estaciones de diferencia con respecto a ver-
siones anteriores.
Para solucionar este problema se refactorizó el proceso
de descarga, primero se cambió el template XML por varios
ficheros JSON para facilitar el mantenimiento de las redes,
eliminar información innecesaria y mostrar la información
más clara. Segundo se refactorizó el código para que utilice
la información de estos ficheros JSON y pueda descargar
los ficheros de las estaciones base. Por último, se actualizó
la información de cada red accediendo a cada una de ellas,
el cambio más habitual fue el cambio de nombre de la ruta
y el tipo de compresión, de Z a gzip.
El principal problema a la hora de refactorizar el códi-
go fue intentar a provechar el código antiguo, que era muy
difı́cil de seguir y se repetı́a en varias clases, por lo cual se
rehı́zo desde cero el sistema de descargar para tiendo cuenta
los posibles escenarios futuros para incorporar nuevas fun-
cionalidades. El punto crı́tico fue en que el comportamiento
de los procesados no se vea afectado por este cambio.
7 RESULTADOS
Después de realizar este trabajo de fin de grado se ha con-
seguido el objetivo principal que fue, añadir valor a la plata-
forma de JASON, se desarrollaron nuevas funcionalidades,
la creación de reportes. A dı́a 07 de febrero de 2021 se han
generado 150 reportes en producción. Se ha reportado un
bug desde la puesta en producción en un procesado dinámi-
co en el que el mapa no tenı́a información suficiente para
centrarlo y hacı́a que el todo el procesado fallace. Después
AUTOR: P. Eduardo Paredes 7
Fig. 12: Mapa de procesado dinámico
de corregir este problema no se han reportado más inciden-
tes.
El servicio de CORSFINDER está en el entorno de prue-
bas para que en los próximos dı́as pueda ser puesto en pro-
ducción.
8 CONCLUSIONES
Rokobun es una empresa especializada en la navegación
GNSS que ofrece soluciones centradas en la navegación de
alta precisión, económica y escalable; tiene JASON un ser-
vicio de post-procesado en el cual se centró este trabajo de
fin de grado. Teniendo como objetivo principal el agregar
valor a JASON desarrollando nuevas funcionalidades. En el
desarrollo de estas funcionalidades se detalló la arquitec-
tura de JASON, que está basado en un sistema de micro-
servicios, el entorno de trabajo con el que cuenta para su
desarrollo, y el flujo de trabajo que tiene cada vez que se
añada una nueva funcionalidad con la integración y entrega
continua.
El trabajar con legacy code fue una complicación en las
primeras etapas del desarrollo ya que habı́a mucho código
por revisar y hasta no estar familiarizado el progreso fue
lento, además de adaptarse a las polı́ticas de desarrollo.
La primera funcionalidad desarrollada fue la generación
de reportes automáticamente de cada procesado, clasifi-
cando los reportes en estáticos y dinámicos. El desarrollo
constó de cuatro partes: obtención de información, creación
de template HTML, conversión de HTML a PDF y el al-
macenamiento en S3 y la base de datos. También se puede
acceder a través de la página web de JASON.
También se desarrolló un servicio para listar, actualizar o
añadir una nueva estación base, CORSFINDER, tiene dos
componentes un módulo en Python que utiliza Pyrok, el se-
gundo componente una API hecha en FastAPI la cual se
puede realizar las peticiones mencionadas anteriormente.
A demás de ir actualizándolas periódicamente mediante un
servicio de AWS.
Por último, se refactorizó el sistema FTP de descargas,
cambiando el template XML por varios ficheros JSON para
facilitar su mantenimiento, también se corrigió y actualizó




A los reportes se podrá añadir o modificar nueva informa-
ción de acuerdo a las especificaciones requeridas; A demás
que se podrá utilizar la información generada para mostrarla
en la página web de JASON.
9.2. Corsfinder
En Corsfinder se podrı́a implementar una aplicación web
que muestre en un mapa, con un marcador, el posiciona-
miento de las estaciones base, coordenadas, ficheros pa-
ra descargar, y más información. Otra opción que se pu-
de añadir es que el usuario pueda buscar las estaciones por
coordenadas, nombre, o red. Como también pueda añadir,
editar, o eliminar esta información, En el caso en que la
información varı́e con mayor frecuencia, se tendrı́a que im-
plementar una base de datos para agilizar todos los proce-
sos.
Otra funcionalidad que se podrı́a agregar es un sistema
de notificación de versiones, cada vez que se realice el pro-
ceso genere un mensaje y se envı́a a un canal de Slack la
información de la actualización, por ejemplo: las estaciones
nuevas, estaciones no encontradas, duplicadas, etc.
9.3. Protocolos de descarga
El sistema de descarga se podrá a incorporar nuevos pro-
tocolos de descarga como pueden ser HTTP, HTTPS o S3.
Para agilizar el proceso de descarga se podrı́a utilizar di-
ferentes métodos como puede ser el uso de threads para la
descarga, aunque los servidores FTP suelen estar limitados
a un número de descargas simultaneas. Otra opción es mon-
tar varios contenedores en AWS con lo no habrı́a el proble-
ma mencionado anteriormente.
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A continuación se muestra los apéndices utilizados.
A.1. Diagrama de Gantt
B.2. Diagrama de flujo de Reportes
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Fig. 13: Diagrama de Gantt
Fig. 14: Diagrama de flujo Reportes
