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a b s t r a c t
Recurrent neural networks (RNNs) may possess continuous attractors, a property that
many brain theories have implicated in learning and memory. There is good evidence for
continuous stimuli, such as orientation,moving direction, and the spatial location of objects
could be encoded as continuous attractors in neural networks. The dynamical behaviors of
continuous attractors are interesting properties of RNNs. This paper proposes studying the
continuous attractors for a class of RNNs. In this network, the inhibition among neurons is
realized through a kind of subtractivemechanism. It shows that if the synaptic connections
are in Gaussian shape and other parameters are appropriately selected, the network can
exactly realize continuous attractor dynamics. Conditions are derived to guarantee the
validity of the selected parameters. Simulations are employed for illustration.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Continuous attractors of recurrent neural networks (RNNs) have attracted extensive interest in recent years. Continuous
attractors form a set of connected equilibrium points of a network. Researches on neural population coding have revealed
that continuous stimuli, such as orientation, moving direction, and the spatial location of objects could be encoded as
continuous attractors in neural networks. In summary, continuous attractors seem computationally suited for representing
the continuous variability in the brainstem and other neural networks. Continuous attractors of neural networks and their
technical applications were recently explored in a variety of papers, see for example, [1–8].
Continuous attractor neural networks are of central importance in computational neuroscience as there are strong
indications that such mechanisms are used frequently for information processing in the brain. In some neurobiological
models, continuous attractors have been used to represent continuous quantities like working memory in prefrontal
cortex [9], orientation of a visual stimulus [10], eye position [1,11], head direction [12], and so on. A basic feature of
continuous attractor neural networkmodels is that an initial distributed input will evolve into a stereotyped activity packet,
where the position of the activity packet is determined by the support it gets from the initial input pattern. The support is
thereby a combination of the initial activity of single nodes in combination with the activity of neighboring nodes. Thus, the
network models can also realize the winner-take-all algorithm in technical applications [7,13,14].
Generally, continuous attractors are difficult to be studied analytically, especially those that generate unimodal profiles
of activity [10,12]. However, using an appropriate theoretical framework, an attractor solution can be calculated explicitly
for certain models, see for example, [5,7]. This paper proposes a class of RNNs. In the network, subtractive mechanism is
taken as inhibition among neurons. It shows that if the synaptic connections are in Gaussian shape and other parameters are
appropriately selected, the network can exactly realize continuous attractor dynamics. Conditions are derived to guarantee
the validity of the selected parameters.
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The remaining part of the paper is organized as follows. In Section 2, a model of a class of RNNs is proposed and
some preliminaries are given. Continuous attractor of the proposed model is studied in Section 3. Simulations are given
in Section 4. Finally, Section 5 presents the conclusions.
2. Preliminaries
A class of recurrent neural networks is proposed in this paper. The model is described by the following nonlinear
differential equation for t ≥ 0,
dx(a, t)
dt
= −x(a, t)+
(∫ +∞
−∞
w(a, b)x(b, t)db
)2
·
(
c −
∫ +∞
−∞
x(b, t)db
)
, (1)
where c is a constant, a and b act as the neuron’s indices, x(a, t) is the activity of neuron a and w(a, b) corresponds to
excitatory connections between neurons a and b.
Lemma 1. It holds that∫ +∞
−∞
exp
(−x2) dx = √pi.
Proof. Define
I ,
∫ +∞
−∞
exp
(−x2) dx.
Then,
I2 =
∫ +∞
−∞
exp
(−x2) dx ∫ +∞
−∞
exp
(−y2) dy
=
∫ +∞
−∞
∫ +∞
−∞
exp
(−(x2 + y2)) dxdy
=
∫ 2pi
0
∫ +∞
0
exp
(−r2) · rdrdθ
= pi.
Thus, I = √pi . The proof is completed. 
Lemma 2. Define two functions byf1(x) = x
(
x+
√
x2 − a2
)
f2(x) = x
(
x−
√
x2 − a2
)
for x ∈ R. Then, f1(x) is an increasing function and f2(x) is a decreasing function.
Proof. Calculating the derivative of f1(x), it gives that
df1(x)
dx
= 2x+
(√
x2 − a2 + x
2
√
x2 − a2
)
≥ 2x+ 2
√
x2
≥ 0
for x ∈ R.
This shows that f1(x) is an increasing function of x. Similarly, it shows that f2(x) is a decreasing function of x. The proof is
completed. 
Lemma 3. Zero is a stable equilibrium point of the following difference equation for t ≥ 0,
dxmax(t)
dt
= −xmax(t)+ w2maxx2max(t)piσ 2
(
c − xmax(t)
√
2piσ
)
. (2)
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Proof. Clearly, Eq. (2) can be linearized around x∗max = 0 as
dxmax(t)
dt
= −xmax(t)
for t ≥ 0.
Then,
xmax(t) = xmax(0)e−t → 0
as t →+∞. The proof is completed. 
3. Continuous attractors
In this section, we will study the continuous attractors of the network (1). If the synaptic connections are in Gaussian
shape and other parameters are appropriately selected, the network can possess continuous attractors. Moreover, explicit
expression will be provided, giving the trajectories of the network (1).
Theorem 1. Suppose that
w(a, b) = wmax exp
(
− (a− b)
2
2σ 2
)
, (3)
wherewmax is a constant. Then, given any z ∈ R,
x(a, t) = xmax(t) exp
(
− (a− z)
2
2σ 2
)
, t ≥ 0 (4)
is a trajectory of (1), where xmax(t) is a solution of (2).
Proof. Substituting (4) into the left and right sides of the network (1), it follows that
dxmax(t)
dt
exp
(
− (a− z)
2
2σ 2
)
= −xmax(t) exp
(
− (a− z)
2
2σ 2
)
+
(
wmaxxmax(t)
∫ +∞
−∞
exp
(
− (a− b)
2
2σ 2
)
· exp
(
− (b− z)
2
2σ 2
db
))2
×
(
c − xmax(t)
∫ +∞
−∞
exp
(
− (b− z)
2
2σ 2
)
db
)
for t ≥ 0. The key to this is the integral in the right side of (1) as follows,∫ +∞
−∞
w(a, b)x(b)db =
∫ +∞
−∞
wmax exp
(
− (a− b)
2
2σ 2
)
xmax(t) exp
(
− (b− z)
2
2σ 2
)
db
= wmaxxmax(t)
∫ +∞
−∞
exp
(
− (a− b)
2 + (b− z)2
2σ 2
)
db
= wmaxxmax(t) exp
(
− (a− z)
2
4σ 2
)∫ +∞
−∞
exp
(
− (b−
a+z
2 )
2
σ 2
)
db
= wmaxxmax(t) exp
(
− (a− z)
2
4σ 2
)√
piσ .
By Lemma 1, it follows that, for t ≥ 0
dxmax(t)
dt
exp
(
− (a− z)
2
2σ 2
)
= −xmax(t) exp
(
− (a− z)
2
2σ 2
)
+w2maxx2max(t)piσ 2 exp
(
− (a− z)
2
2σ 2
)(
c − xmax(t)
√
2piσ
)
.
Reducing the above equation to a scalar one, the network (2) can be derived. The proof is completed. 
From the network (2), we know that the network has three equilibrium points. By Lemma 3, zero is a stable equilibrium
point. Next, the stability of the nonzero equilibrium points of (2) will be discussed.
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Theorem 2. x∗max(6= 0) is a stable equilibrium point of (2), if
c · w2max · pi · σ 2 · x∗max > 2 (5)
is satisfied.
Proof. From (2), x∗max must satisfy
−xmax + w2max · x2max · pi · σ 2
(
c − xmax ·
√
2piσ
)
= 0.
To determine whether x∗max(6= 0) is a stable equilibrium point of (2), set xmax equal to the steady state plus a small
perturbation, i.e. xmax → x∗max + δx. Then derive a first-order development at point x∗max as follows,
dδx
dt
∣∣∣∣
x=x∗max
= (−1+ 2w2max · pi · σ 2 · c · x∗max − 3w2max · pi · σ 2 ·
√
2pi · σ · x∗2max)δx
=
(
−1+ 2w2max · pi · σ 2 · c · x∗max − 3
w2max · pi · σ 2 · c · x∗2max − x∗max
x∗max
)
δx
= (2− w2max · pi · σ 2 · c · x∗max)δx
for t ≥ 0. The requirement for stability is that the coefficient multiplying δxmust be negative, which leads to condition (5).
The proof is completed. 
Theorem 3. Suppose that
w(a, b) = wmax · exp
(
− (a− b)
2
2σ 2
)
,
wherewmax is some constant. If equilibrium point x∗max(6= 0) of the network (2) satisfies condition (5), then,
S =
{
x(a)|x(a) = x∗max · exp
(
− (a− z)
2
2σ 2
)
, a ∈ R, z ∈ R
}
is a continuous attractor of (1).
Proof. From Theorems 1 and 2, it is clear that, to each fixed value of z, x∗max · exp
(
− (a−z)2
2σ 2
)
is a nonzero stable equilibrium
point of the network (1). Then, through continuous variation of z, we can get S as a continuous attractor of the network (1).
The proof is completed. 
4. Simulations
In this section, some examples will be used to illustrate the developed theories.
From the network (2), if x∗max (6= 0) is an equilibrium point, it must satisfy the following equation,
√
2w2max · pi3/2 · σ 3 · x∗2max − c · w2max · pi · σ 2 · x∗max + 1 = 0. (6)
Denote that
a2 = 4
√
2
w2max ·
√
pi · σ ,
and D = c2 − a2. There are three possible cases that will be discussed next.
Case 1: D = 0. In this case,
c2 = 4
√
2
w2max ·
√
pi · σ ,
and
x∗(1)max = x∗(2)max =
c
2
√
2piσ
.
Then,
c · w2max · pi · σ 2 · x∗max = 2.
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Fig. 1. Convergence of the network (2) if D < 0.
Fig. 2. Convergence of the network (2) if D = 0.
Condition (5) does not hold. However, stability of the equilibrium point x∗(1)max can be analyzed from Eq. (2). Trajectories
starting from its left side converge to zero. However, trajectories starting from the right side converge to itself. Thus, x∗(1)max is
a semi-stable equilibrium point, not a stable one.
Case 2: D > 0. In this case,
x∗(1)max =
c +√D
2
√
2piσ
,
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Fig. 3. Convergence of the network (2) if D > 0.
and
w2max · pi · σ 2 · c · x∗(1)max = w2max · pi · σ 2 · c ·
c +√D
2
√
2piσ
, f1(c).
By Lemma 2, it is an increasing function of c.
If c > a, then
f1(c) >
(w2max ·
√
pi · σ)a2
2
√
2
= 2.
Thus, x∗(1)max is a stable equilibrium point of the network (2).
If c < −a, then
f1(c) <
(w2max ·
√
pi · σ)a2
2
√
2
= 2.
Clearly, x∗(1)max is an unstable equilibrium point of the network (2).
At the same time, we have
x∗(2)max =
c −√D
2
√
2piσ
,
and
w2max · pi · σ 2 · c · x∗(2)max = w2max · pi · σ 2 · c ·
c −√D
2
√
2piσ
, f2(c).
By Lemma 2, this is a decreasing function of c.
If c > a, then
f2(c) <
(w2max ·
√
pi · σ)a2
2
√
2
= 2.
Thus, x∗(2)max is not a stable equilibrium point of the network (2).
If c < −a, then
f2(c) >
(w2max ·
√
pi · σ)a2
2
√
2
= 2.
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Fig. 4. Neurons’ stable state with continuous variation of z.
Fig. 5. Continuous attractor of the network in Example 2.
So, x∗(2)max is a stable equilibrium point of the network (2).
Case 3: If D < 0. There are two imaginary solutions. Here, we do not consider them. Zero is the only stable equilibrium
point of network (2).
Example 1. Consider the network (2) with wmax = 0.2, σ = 1. There are 80 trajectories starting from randomly selected
initial points.
Fig. 1 presents the convergence result of network (2) when c = 6, it is easy to check that D is below zero. In this case, by
Theorem 2 and Lemma 3, except two imaginary solutions, there is a single real solution zero that is stable.
If c =
√
4
√
2/(w2max ·
√
pi · σ), then D = 0. It can be clearly seen that zero is a stable state and another solution
x∗max ≈ 1.78 is semi-stable. Fig. 2 shows the simulation result in this case.
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If c = 10, then D > 0. There are two stable and one unstable steady states coexisting in the network. Among them,
x∗max ≈ 0 and x∗max ≈ 2.89 are stable, the other steady state x∗max ≈ 1.10 is unstable. Fig. 3 shows the convergence of the
network (2) in this condition. Fig. 4 shows the simulation result of neurons’ stable states in the network (1) with the free
parameter z varying continuously. The result shown in Fig. 4 is under the condition that xmax(t) converges to 2.89, which is
the nonzero stable state of the network (2) shown in Fig. 3.
Example 2. In order to show the shape of the continuous attractor of (1), here, we select index a = 0.1, 0.2 and 0.3
respectively to get an example of the network (1) with three neurons. Fig. 5 shows the simulation result of the continuous
attractor of the example. Each point in the figure indicates a stable steady state, and the corresponding state of each neuron
runs along three axes respectively.
5. Conclusions
In this paper, we studied the continuous attractors for a class of RNNs. It shows that if the synaptic connections are
in Gaussian shape and other parameters are appropriately selected, the network can exactly realize continuous attractor
dynamics. Explicit expressions are provided, giving the continuous attractor of the network (1). Conditions are derived
to guarantee the validity of the selected parameters. For all specific examples discussed here, there was good qualitative
agreement between theory and simulations. This model is undergoing research both in theory and applications. Moreover,
in the network, the inhibition among neurons is realized through a kind of subtractive mechanism. It has a quite simpler
structure than the model proposed in [5]. It is believed that more interesting results on this model will emerge.
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