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Abstract
Automatic Vehicle Identification Systems are being increasingly used as a new source of travel information. As in the last decades
these systems relied on expensive new technologies, few of them were scattered along a networks making thus Travel-Time and
Average Speed estimation their main objectives. However, as their price dropped, the opportunity of building dense AVI networks
arose, as in Brisbane where more than 250 Bluetooth detectors are now installed. As a consequence this technology represents an
effective means to acquire accurate time dependant Origin Destination information. In order to obtain reliable estimations, however,
a number of issues need to be addressed. Some of these problems stem from the structure of a network made out of isolated detectors
itself while others are inherent of Bluetooth technology (overlapping detection area, missing detections,˙..). The aim of this paper is
threefold: First, after having presented the level of details that can be reached with a network of isolated detectors we present how
we modelled Brisbane’s network, keeping only the information valuable for the retrieval of trip information. Second, we give an
overview of the issues inherent to the Bluetooth technology and we propose a method for retrieving the itineraries of the individual
Bluetooth vehicles. Last, through a comparison with Brisbane Transport Strategic Model results, we highlight the opportunities and
the limits of Bluetooth detectors networks.
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1. Introduction
Travel demand estimation is one of the primary steps in the
understanding of the use of a network. This information can be
used for several applications from route choice studying, travel
time measuring, travel demand modelling or even to design
of traffic management schemes (Willumsen, 1978). However,
travel demand is very hard to acquire for two reasons: First, it
can only rest upon the comparison between the current situa-
tion and individual’s stated preferences (Bates, 1982; Fujii and
Gärling, 2003; Hensher, 1994; Louviere, 1988); or upon fore-
casting models which make strong assumptions about the evo-
lution of the current state (McFadden et al., 1977). Secondly,
the present traffic states are typically deduced from measure-
ments of network parameters. Unfortunately, as these measures
are constrained by the existing infrastructures, they might not
accurately reflect the real demand. In any cases, a good esti-
mate of the present state of the network is key to any mobility
analysis, and therefore paramount for transport research.
Amongst the network parameters, travel time, speed, and
trips origin-destination, can describe the state of the network.
Travel time and average speed help quantifying the level of
congestion of a network. Similarly, Origin/Destination matri-
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ces (OD matrices) can be used as indicators of the travel vol-
umes between origin and destination regions of the network,
over some pre-defined period of time.
Until recently, the Origin Destination matrices have been re-
trieved through expensive surveys and/or from assignment algo-
rithms, which generally use traffic counts to generate OD pat-
terns. Surveys are effective but they are expansive and they cap-
ture stated behaviour, as opposed to observed behaviour cap-
tured by Automated Vehicle Identification Systems (AVI) and
might therefore be biased by the subjective perception of the
user on its own journey. In particular, it was demonstrated
that an important fraction of the Off-peaks travels were miss-
ing from varied HTS (Household Travel Surveys) conducted
throughout Australia (Veitch et al., 2013). On the other hand,
Origin Destination Count-Based Estimation relies on strong as-
sumptions, in order to solve undetermined systems when as-
signing routes consistently with the observed counts. The re-
cent affordability of new AVI systems due to recent techno-
logical advances brings new opportunities with regards to Ori-
gin Destination tables as vehicles can now be detected or even
tracked throughout their journeys. Amongst these systems, the
technologies that are largely used for AVI purposes are plate
recognition, GPS and Bluetooth track recording. Bluetooth has
proven to be affordable and enable the detection to be carried
out anonymously, in that the electronic identifier (or MAC ad-
dress) of the Bluetooth device in the detected vehicles can be
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converted into an encrypted (hash) code, at the sensor site. This
privacy is a great advantage, compared to other tracking sys-
tems.
2. Related Work
Bluetooth data is extensively used as a reliable source for the
estimation of travel time along corridors(Araghi et al., 2012a,b;
Malinovskiy et al., 2011; Mitsakis et al., 2013) , due to the large
amounts of samples available, and the ease to collect them. This
kind of data has also been used for analysing the level of con-
gestion at the intersection, based on the detection time, and the
duration of transit at the intersection(Tsubota et al., 2011). Van
Der Zijpp (1997) discussed the potential of AVI systems for
the estimation of Origin-Destination matrices. Since then, fur-
ther research has been conducted into Bluetooth-based data col-
lection for improving the estimation of these matrices. From
the Bluetooth-based travel time analysis, Barceló, Montero et
al. amongst other presented methodology to estimate Origin-
Destination Matrices, along corridors (Barceló et al., 2010)
(freeway with 11 entries and 12 exits) and in urban networks
(Barceló et al., 2012) with 48 detectors. Blogg et al. (2010) did
similar work with two cases studies in Brisbane: one with two
OD pairs and one with 29 detectors. Yucel et al. (2012) pre-
sented a case study in Ankara for an open system composed
of 10 intersection and 4 major roads equipped with 4 Blue-
tooth devices. Carpenter et al. (2012), discussed a new oppor-
tunity offered by Bluetooth sensors, that is, the route specific
Origin-Destination matrices estimation. Their work was based
on a single case study in Jacksonville with 14 detection devices
spread along one corridor. Most of these previous works are
based on the data collected by a limited number of Bluetooth
sensors scattered along the network. Therefore, the Origin Des-
tination issues have only been considered over a limited geo-
graphical area or had to be combined with other data sources
(traffic counts, route assignment algorithm,...).
The availability of more than 260 scanners within the Bris-
bane urban area creates new opportunities for trip information
retrieval. As this network is one of the first with such a high
density of detectors, the information that can be retrieved is of
much higher details than in previous works. This paper aims
therefore to present these new challenges and the difficulties
that come with these opportunities: First Bluetooth scanners,
if easy to install and exploit, record noisy data for several rea-
sons (structural or not). Second, the data is a set of discrete
detections throughout the network and trips need to be care-
fully retrieved. It may seem easy to assign the origin and des-
tination of trips from individual drivers, from the first and last
detections observed in the Bluetooth data collected. However,
in a sequence of detection, several trips might have taken place.
Moreover, these first and last detections observed might not cor-
respond to the actual origin and destination of the trips, as the
trips might continue outside the Bluetooth covered area. How-
ever, the missing information about the complete trip is not crit-
ical to our work, as our aim is the analysis of the OD patterns
within the urban context.
3. Retrieving Itinerary: Main Challenges
Brisbane Bluetooth data is organised in tables, whose rows a
table where each line contains the information about the detec-
tion of a Bluetooth device in the neighbourhood of a scanner.
In particular, each row contains an identification number of the
Bluetooth device (encrypting a single MAC address), the iden-
tification of the scanner, the time at which the device was de-
tected and the duration during which the device was considered
to be within the scanning area. Therefore, the recovery of the
Origin-Destination matrices relies on the capability of a system
to determine and to sequence from incomplete and noisy indi-
vidual recordings, the actual journeys. The following sections
aim to give a global overview of the source of difficulties aris-
ing from this assignment issue, and to propose a first method to
overcome some of them.
3.1. Modelling the network: from detector locations to the cre-
ation of a graph
A Bluetooth equipped vehicle travelling on the network will
appear in our database as a set of entries having the same ID.
After ordering these entries by detection time, we end up with
a sequence of successive punctual detections. Therefore, this
sequence can only make sense if it can be projected on a net-
work, to represent movements. Thus several possibilities arise,
as for example using a GIS representation of Brisbane’s road
network and positioning the detectors on it through their coor-
dinates. However this solution did not appeared to be optimal
in our case for scaling reasons. Nowadays, around 260 Blue-
tooth scanners are scattered along Brisbane road networks. In
comparison, the road networks as described by OSM1 (Open
Street Map) contains more than 180 000 vortices for the area
of interest (c.f. Figure 1a). Thus, as in our database there is
no information about the user apart from their detections in the
nearby of a Bluetooth scanner, it is clear that such a level of de-
tails is not relevant. Moreover, as the scanner have a detection
area of around 80m, several vortices in the network will corre-
spond to the same detector. Considering major roads only (c.f.
Figure 1b& 1c) is a first steps, reducing the graph to 40 000 re-
maining vortices but still lead to an over-detailed network and
high computation time.
Thus, we developed a procedure to match the road network
with the detectors aiming to simplify graph, that is, having as
few vortices as possible while keeping the important informa-
tion. First, based on the observation that Bluetooth detectors
have a detection area of more or less 80m, we started from a
graph where each detector is a vortex and without any edge.
Then, for each detector, all the vortices from the OSM net-
work2, at less than 80m from the detectors were combined with
the detector. For all the remaining vortices, their number of
nearest neighbours in a 80m radius was computed. The node
with the highest number was added to the list of detectors as
a fictive detector and was combined with all its nearest neigh-
bours. With a loop until there were not any vortices left we
1exctracted through the on-line tool http://extract.bbbike.org
2major roads only
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(a) (b) (c)
(d) (e) (f)
Figure 1: Network as downloaded from Open Street Map (blue) and detectors (red dots)(a) Without filtering, all roads represented (180 000 vortices) (b) After
filtering the minor roads (40 000 Vortices) (c) Same but zoomed on the city center (d) Network after having combined nodes closer than 80m from each others (5
000 vortices) (e) After removing nodes in mid-link or extremity (2 000 vortices) (f) Network when only nodes on a shortest path between two detectors are left (800
vortices).
ended up with a 5000-nodes network (c.f. Figure 1d). Then,
by removing all vortices that were in the middle of a link or at
an extremity and which were not a detector, only 2400 nodes
were left (c.f. Figure 1e). Finally, as in this paper we worked
only with shortest path between detectors, by deleting all the
nodes that were not on a shortest path between two detectors,
we ended up with 800 nodes (c.f. Figure 1f).
In every of these steps, when a vortices was combined with
others or removed, the true distance between vortices was kept
by adjusting the adjacency matrix as required. In the end, the
simplified network led to an exponentially decreased computa-
tion time when calculating path on the network while keeping
distances, one-ways roads, and movement possibilities exactly
the same than on the OSM road network.
3.2. Characterising sources of noise in the dataset
3.2.1. Uniqueness of MAC Address
Although MAC addresses are expected to be unique (SIG,
2013), it appeared from the dataset that some MAC addresses
are shared among vehicles. An explanation is to attribute to
the possibility to clone Bluetooth devices parameters for fleet’s
specific needs Cherchali et al. (2008). As a matter of fact, the
devices that shared their MAC were also the most frequent users
(a) (b)
Figure 2: Real detection of a single MAC address between 6:30 and 7:00 am the
3. October 2012 (more than 50 detections scattered on this 20km x 20km area).
Each link represents two successive detections. The speed computed along the
links is often largely over 150 km/h. (a) This sequence reorganised and divided
by corridor shows that at least three devices are needed to obtain such sequence
with reasonable speed. (red ellipses) (b) Zoom over 9 min.
of the network. This suggests that some MAC IDs may be
shared amounts taxi drivers.
These shared MAC IDs can nevertheless be easily detected,
as they will be likely to appear at two different places of the net-
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work, at very close detection times as shown on Figure 2. To
this end, the average speed can be computed between the suc-
cessive detections (as distance of the shortest path versus travel
time). Very high speeds are indicative of suspicious IDs. From
the dataset, it is observed that around 30 MAC addresses were
moving regularly at a speed higher than 120km/h (although the
maximum speed limit on the covered network is 80km/h). As
this effect concerns very few MAC addresses, they were simply
removed from the dataset.
3.2.2. Overlapping Detections
The location of the sensor is also of great importance, insofar
as the quality of the dataset collected is concerned. Firstly, sen-
sors located in close proximity to one another can have over-
lapping detection zones. Accordingly, a downstream scanner
might detect a device before the upstream one does, yielding
erroneous patterns of travel, as shown in Figure 3a. How-
ever, this phenomenon can be easily detected by monitoring the
speed of each device along the sequence of successive detec-
tions. Anomalous speeds recorded between close-by detectors
(less than 500m) are indicators of potentially overlapping scan-
ning zones. Thus, the speed should not be taken into account,
when analysing two successive detections from nearby sensors.
Another issue arising from the location of the sensors is that
for some of them, their detection area may span across mul-
tiple corridors. Thus, the traffic that is detected by a sensor
may not necessarily belong to the target corridor. Figure 3b
shows an example of this phenomenon. In the figure, the de-
tected car is driving a corridor (e.g. a bridge) that is different
from the target corridor (the road underneath). If this above
corridor is not covered by Bluetooth sensors (as for the Pacific
Motorway in Brisbane’s centre), it might lead to erroneous Ori-
gin/Destination patterns. If a vehicle travelled to the city centre
through a non-scanned corridor, it might never be detected be-
fore it reaches one of the scanners of the target corridor. There-
fore the scanner of the target corridor that detects the vehicle
will erroneously appear as the vehicle Origin. Similarly, if a ve-
A
B
C D
(a) (b)
Figure 3: (a) A car following the itinerary ABCD might be detected as ACBD.
However, as AC and BD are not adjacent, an algorithm trying to recover the
path of the vehicle as the one presented further in the text, will compute a
path ABC,BCD with a repetition of the link BC and a very high speed on the
sequence BCBC. Both criteria enable the suspicious MAC addresses to be de-
tected easily. (b) A Bluetooth sensor might detect vehicles travelling corridors
other than the target corridor. When this happens, the detector appears wrongly
as Origin or Destination for the detected device, as it will not be detected any-
more in the area.
Figure 4: The red dot is a sensor located at an intersection below the Pacific
Motorway but that detects also cars on it. The red circles are area where sensors
overlap.
hicle is leaving the city through this non-scanned corridor, the
scanner will erroneously appear as its destination. Thus, this
sensor will appear to be an more important origin or destination
than it is actually. Such sensors should be found and corrected
afterwards manually to take into account that they will be over-
estimated Origin or Destination. For this case study in Bris-
bane, however, these non-covered corridors are currently being
equipped with Bluetooth sensors.
3.2.3. Estimation of Miss-Detections
Ideally, a Bluetooth device should be detected by every scan-
ners of the path that is being travelled. However, the scan-
ners might miss-detect a few vehicles. To measure the miss-
detection rate, each pair of successive detections was consid-
ered. To this end, the adjacency matrix of the network (with
detectors as vertices and links between the vertices when there
is a direct road between the two detectors) was used as the in-
put of the Dijkstra algorithm Schrijver (2003) to compute the
shortest path between each pair of detection. Thus, the short-
est path the algorithm returned was the one with the minimal
number of links, that is, the minimal number of detectors, as
shown on Figure 5a. The number of miss-detections was then
computed as the number of vertices of the shortest path mi-
nus two (a pair of two consecutive detections). Through this
method, it turned out that at least 41 percent of the detections
were missing. This percentage is the lower bound as any other
path, other than the shortest would have had more detectors in
it. This result led to two major consequences: First, an algo-
rithm recovering the missing detections had to be developed to
recover the actual journeys. Secondly, it is plausible that the
journeys retrieved might have wrong origin or destination, as
the actual first and last detections may have been missed. This
latter effect, however, will be mitigated during the process of
aggregating the detectors within geographical zones suitable for
Origin-Destination matrices (Statistical Local Areas).
3.3. Raw data characterising
To characterise the dataset we first computed the distribution
of speeds between every pair of successive detections. To do so,
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(a) (b)
Figure 5: (a) If a user was detected at sensor A and B it was detected twice
whereas it should have been detected at least 3 times (in fact 3, 4 or 5 times).
Therefore we know that at least one third of the detections are missing. (b)
Example of Trips with missing detections (red dots) between actual detections
(green dots)
the distance was computed with the shortest path between the
two detectors and the corresponding speed was deducted from
the timestamps of each detections. The shortest path assump-
tion relies on the idea that the Bluetooth network being quite
dense, there are always very few possibilities to travel from
one detector to another. Therefore, the shortest path is often
the only possible path. However for the cases where the users
didn’t travel along this path, it means that their speed will be
underestimated.
Figure 6 is a plot of the distribution of these speeds. It ap-
pears that two modes are prominent: one around 30km/h and
one below 4km/h. This second modes could stem either from
low speed modes (pedestrians), or from high speed modes (bus,
cars) experiencing delays.
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Figure 6: Speed distribution of the pairs of successive detections.
4. Trips Recovery
4.1. First sequencing
Thus in a second step, we separated sequences of detections
into several sub-sequences as follow: If two successive detec-
tions tacking place at two different detectors are more than one
hour apart or with a speed under 1km/h, the sequence is cut.
Moreover, if the two detections happen at the same scanner, we
cut the sequence if they were more than 10 minutes apart. In
deed, similar computation as previously described shown that
90% of the successive detections happens within less than on
hour and 7% are more than two hours apart, if they don’t hap-
pen at the same detectors, else, it is 80% which happen within
less than 10 minutes. Moreover, it appears very unlikely, re-
gardless to the mode of travel, that a traveller reaches speeds un-
der 1km/h without stopping in its journey (as the speed is only
computed for distances above 500m for the reason explained in
section 3.2.2).
The distribution of the average speed of these sub-sequences,
as shown on Figure 7a, seems to contains two modes, the first
one around 33km/h and the second one, corresponding to a
plateau between 12 and 20 km/h. We shown that when sepa-
rating the sequences between peak hours (6:30am-9:00am and
2:00pm - 5:30pm), midday (9:00am-2:00pm) and off-peak, as
suggested by Figure 7b, the plateau only appears for midday
sequences.
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Figure 7: (a) Average speed of the obtained set of sequences (b) Distribution of
these sequences over the day.
4.2. Looking for pedestrian
At this point, we separated sequences whose speeds on each
segment were smaller than a threshold speed and plotted the
length distribution of the sequences. The results are condensed
in Table 1
Thrshld # sequences longest % <1 % <3 % <6
(km/h) (%) (km) km km km
5 16402 (7.8%) 4 90 99.8 100
6 16937 (8%) 6 87 99.8 100
10 19013 (9%) 8 80 98 99.9
15 22569 (11%) 16 72 95 99.6
20 27955 (13%) 16 64 91 98.8
25 35588 (17%) 20+ 55 87 97
Table 1: Characteristic of trips whose speeds are constantly below a certain
threshold (Thrshld).
From these results, it appears that the criterion of the speed
being under 15km/h along the sequence might be a way to catch
non-motorised mode as most of these sequences are short (95%
under 3km).
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4.3. Algorithm
Based on these first remarks, we developed an algorithm to
assign sequences of detections to trips with the following as-
sumptions:
• The distance computed between two successive detections
is the length of the shortest path. This shortest path is given
by the Dijkstra algorithm where the metric distance (Eu-
clidean) is considered as the cost function (on the contrary
to the paragraph 3.2.3 where the number of detection was
the cost function).
• If two successive detections, not happening at the same de-
tector, are more than one hour apart or if the speed between
then is less than 1km/h, these detections are assumed to be-
long to two different trips and the sequence is cut into two
sub-sequences.
• If two successive detections are happening at the same
scanner and are more than 10 minutes apart, the sequence
is also cut into two sub-sequences.
• If two successive detections belong to the same sequence
or sub-sequence but their corresponding detectors are not
spatially adjacent on our network, fictive detections are
added, where required, based on the shortest path.
• If the sequence is only made out of two detections, it be-
long to a first set.
• If all the pair of successive detections in a sequence or
sub-sequence have a speed under 15km/h, they belong to
the second set (non-motorised-set?).
• If at least one pair of he sequence has a speed under 7
km/h, the sequence belongs to a third set.
• Else, the sequence belong to the main set of journeys.
4.4. Results
For Brisbane’s case studies, the 1.4 millions of daily detec-
tions give, after this first steps:
• 0.9% of the detections correspond to Bluetooth devices de-
tected only once (10% of the devices)
• 0.25% of detections coming from shared devices (0.04%
of the Mac-Address)
• 6% of the detections are isolated detections
• 2.6% of the detections correspond to non-moving devices
• 6.6% of the detections belong to trips of only two detec-
tions (22% of the trips)
• 2.3% of the detections belong to trips constantly below
15km/h (4% of the trips)
• 13% of the detections belong to trips where speed went
under 7 km/h (8% of the trips)
• 68% of the detections belong to the third set of trips (66%
of the trips)
4.5. Toward Origin-Destination information
Without deeper data processing, more than two third of the
detections are likely to represents trips made by motorised
modes of travel, whose travel information we are interested in.
Interestingly, performing this first sequencing of the detec-
tions, gives us two set of journeys for which speeds are higher
than 15km/h, presumably representing motorised modes, and
characterizing two different kinds of behaviours. The main
set (68% of the trips) seems to be composed of journeys done
mainly by commuters, as we can clearly identify the peak hours
as shown on Figure 8b. In addition, more than 80% of these
journeys are shorter than 10 km. To the opposite, the second set
of journeys (in which every sequence of detection has at least a
pair which doesn’t satisfies the criteria) is spread over daylight
time (8:30 am to 6:00 pm, Figure 8d) and might be due to two
kind of behaviours: the users working in their car as postmen
or taxi drivers for example, as 50% of the journeys are longer
than 10 km or to people doing short errands during the day as
95% of the journeys have less than 3 pair of detections which
doesn’t satisfy the criteria of the algorithm. Finally, the distri-
bution of average speed for both sets, support these assumptions
as the first set (Figure 8a) contains journeys with higher aver-
age speed than the second (Figure 8d). This later set, being
distributed over business hour with average speed mainly be-
tween 10 and 18 km/h might explained the plateau observed on
Figure 7b.
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Figure 8: (a) Average Speed distribution of the main set. Mode at 32km/h (b)
Distribution of the main set over the day (c) Average Speed distribution of the
second set. Mode at 13km/h (d) Distribution of the second set over the day
4.6. Comparison with Brisbane Transport Strategic Model
Last but not least, we mapped the origin-destination informa-
tion as retrieved from the work presented in this paper (c.f. Fig-
ure 9a) to compare it with Brisbane Transport Strategic Model
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information (Figure 9b). The OD matrices are projected on Sta-
tistical Local Areas of level 2 (Figure 9c) as designed by the
Australian Bureau of Statistics.
It appears that the major OD retrieved from the Bluetooth
data are amongst the major OD as computed by the BTSM,
however, the opposite is not true. It is in fact a structural bias as
some SLA don’t have any roads covered by Bluetooth detectors
or not enough. Thus, not enough information can be retrieved
from the Bluetooth database. It is quite encouraging however
that on the covered areas, the OD are consistent. The same work
was done with larger SLA (level 3) to try to mitigate this effect
but a larger zoning led to the same kind of problem at the edges
of the networks as most of the Bluetooth-covered corridors are
radial, toward the city centre.
5. Explanation Trails for Missed-Detections
From this research and from the literature, the missed detec-
tions can be explained as follows:
• Not all scanners and devices are equally powerful, as some
have stronger signals than others. From our dataset we
observed that some devices were more likely to be de-
tected, compared to others, as shown on Figure 10. This
assumption is supported by the work of Porter, Kim et
al.(2012)Porter et al. (2012) highlighting the influence of
the antenna on the signal strength and detection.
• The miss-detection rate increases, as the scanning area be-
comes more crowded with active Bluetooth devices. In
fact, it is known that when the number of detectable de-
vices increases, interference may affect the effectiveness
of the detection Franssens (2010); SIG (2013). Moreover,
the maximum number of devices that can be captured is
limited (3 devices per second, for the scanners located in
the Brisbane area).
• The position of the detectors is of great importance, as
Bluetooth signals are weakened by physical obstacle (e.g.
walls and billboard). Brennan Jr, Ernst et al. Brennan Jr
et al. (2010) have also shown that the vertical position of
the Bluetooth scanner has an influence of the effectiveness
of the sensor.
• The weather as a strong influence on the signal strength.
• Not all Bluetooth devices are always in discoverable mode.
(e.g. some devices may become undiscoverable after a few
minutes of non-use)
• The scanners detection process can be described as an in-
quiry cycle during which the detector will send inquiry
messages on a broad range of frequencies and waiting for
devices to answer Peterson et al. (2004). However, this
inquiry cycle needs some time to complete. It is advised
Peterson et al. (2004); SIG (2013) that a Bluetooth device
should remain in a discoverable mode (or inquiry substate)
for 10.24 seconds, within the detection zone of a scanner.
Therefore, a device moving at a speed of above 72km/h
have a small probability of not being detected by a scan-
ner with a scanning radius of 100m (200m in 10 seconds).
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Figure 10: Two modes are observed. The first mode for a probability of being
missed below 10% mainly composed of devices only detected twice by succes-
sive detectors and another at 35%.
6. Conclusion and Future Works
This paper presented the major difficulties that are encoun-
tered when cleansing and analysing the Bluetooth data, in or-
der to retrieve reliable OD informations. As the area covered
by Bluetooth networks becomes larger, the data cleansing and
correction mechanisms presented here become very important,
for each of these issues may translate to noise in the dataset
and, therefore, to inaccurate estimations. The assigning algo-
rithm presented in this paper is a first step toward the complete
cleansing of these data. For this work, it was observed different
travel patterns that can be distinguished through the cleansing
and correction process. The extraction of other, less obvious,
patterns will need more sophisticated procedures but are im-
portant for two reasons: Firstly, as shown in this paper, differ-
ent patterns should be cleansed differently and secondly pattern
identification can lead to more detailed perspective than general
OD matrices.
Through this data cleansing however, the obtained density
maps from these recovered journeys3 recreate well some char-
acteristic of Brisbane’s area (e.g. peak hour and congestion).
Moreover, the OD information, aggregated over SLA of level 2
is quite coherent with the results from other sources as BTSM.
Future research will take the following directions. First,
deeper research will aim to better discern which mode is be-
ing in use by the detected road user. As far as the separation of
the modes is concerned, Araghi, Krishnan et al. Araghi et al.
(2012a) have shown that clustering methods (hierarchical, K-
means and two-step) are quite effective to distinguish between
motorized and non-motorized travel mode, in uncongested con-
ditions. Yet, to the best of our knowledge, very little research
has been conducted towards distinguishing the various travel
modes, within the motorized vehicle class, by only using Blue-
tooth data. Secondly, the vehicles that are equipped with dis-
coverable Bluetooth devices represent a fraction of the entire
3http://bluetooth.smarttransportcloud.com/
DetectionDensity.mp4
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Figure 9: Main OD trips. The redder and the wider the line is, the more important the OD is (a) OD retrieved from Bluetooth (b) OD from Brisbane Transport
Strategic Model
traffic. By comparing traffic loop detectors to Bluetooth, it was
estimated that in Brisbane’s case, around 25% of the traffic is
captured. Thus, we will focus on developing a method to in-
fer real OD matrices from Bluetooh data combined with other
sources (e.g. traffic loops). Finally, we will focus on developing
metrics to quantify the reliability of the estimated OD matrices,
as we believe that knowing the confidence of the measure is
important for any decision that is to be made, upon the OD pat-
terns that will be discovered.
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