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A B S T R  A C T
Comparisons between the thin and thick target methods of measuring
0
proton-induced K X-ray production cross-sections have been made. It 
was concluded that the thin target technique is superior. Cross-sections 
for the production of K X-rays from thin targets of selected elements 
in the range Z = 22-34 have been measured with absolute uncertainties 
of +_ 5 % for the case of irradiation with light ions (Z < 2) of energy 
1-3 MeV. K shell ionization cross-sections have been, deduced from 
these measurements and a modification of the Semi-Classical Approximation 
fitted to the resulting data. Fitted values for the ionization cross- 
sections for protons have been generated for all targets with Z = 18-50; 
uncertainties being as low as hh 5 % in the region Z = 22-34. The value 
of these results for use in particle-induced X-ray emission (PIXE) ana-
i
lysis and in comparisons between the various theories of inner shell 
ionization is discussed.
A detailed description is given of the apparatus and experimental 
techniques; especially the methods of measuring ion beam fluence,
X-ray detection efficiency and target mass thickness. For each of 
these cases, significant advances over the more commonly used methods 
are reported.
The principles, history and present status of PIXE analysis are 
outlined and comparison made with other methods of producing characte­
ristic X-rays. The technique has been applied to the study of time- 
resolved deposits of air particulate pollution. Details are given of 
the air sampling technique and the application of PIXE and electron 
microprobe X-ray analysis to the characterization of these samples. 
Analyses of a widely varying selection of other types of sample were 
performed and conclusions drawn on the suitability of the technique for 
these cases.
Finally, conclusions are drawn on the achievements of the work 
and suggestions for future, studies are given.
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CHAPTER 1
I N T R O D U C T I O N
The University of Surrey has now been interested in the study of 
air particulate pollution for almost a decade. The early work was 
centred around the taking of daily samples on filter papers which were 
subsequently analysed using instrumental neutron activation analysis 
(Hasan et al. 1972). It was found that there was an almost random varia­
tion in the elemental levels from day to day, with the changes often 
being of an order of magnitude. No clear systematic trends were observed 
over the few weeks which were sampled intensively or over the five years 
for which spot results were taken. It was therefore concluded that, in 
order to study these changes in pollution levels, it was necessary to 
have a method for analysing the particulate content of the atmosphere 
over periods short compared to the causes of the changes. The two major 
factors affecting the environment are undoubtedly the weather and human 
activities such as industrial production, traffic, domestic heating, etc. 
These parameters often change in a matter of hours. Therefore, in 1976, 
it was decided to construct a system which produces time-resolved parti­
culate deposits so that the pollution levels could be measured with a 
temporal resolution of two hours. For such small sampling times, only 
a small amount of deposit (typically less than 10 Atg) is produced and 
the amounts of the elements of interest.are often as low as 1 ng. The 
most suitable means of analysing such deposits was found by Mason (1978) 
to be that of proton-induced X-ray emission (PIXE). With this experi­
mental arrangement, a number of elements with atomic number greater than 
24 were successfully analysed.
PIXE analysis is based on the irradiation of samples with protons 
from a Van de Graaff accelerator. The protons, by the Coulomb inter­
action, occasionally cause inner shell electron vacancies in the atoms 
present in the sample. The energies of the X-rays, emitted when the 
vacancies are.filled by electrons from higher atomic levels, are charac­
teristic of the elements from which they originate and the number of 
X-rays of a certain energy is proportional to the number of atoms of 
the corresponding element in the sample. The availability of high reso­
lution lithium-drifted silicon (Si(Li)) detectors, fitted with very thin 
entrance windows, enables most elements with Z greater than 9 to be sen­
sitively determined simultaneously and quantitatively in amounts as low
-2as 1 ng. Ideally, samples should be no thicker than 1 mg cm because
of projectile energy and X-ray intensity loss effects in thicker 
samples.
In 1977, the present author was given the opportunity to use the 
facilities of the Central Bureau for Nuclear Measurements (CBNM) which 
is the nuclear standards laboratory of the Joint Research Centre of the 
European Communities (EURATOM). The laboratory was interested in deve­
loping ion-induced X-ray analysis as a complement to other existing ion 
beam analytical techniques. It was decided to use the special equipment 
and expertise available to investigate some of the fundamental proper­
ties of light-ion-induced X-ray emission; especially production cross- 
sections for this process. The purchase of a high resolution Si(Li) 
photon detector enabled analysis of elements with atomic numbers as low 
as 11. Thus many of the lower Z elements of interest in air particulate 
deposits that could not be analysed with the poorer resolution Ge(Li) 
detector system used by Mason (1978) were able to be analysed. This 
led to the setting-up of an air sampling system at the CBNM.
The organisation and contents of the present work will now be 
outlined. Firstly, a note on terminology. Light-ion-induced X-ray 
emission is more frequently referred to in the literature as particle- 
induced X-ray emission. For this reason, the abbreviation PIXE is 
usually used. Although it is felt that 'light-ions' is a better des­
cription of these projectiles than 'particles', the term PIXE will 
generally be used. Similarly, elastic nuclear backscattering is often 
referred to as Rutherford backscattering which yields the abbreviation 
RBS. Strictly speaking this technique should no longer be called 
Rutherford backscattering as deviations from the Rutherford scattering 
law are now known to exist. However, for historical and practical 
reasons, it is convenient to continue to refer to it as the RBS tech­
nique. Where references are made, the author's name followed by the 
year of publication (in brackets) is given. If there is more than one 
author, then the first author is followed by et al. regardless of the 
number of co-authors. Figures and tables are numbered successively 
for a particular sub-section. Thus Fig. 4.4.5.3.b is the second figure 
of section 4.4.5.3. This should permit easier location of figures than
if a continuous numbering system had been used.
In Chapter 2, the early history and present status of PIXE analysis 
are discussed. In particular,the wide variety of applications published 
are outlined and comparisons made with other modes of excitation. The
theoretical basis for analysis by PIXE is presented in Chapter 3. The
reasons for concentrating on one particular PIXE theory are given in
the context of a search for the optimum method of fitting experimentally 
derived cross-sections. The role of the various background radiations, 
produced at different projectile energies* in limiting the usefulness of 
PIXE analysis is quantitatively assessed and illustrated with an example. 
In Chapter 4, the apparatus and experimental techniques utilised in the 
PIXE and RBS measurements are described in detail and special attention 
paid to sources of uncertainty. Of particular importance are the 
methods of measuring ion beam fluence, X-ray detection efficiency and 
target mass thickness. In each of these cases, significant advances over 
the more commonly used methods are reported. The thin and thick target 
methods of measuring proton-induced K shell ionization cross-sections 
are compared in Chapter 5. As a result of this comparison, the cross- 
sections for a variety of elements in the atomic number range Z = 22-34 
for protons, deuterons and alpha-particles were accurately measured 
using the thin target technique. By fitting these results with a modi­
fication of the corrected SCA theory given in Chapter 3, reliable cross- 
sections over a wide range of Z were obtained. In addition, some evi­
dence for simultaneous K and L shell ionization is mentioned. In Chapter 
6, selected applications of the present PIXE analysis system are dis­
cussed. Most effort was concentrated on the analysis of time-resolved 
air particulate deposits and the problems of quantitative air sampling.
A scanning electron microscope, fitted with a Si(Li) detector, was also 
utilised in order to obtain a fuller understanding of the nature of 
these deposits. Some practical difficulties in analysing other types 
-of sample are highlighted. Finally, conclusions and suggestions for 
further work are given in Chapter 7.
CHAPTER 2
THE EARLY HISTORY AND PRESENT STATUS OF PIXE ANALYSIS
2.1 Early history
PIXE analysis is the latest in a long line of techniques based on 
the detection of X-rays. X-rays were discovered in 1895 by Rontgen who, 
within a year, applied them in medical and industrial radiography. In 
fact, the history of X-rays has tended to be one of practical applica­
tions rapidly following new discoveries or innovations. Valkovid (1978), 
in his> review of elemental analysis by X-ray tube, radioactive source 
and charged-particle excited X-rays, has outlined the early development
of X-ray spectrometry. It may be summarised as follows:
1895 W.C. Rontgen Discovery of X-rays
1896 A.W. Wright First photographic paper 'rontgenogram1
1896 J. Perrin ■ X-ray intensity measurement with an air 
ionization chamber
1909-
1911
C.G. Barkla Discovery of absorption edges and emission 
line series
1912 M. von Laue et al Diffraction of X-rays by crystals
1912 J. Chadwick Detection of characteristic X-rays induced 
by alpha-particles from a radioactive source
1913 W.L. Bragg and 
W.H. Bragg
Bragg X-ray spectrometer
1913 H.G.J. Moseley Relationship between the wavelength of 
X-ray lines and atomic number established
1913 N. Bohr Model of the atom
1913 W.D. Coolidge Hot-filament high vacuum X-ray tube
1913-
1923
W.D. Coolidge Measurement of X-ray spectra of the 
chemical elements
1922 A. Hadding Application of X-ray spectra to chemical 
analysis of minerals
1923 G. von Hevesy Quantitative analysis by secondary excita­
tion of X-ray spectra
1928 R.G. Cocker and 
H. Schreiber
Applications of X-ray fluorescence spec­
trometry
1948 H. Friedman and 
L.S. Birks
X-ray emission spectrometer
In 1958 Merzbacher and Lewis presented a comprehensive theoretical 
treatment of inner shell ionization by protons and alpha-particles in 
their review of the field. Further details of this and the subsequent
theoretical and experimental developments in the study of ionization 
cross-sections are given in section 3.1. Khan et al. (1966) appear to 
be the first group to apply ion-induced X-ray emission to the analysis 
of the thickness of surface layers. In this pioneering experiment they 
used 100 keV protons to excite characteristic X-rays from thin aluminium 
layers. By detecting the X-rays with a gas proportional counter they 
were able to relate the mass-thickness of the layers to the measured 
yields. Unfortunately this technique was not readily applicable to 
multi-elemental analysis because of the poor resolution of gas propor­
tional counters.
Development of the high resolution Si(Li) detectors in the late 
1960’s revived the interest in the detection of characteristic X-rays 
and the possible analytical applications. McKenzie (1978) has traced 
the historical development of semiconductor radiation detectors. The 
first high resolution 7 -ray spectrum obtained with a Ge(Li) detector was 
reported in 1962. The further development of these and Si(Li) detectors 
then took some time due to problems of materials purity and also of sur­
face contamination of the crystals. Although the basic limitation on 
the energy resolution is the statistical fluctuation in the number of 
ion pairs created for a given photon energy, the effects of the pream­
plifier noise dominated the width of the photon peaks. The first major 
step in improving energy resolution came with the development of low 
noise field-effect transistors (FET's) for the first stage of the pre­
amplifier. Another significant improvement was the introduction of the 
light-emitting diode (LED) to provide low-frequency feedback withmthe 
preamplifier. Low temperature operation of the detector is required in 
order to reduce the thermal leakage noise. In order to maintain the de­
tector at low temperature and also to protect its surface from contami­
nation by condensation, the detectors are operated inside a vacuum cryo-
Tso^ OvO
stat and a thin beryllium^is provided to allow X-rays to reach the detec­
tor with the minimum of absorption. The superior resolution obtainable 
with Si(Li) detectors is compared with other common photon detectors in 
section 4.4.
High resolution Si(Li) detectors were made commercially available
at the end of the 1960’s. It was rapidly realised by Johansson et al.
(1970) that a combination of X-ray excitation by protons and detection
with a Si(Li) detector constitutes a powerful multi-elemental analytical
technique of high sensitivity. They showed that it was capable of de-
-1 2
tecting up to fifteen elements simultaneously at the 10 g level and 
that only very small amounts of sample were necessary. There then
followed a rapid expansion in the use of ion-induced X-ray emission ana­
lysis with Johansson et al. (1976) being able to quote almost two hundred 
publications in the field up to January 1976. Similar advances in X-ray 
tube and electron-beam (in the electron microscope) excited X-ray ana­
lysis followed from the innovations in the Si(Li) detector. Recent pro­
gress in the field of PIXE analysis will now be discussed.
2.2 Present status
Analytical applications of PIXE have been reviewed up to the year 
1976 in an extensive article by Johansson et al. (1976). This provides 
a good introduction to the field and will be.cited frequently throughout 
this thesis. In order to place the present work in context, the litera­
ture for the period 1976-1979 inclusive was also scanned for both theo­
retical and applications aspects,of ion-induced X-ray emission. Some 
fields not covered by the review of Johansson et al. in older articles 
were also investigated. Many of these papers are discussed in a compre­
hensive review of PIXE written in collaboration with I.V. Mitchell and 
E. De Poli (Mitchell et al. 1979). As well as providing about two hundred 
references on the subject, many useful tabulations are given. These in­
clude ionization cross-sections for the K and L shells for protons of 1,
2 and 3 MeV over the complete periodic table together with the fluores­
cence yields and the resulting X-ray production cross-sections. Also in­
cluded are the X-ray yields and Si(Li) detector count-rates to be expected 
for ’standard1 conditions. This allows easy scaling to counting arran­
gements in other laboratories and is thus very useful for designing PIXE 
analysis experiments although these calculated cross-sections are not of 
sufficient accuracy to be of use in absolute quantitative PIXE analysis. 
Rather than reproducing these data and references, the principle trends 
in PIXE analysis will be outlined and further details may be found in the 
review or elsewhere in the present work.
The principles behind the production of characteristic X-rays by 
light ion bombardment, together with the methods of relating the observ­
ed X-ray yields to the amounts of the elements in the samples, are dis­
cussed in Chapter 3. The experimental system presently used is described 
in detail in Chapter 4. Only experimental systems that differ signifi­
cantly from that of the present work will now be discussed.
2.2.1 Irradiation facilities
Details of the present vacuum irradiation facility are given in 
Chapter 4. Both the target and the detection system are in vacuo.
This minimises projectile energy and photon intensity loss effects and 
allows accurate ion beam fluence measurements. The possibility that 
the specimen to be analysed by PIXE may lose volatile elements before 
and during analysis should be borne in mind. These losses may arise 
through a number of causes. Normally, the sample must be maintained 
under vacuum conditions during projectile bombardment unless a special 
non-vacuum facility, as described below, is used. This means that vo­
latile components and gases contained in the specimen will be removed 
to a large extent during initial vacuum pump-down. This is especial­
ly true for some organic materials and for compounds having high vapour 
pressures where evaporation and decomposition may take place in a va­
cuum environment. Hence, the ability to detect certain elements may 
depend very much on the chemical form they have in the original material.
Non-vacuum irradiation? The main incentive for non-vacuum irradiation 
studies is to examine liquid and biological materials and samples too 
large to fit into a vacuum chamber. These normally contain large amounts 
of water and volatile substances and often prove to be electrically in­
sulating. In a non-vacuum facility, the projectile beam produced by 
the accelerator usually exits the vacuum system via a thin foil vacuum- 
window (which can, for example, be of mylar, nickel or beryllium) and 
the sample together with the X-ray detection system, is situated in an 
air or helium environment. The use of the gaseous atmosphere reduces 
material losses and the charging up of the targets. Target manipulation 
is also made much easier. There are two main advantages in the use of 
helium as the target environment. Firstly, there is no strong argon K 
X-ray line in pure helium which is always present in the case of air 
and secondly the stopping cross-section for the projectile beam in 
helium is about four times lower than in air. Using an external beam 
there are normally no special problems in placing the detector near the 
sample although care must be taken against contamination of the detector 
window by wet or dirty samples. The main problem in this method is in 
being, able to monitor ion. beam fluence accurately. Deconninck (1.972), 
Seaman et al. (1975), Katsanos et al. (1976) and Modjtaned-Zadeh et al.
(1975) have all investigated this problem but it appears that much scope 
remains for experimental work in this area. .
Microgro'bes. The properties of many materials are often as depen­
dent on the spatial distribution as on the concentrations of the com­
ponent elements present in the matrix. For such measurements there 
has been considerable interest in recent years in producing spatially 
well defined particle microbeams. There are a number of similarities 
between the particle or nuclear microprobe and the electron microprobe, 
an instrument which has existed for some years as standard equipment in 
research laboratories. Among the various options, the latter can be 
used for elemental analysis by detection of the X-rays induced by the 
electron beam. Electron probe diameters from 0.1 - 0.5 Aim are easily 
attainable. However, because of the strong projectile bremsstrahlung 
background caused by electrons, the minimum detection limit is about 
100 - 1000 ppm in practice. In contrast, a proton beam used as a nu­
clear microprobe should be capable of routinely achieving 1000 times 
better results due to its much lower primary bremsstrahlung. The major 
difficulty is in producing small particle beam diameters. This may be 
achieved by collimating the particle beam to small dimensions as has 
been reported by Pierce et al. (1966), Mak et al. (1966) and Horowitz 
et al. (1975) but always at the expense of a strong reduction in the 
beam intensity. Alternatively, the beam may be focused either magneti­
cally, which seems to be the most widespread technique at present, or 
electrostatically. Magnetically focussed proton beam diameters as 
small as 2 Aim have been reported by Cookson et al. (1972). Two novel 
methods of electrostatic focussing have been reported recently by 
Augustyniak et al. (1978) and Krejcik et al. (1980) giving beam diame­
ters of about 15 Atm and 40 Atm respectively. Further details of the 
present state of the art in microbeam studies can be found in a recent 
review by Cookson (1979).
2.2.2 Practical target considerations
- 2• When the projectile beam irradiates the target 
material, energy is deposited in the sample as the projectile slows 
down in the material and this may cause losses of elements. Legge et 
al. (1980) have recently reported rapid losses of some elements, such 
as chlorine, in biological matrices during irradiation in a proton 
microprobe system. This effect has also been observed for chlorine 
in dust filters in the present work (Chapter 6). Legge et al. suggest 
that much of this loss is caused through heating of the specimen by the 
beam rather than effects directly due to ionization. For example, if
all the energy of a 10 nA beam of 2 MeV protons was converted to heat,
- 2 - 1
this would lead to a deposition of 10 Js m  the target. This is
- 1 - 2
equivalent to about 2 Js cm when the diameter (1 mm) of the beam 
is taken into consideration. Consequently, a rise in the temperature 
of the target can be expected which could be considerable if the target 
is composed of a material of poor heat conductance, as is often the case 
in biological specimens, and the loss of volatiles will be enhanced. 
Valkovii et al. (1975), Ishii et al. (1975a) and Alexander et al. (1974) 
all describe experiments where losses of volatiles have occured, notably 
bromine. However, generally speaking, apart from biological and organic 
type materials the effect does not appear to be a large one. Campbell 
et al. (1974,1975b) and Johansson et al. (1975) found no evidence of 
volatile elemental losses from their samples.
Sam£le_£reparation. For the optimum operating conditions,samples of 
- 2 ~
about 20 Mg cm should be used when trace elements are to be measured 
at the 0.1 to 1 ppm level. If thicker specimens are used, in which the 
projectiles lose a significant fraction of their energy, it should still 
be possible to determine concentrations in the 1 ppm range although per­
haps not for the lightest elements due to the increased bremsstrahlung 
background below 5 keV. As an illustration, 3 MeV protons impinging on
a sample consisting mainly of carbon, will lose about 15 % of their ini-
- 2
tial energy in 4 mg cm of the target and will be stopped completely m  
-2
about 16 mg cm
For many types of sample, a backing substrate is often necessary. 
For these, high mechanical strength, good electrical and thermal conduc­
tivity, high chemical purity, resistance to high beam intensities and 
non-reactivity with the target material itself are amongst the require­
ments. The background continuum produced by the substrate should be as 
low as possible and this favours thin backings composed of low Z ele­
ments which will produce less proton and seconaary-electron bremsstrahl­
ung. If substrates of carbon, beryllium, boron or plastic-like material 
can be usedj an important advantage will be that very few characteristic 
X-rays due to the substrate will be detected as most of these will be 
absorbed by the beryllium detector window and intervening absorbers.
In general this will considerably reduce count-rate and pile-up problems
-2
A good choice of substrate thickness is less than 100 Mg cm . Carbon 
foils offer high beam tolerance and mechanical strength although their 
purity and the beam-induced shrinkage effects (see section 4.3.3) must 
be controlled. Johansson et al. (1972) and Herman et al. (1973) have
-2
both reported using 20 - 40 Mg cm carbon foils as substrates in their
PIXE studies. Plastic foils such as Formvar, Kapton, Mylar, VYNS, poly­
styrene and Hostaphane have all been successfully used as thin backing 
materials as has been discussed by Alexander et al. (1974). The elec­
trical and thermal insulation problems in using plastics are often cir­
cumvented by metallising the substrate on the beam side. For example,
-2
Alexander et al. evaporated a 100 jug cm aluminium coating onto 
-2
100 - 150 Mg cm Formvar to overcome the heat dissipation problem.
Details of ion beam tolerance for a variety of plastic substrates has 
been given by Herman et al. (1973). Bearse et al. (1974) have also in­
vestigated a number of possible candidates for substrate materials and 
found that, for their purposes, 8 Me pore size Nuclepore filter material 
was the most suitable.
For biological tissues and organic material the problems of sample 
preparation are often severe and usually require complicated procedures. 
For example, Jolly et al. (1971) used a nebulizer and sonicated biolo­
gical material with good results. Campbell et al. (1977) reported on 
the use of a freezing microtome to prepare slices of organic material 
of about 10 M m  in thickness. Preconcentration may be used as a technique 
to gain orders of magnitude improvements in detection limits. In situa­
tions where extreme low detection limits are not required, it may be 
advantageous to tolerate the increased bremsstrahlung produced by thicker 
backings. Descriptions of other techniques may be found in the recent 
review (Mitchell et al. 1979).
In principle, it is always best if the specimen is already in a 
suitable form for analysis and where no further treatment need be made 
on it. This has an added advantage in so far as cross-contamination 
possibilities are much reduced. A practical example of this occurs in 
air particulate studies where the aerosol filter on which the dust is 
collected is in a directly suitable form for irradiation as is described 
in section 2.2.4.1. For non-biological samples such as metals, compounds, 
etc., physical deposition techniques such as resistive and electron beam 
evaporation, sputtering, CVD (chemical vapour deposition), anodic oxida­
tion and electro-deposition have all been applied to provide thin uniform 
layers on both thin and thick substrates (Mitchell et al. 1979).
• Campbell et al. (1974) have determined the 
accuracy of PIXE relative to atomic absorption analysis and various labo­
ratories have recently contributed to two inter-laboratory comparison 
exercises (Camp et al. 1975, Lear et al. 1976) using common distributed
samples. The results of all these measurements seem to indicate that an 
accuracy of about 10 % is achievable. Akselsson et al. (1978) have re­
cently confirmed this. The accuracy of PIXE analysis determined by an 
absolute approach with X-ray production cross-section data and other fun­
damental parameters is not in such a happy state and typically accuracies 
of only about _+ 20 % can at present be expected in the analysis of the 
targets with Z = 22-34 and for elements where the data are less well 
known correspondingly poorer accuracies result. However, the cross-sec­
tion results given in Chapter 5 will considerably improve the situation.
In the case of 'precision1 which is a measure of the reproducibi­
lity of the analysis, Valkovii et al. (1975) analysed 150 blood serum 
samples doped with internal standards. They found for Fe, Cu, and Zn 
a precision at the 1 ppm level of about hh (5 - 10) %. Values of preci­
sion are generally found to be worse than expected from counting statis­
tics alone. This may be ascribed to several causes such as target pre­
paration procedures giving non-uniform targets, contamination of the 
samples, non-homogeneous ion beams, small changes in target backing 
characteristics, beam-induced effects, instrument drift (such as stabi­
lity of ion beam energy) and miscellaneous operator errors. It is clear 
from the literature that much work remains to be done in the field of 
PIXE analysis to improve the precision and accuracy of the measurements 
and that sample preparation is one of the largest influences on these 
factors. The parameters that enter into improving precision once the 
target is prepared are discussed in section 3.1.5. In general, increas­
ing the ion beam current is the most effective but there are often target 
damage limitations to this.
2.2.3 Comparisons with other modes of excitation
Alpha-particles. The detection limits obtained with alpha-particles of
4. - 8 MeV energy do not differ considerably from those obtained using 
proton beams of 1 - 2 MeV. The higher nuclear charge of the helium ion 
generally gives rise to larger X-ray production cross-sections but this 
improvement is approximately balanced by larger backgrounds. However, 
at the higher alpha-particle energies (18 MeV), which have been used by 
Cahill et al. (1974), the detection limits are poorer due to additional 
high 7-ray backgrounds. One of the biggest disadvantages of alpha- 
particles is that of target heating and deterioration. This arises 
from the fact that to produce approximately the same X-ray yield for a 
particular element as is derived from a 2 MeV proton beam, an 8 MeV
alpha beam must be used (i.e. approximately equal velocity particles) 
but the stopping cross-section for this energy alpha-particle beam is 
about four times greater than for a 2 MeV proton beam. This means that 
more energy is deposited within a given depth in the target by the alpha- 
particles than by protons and thus beam damage due to heating effects 
is that much greater. Unfortunately, at the present time, a systematic 
comparison has not been made between these two modes of excitation and 
consequently it is difficult to draw firm conclusions as to the relative 
merits of either beam type. Both these particles and deuterons were 
compared during the present study at an energy of 2.5 MeV for the case 
of thick carbon backings. As will be discussed in section 5.5, the 
protons were found to be the most suitable.
Heavy-ion-induced X-ray spectra are in general more com­
plex than the equivalent light-ion spectra. Although the heavy-ion- 
induced X-ray production cross-sections are much higher for a given 
velocity, the spectral complexity and larger bremsstrahlung backgrounds 
act against the use of heavy-ion PIXE analysis and outweigh many of the 
advantages of larger cross-sections. In addition, these cross-sections 
strongly depend on the specific atoms involved in the collision process 
so that the relatively simple multi-elemental nature of PIXE, experi­
enced with light-ion irradiation, is lost. On the other hand, since the 
mean range of these ions is small compared with light-ions, this tech­
nique may prove to be useful in the field of single-element surface layer 
analysis. Cairns et al. (1973) and Chemin et al. (1974) have shown that 
fractions of a monolayer may be detected in this way. Scharager et al. 
(1980) have recently used heavy-ion-induced X-ray emission to observe 
trace impurities in CdTe crystals where proton excitation would have 
given no useful information because of the high background signals due 
to the matrix elements.
Electrons. The cross-section for X-ray production using electrons in 
the 10 - 100 keV range is about the same as for MeV protons. Unfortuna­
tely, because of the small mass of the electron compared with the proton, 
the bremsstrahlung due to the primary electron beam is high, having values 
typically 3 - 4  orders of magnitude higher than that for protons. Hence, 
the limit of detection is relatively poor (about 1 part per thousand) 
thereby making the detection of trace elements impossible. However, 
using a Si(Li) X-ray detector in conjunction with an electron microscope 
presents excellent possibilities of detecting very small absolute quanti­
ties of the main constituents of a sample; 10 g detection is easily 
achievable because of the fine focussing of the electron beam and the 
thinness of the samples. Development of such a finely focussed high 
energy proton microprobe would provide strong competition to the elec­
tron microscope in the field of trace element analysis. At the present 
time this has not been successfully developed to the same level as elec­
tron focussing. Electron excitation using /3-rays from radioactive sour­
ces has also been suggested (Johansson et al. 1976) as a powerful ana­
lytical tool and may find application in portable analysers. It is in­
teresting to note that relativistic electrons of up to 60 MeV in energy 
have also been used for X-ray analysis (Hoffmann 1978).
Photons. Excitation with X-rays, the X-ray fluorescence technique, is 
the main competitor to PIXE for energy dispersive X-ray analysis. It is 
difficult to obtain an objective view of the relative merits of the two 
methods since the published comparisons from different groups, and the 
conclusions they derive from their dataware often in conflict with each 
other. Thus, Cooper (1973) using X-ray fluorescence believes this is 
the favoured technique whilst Johansson et al. (1976) using PIXE state 
that 2 MeV protons provide a better detection limit than X-ray fluores­
cence; concluding that the minimum detection limit using X-ray fluores­
cence is about 1-10 ppm whereas 2 MeV protons are capable of giving 
limits an order of magnitude lower. Moreover, since the proton beam
can be focused to smaller dimensions than an X-ray beam, smaller abso-
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lute quantities of materials can be analysed. Thus 10 g of element
is detectable by PIXE whereas X-ray fluorescence should be able to
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detect about 10 g. With microbeams of protons, 10 g should be
attainable. Where analyses at the ppm level are not required, X-ray 
fluorescence is a very attractive alternative to PIXE, combining rapid 
analysis with economic and reliable equipment and the more truly non­
destructive nature of X-ray beams. In conclusion, in any comparison 
of the relative advantages of PIXE and X-ray fluorescence, detailed 
account must be taken of how the experimental data was obtained, how 
the experimental conditions were optimised and the type of sample that 
was analysed.
2.2.4 Applications
The PIXE analytical method has been applied to a wide variety of 
specimens in such areas as pollution monitoring, metals analysis, bio­
logical, forensic, geological and archeological analyses, surface ana­
lysis of materials, etc. Whilst the ultimate aim in most of these 
studies is to obtain trace element information, the specimens them­
selves and hence the specific application to which PIXE is applied may 
be divided broadly into two types. Namely thin samples and thick sam­
ples where the terms thick and thin are defined in terms of the range
of the probing projectile beam. Thin samples are generally less than
-2 -2 
about 1 mg cm and thick samples greater than 8 mg cm for a 2 MeV
proton beam incident on carbonaceous targets.
2.2.4.1 Thin samples
Aerosol studies. In recent years, many governments and a number of 
international agencies have been increasingly concerned by the gradual 
erosion of the quality of the environment by all manner of industrial 
and domestic pollutants. Environmental quality investigations have in­
dicated that,-due to the smallness of the samples generally available, 
there is a need for highly sensitive multi-elemental procedures capable 
of ready application to air, water, soil and biological samples. In 
particular, concern about the harmful effects of air pollution has sti­
mulated an interest in the origin, conversion and eventual dispersal of 
particulate matter in the environment. The PIXE technique has shown 
itself well suited to precisely this type of broad range analysis, co­
vering almost the entire spectrum of elements whilst requiring only 
micrograms of total sample. Studies of air-borne contamination using 
PIXE and related techniques have been undertaken by several laborato­
ries around the world and they clearly demonstrate its value in envi­
ronmental science. In at least two laboratories in the U.S.A.; one at 
Davis, California and the other based at Tallahasee, Florida (e.g.
Nelson 1978), the accelerators providing the ion beams are almost to­
tally dedicated to PIXE studies of this kind. Cahill et al. (1975,1976, 
1978), at Davis, have developed a fully automated PIXE system which is 
fed with about 700 samples a day from an extensive network of aerosol 
monitoring stations throughout California. The cost per sample analysis 
is given as 5 dollars.
The air particulate samples are usually collected on thin filter
materials which are specially chosen to withstand the ion beam effects
and to have low trace element contents. Thus, apart from the actual
air sampling, no sample preparation is necessary. The sampling is so
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designed that the deposits satisfy the 1 mg cm thin target criterion, 
i.e. there is negligible projectile energy loss and X-ray attenuation
within the deposit. Hence PIXE analysis is well suited to this type of 
aerosol study. Results from the present investigations are given in 
section 6.1 where the wider context of air particulate studies is also 
discussed.
• Trace elements have an important function in bio- ‘ 
logical systems and the various concentrations found often play an im­
portant part in many diseases. For example, many disorders arise in 
animals as a consequence of trace element deficiencies or excesses.
Lear et al. (1976) investigated the cadmium concentration in kidneys and 
found a correlation with age and the state of disease. Sample prepara­
tion is important in these cases as the trace elements are often present 
in concentrations of around 1 ppm. The biological material, whether in 
the form of tissue or liquid, must be sampled and converted into a form 
suitable for PIXE irradiations without any loss of the trace elements 
or introduction of contaminations by the preparative techniques.
Campbell et al. (1975b), Mangelson et al. (1977), and Colaulti et al.
(1976) amongst many others have all used different preparative techniques 
to provide thin targets. The results of a great number of analyses of 
many different biological and medical samples are given in these papers. 
Kubo (1974) has investigated the reproducibility of trace element con­
centration analyses in biological tissue sections and reports precisions 
of about hh 20 %. Badica et al. (1978) have made a study of the analysis 
of small concentrations of scandium and chromium found in lyophilised 
mouse marrow. Biological body fluid samples such as blood and saliva 
may be prepared by allowing a drop to dry on a thin carbon or plastic 
support. Valkovit (1977) and Boro et al. (1975) have investigated such 
samples. Dyson et al. (1978) have analysed human blood and liver tissue 
samples for their copper, zinc and iron contents and have found, for 
example, a diminution of iron in the liver in the case of alcoholic 
cirrhosis associated with clinical anaemia. Lecomte et al. (1978) 
report a totally automatic PIXE system for on-line analysis of trace 
element concentrations in freeze dried blood serum samples. Boulle 
et al. (1979) have used PIXE in a trace element investigation of human 
blood samples from children in South West Africa where a higher than 
normal incidence of methemoglobinemia and anaemia occurs. Using sophis­
ticated pattern recognition procedures they have established a correla­
tion between geographical area of domicile and trace element composi­
tion of blood.
Due to the practical difficulties often associated with maintaining 
the integrity of organic matter under vacuum conditions, many PIXE expe­
riments have been performed in non-vacuum systems as described in sec­
tion 2.2.1. An interesting application of non-vacuum PIXE was launched 
by Meyer et al. (1978). Using millimetre beam spot sizes and helium and 
air environments,they have been able to identify different concentrations 
of trace elements in healthy and diseased regions of apples. Another 
example which illustrates the exciting possibilities of non-vacuum PIXE 
is due to Deconninck (1977). He describes PIXE studies of liquid drops 
held on the end of a pipette by surface tension effects and irradiated by 
an external proton beam. This technique removes the problems of solid 
target preparation but the experimental difficulties are not small.
The non-vacuum technique coupled with a focused microbeam has been 
used by numerous groups to extend the analytical capabilities of PIXE 
to the study of localised concentration variations over distances as 
small as 2-10 Mm. This technique has been described by Cookson et al. 
(1976,1979) mainly with respect to the proton microbeam facility deve­
loped at Harwell (U.K.) which has been used to analyse a variety of 
samples. Horowitz et al. (1976), using a pinhole aperture and a diffe­
rentially pumped beam line, describe studies in which the arsenic and 
mercury distributions along the length of single strands of human hair 
from victims of poisoning were measured. Pinpointing the time of poi­
soning could be made by these means. The distributions of several abun­
dant elements in frozen hydrated eye and kidney elements from rats were 
also investigated by these authors. It has been reported that PIXE sur­
face analysis along the length of, for example, a strand of hair may not 
necessarily be representative of the concentrations in the bulk of the 
material. For this reason, Cookson et al. (1975) have made careful mea­
surements of the variation of trace elements over the cross-sectional 
area of a single hair (~ 130 Mm diameter) using a rectangular microbeam 
spot of 7 by 17 Mm. Montenegro et al. (1979,1980) have recently deve­
loped a correction factor which should be applied to the PIXE analysis 
of hair samples which are generally relatively thick.
1222• Raith et al. (1980) have investigated the detec­
tion limits for trace elements in thin targets in an external PIXE arran­
gement , and their dependence on the exit window material,for proton ener­
gies from 1.5 to 4 MeV. Hudson et al. (1980) report using PIXE with 
simultaneous PESA (proton elastic scattering analysis) to obtain addi­
tional trace element information,such as for beryllium,which is unobtain-
able by using PIXE alone. Lichens were used as a way of monitoring 
local air contamination by Hrynkiewicz et al. (1980). Analysis was 
effected by PIXE and NRA (nuclear reactions analysis). Vis et al. 
(1978) have recently used PIXE in combination with inelastic proton 
scattering to determine the elemental composition of thin glass frag­
ment samples for forensic applications. Pape et al. (1972) have re­
ported analyses of various mineral waters, beers and vintage wines 
for their trace element contents. As only small amounts of sample are 
required, the remainder of the liquid is available for other investi­
gations.
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2.2.4.2 Thick samples
It is often difficult to prepare PIXE samples in the form of a 
thin layer. In these cases thick samples of the specimens of interest 
may sometimes be used directly. This makes the sample preparation 
more simple as, for instance, a thick section of tissue, rock or bone 
may be mounted and irradiated directly, either in vacuum or in a non­
vacuum facility. There are nevertheless several disadvantages inherent 
in using thick samples. Firstly, the trace element composition may 
not be unifprmily distributed throughout the sample and since PIXE ana­
lysis probes the near-surface of the material, the results may not be 
representative of the bulk material composition. Secondly, enhanced 
deterioration of thick targets such as biological specimens may result 
because the probing beam is stopped in the target and therefore heat 
generation in the sample can have a serious effect. This can be 
avoided by using low beam currents but at the expense of loss of sensi­
tivity and economy. Thirdly, quantitative analysis is more difficult 
to realise than in the case of thin targets because the energy of the 
incident projectiles decreases with increasing penetration of the 
target. In consequence, the X-ray yield also changes with depth and 
needs to be integrated over the entire projectile path. To achieve 
this integration a fore-knowledge of the major composition of the ma­
trix in question is pre-supposed which may not always be the case in 
practice. Finally, absorption of X-rays on their outward path is more 
severe and must be accurately taken into account. Nevertheless, some 
of these problems can be overcome when internal standards (i.e. spiked 
specimens) or comparative standards are used. . ;
Ahlberg et al. (1975) have analysed thick steel samples with the 
aid of selective X-ray absorption filters and report that concentrations 
as low as 40 ppm can be measured, which compares favourably with the thin 
sample case. Ahlberg et al. (1976) have studied the trace elements pre­
sent in teeth samples at the 1-10 ppm level. PIXE has been used for the 
trace element analysis of thick solid state and semi-conductor samples 
by many workers amongst whom may be cited Gray et al. (1973), Demortier 
(1975) and Chemin et al. (1974). Cairns et al. (1975,1980) describe 
using PIXE for monitoring the near-surface composition of catalysts and 
in the design of new catalysts. Very recently, Cohen et al. (1980) re­
ported on the application of PIXE to the measurement of thorium and 
uranium at the ppm level in thick ore samples, which has important prac­
tical implications in the mining industry. Trace element analyses by 
PIXE have been reported by Chen Jian-Xin et al. (1980) of precious ar­
chaeological sword specimens more than 2500 years old and by Tove et al. 
(1980) on equally priceless and unique antique violins. It is clear
that for these applications the reliable and essentially non-destructive
nature of the PIXE technique is of paramount importance. All manner of
ore, coal and rock samples have been studied for their trace element
contents and meteoritic and lunar samples have also been successfully . 
treated in this way (Kugel et al. 1977).
Finally, a number of investigations have been made in an attempt 
to obtain depth information on trace element concentrations by PIXE 
.analysis. Reuter et al. (1972) varied the beam energy and Pabst (1974) 
the beam to target orientation, Bahir et al. (1980) combined forward 
particle scattering with X-ray analysis in coincidence experiments to 
achieve simultaneous high depth and atomic number resolution. Ahlberg 
(1975) has obtained simple depth profile information by measuring the
ratios of the characteristic X-rays* However, as is pointed out
cases due to multiple ionization effects. This would yield misleading 
results. It may be concluded that, in general, the X-ray yield from 
PIXE experiments is not well suited to depth profiling and more work 
needs to be done in this field to achieve consistent results.
2.2.5 Conclusions
Since its inception about ten years ago, PIXE has been shown to be 
a powerful analytical method with most applications to surfaces and in 
particular to trace element concentrations. In this short space of time
in section 5.4, the K, X-rays may be preferentially absorbed in some
it has demonstrated its versatility and usefulness by the diversity of 
applications to which it has been applied. The results obtained indi­
cate that it is certainly competitive with other more classical analy­
tical methods and that it may be, in addition, a very useful complemen­
tary technique when combined with other ion beam methods, such as RBS 
and NRA. It is capable of multi-elemental analysis and more than 20 
elements can often be determined simultaneously. The method is a very 
sensitive one having minimum detectable concentrations of about 0 . 1 -  
1 ppm for thin targets. Moreover, because only very small samples of 
the order of a few millimetres diameter are necessary for an analysis,
this corresponds to minimum detectable amounts of material of as low
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as 10 g. Using microbeam techniques, even smaller samples, of the 
order of tens of micrometres diameter, can be analysed without loss of 
sensitivity. For elements with atomic number above about 12 and using 
the appropriate K, L or M characteristic X-ray lines, the minimum detec­
tion limits do not vary by more than about a factor of 10; so that prac­
tically the whole periodic table can be covered in a single experimental 
run provided that peak overlap effects are absent.
In principle PIXE is a non-destructive technique as are the other 
complementary techniques of Rutherford backscattering and nuclear reac­
tion analysis although, for biological and volatile organic materials, 
this is not entirely true in every case. It is a relatively fast ana­
lytical method needing short experimental times, typically of between 
5-20 minutes per sample. With the aid of suitable computer programmes, 
X-ray spectra from routine specimens can be analysed and trace element 
contents obtained in an equally short time. Background effects in PIXE 
are in almost all cases lower than those for comparable X-ray techniques 
using electrons and photons as the exciting source.
One inherent disadvantage of X-ray methods including PIXE is that,* 
for complicated spectra, interferences between K X-rays from light ele­
ments and L and M X-rays from heavier elements can occur. This is also 
true for overlaps between the Ka and X-ray lines from neighbouring 
elements. Future improvements in the resolution obtainable from energy 
dispersive Si(Li) X-ray detectors would go some way to reducing these 
problems. Detecting the X-rays with a wavelength dispersive crystal 
spectrometer could be used to avoid interferences but at the expense of 
losing the rapid multi-elemental advantages of the Si(Li) detector.
The best results are obtained by PIXE when thin samples less than about 
-21 mg cm are used. However, thick specimens can be investigated but 
the spectra produced are often more complicated and the resulting detection
limits are somewhat poorer than for thin targets. In general PIXE 
is not well suited to the depth-profiling of trace elements in a bulk 
matrix. If this information is desired it is fruitful to combine PIXE 
with RBS analysis. In addition, because of the small samples generally 
used in PIXE analysis, care must be taken to ensure that the sampled 
area is representative of the specimen under investigation.
Whilst it would appear that the need for a large and costly acce­
lerator is an added disadvantage to the general application of the PIXE 
technique for trace element analysis, this is not necessarily the case. 
In fact, many more Van de Graaff accelerators of up to 3 MeV energy are 
steadily becoming available throughout the world as nuclear physicists 
go to higher energy machines. The smaller Van de Graaff accelerators 
are ideally suited to PIXE analysis work. It has been shown fairly 
conclusively (Johansson et al. 1976) that PIXE analysis, even with the 
use of an accelerator, is an economical proposition and certainly compe­
titive with other more classical techniques such as atomic absorption, 
emission spectroscopy and X-ray fluorescence spectrometry. For certain 
applications to low Z analysis, alpha particles from radioactive sources 
may be used with economic advantage. In comparison with neutron acti­
vation analysis (NAA), PIXE costs only a fraction of NAA per sample 
analysed.
The most likely future advances in PIXE analysis are in improved 
sample preparation and the development of reliable non-vacuum and micro­
beam systems.
CHAPTER 3
THE PRINCIPLES OF ELEMENTAL ANALYSIS BY ION-INDUCED
X-RAY EMISSION
3.1 Ion-induced X-ray emission
When an energetic positive ion is incident on a target there is a 
relatively high probability (typically with a cross-section of hundreds 
of barns) of ejecting an electron from one of the bound inner levels of 
the target atom. When the resulting vacancy is filled, either an X-ray 
or an Auger electron, which is characteristic of that atom, is emitted. 
Detection of such X-rays is the basis of PIXE analysis. As with most 
analytical techniques, there is a background present which restricts 
the minimum detection limit of the method. Three aspects of the PIXE 
process will be considered here. They are the production of the elec­
tron vacancy, the subsequent emission of the characteristic X-ray and 
the photon background production process. The role that these para­
meters play in the choice of operating conditions will also be discussed
3.1.1 Theories of the ion-induced ionization cross-section
Four basic models are widely used to predict the ionization of the 
target atom by light ions (Z <  2). They all make the assumption that 
the production of an inner shell vacancy occurs as a result of an inter­
action of the nucleus of the charged particle with the bound electron. 
The types of transition which occur to fill this vacancy are illustrated 
in Fig. 3.1.1.a. In general, transitions to the K shell were of prime 
interest here although L and M X-rays were utilised for the detection 
of heavy elements.
In the Plane Wave Born Approximation (PWBA), the incident and the 
inelastically scattered particles are described by plane waves with the 
interaction responsible for electron vacancy production being the 
Coulomb interaction between the bound electron and the incident particle 
The initial and final states of the atom are thus described in terms 
of a transition from the electron's initial bound state to an unbound 
state described by a continuum wave function with the other electrons 
remaining in their initial states. Vacancy production due to excitation 
of the electron to unoccupied orbitals, rather than to the continuum, 
is negligible (Merzbacher et al. 1958). The PWBA is a high energy
n5
5
5
4
4
4
4
4
4
4
3
3
3
3
3
2
2
2
1
1
1
1
0
3
3
2 
2 
1 
1 
0
2
2
1
1
0
1
1
0
0
j
3/2
1/2
1/2
7/2
5/2
5/2
3/2
3/2
1/2
1/2
5/2
3/2
3/2
1/2
1/2
3/2
1/2
1/2
1/2
Ctyl------------- :---------- -------------------—
VU1
A.. ^UII <
LH---------------Nvi
Nu
N jv " .......
N il----------
N,
My
—1
11
l*1IV
Mill.___ 1 * HI
1 ------------------------------ .
M u -  -  
Mj
Lit!
1^
6--
M 11 M m  M jv  M v  
----------- M S E R IE S -----------*1
Ln
!•!'
a2
K 1
all
M
3P1
'w
Y|‘
1 '
6®l
r'
®2
L] L n  L m  
- L  S E R IE S -------*1
( S E R E S
40-
20-
10-
100
ATOMIC NUMBER (Z)
Fig.3.1.1.a a) Complete energy-level diagram and possible transitions 
up to the element Z = 92.
b) Energies of the characteristic Kj L and M lines as a 
function of atomic number Z.
(from Valcovic 1975)
approximation which is strictly only valid for the condition:
Zj Z2 e2 / W  «  1 (3.1.1.1)
where Zj is the projectile nuclear charge, Z^ the target nuclear charge 
and v the relative velocity (Mott et al. 1965). Provided that the
target atom is not too small, the condition reduces to (E /U ) >  24 for
x K
proton K shell ionization where U is the K shell binding energy and E
K ir
the proton energy (Garcia et al. 1973). Thus for sulphur (Z = 16) 
target atoms, the proton energy must be greater than 60 keV whilst for 
silver atoms (Z = 47) it must be greater than 610 keV for the PWBA to 
be valid. This condition was always satisfied in the present work.
Tables obtained by numerical integration have been published for 
calculating the PWBA cross-section (Khandelwal et al. 1969, Choi et al. 
1973, Rice et al. 1977). These are based on approximations for the 
minimum and maximum momentum transfer of the projectile. However, 
recently calculations have been performed for proton impact (Benka et 
al. 1978) with the exact analytical expressions for the minimum and 
maximum momentum transfer.
The PWBA cross-section in the centre-of-mass system is given by 
the formula (Benka et al. 1978):
o =  a 0” 1 F (3.1.1.2)
s os s s
where F = F 07 /02, 0 ). s s s s’ s
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Here a is the cross-section for a transition from an initially filled 
s
atomic shell (or subshell) to a final state in which one of the s 
electrons has been removed from the atom (s = K, L^, L or i*^^.) . 
a contains the major target atom features and is defined by:
OS
a = 8n a2 Z ^ (3.1.1.3)
os o s
— 8
Here a is the Bohr radius of the hydrogen atom (a = 0.5242 x 10 cm) 
o o
and Z e is the effective nuclear charge of the target atoms seen by an 
s
electron in an inner subshell s (Z = Z - 0.3). 6 and r? are dimen-
IS. s s
sionless quantities given by 
2 US
e = 11 (3.1.1.4)
z2 Rs o°
where 0 measures the non-hydrogenic aspect of the s subshell ionization 
s
energy Ug, R^ is the K-shell ionization energy of hydrogen (13.6 eV) 
and n = 1 for the K shell and n = 2 for the L subshells. Also
“ S  —  (3.1.1.5)
S ®°
where E is the proton energy E, and m and M are the electron and proton 
masses.
2 •
F (V f t  » 0 ) is called the reduced universal cross-section and is 
s s s s 2
tabulated by Benka et al. for various values of rj /0 and 6 . Using the 
above relationships, PWBA values for the proton-induced K-shell ioniza­
tion cross-sections were calculated and compared to other theories and 
to experimental data in Chapter 5.
In the impulse approximation of Garcia (Garcia 1970 a,b), known 
as the Binary Encounter Approximation (BEA), the dominant interaction 
producing the transition is considered to be a direct energy exchange 
between the incident charged particle and the bound electron. The role 
o f  the nucleus of the target atom is then simply that of establishing 
the momentum distribution of the electron i.e. the electron is treated 
as being free. This model has been modified to approximate the effects 
o f  nuclear repulsion on the incident particle (Garcia 1970a). Garcia 
et al. (1973) provide tabulations which allow the construction of ioni­
zation cross-section curves. For convenience in machine calculations, 
Reuter et al. (1975) have made a log-log power series fit to the data 
o f  Garcia et al. which deviates from the tabular data by less than 1 %.
Hansen (1973) has re-formulated the BEA and obtains significantly 
different values especially for L shell ionization. One interesting 
result is that the probability of simultaneous K and L shell ionization 
by the same projectile in the same atom is calculated to be non-negligible. 
It is found that even for simple projectiles such as protons incident on, 
for example, titanium atoms this probability is about 10 %. The subse­
quent de-excitation produces some K X-rays with slightly enhanced 
energy. The consequences of this for measuring ionization cross-sections, 
together with experimental evidence for the phenomenon, are given in 
Chapter 5. Also, in that chapter, the predictions of the BEA of Garcia 
et al. (1973) are compared with experimental cross-sections. The pre­
dictions of this simple theory are found to be surprisingly accurate.
. . .  / V\
One advantage of the BEA is that all ionization cross-sections
2 ^ ^
may be plotted on a universal curve on a graph of U a / Z. vs Em/MU^
S S 1 o
(see Fig. 3.1.l.b for proton results) where all parameters are as pre­
viously defined. Johansson et al. (1976) have used this scaling to fit
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a universal curve for proton-induced K and L shell ionization cross- 
sections to a wide body of experimental data.
Both the simple PWBA and the BEA theories assume straight line tra­
jectories for the projectile. However, at low ion velocities, the nuclear 
repulsion will deflect the projectile leading to a hyperbolic trajectory 
which will result); in a larger distance of closest approach for a given 
impact parameter. In the Semi-Classical Approximation (SCA), Bang et al. 
(1959) treat the ion path classically and the electron-ion energy exchange 
is treated by first order perturbation theory. The resultant theoretical 
cross-sections are decreased, which gives a better fit to experimental data. 
Although computations are difficult with this theory, it does provide a 
good physical picture of the collision process and, in particular, directly 
predicts the impact parameter dependences of the cross-sections. Hansteen 
et al. (1975) have provided tabulations to facilitate SCA calculations of 
ionization cross-section curves. These results have been reduced to a 
simple expression by Lund et al. (1978).
As has already been mentioned, the BEA theory is open to universal 
scaling. The PWBA and SCA also provide for a limited scaling. However, 
second order corrections will now be considered and the possibilities of 
universal scaling are consequently more limited.
The Perturbed Stationary State (PSS) theories are essentially second 
order corrections to the first order theories. The theory of Basbas et 
al. (1973a) corrects the PWBA for the nuclear repulsion deflection effect 
on the ion. In addition, there is a correction due to the fact that, 
again at low velocities, the positive projectile spends a relatively 
long time within the orbital radius of the bound electron. This leads to 
an increase in the effective target nuclear charge with a corresponding 
increase in the electron binding energy and hence a decrease in ionization 
cross-section.
Recently, there have been experimental studies (Laegsgaard et al.
1978, Chemin et al. 1977) of the dependence of the ionization cross- 
section on the impact parameter of the projectile. In the data analysis 
it is assumed that the projectile may be localised as a classical par­
ticle and that the projectile is deflected by Rutherford elastic scat­
tering at the target nucleus. These studies represent a finer probe 
of the ionization mechanism than do measurements of total cross-sections 
as they yield detailed information about the ionization probability as 
a function of the impact parameter. McGuire (1974) has derived the im­
pact parameter dependence of K-shell ionization cross-sections in a BEA 
theory- and provides tabulations of results. However, it should be pointed
out that, as also mentioned by McGuire in his conclusion, the theory 
appears to contradict the uncertainty principle as he uses a precise 
relationship between the position and velocity of the orbiting atomic 
electron. It would seem that the best approach from the point of view 
of the physical assumptions of the models is to use the SCA for both 
the impact parameter dependence and the second-order corrections. This 
theory will now be discussed in more detail with a view to utilising it 
for detailed analysis of the experimental ionization cross-section 
results.
Whilst the PWBA is normally considered to be a high energy approxi­
mation, the SCA is restricted to low ’adiabatic* velocities. It will be 
convenient to define an adiabatic parameter £ from the following relation­
ships. At low velocities, projectile-target nucleus distances scale with
the adiabatic distance (r ,):
ad
r j = tiv/U (3.1.1.6 )
ad s
where & is Planck’s constant divided by 2tt, v  is the projectile velocity
and U is the binding energy of the electron considered. Thus for K-shell 
s
ionization the adiabatic parameter is given by:
I = rad/rK (3.1.1.7)
where r is the K electron shell radius. The SCA holds for £ <  1. For 
K
example, for Ti, the condition is satisfied for protons of less than 
2.0 MeV. In contrast, the Ti limit for the PWBA is satisfied for protons 
of energy greater than 0.12 MeV.
Laegsgaard et al. (1978) have noted that in the low velocity (adia­
batic) region, both the PWBA and SCA models lead to a simple expression 
for the cross-section:
2 I2tf _ „ 2  2 -1 j.8 /o i i on
°ad = —  B“ Z1 rK UK 1 (3.1.1.8)
45
At higher velocities, the PWBA cross-section may be approximated 
by (Brandt et al. 1973):
oPWBA = a (i + 1 . 7 2 | 2 ) ~ 4 (3.1.1.9)
ad
For £ <  1, this expression reproduces to within 1 % the results obtained 
in the PWBA for 0 = 0.80 (0 was defined previously for the PWBA in equa­
tion 3.1.1.4). A similar representation of the SCA results (Hansteen et 
al. 1975) is found to be (Lund 1978):
o SCA = c ■ (1 + 0.0563 £ + 1.380 £ 2 + 0.2191 £ 3 ) " 4 (3.1.1.10)
ad
Laegsgaard et al. also derive a simple formula for the BEA cross- 
section in the limit £ + 0 :
BEA 2 11 _ 2 2 -1 7 /o i i h n
ad 27 00 I rK K (3.1.1.11)
It should be noted that the power of the adiabatic parameter is lower 
by one for this cross-section.
The total SCA K-shell ionization cross-section will be corrected 
for three effects which are termed the 'binding correction', 'Coulomb 
repulsion' and 'relativistic effects'.
At low projectile velocities, the state of the bound electron will 
be modified during the collision due to the lengthy proximity of the 
projectile nuclear charge to the target nucleus. This modification was 
first introduced by Brandt et al. (1966) who suggested that the main 
effect would be a change (increase) in the electron binding energy which, 
for a projectile at distance R from a target nucleus,may be evaluated to 
first order from:
Z e2
AUr  = - i —  [ 1 - (1 + R/rK) exp(- 2R/rR)] (3.1.1.12)
This is often known as the distortion approximation. It has been im­
proved by Laegsgaard et al. by also taking into account the perturba­
tion of the electron wavefunctions. An effective value r' of the K-
shell radius is obtained by variation of r' to maximise the binding
K
energy, U^,
UK = - 7 7 1  + <Z2 “ °-3) + AUK (R’ rK> - ^screen
K K
(3.1.1.13)
The first tern represents the kinetic energy and the second term the 
potential energy due to the attraction to the target nucleus (corrected 
for inner screening; the Z^ “ 0.3 term). The third term is given by 
the above equation of Brandt et al. (1966) with rR replaced by r^ and 
the last term represents outer screening by target atom electrons. For 
the projectile energies and target atomic numbers investigated in Chapter 
5 , this correction term results in a reduction of the cross-section.
At low projectile velocities, the Coulomb repulsion from the target, 
nucleus may significantly modify the projectile motion and thereby the 
time dependence of the perturbation experienced by a K-shell electrons. 
This effect was first treated by Bang et al. (1959) in the SCA. The 
main effect is the slowing down of the projectile in the vicinity of the
nucleus. The deflection of the projectile also reduces the ionization 
probability but the effect is much smaller and is ignored by Laegsgaard 
et al. Thus the change in energy of the projectile is given by
7. Z c 2
= e™ “ - L -5^---  (3.1.1.14)cm cm R .
where the distance R is given by
R = [R . (p) 2 + r 2 ] 1 / 2 (3.1.1.15)
min ad
This is the form for calculating the correction as a function of impact 
parameter p. For the total cross-section, the impact parameter p = r ^ 
is chosen as representative for the ionizing collision and so the cor­
rected velocity is obtained:
v* = v (1 - b/R) 1 / 2 . (3.1.1.16)
2
where b = Z. Z„ e /E
1 2 cm
and R is given as defined in equation 3.1.1.15 with
W *  ' rad> = W 2  + (b2/4 + r 2d) 1 / 2 (3.1.1.17)
Here r&^ is calculated from the united atom value of (i.e. target 
atom plus projectile as described in the binding correction) and the 
unmodified velocity v. Variations of the ionization cross-section with 
impact parameter show that good agreement is achieved with these predic­
tions.
It is also important to correct for electron relativistic effects 
in the K-shell ionization of atoms by light ions of energies of the 
order of 10 MeV and less. Amundsen et al. (1976) have formulated a 
correction procedure for this effect. It becomes increasingly impor­
tant for lower projectile velocities and higher target atomic numbers.
For example, by inspection of Fig. 1 of the paper of Amundsen et al.,
it is found that the ratio of the relativistic cross-section to the 
non-relativistic cross-section at 1 MeV is 18, 1.8 and 1.1 for Au 
(Z = 79), Ag (Z = 47) and Cu (Z = 29) targets respectively, whilst this 
ratio is only 5.7, 1.3 and 1.0 for 3 MeV projectiles. Laegsgaard et al. 
(1978) have introduced a modification to this correction in order to 
compensate for the correlation with impact parameter of the Coulomb 
repulsion and relativistic effects. The net effect of this modification 
is to reduce the correction slightly.
Subroutines for the above corrections have been written (Laegsgaard 
1979). A programme using these subroutines has been constructed and 
SCA predictions at the various stages of the correction procedure ob­
tained. Fig. 3.1.1.C shows the results for 0.5 to 3.0 MeV protons inci­
dent on a titanium target. All cross-sections have been divided by the 
uncorrrected SCA cross-section in order to bring out the contributions 
of the various correction procedures. It will be observed that it is 
the binding energy correction which dominates in this case. Also shown 
are the experimental values for the cross-sections given by Laegsgaard 
et al. (1979) and the present work. It is expected (Laegsgaard et al. 
1978) that the binding energy correction will break down for £ >  1 and 
will be a good approximation below f =0.25. Although it can be clearly 
seen that experiment deviates significantly from theory for % > 0 . 7  as 
may be expected, it also appears to do so below % =0.7. It has been 
suggested by Laegsgaard et al. (1979) that the latter effect is due to an 
inadequate description of the Coulomb correction. It may be concluded 
from the excellent agreement found between the two sets of experimental 
data that these experiments are more accurate than the theoretical pre­
dictions. Further experimental•data, together with their uncertainties, 
are given in Chapter 5 and are compared with the various theories that 
have been discussed. In particular, examination of Fig. 5.3.3.1.a shows 
that the PWBA, SCA and BEA theories all predict the general trend of the 
cross-section curves, for MeV protons incident on transition metals, to 
within about j+ 40 %.
All of the above theories are continually being improved and, in 
addition, the work of Pauli et al. (1978) and Langenberg et al. (1977) 
appears to show promise especially with regard to the 1 second order* 
effects.
3.1.2 The inner shell fluorescence yield and branching ratio
Inner shell, vacancies in atoms are filled by electron transitions
from higher levels. This results in the emission of mono-energetic
X-rays or Auger electrons which are characteristic of the electron
transition that filled the vacancy. For instance, if a K shell vacancy
is filled by an electron transition from the L shell, then either a K&
X-ray (see Fig. 3.1.1.a) of energy U - UT or an Auger electron may be
ix Li
ejected from the L Shell or from an outer shell. In Coster-Kronig tran­
sitions, one of the two vacancies produced in the radiationless (electron) 
decay is in a different subshell of the same principal shell that
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Rg.3.1.1.c Effect of various correction procedures on the SCA theory for pro­
tons incident on titanium. The cross-sections have been normal­
ised by dividing them by the unmodified cross-section SCA (1) 
Thus curve (2) = SCA(2) f  SCA (1) and similarly for the other cur­
ves. SCA(2) is the SCA with binding energy corrections, SCA(3) 
is.SCA(2) plus the coulomb repulsion effect and SCA(4) is 
SCA(3) plus electron relativistic effects. Also shown are experi­
mental results.
contained the initial vacancy. This clearly cannot happen in the K shell
Bambynek et al. (1972) have reviewed both theory and experiment for
X-ray fluorescence yields and also for Auger and Coster-Kronig transition
probabilities. The K-shell fluorescence yield, co is defined as the
fraction of K shell vacancies that are filled through a radiative (X-ray)
transition. Correspondingly, the Auger yield, a is defined as the
K ,
fraction of such vacancies filled through a radiationless transition.
Thus we have:
+ aR = 1 x (3.1.2.1)
L shell and higher fluorescence yields will not be considered here as
K shell ionization has mainly been studied. However co , which may be
L i
treated as an averaged L shell fluorescence yield, was required for the
109calculation of the L X-ray yield from the Cd source utilised in cali­
brating the efficiency of the Si(Li) X-ray detector. This is discussed 
in section 4.4.5.3 where various sources of co values are given.
JLi
Bambynek et al. list what they consider to be the ’most reliable*
experimental values for co These are of varying accuracy and have not
K.
been measured for all the elements in the range of interest. It is 
therefore desirable to fit these data with some sort of physically justi­
fiable function in the hope that the curve obtained is an accurate repre­
sentation of co as a function of Z. To a first approximation, the radia-
tive transition probability ? calculated from unscreened hydrogenic 
wave functions is proportional to the fourth power of the atomic number 
Z and the radiationless transition probability P^ is constant. Thus
4
P„ = a Z and P. = b
R A
Hence co = (1 + a Z ^) V  (3.1.2.2)K
6
where the constant a = b/a is of the order of 10 . A modification to
allow for screening and relativistic effects is
[co/(l - co ) ] ^  = A + BZ + CZ3 (3.1.2.3)
K K
By fitting various functions to the ’most reliable* data and performing 
a detailed polynomial regression analysis, Bambynek et al. did indeed 
find that the latter equation yielded the statistically best approxima­
tion to the experimental data. This equation was therefore chosen to
obtain fitted values of co . The claimed uncertainties of these fitted
K
values, which take into .account both fitting and experimental systematic
uncertainties, are consistent with the 3a level (Bambynek 1979). Therefore 
to remain consistent within the present work, these uncertainties have -• 
been divided by 3 in order to state them at the 1a level of confidence.
Recently, Krause (1979) has calculated K and L fluorescence yields.
These values, divided by those of Bambynek et al. (1972) are plotted . 
for the range Z = 20 to 35 in Fig. 3.1.2. It can be seen that for some 
elements the two sets of data are at variance by up to 3 % which, for 
a few cases, is greater than the la uncertainty on the fitted data of 
Bambynek et al. Because these latter values are based on experiment and 
have become very widely accepted, they have been adopted throughout.
The relationship between the X-ray production [aY(E)] and ioniza­
tion [aY(E)] cross-sections for K shell ionization is given by
"k (E) = °K(E) WK kK (3.1.2.4)
where k , the branching ratio, is the ratio of the various photon lines
K.
that result from the filling of the vacancy. Thus ^Y(E) is the cross-
K
section for K shell ionization, co is the fraction of such vacancies
K.
that are filled via K X-ray emission and k„ the relative probability 
that it is a Ka X-ray (as opposed to a X-ray) that is produced, 
o* (E) is the cross-section for producing X-rays.* The /Ka ratios 
determined by Venugopala Rao et al. (1972), from a least squares fit to 
the available experimental data, are used. Similar expressions are 
obtained for higher shell ionization where such factors as Coster-Kronig 
transition probabilities have to be included.
It is important to realise that, in fact, in most particle-induced 
ionization cross-section ’measurements1, it is the emitted X-ray or 
Auger electron that is detected. To obtain the ionization cross-sections 
from, for example, X-ray yields, the fluorescence yield must be known.
Thus, although the use of the data of Bambynek et al. allows for 
’consistent* comparisons between experimental values of ionization cross- 
section, it should be remembered that these data may have a systematic 
uncertainty associated with them and that this should be noted in the 
final statement of the accuracy of ionization cross-section data.
Both co and k will depend on the electron vacancy distribution. Thus 
these parameters will not necessarily be the same when the vacancy has 
been produced by, for example, nuclear electron capture or proton- 
induced ionization. . Nuclear capture from various subshells will vary 
according to the different degrees of overlap between the electron wave- 
functions and the nucleus whilst for proton-induced ionization a different 
vacancy distribution will be obtained which is related to the range of impact
w
K 
(K
RA
US
E)
 / 
w
K 
(B
AM
BY
NE
K 
ET 
AL
.)
1.000-
0 5 9 5 -
0 5 9 0 -
0 5 8 5 -
0 5 8 0 -
0.975-
0.972-
• •
n --------- 1—  i \------------ 1----------- 1------ — i-------— i-----
20 22 24 25 28 30 32 34
ATOMIC NUMBER (I)
Fig. 3.1.2 Comparison of K shell fluorescence yields values of 
Bambynek et at. (1972) and Krause (1979).
parameters. For L shells, Brandt et al. (1979a) discuss increases in 
the fluorescence yield due to multiple ionization. This appears to be 
more likely the higher the shell and the larger the projectile atomic 
number. For point charged-particle excitation Johansson et al. (1976) 
have stated that the emission rates are the same as those for X-ray and. 
electron excited characteristic X-rays. Thus care should be exercised 
when converting X-ray production cross-sections into ionization cross- 
sections.
3.1.3 Relationships between detector X-ray counts, ionization 
cross-section and number of target atoms
3.1.3.1 The determination of ionization cross-sections
Targets of pure elements
For thin targets, i.e. those for which proton energy loss and pho­
ton self-absorption corrections are small, the proton-induced ionization 
cross-section [^(E)] may be determined by making use of the following 
relationship
yK (E) = Q « K (E) N ^ e C att (3.1.3.1.1)
Here y„(E) is the total number of K X-ray counts, in a full energy peak 
due to a particular element, in a detector subtending a solid angle of
AS2 steradian at the X-ray source. N is the number of atoms of that
element per unit a r e a ,  e the intrinsic full energy peak efficiency of 
the detector at the energy of the observed transition and C the atte—
at t
nuation factor due to any X-ray absorption in the target. Q is the
X * •
number of incident ions of energy E and ^(E )  is the X-ray production
K.
cross-section as defined by equation 3.1.2.4. The factors Q, N,
and e must be determined experimentally. The attenuation factor, CattJ
is given by
C = exp(- Md/cos 0 ) (3.1.3.1 .2 )
where /i is the linear photon attenuation coefficient for the X-ray of 
interest emitted at a depth d in the target material. 0 is the angle 
that the detected X-ray makes to the normal to the target surface.
The effective projectile energy is the mean energy in the thin target. 
For the targets actually used, these corrections were very small.
Thus, once y^(E) is measured at a particular energy, a value for 
aY(E) at that energy may then be obtained directly from equation
3.1.3.1.1. Hence, in principle, only one irradiation is necessary to 
determine ffY(E) for a particular projectile energy when thin targets 
are used. This is not the case for thick targets.
The use of thick targets is often necessitated by thin target pre­
paration difficulties or the use of low projectile energies when it may 
not be possible to make targets thin enough for the projectile energy, 
loss to be small. A thick target is defined here as one which has a 
thickness greater than the range of the incident projectiles 
[Rp(E)] . The determination of <*Y(E) from thick target yields is somewhat 
complicated and the required equations will now be derived. It seems 
worthwhile to go through this derivation as a detailed proof has not been 
found in the literature.
Let the average number of characteristic X-rays, Y(E), emitted by the 
target per incident ion of energy E be given by 
4tt v. (E)
Y(E) = q TBTZ—  ' (3.1.3.1.3)
where the other symbols are as previously defined. Now if the projectile 
energy is increased to E + dE, then, after a distance dx from the target 
surface, the projectile will have lost dE of energy and will again have 
energy E. Thus for the remainder of its path it will produce Y(E) X-rays 
as before. It has been assumed that the layer dx removes a negligible 
number of projectiles from the beam. However the Y(E) X-rays will be 
further attenuated in passing through the extra layer dx by
exp (- At C-°-S- dx) (3.1.3.1.4)
r cos <p
where & and <t> are the angles that the incident beam and detected X-rays 
make with respect to the normal to the target surface. The production
of X-rays in the layer dx may be treated in the thin target approximation
and negligible attenuation assumed. Therefore, if there are n target atoms 
per unit volume, then the number of target atoms per unit area is n dx. 
Hence the yield of X-rays from this thin layer is given by (eq. 3.1.3.1.1).
y = Q a j^(E) n dx e (3.1.3.1.5)
Thus the number of X-rays per projectile from the layer dx (corrected 
for detector efficiency) is
crY(E) n dx (3.1.3.1.6)
Hence we obtain the change in X-ray yield, due to the increase in projec­
tile energy dE,is given by
Y(E+dE)-Y(E) = aY(E)n dx + Y(E) exp(- At dx) - Y(E)
- aY(E)n dx - Y(E) [ 1 - exp (- At dx) ] (3.1 *3*1.7)
Using a Taylor expansion for the exponential term in eq. 3.1.3.1.7:
, cos 0 N y  COS 0 j N 2
(“ At------- ~r~ d x )  ( -  At  -r d x), cos 0 cos 0 , cos 0
exp(- li  r- dx) = 1 + ------- :— :------ +----------7r~,----  + . . .r cos 0 1 ! 2 1
(3.1.3.1.8)
and neglecting second order terms as dx is defined to be small, the 
result is obtained that:
Y(E+dE) - Y(E) = ff?(E)n dx - Y(E) At -°--4  dx (3.1.3.1.9)
1 cos 0
; dY(E) = 0 x (E)n _ (E) cosfl (3.1.3.1.10)
dx i cos 0
Thus _
o?(E) = i  + Y(E) H C- - 4 ;  (3.1.3.1.11)l n 1 dx cos
t dY(E) dY(E) dE u dE „ .but ^ ^  where —  = S(E) is the stopping power.
Hence
1 I j v /t»\ jt O I
(3.1.3.1.12)af(E) - I  ^  + Y(E) A t ^ ll n 1 dE dx cos 0J
Similar expressions have been derived by Merzbacher et al. (1958) and 
Dyson (1973b).
The best curve through the values of Y(E) vs E forms the experimental 
X-ray excitation function with the slope dY(E)/dE and S(E) evaluated at
• X
the projectile energy of interest. Thus to obtain a^(E) from eq. 
3 .1 .3 .1 . 1 2 a large number of measurements is required to accurately 
determine Y(E) and dE
Targets of chemical compounds
For thin targets, where the self-absorption corrections are negligi­
ble, the only additional major problem in using a compound is the deter­
mination of the number of atoms per unit area of the element of interest. 
As compounds often evaporate in a non-stoichiometric manner, the mass of 
the deposit formed by evaporation will often not yield the desired infor­
mation. However, the amount of the element can usually be determined by 
Rutherford backscattermg (RBS) analysis.
In the present work, thick targets of chemical compounds have been 
prepared by pressing the pure chemical in powder form into a tablet die. 
The stoichiometry of the freshly prepared thick targets of the compounds 
was assumed to be that of the pure chemical as the only operation that 
was performed on the powder was that of pressing. However, in order to
• X
obtain a^ ,(E) from measurements on these targets, it is necessary to
re-express equation 3.1.3.1.12 in terms of cross-sections because the
densities of these targets are difficult to measure. Thus the factors
n, pt and S(E) are replaced by n 1 , pt1 and S* (E) which are defined
r J * mean mean
by the following expressions.
The mean number density of target atoms (per atom), n f, for a com­
pound of general formula AgBtCu ... is given by
n 1 = — - -- -S—  ----  (3.1.3.1.13)
s + t + u +  ...
where A represents the target atoms of interest. The photon attenuation 
cross-section, pt1, is assumed to be a simple algebraic mean with ulmean 
given by
• • •s P*f + t pt' + u f i '  +
M '   A ■ ■■■■ ■ - ■ -----^------  (3.1.3.1.14)
mean s + t + u +........
and similarly the stopping cross-sections, S*(E), for the protons is 
given by
s S!(E) + t Sl(E) + u S*(E) + ...
S1 (E) = ------------- ---------:— —---------- (3.1.3.1.15)
mean 7 s + t + u +  .........
The validity of the latter relationship, which is commonly known as 
Bragg's Rule, is a subject of increasing interest. Langley et al.
(1976) found a projectile velocity dependent deviation from Bragg's 
Rule for erbium oxide (Er^O^). The experimental values of stopping 
cross-section were 9 % and 4 % below the Bragg1s Rule predictions for 
0.5 and 1.0 MeV protons respectively. Beyond 2 MeV, no deviations 
were observed for protons. In the. present work, no corrections have 
been made for this deviation. The validities of the above assumptions, 
together with experimental results, are discussed in Chapter 5.
3.1.3.2 Quantitative elemental_analysis
Absolute PIXE analysis is achieved by again using equation
X •3.1.3.1.1. This time o'. (E) must be known and N is the unknown to be
l
determined. The trace element of interest will be embedded in some 
sort of bulk matrix. It is this matrix which determines the projectile
energy loss and the photon attenuation in the sample. However, when the 
element of interest is within a thin layer on the surface of a thick 
sample (e.g. paint on a vase), the thick backing may be ignored except 
from the point of view of background radiation.
Very often, one of the parameters such as a^(E) or e is not known 
for the X-rays of a particular element. In such a case, an external 
’standard1 is often used. This contains a known amount of the element 
under investigation. By irradiating the known and unknown sample under 
identical conditions with the same, or scaled, ion beam fluences, the 
amount of the unknown may be obtained by simple proportion. This assumes 
that the two targets have identical form i.e. the same bulk elemental 
composition and thickness. Variations in the composition of the samples 
may cause significant differences in the X-ray yields due to target self­
absorption effects. The standard must be used each time any of the expe­
rimental conditions, such as ion beam energy, are changed and it must be 
stable to these repeated irradiations. Some of the difficulties in pre­
paring such standards have been discussed by Mitchell et al. (1980b) and 
this work is outlined in Chapter 6. Sometimes a compromise between the 
two approaches is adopted as was the case for the analysis of air pollu­
tion samples.
Thick samples introduce even more difficulties as it is necessary 
to integrate the X-ray production over the entire projectile path. This 
requires a knowledge of the composition of the matrix as well as the 
distribution of the trace elements. For a uniform sample, this calcu­
lation may be performed or a standard may be used. It is clearly even 
more important with thick targets that the sample and standard should 
have a similar and known composition. The effects of the degree of non- 
uniformity of the particle beam, matrix composition and matrix thickness 
on quantitative PIXE analysis have been quantitatively discussed by 
Montenegro et al. (1979).
3.1.4 Background radiation
In any real analysis situation the trace elements to be determined 
are always within some form of matrix, for example the filter material 
in aerosol sampling and the organic.tissue in medical samples. Due to 
this, the X-ray signal from the trace elements of interest may be par­
tially or totally masked by an unwanted background in the spectrum due 
to the backing or host material. The background may be in the form of 
a continuum or it may contain discrete peaks arising from interfering
characteristic X-rays or y-rays from the matrix material. Fig. 3.1.4 
shows the X-ray spectrum obtained when 1.5 MeV protons are incident on 
a thin *pure’ carbon foil. It may be seen that several discrete peaks 
due to trace elements are sitting on a continuous distribution which has 
a maximum at low energies. The decrease in the continuum at the lowest 
energies is due to the absorption of the photons in the beryllium window 
in front of the Si(Li) detector. The background yield at low energies 
clearly causes difficulties for the easy detection and precise analysis 
of the light elements in the spectrum.
There are several processes which contribute to the continuum back­
ground:
I n c . i d e n t i  1 e_b^emsstr;a.hXu.rig. The cross section for this process 
is given by (Folkmann et al. 1974a)
a z2 zI  z  z
#  = C I  I  -T- ( /  - - A 2 (3.1.4.1)
dc1jx V l *  Ap T
: ^
where E^x is the energy of the background radiation,
Z , A , E are the atomic number, mass and energy of the incident 
P P P
particle and Zm and Am that for the matrix.1 x
C is a slowly varying factor dependent on Z , and E having a 
value of about 2-3 eV barn.
This background is illustrated in Fig. 3.1.4 by the line marked ©  and 
would appear to be the major cause of background at the higher X-ray 
energies. From equation 3.1.4.1 it can be seen that the cross-section 
and hence the yield should decrease with increasing energy. Moreover, 
if Z/A is the same for the projectile and the matrix, this form of brems- 
strahlung will disappear. For most matrices encountered, Z^,/A^ has the 
value of approximately 0.5. Consequently there should be little or no 
incident projectile bremsstrahlung from alpha particles and heavier ions 
(where Z^/A^ is also approximately 0.5). This conclusion has been expe­
rimentally verified by Watson (1975).
Secondary electron bremsstrahlung. The low energy background is believed 
to be largely due to the bremsstrahlung caused by the secondary electrons 
ejected from the target during the collision process. This will have a 
maximum energy (for free electrons) given by
B
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Fig.3.1.4 Spectrum of a thin carbon foil bombarded 
w ith 1.5 MeV protons. The line ®  shows 
the contribution from the proton-induced 
bremsstrahlung. The arrow (D indicates 
the maximum energy of the bremstrahlung  
produced by secondary electrons from  un­
bound states. The point ©  is the observed 
maximum energy of the secondary electron  
bremsstrahlung.
(from Johansson et al. 1976).
Thus, for example, Ee (max) is 4 keV for 2 MeV protons. In Fig. 3.1.4 
the arrow marked indicates the value Ee(max) f°r the 1.5 MeV protons 
used in that case. It can be seen that this bremsstrahlung continues 
up to about 11 keV (point ) indicating that larger energy transfers 
are occurring and that bound electrons play a significant role in the 
production of this background.
Ward et al. (1978) have derived relationships for the calculation 
of thick target secondary-electron bremsstrahlung yields due to Is elec­
trons and all s electrons. Their experimental results for 450 keV protons 
on aluminium indicate that the non K-shell electrons make a significant 
contribution to the s electron induced background below about 5 keV.
The thin target calculations of Folkmann et al. (1974a) were also found 
to be in satisfactory agreement with experiment. However, they do not 
predict any anisotropy in this type of bremsstrahlung such as been 
observed by Tawara et al. (1976b) and Ishii et al. (1977) who explained 
it by incorporating a relativistic retardation effect in the bremsstrahlung 
production. The main consequence of this observation, from an experimental 
point of view, is that the background at 135° to the beam direction is 
about 40 % lower than that at 90° (which is the most commonly used de­
tector angle). Therefore, to minimise this type of bremsstrahlung effect, 
it is best to position the X-ray Si(Li) detector at as large an angle as 
possible with respect to the incident beam direction.
The primary process in both the production of characteristic X-rays 
and secondary electron bremsstrahlung is the ionization event. Therefore 
the ratio of the height of the X-ray peaks to the background will be more 
or less the same in a given target for all heavy projectile species having 
the same velocity. In summary then, as secondary electron bremsstrahlung 
is usually the dominant form of background, all ions (including protons) 
will have about the same signal to noise ratio. In other words, using 
heavier projectiles will not improve the peak to background ratio. In 
principle, the background could be reduced by making the sample matrix 
as,thin as possible but a practical limit'is soon reached (Johansson et 
al. 1976).
7-rays. When a projectile is involved in a nuclear reaction with a 
target atom, 7-radiation may be emitted which will produce a high energy 
continuum in the spectrum due to Compton scattering in the detector. 
Moreover, if the 7-rays are of low energy, they may be fully absorbed in 
the detector and give rise to discrete peaks which may be mistaken for 
characteristic X-ray peaks. The 7-radiation produced depends on the
projectile species and energy and to a high degree on the elemental com-
. . . 19
position of the target matrix. This can be seen, for example, for F
23 • .
and Na which may often be found m  materials and which have high nuclear
reaction cross-sections in the MeV region. The structural composition
and physical design of the target vacuum chamber and its contents will
also to some extent affect this background by causing 7-ray backscattering.
Folkmann et al. (1974a) have found that this background is dominant for
K X-rays from elements with Z >  30 and at proton energies between 3-5 MeV.
Hence, to keep 7-ray backgrounds to a minimum, the beam energy should be
kept as low as is practicable whilst at the same time being kept high
enough to provide sufficiently intense characteristic X-ray yields from
the elements of interest. Bombarding energies above the threshold for
inelastic scattering to take place with the most abundant nuclides of the
12 16
matrix, for example C and 0, should be especially avoided. In con­
clusion, it can be stated that protons are preferable because heavier 
4 16 .
ions such as He and 0 having the same velocity as the protons will 
have much higher incident energies and consequently much larger cross- 
sections for nuclear reactions to occur. This is one of the main reasons 
why protons of 1-2 MeV energy are often cited as the best choice for PIXE 
analysis.
it i-s often the case that the 
specimen under investigation is an insulator, or at least a poor conductor 
of electricity, and consequently it can become highly charged during ion 
irradiation. This may eventually lead to an electrical discharge from 
the target to its conducting support or to the vacuum chamber wall.
This effect will inevitably result in high continuum backgrounds in the 
spectrum. This has been well illustrated by Mason (1978) who shows 
spectra from an insulating air particulate sample before and after the 
surface of the target holder was made conducting with the aid of alumi­
nium tape. These spectra indicate that this background can be as high 
as 16 keV and show that trace analysis is almost impossible unless it is 
removed. Other sources of backgrounds such as Auger electrons and knock- 
on electrons are believed to make a negligible contribution to the total 
bremsstrahlung in comparison with the causes mentioned above.
3.1.5 The choice of beam parameters
The usual starting point in optimising an analytical experiment 
is to calculate the minimum detection limit as a function of the various 
adjustable parameters. Then, assuming that these parameters, such as
cross-sections, are known with equal accuracy at all values considered, 
the experiment is operated at the point with the lowest minimum detection 
limit (MDL) which is defined as the minimum amount that can be reliably 
detected. However, the MDL is a somewhat 1 theoretical’ limit and the 
related but sometimes more practical parameter, the minimum quantitation 
limit (MQL), gives the values of the adjustable parameters that will yield 
a detected peak with a stated precision. The definitions of these two 
limits will be discussed in detail and a practical example is given in 
Appendix B which illustrates the kind of false Conclusions that can be 
reached when statistically inadequate definitions are utilised.
3,1.5.1 Minimum detection limit
There exist numerous, inconsistent and limited definitions of the
minimum detection limit. Eight definitions have been discussed by
Currie (1968) who provided the National Bureau of Standards (NBS) method
of calculating the MDL for experiments in which'the signal follows
Poisson statistics. More recently Currie (1978) has applied the method
to X-ray fluorescence spectrometry which is analogous, statistically,
to PIXE spectrometry. The NBS formalism is adopted throughout this work.
The MDL of a measurement system is determined by the statistical
fluctuations in the background which ’conceal1 weak signals. The
minimum detectable signal count (N ) is defined as:
s
N = 3.29 a (3.1.5.1.1)
s o
For this limit, the probability of ’false’ detection is 5 % (not 1 % as 
might appear from casual inspection - see Currie (1968))
and a = a i?1^2 (3.1.5.1.2)
o B
where a is the standard deviation of the blank and V = 1 if the back- 
B
ground (or blank) is well characterised (i.e. the result of many measu­
rements) or 77 = 2 if paired observations (at equal counting times) of 
the sample and blank are made. Assuming that Poisson counting statistics 
hold, then
o = n'/2 (3.1.5.1.3)
■D 15
where N., is the number of background counts.
B
. . . . —2
If S is the sensitivity function (e.g. counts per proton per f ig cm
and Q = ion beam fluence, then the MDL is given by
(V v '/2
MDL = 3.29 SQ (3.1.5.1.4)
Thus the MDL is that amount of the element that will give rise to the 
defined detectable signal. It should be stressed that the above equation 
only holds for reproducible blanks. The MDL will be higher if there are 
fluctuations in the blanks levels. Systematic uncertainties have been 
neglected in the present determination of MDL*s as these uncertainties 
tend to cancel out when comparing the adequacy of different methods.
Also, it should be pointed out that the MDL definitions do not give any 
value for the precision of the detected peak. Only the MQL provides this 
Unfortunately, a wide variety of definitions of MDL are still in 
use. In order to stress the importance of choosing a statistically 
meaningful definition, several popular definitions will be considered 
in order to illustrate the type of confusion that can arise. Perhaps 
the most popular definition is that of the International Union of Pure 
and Applied Chemistry (1976)
Ng = 3 Ng/2 (3.1.5.1.5)
Thus for a well characterised blank, this definition yields an MDL only 
9 % less than that of Currie;which is a trivial difference when comparing 
various analytical systems. Cahill (1975) has discussed this definition 
and deduces that, according to the Student-t test, the correct definition 
is given by:
N '= 2 + 2  (2N + 1)1 (3.1.5.1.6)
b a
With increasing N this definition rapidly approaches values 14 % less 
15
than, those given by the definition of Currie. Once again, except for 
very low values of Ng, the definitions only differ by a constant multi­
plicative factor. This is not the case for the popular, but misleading 
definition that
Ng = Nfi (3.1.5.1.7)
This is used without any apparent theoretical justification. It is 
immediately seen that the MDL will never improve with increased beam 
fluence (although the precision does) because the peak to background 
ratio remains constant. This is clearly implausible. Some of the false 
conclusions that can be drawn from the use of this definition are dis­
cussed in Appendix B.
The principle uses of these MDL calculations in PIXE analysis are 
for the optimisation of such parameters as ion beam energy, flux etc. in 
a particular experimental set-up and for inter-comparisons of the preci­
sion and MDL's of different techniques. Clearly, if it is known that the 
element to be analysed is well below the MDL of a particular system, then 
it is not worthwhile starting the experiment.
It has already been noted in section 3.1.1 that the ionization 
cross-section goes up with proton energy for the targets and energies 
of interest in PIXE analysis. It might be deduced that this would 
improve the MDL. Unfortunately the maximum energy of the secondary 
electron bremsstrahlung also increases linearly with projectile energy.
At higher energies, the background due to 7-radiation from nuclear 
reactions also increases. Fig. 3.1.5.1.a shows the X-ray production 
cross-sections for the K and L shells with 2 MeV proton and alpha par­
ticle excitation. These have been calculated using the semi-empirical 
BEA ionization cross-section formulae of Johansson et al. (1976), the u .JX
fitted values of Bambynek et al. (1972) and the co formula of Hoffmann
L
(1978) which is discussed in section 4.4.5.3. For most of the range of 
interest, protons are seen to give a much greater yield. At equal pro­
jectile velocities, the alpha particles would give the greater yield 
2(a a £j) but 8 MeV projectiles were not available from the CBNM Van de 
Graaff accelerator. In practice, it was found that, where the characte­
ristic X-ray was greater than 4 keV in energy (the maximum energy of the 
2 MeV proton-induced secondary-electron bremsstrahlung), protons were by 
far the better choice. Below this energy the choice was more often 
dictated by target damage considerations (alpha particles were found to 
be far more damaging than protons when filter samples were analysed as 
is discussed in Chapter 6) . Thus the determination of the MDL for a 
particular experimental arrangement is a complex affair and should really 
be determined experimentally. This has been done for the main applica­
tion of this work viz. the air pollution studies. It is, however, pos­
sible to point out some general trends in minimum detection limits.
As the background depends so strongly on the particular matrix in 
which the trace elements are incorporated, there can be no general ex­
pression for the MDL for a particular trace element. However, in many 
practical situations the matrix is very often composed of carbonaceous 
or organic type material. For this reason, the emphasis in the fol­
lowing calculations is for carbon backings. Fig. 3.1.5.1.b and 
Fig. 3.1.5.1.C due to Johansson et al. (1976) and Folkmann et al. (1974b) 
respectively, illustrate the effect of beam energy and projectile
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Fig.3.1.51b/: b) Minimum detectable concentration as a function 
. of atomic number for proton energies l and  3MeV 
The following experimental parameters were used: 
detector resolution 165eV, solid angle 0.003 x^Tt j  
collected charge 10 pC and target thickness 0.1 mg/cm2, 
(from Johannson et al. 1976)
c) Concentration of trace element corresponding to a 
peak-to-background ratio of 1j when the background 
is taken within a width AE, corresponding to the reso­
lution of 150eVat 5.9 keV for a Ge detector at the energy 
of the Ka or the Lp X-rays from the trace element.
(from Folkmann 197A b).
species on the variation of MDL with atomic number of the target ele­
ments. In both sets of curves,clear minima can be seen indicating that 
the lowest MDL occurs for protons of 1 MeV energy at about Z = 20 for 
K X-rays and Z ^  60 for L X-rays. In a similar fashion for protons of 
3 MeV, minima occur at about Z = 35 and Z —  85 for the K and L X-rays 
respectively. Fig. 3.1.5.1.C indicates that protons provide better 
detection limits,over the whole periodic table,than heavier projectiles 
of equivalent energy per nucleon. However, Fig. 3.1.5.1.C is based on 
a peak to background ratio of 1 (see eq. 3.1.5.1.7) which has already 
been said to be a bad choice, if equation 3.1.5.1.1 was applied instead 
of the criterium of Folkmann et al., this conclusion would not necessa­
rily be valid. The worsening of the MDL for both K and L X-rays at 
decreasing target atomic number is related to the reduction in the fluo­
rescence yield and the increase in secondary electron bremsstrahlung.
To the right of the minima, with increasing Z values, the MDL again 
increases (worsens) but this time due to a reduction in the X-ray pro­
duction cross-section. From curves of this type it can be seen that? to 
some extent, the projectile energy can be chosen to provide an optimum 
MDL for a certain range of elements. Again this is one of the principle 
reasons for using 1-3 MeV protons for PIXE analysis when the elemental 
region of interest is in the 20-30 and 60-80 atomic number range.
Further useful deductions can be made from these figures; for
example, it can be seen that beyond an atomic number of about 40 (but
depending strongly on projectile energy) better MDLfs can be achieved
by using L X-rays for analysis rather than K X-rays. This is principally
due to the much higher L X-ray production cross-sections (see Fig.
3.1.5.1.a). Moreover, it should be noted from Fig. 3.1.5.1.b that the
minimum detectable concentration obtainable over the whole periodic
table of elements only varies by about an order of magnitude and has an
—6absolute value of about 10 . This smooth and slow variation in the
MDL's over a wide range of elements is a very useful property in an 
analytical technique and is an added advantage of PIXE as a multi- 
elemental method. Nevertheless, these curves should be interpreted 
cautiously since the calculations used to derive them do not take into 
account the possibilities of spectral interference and overlaps between 
low Z K X-rays and high Z L and M X-rays which may occur due to the 
limited resolution of the Si (Li) detector. For example, the X-ray 
line from sulphur at 2.31 keV would not be resolvable from the M^ X-ray 
line of lead at 2.34 keV. Both of these elements are commonly found in 
air pollution samples. Also the ' tails1 from intense X-ray peaks may 
obscure adjacent small peaks.
Finally, it should be added that the calculated MDL’s are for the 
irradiated specimen in its final state. In other words, pre-concentra­
tion and other sample preparation treatments prior to analysis may well 
improve, the MDL for particular trace elements with respect to the ori­
ginal state of the sample; but this will always be at the expense of 
using more base material (which may not always be practicable) and with 
an increased probability of contaminating the sample with unwanted 
elements. It is easy to show from the present definition of MDL that 
the values will scale according to
MDL “ AEly^ 2 (Aft Q t)"1^2
x .
where Ae is the FWHM resolution of the X-ray detector and t is the 
x J
target thickness. The typical MDL value of ~ lppm could thus be im­
proved upon by counting for longer times and by focussing the projec­
tile beam to provide a more intense flux over a chosen region of the 
target. Optimising the experimental parameters by such techniques can
lead to sensitivities of better than 10 This corresponds to about
-14 . . .
2 x 10 g of an element in a typical air sampling filter (Johansson
et al. 1976). With such low MDL’s, the importance of pure target 
backings and inert and clean handling of the. samples becomes paramount. 
As an example of the limits that have been achieved experimentally,
Johansson et al. (1970) have reported the detection of trace elements 
- 1 2
at the 10 g level on their carbon substrates. MDL values found m  
the present work are reported in Chapters 5 and 6.
3•1.5.2 Minimum quantitation limit
In addition to a signal being detectable according to the desired 
signal to background criterion, there must be sufficient counts to 
provide some degree of precision in quantitative analysis. For inter­
comparison purposes, let it be assumed that there must be sufficient 
counts to produce a statistical uncertainty of +_ 10 %. Thus the minimum 
quantitation signal (N^) is given by (Currie 1978):
= 10 f a (3.1.5.2.1)
Q °
where f = [ 1 + 25/0? Nn)] 1/2 + [25/0? IO] 1/2 (3.1.5.2.2)
U a
The factor f corrects for the effects of small N_ (Currie 1968). Thus
■D
the minimum quantitation limit (MQL) is given by:
0? N J 1/2
In section 5.5 and Appendix B, the results of MDL and MQL calcula­
tions for practical examples are compared and it is shown that the MDL 
consideration alone is not sufficient to determine the optimum experi­
mental conditions.
3.2 Backscattering spectrometry
This form of spectrometry is based on the detection of ions elasti­
cally backscattered from target nuclei. From such measurements, it is 
possible to determine the mass and depth distribution of the target 
atoms in the matrix. The scattering cross-sections normally used are 
based on Rutherford's scattering theory. However, recent experiments 
and refinements of the theory indicate that small corrections have to 
be made to the Rutherford cross-sections. When these corrections have 
been made, the experimentally derived cross-sections generally agree 
with the theory to within a few percent. Because of the general relia­
bility of Rutherford cross-sections, they are often used to normalize 
ion-induced X-ray emission cross-sections. The principles of backscat­
tering theory are outlined in Appendix C. Also included, in so far they 
apply to the present work, are brief descriptions of the phenomena of 
energy loss, energy straggling and angular straggling which take place 
as ions move through matter.
CHAPTER 4
APPARATUS AND EXPERIMENTAL TECHNIQUES
The apparatus and techniques utilised in the-PIXE and RBS measure­
ments will be described in detail. An understanding of the experimental 
sources of uncertainty is critical in the appraisal of the accuracy of 
the absolute measurements such as the PIXE cross-section determinations. 
Of particular importance are the methods of measuring ion beam fluence, 
X-ray detection efficiency and target mass thickness described in this 
chapter. In each of these cases, significant advances over the more 
commonly used methods are reported. Details of techniques specific to 
the applications work, such as the air particulate sampling, are given 
in the appropriate chapters.
4.1 The CBNM 3.7 MV Van de Graaff accelerator ,
This vertically mounted accelerator is capable of delivering pro-
4 +
tons, deuterons and helium ions ( He in our case) with energies in the 
range 0.8 MeV to 3.7 MeV. The accelerated ion beam is focused with a 
quadrupole lens and the ions of the desired energy are deflected into 
the horizontal beam tube with the aid of an analysing magnet. The beam 
then passes through a set of energy control slits which feed back to 
the corona load thus maintaining the energy stability. Finally, the 
ions pass through a circular aperture thereby defining a 6 mm diameter 
beam at the irradiation facility.
The energy of the projectile beam was calibrated by using the well
7  g 1 1
known reactions: Li(p,n), Be(p,n) and B(p,n) which have thresholds
at 1.880, 2.059 and 3.015 MeV respectively and the Al(p,y) resonance
reaction which is at 0.992 MeV. This gave an uncertainty of 2 keV
for a proton beam energy of 2 MeV.
4.2 The target chamber ^
The purpose of the present vacuum chamber is to allow PIXE, RBS 
and nuclear reactions analysis (NRA). PIXE and either RBS or NRA may 
be studied simultaneously. This is especially important for resolving 
ambiguities in RBS spectra (see Appendix C).
4.2.1 Chamber characteristics
The chamber is shown schematically in Fig. 4.2.1.a and a photograph 
of the general irradiation facility is given in Fig. 4.2.l.b. The de­
focused ion beam from the Van de Graaff is defined by a beam collimation 
system. This device permits a choice of four apertures or a quartz 
viewer to be rotated into the centre of the beam. The viewer provides 
an approximate means of checking the position, intensity and homogeneity 
of the beam. The apertures allow the initial 6 mm diameter beam to be 
collimated down to beams of 0.5, 1 and 2 mm diameter or a rectangular 
beam of 1 x 2 mm. Apertures of slightly larger dimensions (known as 
skimmers) are placed 5 mm beyond the collimators to reduce the intensity 
of slit-scattered particles. The beam collimation apparatus is maintain­
ed under vacuum so that the apertures may be changed during an experiment 
in about one second. This is important when samples of differing sizes 
are being examined. The ion beam then passes through the foil ion beam 
monitor and impinges on the targets which are held on a modified 3-axis . 
goniometer (described in section 4.2.3).
The possibility of characteristic X-rays from chamber materials 
reaching the high resolution Si(Li) photon detector is reduced to ne­
gligible proportions by covering all parts of the chamber ’seen* by 
the detector with graphite sheets. Liquid nitrogen cooling is provided 
to the areas surrounding the target assembly and the foil monitor in 
order to prevent the build-up of carbon deposits during irradiation.
This *cryoshielding* reduces the vapour pressure of hydrocarbons around 
the targets and the foil; thus significantly reducing the probability 
of thin films of oil etc. being formed which may then be cracked by the 
ion beam to produce carbonaceous layers.
2 . .
As the Si(Li) detector has a small sensitive area (10 mm ), it is 
important to place the detector as close to the target as possible in 
order to achieve a reasonable collection solid angle. Also, it was 
necessary to have the detector inside the vacuum system,rather than out­
side behind an X-ray/vacuum-window,in order to allow the efficient de­
tection of the low energy X-rays from the light elements under investi­
gation in much of this work. A rather elaborate system was designed 
which would maintain the beryllium window of the detector under vacuum 
at all times in order to lengthen the life of the window. The fragility 
of such windows had previously been observed (Barfoot 1976). When not in 
use, the end of the detector probe is kept between two viton gaskets, 
which provide the vacuum seal, and a gate valve (see Fig. 4.2.1.a).
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F ig .4.2.1.b General view  of the irrad iation  fac ility .
When.the detector is to be used,.and the target chamber has been eva­
cuated, the gate valve is opened and probe slid through the gaskets and 
into the chamber. However, for the accurate PIXE cross-section work, 
it was found that the reproducibility of the detector re-positioning 
was not sufficient. Therefore, the detector was kept in a fixed posi- - 
tion during these experiments. When not in use, the detector window 
is covered with a perspex cap to prevent it from being contaminated 
(principally from the vaporisation of targets). The detector is at 
157.5° to the beam direction since it has been shown (Ishii et al. 1977) 
that the bremsstrahlung background at such angles is half of that at the 
more commonly used position of 90° (which is the optimum angle for 
photon-induced X-ray emission as the background from the Compton peak 
due to the exciting radiation is at a minimum (Dyson 1973a)).
The surface-barrier detector, which is used to detect protons and 
heavier particles, is placed at 165° to the beam direction. This is as 
large an angle as is feasible in the present system. It will be shown 
in Appendix C that the larger the scattering angle, the greater is the 
mass resolution in RBS. ■ A wheel, which can be rotated from outside the 
chamber, allows a *^Gd/^*Am alpha-particle energy calibration source, 
or a set of absorbers, to be positioned in front of the detector.
4.2.2 Vacuum system
The system was designed to be as oil-free as possible. This is to 
prevent a large build-up of carbon on the targets which, although not 
affecting PIXE spectra very much, would cause Tshifts* in energy in 
the particle spectra. Also, carbon has a low threshold for many nu­
clear reactions, the reaction products of which could produce inter­
ferences in the particle spectra.
The vacuum chamber was initially pumped down to 1 Pa with a rotary
pump. A liquid nitrogen trap and a flexible electrically insulating
tube between the pump and the chamber prevented oil and mechanical
vibrations reaching the main system which was electrically isolated.
-4High vacuum (10 Pa) was achieved with a turbomolecular pump attached 
to the bottom of the chamber through a gate valve. The Van de Graaff 
beam line was also evacuated with this type of pump. Satisfactory 
vacuum for PIXE analysis was typically achieved in 10 minutes. Once 
high vacuum was achieved, the cryoshielding could then be made opera­
tional by filling the liquid nitrogen dewar (see Fig. 4.2.l.b).
4.2.3 Target holders
Target holders were designed so that the sample to be analysed 
could be positioned accurately with respect to the beam and could also 
be changed (or moved) without opening up the target chamber. The most 
stringent requirement was for the analysis of the air particulate 
’streak* samples described in Chapter 6. The beam had to remain within 
the width of the streak and be moved in steps of 2 mm from a known 
starting position with high accuracy. In the earlier work (Barfoot et 
al. 1978, Barfoot et al. 1979), this was achieved with a modified 
mechanical vacuum feed-through with attached Vernier system. Apart 
from the fact that the positioning.was not as accurate as would have 
been wished, its operation was extremely tedious.
A new target holder system, which was based on a modification of 
an existing goniometer, was devised. The drive responsible for the 
circular motion of the goniometer, shown in the bottom left-hand corner 
of Fig. 4.2.3.a, was extended to the top of the goniometer where t_he 
motion is converted by 90° and the drive connected to the target holder. 
The gearing from the drive of the stepping motor is such that each step 
produces a vertical motion of the target holder equal to 0.2 mm. The 
total distance that can be moved is about 100 mm; the physical limita­
tion being due to the table supporting the goniometer. The stepping 
motor is controlled from the Van de Graaff control room. This permits 
fast and accurate repositioning of the targets and allows the possibi­
lity of the entire data acquisition and sample changing being control­
led by a computer system. This is envisaged at the CBNM in the near 
future.
As can be seen from Fig. 4.2.3.b, the central region of the target 
holder is made of perspex. This is to insulate the targets from the 
chamber so that ion beam currents to the targets may be measured.
Perspex was chosen because it produces low X-ray backgrounds due to 
the very low atomic number of the elements of which it is composed.
These perspex pieces are easily removed and were designed according to 
the nature of the samples to be analysed. The one shown is for the 
11 mm diameter targets used for the PIXE cross-section measurements.
4.3 Ion beam fluence measurements
Measurements of ion beam fluence, together with the determination 
of the efficiency of the Si(Li) detector (see section 4.4.5), were the 
largest sources of experimental uncertainty in the absolute PIXE studies.
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As can be seen from Chapter 3, an accurate knowledge of the total number 
of particles incident on the target is required. This may be for widely 
differing targets.
In principle, one of the most straightforward methods of determining 
this particle fluence is to integrate the primary ion beam current as­
suming that the charge state of the particles is known. However, when 
fast ions impinge upon a solid target, complications arise, due to the 
production of secondary and tertiary currents, which make accurate cur­
rent integration a non-trivial task. The magnitude and characteristics 
of these currents have recently been closely examined by Matteson et al. 
(1979). Fig. 4.3.1, taken from their paper, illustrates a simple current 
integration arrangement and the currents that can exist. The incident 
primary ion beam (I^) may be accompanied by incident electrons (!e) which 
originate at the collimator slits or other electron sources. As the 
incident ions impinge on the target, various secondary currents are 
generated: secondary electrons are ejected from the target surface 
(1^ a flux of photons of energies ranging from eV to keV is observed 
(i?i^ ), backscattered and sputtered ions produce a current (I^) while a 
flow of neutral metastable atoms 0?£n) is also found. When each species 
of secondary particle encounters the surrounding wall, ’tertiary elec­
trons' are produced. Thus the current actually measured (I) by the 
current integrator is the sum of all these currents i.e.
I = I. - I + 1 .  - I.. - (I? + I?. + i f  +  i f . )  (4.3.1)l e le 11 ie n  m  i <p
where first subscripts indicate the primary species, second subscripts 
the secondary species and superscripts the tertiary electrons (Matteson 
et al. 1979).
1^ can be reduced to negligible proportions (e.g. from 4 % to 0.4 %) 
by the use of a shield biased to about - 100 volts (Matteson et al.1977) 
but I^e is very difficult to remove. Not only is this current a function 
of target species (Dearnaley et al. 1973) but it also varies as the se­
cant of the angle that the normal to the target surface makes with the
beam (Sternglass 1957). I. /I. is typically 0.5 for 2 MeV protons and
+  i e  1  # # •
2 for He beams when no secondary electron suppression is used. This
is clearly a complex experimental problem to overcome.
It is often the case that details of these secondary currents are 
ignored and a Faraday cup arrangement is used. The normal Faraday cup 
is based on two assumptions: that all secondary currents form loops 
inside the cup (i.e. it is a 'black box') and that only the ion beam 
er.ters the cup from outside. The first requirement can only be approx-
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imated. Even when the target is inside the Faraday cup, entrances and 
exists must be made for the ion beam and detected radiations, thus al­
lowing charged particles to escape. It is often customary for the cup 
to be placed behind 1 semi-thin1 targets such as air pollution samples.
In this case the beam that enters the Faraday cup is not necessarily 
the same as that impinging on the target. For instance, a 2 MeV He+ 
beam will become mostly He after passing through the target. This 
charge exchange effect, and multiple scattering, can make the measured 
fluence in error by a factor of two or more (see later in this section 
and Chapter 6). Whilst secondary electron suppression can effectively 
remove most of l£e> it can do nothing to correct for the change in the 
nature of the beam as it passes through the target. The second assump­
tion requires that the electron current, 1^, be removed. Although as 
stated previously, this can be reduced to negligible proportions (al­
though most workers seem to ignore this problem - see the review by 
Johansson et al. (1976)), there are still the electrons that may be 
produced in and a ound J:he target. Even with a very careful experimental 
system, the most accurate current integration so far achieved is claimed 
(see concluding remarks to section 4.3.3) to have an uncertainty of +_ 1 % 
(Matteson et al. 1979). A more typical current integration system is 
likely to produce uncertainties an order of magnitude higher in the 
measurements of ion beam fluence.
In view of these difficulties with current integration, two other 
methods of ion beam fluence measurements have been utilised. Both ,of 
these rely on ion elastic backscattering for which cross-sections are 
accurately known. When the particle detector solid angle, scattering 
angle and the target thickness are also known, the fluence may be calcu­
lated. The two methods are target elastic backscattering and the foil 
ion beam monitor. For most of the ion beam experiments performed in 
the present work, a combination of these three techniques has been used 
with the expectation that more accurate results are thereby obtained.
The particular combination used in each experiment will be discussed 
in the relevant section. The three methods of ion beam fluence measu­
rement will now be described in detail and comparison made between them 
in section 4.3.3
4.3.1 Ion beam current integration
This was achieved by integration of the current measured on the 
target (when an electrical conductor) or by the use of a Faraday cup
arrangement. The targets were surrounded by a secondary electron sup­
pressor shield held at - 400 volts (see Fig. 4.2.1.a). The Faraday cup, 
also shown in Fig. 4.2.1.a, had an annular electron suppressor, held at 
a similar negative potential, surrounding the entrance to the cup. The 
Faraday cup was only.used for PIXE studies of thin samples such as the 
air pollution streaks.. These currents were integrated using a Brook- 
haven Instruments Corporation current integrator. This device has a 
very low input impedance (20 £2) which is important in preventing the 
target or Faraday cup from becoming positively charged. This would 
attract electrons and hence produce a low reading. The manufacturers 
claim an uncertainty of +_ 0.02 % in the absolute accuracy of calibration. 
This uncertainty is negligible when compared to that incurred whan con­
certing measured charge to ion beam fluence (see especially equation 
4.3.1).
When the monitor foil is between the beam line and the target, or 
when a Faraday cup measurement is made behind a thin target, corrections 
for electron exchange must be made. Armstrong et al. (1976) have measured 
the equilibrium charge-state fractions for helium and hydrogen beams of 
0.2 to 6.5 MeV in gold foils. Least squares fitting to their results 
gives, for the case of helium, the ratio of singly ionised (Fj°°) to 
doubly ionized 0?2 ° ) charge states:
(0.284 +0.005) e ” (2*1 3 - ° * 01)
2
4 +where E is the energy of the beam in MeV. Thus for 2 MeV He ions, 
the measured charge has to be divided by 1.94 and the resultant addi­
tional uncertainty in the ion beam fluence is +_ 3 %. The number of 
neutrals is negligible. For the present energy range of interest, the 
protons retain their single positive charge.
Intercomparisons of the various methods of measuring beam fluences 
for individual experiments may be found in Chapters 5 and 6. When ana­
lysing the streak air particulate samples, the Faraday cup results 
were found to be too low by about a factor of two. This is thought to 
be due to multiple angular scattering in the T semi-thin1 air filters 
and is further discussed in Chapter 6.
4.3.2 Elastic backscattering from the target
When a target with a surface layer of known areal density is used 
in, for example, PIXE cross-section measurements, the ion beam fluence
may be calculated from the number of backscattered particles when the 
particle detector solid angle, scattering angle and scattering cross- 
section are known or can be measured. This is the same method, in 
principle, as that used in the foil ion beam monitor with the same RBS 
equations applying (see section 4.3.3). However, with the larger target- 
to-detector distance, the determination of the angle of scatter and the 
solid angle is more accurate. The major sources of uncertainty are
target mass thickness (typically 0.5 % to _+.1 %), solid angle deter­
mination (+^0.5 %) and counting statistics during the measurement of the 
backscattered particles (typically +, 1 % to 3 %). Thus, with a typical 
overall uncertainty of +_ 2 % to _+ 4 %, this method of ion beam fluence 
measurement is the most accurate available to us. This method only works
for targets of known areal density. However, if it is used in conjunction
with the foil ion beam monitor, then the monitor can be calibrated and used 
during analyses of unknown targets. It was found during the analyses of 
the streak samples that the backscattering signal from the filter material 
was a reliable relative method of normalising the spectra from sequential 
irradiations. This is discussed in more detail in Chapter 6.
4.3.3 The foil ion beam monitor
4.3.3.1 The^rinciple
The main aim of constructing the foil ion beam monitor was to 
achieve ion beam fluence measurements which are totally independent of 
the nature of the target and the charge state of the ion beam. This is 
especially important for insulating or semi-thin targets where the cur­
rent integration methods fail. The present monitor allows very precise 
comparisons of yields between sequential irradiations on a wide variety 
of different targets. The major application so far has been to the 
PIXE analysis of the streak air particulate samples. The first proto­
type was built in 1978 (Mitchell et al. 1978b) and the second, more
sophisticated version, a year later (Mitchell et al. 1980a).
The principle of the method is quite straightforward and is illus-. 
trated in Fig. 4.3.3.a. A thin calibrated self-supporting foil is 
placed between the beam line and the target. The foil is made thin 
enough to permit all the beam to pass through without appreciable energy 
loss. Energy losses can be corrected for; but, the larger the energy 
loss, the greater is the uncertainty in the beam energy due to energy 
straggling effects. Similarly, angular straggling must be kept small
CO
CO
o
CL
CM
CO
U_
O)
i n
UJ jCt
00
00
< r
d)
so as to ensure that all the transmitted beam reaches the target within 
a reasonable spot size (e.g. for the streaks the spot size must be 
less than 2 mm). For ion beam monitoring, the ions backscattered from 
the foil are counted with an annular surface-barrier detector placed 
4 cm 1 upstream* of the foil. •
The ion beam fluence, i.e. the number of projectiles (Q), passing 
through the calibrated foil is calculated from the following backscat­
tering equation (see Appendix C):
Q  = A / [ AJ2 &) N ] (4.3.3)
E,0
where A is the number of backscatter counts from the foil as measured 
in the annular detector,:
is the solid angle in steradian that the annular detector 
subtends at the foil,
2
. (-ttt) is the backscattering differential cross-section, in cm 
d E,0 J..
per steradian, calculated at the mean energy of the ion beam as
it passes through the foil,
. . .  2
and N is the foil thickness in atoms per cm .
For use as a relative comparator, only A need be measured and all ex­
perimental runs on different target normalised to this. When an abso-
,dOv
■d^J
lute value of Q is required, then Q may be determined when AT2, (^)
E 0
and N are accurately known. The Rutherford backscattering cross- ’ 
sections must be corrected for deviations due to electron screening 
effects as has been noted by l'Ecuyer et al. (1979). It must also be 
remembered, when using this monitor for ion beam studies, that the 
energy of the beam at the target under investigation must be corrected 
for the energy loss in the monitor foil.
Gold was chosen for the foil material as it has a high backscatter­
ing cross-section, is well resolved from the low Z contaminants such as 
carbon and can easily be prepared in uniform thin layers by evaporation 
techniques. Target preparation details are given in section 4.6. The
foils were self-supporting over a diameter of 4 mm and were produced
-2  .
m  the range 40 to 400 Mg cm m  order to determine the optimum 
thickness.
Carefully made and aligned apertures prevent any backscattered 
ions from the target from reaching the annular detector. However, the 
ions which have been backscattered from the interposing calibrated gold
foil enter the sensitive region of the annular detector by means of 
which they are energy analysed. The signal is amplified in the normal 
way and an energy window is accurately set over the spectral peak due 
to the gold foil with the aid of a precision pulser and a ratemeter.
The number of pulses in this window is counted in a scaler. A compro­
mise between, good counting statistics and low pile-up effects is neces­
sary if good precision is to be achieved in a relatively short analysing 
time. A count-rate of about 500 s  ^ has been found to be optimum.
4.3.3.2 Sources_of_uncertainty
i) Backscatter angle determination. This could be measured with an un­
certainty of + 2 %. However, as the backscattering cross-section varies 
so slowly with angle at 165°, the contribution to the uncertainty in 
the cross-section was negligible.
ii) Solid angle determination. The solid angle subtended at the centre
of the foil by the annular detector was measured by replacing the foil
241
with a thin open calibrated Am spot source evaporated onto a platinum 
backing. Counting statistics of this measurement gave an uncertainty 
of typically _+ 0.25 % in the solid angle. However, it should be noted 
that a 0.1 mm displacement in the distance between the source and detec­
tor would result in a 0.5 % change in the solid angle and so great care 
had to be taken in positioning both the source and the foil. A syste­
matic uncertainty of +_ 0.25 % was introduced into the solid angle deter­
mination due to the wrinkling of the foil under irradiation. Thus, the 
total uncertainty in the solid angle determination is estimated to be ,
+ 0.5 %.
iii) Statistical uncertainties The number of counts accumulated in the
energy window should be sufficiently large to reduce this uncertainty
to the required accuracy. This was one of the reasons for choosing
the high Z element gold where the backscattering cross-section, which
2
is proportional to Z , is large. For the streak runs this uncertainty 
was less than +_ 1 % but for some of the cross-section measurements on 
thick targets, where very low currents were used (e.g. 50 pA), it was 
as high as + 3 %.
iv) Beam energy. The uncertainty in the energy of the projectile beam 
produced an uncertainty of _+ 0.2 % in the backscattering cross-section.
v) Beam energy loss and straggle in the foil. In order to minimise 
energy loss and straggling effects, the thinnest self-supporting foils
were chosen. However, a compromise must always be made between this
criterion and the stability and life-time of the foils. Foils of 
-2
80 Mg cm (about 42 nm) were found to fit these requirements best.
The thinner foils were found to be too unstable to mechanical shocks.
. -2 . 4
The energy loss m  an 80 Mg cm gold foil is 14 keV for a 2 MeV He
beam (Ziegler 1977) and 2 keV for a 2 MeV *H beam (Andersen et al.
1977). The energy straggle is calculated to be 2.7 keV and 1.4 keV for 
4 ]
2 MeV He and H ions (Mayer et al. 1977), although recent experimental 
results (Hoffman et al. 1976, Werz et al. 1979) indicate that these 
values may possibly be about 20 % too low. As the shape of the energy 
distribution is essentially Gaussian, the effective energy of the beam 
from the point of view of backscattering and PIXE cross-sections will 
be that of the peak value. As the energy resolution of the surface- 
barrier detector is about 15 keV FWHM, the increase in beam energy width 
will not significantly affect backscattering analysis.
vi) Foil-induced angular straggle of the beam. There is an angular 
straggling of the beam, as well as an energy straggling, when it passes 
through matter (see Appendix C). This multiple angular scattering has 
been treated in several papers (e.g. Spahn et al. 1975, Cline et al.
1969 and Sakisaka et al. 1970). Calculations based on the results of
• . 4these papers predict that the FWHM angular spreading of a 2 MeV He
- 2
beam passing through a 80 Mg cm Au foil is less than hh 0.25°. In the 
present geometrical arrangement, the distance from the foil to the target 
position is approximately 100 mm and so a beam spot of 1.0 mm at the 
foil should be spread to about 1.8 mm FWHM at the target. The angular 
divergence has been observed by scanning a vanadium strip in 0.2 mm 
steps across the beam. The strip was 0.2 mm wide and 9 mm long (i.e. 
longer that the total width of the spread beam) and was produced by 
evaporating vanadium onto a polished vitreous carbon disc. The counts 
from a single channel analyser (SCA), with energy windows set over the 
vanadium backscattering peak, were used to measure the intensity varia­
tions across the scan. Fig. 4.3.3.b shows the results of this scan 
for a variety of beams with and without the foil present. Dearnaley 
et al. (1973) have produced tabulations relating areas under sections 
of Gaussian curves to the normalised heights of the distribution at the 
points of interest. Making the approximation that the beam spreading
is Gaussian, it is found that 94 % of the 2 MeV proton beam is within
4
a width of 2 mm (the streak width) whereas only 84 % of the He beam 
is within this width. If the beam is not exactly in the centre of the 
streak then more intensity will be lost. For example, if the beam
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4is off-centre by 0.5 mm then only 74 % of the He beam and 87 % of 
the proton beam will be within the streak deposit. Thus the ^He beam 
would yield PIXE results, for the streak sample, that are too low by
26 %. It is clearly advantageous to use a proton beam. With samples
of significantly larger surface area, the loss of intensity will be 
negligible. However, this widening of the beam will cause the beam 
spot on the target to become large enough to change the solid angle 
that the radiation detectors subtend. Therefore this effect would have 
to be carefully calculated if the detector(s) subtended a large solid
angle to the target (not the case in the present work).
vii) Beam current fluctuations. These should have no effect, in contrast 
to an oscillating or beam chopping method, as all the beam passes at 
all times through the foil.
viii) Foil thickening and rupture. This is a complex problem which,
until recently, has received little attention. Most of the work has
-2
been performed with thin (10 p.g cm ) carbon foils because of their 
use as ion beam strippers. Although evidence for changes in metal foil 
thickness under irradiation has been found (Donnelly et al. 1979,
Scanlon 1979, Mertens 1979), no quantitative data from other laborato­
ries is presently available. For this reason, the carbon foil data 
will be discussed in some detail in order to suggest an explanation 
for the behaviour of the gold foils.
Studies of the behaviour of carbon stripper foils have been made 
under widely varying experimental conditions (Dumont et al. 1976, 
Livingstone et al. 1978, Sander et al. 1979, Tait et al. 1979). Perhaps
the most comprehensive study is that of Tait et al. They bombarded
-2
carbon foils of areal density 5-20 /xg cm with 4.8 MeV Ar ions. The
visual appearance of the foils after irradiation was very similar to
that observed for the gold foils irradiated with 1-3 MeV protons,
deuterons and helium ions in the present work. Fig. 4.3.3.C shows a
photograph of one of the present gold foils after it has been irradiated
. 4 +
for less than one hour with a 1 mm diameter He beam of 20 nA. Pre­
vious to beam irradiation, the foil was quite flat. After irradiation 
a radial wrinkled stress pattern is clearly seen over the foil except 
where the beam has struck.
The following phenomena are thought by Tait et al. to take place 
during irradiation of the thin carbon foils. Radiation enhanced diffu­
sion processes cause a shrinkage (thickening) within the irradiated 
area. This is at first accomodated by the removal of undulations and
F ig .4 3 .3 .c Photograph of gold fo il a fte r irrad iation  
w ith  a  1mm d iam eter helium  ion beam .
then by elastic strain (the radial wrinkling). The foil eventually
ruptures (usually at the boundary of the irradiated area) due to the
limit of the ultimate tensile strength being surpassed. As similar
stress patterns are observed in the gold foils, it is assumed that a
similar mechanism is responsible for the1 thickening1 and rupture of the
gold foils. The actual results for their life-times may be orders of
magnitude different from carbon foil life-times due to differences in
tensile strength and morphology. Livingstone et al. (1978) found that
carbon foil life-time was independent of foil thickness over the areal
- 2
density range 2-22 /xg cm and that it is primarily related to the 
nuclear stopping power and energy of the projectile beam. Simple scal­
ing from their results indicates that the mean life-time of the gold 
foils would be about 600 hours for the present beam conditions. Up to 
the present time, only one foil has been broken in the beam. This was 
after -60 hours of use. Several other foils have run 120 hours without 
breakage. However, great care must be taken in handling these foils 
as mechanically they are very fragile. In particular, the initial 
pump-down and opening up to atmospheric pressure of the vacuum system 
must be made slowly if rupture of the foils is to be avoided. It is 
estimated that about 10 foils have been broken in this manner over a 
period of 18 months.
A more worrying aspect of this problem would be the possibility of 
partial foil fracture. If, for example, only a small slit was produced 
in part of the foil being irradiated, this may not be detected. For 
this reason it is worthwhile to run standard targets every so often as 
a check.
Besides being the cause of the foil rupture, the foil1 thickening* 
causes another problem. In equation 4.3.3, which is used for converting 
monitor counts to ion beam fluence, it was assumed that the areal den­
sity was the original one at the time of weighing. Thus a large change 
in a foil's thickness would be a serious source of error in the results 
of the foil ion beam monitor. In future, it is planned to measure this
* thickening*by using the method of Werz et al. (1979) which determines
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the thickness of thin foils by determining the energy loss of Gd 
alpha-particles traversing them.
ix) Carbon build-up. In most ion beam experiments, carbon build-up on 
the targets during irradiation can be troublesome. This is particularly 
so in RBS experiments where a shift in peak position of the element of 
interest occurs as carbon accumulates on the surface of the target 
during analysis. In the present case, where the yield from ions back-
scattered from the gold calibrated foil is used as a monitor, the car­
bon build-up effect can produce significant errors. Firstly, it alters 
the position of the gold peak with respect to the SCA window set at 
the beginning of the experimental run and secondly the backscattering
cross-section for the gold foil moves towards higher values as the beam
4loses energy m  the growing carbon layer. For He ions of 2.0 MeV
energy and a scattering angle of 165°, the backscattering cross-section
for gold changes by about 1 % for each 10 keV energy loss in the growing
- 2
carbon layer (that is for about every 12 Aig cm of carbon). The energy 
loss will be less for lighter ions. The carbon build-up effect has- 
been investigated recently by Dumont et al. (1976) and the rate of 
accumulation was found to depend on the energy and current density of 
the bombarding ions as well as upon the conditions of vacuum during 
the experiment. The amount of carbon was directly measured in the pre­
sent work by occasionally putting the amplified output signal from the 
annular detector directly into the multichannel analyser (MCA) instead 
of the SCA (see spectrum of Fig. 5.3.1.d).
4.3.3.3 Results
For the present purposes, the most practical parameters for the 
routine use of the calibrated foil ion beam monitor were found to be 
those given in Table 4.3.3. If different ions and energies were to be 
used, a different choice of conditions would probably have to be made 
in order that a reasonable count-rate be achieved without too large an 
angular straggle in the beam. Typical expected uncertainties (exclud­
ing the foil thickening effect) are about + 2  %.
Table 4.3.3.: Parameters found most practical in calibrated foil
beam monitor method
Foil type Gold
Foil thickness
-2
80 /ig cm
4 1 
He and HBeam species
Beam energy 1.0 to 3.0 MeV
Beam current 0.5 - 2.OnA
Beam diameter 1.0 mm
Solid angle of foil to annular detector 1 0 - 2 0  msr
Counts per second in annular detector 400 - 600 cps
An intercomparison of the three methods of measuring beam fluences 
was carried out to test for any systematic differences. The values for 
ion beam fluence, as determined from elastic backscattering analysis 
of a standard target, have an accuracy of _+ 3 % whilst the current in­
tegration measurements (corrected for electron exchange as described
in section 4.3.1) are thought to have an uncertainty of about _+ 5 % for
4 +
protons and _+ 8 % for He ions. In all, about 70 measurements of ion
beam fluence using the three techniques were made for protons, deuterons 
4 + . .
and He ions m  the energy range 1-3 MeV. Values representing a broad
range of energy and fluence are given in Fig. 4.3.3/d. The curves
represent least squares fittings of the data to straight lines. It
can be seen that all lines pass through the origin as would be expected.
The foil monitor and target backscattering values are plotted as the
abscissa as these were expected to be the more accurate.
Line A is a plot of measured integrated charge vs target back-
scattering values from a bismuth implanted silicon standard (Mitchell
4 +
et al. 1978a) for proton and He beams. The measured charge is 1 % 
higher than that predicted from the target backscattering. This is 
very good agreement for two totally independent methods and indicates 
that, perhaps, the uncertainty of the charge measurements has been 
over-estimated although such agreement could be fortuitous. The 1 % 
excess may be due to incomplete suppression of secondary electron 
emission.
Line B is a plot of measured integrated charge vs foil monitor 
values for proton and deuteron beams. The measured charge is 5 % lower 
than the foil value, indicating that the proton and deuteron foil moni­
tor values are about 6 % higher than the target backscattering values.
4 +Line C is the same as line B except that He has been used. The
foil monitor values are 8 % higher than the target backscattering
values. The difference between the Z = 1 and Z = 2 particles could
4 +
be due to the correction for electron stripping effects for He which 
has an uncertainty of +_ 3 %.
Line D is the same as line A except that a previously irradiated
. . . 4 +
gold monitor foil has been used at the target position with a He
beam. Lines C and D almost (to within 0.5 %) overlap. This strongly 
indicates that the major source of discrepancy between the monitor and 
the other results is the 'thickening! of the gold foil. It is tentati­
vely suggested that, for the present conditions, the foil thickens by 
(7 + 2) %. Tait et al. (1979) found that their standard (i.e. not 
slackened) carbon foils thickened by 10 to 20 %. Thus the presently
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observed ’thickening1 is consistent with these carbon data. If the 
’thickening'of foils can be accurately measured and is reproducible, 
then this source of uncertainty could largely be removed. However, 
at present, it remains the largest source of uncertainty in the method.
All three ion fluence measurement techniques have been shown to 
agree to within 8 %. This is very promising. The lowest uncertainty 
so far claimed for such a technique is +_ 1 % for the current integra­
tion set-up of Matteson et al. (1979). However, this claim is based 
upon measurements of a gold standard layer (Lindstrom et al. 1978). 
Recently l'Ecuyer et al. (1979) have measured a thickness value for 
this film which is different by 4 %. This standard and the results of 
Matteson et al. therefore need further verification. With more typical 
current integration methods producing uncertainties of about 7 %
(Dyson 1973b), it can be seen that the foil ion beam monitor is already 
in competition with the more standard techniques.
Whilst the absolute results presented are of a preliminary nature, 
the method of using a calibrated foil to monitor the ion beam fluence 
seems to be good. In particular, for insulating targets and for situa­
tions where electron suppression at the targets cannot be made, this 
method should prove extremely useful. If the absolute values from the 
monitor are not thought to be reliable due to systematic uncertainties, 
then the values can be normalised by placing a standard target at the 
target position and counting the elastically backscattered particles 
in a known geometrical arrangement. The advantages of using such a 
monitor during the analysis of streak air particulate samples are 
discussed in detail in Chapter 6.
4.4 The Si(Li) low energy photon detector
As has been mentioned in Chapter 2, it was the development of the 
high resolution lithium-drifted silicon, Si(Li), detector which triggered 
off the field of materials analysis by PIXE spectroscopy. With resolu­
tions typically as low as 150 eV full-width at half maximum (FWHM) at 
6 keV it is now, in principle, possible to resolve the K X-rays of all 
elements with atomic number greater than six. This high energy resolu­
tion capability, coupled with good total detection efficiency, has 
enabled very good detection limits to be achieved by energy- ; - 
dispersive means. The features of the particular detection system 
presently used will be outlined and the method and results for the full- 
energy peak detection efficiency determinations discussed in detail.
4.4.1 Principle of operation
In essence, a Si(Li) detector consists of a disk of silicon with a 
potential applied between its parallel faces. When a photon enters this 
essentially non-conducting material, the silicon is ionized by energetic 
recoil electrons resulting in the creation of electron-hole pairs. The 
number of pairs created is proportional to the energy of the photons. 
This charge is swept-out by the applied potential forming a charge pulse 
characteristic of the detected photon. The lithium atoms are drifted 
into the silicon crystals in order to neutralise the effect of impuri­
ties and thereby effectively create intrinsic material of high resisti­
vity. Detectors with resolutions less than 200 eV FWHM were first 
developed in 1969 (Aitken et al. 1971). The major advances in recent 
years have been in the preamplifiers attached to these detectors. The 
charge sensitive pulsed optical feed-back preamplifier provided with 
the present detector allowed a resolution of 144 eV at 5.95 keV to be 
achieved.
Ge(Li) detectors have a higher efficiency but generally poorer 
resolution for X-rays. Another disadavantage with these detectors is 
the presence of a strong discontinuity in the efficiency at 11.1 keV 
due to the K absorption edge of the germanium in the dead layer on the 
surface of the crystal. One problem with both Si(Li) and Ge(Li) detec­
tors is that they have to be operated at liquid nitrogen temperatures 
to reduce the 'noise* current due to thermally generated charge carriers 
Recent work indicates that CdTe and hgl^ detectors, which can be ope­
rated at room temperature, show much promise for the future (see the 
review by Whited et al.(1979)).
Details of Si(Li) detector construction and operation will not be 
given as they are covered in many good reviews (e.g. Ewan (1979), 
Goulding (1977), Aitken et al. (1971), Woldseth (1973) and Bertoloni 
et al. (1968).
4.4.2 Characteristics of the present system
Manufacturer's specification for the detector:
Make : Kevex Corporation, California
2
Si(Li) crystal area : 10 mm
Si(Li) crystal depth : 3 mm
Be window thickness : 7.6 Mm
Distance of front face 
of crystal from Be 
window : 6.5 mm
Distance of Be window 
from end of probe : 2 mm
FWHM resolution at 5.9 keV with 2 Ms time constant
8 Ms
(the above resolution measured at 1000 c.p.s.)
Canberra X-ray Spectroscopy Amplifier Model 1713 
Laben 4096 multi-channel analyser system 
Spectra transferred to disk storage from which 
spectra may be directly analysed with the IBM 370 
computer
In addition to the above, commonly used nuclear electronics such 
as SCA's, scalers, a pulse generator etc. were utilised. The actual 
uses of the electronics will be discussed in the relevant sections.
Due to rise time protection limitations on the input to the ADC, 
a time constant of 2 Ms had to be employed in the amplifier as a pulse- 
stretcher was not available. For this reason, the Si(Li) detector was 
not utilised at its optimum resolution. The linearity of the amplifier 
and ADC was checked with the aid of an Ortec Research Pulse Generator 
(Model 448). The only indication of non-linearity over the 4096 channels 
was in the last 300 channels which were never used. In addition, the 
total Si(Li) and ADC system linearity was checked during PIXE analyses 
and it was found that the X-rays were always at their expected energies 
(to within experimental uncertainties). The maximum energy (voltage) 
drift in the system was found to be 3 channels at channel number 1000. 
However, in any 8 hour period, the drift was only found to be about 1 
channel and the drift followed slowly varying trends. It was thus a 
simple matter to calibrate the energy gain of the system on a daily 
basis. With the usual gain settings resulting in 10 eV per channel, 
this drift was found to be insignificant.
4.4.3 Spectrum analysis
X-ray spectral analysis was achieved with the programme RETEOH 
which is a modification (Reher 1978) of the programme CUTIPIE developed 
by Teoh (1973). This programme accurately determines the positions, 
widths and areas of photopeaks recorded with semiconductor detectors.
Electronics:
Amplifier :
ADC and MCA :
Data storage 
system :
= 160 eV
= 144 eV
It uses the numerical second difference method for automatic peak 
searching and the method of least squares for the peak fitting. Up to 
a maximum of six peaks can be unfolded from an overlapping group of 
lines. Uncertainties, at the 1 or level, are given on the three peak 
parameters. Because of the symmetry of the peaks found in the present 
detector, it was found to be advantageous to use the simple version of 
the programme which consists of a Gaussian peak shape on a straight 
line background. The programme was found to give its most accurate 
fits with spectra of about 10 channels FWHM resolution. The only 
input required was an estimate (to + 20 %) of the detector resolution. 
Therefore spectral analysis was simple and fast (< 1 minute computer 
time per spectrum).
The programme was occasionally found to fail in two ways. One 
was for rapidly varying backgrounds such as the region near the peak 
of the bremsstrahlung in the PIXE spectra of the air pollution samples. 
Here large inaccuracies were found in all three parameters. This situa­
tion was rectified in most cases by first subtracting a normalised blank 
(e.g. clean filter) spectrum from the sample spectrum. This left most 
peaks on a slowly varying background. The other problem was for small 
peaks sitting close to very large ones. In such cases the small peak 
was often not detected. However, all spectra.recorded in the present 
work were also examined visually. When the above fault was observed, 
the manual mode of the programme was called into operation. By input­
ting the peak positions, the small peak could be analysed.
The programme ANGELA (Bastian 1980) was used for the general mani­
pulation of spectra in such operations as addition, subtraction, norma­
lisation and contracting (e.g. changing spectra with FWHM of 40 channels 
to 10 channels for analysis by RETEOH). The importance of good compu­
ter handling of PIXE spectra should be stressed. Even with the above 
system, the analysis of the large number of spectra (approaching 1000) 
recorded during the present work required a great deal of time and 
management.
4.4.4 Detector resolution
As has been mentioned, it is the high resolution and good total 
efficiency of Si(Li) detectors which makes them ideal for X-ray micro­
analysis. Fig. 4.4.4.a, taken from Aitken et al. (1971), compares this 
resolution with that obtainable with typical proportional counters and 
Nal detectors. The latter two detectors are clearly unsuitable for 
multi-element X-ray analysis as, for example, there is only anyenergy
re A-KAY bKbClRA
CO
z
Z D
>-
£b
<
QZr-
CD
q;
<
£
z
3
Oo
1/32" Nal(Tl) ON EMI 9656 R
TYPICAL PROPORTIONAL COUNTER
REALISTICALLY ATTAINABLE WITH 
SMALL Si (Li)
FWHM = 3070 eV= 52% 
FWHM = 1000 eV= 17% 
FWHM = 160 eV = 2.7%
r*
i. r
8.0 9.0
ENERGY (keV)
Fig.4A.Aa Comparison of the response of various energy
dispersive X -ray  detectors to the manganese X-ray  
spectrum  resulting from the decay of 55Fe.
(from Aitken et al. 1971)
250-
X RADIOACTIVE SOURCES (OCTOBER 1979) 
o P IX E  (MAY 1978)
•  P IX E  (OCTOBER 1979) •
THEORETICAL RESOLUTION 
CORRESPONDING TO 180eV 
FWHM AT 5.9 keV (SEE TEXT)
0
CO
LLI
DZ
2
1
£
U_ 150-
100-
PHOTON ENERGY (keV)
Fig.A.A.A.b Measured FWHM resolution for the present 
Si (Li) detector.
separation of about 500 eV between the X-rays of manganese and those 
of its neighbours in the periodic table.
The resolution has been measured to within _+ 5 % with the present 
system using radioactive sources and PIXE and is shown in Fig. 4.4.4.b. 
No systematic difference was observed for the two cases. The total 
resolution is the sum, in quadrature, of the intrinsic and electronic 
noise effects (Woldseth 1973):
FWHM = [ (2.35 [FEe]1/ 2)2 + (FWHM . )2 ] 1/2
noise
where F is the Fano factor (0.1)
E is the photon energy in eV
e i s  the average energy required to create an electron-hole
pair in silicon at liquid nitrogen temperatures and equals 
3.9 eV.
All FWHM's are expressed in eV. The curve in Fig. 4.4.4.b represents
the theoretical resolution corresponding to 180 eV FWHM at 5.9 keV
(i.e. an electronic noise of 140 eV). This appears to be a slight under'
estimation of the true FWHM although it should be remembered that most
of these lines are in fact doublets (K „ or K . „ etc) which willa ,p a 1 ,a 2
cause some extra broadening. When the detector was bought two years 
ago, the resolution was found to be in agreement with the manufacturer's 
specifications. Thus the resolution has worsened by about 12 % in two 
years. This may be due to radiation damage or a drifting out of the 
lithium from the silicon. Worsening of detector resolution over this 
order of time has been reported by other workers (e.g. Hansen et al. 
1973).
The only energy dispersive detector that has superior resolution 
appears to be the gas proportional scintillation counter (Alice et al. 
1975). Although its resolution is superior for very low energy X-rays, 
it soon becomes inferior at higher energies. For example for C, Al and 
Mn K X-rays its resolution is 100, 230 and 472 eV compared to 145, 160 
and 185 eV for the present Si(Li) detector. Wavelength dispersive 
detectors have a much better resolution (tens of eV) but much poorer 
efficiency than Si(Li) detectors. Techniques of wavelength dispersion 
have been discussed by Liebhafsky et al. (1972) and Berthelot (1976).
4.4.5 The full-energy peak detection efficiency
As was discussed in Chapter 3, the absolute determination of photon 
intensities requires an accurate knowledge of the detection efficiency. 
This efficiency, which varies with photon energy and is different for 
all detectors, is difficult to determine accurately. Only the full- 
energy peak is of interest as the low energy tail is not readily mea­
surable when more than one photon line is present. This efficiency 
can be broken up into two parts, that is, into the geometrical effi­
ciency (Ai2/47r) and the intrinsic efficiency (e) . A£2 is simply the
solid angle that the sensitive region of the detector crystal subtends 
at the source of photons, e is the probability that a photon entering 
the detector produces sufficient ionization for the output pulse to 
fall within the corresponding full-energy peak.
Above about 15 keV, e is determined mainly by the photo-electric 
process. Small additional contributions to the full-energy peak can 
arise from various types of multiple scattering within the sensitive 
region. Thus the efficiency in this region may be higher than that 
predicted simply from the photo-electric cross-section.
Below 15 keV the crystal is expected to absorb all photons and be 
100 % efficient.. However, the photons are attenuated before they reach 
the sensitive region by the beryllium vacuum window, the gold-layer 
electrical contact on the front surface of the crystal and a silicon 
’dead layer’. The beryllium thickness is usually given by the manu­
facturer, but the gold and silicon dead layers are not. The thickness
of the gold layer is controlled in the manufacturing process and is
-2
known to be in the region of 40 Mg cm (Jaklevic et al. 1971). Unfor­
tunately the evaporations are typically non-uniform thereby producing 
attenuation that is at variance with that calculated on a uniform 
deposit basis. The silicon dead layer is usually thought of as being 
due to the manufacturing process. However Goulding (1977) has suggested 
that this dead layer represents a fundamental limit. The explanation 
appears to be that some of the ionization electrons produced near the 
photon interaction point diffuse into the surface region where they 
are lost, before their motion in the collecting electric field removes 
them from the region of the surface. This escape of thermal electrons 
should not be confused with that of higher-energy photo-electrons which 
can escape from much deeper within the detector. Goulding determines 
that the dead-layer should be about 0.3 Mm thick although much thicker 
dead-layers have been reported (e.g. 1.89 Mm by Wood et al. (1971)).
The effect of these layers on the intrinsic efficiency is large at
low photon energies. For example, 2 keV X-rays are attenuated 10 % by
-2
7.56 Mm of beryllium, 4 % by 40 Mg cm of gold and 28 % by a 0.5 Mm 
silicon dead layer. Thus the unknown dead layer can dominate the low 
energy attenuation. As this layer appears to vary widely between dif­
ferent detectors, it is necessary to empirically determine the detector 
efficiency. The various approaches to this problem pursued by different 
authors will be reviewed and the reasons for the combination of techni­
ques used for the present measurements discussed.
4.4.5.1 A2proaches_to_the_determination_of_detection_efficiency
Hansen et al. (1973) have made an extensive experimental investi­
gation of Si(Li) and Ge(Li) detector efficiencies. They utilised the 
common technique of counting photons from standardised radioactive
sources for which the intensities of individual photon lines are
241relatively well known from the literature. For example, Am is a 
commonly used standard. Its photon activity is found by measuring the 
alpha-particle emission rate and using literature values for the number 
of Np X-rays and 7~rays produced per decay. A variety of nuclides are 
employed in order to span the photon energy range of interest. The 
problem then arises as to the method of fitting a curve to these 
results. By measuring the relevant detector parameters, Hansen et al. 
found that the theoretical efficiency (based on these parameters) had 
an uncertainty comparable to that of the experimental efficiency measu­
rements (^ _+ 3 %) in the region 5 to 60 keV. Below 5 keV, the experi­
mental efficiency relied on one point, the 3.3 keV M X-ray line of Np, 
which is only known with an uncertainty of +_ 9 % (Karttunen et al.
1971). The problem of detector efficiency calibration below about 
5 keV has still not been solved adequately.
In order to build up the theoretical efficiency curve, Hansen et 
al. determined the source to detector distance, the beryllium window 
thickness, the silicon dead layer thickness and the sensitive depth and 
sensitive area of the Si(Li) crystal. The measurement of the above 
parameters requires a large investment of time and experimental equip­
ment and is especially difficult for small Si(Li) detectors. For the 
typical laboratory, where the Si(Li) detector is used regularly for 
X-ray microanalysis, it is often not feasible to remove the detector 
from the irradiation chamber for a sufficient time to follow the method 
of Hansen et al. (1973).
In the photon energy range 50 to 1500 keV, several authors (Mowatt 
1969, Paradellis et al. 1969 and Abreu et al. 1975) have shown that the 
efficiency of semiconductor detectors may be fitted with a simple para­
metric equation without recourse to detailed measurements of the detec­
tor properties. This is much more difficult to achieve at low energies 
(< 10 keV) because of the influence of the various absorbing layers 
which produce rapid variations of efficiency. Also, there are discon­
tinuities in the efficiency which are produced by the absorption edges 
of the gold and silicon dead layers. In addition, an extra absorber 
may be deliberately introduced in order to suppress the low energy part
of the spectrum. This was the case for the majority of the present PIXE
. -2
cross-section measurements where the use of a 44 mg cm polyethylene
absorber reduced the efficiency at 3 keV by a factor of 27. As a conse­
quence, simple fits to the experimental data for the low energy region 
result in what appear to be physically unrealistic curves (see, for 
example, the Si(Li) efficiency curve of Campbell et al. (1972)).
Gallagher et al. (1974) and Cipolla et al. (1979) have developed 
a model-based efficiency calibration procedure for the photon energy 
range 3 to 140 keV. The essence of this model is that it utilises the
fact that, for low Z elements, the photon attenuation coefficient is
-2.9
approximately proportional to E * where E is the photon energy. This 
does not hold near absorption edges and, for this reason, the absorp­
tion due to the gold contact is not included in the model even though 
the absorption due to this layer is expected to be about 8 % at 3 keV. 
Gallagher et al. (1974) found that the low energy efficiency response 
was significantly lower than that predicted from theory. The most likely 
explanation for this would appear to be source self-absorption due to 
the non-negligible thickness of their drop-evaporated sources. Campbell 
et al. (1977) and Cipolla et al. (1976) have compared the efficiencies 
measured with thick (drop-evaporated) and thin (vacuum evaporated and 
ion-implanted) sources. Cipolla et al. found differences of up to 20 %. 
Peterman (1972) has performed Monte Carlo calculations of photon self­
absorption and found that for a disk shaped source of radius 0.5 mm and
57thickness 0.01 mm the 14.4 keV line of Co is attenuated by 44.2 %.
For lower photon energies and for practical sources which have non- 
uniform deposits, the self-absorption will be much higher. It is there­
fore necessary that very thin uniform sources be used for X-ray detection 
efficiency measurements.
The lack of sources emitting well-resolved lines of known intensity 
with energies less than 5 keV has led to several alternative approaches
being attempted. One method adopted (Rosner et al. 1975, Maor et al.
1978) involves the irradiation of thick compound targets with photons
55 241from radioactive sources such as Fe and Am. For example, 
is irradiated and the ratio of potassium to sulphur X-rays measured.
The number of emitted potassium and sulphur X-rays is calculated from 
known photo-electric coefficients (m) and fluorescence yields (to). The 
difference between the measured and calculated ratio yields the slope 
of the efficiency curve for this region. With a knowledge of the 
thickness (and absorption) of the beryllium and gold layers, the silicon 
dead layer is determined. Rosner et al. and Maor et al. obtain self- 
consistent results but do not state the likely uncertainty. The uncer­
tainties in M and co alone will contribute about + 14 % and inaccuracies 
in the knowledge of the beryllium and gold thicknesses and experimental 
errors are likely to make the total uncertainty in the efficiency about 
_+ 20 %. The self-consistency of the results may be fortuitous due to 
the fact that the difference of n and co from the true values is likely 
to vary in a smooth manner. In particular, H near the absorption edges 
is less accurately known than in the continuum and chemical bonding may 
introduce fine structure in ju (Creagh 1979). Hubricht et al. (1977) 
have adopted a similar approach but utilise a variety of pure element 
targets in order to avoid problems caused by instability of the chemical 
compounds in vacuum. Their method is likely to be slightly more accu­
rate, but it is still of insufficient accuracy to perform useful ion- 
induced X-ray cross-section measurements where the detection efficiency 
must be known to within +_ 5 %.
Gongalez et al. (1979) have attempted the calibration of a Ge(Li) 
detector in the range 3 to 14 keV. They used X-ray fluorescence of 
thin targets and measured the /K^ ratios. By comparing with litera­
ture values for these ratios, they obtained an efficiency curve for 
their detector. However, it would appear (from Fig. 1 of their paper) 
that their method is less accurate than the use of radionuclides. Its 
major use would be for energy regions where radionuclide lines with 
known intensities do not exist. Unfortunately, below about 3 keV,
Si(Li) detectors presently have insufficient resolution to permit a 
determination of /K^ ratios and so the method was not found useful 
for the present work.
The above methods may be considered as a representative sample of 
the available techniques. Further details of techniques utilised 
before 1975 may be found in the review of Campbell et al. (1975a). As 
a result of considerations of all these methods, it was decided that
the best approach for the present work was to rely, in the main, on 
calibrations with thin open calibrated radioactive sources and to fit 
the results with a physically meaningful curve. This method will now 
be discussed in detail.
4.4.5.2
The distance from the end of the detector probe to the source/ 
target position was measured to be (62.5 +_ 0.3)mm. In order to calcu­
late the geometrical efficiency, it is additionally required that the 
sensitive area and the position of the Si(Li) crystal within the probe 
be known. The manufacturer’s value for the former is 10 mm and they 
state that the crystal to end of detector probe distance is 8.5 mm.
The latter distance was also experimentally determined in the present
work. A special system was constructed which fitted directly onto the
55end of the detector probe. This allowed a 100 ^Ci Fe source to be
mounted perpendicular to the central axis of the detector so that the
source to probe distance could be varied (in vacuo) in an accurately
determined manner. Spectra were recorded at each of the positions for
a fixed live-time. As this particular source was essentially a point
source, the count-rate followed the inverse square law i.e. (count- 
- 1 / 2
rate) was a linear function of probe to source distance. The in­
tercept with the distance axis thus yields the position of the front 
face of the Si(Li) as 90 % of the photons are stopped within the first 
0.07 mm of the silicon. This position was measured to be —(10.1 0.5)mm
as may be seen from Fig. 4.4.5.2.a. The counting uncertainties were 
negligible compared to the distance measurement uncertainties. This 
result indicates that the manufacturer's specifications cannot be enti­
rely relied upon.
Thus with a crystal to source/target distance of (72.6 +_ 0.6)mm
2and an assumed sensitive area of 10 mm (based on the manufacturer's
specifications), one obtains the result that for point sources the
-4geometrical efficiency is (1.5 +_ 0.02) x 10 . In order to prevent
significant source self-absorption effects, all the calibrated radio- 
active sources were prepared as thin sources with diameters up to 9 mm. 
The effect of this upon the geometrical efficiency was calculated with 
a computer programme (Bortels et al. 1977). The results for the present 
geometry are shown in Fig. 4.4.5.2.b. The largest diameter used (9 mm) 
which required a correction of + 0.34%. With such small correction 
factors, it is clearly an advantage to use sources with large surface
2  0.10
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Fig.A.A ,5.2.a Measurement of the position of the Si (Li) crystal
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Fig.4A5.2.b The source diameter correction factor.
areas. However, it should be pointed out that the programme only 
corrects the number of photons entering the front face of the crystal. 
For very large source diameters, many of the photons will enter at 
angles greater than 0° to the normal to the detector surface. In this 
case, some of the photons entering around the edge may be lost from 
the sides of the detector thereby significantly reducing the high 
energy efficiency. Also, the effective thickness of the dead layers 
will be greater because of the increased angle of incidence of the 
photons.
4.4.5.3 22£2E£i22i:i222_2f_£ll2_20£2l detection_efficiency
The use of calibrated radioactive sources allows the determination
of the total detection efficiency (e AI2/4tt) as a function of energy.
As has been mentioned, the source deposits were made very thin in order
to prevent significant source self-absorption effects. This was veri-
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fied experimentally for the Co source by placing it normal to and at
45° to the detector axis. The Kq X-ray intensity was found to be the
same to within 0.3 % with an experimental uncertainty yielding the
result that for this source the self-absorption was less than 1 %. As
the other sources were of similar dimensions, their self-absorption is
expected to be similar.
The sources were prepared by repeatedly spraying the radioactive
solutions over an area defined by a circular aperture and then allowing
the layers to dry. The source backing material was microscope slide
241glass. The exception to the above was the Am source which was pre­
pared by vacuum evaporation. A full list of the radionuclides used is
241
given in Table 4.4.5.3.a. The Am source was calibrated by counting 
the alpha-particles with a plastic scintillator detector in a well- 
defined low angle geometry (these detectors have 100 % intrinsic effi­
ciency) . The other sources were calibrated via their main high energy 
photon line using a Si(Li) detector which has been calibrated with 
many absolutely measured standards over a number of years within the 
CBNM Radionuclides Group. The standards themselves has been calibrated
using such absolute techniques as 4tt/3coincidence counting. In addi-
109 .
tion, the K X-rays of Cd were also measured as this yield per dis­
integration is poorly known in the literature.
The two lowest energy calibration points, the 3.3 keV M X-ray from
2 A1 137the decay of Am and the 4.6 keV L X-ray from the decay of Cs, both
suffer from the fact that their relative yields have a high uncertainty
Table 4.4.5.3.a.: Data used for deducing the intensity of low energy
photon sources
Nuclide Half-life Energy of 
photons(keV)
Intensity ratio 
(photons per high 
energy photon or 
alpha-particle)
High energy 
photon or 
alpha-particle
54Mn (312.16 + 0.04)d 5.47 0.2514 (+ 0.5 %) 834.8 keV 7
57Co (271.4 + 0.5 )d 6.40 0.5727 (+ 2.0.%) 122.1 keV 7
7.06 0.07861(+ 2.9 %) 122.1 keV 7
14.40 0.112 (+ 1.8 %) 122.1 keV 7
65Zn (244.0 + 0.2 )d 8.04 0.6596 (+ 0.8 %) 1155.5 keV 7
8.90 0.0911 (+ 2.0 %) 1155.5 keV 7
I09Cd (450 + 5)d 3.1 0.101 (+ 9 %) a
AS Ka <
22.10 22.02 (+ 4.9 % )* 88.0 keV 7
25.00 4.68 (+5.0 %)* 88.0 keV 7
137Cs (30.5 + 0.3)y 4.6 0.110 (+ 5 %) b B a K M 3
32.1 0.0666 (+ 3.0 %) 661.6 keV 7
36.6 0.0159 ’(+ 3.1 %) 661.6 keV 7
241.Am (432.9 + 0.8)y 3.3 0.064 (+ 9 %) ° a-particle
11.9 0.86 (+ 3 %) a-particle
13.9 13.2 (+ 4 %) a-particle
17.8 19.3 ( + 3 % ) a-particle
20.8 4.85 (+ 4 %) a-particle
26.35 2.4 (+ 4 '%) a-particle
59.5 35.9 (+ 2 %) a-particle
a Calculated in the present work
b Experimental result of Nix et al. (1973)
c Experimental result of Karttunen et al. (1971)
* Because of the high uncertainty of these data, these yields
were measured directly to +_ 1 %
All other data from review of Campbell et al. (1975a)
(i  ^% and 5 % respectively) and are the result of only one measurement
reported in the literature. As in other fields, it is quite common
that a single measurement is in error by more than the stated uncertainty,
It was therefore decided to utilise an additional source of photons.
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The decay of Cd yields 3.1 keV Ag L X-rays. No measurements of the 
intensity per decay of these X-rays have been reported. However it is 
possible to calculate the yield by making use of accurately determined 
electron capture ratios and internal conversion coefficients.
The ratio of the total number of daughter L X-rays to K X-rays 
emitted by the decay of a electron-capture nuclide may be written as 
(Bambynek 1978):
+
aL ^
I + ttT + 77 
'KL
?K +
aK
I + a T /
co
CO,
K
where V and P are the probabilities of electron capture from the K K L
and L shells; a , a and a are the K shell, L shell and total internal K L 1
conversion coefficients; 77 is the total number of primary L vacanciesKL
produced by all Auger and radiative transitions to the K shell; co is
the K-shell fluorescence yield and co the mean L-shell fluorescenceL
yield (this is not a simple average over the three subshells - see for
example Bambynek et al. (1972)). Bambynek et al. (1977) discuss
orbital electron capture by the nucleus and review experimental data.
109
For Cd, Leutz et al. (1965) and Goedbloed et al. (1970) appear to 
have made the most accurate experiments and their results agree to 
within their stated uncertainties. In the present calculation of
I /I for the Ag X-rays from the decay of 
L K
109
Cd, the PR L and aK L T
values were taken from Leutz et al. and 17 and co from Bambynek etKL K
al. (1972). The only systematic compilations of co^  known are by 
Hoffmann (1978) and Krause et al. (1978). Hoffmann has obtained the 
following fit to experimental data:
,3[wL /(l-wL) ] 1/4 B + B, Z + B0Z' o 1 3
where B = 0.556 x 10
B, = 0.105 x 10
- 2
-1
-7
B3 = 0.556 x 10
and Z is the atomic number of the element.
The data of Krause et al. are theoretical calculations. For Ag,
Hoffmann's formula gives'w = 0.0610 and a simple fit to the values of
Krause et al. yields = 0.0545. Therefore a value of 0.0578 +_ 0.0033
has been adopted for the calculation of IT/I . The result obtained isL K
that
I T / I V = 0.101 + 0.009Li K -
where the total uncertainty is derived assuming that all the sources of 
uncertainty are independent and can therefore be added in quadrature.
In an attempt to measure the silicon dead layer, and hence deter­
mine the low energy (< 3 keV) efficiency of the Si(Li) detector, elec­
tron energy losses in the detector dead layers were measured. The
. 109 .internal conversion electrons from the decay of Cd are monoenergetic
and of known energy. A very thin source (~ 0.1 pCi) was prepared so
that electron self-absorption would be small. A spectrum recorded with
such a source is shown in Fig. 4.4.5.3.a where the electron peaks from
109K, L and M internal conversion from the 87.7 keV excited state of Ag 
are clearly observed. By determining the energy losses suffered by 
these electrons, and by making use of electron energy loss tabulations 
(Pages et al. 1972), the silicon dead layer was determined to be 3.41 pm 
and 2.65 pm for.the K and L electron cases respectively. The energy 
losses in the beryllium and gold layers were calculated using the 
thicknesses previously quoted. An average value for the dead layer of 
~ 3 Pm is thus obtained.
There are several significant sources of possible error in this 
preliminary study of the electron energy loss technique. Negligible 
energy loss within the source was assumed; this should be verified by 
measuring spectra recorded with the source at different angles to the 
detector. The energy losses have been measured from the most probable 
electron energies (i.e. the peaks of the distributions) whereas the 
electron energy loss tabulations refer to the mean energy loss. The 
electron energy distributions are clearly non-symmetrical and the mean 
energy will be less than the most probable energy. Determining this 
mean energy is not a simple matter as some of the tailing will be due 
to detector charge collection effects. A better solution would probably 
be to measure the most probable electron energy losses by adding 
beryllium absorbers successively. An accurate knowledge of the 
beryllium window thickness is critical as the electrons will lose ten 
times more energy in this window than in a 0.5 Pm silicon dead layer.
For example, an uncertainty of h- 5 % in the window thickness would yield 
a + 50 % uncertainty in the silicon dead layer thickness. However, in
CO
UN
TS
 
PE
R 
C
H
A
N
N
EL
1 0 M
Ag Ka X-RAYS
Ag Kp X-RAYS
1000
o  cr
Lu LU
LU (/)
Z  111
1500 2000
CHANNEL NUMBER
2500
Fig.4.4.5.3.a Si(Li) detector spectrum  of the very th in  109Cd 
source. The electrons are due to internal con­
version of the 88keV excited state  of 109Ag.
spite of these initial difficulties, further research in this direction 
is thought to be worthwhile. In the meantime, as the measured value 
for the dead layer is very high, the commonly used value of 0.5 Urn was 
employed for the present efficiency fit.
Great care was exercised in designing and constructing the source 
holder and the PIXE target holders so that the sources occupied the 
identical position to the targets. This ensured that the Si(Li) detec­
tion efficiency was the same for PIXE studies as for the radio-isotope 
counting to within _+ 0.5 %. The sources were counted under vacuum and 
with the same settings of the electronics, especially the amplifier, 
as were used during the PIXE experiments. With the sources only pro­
ducing count-rates of the order of 1 s *, counting times were long 
with three days being typical. Even with only six sources this i 
aspect of the detector calibration occupied over a month. Thus a com­
promise was necessary between the allocation of time for the efficiency 
calibration and the other demands on the irradiation system. The 
resultant efficiency curves represent what is thought to be the 
optimum compromises with the accuracies tailored to the needs of the 
applications.
Three different arrangements of the Si(Li) detector were used in 
the different applications. The efficiency determinations will now be 
discussed in order of decreasing accuracy.
4.4.5.3.1 Efficiency_for_thin_target_ion-induced_X-ray
The targets were in the form of thin metallic layers evaporated
onto thick vitreous carbon disks (see Chapter 5). In order to prevent
the intense low energy carbon bremsstrahlung from being detected and
- 2
causing large dead-time problems, a 44 mg cm layer of polyethylene 
was placed in front of the detector. This effectively removed all of 
the unwanted background whilst only reducing the intensity of the 
lowest energy characteristic X-rays studied (Ti K^) by a factor of two.
The measured efficiency is shown in Fig. 4.4.5.3.b. The points 
in the range 5 to 9 keV were determined with the highest accuracy as 
the X-rays corresponding to the cross-sections to be measured were 
in the range 4.51 to 9.88 keV. The other points were determined in 
order to facilitate the fitting of a curve through the region of 
interest. As has been previously discussed, a simple fit to the data 
points is not really justified as the various absorbers produce a
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curve that is not a simple function of energy. Therefore, the intrinsic
efficiency was calculated using the photon attenuation coefficients of
Veigele (1973) and the manufacturer’s values for the thickness of the
detector crystal and the beryllium window, and literature values for
- 2
the gold contact (40 Pg cm - Jaklevic et al. 1971) and the silicon 
dead layer (0.5 pm - Gallagher et al. 1974). The photon attenuation 
in the polyethylene was measured directly and extrapolated to the lowest 
energies by using the calculated values of Hubbell (1977). The theore­
tical efficiency curve obtained was then normalised to the experimental 
points in the range 4.60 to 8.91 keV with the more accurate Kq points 
having double the weighting of the others in this region. This fit 
yielded the result that the geometrical efficiency (see Fig. 4.4.5.3.b)
-4
was (1.028 +_ 0.023) x 10 with the uncertainty being based on the
standard deviation of the points from the normalised curve. It will be
remembered that the geometrical efficiency was calculated in section
-4
4.4.5.2 to be (1.51 Hr 0.02) x 10 . The most plausible explanation of
this 32 % discrepancy is that the sensitive diameter of the Si(Li)
crystals is 2.95 mm instead of the manufacturer’s value of 3.57 mm.
The reason for this may be either an error in the specifications (it 
will be remembered that the position of the crystal was incorrectly 
stated) or, more likely, that there is a very .thick silicon dead-layer 
at the circumference of the crystal. Both the present author (Barfoot 
1976) and Mason (1978) have found that the low energy (< 10 keV) 
intrinsic efficiency falls to a half at r/5 from the crystal edge of 
the larger germanium detectors (r = crystal radius). This would account 
for the discrepancy if the same effect was present in the smaller Si(Li) 
detectors. Also, as has been discussed by Goulding (1977), the electric 
field strength is weaker at the edges and incomplete charge collection 
may become significant. This is more likely to occur for the low 
energy X-rays because of their poorer penetrating power.
The high energy efficiency falls off much more quickly than would 
be expected from theory. The dotted line in Fig. 4.4.5.3.b shows the 
curve for a 3 mm thick crystal whilst the full curve, which represents 
a 2 mm thickness, is seen to be a much better fit to the data. Once 
again it was wondered whether the manufacturer’s specifications were 
incorrect. However, a paper by Singh et al. (1979) indicates that the 
efficiency for higher energy photons is also higher in the centre of 
the crystal. By collimating their crystals down from a diameter of 
10 mm to 2 mm, they observed a 27 % increase in intrinsic efficiency 
for the collimated case. This could well be an explanation for the
present high energy fall-off in efficiency and illustrates the dangers 
of using theoretical efficiencies without using radioactive sources 
for confirmation. Such collimation is, however, impractical for use 
in PIXE studies as the total efficiency would be reduced by about a 
factor of 25. It should be noted that these problems with the high 
energy fit do not affect the X-ray production cross-section measure­
ments which were performed for lower energy X-rays.
As the titanium X-ray energy is more than 1 keV outside the most 
accurately measured region, it was decided to perform a further check. 
The measured Kg/K^ ratios for protons on thin targets, corrected for 
efficiency, were compared to literature values as is shown in 
Table 4.4.5.3.b.
Table 4.4.5.3.b.: Comparison of measured and literature value of
Kg /K-a ratios.
Kg /K a ratio
Element ------------------------------------- :-------------:----
PIXE (this work) Bambynek et al. 1972
Ti 0.120 + 0.002 0.133
V 0.129 + 0.003 0.133
Co 0.133 + 0.002 0.134
Cu 0.139 + 0.004 0.135
Ge 0.151 + 0.003 0. 148
The uncertainties are due to the counting statistics only. Since good 
agreement with the values from the review of Bambynek et al.(1972)is found 
for all the elements, except titanium, the lowest energy part of the 
efficiency curve was adjusted so that the titanium Kg/K^ ratio agreed 
with the literature. It is estimated that this correction adds a 
further +_ 2 % uncertainty to the efficiency for titanium K X-rays.
The resultant full-energy peak efficiency for the characteristic 
X-rays of interest are given in Table 4.4.5.3.C. The uncertainties are 
derived from the uncertainty in fitting the theoretical curve to the 
data in the energy region 4.6 to 8.9 keV.
4.4.5.3.2 Efficiency_for_com£arison_of_thin_and_thick_target
s-section^ Immurements
The purpose of this experiment was to compare proton-induced X-ray 
production cross-sections as measuted with thin and thick targets of
Table 4.4.5.3.C. Fitted efficiencies for characteristic X-rays of
interest (with polyethylene absorber present)
X-ray Energy (keV) e A£2/47r (x 10
Ti K 4.51 0.396 + 0.016
a
K0
4.93 0.468 7 0.014
V Ka
K0
4.95 0.470 + 0.014
5.43 0.566 + 0.011
Co K 6.93 0.770 + 0.015
CL
V
7.65 0.834 7 0.017
Cu K
*
8.04 0.867 + 0.017
8.90 0.900 + 0.018
Ge K 9.88 0.930 + 0.028
K0
10.98 0.952 7 0.033
titanium and copper and to compare the results from different calcium 
compounds. As low energy X-rays were to be measured, the polyethylene 
absorber was not used in this case and it was therefore necessary to 
re-calibrate the detector efficiency. In order to simplify the cross- 
section calculations, the Si(Li) detector and the beam made equal angles 
(11.25°) to the normal to target surface. With the sources also in this 
position, it was to be expected that the geometrical efficiency would 
be very slightly higher. In fact, the titanium targets were measured 
in the previously mentioned (section 4.4.5.3.1) set-up and so only the 
efficiency for calcium and copper K X-rays was of interest. The compa­
rison of the cross-sections determined by the thin and thick target 
techniques was of prime importance. For this comparison, the detector 
efficiency cancels out and so was of secondary interest (for further 
details see Chapter 5). Thus fewer sources were used and a slightly 
higher uncertainty tolerated for this efficiency curve.
The same method as described in section 4.4.5.3.1 was again
employed and the normalised curve is shown in Fig. 4.4.5.3.C. The
efficiencies obtained are given in Table 4.4.5.3.d. The fitted value
-4 . . .
for the geometrical efficiency was (1.039 0.013) x 10 which is m
very good agreement with the previously measured efficiency curve which
gave A£2/4tt = (1.028 + 0.023) x 10~*.
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Table 4.4.5.3.d.: Fitted efficiencies for characteristic X-rays of
interest (without polyethylene absorber present)
X-ray Energy (keV) e m / t o  (x i o " 4 )
Ca K 3.69 0.903 + 0.072
%
4.01 0.930 + 0.070
Cu K 8.04 0.983 + 0.029
Ka 8.90 1.025 + 0.031
4 .4.5.3.3 Efficiency_for_PIXE_analysis_of_enyironmental_sam2 les
For environmental samples, especially those of air particulate 
pollution, it is often of great interest to examine elements as light 
as sodium (Z = 11, K X-ray energy - 1.04 keV) . No radionuclide lines 
with known intensity exist in this energy region. For these applica­
tions it was necessary to turn to other methods of efficiency calibra­
tion. Proton irradiation of well calibrated layers of light elements 
and the detection of the induced X-rays with the Si(Li) detector (for 
known ion beam fluences) permitted the efficiency to be determined to 
about + 20 % using the published proton-induced ionization cross- 
sections and fluorescence yields for these elements. The K X-rays 
were measured for targets of NaCl, Al, V, Cr, Fe, Cu; the L X-rays for 
Ag and the M X-rays for Au. The cross-sections were taken from 
Johansson et al. (1976) for all cases other than the Au M X-ray pro­
duction cross-section which was due to Ishii et al. (1975). RBS ana­
lysis (see Chapter 3) was used to determine the stoichiometry of the 
NaCl target which was found to be Na : Cl in the ratio of 3 : 2 and 
therefore a larger uncertainty was assigned to the efficiencies for 
these elements.
The efficiency at higher energies was also measured using radio­
active sources of "^Co, "^*Zn and ^*Am. The resulting non-normalised 
values for the efficiency are shown in Fig. 4.4.5.3.d. It appears from 
the results obtained that any systematic differences between radioactive 
source and PIXE calibrations are small. The rapid fall-off in efficien­
cy below 2 keV is largely due to the effect of the beryllium window.
The uncertainties and the normalised curve are not shown in 
Fig. 4.4.5.3.d because, for PIXE analysis, the efficiency curve is not 
used in an absolute manner and quantification is realised by directly 
making use of many of the yields from the standard layers. For example, 
in the case of sodium PIXE analysis the number of sodium K X-rays
in
CM
_o
CMLLlO
in
CL
o
<x
o
ino o o
CM
o
o oo
(7-0l><) A0N3I0I333 W 3d A933N3 1*103
Fi
g.
 £
.4
.5
.3
.d 
Th
e 
fu
ll 
en
er
gy
 
pe
ak
 
ef
fic
ie
nc
y 
of 
the
 
Si
 (
Li)
 
de
te
ct
or
 
m
ea
su
re
d 
wi
th
 
ca
lib
ra
te
d 
ra
di
oa
ct
iv
e 
so
ur
ce
s 
an
d 
PI
XE
 
an
al
ys
es
 
of 
ca
lib
ra
te
d 
thi
n 
ta
rg
et
s.
produced per proton per sodium atom was known from the yield measured 
with the NaCl target. The efficiency curve is only used to extra­
polate between the various elements measured e.g. for magnesium between 
the measured sodium and aluminium yields. Thus in the analysis of. 
aluminium, the only sources of uncertainty are the calibrated target 
thickness (+ 1 %) , the random uncertainty in the proton fluence measu­
rement (+ 3 %) and the statistics of the X-ray peak integration pro­
cedure (+ 1 %). The uncertainties for the elements for which no stan­
dards were available is typically of the order of _+ 6 %. For any 
particular analysis, the total uncertainty in the proton fluence and 
the uncertainty in the X-ray peak area (obtained in the measurement of 
the 'unknown' sample) have to be combined with the above calibration 
uncertainties. The overall accuracy is still quite adequate for air 
pollution studies where elemental levels vary by orders of magnitude 
and sampling errors can be as high as _+ 50 % (see Chapter 6). It may 
be noted that the total efficiency is somewhat lower than for the pre­
vious case (which was also without a polyethylene absorber) because 
an earlier type of mechanical target holder was used with slightly 
different geometry.
4.4.5.4 Some conclusions on Si(Li) detector efficiencies
It is clear that it can be very dangerous to use theoretical 
detector efficiencies without normalisation to experimental values 
unless the detector configuration is very accurately known and only 
the central region of the crystal is used. An error of more than 30 % 
would have been made if this had been done in the present work. Accu­
rate calibration (+ 2 %) is possible in the region 5.4 to 8.0 keV 
where reliable radionuclide standards are available. Similar accuracy 
could probably be achieved in the region above 14 keV where there are 
fewer known radionuclide lines per keV but where the efficiency curve 
is varying more slowly. This region was not of great interest in the 
present work and so the optimum achievable accuracy was not realised.
A radionuclide yielding a calibration point in the energy region 9 to
13 keV would be of great use in defining the curve in this region.
71 75 .
Ge, yielding 9.24 and 10.26 keV Ga K X-rays, and Se, yielding
10.53 and 11.72 keV As K X-rays, would appear to be two suitable can­
didates for standardisation.
The situation below 5.4 keV is clearly not a happy one. Besides 
the problems of self-absorption of the low energy X-rays, these photons
are often situated on high backgrounds due to scattering of higher energy 
photons and to electrons from internal conversion processes. For these 
reasons, a programme has been initiated with the purpose of preparing 
and calibrating artificial sources * Although this work is still in its 
early stages, a source of “^ Fe sandwiched between an optimum thickness 
of aluminium has been fabricated which yields, by fluorescence excitation, 
an aluminium K X-ray (1.49 keV) with a good peak to background ratio 
(20 : 1). The source has been calibrated in a 4rr proportional counter 
(Kacperek 1979). Unfortunately?the source does not have the required 
degree of isotropy to allow accurate calibration of the Si(Li) detector 
(which occupies a very small solid angle). Work is continuing and the 
status of the project is reported in Appendix A.
Two different approaches to the problem have been reported recently. 
Laegsgaard et al. (1979) have built their own Si(Li) detector and measured 
directly all the absorbing layers and calculated the detector efficiency. 
The agreement with results from radioactive sources allows them to claim 
an uncertainty of < 1 % for the peak of their efficiency curve. Although 
this appears to be a useful advance for the measurement of cross-sections, 
their detector cannot be readily used for PIXE multi-elemental analysis 
as the resolution approaches 300 eV. On the other hand, Shima (1979) has 
calibrated a commercial Si(Li) detector by comparing its X-ray counts to 
those of a proportipnal counter of known efficiency, and identical solid 
angle, when both are simultaneously irradiated with proton-induced X-rays. 
The results appear to be good but, apart from the cost of a proportional 
counter and its associated electronics, large modifications would have 
had to have been made to accommodate the extra detector in the present 
vacuum system. Finally, it has been suggested (Rose 1979) that Compton 
backscattering from the source backing may cause additional X-rays to be 
emitted in the direction of the detector. If this were so, then the 
calculated photon yields from the radioactive sources would consequently 
be in error. However simple experiments and calculations indicate that 
the error introduced is less than 1 % and therefore no corrections were 
made for this effect. Further theoretical and experimental details of 
the photon backscattering correction may be found in a recent report 
(Barfoot 1980b).
4.5 The silicon surface-barrier detector
The detection of elastically backscattered particles was achieved 
with an Ortec Premium Grade partially depleted silicon surface-barrier
detector. The depletion depth is greater than 100 pm which is the range 
of 3.4 MeV protons and 13 MeV alpha particles. Ions of higher energy 
would not deposit all of their energy within the depleted region and 
therefore no particle spectroscopy was performed at energies greater
than 3.0 MeV. The thickness of the gold electrode on the detector
"2 l\
surface is about 40 pg cm (20 nm) which causes a 2 MeV He ion to
lose about 14 keV. By the nature of the ion stopping process (Appendix C) 
there will be no loss of intensity and so the detector is 100 % effi­
cient for ions entering its sensitive area. The sensitive area of the 
2
detector is 50 mm . A collimator of 4 mm diameter defined a central 
2
area of 12.6 mm thereby preventing the ions from being absorbed in the
edges of the sensitive region. Edge effects can worsen the resolution
4which was 16 keV for 5.5 MeV He ions incident on the ceritral region.
The geometrical efficiency of the detector was determined with a cali- 
241
brated open Am source placed at the usual target position.
241Energy calibration was achieved with radioactive sources of Am 
148
and Gd which emit alpha-particles with energies of 5.486 and 3.183 MeV.
. 241
The thin Am source was prepared at the CBNM and there was no evidence
of alpha-particle energy loss due to source self-absorption. However,
148
the commercially obtained Gd source produced an alpha-particle peak
which was considerably broader than the detector resolution indicating
source self-absorption. A linear extrapolation was made from these two
calibration points and it was assumed that the calibration was also good
for protons and deuterons. For work where the energy calibration is of
great importance (e.g. for calibrating Van de Graaff beam energies),
two small correction terms have to be subtracted from the alpha-particle
energy. These are approximately 20 keV to correct for energy loss in
the gold surface-barrier layer of the detector and another 10 keV for
the nuclear stopping contribution in silicon (l'Ecuyer et al. 1979).
241
Whilst this represents a total correction of only 0.6 % in the Am 
alpha-particle energy, it can involve a much more serious correction 
at lower energies. Also, evidence is emerging which indicates that He 
ions produce 1 % larger pulses than H ions of equal energy (Mitchell 
et al. 1976, Martini et al. 1975, Langley 1973). Thus the measured 
proton energies could be in error by several per cent due to these two 
effects. However, in the present studies, the primary use of the 
surface-barrier detector has been to measure the intensity of the back- 
scattered particles with only a secondary interest in their energy for 
the identification of the mass number of the target element.
Standard Ortec equipment was used to amplify the signals which were 
then fed into the data acquisition system described in section 4.4.2.
Due to the fact that backscattering spectral peaks are generally non- 
Gaussian in nature, computerised spectral fitting was not easily possible 
and so all spectra were analysed manually.
4.6 The preparation of thin targets of accurately known mass thickness -
the CBNM ultra-high vacuum microbalance
An accurate knowledge of the mass thickness, i.e. the mass per unit 
area, of the evaporated layers used as standard targets is critical in 
the absolute approach adopted in the present work. The most important 
application has been in the absolute determination of the ion-induced 
X-ray production cross-sections where the accurate knowledge of .the target 
thickness, the surface-barrier detector efficiency, the scattering angle 
and the appropriate backscattering cross-section also allowed the accurate 
determination of the ion beam fluence to the targets. It is believed 
that the preparation technique used is the most accurate presently 
attainable. The principles will now be outlined.
The element or compound to be evaporated is either placed on eva­
poration filament which is resistively heated or in a carbon boat which 
is bombarded with electrons from an electron gun. The electron beam 
technique is preferable for the higher boiling point materials. These 
methods, which are now quite standard, are well described in the lite­
rature (e.g. Maxman 1967). The evaporation proceeds behind a shutter 
(see Fig. 4.6) until a steady evaporation rate has been achieved. The 
shutter is then opened until the required amount has been deposited on 
the substrate. This amount is approximately determined with a quartz 
oscillator film monitor. For high accuracy, vacuum weighing is impera­
tive as the mass may change under atmospheric conditions. This change 
may be due to oxidation and other reactions of the layer and substrate 
or simply due to handling of the substrate. In the CBNM UHV microbalance, 
the substrate is positioned in an aluminium disk, of accurately known 
surface area, which forms the 'balance pan'. The mass of the evaporated 
film is determined by weighing the pan before and after the evaporation 
in situ.
The weighing procedure of this balance is worth considering in a 
little detail. The balance is brought into equilibrium with the aid of 
the coil of a torque motor and this position is observed with an optical 
system. The substitution principle is applied to the mass determination.
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Fig. U. 6 Schematic of the evaporation and microbalance system.
Two calibration weights (t^t^), which are secondary standards, and the
unknown mass (m) are successively suspended from the balance and the
voltages Tj, T^, M across the coil necessary to achieve equilibrium are
recorded. These readings may be either positive or negative, depending
on whether the corresponding masses are heavier or lighter than the mass
m^ which would being the balance into purely mechanical equilibrium.
The magnitudes of the readings are proportional to the mass differences
t.-m , t0-m and m-m . However, the point of the substitutional method 1 o A o o r
is that m need not be known. The unkown mass is determined from, for o *
instance, the relationship
C2 ~ tl
m - t = (M - T ) ^  (4.6.1)
2 1
The total mass on the disk can be determined with an uncertainty of
2
+ 2 H g . Thus, if the area evaporated is S cm , the uncertainty per
2 - 2  
cm is equal to +_ 2/S Aig cm . The evaporation source to disk distance
is sufficiently large (54 cm) to ensure that the deposit is uniform.
The whole UHV system is bakeable to 400°C which produces very stable 
weighing conditions. The construction, operation and accuracy of the 
microbalance have been discussed more fully elsewhere (Moret et al.
1966, Eschbach 1972).
One of the reasons for describing the microbalance in detail is to 
illustrate that the method is a true weighing technique. This is not 
the case for the more commonly used quartz oscillator monitor (QOM).
This type of monitor relies on the principle that the frequency of an 
oscillating quartz will change when its mass changes. Thus the diffe­
rence in frequency after evaporation is proportional to the mass of 
the substance deposited on the quartz. Although the QOM measurements 
are more sensitive than those of the microbalance, it is felt that they
are less reliable. Small drifts and random jumps in the quartz’s
oscillating frequency are not uncommon in this type of monitor. These 
instabilities are probably caused by small temperature gradients and 
stresses set-up on the crystal by the deposited layers (Eschbach et al. 
1966).
The relative reproducibility of the two weighing techniques was 
determined by comparison with two independent methods viz. X-ray fluo­
rescence (XRF) and Rutherford backscattering (RBS). The XRF, RBS and 
UHV microbalance were found to agree to within ^  2.8 % but the QOM
measurements were at variance by up to about _+ 25 % (Mitchell et al.
1978a). It is thus felt that measurements which rely on QOM mass 
thickness determinations are of questionable accuracy.
CHAPTER 5
ABSOLUTE MEASUREMENTS OF ION-INDUCED X-RAY 
PRODUCTION CROSS-SECTIONS
The need for accurate ion-induced X-ray production cross-sections 
is two-fold. Firstly, to perform absolute PIXE elemental analysis, 
accurate cross-sections are required. It will be remembered from 
section 3.1.3.1 that the equation for absolute quantitative analysis is
y.(E) = Q o*(E) N ^pec
i l 47T -att
All of the above factors, except ff^(E), are known or can be measured to 
within a few percent. Unfortunately, the uncertainty in the values of 
ori(E) commonly used can often be much greater than +_ 10 %. Thus a large
• • X
improvement in the accuracy of cr^ (E) values would lead to significantly 
more accurate absolute PIXE analysis. Even in relative PIXE analysis, 
where standards are used, corrections are often required in order to 
take into account the fact that the mean projectile energy may not be 
the same in the standard and the unknown. Hence the variation of the 
cross-sections as a function of energy is also required. Absolute PIXE 
analysis of thick specimens also requires an accurate knowledge of the 
variation in cross-section with energy as the projectile slows down 
though the target. These cross-sections are additionally of use in 
estimating the minimum detection limits (see section 3.1.5) that are 
likely to be achieved in various experimental configurations.
The second requirement is to allow the proponents of various ion- 
induced inner shell ionization theories to compare their results with 
experiment. The theories are at variance with each other by differing 
amounts which are often of the order of 40 % (see for example 
Rashiduzzaman Khan et al. 1977). Thus, to differentiate between the 
theories, the experimental data must have uncertainties of much less 
than, say, 20 %.
The most common method of determining the ionization cross-section
V  Xcr^ (E) is to measure the X-ray production cross-section c^(E) and then, 
for K shell ionizations, to use the relationship
**( E) - ^ ( E ) - K kK
as discussed in section 3.1.2. Most of the presently available experi­
mental data do not appear to satisfy the above accuracy requirements.
It should be stressed that, for PIXE analysis, X-ray production 
cross-sections are the prime objective. The measured X-ray production 
cross-sections are converted to ionization cross-sections in order to 
allow accurate interpolation to targets and projectile energies not 
covered in the experiments. This is especially important for elements 
where it is difficult to construct standards. Thus the measurement of 
these cross-sections is of great importance to the two fields. This 
has recently led to the setting-up of an international committee to 
stimulate and control such cross-section measurements (Brandt et al. 
1979b,Paul 1979). The reasons for the choice of projectile species and 
energy and the target elements used in the cross-section measurements 
will now be outlined.
5.1 The requirements for and present status of experimental X-ray
production cross-sections
It will be remembered from the discussion of section 3.1.5 that, 
in general, protons are the most suitable projectiles for PIXE analysis. 
This was also experimentally verified for the present air pollution 
analyses described in Chapter 6. An examination of Fig. 3. 1 .5.1 .b 
reveals that for typical operating conditions, the optimum minimum 
detection limits (< 1 ppm by weight) are achieved for K X-rays from 
elements with Z = 14-30 when 1 MeV protons, which are widely available 
from many small accelerators, are used. Fig. 5.1.a shows the essential 
trace elements for warmblooded animals and the elements which form the 
bulk of living matter. It can be seen that about 75 % of the trace 
elements and 50 % of the bulk elements fall within this optimum Z range. 
As Na and Mg are bulk elements, the MDL considerations are not so impor­
tant and they may also be easily detected with a thin windowed Si(Li) 
detector. In fact, even the K X-rays of fluorine (energy = 0.68 keV) 
have been detected with the present system. However, it was not thought 
worthwhile to study this element as photon self-absorption corrections 
for such low energy X-rays would be high and of large uncertainty. The 
only bulk elements not detectable with such a system are H, C, N and 0 
which are not usually of as much interest as the heavier bulk elements. 
The element selenium (Z = 34) may be detected with quite a good MDL but 
the remaining, higher Z, trace elements (Mo, Sn and I) are difficult to 
detect at concentrations of less than 10 ppm by weight. Air particulate 
deposits and other environmental samples contain many of these elements 
but in differing proportions.
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It thus appears that the most interesting Z region for the PIXE 
analysis of biological and environmental samples is from Z = 11 (Na) to 
Z = 34 (Se). A survey of the available literature reveals that the most 
common range of proton energies used for PIXE work is 1-3 MeV. This is 
dictated by the energies available with the usual small accelerators and 
by the MDL considerations just discussed. It was therefore decided that 
the first priority was to obtain accurate values for 0^(E) for protons 
of 1-3 MeV with targets of Z = 11-34. The Z region can conveniently be 
divided into Z = 11-21 and Z = 22-34. In the latter range it is easy 
to prepare stable thin layers of most of the elements whereas, in the 
former, aluminium is the only element that is easy to handle. Conse­
quently, there are far more cross-section data for the latter elements.
Experimental results for ff^ (E) have been summarised by Rutledge et 
al. (1973), Johansson et al. (1976) and Gardner et al. (1978). It 
should be pointed out that these compilations were not exhaustive and 
that many other results may be found in the literature especially in 
'Physical Review A 1. Great care should be exercised in using the tabu­
lations of Gardner et al. as very many tabulation errors have been 
included. It is recommended that the values not be used directly but 
that the original source of the data be critically examined. As was 
discussed in section 3.1.1, Johansson et al. (1976) made a fit to the 
then available experimental data using the universal scaling properties 
of the BEA theory. This fit was made for widely varying values of Z 
and proton energy. Fig. 5.1.b shows the percentage deviations, of all 
the known experimental data from 1970 to 1979 inclusive, from the fitted 
values of Johansson et al. for 1, 2 and 3 MeV proton excitation. The 
dashed lines represent linear least-squares fits to these deviations 
and will be discussed later. A great shortage of low Z data is apparent 
Even so, it may be observed that the fit deviates from the experimental 
values by as much as - 30 %. The situation in the range Z = 22-34 is 
somewhat different. Here there are far more results but the spread in 
values is much greater than can be explained by the stated experimental 
uncertainties. Rashiduzzaman Khan et al. (1977) discuss some of these 
data. For instance, the cross-sections for iron vary by up to 130 % 
from the smallest value in the 1-3 MeV range. Thus the nine authors 
quoted by Rashiduzzaman Khan et al. are in very poor agreement; espe­
cially as most of them quote uncertainties in the jr 10 % to + 15 % range 
The sources of such large errors are not obvious. It is therefore 
necessary to accurately measure cross-sections in the entire Z range of 
interest.
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Cross-sections may be measured by using either thin or thick tar­
gets. Thick targets have some advantages from the point of view of 
target preparation for difficult elements but complications are thereby 
introduced in the data analysis. The thin and thick target techniques 
will now be compared.
5.2 A comparison of thin and thick target methods of determining
proton-induced K X-ray production cross-sections
To achieve cross-section measurements for the chemically stable 
elements, thin or thick targets of the pure element are normally used. 
However, for the many volatile or reactive elements that exist, espe­
cially in the lower region of the periodic table, it is not readily 
possible to prepare stable targets of the pure element in either thin 
or thick layer form. Therefore, the feasibility of measuring cross- 
sections using thick targets of compounds of these elements has been 
investigated.
In order to elucidate whether the thick target method itself in­
troduces significant uncertainties, ionization cross-sections were de­
rived from X-ray yields measured with thin and thick layers of pure Ti 
and Cu. Also, cross-sections were obtained using a thick target of the 
chemically stable compound CuCl so that a comparison could be made be­
tween results from targets of the pure element and a compound of known 
chemical composition. The thick target technique was applied to the 
highly reactive element calcium and results from thick targets of va­
rious calcium compounds exhibiting differing chemical stabilities were 
compared with each other and with a thin target of CaF^.
5.2.1 Experimental technique and results
The thick targets of pure Ti and Cu were prepared from spectro­
scopically pure sheets of the metal. The thin layers of Ti,
-2 -2  
(30.1 +_ 0.3) £tg cm , and Cu, (31.1 _+ 0.3) pg cm , were vacuum evapo­
rated onto thick polished vitreous carbon backings and weighed in situ 
on the U.H.V. microbalance as described in section 4.6. The thick tar­
gets of the compounds were produced by pressing fine powders of CuCl,
4 -2
CaO, CaCOg, and CaCl2 at pressures of 4 x 10 N cm (typically)
in a hydraulic press. No beam-induced degradation of the targets was 
visible after the irradiations although surface roughening of the CaCl2 
target was apparent (CaCl2 is deliquescent). Also, the CaO target had 
expanded in volume by about 30 % (CaO is hygroscopic). In addition,
-2as a check on the Ca cross-section values, a thin target of 20.1 Mg cm
of CaF^ was prepared (this was evaporated onto a thick vitreous carbon
backing as with the other thin targets). The atomic ratio of Ca : F
was determined by 2 MeV He+ RBS analysis to be 1 : (1.89 + 0.04). Thus
“  - 2
the amount of Ca m  the layer was determined to be (11.3 + 0.2) Mg cm 
The formalism for the data analysis of the X-ray yields was given 
in section 3.1.3.1. The determination of the Si(Li) detector efficiency 
for the thick target work with 0 = 0  = 11.25° was described in section 
4.4.5.3.2. At the time this experiment was performed, the foil ion beam 
monitor was not available. Cross-sections were measured for the thick 
targets of Cu, CuCl, CaO, CaCO^, and CaCl^ and thin targets of Cu
and CaF^. It was later decided to add measurements of thin and thick Ti 
yields. As this was performed with the detector set up for thin target 
cross-sections (0 = 0, 0 = 22.5° plus a polyethylene absorber - see 
section 4.4.5.3.1), the thin and thick Cu target yields were remeasured, 
at the time of the Ti measurements, to examine the internal consistency 
of the experiments. For the latter measurements, the foil ion beam 
monitor was available.
Table 5.2.1.a gives the measured thick target yields, Y(E), of 
X-rays per proton as defined by equation 3.1.3.1.3, which are given by 
4tf y. (E)
Y <E> " Q
with the values (plus uncertainties) of e as given for the appropriate 
cases in section 4.4.5.3. The values for Q were determined by current 
integration on the targets which were surrounded by an electron suppres­
sor held at - 400 V. With a very stable ion beam, there was no detecta­
ble change in the current measured on the various targets. This indicates 
that 1charging-up1 of the targets was not a problem and that the errors 
due to such factors as secondary-electron emission (see section 4.3.1) 
were constant. Comparisons of the target RBS yields and currents measured 
for 1.0, 1.5, and 2.0 MeV protons incident on the Cu and thin layers
showed that the measured integrated currents needed to be reduced by 
(5+^3) % in all cases. The principle uncertainties in this correction 
came from the determination of the solid angle of the surface barrier 
detector and the mass per unit area of the thin layers. The most pro­
bable cause of this excess charge was incomplete suppression of the 
secondary electrons emitted from the targets during the proton impact.
This result is in excellent agreement with the correction factors deter­
mined during the thin target cross-section measurements (see section 5.3).
Table 5.2.1.a.: Thick target yields of X-rays/protons as defined by
equation 3.1.3.1.3
Incident Y (E) x 10'
proton
energy
(MeV)
0=0, 0=22.5° 0 = 11 .25°, 0 = 11.25°
Ti Cu Cu CuCl CaO CaCO^ CaF2 CaCl2
1 .00 0.716 0.097 0.095 0.040 0.95 0.85 0.90 0.47
1 .25 1.59 0.259 0.-281 0. 141 2.09 1.90 2.03 1.04
1 .50 3.81 0.633 0.604 0.290 3.31 3.15 3.24 1.29
1 .75 5.96 1.10 — — — — —  . —
2.00 8.96 1.81 1.85 0.909 7.93 6.89 7.25 2.17
2.25 11 .6 2.52 2.54 1.34 11.5 9.79 9.55 2.19
2.50 16.3 3.97 3.85 1.92 12.9 10.7 11.9 2.94
2.75 20.2 5.40 5.23 2.69 16.4 12.8 14.4 3.42
3.00 24.0 7.15 6.73 3.47 18.0 14.5 16.7 3.54
It will be remembered that the thick target X-ray production cross- 
sections are derived from equation 3.1.3.1.12 viz.
° i (E > ■ i
dY(E) dE
dE dx + Y(E) ju
cos
COS 0
with the various factors defined in section 3.1.3.1. The values of 
dY(E)/dE were determined by least squares fitting of 3rd to 6th order 
polynomials to Y(E) and differentiating the resulting fit w.r.t. E.
This procedure is common to the thick target technique (e.g. Basbas et 
al. 1973b, McKnight et al. ,1975, Rashiduzzaman Khan et al. 1976, 1977).
In the central regions of the fit there was only a small change in Y(E) 
as the order of the polynomial was changed, but at the extremities Y ( E ) ^ t 
varied strongly. The order of the fitted polynomial was increased until 
the first and last point values of ^ ( E ) ^ t only changed by a few percent. 
Thus although the uncertainties in the central regions (1.5 - 2.5 MeV) 
were small (1-2 %), the uncertainties at the outer regions were greater 
(3 - 4  %) and at the last points (1.0 and 3.0 MeV) rather unreliable.
Thus the differentiation of this fitted curve was thought to produce 
unreliable values for dY(E)/dE at 1.0 and 3.0 MeV. In any case, the 
differentiation of the end-points of a high order polynomial fit is 
likely to produce very dubious results. It is subjectively estimated 
that the relative uncertainties in dY(E)/dE are about + 3  % for pure
element targets and hh 5 % for the targets of compounds. This does not 
take into account the absolute uncertainty in Y(E) but this has been 
included in the final statement of uncertainties (Table 5.2.l;c). The 
raw values of Y(E), rather than the fitted values, were used to calculate 
the second term in equation 3.1.3.1.12.
As was discussed in section 3.1.3.1, the values of dE/dx for the 
various elements were taken from Andersen et al. (1977) and combined 
for the compounds by using Bragg’s Rule. Although Langley et al.(1976) 
found evidence for a 4 % departure from Bragg’s Rule at 1 MeV due to 
solid state effects, the recent results of Blondiaux et al. (1980) indi­
cate that, for the present region of interest, there is no departure 
due to the different valency states in which the atoms may exist in 
different compounds. It has been assumed that Bragg’s Rule holds. The 
values for total photon attenuation coefficients (ju) were also combined 
in the same way assuming that there were no chemical effects. There 
are two widely used tabulations of photon attenuation coefficients, 
those by Veigele (1973) and Storm and Israel (1970). Veigele claims 
uncertainties of 3-5 % for the values presently used. Fig. 5.2.1.a 
shows the deviation of Veigele’s values of M from those of Storm and 
Israel. It can be seen that the tabulations differ by varying amounts 
with Veigele’s- values often being ~ 6 % higher at the K absorption edges. 
In this work the mean of the two tabulations was taken. Recently, 
Montenegro et al. (1978) fitted the tabulations of Storm and Israel with 
a third order polynomial which allows the interpolation of p to the 
precise photon energy of interest. This was found to be more accurate 
than the simple visual interpolations performed for an earlier presen­
tation of these results (Barfoot et al. 1980a). Thus values of At for 
the various characteristic X-rays were taken from Montenegro et al. and 
then modified to give a mean of the tabulations of Veigele and Storm 
and Israel by using Fig. 5.2.1.a. Table 5.2.1 .b shows the resulting 
values of n actually used and also the percent correction factor applied 
to the Montenegro et al. values to obtain the mean. Uncertainties of 
5 X have been adopted for all values of p.. This is somewhat conser­
vatively in line with Veigele's statement of uncertainties.
All the peaks of interest in this study were well resolved and lay 
on small smoothly varying backgrounds. Fig. 5.2.1.b shows one of the 
poorest spectra from the point of view of resolution of Ka and lines 
and peak to background ratio. Even for this case the ratio is about one 
hundred. In most instances the peak areas could be determined to +_ 1 %.
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Table 5.2.l.b.: Photon attenuation data used.
Total photon attenua- „ . . ,
v • m. Correction to valuesX-ray and matrix tion coefficient U r- n
_ v of Montenegro et al.
(barns/atom) °
Cu Ka
Ka
Ka
Ka
X-ray in Cu 5.593 X io3 + 3.2 %
Cu X-ray in CuCl 5.884 X io3 + 1.6 %
Ti X-ray in Ti 8.814 X io3 + 2.3 %
Ca X-ray in CaCl2 3.855 X 104
Q
+ 2.3 %
Ca Ka X-ray in CaF2 6.796 X io3Q
+ 0.6 %
Ca Ka
Ka
X-ray in CaO 6.793 X 10 + 1.2 %
Ca X-ray in CaGOg 4.139 X io3 + 0.3 %
Table 5.2.1.C gives the estimated total uncertainties in the ioni­
zation cross-sections. Each source of error is given as an individual 
contribution to the total uncertainty. Thus, for example, although the 
uncertainty in /i is _+ 5 %, this only introduces _+ 3 % to the uncertain­
ty in the cross-section as, for most of the targets, the factor
cos 6 dY(E) dE ,Y(E) p  t  is on average of the order of - (see equation
cos 0 ° dE dx
3.1.3.1.12) and hence contributes only about a half of the cross-section, 
All of the major sources of uncertainty are discussed in this chapter
or in Chapter 4. Slightly different uncertainties for Ti will be
observed as these measurements were performed in the more accurate thin 
target cross-section determination set-up (Si(Li) efficiency more accu­
rate and foil ion beam monitor used - see section 5.3). Some sources 
of uncertainty were determined to be negligible and-these are discussed 
below. The random and systematic uncertainties have been kept apart and 
combined in quadrature to form the total random and systematic contribu­
tions. The total random and systematic contributions have also been 
added in quadrature in order to remain consistant with the la level.
This follows from the suggestions of Muller (1979). There is at present 
a controversy over how, if at all, random and systematic uncertainties 
should be combined. By tabulating the individual contributions to the 
total uncertainty, it is possible for other workers with different un­
certainty propagation philosophies to make their own estimates of the 
uncertainties in the present results.
The proton-induced K shell ionization cross-sections derived from 
the measured X-ray yields are given for Ti and Cu in Table 5.2.1.d and 
for Ca in Table 5.2.I.e. The results for Cu (averaged over the two 
measurements), Ti and Ca are plotted in Fig. 5.2.1.C, Fig. 5.2.1.d and
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Table 5.2.1.d.: Proton-induced K-shell ionization cross-sections for
titanium and copper targets *
or^  (E) barns
Proton
energy
(MeV)
0 = 0, 0 = 22.5° 0 = 11.25°, 0 = 11.25°
Thin Ti Thick Ti Thin Cu Thick Cu Thin Cu Thick Cu Thick CuCl
1 .00 240 (316) 16.2 (14.7) 17.0 (16.1) (12.7)
1 .25 389 375 30.7 32.4 33.7 35.6 29.7
1 .50 590 544 53.4 51.1 51.8 52.9 47.4
1.75 764 690 75.9 72.6 — —
2.00 956 935 100 97.4 103 96.3 90.8
2.25 1125 1106 130 123 129 120 113
2.50 1306 1339 156 160 167 151 145
2.75 1516 1493 194 196 198 182 180
3.00 1688 (1592) 230 (238) 233 (218) (214)
Table 5.2.1 .e.: Proton^induced K-shell ionization cross-sections 
targets of calcium compounds *
for
(E) barns [0
K = 11.25°, 0 = 11. 25°]
Proton
energy
Thin CaF 2 Thick CaO Thick CaCO^ Thick Ca? 2 Thick C a C l^
(MeV)
1 .00 591 (355) (468) (630) (997)
1 .25 1049 694 1216 959 1146
1 .50 1512 969 1636 1249 1250
1.75 — — —
2.00 2582 1535 2138 1923 1952
2.25 3116 1853 2430 2242 1977
2.50 3830 1900 2426 2533 2567
2.75 4478 2073 2605 2813 2899
3.00 5081 (2023) (2785) (3018) (2882)
Bracketed values are likely to be unreliable - see text.
Fig. 5.2.1.e respectively. Those from the thin target of CaF^ are not 
shown because the values are so much higher than the rest of the results. 
Experimental values found in the literature, together with the fitted 
values of Johansson et al. (1976), are shown for comparison. Not all 
the known Cu values are given as there are very many and to do so would 
result in a confusing graph.
The main body of data for both Ti and Cu appear to be in quite good 
agreement with the present results. The exception is with the data of 
Bearse et al. (1973) which are consistently about 25 % lower. It is 
rather difficult, with such graphs, to accurately examine the nature of 
the agreement between the thin and thick target methods. Therefore all 
of the present cross-section results have been normalised by dividing 
them by Johansson et al's. fitted values and are shown, together with 
the mean values (for each target) of the present deviations from the 
fit, in Figs. 5.2.1.f, 5.2.1.g, 5.2.1.h. In the case of Cu, for 0 = 0 °  
and 0 = 22.5°, the means of the deviations of the thin and thick target 
results agree to within 1 % whilst for 0 = 0 = 11.25° they agree to 
within 4 %. The uncertainties given in the means are simply the standard 
deviations of the mean. It may be observed that there are no statisti­
cally significant differences between the results from the two set-ups 
( 0 = 0  = 11.25°-and 0 = 0°, 0 = 22.5°) illustrating the internal consis­
tency of the two sets of measurements. It may be concluded that the 
thick Cu results are about (3 +_ 4) % below those derived from the thin 
targets. The same conclusion is reached for Ti although, at energies 
greater than 2.0 MeV, the agreement is better than 2 %. The values 
derived from the thick CuCl target are (8.+_ 4) % below those of the 
thick Cu targets and (11 ^  3) % below those of the thin targets. Thus 
the deviations for CuCl are well beyond the random uncertainties.
5.2.2. Discussion
The thin and thick pure element target data are consistent with 
their estimated uncertainties. However, although the uncertainty in 
the fit to Y(E) may possibly be reduced by using a more physically 
meaningful fit, the uncertainties in and S(E) will tend to produce a 
systematic bias common to all workers using the thick target technique. 
The systematic uncertainty in the target thickness in the thin target 
technique is likely to become a 'random* uncertainty when comparing re­
sults from different laboratories. Also, characteristic X-rays created 
by secondary production processes in the thick targets will again
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produce ’universal' systematic uncertainties; although in the present
work the effect due to secondary electrons is less than 1 % of ^X(E)
K
(from the calculations of Akselsson et al. (1974) based on the work of 
Jarvis et al. 1970). There will be negligible secondary X-ray produc­
tion by photons as, for the present targets, there are no characteristic 
X-rays and little bremsstrahlung with energy higher than the K absorp­
tion edge of the characteristic X-ray of interest. However, all these 
systematic uncertainties are certainly small when compared with the 
large differences in values quoted for tfX(E) by different authors. The 
present author is thus in fair agreement with the conclusions of 
Rashiduzzaman Khan et al. (1978) who claim that the thin and thick target 
techniques are comparable in accuracy for their range of interest. It 
will be noted from Fig. 5.2.1.c and Fig. 5.2.1.d that the results of 
Rashiduzzaman Khan et al. (1976) are in good general agreement with the 
present results for Cu although there is a little levelling off in their 
high energy cross-sections. Their results for Ti appear to be about 
10 % higher. McKnight et al. (1975) have compared the results from the 
thin and thick target methods. Although they do not quote uncertainties
in their comparisons, they conclude that reliable thick target cross-
sections can be obtained for the case of Cu K X-ray production by alpha
particle bombardment. ,
If Figs. 5.2.1.e and 5.2.1.h are examined, it can be seen that 
there are large inconsistencies between the results obtained from the 
thick targets of calcium compounds. The mean deviation of all the
present results from those of Johansson et al's. fit is (0 +_■ 12) %.
CaF^, CaC^ and CaCO^ are higher than this by (2 _+ 3) %, (5 + 12) % and 
(14 +_ 17) % respectively whilst CaO is lower by (21 _+ 3) %. The lite­
rature values for these cross-sections are seen to be 10-20 % below the 
fit which may not be especially significant as this only represents the 
results from three laboratories. It should be remembered that there is 
a large systematic uncertainty in the present Ca cross-sections; largely 
due to the _+ 8 % uncertainty in the detector efficiency for Ca K^ X-rays.
The 30 % expansion of the CaO target, mentioned earlier, was proba­
bly due to the reaction with water vapour to form a hydroxide. This 
would reduce the effective number density of the Ca atoms and hence give 
a systematically low result. This is the most likely explanation for 
the 21 % discrepancy in the cross-sections measured with the CaO target. 
In the case of CaC^, the target surface had become rougher by the end 
of the experiment and it was assumed that, due to the deliquescent 
nature of the compound, water had been absorbed onto the surface.
However it would appear that this cross-section is not too low and is 
in good agreement with the result from the very chemically stable target 
of CaF^.
The CaCO^ result is a little difficult to understand. The action 
of heat on the carbonate could produce the oxide thereby increasing the 
effective number of Ca atoms at the surface. This might be more signi­
ficant the nearer the surface and hence the effect would be more notice­
able the lower the energy (and therefore range) of the proton. Also, 
the photon attenuation and/or stopping cross-section data may be inac­
curate. The possibility of deviations from Bragg’s Law of additivity 
of stopping cross-sections has already been discussed. It would seem 
that, if the effect exists at all, then it will be small in the present 
range of interest. No published experiments are known which investigate 
similar deviations for photon attenuation coefficients (ju) in compounds.
As was seen in Fig. 5.2.1.a, the agreement between the compilations of 
Iu was poorest near the absorption edges. This may be significant as 
the value of [J. for Ca K X-rays is very near the Ca K absorption edge.
Also, fine structure in n around absorption edges, which varies according 
to the compound, has been observed (Creagh 1979) although no tabulations 
of this effect are available.
A random uncertainty of +_ 3 % (see Chapter 4) was assigned to the 
current integration results. Lin et al. (1974) have found the same 
random effect for their set-up. The systematic correction of - 5 % to 
the integrated current values, which was derived from the thin Cu and 
CaF^ target RBS measurements, may not be valid for the other targets. 
However, this is only thought to increase the systematic uncertainty by 
at most 3 %. This was verified, as was described earlier, by measuring 
the current on all the targets while the Van de Graaff beam was very 
stable. Finally, it is possible that there are molecular effects in 
the K-shell ionization cross-section itself. Work by Chaturvedi et al. 
(1977) has shown that there can be a 10 % difference in fluorine cross- 
sections measured with gas targets of different fluorine compounds. 
Recently, Bissinger et al. (1980) have found variations of more than 
25 % in carbon cross-sections measured with various carbonaceous gases. 
Further, work is required to determine whether these effects occur at 
higher Z.
The strong high proton energy deviation of the CaF£ thin target 
results remains unexplained. The target gave the same number of X-rays 
at 2 MeV at the beginning and at the end of the experiment. Besides which, 
no target deterioration effects could account for an increase. As this
was a thin layer on a thick carbon backing, the peak to bremsstrahlung 
ratio was lower than for any of the other targets. It was therefore 
decided to investigate whether the bremsstrahlung with energy greater 
than the Ca K absorption edge could have excited a significant number 
of additional Ca K X-rays. By measuring the number and energy distri­
bution of the background registered by the Si(Li) detector and with a 
knowledge of the photo-electric cross-sections (derived approximately 
from the tabulations of Storm and Israel 1970), it was quite easy to 
perform a first order calculation of the number of Ca K X-rays produced 
in this manner. This effect is greatest at the highest proton energies 
because of the increased background. For 3.0 MeV protons incident on 
the thin CaF^ target, it was calculated that for the prevailing experi­
mental conditions, 22 counts would be recorded in the Si(Li) detector.
This is to be compared with the total peak area of 69213 counts.
Hence the effect is determined to be less than 0.03 %.
5.2.3 Conclusions
The present thin target results for proton-induced K-shell ioniza­
tion cross-sections for Ti and Cu are in good agreement with values 
given in the literature. The thick pure element targets of Ti and Cu 
give slightly lower and less accurate values than the thin targets.
Where possible, thin targets are to be preferred because of the reduced 
possibility of different laboratories being biased by the same systematic 
uncertainties. In addition, the number of irradiations and the complexity 
of data analysis is much reduced with thin targets.
The measurements using thick targets of chemical compounds are in­
conclusive although the spread in results can partly be explained quali­
tatively in terms of the chemical stabilities of the compounds. It is 
thus recommended that these data not be used for quantitative PIXE ana­
lysis of calcium and that values derived from a modification of the 
fitted values of Johansson et al. (1976), to be described in the next 
section, are presently the best choice. It is clear that the stability 
of the compounds is critical, that more must be ascertained about devia­
tions from Bragg's Rule and that low energy photon attenuation coeffi­
cients, especially near the K-absorption edges, need to be more accura­
tely known. The latter requirement has been reviewed by Nylandsted 
Larsen (1978). It is worth pointing out that these effects may also 
occur in the PIXE analysis of 'unknown' thick samples. For instance, 
if a chalk sample was analysed then the transition from carbonate to
oxide would result in too high results. Thin target results would remain 
largely unaffected because the proton and photon beams are not signifi­
cantly attenuated.
5.2.4 A modification of the BEA fit of Johansson et al. for 
1, 2 and 3 MeV protons incident on Z = 11-22 targets
The results for Ca ionization cross-sections were not accurate 
enough for the present analytical requirements. Rather than going on 
to measure other lower Z elements at similar levels of accuracy, it was 
decided to make use of the published experimental data. The only other 
element that could have been measured by the pure element thin layer 
technique is aluminium. Unfortunately, as was pointed out in section
4.4.5.3, the efficiency of Si(Li) detectors cannot be accurately cali­
brated for this low energy region (1-5 keV) . Many of the lower Z results 
published have been obtained with gas proportional counters which may be 
calibrated at this energy because the thickness of the detector window 
may be measured. Such a detector was not available in the present expe­
rimental set-up.
Most of the available data is for integer values of MeV projectile 
energy. Also, a large number of PIXE analyses are performed at 1, 2 and 
3 MeV. A fit has therefore been made to the available data, for these 
energies, based on the fit of Johansson et al. (1976). It was thought 
to be safer to make a simple modification of an existing fit that has 
some theoretical justification than to make a completely new one as 
there are so few data. All the known data were shown in Fig. 5.1.b.
The values of Bearse et al. (1973) have not been used because they have 
been found to be consistently low by about 25 % for all the elements 
studied in the present work.
The percentage deviations of the experimental data from the predic­
tions of Johansson et al. have been fitted with linear least-squares 
functions in Z for the three energies. The results are shown as dashed 
lines in Fig. 5.1.b. It is concluded that the predictions of Johansson 
et al. should be multiplied by (0.0299 Z + 0.341) at 1 MeV, by 
(0.0355 Z + 0.272) at 2 MeV and by (0.0290 Z + 0.422) at 3 MeV where Z 
is the atomic number of the target atom for which the cross-section is 
desired. This results in the values for proton-induced K shell ioniza­
tion cross-sections given in Table. 5.2.4. For these energies the low Z 
elements are near the peak of the universal cross-section curve and so 
the cross-section varies slowly with projectile energy whilst for the 
higher Z elements, such as Ti, the cross-section increases by a factor of
Table 5.2.4.: Modified BEA fitted K shell ionization cross-sections.
Cross-section (barns)
Atomic Ele- --------------:------------:------------- :-------------
number ment 1 MeV 2 MeV 3 MeV
11 Na 3 . 5 7 X 1 0 4 4 . 4 6 X i o 4 4 . 6 2 X i o 4
12 Mg 2 . 1 4 X 1 0 4 3 . 1 2 X io 4 3 . 4 2 X i o 4
13 Al 1 .29 X i o 4 2 . 1 9 X io 4 . 2 . 5 4 X io 4
14 Si 7.91 X io3 1.53 X i o 4 1.89 X io 4
15 P 4 . 8 4 X 103 1.0 6 X i o 4 1 .39 X i o 4
16 s 3 . 0 5 X i o 3 7 . 5 0 X io3 1.03 X i o 4
17 Cl 1.93 X io3 5 . 2 8 X io3 7 . 6 6 X io3
18 Ar 1. 2 4 X io3 3.71 X io 3 5 . 6 6 X IO3
19 K 7 . 9 9 X i o 2 2 . 6 2 X io3 4 . 1 8 X l.o3
20 Ca 5 . 2 4 X i o 2 1 .86 X i o 3 3 . 1 0 X io3
21 Sc 3 . 4 7 X i o 2 1.33 X io3 2.31 X io3
22 Ti 2 . 3 4 X i o 2 9 . 6 3 X i o 2 1.73 X i o 3
A linear fit was chosen because, in the absence of any theoretical 
justification, a higher order function does not appear to be warranted: 
especially with such a large spread in the few data. The standard de­
viations of the experimental data from the present fit are about _+ 6 % 
for Z = 21-22 and j+ 10 % for Z = 13-20. It is rather difficult to de­
termine the level of expected uncertainty in these predictions. It is 
interesting to note that the present thin target measurements for Ti 
are + 2.6 %, - 0.7 % and - 2.3 % at variance with the present fit at 1, 
2 and 3 MeV respectively. Also, the mean of the thick CaF^ and CaC^ 
target results only differs by + 4.2 %. Therefore, if the fourteen 
different laboratories that produced the experimental results are 
making different systematic errors (in both directions), then the 
standard deviations of the data from the fits may be a fair representa­
tion of the uncertainty). The danger in this assumption is that the 
major systematic errors may be, to varying degrees, common to most 
laboratories. For example, inefficient secondary-electron suppression 
in ion beam current measurements results in low cross-section values. 
Extrapolation to low photon energies, without allowing for the silicon 
dead layer effect,, will generate values for the efficiency which are 
too high. This again will result in values for the cross-sections 
which are too low. For the region Z < 18 there are only results from 
two laboratories. There is a clear need for more data. It should not
be too difficult to obtain accurate aluminium results with thin layers 
of aluminium and the use of a gas proportional counter. This would be 
of considerable help in interpolating down to this end of the periodic 
table.
5.3 The accurate determination of proton-, deuteron- and alpha 
particle-induced K shell ionization cross-sections for 
selected elements in the range Z = 22-34.
The work described in section 5.2 leads to the conclusion that the 
thin target method is the more accurate way of measuring ion-induced 
X-ray production cross-sections. The targets have been chosen to be a 
representative selection of the elements in the range Z = 22-34 which 
is typically the most important range for PIXE analysis as was discussed 
in section 5.1. Also the Si(Li) detector can be calibrated accurately 
in this region which is not yet possible for lower photon energies.
The aim of the following measurements was to obtain the most accu­
rate proton cross-sections presently achievable in order to make a fit 
which would reliably predict K shell ionization cross-sections for 
1-3 MeV protons on all the elements in the range Z = 22-34. Slightly 
less accurate results for deuteron and helium excitation are also ob­
tained both as an aid to PIXE analysis and as ,a test of theory.
5.3.1 Experimental technique
Targets of Ti, V, Co, Cu and Ge were irradiated with 1-3 MeV 
protons, 1-3 MeV deuterons and 2.5 MeV helium ions. The target elements 
were chosen as being the most suitable from the point of view of the
evaporation procedure, target uniformity and chemical stability. The
- 2  . .
layers were all of about 30 /-tg cm thickness with an uncertainty m
the weighing of _+ 1 % (see section 4.6). This direct method is believed 
to be the most accurate way of measuring target thickness as back- 
scattering spectrometry has larger uncertainties since even the cross- 
sections for this process are not as well known as is often thought 
(see section 3.2).
The layers were supported on thick (2 mm) vitreous carbon backings. 
The vitreous carbon and the polishing and cleaning processes were spe­
cially chosen so that there was a negligible contribution to the cha­
racteristic X-ray spectra from trace elements within the carbon. This 
was verified experimentally by PIXE analyses of the vitreous carbon 
disks after they had been subjected to the various cleaning procedures.
Further details of this may be found section 6.2.1. A thick backing 
was chosen in preference to the more common thin backing to ensure the 
stability and integrity of the layers. As was discussed in connection 
with the foil ion beam monitor (section 4.3.3), changes in the struc­
ture of self-supporting foils under irradiation have been observed wich 
may be due to foil thickening. This would result in obtaining cross- 
sections which are too high and may be one of the causes for the large 
dispersion in results from laboratories using thin self-supporting foils.
A small drawback in using thick backings is the large brems­
strahlung continuum below about 4 keV. However it has already been 
shown in section 5.2.3 that this will not induce extra characteristic 
X-rays in the energy region of interest. Also the amount of background 
even under the lowest energy peak, that of the Ti X-ray, was very
small and varied smoothly (see Fig. 5.3.1.a). In order to prevent the
-2bremsstrahlung from creating unnecessary dead-time, a 44 mg cm polye­
thylene absorber was placed in front of the detector. This effectively 
removed the background whilst only attenuating the characteristic X-rays 
by a small amount. Typically, ion beam currents of 1— 10 nA and irra­
diation times of 15 minutes were employed.
A spectrum obtained with 2 MeV protons incident on the Ti target 
is shown in Fig.- 5.3.1.a. For the other targets, the resolution of 
the and X-rays was considerably better. Sufficient counts were 
obtained such that the uncertainties in the peak areas (with background 
subtracted) were typically given by the computer programme to be +_ 1 % 
for protons and _+ 2 % for deuterons and helium ions. Only the results 
for the K-a X-rays were used as the yields usually had uncertainties 
of + 5 %. The Kp/K^ ratio given by Bambynek et al. (see section 
4.4.5.3) was then used to obtain the total K X-ray yield. As the 
yields are only about 10 % of the total K X-ray yield, the small uncer­
tainty in Kp /Ka will yield a negligible uncertainty in K-a4£ • The 
Si(Li) detector efficiency was determined to as high an accuracy as 
seems feasible with the present techniques, with uncertainties being 
from + 2 % to + 4 % in the region of interest (see section 4.4.5.3.1).
The recovery time of the Si(Li) detector is considerably faster than 
that of the ADC and so the controlling dead-times were measured via 
the ADC. The corrections were typically 0.5 %. Consequently a 20 % 
error in this correction would only result in a 0.1 % contribution to 
the uncertainty in the cross-section.
During this series of cross-section measurements, the foil ion 
beam monitor was available. For each PIXE spectrum the ion beam
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fluence was simultaneously measured by this monitor and also by conven­
tional current integration. The electron suppressor was held at a 
potential of - 400 V and the appropriate corrections were made for the • 
charge state of the projectiles after passing through the gold foil of 
the monitor (see section 4.3.1 for correction procedure). In addition, 
at each projectile energy, a RBS spectrum was taken of a target layer 
(Ge) at the same time as the current integration and foil ion beam 
monitor values were recorded. Thus three independent methods were used 
to determine the absolute amount of the ion beam fluence. The Ge target 
was chosen as it had the highest RBS cross-section and was the least 
likely to be affected by non-Rutherford scattering.
Although some problems remain with the absolute accuracy of the 
foil monitor, it is a precise method of normalising ion beam fluence mea­
surements for a particular projectile energy and species. A consistent 
pattern in the current integration results was observed. Fig.5.3.1.b 
shows the percentage difference of current integration values from those 
of the foil monitor for 2.5 MeV protons. On average the current integra­
tion values are 6.6 % lower but this, varies with element. By making 
similar plots for all the other energies and projectiles, it was found 
that,on average,Ti and V gave 0.5 and 1 % lower current integration 
results than Co,- Cu and Ge. This is probably due to the different 
secondary-electron emission properties of the elements and indicates 
that the electron suppressor is not totally effective. The 2.5 MeV 
proton plot has been chosen as, at this energy, the beam was moved to 
areas adjacent to the usual beam spot position on the targets in order 
to check the uniformity of the layers. Thus it is possible to compare 
the current integration results on the ’well used1 and on the clean 
parts of the elemental layers. It can be seen that there is no signi­
ficant difference between the two sets of data.
Fig. 5.3.1.c shows the mean percentage difference of the current 
integration results from those of the foil monitor for all the energies 
and projectiles used. The data are shown in the order in which the expe­
riments were performed with the same gold foil used throughout. Each 
point represents the mean difference for that energy with the error bar 
being equal to the standard deviation of that mean. It can be seen 
that from experiment 5 onwards the difference is constant to within 
about + 1  %. The most probable cause of this small variation is in the 
setting of the single channel analyser window over the gold RBS peak. As 
the carbon is deposited on the gold foil, due to cracking of carbona­
ceous vapours in the vacuum system, the gold RBS peak acquires a small 
low energy tail.
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A typical foil monitor spectrum is shown in Fig. 5.3.1.d. This
spectrum was recorded towards the end of the experiments and the carbon
- 2
layer had built up to about 100 Mg cm . If all the carbon was on the 
beam side of the foil, this would result in about a 7 % increase in the 
Rutherford cross-section thereby giving fluence measurements that are 
too high by 7 %. The ratio of gold to carbon RBS counts for the gold 
foil has also been plotted in Fig. 5.3.l.c for the case of proton irra­
diation. The value at 1.75 MeV has not been given because a carbon
nuclear reaction dominates the RBS peak at this energy. These ratios 
are fairly constant after experiment 4 which indicates that a constant 
correction of the order of - 7 % should be made to the foil ion beam 
monitor values. The strong variations before this are probably due to 
a combination of carbon build-up and foil shrinkage. The total fluence 
of protons passing through the foil in experiments 1 to 4 was about 
75 MC, 55 MC, 40 MC and 43 juC respectively. Examination of Fig.5.3. l.c 
suggests that the foil shrinkage effect reached completion during expe­
riment 2 after a cumulative dose of around 100 MC and that the carbon
build-up reaches a maximum after about 200 juC. When the correction for 
carbon build-up has been made to the foil monitor results, the two 
methods agree (after experiment 4) to within 1 %.
As a result of 1 MeV proton RBS analyses (during experiment 10) of 
all the targets, taken simultaneously with foil ion beam monitoring and 
current integration, and taking into account the corrections to the 
current integration values caused by the differing secondary-electron 
emission properties, the result is obtained that the measured current 
integration values on the Ti target should be reduced by 4 %, on V by 
3.5 % and on Co, Cu and Ge by 4.5 %. -Thus for all the ionization cross- 
section measurements the current integration values, with the above 
corrections, were used in the calculation of the cross-sections.
It is perhaps worthwhile to summarise the conclusions drawn from 
the ion beam fluence results of the three different methods after all 
the corrections have been made. The foil ion beam monitor results are 
1 % below those of current integration and RBS results are 2.5 - 3.5 % 
below those of the monitor. Thus the total systematic spread in fluence 
results is only 4.5 %. It has been decided that the RBS results are 
likely to be the most accurate as analyses were performed at all ener­
gies for Ge and at 1 MeV for all the targets. Any slight deviations 
from the Rutherford scattering law would appear to be small considering 
the comparison with the foil monitor. It should be noted that the
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correction to the current integration results deduced from RBS analyses 
of known Cu and layers was found to be - (5 + 3) % during the pre­
vious experiment (section 5.2.1). This is in excellent agreement with 
the present correction factor of - 4.5 % for the Cu target. It seems 
reasonable, both from the above discussions and from the mass of data 
presented at the end of section 4.3.3, to assign a systematic uncertainty 
of + 2 % and a random uncertainty of _+ 3 % to the ion beam fluence 
results finally used in the present K-shell ionization cross-section 
calculations.
All the uncertainties encountered in the K-shell ionization cross- 
section measurements for protons are listed in Table 5.3.1.a. Uncer­
tainties <0.1 are indicated by a zero. Numbers preceded by a < sign 
indicate the upper limit of small corrections which have not been made. 
The signs of these vary and they are likely to cancel out. All other 
uncertainties have been accurately calculated and correspond to the lcr 
level. All such sources of uncertainty should always be carefully 
checked as they may be much greater in different experimental configu­
rations and for different projectile energies, species and targets.
All the sources of uncertainty given in Table 5.3.1.a have either 
been discussed already, or are trivial to measure, or will be described 
elsewhere. Into this latter category come the effects of multiple ioni­
zation (section 5.4) and photon backscattering (Barfoot 1980b).
5.3.2 Results
The proton-induced K-shell ionization cross-sections deduced from 
the measured X-ray production cross-sections are given in Table 5.3.2.a. 
The two sets of 1 MeV results are for two separate runs at this energy.
It can be seen that good agreement is obtained between these runs except 
for the case of Ti. The three sets of results at 2.5 MeV were obtained 
with the beam spot in its usual position and 2 mm below and above this 
position. As the beam spot was 1 mm in diameter, the positions at a 
distance of 2 mm will not have had any carbon build-up due to beam- 
induced effects. It may be noted that there are no significant diffe­
rences between the three sets of results. This also confirms the uni­
formity of the layers. The thin Cu target results obtained in section 
5.2.1 are again given here.
The values for deuteron- and helium-induced ionization are given 
in Tables 5.3.2.b and 5.3.2.c. The absence of ion beam channelling 
effects was verified with the helium ion beam by additionally measuring
Table 5.3.1.a. Uncertainties in the determination of K shell ionization 
cross-sections for protons (in percent)
Ti V Co Cu Ge
Systematic contributions:
Detector efficiency 4 3 2 2 3
Ion beam fluence 2 2 2 2 2
Target thickness 1 1 1 1 1
Fluorescence yield 3 1 2 1 2
Photon backscattering < 0.3 < 0.3 < 0.4 < 0.4 < 0.9
Target layer impurities 0 0 0 0 0
Fluorescence of chamber materials 0 0 0 < 1 0
Method of peak area integration 0 0 0 0 0
Deviation of ion beam position from 
source position 0 0 0 0 0
Projectile energy loss in target layer < 0.3 < 0.3 < 0.3 < 0.3 < 0.3
Photon attenuation in target layer <  0.1 < 0.1 < 0.4 < 0.3 < 0.2
Anisotropy of X-ray emission 0 0 0 0 0
Radiation-induced thickening of
0 0 0 0 0target layer
Fluorescence from bremsstrahlung <0.03 < 0.03 < 0.03 < 0.03 < 0.03
Fluorescence from characteristic 
X-rays 0 , o 0 0 0
Secondary electron-induced
0 0 0 0 0characteristic X-rays
Multiple ionization 0 0 0 0 0
Channelling effects <  0.5 < 0.5 < 0.5 < 0.5 < 0.5
Total systematic contribution 5 4 4 3 4
Random contributions:
Ion beam fluence 3 3 3 3 3
Peak area 1 1 1 1 1
Projectile energy 0.1 0.1 0.1 0.1 0.1
Dead-time correction 0.1 0. 1 0. 1 0. 1 0.1
Total random contribution 3 3 3 3 3
Total of systematic and 
random contributions
6 5 5 5 5
Table 5.3.2.a.: Measured proton-induced K shell ionization
cross-sections (barns)
Element
(z)
Ti(22) V(23) Co(27) Cu(29) Cu(29)a
Mean
Cu(29)
Ge(32)
Energy 
(MeV) /
1 .00 264.7 154.6 32.35 16.17 17.01 16.59 5.81
225.8 156.5 31.77 - - 5.94
1.25 388.7 282.1 60.76 30.73 33.74 32.23 11.78
1.50 589.6 425.1 100.6 53.41 51.81 52.61 20.94
1.75 764.2 555.3 138.8 75.88 - 75.88 30.38
2.00 956.3 689.3 182.5 99.62 102.5 101 .1 41.73
2.25 1125 837.0 233.3 130.3 129.4 129.9 55.57
2.50 1282 963.5 266.3 155.5 167.3 69.65
1323 975.8 268.6 - - 160.0 70.83
1311 968.4 269.4 157.3 - 69.14
2.75 1516 1133 333.3 193.5 198.0 195.8 86.25
3.00 1688 • 1263 387.5 229.5 ,232.6 231 .1 102.8
a Measurement performed at 6 = (j) = 12.5° - see section 5.2.1
the cross-sections at + 4°, and - 4° from the usual (vertical incidence) 
beam direction. Unfortunately the helium results for Co were lost due 
to a malfunction of the data transfer system. The helium beam lost 
13 keV in energy in traversing the Au foil and in reaching the centre 
of the target layer. This was corrected for by scaling up to 2.500 MeV 
with the aid of the corrected SCA theory. This correction was less 
than 2 %.
5.3.3 Discussion
5.3.3. 1 Proton_irradiation
The results for Ti and Cu have already been shown in Figs. 5.2.l.c 
and 5.2.1.d where they were compared to other available experimental 
data and to the BEA fit of Johansson et al. (1979). It can be seen 
that the present results fall within the main body of data and are 
somewhat higher than the fit. Similar agreement was obtained with the
Table 5.3.2.b. Measured deuteron-induced K shell ionization 
cross-sections (barns)
Element(Z) Ti(22) V(23) Co(27) Cu(29) Ge(32)
Energy 
(MeV) •
1 .00 35.19 21.70 3.986 1.732 0.5881
2.00 237.4 162.8 35.00 17.21 6.424
2.50 405.3 276.2 61.44 32.24 12.62
3.00 573.2 404.6 96.93 52.17 20. 19
Table 5.3.2.C. : Measured helium-induced K shell ionization 
cross-sections (barns)
Element(Z) Ti(22) V(23) Cu(29) Ge(32)
Energy
(MeV)
2.50 (+ 4°) 175.7 73.06 - -
2.50 ( 0° ) 177.0 73.35 8.167 2.820
2.50 (- 4°) 178.9 76.31 - -
other elements In Fig. 5. 3.3.1.a the present results for Ti and Cu are
compared to the results of the various theoretical predictions These
are the BEA as described by Garcia (1973), the PWBA as calculated by 
Benka et al. (1978) and the SCA with.binding energy, Coulomb deflection 
and electron relativistic corrections included as proposed by Laegsgaard 
et al. (1978). Rather than again plotting a mass of other laboratories1 
experimental data, it has been decided to compare the results only with 
those of Laegsgaard et al. (1979), at the University of Aarhus, as these 
are the only other results with comparable accuracy ( + 3 % to +_ 10 %) to 
the present ones. Most other workers claim uncertainties in the range 
+ 10 % to + 15 % and an examination of their methods of data reduction 
and statements of uncertainties indicates that the uncertainties may 
often be even higher than claimed. In fact this must be the case as 
the dispersion in published results is far greater than could be 
accounted for by considering the stated uncertainties (see section 5.1).
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sections for titanium  and copper compared w ith  the SCA, 
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It can be seen that the best fit is given by the BEA theory and that the 
SCA theory is better than the PBWA at lower projectile energies and 
higher target atomic numbers. The latter is to be expected from the 
discussion of section 3.1.1 as the SCA is a low energy approximation 
and the PWBA a high energy one. The agreement with the BEA may be for­
tuitous as the correction procedures have not yet been as fully developed. 
It should be pointed out that the broad agreement between the experi­
mental results and the theories themselves is quite good indicating that 
the different theories may soon converge. This indicates that, to be of 
use in comparing theories, experimental values for cross-sections must 
have systematic uncertainties of less than about Hr 10 %. .
In an attempt to cancel out some of the systematic errors in the 
experimental results, the ratio of Ti to Cu cross-sections are plotted 
in Fig. 5.3.3.1.b along with the theoretical predictions. Here it 
appears that the PWBA fits the data best. There appears to be little 
to choose between these theories in the range Z = 22-29 for protons of 
0.5 - 3.0 MeV. However, for higher Z values, the corrected SCA is found 
to be a very good fit to experimental data as it is the only theory 
that presently includes a relativistic correction (Laegsgaard et al.
1978) and, by its very nature, the SCA is most suited in predicting 
impact parameter dependencies of ionization cross-sections. It would 
therefore appear that this is the most physically interesting of the 
theories. For these reasons it was decided to concentrate on the SCA 
with the hope that this was the most likely theory that, with minor 
modifications, would most accurately predict cross-sections for the 
present range of interest.
In Fig. 5.3.3.1.C all the present thin target cross-sections 
values, divided by the predictions of the corrected SCA, are plotted as 
a function of the corrected adiabatic parameter \ (which was discussed 
in section 3.1.1). The theory varies from being too high by 14 % to 
being too low by 34 %. Nevertheless, it can be seen that the data lie 
on a very good straight line. When a similar plot (Fig. 5.3.3.1.d) is 
made using the uncorrected SCA, a much greater dispersion is observed 
with the higher Z results being progressively more to the left. Thus, 
for the present range of Z and projectile energy, the correction proce­
dures appear to be quite effective.
The straight line shown in Fig. 5.3.3.l.c was derived from a linear 
least squares fit to the data (known hereafter as the present SCA fit). 
Fig. 5.3.3.1.e shows the deviations of these data points and those of 
Laegsgaard et al. from that straight line. It is apparent that there
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Fig.5.3.3.1.e Ratios of experimental results to those of the p re ­
dictions of the present fit to the corrected SCA.
is almost double the dispersion in the data of Laegsgaard et al. In 
Table 5.3.3.1.a, the mean ratios of the data to present SCA fit are 
given for each element. The uncertainties are the standard deviations 
of the ratios. The mean ratio of all the data of the Aarhus group is 
0.947 _+ 0.027. However, one element (nickel) is especially low and if 
this is left out of the average, the result is 0.956 _+ 0.019. Thus 
the agreement between the two laboratories is excellent especially as 
very different experimental approaches have been adopted. Laegsgaard 
et al. claim uncertainties varying from _+ 3 % to + 10 % for their values 
but they have not included the 1 - 3 % uncertainties (A to) in the fluo­
rescence yield. The present systematic uncertainties (including A oS) 
go from _+ 3 % to _+ 5 % with random uncertainties of 3 %. The claimed 
levels of uncertainty are thus very similar. Unfortunately, as 
Laegsgaard et al. have not listed the individual contributions to the 
total uncertainty, it is not possible to make a more accurate comparison 
of the uncertainties.
Table 5.3.3.1.a.: Mean ratios of experimental data to the present
SCA fit
Element
(Z)
Ti(22) V(23) Mn(24) Fe(26) Co(27) Ni(28) Cu(29) Ge(32) Se(34)
Present 0.996 1.017 - - 0.969 1.003 1 .016 -
+0.014 +0.023 +0.024 +0.015 +0.019
Laegsgaard 
et al. 0.999 0.951 0.960 0.940 — 0.893 0.936 — 0.950
+0.019 +0.029 +0.034 +0.032 +0.014 +0.015 +0.038
Again examining Fig. 5.3.3. 1 .e it can be seen that most of the
present data fall within _+ 2 % of the fit. The slight structure as a 
function of energy, apparent in the present results, is most likely due 
to errors in the calibration of the energy of the proton beam. It is 
most improbable that structure in the cross-section would appear at the 
same energy for all the targets. Also there is no evidence of such 
structure with the data of Laegsgaard et al.
Using the present SCA fit, cross-sections in the range Z = 18-50 
have been computed and are given in Table 5.3.3.1.b. The standard 
deviation of the present experimental data from the fit is _+ 2.7 %.
This standard deviation will include the effect of all the random errors 
and also the uncertainty in the target thicknesses as these become
random in a series of weighings of different targets (no significant 
systematic error has been found in the CBNM ultra-high vacuum micro­
balance) . Except for the uncertainties in the detector efficiency and 
in the ion beam fluence, all the other systematic errors are small, 
vary from target to target and have different signs.
Table 5.3.3.1.b.: Fitted proton-induced K shell ionization
cross-sections (in barns) based on modified 
SCA theory
z Element
PROTON ENERGY
1.0'MeV 1 .5 MeV 2.0 MeV 2.5 MeV 3.0 MeV
18 Ar 1374 2692 3902 4923 5761
19 K 874.5 1806 2712 3509 4186
20 Ca 560.6 1218 1893 2511 3052
21 Sc 368.6 838.7 1344 1825 2258
22 Ti 242.7 578.0 955.4 1327 1671
23 V 161 .2 400.5 682.4 969.3 1242
24 Cr 108.1 279.6 490.2 711.5 927.5
25 Mn 73. U 196.4 354.1 524.7 695.4
26 Fe 49.93 139.0 257.3 389.0 523.8
27 Co 34.38 99. 12 188.0 289.8 396.3
28 Ni •23.85 71.05 138.0 216.7 300.7
29 Cu 16.61 51 .06 101.4 162.3 228.5
30 Zn 11.65 36.87 74.90 121 .9 174.1
31 Ga 8.224 26.80 55.58 91.95 133.1
32 Ge 5.855 19.59 41.48 69.72 102.4
33 As 4. 195 14.40 31.08 53.05 78.85
34 Se 3.014 10.61 23.32 40.39 60.79
35 Br 2.184 7.879 17.62 30.95 47.10
36 Kr 1 .590. 5.878 13.35 23.77 36.61
37 Rb 1.167 4.409 10.18 18.36 28.55
38 Sr 0.8615 3.106 7.803 14.24 22.38
39 Y 0.6400 2.524 6.007 1 1 .08 17.60
40 Zr 0.4779 1.926 4.644 8.666 13.89
41 Nb 0.3596 1.478 3.611 6.811 11 .01
42 Mo 0.2709 1.136 2.814 5.360 8.738
43 Tc 0.2064 0.8832 2.214 4.258 6.994
44 Ru 0.1574 0.6868 1.742 3.381 5.601
45 Rh 0.1211 0.5389 1.382 2.706 4.513
46 Pd 0.09303 0.4222 1.096 2.164 3.635
47 Ag 0.07188 0.3329 0.8741 1.739 2.941
48 Cd 0.05594 0.2643 0.7010 1.407 2.394
49 In 0.04350 0.2097 0.5627 1.138 1.948
50 Sn 0.03393 0.1671 0.4531 0.9224 1.590
Therefore it is expected that these will effectively cancel out in the 
fit. The ion beam fluence measurements have an absolute uncertainty
of +_ 2 % and those of the detector efficiency _+ 2 % to + 3 % except for 
Ti which has one of _+ 4 %. Thus the total uncertainty in the present 
fitted SCA cross-sections is about _+ 5 % for the range Z = 22-34. In a • 
more detailed treatment of the uncertainties of the fit, account should 
be taken of the fact that the fit will be more accurate in the central 
region of the curve. Making similar calculations with the claimed un­
certainties of Laegsgaard et al. gives an uncertainty of about _+ 4 % in 
the fit using their data as they claim that the detector efficiency 
uncertainty of +_ 3 % is the only one of significance. However, if one 
regards Table 5.3.3.1.a and Fig. 5.3.3.l.e then the mean difference in 
their cross-sections from element to element varies by 10.6 % compared 
to 4.8 % for the present experimental results. This would indicate that, 
in fact, their uncertainties are significantly greater than the present 
ones. This may originate from the fact that their method relies strongly 
on the Rutherford scattering law. They measure the Rutherford scattered 
protons simultaneously with the X-rays using well calibrated detectors. 
With such a technique, the mass of the target and the ion beam fluence 
cancel out in the calculation of the X-ray production cross-section. 
Unfortunately this method requires that the proton scattering accurately 
follows the Rutherford cross-section for all the energies and targets 
used. As has been mentioned in section 3.2, Jarjis (1979a) has found 
evidence for +_ 5 % deviations from this law for 1-4 MeV alpha particles 
backscattered from Cr and Ni. This corresponds to energies per nucleon 
of 0.25-1.00 MeV which is well below the Coulomb barrier (~ 8 MeV). 
Judging from the paper of Jarjis, the evidence for this deviation at 
these energies appears somewhat tenuous but it should be borne in mind 
as another possible source of error. Such deviations would only slightly 
affect the present results as the absolute values of the ion beam fluence 
measurements are based on effective averages of the Rutherford scattering 
values for a variety of targets and projectile energies and the target 
thicknesses were determined in an independent manner.
Until further work is performed on these possible deviations from 
the Rutherford scattering law, it seems reasonable to give equal uncer­
tainties of + 5 % to the fits from the present data and those of 
Laegsgaard et al. Averaging the two fits gives the result that the 
present fitted SCA cross-sections should be reduced by 2.2 % and the 
uncertainty in this average is + 4 L  It is thus recommended that, 
until evidence emerges to suggest that one set of results is in the 
ascendency or until another laboratory performs measurements of equal 
or higher accuracy, the present fitted SCA ionization cross-sections,
reduced by 2.2 %, are accurate to + 4 % and are by far the best data 
available. Uncertainties due to the fluorescence yield values have 
not been included in these discussions. However, if other workers 
utilise the same values as are presently used (Bambynek et al. 1972) 
to calculate the X-ray production cross-sections, this uncertainty 
will largely cancel out. It should be stressed that the above dis­
cussion of accuracies only holds for 1-3 MeV protons incident on 
targets of Z = 22-34. The accuracies at higher Z are discussed later.
In Fig. 5.3.3.1.f, the present SCA fit is compared to the other 
available fitted cross-sections. The BEA fit of Johansson et al.
(1976) has already been discussed. Lopes et al. (1979) have suggested 
that, for any particular energy, the ionization cross-section varies 
as exp(-Z). They also discuss some theoretical evidence for this. It 
is worthwhile to examine Fig. 5.3.3.l.g. If there was a truly expo­
nential fall-off in cross-section between Z = 22-32, the experimental 
data would follow the dotted line. However, the experimental data 
fall consistently below this line which indicates that the ionization 
cross-sections follow a function of Z which is somewhat greater in 
second derivative than an exponential function. For example, at 1 MeV 
the present fitted SCA cross-section is 9.7 % below that predicted by 
the exponential law for the middle of the range Z = 22-32. Similar 
conclusions were reached when the experimental data of Laegsgaard et 
al. were used. Lopes et al. have fitted the available experimental 
data for proton energies of 0.60, 0.80, 1.00, 1.20, 1.40, 1.60, 1.80 
and 2.00 MeV to exponential functions of Z for the ranges Z = 20-26, 
27-34, 35-41 and 42-50. For example, the results for 2 MeV protons 
incident on Z = 20-26 targets are obtained by fitting the experimental 
data with an exponential function of Z only for these seven elements. 
Data for other Z’s and proton energies do not play any part in the 
fit. Thus in going from one energy and one Z range to the next, data 
from completely different laboratories may be included. This has the 
effect of producing large discontinuities in the cross-sections pre­
dicted by Lopes et al., as can be seen by examining Fig. 5.3.3.1.f.
For 1 MeV protons, there is a 15 % jump in the normalised cross-section 
in going from Z = 34 to Z = 35. Such discontinuities seem unphysical 
and suggest a poor fitting technique has been utilised. However, the 
greatest deviation of these data from the present SCA fit is 15 %.
Part of this deviation is probably also due to the fact that their 
exp(-Z) assumption does not hold.
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The BEA fit of Johansson et al. is in good agreement with the 
present SCA fit at Z = 22 and then becomes progressively lower until at 
Z = 50 it is 31 % lower for 1 MeV protons. This curve is smooth as it • 
based on a 5th degree polynomial ’universal’ BEA scaling law fit for a 
large region of the periodic table and for widely differing projectile 
energies. The failure of the fit at higher Z is probably due to the 
lack of an electron relativistic correction. For example, this correc­
tion for 1 MeV protons on Sn(Z = 50) is + 52 % of the uncorrected cross- 
section of the SCA theory. If they had fitted over a smaller range of 
Z and projectile energy, better results would probably have been achieved.
The accuracy of the cross-sections in the region Z = 22-34 has 
already been discussed. As Z cross-sections for higher Z elements have 
not been measured in the present work, no statement of accuracy will be 
made for cross-sections for Z = 35-50. However, in Fig. 5.3.3.1.h, the 
cross-section data taken from the compilation of Gardner et al. (1978) 
are divided by the present fitted SCA predictions and plotted as a 
function of Z. The mean deviations (shown as dashed lines) from the 
predictions are + (5.7 _+ 12.3) %, - (8.3 _+ 9.3) % and - (10.8 +_ 9.3) % 
for 1, 2 and 3 MeV protons where the uncertainties are the standard 
deviations of the means. Giving an equal weighting to these three 
results, it is concluded that on average the experimental data are 
(4.5 _+ 6.0) % below the present fit. Thus if an uncertainty of about 
_+ 10 % was assigned for targets with Z = 35-50, this would probably be 
consistent with a 1o confidence level. It has already been stated the 
two most likely errors (detector efficiency and ion beam fluence) found 
in most laboratories would make the measured cross-sections too low. 
Therefore it is to be expected that the 'true' values will be somewhat 
higher than the mean of the available data. The error in the fits of 
Lopes et al. do not appear to be any worse in the high Z region.
However the fit of Johansson et al. lies below nearly all the experi­
mental data. It is concluded that this fit is unsuitable for Z >  34 
and the present projectile energy range. It would seem that even in 
this higher Z region the present fit to the SCA theory is the most 
accurate available.
5 . 3 . 3 . 2
The same fitting procedures were applied to the deuteron and alpha 
particle results. Figs. 5.3.3.2.a and 5.3.3.2.b show the measured cross- 
sections divided by the predictions of the corrected SCA theory of 
Laegsgaard et al. (1978).
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As there are less data for deuterons than for the protons the 
standard deviation of the fit is 1 % higher (i.e. +_ 3 %). This yields 
cross-sections with a total uncertainty of _+ 6 %. The predictions are 
presented in Table 5.3.3.2.a.
Table 5.3.3.2.a.: Fitted deuteron-induced K shell ionization
cross-sections (in barns) based on modified 
SCA theory
z Element
DEUTERON ENERGY
1.0 MeV 1.5 MeV 2.0 MeV 2.5 MeV 3.0 MeV
22 Ti 37.05 118.3 243.6 401.1 579.0
23 V 23.10 76.54 161.9 272.7 401 .1
24 Cr 14.63 50.06 108.8 187.0 279.9
25 Mn 9.388 33.15 73.69 129.2 196.7
26 Fe 6.106 22.19 50.45 90.12 139.3
27 Co 4.023 15.02 34.88 63.37 99.39
28 Ni 2.678 10.26 24.27 44.83 71 .28
29 Cu 1.796 7.048 16.98 31.83 51 .29
30 Zn 1.214 4.878 11.96 22.75 37.12
31 Ga 0.8308 3.408 8.497 16.38 27.04
32 Ge 0.5737 2.406 6.084 11.87 19.83
To remain consistent with the case of protons, these values may be
reduced by 2.2 % as the absolute uncertainties are the same as for 
the proton case (section 5.3.3.1). The cross-sections are very similar 
to those found with protons of equal velocity. The biggest deviation 
in the present range is for 2 MeV deuterons on Ge(32) where the deuteron 
cross-section is 3.9 % higher than the 1 MeV proton case. As Z increases 
the deviation will increase (Laegsgaard et al. 1978). This is probably 
due to the fact that the neutron reduces the charge to mass ratio and 
hence reduces the Coulomb deflection effect (see section 3.1.1) conse­
quently increasing the cross-section. The only other thin target deuteron 
data known for the present energies are the data of Basbas et al. (1978b) 
for Ni. Their values are 17 % and 14 % below the present fit for 2 and 
3 MeV deuterons. The claimed uncertainties are _+ 10 % in the X-ray 
production cross-section. Thus the values are consistent with the un­
certainties. The present fitted deuteron-induced K-shell ionization 
cross-sections are essentially the only ones available for deuterons
and are of sufficient accuracy for PIXE analysis. It is hoped that 
these may be of use in materials research where, for instance, light 
surface elements are often analysed by deuteron-induced nuclear reac­
tions. Heavier elements in the range Z = 22-32 may now be analysed 
simultaneously by using deuteron PIXE.
The fitted alpha-particle-induced cross-sections are of lower 
accuracy. Besides the fact that the fit is only derived for one pro­
jectile energy and for just four target elements, the foil of the ion 
beam monitor ruptured following the Ti and V measurements. This re­
quired that the Cu and Ge measurements be performed without the monitor. 
Also, because of the lower cross-sections, the counting statistics were 
poorer. However, it is not thought that the total uncertainty in the 
fitted values will be greater than +_ 15 %. These values are given in 
Table 5.3.3.2.b. A fit to the other experimental data available at this 
energy yields results 9 % to 11 % higher than the present fit.
. 4
Table 5.3.3.2.b.: Fitted 2.50 MeV He-induced K Shell ionization
cross-sections (in barns) based on modified 
SCA theory
z 22 23 24 25 26 27 28 29 30 31 32
Element Ti V Cr Mn Fe Co Ni Cu Zn Ga Ge
Cross-section 178 1 1 1 70.1 4 4 .8  3 0 . 0  19 .0 12.5 8 .2 7  5 .5 4  3 .7 5 2 .5 7
It may be noted that the deviations of the fit to the present expe-
rimental data from the corrected SCA theory of Laegsgaard et al. (1978) 
are zero at £ =0.69, 0.71 and 0.61 for protons, deuterons and alpha 
particles respectively. This seems to indicate that the deviation of 
experimental results from theory is independent of projectile mass but 
dependent on atomic number. It is suggested that this is either due to 
an inadequacy in the binding energy correction or inaccuracies in the 
original uncorrected SCA theory. It is hoped to investigate this trend 
further by using higher atomic number projectiles. In the meantime, it 
appears that the binding energy correction is the most open to question. 
It is perhaps of importance to point out that the idea to fit the expe­
rimental data in terms of the corrected adiabatic parameter (£) and the 
corrected SCA cross-sections resulted from the present author's desire 
to obtain accurate cross-sections for PIXE analysis but that, at present, 
the straight line fit has no theoretical justification.
5.4 Evidence for simultaneous K and L shell ionization
During the cross-section measurements with the thin and thick 
targets of Ti, it was observed that the /Kfl ratio for the thick target 
case did not vary in the manner expected. This ratio is plotted as a 
function of projectile energy per nucleon mass in Fig. 5.4.a. As the 
Kp X-rays are of higher energy than those of the transition, it was 
presumed that the /K^ ratio would be similar to the thin target case 
at low energies and increase at higher energies since, at higher energies, 
some photons would be emitted at greater depths and the photon attenua­
tion coefficient is lower for X-rays than X-rays. In fact, at low
projectile velocities, it can be seen that the /K^ ratio is actually
less than the thin target case. The most likely explanation for this
phenomenon follows from the results of a study by Moore et al. (1972).
By using a LiF crystal spectrometer, they observed the X-ray spectra 
created by the irradiation of Ti with protons, alpha-particles and oxygen 
ions. Satellite peaks with energies 26 eV and 52 eV above the normal 
and Kp lines respectively were found. These energy differences are in 
agreement with those expected for transitions when a 2p electron is 
already absent. This additional vacancy causes an increase in the 
electron binding energy and hence gives rise to an increased transition 
energy. For the case, this increase is just sufficient to make the 
photon energy greater than the K absorption edge for Ti. Thus the 
photon attenuation coefficient for the satellite X-rays is increased 
by almost an order of magnitude which results in preferential absorption 
for these X-rays hence reducing the /Ka ratio. The intensity of these 
peaks was found to be about one order of magnitude less than the normal 
characteristic X-ray.
The change in /K^ ratio should provide a measure of the degree 
of simultaneous K and L shell ionization. However, in order to obtain 
quantitative information on the number of such vacancies, the yield 
curve would have to be differentiated as a function of projectile energy 
in a manner similar to that used for the case during the thick target
K shell ionization cross-section measurements. The cross-sections for 
and production would then have to be compared to those obtained in 
the thin target case. This would have required much extra work and it 
is doubtful whether- the peaks were of sufficient precision to enable 
such calculations to be performed accurately. It was therefore decided 
to take advantage of the fact that the presence of the satellite line 
would shift the centroid position of the peak. The shift in the
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centroid was used to determine the intensity of the satellite by 
making the assumption that both peaks were Gaussian in nature.
It was assumed that, to a fair approximation, all the satellite 
Kp X-rays would be absorbed in the thick target. Thus the position of 
the peak for the thick target was assumed to be the normal position 
and that for the thin target to be modified by the satellite as just 
described. Hence the fraction ( g )  of K X-rays emitted in the presenceKLi
of an L shell vacancy was determined from measurements of the peak 
centroid shifts. These results are illustrated in Fig. 5.4.b where 
they are compared to the theoretical predictions based on the BEA for­
mulations of Gryzinski (1965),as calculated by Li et al. (19 7 3)? and of 
Hansen (1973). Also included are the experimental results of Li et al. 
which were derived in a different manner and which have uncertainties
of typically + 15 %. The present statistical uncertainties in g are 
—  KL
about +_ 50 %. This is principally due to the fact that the peak 
centroid shift is typically only 0.3 channels (5 eV) and the uncertainty 
in the measurement of the centroid position is + 0.1 channels. It can 
be seen that, at energies above 1.25 MeV per nucleon, there is quite 
good agreement between the experimental results which are about 25 % 
below the predictions of the theories. The discrepancies at the lower 
energies may be. due to a large error in the approximation that all the 
satellite lines are absorbed in the thick target as, at the lower pro­
jectile energies, the X-rays will be produced nearer the surface.
For protons incident on the thin Ti layers used in the present 
work, only 0.04 % of the total X-rays would be absorbed due to the 
satellite affect. However, if thicker targets (2 mg cm )^ were used, 
as was the case in the work of Akselsson et al. (1974), a correction 
of about 5 % would have to be employed. If the X-ray detector had 
insufficient resolution to separate the and peaks, then the 
measured total K X-ray peak would have to be increased by approximately 
0.5 %. For thick targets this latter correction would be 1 %, 1 % and 
4 % for protons, deuterons and alpha-particles respectively. Thus the 
effects of multiple ionization will become increasingly important with 
higher Z projectiles and this should be borne in mind when measuring 
cross-sections with detectors of poor resolution. Alsos some work on 
simple depth profile determination by measuring /K^ ratios has been 
performed (Ahlberg 1975). If the element of interest is a major com­
ponent of the bulk matrix, then significant errors may be encountered 
due to the enhanced absorption of the X-ray.
5.5 Minimum detection and quantitation limits for thick carbon backings
The spectra recorded during the thin target cross-section measure­
ments afforded the possibility of comparing the background levels obtained 
with the different projectiles. For this purpose the targets were con­
sidered to be totally carbon as only a negligibly small fraction of the 
projectile energy loss takes place in the evaporated layer. The spectra 
from the Ge target were chosen as the Ge K X-ray peaks interfered the 
least with the background spectra since Ge has the lowest cross-section 
of the elements measured. Its peaks were also in the higher energy 
slowly varying part of the background which allowed easy extrapolation 
of the background through this region. It was decided to compare the 
spectra at about the energy that had been found the optimum for proton 
irradiation. Thus the projectile energy of 2.5 MeV was chosen. Some 
authors prefer to compare at a fixed energy per nucleon in order to 
compare each projectile species at its optimum energy. This would have 
meant using an alpha-particle energy of 10 MeV which was not available 
with the present machine. The primary interest here has been to obtain 
the optimum combination of conditions for use with 1-3 MeV accelerators 
which are most widely available throughout the world.
The photon background levels recorded for fluences of 4 pC are 
shown in Fig. 5.5.a. They have been corrected for the intrinsic effi­
ciency of the detector but not the geometrical efficiency and so the
-4
levels should be divided by (1.028 +_ 0.023) x 10 to obtain the result 
in 4 it steradians. However, as it is a thick target, the radiation will 
only be emitted into the forward hemisphere. It should also be remem­
bered that the measurement was performed at a detector-beam direction 
angle of 157.5°. The results will probably be somewhat different at 
other angles but, as the backgrounds from the three projectiles differ 
from each other by typically an order of magnitude, the following con­
clusions will not be greatly affected. The levels are presented per 
200 eV of photon energy as this typically represents the amount of 
background under 1 FWHM of the peak being analysed (see Fig. 4.4.4.b).
In all cases the background levels increase rapidly below 3 keV, but 
no results below this energy are presented as the reduced efficiency 
of the detector with the polyethylene absorber distorts the background 
continuum. It will be remembered that this absorber was added delibe­
rately to reduce dead-time effects during the much more important 
cross-section measurements.
For all the particles, there is a large rise in the background at 
low energies. This is due to the secondary-electron bremsstrahlung
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which has a maximum energy of 5 keV, 2.5 keV and 1.25 keV for 2.5 MeV 
protons, deuterons and alpha-particles respectively. Hence it can be 
seen that at the lowest photon energies the lighter projectile has the • 
greater background associated with it. At higher photon energies the 
background is mainly due to projectile bremsstrahlung and Compton 
scattered 7-rays from nuclear reactions (see section 3.1.4). The latter 
effect is probably responsible for the high background level found when 
deuterons are used.
It might appear from simple background considerations that alpha- 
particles would be superior for PIXE analysis. Fig. 5.5.b shows the 
MDL for elements with Z = 22-32 calculated as described in section 3.1.5.1 
and with the assumption that'the background is that found for the inter­
val of 200 eV under the peak. The results may be scaled for different 
experimental arrangements. The X-ray production cross-sections were 
calculated from the present SCA fit. Except at the lowest Z, the protons 
are always superior, due to their much larger X-ray production cross- 
sections, but alpha-particles are comparable up to Z = 26. Deuterons 
are 4 - 2 0  times worse than protons. The proton MDL only varies by a 
factor of two in the whole range. This is a most useful property in
multi-element analysis. For Fe, the MDL for thick carbon backings cor-
- 2
responds to 7.6- ng cm . If this result is compared with that found for 
- 2
the 4.5 mg cm Sartorius filters discussed in Chapter 6, one may see 
that the MDL1s are very similar. The explanation for this is that,
although the proton is creating background along most of its path, after
- 2  . . .
about 4.5 mg cm most of this is absorbed in the target before reaching
the detector. Thus a thick backing may not be significantly worse than 
a semi-thick backing.
However, as has been already pointed out, MDL results can be mis­
leading as they give no indication of precision. For instance, in the 
case of Fe, the MDL requirement is satisfied for 24.4, 56.2 and 4.1 
counts for protons, deuterons and alpha-particles. The statistical 
uncertainty in the alpha-particle result would be 65 %. In fact it 
is highly unlikely that any computer programme would find such a small 
peak. For these reasons the minimum quantitation limits (MQL) have also 
been calculated for the case of a precision of 10 % and are shown in 
Fig. 5.5.c. The great superiority of proton PIXE can clearly be seen 
here. After Z = 25, deuteron PIXE also yields more precise results than 
that of alpha-particles. The MQL results are not amenable to simple 
scaling and different conclusions would be reached with different ion 
beam fluences. For fluences much higher than 4 MC, the alpha-particles
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will become superior to deuterons. It is thus necessary to calculate 
the MQL for the actual ion-beam fluence used. This may be achieved 
with the cross-section and background data provided in this chapter. 
This should prove useful as many samples are composed of carbonaceous 
materials. However it should be remembered that the present MDL and 
MQL results are for the trace element of interest being on the surface. 
The calculation becomes more complicated when the trace elements are 
distributed throughout the bulk of the matrix.
CHAPTER 6 
SELECTED APPLICATIONS OF PIXE ANALYSIS
6.1 Studies of temporal variations of the air particulate content of the
atmosphere and work-shop environments
6.1.1 Introduction to the problems of air particulate pollution
The air of the earth's biosphere, which is essential to all life, 
is not a homogeneous medium but is a mixture of gaseous, liquid and 
solid components. The solid airborne particles vary widely in chemical 
composition, size, shape and homogeneity. These particulates are usually 
referred to as ’aerosols' regardless of their origin. The physical, 
chemical, medical, biochemical and technological effects of air particu­
lates cannot be gauged exclusively from one analytical method. However, 
it will be shown that PIXE analysis is well suited to the elemental 
analysis of these particulates and shows much promise in the study of 
the transport mechanisms and variations in concentration of this form 
of pollution. This work has to be put in the context of the fact only 
one aspect of dust analysis is being considered (the elemental content) 
and that these particulates are only one component of the air we breathe. 
Also, the air is only one pathway for pollutants entering man; food and 
water often contain harmful substances and the inter-relationships 
between these different sources are extremely complex. However, PIXE 
analysis can also make a contribution to the latter fields of study.
Recently, Fennelly (1976) has shown that about 90 % of the total 
air particulate matter is natural rather than anthropogenic (the causes 
are such diverse factors as. volcanic emissions, the wind-erosion of soils 
etc) although, on a local scale, this may not be so. Thus there will 
always be an atmospheric dust problem. However, two points should be 
noted. Firstly, even though these particulates are 'natural' it does 
not necessarily mean that they are harmless. Moreover, the populations 
living in today's: overcrowded cities may suffer from combinations of 
these dusts with anthropogenic effects such as smog. Secondly, the 
types of dusts presently created by mankind are often very different 
both in form and chemical composition. The heavy metals in the atmos­
phere are largely due to the effects of industrialization. An under­
standing of the sources, distributions and effects of such aerosols is 
a long term target which requires the collaboration of workers from 
many fields such as meteorology, physics, chemistry and medicine.
Mason (1978) has discussed the early history of air pollution.
Prior to the Industrial Revolution, the prime source of thermal energy 
in England was wood. However, coal had been used in Europe as early 
as 1200 AD. The unrestricted use of coal for domestic heating gave rise 
to the first known recorded complaint about the quality of London air, 
being made by Eleanor, the wife of King Henry III, in 1257. During the 
reign of Edward I (1272-1307), protests from the nobility on the use of 
Sea Coal resulted in two special commissions being set up to investi­
gate air pollution. During the reign of Edward II (1307-1327) a man was 
put to torture for polluting the air with 'a pestilential odour' from 
the burning of coal. By 1450, Parliament had taken steps to reduce the 
domestic use of coal both by establishing a coal tax and by limiting the 
import of coal into London. Despite such early measures, the onset of 
the industrial era led to increased particulate pollution and peak
levels occurred in London during the height of the Industrial Revolution
—3(around 1880). Levels of up to 860 Pg m of particulate matter were
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recorded. The present recommended maximum loading-is 80 Pg m which 
is the approximate level at which the World Health Organisation suggest 
that the condition of those with pulmonary diseases is worsened.
Perhaps the culmination of public awareness of the 'smoke problem' 
in England occurred during the severe fog of 5.-9 December 1952 in London 
in which it is estimated that about 4000 people died prematurely. The 
diseases for which mortality figures are quoted are bronchitis, coronary 
diseases, myocardial degeneration, pneumonia, vascular lesions of the 
central nervous system, respiratory tuberculosis and cancer of the lung. 
The people who died were probably already ill but the pollution incident 
precipitated their deaths. Other tragic air pollution episodes took 
place in the Meuse river valley in Belgium in December 1930, in Donova, 
Pennsylvania in the U.S.A. in 1948 and again in London in 1962 (Fennelly 
1976). Partly as a result of such incidents, the governments of most 
of the industrialised countries began to take action against air pollu­
tion. For example, in London, only 'smokeless' fuel is now allowed to 
be burnt. All over Britain local authorities collect daily air parti­
culate samples on filters and measure the level of blackening by reflec- 
trometry. These results are correlated by a central government labo­
ratory at Warren Springs. Although such measurements are rather crude 
and occasionally unreliable, they have played quite an important role in 
achieving a significant reduction in the level of the total particulate 
matter in Britain. The probability of the occurence of such deadly smogs
has now been largely removed and the widespread use of North Sea gas 
for domestic and industrial purposes has further reduced air particulate 
levels.
However, it seems that many of the more insidious components of air 
pollution still remain and may even have increased. Although the levels 
of the relatively harmless bulk elements, such as carbon, have been 
significantly reduced, the levels of the more dangerous trace metals do 
not appear to have followed the same trend. In fact pollution from motor 
vehicles, especially lead, seems to be on the increase. It is rather 
difficult to draw firm conclusions on this as wide-scale multi-elemental 
analyses were not performed until the last decade. A partially successful 
attempt was made to investigate atmospheric trace element levels over the 
past decades by neutron activation analysis of tree-rings (Gilboy et al.
1979) although this technique is confused by the active biochemistry of 
botanical systems.
Acidic sulphur compounds combined with air particulates have been 
shown by epidemiological studies to be related to impaired ventilatory 
function in children (Fennelly 1976) and it is well known that lead can 
cause permanent brain damage. It is not only a question of chemical 
composition of these particulates but also of their physical nature. 
Particles with diameters less than a few Pm have a good chance (~ 30 %) 
of bypassing the body's respiratory filters and penetrating deep into 
the lungs. The probability of retention is dependent on the particle's 
shape. Even materials such as silicones, which for the most part are 
chemically inert, can cause acute physical irritation of sensitive lung 
tissue and lead to diseases such as silicosis (Fennelly 1976). Besides 
the direct health effects of air particulate pollution, evidence is 
emerging that the weather, even in a localised way, is being modified. 
Changnon (1979) has shown that during the summer there is more rainfall 
downwind of St. Louis (U.S.A.) than in other directions, where the pol­
lution is expected to be less. Cases of the acidic destruction of the 
surfaces of ancient monuments have been frequently reported and the 
accelerated deterioration of outdoor metallic structures represents a 
severe economic penalty in industrial communities. The quality of life 
can also be affected in less measurable ways. For example, the present 
author has observed that, whilst living in the town of Dartford, the 
houses, washing etc. were often covered by a thin layer of white dust 
when the wind blew from the direction of nearby cement works. Although 
it is believed that no physical health hazard has yet been proved, the 
emotional upset and economic consequences resulting from such pollution 
should be taken into account.
The above cases are only a small selection of the wide-ranging 
effects of air particulate pollution. Even so, it can be seen that 
there is now an urgent need to measure the elemental content of air 
particulates and that this should be done with a temporal resolution 
comparable with the rates of change of the incidents being studied. As 
fog episodes are often of only a few hours duration, a temporal reso­
lution of two hours seems a reasonable starting point. Shorter time 
resolutions would result in less particulate deposit being found and 
more analyses being necessary. Besides being able to investigate the 
role of meterological factors on particulate levels, the effect of 
patterns of human activity (rush-hour traffic etc.) can also be examined. 
Until recently, most air sampling work has been performed only with 
daily samples and so much useful information has been lost. Realising 
the need, Nelson et al. (1976) at Florida State University (FSU) intro­
duced the ’streak* sampler. The essence of this is a sliding, sucking 
orifice which produces a long streak of dust deposit on the air filter. 
Each 2 mm section corresponds to 2 hours of sampled air. To avoid, 
disturbing the air being sampled, a low pumping rate must be used. These 
practical considerations result in 2 mm sections which contain only 
nanogrammes of the elements of interest. Thus an analytical technique 
with low minimum detection limits which can analyse discrete sections 
of the sample is required. It will be shown that PIXE is well suited 
to this problem.,
In 1976 work was begun on a modification of the FSU system at the 
University of Surrey. The details of this system were given in a recent 
thesis (Mason 1978) and will not be repeated here. In 1977 the CBNM PIXE 
system was developed by the present author. Its primary purpose was the 
accurate measurement of ion-induced characteristic X-ray yields. However, 
it was also designed in such a manner that the lighter elements in air 
particulates, not measurable with the Surrey system, could be detected.
In the next section, the present method of analysing the Surrey samples 
is described. In the section following that, the development of an 
improved sampler at the CBNM is examined together with some different 
applications and further work on quantifying the volume of air sampled.
6.1.2 Early work with Guildford samples
6.1.2.1 lUiE^duction
Air particulate pollution, in the town of Guildford, is being 
studied jointly by the CBNM and the University of Surrey. Elemental
analysis was originally achieved by the use of instrumental neutron 
activation (INAA) at Surrey. For twenty-four hour samples, the elemental 
concentrations given by INAA were found to vary from one day to the next 
by as much as an order of magnitude (Hasan et al. 1972). In order to 
relate these changes to the time of day and to meteorological factors, 
a system for 'streak* sampling and subsequent PIXE analysis was developed 
(Mason 1978, Mason et al. 1978). Elements with Z >  24 were initially 
determined using 2 MeV protons, and a Ge(Li) photon detector, at the 
University of Surrey, This system has been outlined previously (Gilboy 
et al. 1979).
It was found that there is a need to examine the variations in the 
concentrations of the lighter elements in order to study in more detail 
the effect of meteorological parameters. This is especially important 
for Na and Cl levels due to sea winds while sulphur is also of interest 
as this is a very common industrial air pollutant. Therefore, a pro­
gramme to analyse the light elements was initiated using the CBNM PIXE 
system. This section describes the methodology of analysing the air 
particulate samples and reports some preliminary conclusions on Guildford 
air particulate pollution.
Quantitative PIXE analysis of the lighter elements (Z < 23) is 
difficult for a-variety of reasons. One of the biggest experimental 
problems is the low energy (< 5 keV) efficiency calibration of the 
Si(Li) photon detector as has been discussed in section 4.4.5. In 
addition, the presence of the large secondary-electron bremsstrahlung 
background in this region increases the minimum detection limit of the 
method. There is a scarcity of proton-induced K-shell ionization cross- 
section data for use in absolute analysis and an almost total lack of 
such data for alpha-particles (as was discussed in Chapter 5). For 
elements in the range Z = 11-21, Johansson et al.'s (1976) values 
have been used but these cross-sections are much less accurate than 
for the higher Z range (Z = 22-34) where many more accurate experimental 
values are now available. Also, fluorescence yields are low and typi­
cally only known to an accuracy of about _+ 4 % for the lighter elements.
Air particulates consist primarily of very light elements such as 
carbon and oxygen, in compound form, among which the heavier trace 
elements, often in the form of organic complexes, can be found. It is 
of great environmental interest to compare the temporal variation of 
these heavier elements with the variation in the total mass of the 
deposited air particulates. For this reason, RBS spectra were recorded 
simultaneously with the PIXE spectra in order to obtain some information 
on the total mass of the deposits.
6.1.2.2 Apparatus
A uniform 1 mm diameter ion beam was obtained by collimation, with 
tantalum apertures, of a de-focused beam. The ion beam fluence was 
measured by the foil ion beam monitor placed between the collimators 
and the target and, for comparison, also by Faraday cup current inte­
gration. To prevent bremsstrahlung and characteristic X-rays from the 
Faraday cup material reaching the Si(Li) detector, the cup was placed 
about 12 cm behind the target.
The workings and location of the air sampling system has been
described elsewhere (Gilboy et al. 1979). In essence, the sampler
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consists of a square PTFE orifice of 4 mm area, connected to an air 
pump, which moves along behind the filter at 1 mm per hour. Thus any 
point along the length of the trace represents a two hour moving average. 
The filters used are Sartorius membrane filters which are made of cellu­
lose acetate and have a 0.45 A*m average pore diameter. Each two hour 
moving average has been measured to correspond to 72 litres of sampled 
air which is similar to the volume of air breathed by human beings.
For the ion beam analyses at the CBNM, the filters were removed from 
their perspex cassettes and placed in an aluminium target holder. The 
use of this conducting target holder effectively removed the continuum 
radiation due to electric discharge effects which occur when non-con­
ducting targets are irradiated in holders of insulating materials (see 
section 3.1.4).
The streak sampler was situated at a height of 15 m above ground 
level on the University of Surrey campus in Guildford. There are not 
any strong local sources of pollution at this site, which makes it 
suitable for studying pollution transport from distant sources (Mason 
1978).
6.1.2.3 Experimental_technique
In principle, either an absolute or comparative method can be used 
for quantitative PIXE analysis. However, for the case of air particulate 
deposits, good comparator standards do not yet exist, are difficult to 
fabricate and it is not a simple matter to produce a multi-element 
internally spiked standard. Therefore, an absolute approach to the 
quantitative analysis was chosen.
To achieve absolute quantitative analysis, the full energy peak 
efficiency of the Si(Li) detector needs to be known. If thin calibrated 
layers of every element of interest were available, it would be un­
necessary to determine the efficiency explicitly since the number of 
X-ray counts obtained from the known target, for a fixed ion beam 
fluence, is all that need be measured. However, calibrating the detec- • 
tor response for each element of interest and each ion energy and species 
used is a laborious task. Moreover, it is not possible to prepare stable 
calibrated evaporated single element layers of many of the lighter ele­
ments (e.g. chlorine). The method of calibrating the Si(Li) detector 
was described in great detail in section 4.4.5.3.3. The combination of 
radioactive source counting and PIXE spectroscopy of standard evaporated 
layers enabled quantitative PIXE analysis to be carried out with uncer­
tainties (excluding the peak statistics) of typically + 12 %.
For quantitative analysis it is necessary that all the beam falls 
within the target region of interest. The beam was scanned by measuring 
the number of copper K X-rays produced when a copper wire of 0.2 mm 
diameter was moved perpendicularly through the beam in steps of 0.2 mm; 
The beam profile corresponded well to that of a circle over the beam 
aperture dimensions although there was a little tailing at the edges. 
Whilst this tail was a negligible fraction of the total beam from the 
point of view of quantitative analysis, it did necessitate the use of 
very low atomic number materials for target supports in order to prevent 
unwanted characteristic X-rays being produced. This beam spreading is 
discussed in more detail in section 4.3.3.
Routine experimental conditions for the 2 MeV proton PIXE/RBS ana­
lysis of the Guildford streak samples are summarised in Table 6.1.2.3.
Table 6.1.2.3.: Routine experimental conditions
Proton beam fluence 
Proton beam diameter 
Average beam current 
Time per irradiation 
Chamber pressure
Si(Li) FWHM resolution at 5.9 keV
Si(Li) solid angle subtended at target
Si(Li) beryllium window thickness
Surface barrier FWHM resolution at 5.5 MeV
Surface barrier solid angle subtended at target
Typical count-rate for Si(Li)
Typical count-rate for surface barrier
4 il C
1 mm
2 to 3 nA
20 to 30 min 
10~3 Pa 
165 eV
1.2 x 10 3 sr 
8 pm 
20 keV
1.5 x 10"3 sr 
150 s"1 
300 s"1
6.1.2.4 Target_damage_and_its_relatiqn_to_Faraday_cu2 _measurements
Sartorius cellulose acetate filters were used for the Surrey streak 
sampling. It was immediately found that too high an ion beam current 
created a hole in the filter target. As the edges of the hole were 
brown, it was assumed that heat deposition by the beam was the principal 
mechanism for creating this damage. The stability of the filters as a 
function of ion species, current density, fluence and beam diameter was 
investigated. This was done in a qualitative manner by visual inspection 
of the filters after irradiation. For protons it was found that the 
higher the beam energy and the lower the current density, the less then 
damage. For a given current density, it was found that the larger the 
beam diameter, the greater the damage. This could be due to poor heat 
conductance causing a 'hot spot' in the centre of the beam spot. With 
the 1 mm diameter beam used in this work, it was found that the visible 
browning was very small for currents of less than 2 nA. Above this 
value the damage was strongly dose dependent with a hole eventually 
being formed. Little PIXE has so far been performed (by the present 
author) with helium ions but results show that they produce more damage 
than protons. This is probably due to the fact that they are totally 
stopped in the filter thereby depositing most of their energy within the 
material. As this necessitated using lower currents and as the helium 
PIXE cross-sections are lower than for protons of equal energy, this
confirmed the use of protons for the bulk of the present work.
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During analyses of the 4.5 mg cm Sartorius filter samples it was 
noted that, when the filters were first placed in the target position, 
the current measured in the Faraday cup went down by about a factor of 
three. As the irradiation proceeded, the current measured in the Faraday 
cup steadily increased in comparison with the values derived from the 
beam foil monitor which is totally independent of the target. The 
effect for one continuous run is shown in Fig. 6.1.2.4.a. The most 
likely explanation of this effect is that the protons are being multiply 
scattered such that only about a third of them leave the filter at a 
solid angle sufficiently small to enter the Faraday cup. Calculations 
using the theoretical multiple scattering angular distribution curves 
of Marion et al. (1967) were performed. By making the approximations 
that the filter is entirely composed of carbon and that the fibrous 
structure of the filter does not affect the scattering, the result was 
obtained that, at 2.9° to the original beam direction, the distribution 
has fallen off to 1/e of its maximum value. This yields the prediction 
that, with the present Faraday cup, only 76 % of the beam will enter
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the cup when a Sartorius filter is in the target position. This assumes 
that the axis of the Faraday cup corresponds exactly with the ion beam 
direction. If the cup is at all off-centre, then less beam will enter it.
Fig. 6.1.2.4.b shows electron micrographs of a sample before and 
after a long irradiation. As expected, the beam spot corresponds well 
to the beam dimensions. The damage to the filter is not uniform and in 
the centre there is more damage with a melting of the filter material 
clearly having taken place. This is probably due to the formation of a 
hot spot as described previously.
The effects of the filter on proton beams were further investigated 
by measuring the material’s stopping power for 2-3.5 MeV protons. In 
order to prevent damage to the filters and excess counts in the surface- 
barrier detector, the proton beams were first backscattered from a thin 
gold target (which reduced the beam intensity by about 10~*) and were 
then allowed to pass through the filters which were placed directly in 
front of the surface-barrier detector. It was found that the stopping 
power corresponded well with that predicted from the tabulations of 
Andersen et al. (1977) for the case of carbon but that the energy strag­
gling was much greater than that predicted by Bohr (see Appendix C).
For example, for 1957 keV protons, the measured result is 106 keV com­
pared to the 18 keV predicted from Bohr’s theory. The latter prediction 
holds for a thin, structureless, homogeneous material. It is believed 
that the non-uniformity and porous nature of the filters produces this 
increased energy straggling. Kalz et al. (1978) have investigated the 
effect of target surface non-uniformity on energy straggling whilst 
Brady et al. (1977) have made similar measurements for porous materials. 
The increase in energy straggling is caused by the protons passing 
through different thicknesses of material. The large energy straggling 
measured with the filters may be explained in terms of these effects.
No similar work has been done for angular straggling due to multiple 
scattering. An increase by a factor of 2.7 in the theoretical angular 
straggling would account for the observed fraction of charge entering 
the Faraday cup. It will be remembered that the measured energy strag­
gling was 5.8 times higher than that predicted from theory. It is not 
easy to measure the angular straggling as a collimated beam is required 
and it is not possible to progressively measure the transmitted flux at 
various angles as the properties of the filter change with fluence.
Such measurements would probably be best achieved simultaneously using 
a position-sensitive surface-barrier detector. If the porosity and 
surface roughness explanation holds, it would be expected that, as the
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filter melts, the measured charge should approach that predicted from 
the multiple angular scattering theory of Marion et al. (1967). Exami­
nation of Fig. 6.1.2.4.a indicates that there is such a trend. Also 
the fraction of projectiles scattered out of the solid angle subtended
by the entrance of the Faraday cup should be approximately proportional
to the inverse of the square of the projectile energy. Thus at 2.0 MeV 
the loss should be 3.1 times greater than that at 3.5 MeV. In fact it
was measured to be 3.9 which is an indication that multiple angular
scattering is the major cause of the 'lost' charge.
Charge exchange effects will not be a problem for current integra­
tion with MeV protons. However, singly charged helium ions will become 
on average almost doubly charged on passing through the filter, thereby 
giving almost double the Faraday cup current reading, provided that they 
have a range greater than the target thickness. Armstrong et al. (1965) 
have discussed the magnitude of such charge exchange effects.
During the runs with protons it was found that, to within statis­
tical uncertainties, there was no loss of material from the deposits 
with the exception of chlorine. The signal from this element was found 
to decrease at a rate of about 10 % per ju C.
The Faraday cup results could have been improved by bringing the 
cup nearer to the filter or by widening its entrance. The former would 
increase the background recorded in the Si(Li) detector and the latter
I
would have resulted in more charge escaping from the cup. However, as 
the cup was 140 mm from the filter and as it had a 12 mm diameter.en­
trance, the angle it subtended to the filter was only 2.5°. There was 
thus considerable room for improvement in the arrangement although it 
is unlikely that such a system would ever be as precise as the foil 
ion beam monitor.
As has been mentioned, RBS spectra from the filter sample were 
taken simultaneously with the PIXE spectra during these streak analyses. 
Fig. 6.1.2.4.c shows a typical RBS spectrum recorded for 4 /iC of 2 MeV 
protons. A strong step due to oxygen can clearly be seen. It was 
decided to examine whether this peak could also be used to normalise
the spectra. These streak samples are thought to consist of about
- 2  - 2  
0.2 mg cm of air particulates on the 4.5 mg cm of cellulose acetate
filter. A 2 MeV proton beam will only lose on average about 30 keV in
traversing the deposit and so variations in the thickness of the deposit
will not significantly affect the oxygen peak. It can be seen that
oxygen counts come from the filter material and not the deposit on the
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surface because of the step-like shape of the peak (a surface distribu­
tion would give rise to a Gaussian-like peak).
The normalisation method relies on recording the number of oxygen • 
RBS counts in the plateau region away from the nitrogen and oxygen 
leading edges. This will remove any particulate deposit effects unless 
the dust has penetrated beneath the filter surface, which is unlikely. 
Oxygen RBS counts, averaged over ten channels, and the Faraday cup inte­
grated charge were measured for a variety of 2 MeV proton beam fluences
as determined by the foil monitor. In the present set-up, RBS and PIXE
spectra were recorded simultaneously using two ADC's. This is not neces­
sary if only PIXE analysis is to be performed as the interesting portion 
of the oxygen RBS peak may be recorded with a single channel analyser 
and a scaler. The oxygen RBS results are shown in Fig. 6.1.2.4.d.
Most of the results were obtained using 4 At of protons during routine 
analyses and the error bar shown is the standard deviation of seventeen 
such results. This standard deviation, which is + 4.4 %, is much smaller 
than that obtained for the same number of Faraday cup results (+ 10.2 %) 
which is a further indication that the present Faraday cup measurements 
are quite unsuitable for the normalisation of the PIXE analyses. From 
the number of counts in the oxygen RBS peak it would be expected that 
the standard deviation.would be +_ 1.3 %. The,higher measured dispersion 
is probably due to ion beam damage effects. It appears that the filter 
RBS method starts to become unreliable above about 6 /iC for a 1 mm dia­
meter beam. If the beam is spread over a greater area, then the method 
may work for higher fluences. The filter damage limitation on this 
method may appear to be a large disadvantage but it is likely that the 
damage criteria will also be a limit on the PIXE analyses.
Thus for a particular filter material and ion beam energy and 
species, the RBS technique provides a simple routine method for rela­
tive normalisation of results for laboratories without devices such as 
the foil ion beam monitor. To achieve absolute results, a calibrated 
thin layer of a heavy element could be evaporated onto a filter and an 
RBS spectrum recorded under the usual operating conditions. The ion 
beam fluence could then be calculated, using the well known RBS cross- 
sections, once the solid angle of the surface-barrier detector is known. 
After the relationship between ion beam dose and oxygen RBS counts has 
been established for a particular set of parameters, the thin layer 
calibration would not have to be repeated except perhaps as a periodic 
check. The method could be applied to other types of target matrices 
when they are of constant, non-crystalline, bulk composition and
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produce an RBS peak that has no interferences.
In the present work, all the streak analyses were normalized via . 
the foil ion beam monitor results because of the above difficulties in 
the other methods.
6.1.2.5 Results
A typical 2 MeV proton PIXE spectrum obtained from a Guildford 
streak sample is shown in Fig. 6.1.2.5.a. For quantitative analysis 
of X-rays of energy greater than the K X-ray of argon (3 keV), the 
background subtraction provided by RETEOH was found to be adequate.
In the case of the less energetic X-rays, it was necessary to subtract 
a normalized clean filter spectrum from the sample spectrum in order 
to accurately remove the large continuum present.
Total uncertainties in the absolute values of concentrations for 
the elements with K X-ray energies less than about 5 keV are typically 
_+ (12 - 25) %. Self-absorption of the X-rays within the target is 
generally likely to be small for such thin air particulate deposits 
(see self-absorption calculation of Johansson et al. 1975) although 
this assumption may not be entirely valid for the lightest elements, 
such as sodium and aluminium, where the photon attenuation coefficients 
are large and not so well known. Since the main aim of the streak 
analyses is to relate the variations in the elemental concentrations to 
temporal and meteorological factors, it is the relative uncertainty 
from analysis to analysis that is of prime importance rather than the. 
absolute uncertainty. The relative uncertainty is largely due to the 
counting statistics in the peak and to variations in the small self­
absorption effect. Typical relative uncertainties range from about 
_+ 5 % for sulphur (the largest peak) to +_ 20 % for iron (the smallest 
peak quantified).
To determine the applicability of the present PIXE technique to
the analysis of the streak deposits, the minimum detection limits for
the routine experimental conditions have been calculated according to
the methods of section 3.1.5.1 with N„, the number of background countsB
under the signal peak, taken over the FWHM interval of the peak. The 
backgrounds used in this calculation were measured for different pro­
ton energies using the Sartorius filters and are shown in Fig. 6.1.2.5.b 
for the routine conditions. These yields have not been corrected for 
detector efficiency.
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The MDL's calculated for 1.0, 2.0 and 3.5 MeV proton beams are 
illustrated in Fig. 6.1.2.5.c. The uneveness of the plot is due to the 
conflicting effects of the variations in the X-ray production cross- 
sections, the continuum background and the Si(Li) intrinsic efficiency 
(a factor often neglected in such calculations). It can be seen that 
the increase.in X-ray production cross-section for low atomic number 
elements almost compensates for the rapid low energy increase in back­
ground. For the present range of interest, 2 MeV protons provide the 
lowest MDL for the largest number of elements. In addition, the MDL 
only varies by a factor of two for these elements. This highly desirable 
feature is one of the great advantages of using protons of about 2 MeV 
to analyse light elements. For heavier elements, it is clearly an 
advantage to go to higher energy protons. Finally, it should again be 
pointed out that these calculations are of the 1 ideal case' MDL. Such 
factors as peak overlap, pulse pile-up etc. can make the practical MDL 
significantly worse.
RBS spectra, using protons from 1.5 to 3.2 MeV and helium ions of
2 MeV, were obtained with the air particulate deposits. For the thickness
- 2of deposits under consideration, calculated to be about 200 Pg cm 
assuming an average urban environment (see Cahill 1975), 2.0 to 2.5 MeV 
protons were the best choice. For incident proton energies greater than 
2.5 MeV, spectral interferences occurred due to nuclear reactions and 
below 2 MeV there was insufficient peak separation to perform analyses. 
This fact, together with the 2 MeV proton PIXE MDL results and the 
target damage considerations, made 2 MeV proton PIXE/RBS the best com­
promise. The only RBS peak that could be separated on a routine basis 
was that due to lead. Although it was not possible to resolve this peak 
from those due to other heavy elements, it is highly unlikely that any 
other similarly heavy elements will be present in comparable concentra­
tions (Valkovit 1975). In general, even for this peak, uncertainties 
were large due to poor counting statistics. A typical routine spectrum 
was shown in Fig. 6.1.2.4.c. Although it was possible to obtain a rough 
measure of the temporal variation of lead, it was impossible with such 
statistics to accurately determine the width of the peaks and hence 
obtain information on the mass thickness of the total deposit for most 
of the samples. However, for the samples that were more heavily polluted 
with lead, it was possible to obtain a rough estimate of the deposit 
thickness from the width of the lead peaks. For the case shown in 
Fig. 6. 1.2.4.c, the deposit thicknes's was determined to be
(200 _+ 70) M g  cm which is in good agreement with the value of Cahill 
(1975). As the 2 MeV proton PIXE spectra of the streak samples did not 
show lead L X-rays (see e.g. Fig. 6.1.2.5.a), the RBS method exhibited 
a better detection limit for this element.
The RBS technique has been shown to be more successful in this 
field at higher energies. Cahill (1975) uses 18 MeV alpha particles to 
analyse the lightest elements in air particulates and Jolly et al.
(1971) have analysed heavy metals in fish samples using 22 MeV alpha 
particles. Nelson et al. (1975) successfully analysed the lightest 
elements in air particulates with 16 MeV protons.
The results of analysing a section of streak sample with simul­
taneous 2 MeV proton PIXE/RBS will now be discussed. This streak was 
the result of 60 hours continuous air sampling, during March 1977, at 
Guildford. Quantitative PIXE values for the temporal variations of S,
K, Ca and Fe are shown in Fig. 6.1.2.5.d whilst Na, Al, Si and Cl values 
are shown in Fig. 6.1.2.5.e. The RBS values for the Pb temporal varia­
tion are given in Fig. 6.1.2.5.f. The most striking feature is that
the elemental levels can vary by more than an order of magnitude in a
-3few hours. For Fe, variations from less than 12 ng m (the. MDL) to 
-3
300 ng m of air were recorded. These effects can only be seen when 
high temporal resolution air particulate sampling is carried out.
All the elements analysed, with the exception of Na and Cl, ex­
hibit a very strong peak at a position corresponding to approximately 
8 o'clock Friday morning. The fact that there is some time lag between 
peaks (sulphur is noticeably 'earlier') has been reported in other 
investigations (Pilotte et al. 1976) and may be due to different pollut­
ant transport processes. The chlorine may be partly associated with 
sodium chloride from sea winds but it is difficult to quantify this 
relationship, especially with the loss of chlorine discussed in section 
6.1.2.4.
Fig. 6.1.2.5.g shows the temporal variation of the inverse of wind 
speed as measured by the Meteorological Office at Gatwick which is about 
30 km S.E. of Guildford. There appears to be a correlation between the 
largest concentrations of the elements and the inverse of wind speed. 
Also, it was noted that in the 24 hours previous to 4 a.m. Friday, the 
wind had been blowing continuously from the North. Therefore the pol­
lution event may be due to emissions from the London region (45 km N.E. 
of Guildford) and/or the Farnborough region (12 km N.W. of Guilford). 
From 4 a.m. Friday, and for the remainder of that day, the wind blew 
from the South West which is the direction of the coast. This could
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be an explanation for the high chlorine levels present that day and for 
the reduction in the concentrations of the other elements, noticeably 
sulphur. The lead levels appear to show strong diurnal variations 
which may be due to traffic on the nearby A3 trunk road. Further 
details may be found in a recent publication (Barfoot et al. 1979).
6.1.2.6 Conclusions
Optimum conditions for quantitative proton PIXE analysis of light
elements in time-resolved air particulate samples on cellulose acetate
filters have been determined. Typical minimum detection limits have
-3been found to be 10 ng m of air sampled. This corresponds to about 
1 part in 10** (by weight) of air or 150 pg of the element detected.
To further improve the detection limits of the technique, without going 
to longer irradiation times, it is necessary to use a filter material 
which has a lower trace element content, is thinner (to reduce brems- 
strahlung background) and can withstand a higher beam current than the 
cellulose acetate filters used.
The mass resolution obtainable by 1 to 3 MeV RBS analysis of
-2 . .
200 Pg cm air particulate deposits was generally insufficient to
resolve the elemental peaks and therefore it was not possible to accu­
rately measure the 'thickness of the deposits in most cases. However,
RBS analysis was useful in the determination of the non-stochiometric 
amounts of sodium and chlorine in the sodium chloride target used in 
calibrating the Si(Li) detector. When using 2 MeV protons, RBS ana­
lysis was found to have a better minimum detection limit for lead than 
PIXE. In this connection it should be pointed out that the PIXE system 
of Mason (1978) achieved better MDL’s for the higher energy X-rays, 
such as the 11 keV X-rays of lead, because of the order of magnitude 
greater geometrical detection efficiency.
The PIXE analysis of time-resolved air particulate deposits shows 
much promise for the understanding of the rapid variations in concen­
trations of the many elements present in the atmospheric aerosol. It 
is evident that the interpretation of these data require good supporting 
information on the total particulate matter, weather conditions, geo­
graphy and a knowledge of the pollution sources over a wide area. These 
inter-relationships will be discussed in more detail in section 6.1.4.
6.1.3 The development of a sampling system for the CBNM with
applications to the monitoring of atmospheric and 
welding-shop environments
6.1.3.1 12212^222122
As a result of the work described in section 6.1.2, several aspects 
of the streak samples produced in Guildford were thought to require 
improvement. The most important of these was the choice of filter mate­
rial. Because of the high secondary-electron bremsstrahlung background 
and the limit on the ion beam tolerance associated with Sartorius cellu­
lose acetate filters, currents of 3nA together with PIXE analysis times 
of about 20 minutes, per section of streak, had to be used. This is 
clearly too long a time for routine analysis as a one week streak sample 
requires 84 analyses. In the PIXE set-up of Mason (1978) only about 4 
minutes were required for analysis as a large diameter Ge(Li) detector 
was used for the detection of the X-rays. This detector had an order of 
magnitude higher geometrical efficiency than the present Si(Li) thereby 
requiring an order of magnitude less fluence. The low resolution (310 eV) 
of this detector was acceptable to Mason as he was primarily interested 
in higher energy X-rays, principally the L X-rays of lead, than those 
studied here. However, it had insufficient resolution to enable the 
analysis of the lighter elements studied in the present work and so the 
Si(Li) detector with a resolution of 150 eV was used. It was not possi­
ble, with the present vacuum system, to bring the Si(Li) detector much 
nearer to the targets. The need, therefore, was for a thinner filter 
material with a higher beam tolerance in order to reduce the irradiation 
time. It was also felt that more work was needed on the measurement of 
the air sampling rate, particle retention efficiency and clogging effects 
of the air sampling system in the field. The opportunity was also taken 
to modify some of the mechanical design characteristics of the Surrey 
sampler.
6.1.3.2 The_sam2 ling_system
A variety of filter materials were tested for their tolerance to 
2 MeV proton beams. It was found that Nuclepore filters were by far 
the best. These polycarbonate filters were found to withstand more 
than three times greater currents than the Sartorius cellulose acetate 
filters previously used. In addition, after irradiation, Nuclepore 
filters retained their structure. Sartorius filters, as discussed in 
section 6.1.2.4, showed significant radiation-induced changes in
structure and disintegrated after a few days post-irradiation contact 
with air. This latter effect is very inconvenient as it prevents sub­
sequent re-examination of the filters either by PIXE or other means 
such as electron microscopy. The enhanced tolerance of Nuclepore is
probably due to two factors. The first is that the material is only
- 2  . -2  
1 mg cm thick compared to 4.5 mg cm for Sartorius filters. Thus
the beam will deposit about 80 % less energy in Nuclepore. Secondly,
the cellulose acetate filters are of a ’honeycomb’ membrane structure
whereas the Nuclepore is uniform except for the holes normal to the
filter surface (see Fig. 6.1.3.3.a). This probably results in better
heat conductance in the latter case.
Nuclepore with pore diameters of 0.4 pm was chosen as Spurnjr et al. 
(1969) have shown that this is the best pore size for trapping particu­
lates of dimensions that are likely to be retained in the lungs. However, 
it should be pointed out that the particulate retention on the filter 
surface is still far from 100 % with the efficiency for 0.1 pm particles 
being as low as 40 %. The air velocity in the CBNM sampling head has 
been measured to be 76 cm s Examination of Fig. 5 of the paper of 
Spurnj'- et al. (1969) indicates that for this velocity, the retention 
efficiency is greater than 50 % for particles greater than 0.05 Pm 
diameter but that below this diameter, the efficiency falls off very 
rapidly. It should thus be borne in mind that the measured particulates 
are always less than the amount truly present in the sampled air. In 
this respect the membrane filters have an advantage in that they have 
an almost 100 % trapping efficiency for particulates (Spurn^ et al. 1969)
Fig. 6.1.3.2.a shows PIXE spectra recorded with clean Sartorius 
and Nuclepore filters. It can be seen that the background levels asso­
ciated with Nuclepore are lower and therefore better suited for PIXE 
analysis than Sartorius. Mason (1978) has already shown that Sartorius 
is the purest, from the point of view of PIXE analysis, of the cellu­
lose acetate filters commonly available.
Fig. 6.1.3.2.b shows the present streak air sampling system. In 
this case the filter, rather than the sampling nozzle, moves at 1 mm hr 
The filters are held in perspex cassettes which contain a conducting 
layer of graphite paper to prevent beam charging up effects . They are 
then transferred directly to the vacuum chamber goniometer. This 
reduces the possibility of contamination during handling of the filters. 
It also ensures that the streak is kept symmetrically in the centre of 
the cassettes which allows easy alignment of the ion beam and streak.
A microswitch has been installed at the end of the cassette path so
Loooe
o
in
o
o
o
LUCO
LU
o
in>M IV
oo
ooo
o
13nnvho aad siNnoo
Fi
g.
6.
1.
3.
2.
a 
2M
eV
 
pr
ot
on
 
PI
XE
 
sp
ec
tra
 
ob
ta
in
ed
 
fo
r 
eq
ua
l 
flu
en
ce
s 
on 
Sa
rt
or
iu
s 
an
d 
Nu
cl
ep
or
e 
fil
te
rs
.
Fi
g.
6.
1.
3.
2.
b 
Th
e 
’s
tr
ea
k'
 a
ir 
sa
m
pl
in
g 
sy
st
em
.[F
lo
w
-m
et
er
 
an
d 
pu
m
p-
bu
ffe
r 
no
t 
sh
ow
n]
.
that the pump and motor are turned off at the end of the sampling
period. During operation, a perspex cover is placed on top of the
sampler to prevent vertical deposition on top of the filters by heavy
particulates and to avoid spurious effects caused by the weather. The
streak deposit is produced underneath the filter and large particles,
which are unlikely to reach the lungs, are not generally collected. The
2
square sampling head is of 4 mm area and has sharp edges. ■This has 
been shown (Mason 1978) to be necessary to ensure uniformity of deposit 
and a good cut-off at the edge of the aperture. If the edges of the 
sampling head are flat then an excess of particulates is attracted to 
that region.
The pumps, chosen were the Dymax Mark II and Ila which operate on
mains voltage and which have been found by Mason and the present author
to be totally reliable so far. These pumps have a throughput in free
3 . - 1 .
air of 3000 and 1500 cm m m  respectively. The Mark II was the same 
as used by Mason. A Crouzet synchronous motor was chose for the drive 
as this is sensitive to the current frequency rather than the voltage 
of the mains supply, which is less stable. It is most important that 
the filter moves at a known fixed rate. A deviation of only 1 % would 
produce an error in the sampling position of 1 hour after a period of 
4 days.
The flow-rates through the Sartorius and Nuclepore filters were 
measured for the two pumps. This was achieved with a commercially 
available gas-flow meter and with a Special device constructed during 
the present experiments. The latter system consisted of a long vertical 
column and a system for making soap films. The air being measured was 
allowed to push the film up the column of known volume. The two methods 
were found to agree to within 3 %., It was found that these flow-rates 
varied considerably from experiment to experiment. It was discovered 
that this was due to filter vibration against the sampling head caused 
by the oscillating nature of diaphragm pump. The inclusion of a 2 litre 
chamber as a buffer in the pumping line was found to remove the effect 
of pump vibration. The flow-rate was also found to be strongly dependent 
on the pressure of the sampling head on the filter. Too little pressure 
and the sampling orifice is not totally covered, too great a pressure 
and damage is produced on the filter surface. The result in both cases 
is that air which has not been through the filter goes passes into the 
pump. Thus if a flow-meter is included in the air circuit, too high an 
air sampling rate will be recorded. The sampling head pressure on the 
filters was varied until the flow-rate was a minimum as it is believed
that this represents the pressure at which the largest fraction of the 
air pumped has passed through the filter. This pressure was then main­
tained for all subsequent sampling.
With the Dymax Mark II pump, the flow-rate through 0.45 A*m pore
3 -1size Sartorius was found to vary between 200 and 220 cm min . Using
the same pump and filter material, Mason (1978) and Gilboy et al. (1979)
3 . -1
reported a flow-rate of 600 cm m m  . When the present system was
operated without a buffer and with the sampling head pressure poorly
adjusted, it was found that the measured flow-rates could also be as 
3 . - 1
high as 600 cm m m  . A large part of the discrepancy is probably due 
to the presence, in the CBNM system, of the 2 litre buffer. The par­
tial vacuum of this chamber may reduce the efficiency of the pump.
It is concluded that the Surrey results may possibly be in error due 
to the lack of a buffer to prevent filter vibration. Using the present 
optimum settings, the flow-rates were found to vary by + 1.5 % on dif­
ferent parts of the same Sartorius filter and by _+ 5 % on different 
filters of the same batch. This is consistent with the differences 
found in the measured weights of the f i l t e r s T h e  variations of flow- 
rate are of concern as they will even appear in the relative uncertain­
ties from streak to streak although this effect is still small compared 
to the order of magnitude changes in the air particulate levels.
Although the above precautions were not found to be so important 
for Nuclepore, they were still taken. The flow-rate differences from 
filter to filter proved to be negligible. It should be mentioned that 
all these flow-rates were measured in an ordinary laboratory environ­
ment, which of course contains some air particulates, but only for a 
period of a few minutes so that the filters were still clean at the 
end of the experiment. If one continues to measure with the sampling 
head on the same place, then the flow-rate goes down due to clogging 
of the filter pores. The effects of this are shown in Fig. 6.1.3.2.c 
for Nuclepore using the two pumps in the laboratory environment.
Although the faster pump produces almost double the initial flow-rate, 
it rapidly falls off until after 75 min it is lower than that of the. 
slower pump. It appears that over an extended period of time, the 
two pumps sample approximately the same total volume of air. This is 
probably due to a limit caused by complete clogging of the filter pores. 
It was found that saturation was reached much more slowly with Sarto­
rius filters. For example, in the laboratory, the flow-rate only fell 
by 13 % after 16 hours. In order that the sampling rate be as constant 
as possible over the sampling period, the flow-rate should be as
o
LD
O
CM
Q.
O
C D
O)
o LU 
iO 2
H—
O
CO
CM
CO
U )
o
o o o o
(1-U|UJ £UJ3) 3iva -MOTd
the
 
tw
o 
sa
m
pl
in
g 
pu
m
ps
,
uniform as possible. For this reason, the slower Dymax Mark Ila pump 
was chosen. Details of the Nuclepore filter pore clogging mechanisms 
have been investigated by Spurn^ et al. (1974) using artificial aerosols. 
The resulting clogging theory is complex and, for the varied nature of 
particulates actually found in practice, predictions would be even more 
difficult. It is therefore believed to be necessary to continuously 
record the flow-rates during the air sampling.
Examination by electron microscopy of sections of streak resulting 
from pollution episodes revealed that the Nuclepore filters often appeared 
to be almost totally clogged up. If account is not taken of this fact, 
then the measured pollution levels will be too low. An investigation 
of flow-meters, commercially available in Belgium, which provide a 
voltage output suitable for recording showed that prices of £ 70.0 were 
typical. As pen recorders costing about £ 500 are also necessary, it 
was thought that this was far too expensive for an air sampling pro­
gramme that would eventually require many samplers. For this-reason it 
was decided totconstruct a flow meter at the CBNM. This simple device 
is still being developed (Verheyen 1979) but its present status will 
now be described. In essence, it consists of two equal thermocouples 
in opposition with a 100 £1 resistor placed equi-distant between them.
A voltage of 8.5 V is placed across the resistor which thus becomes 
warm. When no air is flowing through the system, the two thermocouples 
rise to the same temperature and hence only a very small current flows 
in the thermocouple circuit. However, when air is pumped over the 
thermocouples, the resistor heats up the passing air and so the second 
thermocouple achieves a higher temperature. This produces a voltage 
drop of typically 1 mV for the present flow rates. This voltage signal 
is then fed into a pen recorder in order to obtain a permanent record 
of the flow-rates. The system is calibrated using the previously des­
cribed flow-meters which do not provide a continuous permanent record 
of the flow-rate but only yield the total volume of air that has passed 
through them during a measurement. Careful calibration is necessary as 
the flow-rate voltage curve is non-linear. As this is a temperature 
difference method, it is not thought that variations in air temperature 
will significantly affect the calibration although strong variations 
in humidity may do so. The thermocouples and resistor are enclosed in 
a polystyrene tube which fits into the air pumping circuit. The use of 
the polystyrene also effectively prevents large losses of heat to the 
mass of air about to be sampled. The costs are about £5 for the mate­
rials and £15 for the stabilised voltage supply. The overall cost
compares most favourably with the £-700 required for a commercial meter. 
It is thought that the accuracy of this simple flow meter is quite 
adequate for air pollution sampling programmes. Also, it should be 
possible to link a central pen recorder to a battery of air samplers 
and to record flow rates in rotation.
In order to avoid significant fractions of the analysing ion beam
falling outside the streak region of interest, a nominally 1 mm diameter
beam was used to analyse the 2 mm x 2 mm regions of interest. It will
be remembered from section 4.3.3 that the beam diameter after passing
through the foil monitor was somewhat greater than its nominal value.
As all of the sample is not analysed by the beam, it is necessary to
check that the streak deposits are uniform across their width at any
point. This was verified using a scanning electron microscope fitted
with a Si(Li) detector (Verachtert 1980). The fall-off in deposit
thickness at the edge of the streaks was found to be sharp. Variations,
over intervals of significantly less than 2 mm, were found along the
streaks as is to be expected if the air pollution levels are varying
over periods of less than 2 hours. It is also of interest to know
whether the particulates sampled are deposited uniformly over the 
2
4 mm area or whether they tend to congregate at the leading edge of 
the sampling head where the moving filter does not yet have any parti­
culate matter on its surface and is therefore free of any clogging.
If this happened, then the conversion from the amount of the element 
per unit area into the concentration in the air would be incorrect and 
very short pollution episodes (< 2 hours) may be missed by analysis 
with the 1 mm beam in-steps of 2 mm (= 2 hours). In addition, the 
measured time of the incident would be in error by about one hour. By 
sampling thick black smoke, produced by burning a candle, over a few 
minutes, it was found that for normal particulate loadings the deposi­
tion was uniform over the .4 mm^ area.
6.1 .3.3 ^tmosgheric_results
Only a small number of PIXE analyses have so far been performed on 
streak samples obtained in the regions around the CBNM.- In general for 
the samples taken outside town centres, the levels were similar to those 
found for Guildford except that the zinc levels were sometimes as much 
as a factor of 5 higher around Geel. This is most probably due to the 
presence of a smelting plant about 20 km east of Geel as has been pointed 
out by Kretzschmar et al. (1978) who have performed a five-year survey 
of atmospheric metal levels across Belgium. Levels in the centre of
the small market town, of Geel were generally found to be higher espe­
cially for lead. Visual inspection of the streak samples produced in 
Geel during the summer showed darkening at fixed times (9.00, 12.00 and " 
18.00 hours) during week-days, less darkening on Saturdays and only 
slight darkening on Sundays. As little domestic heating is used at this 
time of the year, the principle source of pollution was assumed to be 
motor-vehicle. In fact, the timing of the pollution incidents roughly 
coincides with the observed peaks in traffic flow past the sampler which 
was positioned at a height of 3 m above the busy main street of Geel.
It was noted that, on week-days, a large fraction of the traffic was 
composed of heavy diesel lorries whilst on Saturday there was still a 
great deal of traffic but this mostly consisted of petrol-driven cars. 
Sunday was relatively quiet as is to be expected.
The samples were also analysed with a scanning electron micros­
cope. For X-ray analyses, about 10 ^  A of 20 keV electrons were typi­
cally used. A lOOnm thick layer of carbon was evaporated onto the filter 
to prevent target charging effects. For electron microscopy, an addi­
tional lOnm thick conducting layer of gold was found to be necessary 
and 10 ^  A of 30 keV electrons were used. Beam diameters during X-ray 
analysis were around 1Onm and during microscopy the resolution was about 
lOOnm which is over an order of magnitude better than presently achievable 
with a proton microprobe. Nuclepore was again found to be superior to 
cellulose acetate filters as nearly all the particles lay on the smooth 
Nuclepore surface whereas the particles often go deep into the honeycomb 
structure of cellulose acetate filters. This penetration will depend
on particle size. For example, Nielson et al. (1977) found that calcium-
-2 .
rich particles penetrated 0.5 mg cm into Millipore HA cellulose ace­
tate paper whereas the smaller sulphur-rich particles penetrated about
-2 . . . . .1.2 mg cm . Besides making electron microscopy difficult, such pene­
tration requires the use of particle-depth and element dependent absorp­
tion corrections in X-ray analysis.
Electron microscopy of the samples taken in and around Geel revealed . 
that, in general, large-scale clogging did not occur except during the 
pollution incidents in the centre of Geel. In these cases it was found 
that most of the pores were covered by particulates. It is impossible 
to know at what stage during the pollution incident this occurs and so 
the actual pollution levels may be much higher than estimated from the 
amount of deposited material assuming normal flow-rates. It was the 
discovery of this effect which lead to the decision to stop PIXE ana­
lyses of these urban aerosols in order to develop the on-stream
continuously recording flow-meter just described in section 6.1.3.2.
It is now thought that without a continuous record of the flow-rate 
during sampling, the nature and magnitude of pollution incidents cannot- 
be properly understood. At the time of writing, the flow-meter was 
about to be field tested and it was hoped that the magnitude of the 
effect on the flow-rate will soon be known. As Nuclepore is used by 
many other groups studying air particulate pollution, this clogging 
problem will not be peculiar to the present set-up. However, although 
a large amount of literature on PIXE analysis of such samples has been 
examined, no mention of this problem seems to have been made. That the 
problem exists for other workers can be seen, for example, by examining 
the photograph of the streak deposit in the paper of Nelson (1978). If 
significant pore clogging was not taking place, then the amount of 
deposit should be changing continuously or, during pollution incidents, 
there should be deposits of at least 2 mm width. Examination of the 
middle row of Fig. 2.3 of Nelson’s paper reveals many dark strips of 
less than 1 mm width. Thus some sort of clogging or preferential depo­
sition must be taking place as his sampling head is also 2 mm wide.
His measured flow velocity is about double that of the present and so, 
in the same environments, it is to be expected that his filter will clog 
even faster (see Fig. 6.1.3.2.c). Because of the different nature of 
Sartorius membrane filters and because of the semi-rural (i.e. cleaner) 
location of the sampling at Guildford, it is not thought that filter 
clogging will have been such a problem in that case.
Electron microprobe X-ray analysis of the streak deposits revealed 
differences in the nature of the particulates found in the town centre 
and semi-rural locations. Those taken in the centre of Geel will be 
considered first. Examination of the dark sections of the streak cor­
responding to week-day pollution episodes revealed large irregular 
grains (~ 5 Pm) containing predominantly S, K and Ca and smaller grains 
(~ 1 pm) containing Si, S, K, Ca, Fe and a little Ti and. Mn. In addition 
the S, K and Ca were found in rectangular grains of approximate dimension 
] x 5 Pm. Small particulates of diameters less than 1 pm largely con­
tained Fe and S plus a little Si. There was a small number of 1 pm 
particles .containing Pb, Br, Cl and a little Sr and Cd. On Saturdays 
the filters looked much cleaner and there was less sulphur. However, 
it was found that there were more of the 1 pm Pb, Br, Cl, Sr, Cd parti­
cles and a few 0.5 - 1 pm grains containing a large fraction of lead.
One such micrograph is shown in Fig. 6.1.3.3.a. As these samples were 
taken during the summer when little domestic heating is used, it was
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thought that the major source of pollutants was likely to be due to 
motor vehicle exhausts. To further investigate this possibility, the 
sampler was set up about 1.5 m from the exhaust of a petrol driven 
saloon car. A large number of 0.5 - 1 pm particles with Pb, Br and 
Cl in a similar ratio to that found for Saturdays in Geel, along with 
small amounts of Sr and Cd, were detected. There were also larger 
(> 1 Pm) particles in a variety of shapes, some almost perfect spheres, 
containing Al, Si, K, Ca, Fe and large amounts of S. Some particles 
with Ti and Ni were also found. Scanning over regions where no indivi­
dual particulates could be resolved, which implies that the diameters 
of the particles are less than the electron microscope resolution of
0.1 pm, revealed S, Cl, Br, Pb and a little K and Ca. It appears that
there are two possible conclusions that may be drawn from these results 
with regard to the harmful lead pollution. Either that although petrol- 
driven car exhaust looks much cleaner than diesel vehicle exhaust it 
emits much more lead or that the large amounts of sulphur etc. emitted 
by diesels physically cover up the lead in the deposits and hence reduce
the lead signal. Whilst there may be a combination of these two circum­
stances, it is believed that, in fact, the lead levels are highest on 
Saturdays. This is most probably due to the fact that petrol contains 
much more lead than diesel fuel. This is another indication that judging 
pollution levels from the visual blackening of filters can be misleading 
as the blackening is mostly due to carbonaceous components.
For the streak samples taken in residential areas outside Geel, 
the filters had a much cleaner appearance and the electron microprobe 
analysis revealed negligible levels of lead. On every filter examined 
spheres of 1 - 5 Pm diameter, containing Al, Si, S, K, Ca, Fe and often 
Ti, were found. Somewhat less common were elongated particles, about 
3 - 4  pm long and 1 Pm wide, containing Na, Cl, S, P and sometimes K.
In the regions where particle sizes were less than 0.1 pm, sulphur 
predominated. Valkovit (1975) has listed the elementary composition of 
the earth's soil. The highest concentrations are found for C, N, 0, Na, 
Mg, Al, Si, P, K, Ca, Ti, Mn and Fe. The first three elements are not 
detectable with the present system. It is thus quite possible that a 
large fraction of the elements found are natural ,and due to wind erosion 
of soils. It thus appears that the bulk of the particulate pollution 
produced in the town remains there; probably due to deposition and 
washout. Since it is generally accepted that a large fraction of par­
ticles approximately 0.5 Pm or smaller in diameter can be deposited in 
the lungs (Valkovit 1975), the electron microscopy results for Geel
centre indicate that the most likely elements to be retained in the 
lungs are Pb, Br, Cl, S and the small amounts of Sr and Cd. It is 
unfortunate that lead, one of the most toxic elements generally found 
in the air, is found in large quantities in particles of optimum size 
for retention in the lungs. Paciga et al. (1975) have measured particle- 
size distributions of lead, bromine and chlorine in urban-industrial 
aerosols using an Andersen sampler, which separates particulates 
according to their size, and found the median diameter for lead parti­
culates from automotive, exhausts, to be 0.7 pm. This is in good agree­
ment with the present measured range of 0.5 - 1 Pm.
The use of the electron microscope has well illustrated the point, 
made in the introduction to this chapter, that a variety of complemen­
tary techniques are necessary in order to gain a good understanding of 
air particulate pollution. The additional information gained, which 
could not have been obtained from PIXE analysis alone, may be summarised 
as being on pore clogging, particle-size distributions (which gives more 
information on the possible harmful effects of the pollutants), identi­
fication of pollution sources, the unreliability of filter blackening 
as a useful measure of pollution levels and general information on the 
uniformity and depth of the deposits.
6.1.3.4 Weldingyshog_results
Recent concern about air quality in working environments has ini­
tiated much effort to decrease the exposure of workers to polluted air.
In the welding-shop investigated, the whole room was ventilated rather 
than the immediate surroundings of the welding operation. Whilst such 
a system may be expected to maintain the average particulate concentra­
tions at acceptable levels, it is questionable how efficient such a 
system is during welding operations. Thus the information required is 
on the level of air particulates over short periods of time comparable 
with the length of the welding work. The PIXE streak system is well 
suited to such a problem and its application, together with that of 
scanning electron microscopy, will now be described. It should be 
pointed out that there was only one welder at work and so, in busier 
welding-shops, the pollution levels will be higher (assuming the same 
degree of ventilation).
The sampling system used was that described in the previous section. 
The experimental conditions for PIXE analysis were similar to those des­
cribed for the Guildford samples in section 6.1.2.3. However, the use.
of the Nuclepore filter allowed three times higher beam currents to be
used and the thinner material produced considerably less background.
This resulted in irradiation times of about 5 minutes being chosen which
is a factor of 5 improvement on the time necessary for the analysis of
Sartorius filters. Thus a full day's streak deposit could be analysed
in one hour when the system resolution was two hours. The average flow-
3 -1
rate m  the weldmg-shop was measured to be 148 cm min which, as can 
be seen from the results for the slower pump shown in Fig. 6.1.3.2.c, 
corresponds well to the average flow-rate over 2 hours. The integrated 
volume of air sampled every 9 and 15 hours, corresponding to working 
hours and non-working hours, was noted with the aid of the commercial 
gas-meter previously described (the electrical flow-meter had not been 
developed at that time). The average flow rate during working hours 
was only 4 % less than the shut-down hours indicating that, for most of 
the time, clogging was not taking place. However, total saturation of 
the filter over a period of, say, 5 minutes at the height of a pollu­
tion episode would only result in a 3 % lowering of the average flow- 
rate for the working day whilst the majority of the particulates from 
the pollution episode may have been missed. Also, for practical reasons, 
the sampler was a few metres from the welding operations.. Therefore the 
level of particulates that the welder breathes are likely to be higher.
A streak sample with a time resolution of 2 hours was taken over 
a continuous period of 87 hours. A spectrum obtained for a pollution 
incident is compared to a night-time spectrum in Fig. 6.1.3.4.a. Large 
differences in elemental concentrations for the two periods may be 
observed. The eleven elements that were frequently quantitatively 
detected are given, together with their temporal variations, in Table
6.1.3.4. A dash signifies that the element was below the quantitative 
detection limit for the computer programme RETEOH. As may be expected, 
there are very large and rapid variations in the elemental levels. For 
example, the highest level of iron is 474 times greater than the lowest. 
In general the highest levels are found for Fe and Si and the other 
elements, with the exception of Mg and S, show enhanced concentrations 
during these pollution incidents. Fig. 6.1.3.4.b shows the variations 
of the Fe, Si, Ca and S levels. The good correlation between Fe, Si and 
Ca can clearly be seen whilst there appears to be no correlation with 
the S levels. Attention is drawn to the fact that concentration scale 
is logarithmic. Similar trends may be observed with other elements 
(see Table 6.1.3.4) but to have plotted these would have produced a 
confusing graph. It is assumed that the principal source of sulphur
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Fig.6.1.3.A.a 2MeV proton PIXE spectra obtained with Nuclepore streak sample of 
welding-shop aerosol during n ight-tim e and during welding.
Table 6.1.3.4.: Levels of various elements found in welding-shop air
particulates for period monday to thursday 8-11th October 1979.
Time
(hours)
Concentration in air (ng m )
Na Mg Al Si S Cl K Ca Ti Mn Fe
16.6 53 — 89 121 268 74 83 36 — — 247
20.2 — — — --- 292 — 22 17 — — 105
23.9 7 -- 6 55 242 — 29 23 18 — 20
3.7 254 -- 19 9 — — 37
5.6 25 — 20 59 281 — 29 14 — — 87
7.4 24 — 37 65 293 — 53 53 8 8 111
*
7.4 18 — 31 107 296 — 48 38 — — 120
9.2 110 -- 1 1 1 462 462 70 91 175 13 32 412
'k
9.2 1 10 — 106 459 457 66 90 176 17 20 393
10.6 81 — 243 272 433 16 63 148 18 — 275
12.5 59 , — 59 1 13 397 — 35 54 — 3 185
14.9 80 — 102 271 449 — 118 73 14 28 439
16.3 72 8 233 491 401 — 80 , 125 20 24 525
18.6 35 — 49 347 417 — 42 117 — 88
21 .9 37 — 27 160 429 ■ — 44 58 — — 53
2.1 64 9 • 74 165 516 — 65 66 — , — 169
3.5 72 — 73 163 507 — 65 92 — — 1 76
5.9 87 14 65 157 576 -- 60 70 — — 126
8.4 210 22 422 410 585 151 94 195 37 30 1868
10'. 4 163 — 179 318 546 77 '124 76 23 79 662
12.1 142 23 257 1006 445 31 394 100 51 223 1713
14.0 66 9 95 141 431 52 61 7 — 271
18.0 41 15 89 175 301 21 52 77 6 — 84
21 .5 35 — 47 103 261 13 16 13 — — 26
1.2 35 — 31 60 283 — 21 19 — — 22
3.1 66 23 34 72 309 25 82 31 — — 121
5.0 77 25 40 90 333 22 81 29 — 18 15
6.9 81 27 87 623 319 39 287 89 39 147 636
8.7 280 — 402 6276 342 400 — 182 — 1810 7108
Repeat analyses
Welding-shop work schedule
Working hours
Tea-break
Lunch-break
8.00 - 17.00 hours 
10.00 - 10.30 hours 
12.30 - 13.30 hours
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is the outside atmosphere. As the levels of magnesium are so low and 
the peak is on the highest point of the bremsstrahlung background it 
is difficult to draw any firm conclusions for this element.
The conclusions that may be drawn from this work are that, whilst 
the space ventilation eventually reduces the concentration of air par­
ticulates from welding, on average the elemental levels are an order 
of magnitude higher during working hours than during the evening and 
night. Thus over a working lifetime a welder will be exposed to signi­
ficantly higher particulate pollution levels than ordinary members of 
the public living in this region. The question arises as to whether 
these levels are harmful. In an attempt to answer this question, the 
scanning electron microscope was again used.
The streak sample analysed with PIXE was subsequently subjected 
to electron microscopy and X-ray analysis. The region around 22.00 on 
Tuesday (see Fig. 6.1.3.4.b) corresponding to background levels was. 
found to contain particulates of a variety of shapes and sizes con­
taining Ca, Cl, Al, Si,. S, Fe and Ti. Most of the particles were less 
than 3 Mm in diameter. The next region analysed was for 16.00 on 
Wednesday. This section did not show any significant darkening although 
it corresponds to working hours. However many particulates were found, 
especially irregular ones, containing Al, Si, S, K, Ca, Ti and a great 
deal of Fe, also some with predominantly Ca and S which may be atmos­
pheric in origin. Spheres of diameter 1 - 1 . 5  Mm were predominantly 
Fe with a little Ca and S. Mn was sometimes found with the Fe. The 
blackest part of the streak (08.30 Wednesday) revealed that the most 
common particles contained Fe in large amounts, usually with some 
sulphur. Other particulates contained many elements especially P, Si,
Al, S, K, Ca, Cr, Mn, Fe and Ni. The area which visually appeared to 
have the heaviest deposit, and which PIXE showed to be the most polluted, 
was a light brown region corresponding to 08.30 on Thursday. Similar 
particles to the previous pollution incident, together with particulates 
containing a large amount of Si together with the Fe, were found. A 
large fraction were less than 0.5 Mm in diameter. Scanning over areas 
of both types of pollution incident revealed that, even where no distinct 
particulates were resolved, there were large elemental signals. This 
indicates that a large number of small particulates are present. The 
main conclusion to be drawn from this electron microprobe work is that 
a large fraction of the welding generated particulates are of a size 
(< 1 Mm) that makes them likely to be retained in the lungs. The fact 
that many of the particles are also rough in shape will increase the 
probability of retention.
Electron microscopy of the filters also revealed that the pores 
were totally covered during the pollution episodes (see Fig. 6.1.3.3.a). 
In an attempt to overcome this, the sampler was modified so that it 
moved at 6 mm per hour and the experiments repeated. Even though the 
filter sampling system now had a resolution of 20 minutes, the pores 
still became covered. This indicates that the levels during pollution 
incidents may be at least six times higher than shown in Fig. 6.1.3.4.b. 
Hence it may be concluded that the welder is subjected to increases of 
more than three orders of magnitude,in the respirable amounts of air 
particulate pollution especially iron and silicon. The silicon probably 
comes from the welding rods which contain large amounts of silicon.
The flow-rates are now being continuously recorded during sampling 
by using the electrical flow meter previously described. It is also 
hoped to study the effect of different welding rods on the physical, 
elemental and quantitative nature of the pollutants. These results will 
be reported in the near future (Barfoot et al. 1980c). Once again it 
should be pointed out that only solid matter has been studied. Gaseous 
emissions, especially of fluorine, are also likely to pose a threat.
It is not known whether the levels presented are harmful in the long 
term but they were certainly observed to have an irritant effect on the 
lungs. Future progress in this field really requires the collaboration 
of the medical profession both for planning the goals of the research 
and for interpreting the significance of the results. Industrial 
hygienists would also have a strong part to playjespecially in the 
design of more efficient fumigation systems.
6.1.4 Conclusions on the analysis of air particulates
The development of a sampler based on Nuclepore filters has shown 
a large number of advantages over the use of Sartorius membrane filters. 
The most important of these is the fact that, being more suited to PIXE 
studies, shorter irradiation times are more practicable. Also, the 
Nuclepore samples are not destroyed by the irradiation and they may be 
used for further studies. The main disadvantages with such filters 
are the less than 100 % particle retention efficiency and the tendency 
for the pores to become clogged which give results for the particulate 
levels which are too low. The installation of the simple electrical 
flow meter should allow corrections for this effect. It appears that 
other laboratories that use Nuclepore for this type of work have not 
taken the clogging effect into consideration. From the point of view
of PIXE analysis of the particulate deposits, the technique is now 
certainly of sufficient accuracy to meet the needs of air pollution 
studies where changes of orders of magnitude in elemental concentrations 
are being observed.
Further progress now requires the involvement of a wider range of 
expertise. For the atmospheric studies, a person with meteorological 
training is required in order to construct a model of particulate 
transfer processes so that effects of pollution sources on the environ­
ment may be predicted. Even in the short sampling period discussed in 
section 6.1.2.5 for Guildford, a correlation of a pollution incident 
with wind direction (from London) was observed. Heidorn (1978) has 
studied air pollution incidents and wind variability on a daily basis 
in southern Ontario (Canada). He found that each city examined showed 
a unique behaviour for the winds during these incidents which was 
dependent upon the topography and location of the major pollution 
sources in relation to the monitoring site. If such studies were com­
bined with high resolution temporal sampling and subsequent PIXE analysis, 
then a deeper understanding of the cause and impact of pollution inci­
dents may be gained. For both atmospheric and industrial environment 
studies, personnel with medical training are necessary in assessing 
the possible effects to health. As was mentioned in the introduction 
(section 6.1.1), most of the atmospheric particulate matter is natural. 
Therefore the present technique may also have application to the study 
of the long range transfer of particulate matter within the biosphere.
This may have relevance in determining the ’background’ levels of par­
ticulate concentrations.
6.2 Other applications
Other studies to which PIXE analysis has been applied by the 
present author will now be discussed briefly. Rather than cataloging 
each application, a representative selection will be made which high­
lights some of the advantages and difficulties found in PIXE analysis.
6.2.1 The vitreous carbon implanted standards project
Attempts have been made in the past few years to use the RBS 
technique as a means of determining thin film thicknesses in an absolute 
manner. However, the lack of accurate stopping cross-section information 
and the inability to accurately determine solid angles and the ion beam 
fluence have prevented absolute determination of thicknesses to much
better than _+ 10 %. The use of a standard, to which the unknown quan­
tity may be compared, is a way of improving the accuracy of the deter­
mination. It remains, however, difficult to produce a standard such 
as a thin evaporated layer that can be transported, used and handled 
as often as is necessary in RBS analysis. Ion implanted samples are 
much more robust and inert to the normally prevailing environment 
(from the point of view of oxidation, abrasion etc.). The problem 
remains, however, of calibrating the ion implanted standard itself 
since the normal methods of determining the ion implanted dose involve 
the same problems of ion beam fluence measurements etc. as do the RBS 
measurements. In the early work, Mitchell et al. (1978a) showed that 
it was possible to calibrate such a standard to within + 2 %. This 
was achieved by evaporating accurately known layers (using the CBNM 
UHV microbalance) of Cu and V onto the surface of a Bi implanted silicon 
wafer and comparing the RBS yields from the Cu, V and Bi.
Unfortunately, this type of standard showed some disadvantages 
due to the single crystal nature of the silicon substrate (channelling 
effects) and also difficulties in measuring oxygen and carbon growth 
at the surfaces as, being of lower atomic number, the RBS peaks from 
these elements sit behind the main silicon RBS step. It is important 
to observe these layers as, for instance, carbon usually builds up on 
targets after long irradiation and this affects both the energy and 
yield of the RBS peak from the implanted layer. Also it would be most 
useful to have a light and a heavy element joint-implanted standard 
both as a particle energy calibrator, as the lowest energy alpha- 
particles from radioactive sources are more than 3 MeV in energy, and 
as an RBS yield normaliser. The latter requirement has been particu­
larly brought to light because of the recent discoveries of deviations 
from the RBS law (see Appendix C).
Vitreous carbon was chosen as the substrate as it is of low Z, 
high purity, amorphous and capable of being polished. After polishing, 
it was necessary to clean the material’s surface. Various cleaning 
methods were tried and the resulting samples analysed by PIXE. The 
trace element content of the vitreous carbon itself was examined by 
cleaving a section of the material. PIXE analysis revealed inherent 
levels of Al, Si, S, Cl and Ca. The polishing process was found to 
add large amounts of Ti, Cu and Au. Cleaning with Teepol and trichloro- 
ethylene was found to be effective in removing these elements but at 
the expense of adding chlorine. Finally, sonication in ethanol was 
found to be the best means of cleaning the samples. RBS analysis
(e.g. see Fig. 6.2.1) indicated that the Ca was a bulk impurity whilst 
the other elements tended to be found in the near surface regions. Au 
and Al were chosen as the two elements for the double implant for 
reasons discussed in a recent publication (Mitchell et al. 1980b).
In addition, to being used to check the purity of the carbon 
substrates, PIXE analysis was used as a rapid means of comparing the 
variations of the relative doses of Al and Au from sample to sample.
The M X-ray of Au and the K X—ray of Al were compared as they produced 
similar yields. Although the L X-rays of Au would have been better 
from the point of view of resolution and distance from the bremmstrahlung 
background, the L X-ray yield was approximately three orders of magnitude 
less than the M X-ray yield, thus effectively preventing precise compa­
risons of the Al/Au ratio. Helium ions were chosen as they produce 
much less background radiation over the photon energy range used (see
section 5.5). Using currents of 30 nA, it was possible to obtain 
5 4
4 x 10 and 7 x 1 0  counts in the Al and Au peaks in about ten minutes.
A typical spectrum is shown on Fig. 6.2.1. The major source of uncer­
tainty in the result for the Al/Au ratio for any particular sample was 
background subtraction. This was especially the case for the Au M 
X-ray, of energy 2.16 MeV, which was very close to the S X-ray peak, 
of energy 2.31 keV, due to the impurities in the vitreous carbon. As 
the S peak was of much lower intensity than the Au peak, it was impos­
sible to resolve them. Therefore it was necessary to subtract a blank 
spectrum from the implant spectrum. This correction varied from 1 % 
to 4 % and introduced an uncertainty of _+ 0.5 % to + 2 % into the 
intensity of the peaks. Normalisation from target to target was 
achieved with current integration. The results obtained are summarised . 
in Table 6.2.1.
Table 6.2.1.: PIXE counts due to Al and Au implantations
Sample Implantation Al X-ray Au X-ray Al/Au
number sequence counts counts counts ratio
1 Al + Au
7 Al + Au
3 Au + Al
9 Au + Al
5 Au
6 Al
347824 . 65002 5.35+0.25
374051 67802 5.52 + 0.25
395272 67768 5.83 + 0.25
356454 66480 5.36 + 0.25
64409 )
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5.20 +0.25
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Fig.6.2.1.a Typical 2MeV He+ PIXE spectrum obtained with the double implanted vitreous carbon substrate.
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Fig.6.2.1.b Typical RBS spectrum from a double implanted vitreous carbon substrate 
with evaporated layers.
The mean of the counts ratios is 5.45 + 0.020 where the uncertainty is 
the standard deviation of the mean. This deviation is approximately 
twice that expected from summing the expected uncertainties in quadra- • 
ture. Therefore it may be concluded that there is, in fact, a disper­
sion in the true Al/Au ratio. Similar results were found in the abso­
lute RBS analyses where it was found that the Al/Au ratio was 4 % 
higher when the Al was the second implant. The PIXE results gives this 
ratio as 3 % higher. Hoxxrever, in both techniques, these differences 
are less than the uncertainties in the results.
The problems of the production and calibration of this dual­
implanted standard were discussed in detail at a recent conference 
(Mitchell et al. 1980b). More recent results are tending to justify 
the conclusion that it is implantation effects, rather than the analy­
tical techniques, which cause the dispersion in the results. It appears 
that PIXE analysis is well suited to the rapid control of many samples 
but that the RBS technique is the best for giving the absolute quantities 
of these layers. It is hoped that, from the experience gained in this 
work, it will be possible to produce multi-element standards of high 
accuracy for PIXE analysis. The careful handling of such targets is 
of great importance. For example, the PIXE spectrum shown in Fig. 6.2.1 
shows the Fe and, to a much less extent, Ti and V have contaminated the 
sample. The sources of the contamination are not presently known.
6.2.2 The trace element content of coal
Although coal is the most commonly used source of thermal energy 
in the world, not too much is known about its chemical constituents 
(Ayanoglu et al. 1978a). It was therefore thought to be of environmental 
interest to examine the elemental content of coal using PIXE analysis.
A powdered sample of European Community Bureau of Reference (BCR) coal 
was pressed into tablets in the same manner as described in section 
5.2.1 for the targets of chemical compounds. They were subsequently 
irradiated with 2.5 MeV protons. A typical PIXE spectrum, recorded in 
32 minutes using 12 {iC of integrated charge, is shown in Fig. 6.2.2. 
X-rays from 23 different elements were detected with a high degree of 
confidence for more than half of them. The polyethylene absorber was 
placed in front of the Si(Li) detector and so the low energy peaks wTere 
drastically reduced in intensity. A large fraction of the elements 
detected are metals, several of which (e.g. V) are known to be toxic.
It therefore seems worthwhile to analyse all coal types burnt in order 
to find their impurity contents. In addition to analyses of the coal,
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Fig.6.2.2 2.5MeV proton P IX E  and RBS spectra obtained w ith  the coal sample.
ashes should also be investigated in order to investigate the effects 
of burning conditions and coal types on percent transference of elements 
into the environment. This can vary widely, for example Ayanoglu et ali 
(1978b) found that the amounts in the ashes varied from 45.6 % for Na
to 94.7 % for Sr in one type of coal.
The thick target technique was chosen for two reasons. Firstly,
it would be difficult to quantify the amount of coal present in a thin
-2
(< 1 mg cm ) target. Secondly, it is desirable that as much as possible 
of the coal is irradiated in order to obtain a more representative sample 
of the material. Electron microscopy of the targets revealed that most 
of the coal particles were less than 20 Mm in diameter but that some 
were as large as 100 Mm. These may have been of a hard mineral inclu­
sions. Thus to average out the effects of these inclusions, the beam 
diameter should be significantly greater than 1 mm. The presently used 
beam diameter was 1 mm and significant differences, especially for Ca,
Cl and S, were found on examination of different parts of the targets.
The coal could also be more finely ground to obtain more homogeneous 
samples but this may introduce extra impurities. With the many volatile 
elements found in coal, care would also have to be taken to check for 
element loss effects. Probably the easiest way of obtaining quantitative 
results would be to construct an artificial thick target standard com­
posed of carbon and the other bulk elements typically found in coal, 
together with known trace amounts of the elements to be investigated in 
the unknown sample. Similar arguments would apply to the analysis of 
coal-ash samples. Finally, for comparison, a RBS spectrum recorded 
with about 3 MC of 2.5 MeV protons is also shown in Fig. 6.2.2. The 
poor elemental resolution of this technique makes it of very little use 
in analysing the many elements found in such samples. It will however 
give information on the amount of oxygen (5 atomic % in this case) found 
in the coal which may be of some interest to fuel technologists.
6.2.3 The pollution of waterways
In an aquatic medium the exchange of elements between sediments, 
water and the biological chain is a continuous process. This is 
influenced by various parameters such as pH, total ion concentration, 
oxygen concentration, salinity and' the role of micro-organisms that 
may absorb, or even concentrate by many orders of magnitude, certain 
metals in the form of organometallic compounds. Thus, whilst the in­
terpretation of the environmental impact of results may be difficult,
the analysis of sediments may be a more useful indicator of the steady- 
state pollution of a waterway than the sampling of the water which may 
fluctuate widely in purity in a short time.
A sample taken from a heavily polluted canal in the U.S.A. was 
freeze-dried, sieved through 80 mesh, homogenised and dissolved in 
perchloric acid using a teflon bomb as described by Verdingh et al.
(1979). The solutions were then spotted onto Nuclepore filters, allowed 
to dry and irradiated with 2 MeV protons. The resultant spectrum is 
shown in Fig. 6.2.3 where it may be observed that the sediment is rich 
in transition metals. The high chlorine levels are probably due to the 
perchloric acid. The sediment has been used as part of an intercomparison 
of six analytical techniques. Some of the results disagreed by almost 
two orders of magnitude (Verdingh et al. 1979), with the best agreement 
being found for zinc which yielded (2200 _+ 587) ppm where the uncertainty 
is the standard deviation of the five results used to form the mean.
The present PIXE results were normalised on this zinc result and are 
listed in Table 6.2.3. The uncertainties may be as high as + 50 %.
Table 6.2.3.: Concentration (in ppm) of trace metals in canal sediment
Present- 'Standard' soil composition Enrichment ^
result Mean Range factor
Ti 3 X !03 5 x ,o3 io3 - i o 4 1
V 1 X 103 1 X i o 2 2 x 10 - 5 x i o 2 1 X 10
Cr 1 X
<1- 
I
o
1 X i o 2 5 - 3 x io3 1 X i o 2
Mn 4 X 1 03 X
CO i o 2 i o 2 - 4 x io3 5
Fe 5 X i o 4 3 . 8x io4 7 x io3 -5. 5x io5 1
Ni 1 X io3 4 x 10 10 - io3 3 X 10
Cu 3 X io3 2 x 10 2 -  i o 2 2 X i o 2
Zn 2 X io3 5 x 10 10 - 3 x io 2 4 X 10
a) Bowen (1966)
b) Present result/Mean value for 'standard' soil composition
Also shown, for comparison, are the values of Bowen (1966) for the 
elemental content of 'standard' soil. Except for titanium and iron, 
all elements show an enrichment but, in view of the range given by 
Bowen, only vanadium, chromium, copper and zinc enhancements appear 
significant. To study the enrichment effectively, it is necessary to 
know the elemental content of the natural sediments. This may be
CO LU
CN QQ
S1ND0D
Fi
g.
6.2
.3 
2 
Me
V 
pr
ot
on
 
PI
XE
 
sp
ec
tru
m
 
ob
ta
in
ed
 
wi
th
 
the
 
riv
er
 
se
di
m
en
t 
so
lu
tio
n.
achieved by sampling up-stream of the sources of pollution. Much work 
remains to be done on quantitative target preparation techniques for 
these samples and such studies require the equal development of an 
understanding of the factors responsible for the enrichment (pollution) 
of sediments in aquatic environments.
6.2.4 Impurity contents of GaAs semiconductor wafers
The University of Surrey is interested in the solid-state effects 
of epitaxially grown GaAs semiconducting wafers containing traces of Cr.
A sample, provided by Dr. A. Adams, suspected of containing Cr in the 
ppm range was investigated with PIXE analysis. Initial analyses revealed 
that the spectra were dominated by the L X-rays of Ga and As which, 
because of dead-time and pile-up effects, prevented obtaining a useful 
count-rate in the K X-ray region. The use of the polyethylene absorber 
effectively removed the L X-rays and allowed the recording of the spec­
trum shown in Fig. 6.2.4. 0.6 A*C of 2.5 MeV protons irradiated the
target over a period of 47 minutes. Even though the total X-ray count 
rate was only 300 s'*, pulse pile-up effects were beginning to appear 
and this resulted in a limitation on the data acquisition rate (even 
though the dead-time was only 1.6 %). No evidence for Cr was observed 
although Ni and Cu were found at about the 300 and 200 ppm levels 
assuming that these metals were distributed homogeneously throughout 
the bulk (if they were on the surface, the ?truer levels would be much 
lower).
The minimum detection limit for Cr under these conditions was 
calculated to be about 20 ppm. As described in section 3.1.5.1, the 
MDL is an inverse function of the square root of the ion beam fluence. 
Thus to reduce the MDL to 2 ppm would require a hundred times longer 
irradiation time (78 hours) which would be impractical. A better 
solution would be to selectively absorb the Ga and As K X-rays. The 
photon attenuation coefficient for an element is about an order of 
magnitude higher for photons with energy just above the element’s K 
absorption edge than for those just below. Thus, for example, the use 
of a suitable thickness of copper foil as an absorber in front of the 
Si(Li) detector would improve the ratio of Cr to Ga counts and also 
reduce the background under the Cr peak due to poor charge collection 
and photon scatter effects of the large Ga peak. However it would 
still be a difficult task to detect Cr at the ppm level in these 
samples. RBS, X-ray fluorescence analysis and electron microscopy of 
the sample revealed no further useful information. It is suggested
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that some other analytical techniques., such.as•nuclear activation■analysis 
be investigated for these samples. If these prove unsuccessful, then 
the above mentioned improvements may be worth investigating.
6.2.5 The determination of lanthanides in boron carbide
The determination of rare earth elements in boron carbide by 
chemical methods is very difficult, suggesting the use of physical 
techniques, whilst neutron activation analysis also meets with diffi­
culties due to the large capture cross-section of ^ B  for thermal neutrons 
Photon activation analysis has recently been used with success at the 
CBNM by Berthelot et al. (1979). The analyses were performed at the CBNM 
linear accelerator using the bremsstrahlung produced by the impact of a 
32 MeV electron beam on a water-cooled platinum target. For irradiation 
times of 7.5 hrs, and the subsequent detection of the induced 7-ray 
emitting isotopes with a Ge(Li) detector, Berthelot et al. found minimum 
detection limits of 0.37, 1.0, 1.3 and 16 ppm (by weight) for Sm, Eu, Gd 
and Dy in boron carbide. Artificial standards, produced at the CBNM, 
were used for calibration.
A PIXE spectrum obtained in less than 10 min with such a standard
is shown in Fig. 6.2.5, where 9.00 MC of 2 MeV protons were used and
the standard contained 1000 ppm (by weight) of the four rare earths.
L X-rays are the most suitable for analysis as the M X-rays would not be
resolved and the K X-rays have too low a cross-section at this energy
X A • X
(e —  10 a ). There is still a problem due to peak overlap. This mayLj Jn.
be obviated somewhat by improving the resolution which"was 175 eV. By
using a pulse-stretcher and a shaping time constant of 8 /is, a 30 eV
improvement would be possible with the present system. This, coupled 
with the use of the computer peak fitting code RETEOH and a library of 
lathanide X-ray spectra, would enable accurate determinations of these 
elements provided that no other elements producing X-rays in this energy 
range were present. The use of the polyethylene absorber would remove 
the bremsstrahlung background and allow an order of magnitude higher 
L X-ray count rate. The MDL for the present conditions is about 10 ppm. 
With the bremsstrahlung X-rays removed, a MDL of 3 ppm would be achieved 
in the same time. For irradiation times of 100 min, the PIXE technique 
would have a lower MDL than the photon activation technique (except for 
Sm) which requires 7.5 hrs of Linac irradiation. However, the present 
MDL is calculated only on the background criteria and not on the peak 
overlap effects which will increase both the MDL and the uncertainty of
fooog
o
o
o
o
o
o
o
13NNVHD d3d SINnOO
Fi
g.
6.
2.
5 
2.5
 
Me
V 
pr
ot
on
 
PI
XE
 
sp
ec
tru
m
 
ob
ta
in
ed
 
wi
th
 
the
 
bo
ro
n 
ca
rb
id
e 
sa
m
pl
e.
the analyses. Also, the photon activation analyses 220 mg of sample 
whereas the present PIXE only does this for about 1 mg, with a 5 mm 
diameter proton beam, and is is thus far less representative of the bulk ■ 
material. It is therefore likely that the former will be far more accu­
rate than the PIXE but, where high accuracy is not required, 10 min irra­
diations with a Van de Graaff are certainly more economical than 450 min 
Linac irradiations.
6.2.6 The analysis of uranium layers
Being a nuclear standards laboratory, the CBNM is often interested 
in the preparation and characterisation of targets for nuclear physics 
experiments. In one such case, targets were prepared by electrospraying 
(Verdingh et al. 1967) uranium layers onto thick vanadium backings. It 
was of interest to measure the amount of uranium deposited and the diffu­
sion of uranium into the vanadium as a function of backing temperature. 
PIXE and RBS spectra were recorded simultaneously using 2 MeV protons.
The 3.2 keV M X-rays of uranium were studied as they have a much larger 
production cross-section than for the L X-rays. The spectra obtained 
are illustrated in Fig. 6.2.6 where it may be observed that PIXE is 
superior for quantifying the uranium layer whilst RBS provides the 
required depth distribution information. PIXE is more suitable for 
quantitative analysis because it is statistically more accurate (more 
than five times the number of RBS counts) and does not suffer peak inter­
ference effects to such an extent as the RBS analysis. The background 
under the uranium M X-ray peak may be further reduced, and the permissi­
ble uranium count-rate increased, by selectively absorbing the vanadium 
K X-rays in a manner similar to that described in section 6.2.4.
6.2.7 Conclusions from the selected applications
The applications of PIXE analysis described in this section have 
been for a wide variety of sample types and have met with varying degrees 
of success. The major problem with the analyses of the present thin 
samples was the effect of peak overlap such as was the case for the 
gold M X-rays and the sulphur K X-rays (from the matrix) of the gold and 
aluminium implanted standard. In such cases it is necessary to carefully 
measure the matrix signal in non-implanted regions of the sample. Where 
such overlaps occur in an unknown sample, and there are no additional 
lines from the overlapping elements that may be observed, it is impossible 
to correct for this effect. The analysis of thick targets does not
P IX E
50000
10000
5000
1000-
Gjz  500- 
z  
<Xo
O'
LU
CL
100" 
z
8 50‘:
IQ-
22002150
CHANNEL NUMBER
21002050
RBS
—i
UJ
z
z
<
Xu
a .
LU
CL
l/lI—
z
12001000«00600
CHANNEL NUMBER
200
Fig.6.2.6 2.5 MeV proton PIXE and RBS spectra obtained with the uranium sample.
result in significantly poorer detection limits but the method of quan­
tification is more difficult. This is probably best achieved with the 
use of standards which are similar in nature to the unknown or by 
'spiking' the unknown with a known amount of a suitable element. 
'Spiking1 can often produce additional errors when a homogeneous mixing 
cannot be achieved. Sample preparation techniques for PIXE analysis 
have not been investigated in much depth in the present work. However, 
it may be concluded that they can introduce many difficulties to the 
method, especially for such insoluble materials as sediments. In this 
connection, thin air particulate deposits are an almost ideal type of 
sample for analysis. The PIXE technique is not well suited to the 
analysis of elements which have their X-ray signal lower in energy 
than those of the matrix material. For example, in the case of the 
chromium doped gallium arsenide samples, the gallium and arsenic K 
X-rays produced, high count-rate problems and the low energy tails from 
these elements masked the chromium K X-rays.
CHAPTER 7
C O N C L U S I  O N  S
The major achievement of this work has been the accurate measure­
ment of light—ion-induced K X-ray production cross-sections. In parti­
cular, the choice of the corrected SCA theory of Laegsgaard et al. (1978) 
as a means of producing a physically meaningful fit to the data allowed 
proton ionization cross-sections to be predicted in the range Z = 22-34 
with an uncertainty of 4 %. Comparisons with other fitting techniques 
were favourable up to Z = 50. The BEA fit of Johansson et al. (1976) was 
found to break down for the higher atomic numbers; probably due to the 
lack of an electron relativistic correction. The fit of Lopes et al. 
(1979) to exp(-Z) for selected energies and ranges of Z appears to be 
inadequate for two major reasons. Firstly, as only the data for one 
energy and seven elements are used for each fit, the number of data 
used can vary considerably and for some cases only a few. results are 
available. Thus the large systematic differences between the results 
of the various laboratories are not averaged out and the effect is that 
a discontinuous fit is obtained as may be seen in Fig. 5.3.3.1.f. The 
second inadequacy is in the assumption that the cross-section varies 
as exp(-Z). Fig.5.3.3.1,g indicates that this is at significant variance 
with the present results.
The agreement between the present results and the only others of 
similar accuracy (Laegsgaard et al. 1979) is consistent with the stated 
uncertainties which is most encouraging. There is presently disagree­
ment in the scientific community about how uncertainties should be com­
bined. Nevertheless, the uncertainties of these two sets of data are 
about three times lower than those of most published results when 
consistent error philosophies are utilised. To obtain significantly 
more accurate results would require a very large increase in experi­
mental effort. This is not thought to be worthwhile and a more reliable 
vindication of these results would come from a third laboratory, with 
its own different (small) systematic errors, measuring the cross-sections 
to similar accuracy. Comparison of the present results for protons, 
deuterons, and helium ions indicates that the deviation of the results 
from the corrected SCA theory is principally dependent on the projectile 
atomic number and therefore the failure of the theory is probably due 
to an inadequacy in the binding energy correction. It is felt that 
significant improvements in the accuracy of the cross-section data
requires parallel improvements in the measurement techniques and the 
theory. In the meantime, these fitted cross-sections are of sufficient 
accuracy for most applications.
The thick target method of determining cross-sections shows no 
experimental advantages over the thin target technique when the thin 
target thickness is accurately known and the interpretation of the 
thick target results is more prone to errors. When it is not possible 
to make thin elemental targets, as is the case for volatile elements, 
the use of thick targets of the compounds may be necessary. However, 
even more sources of error are introduced in this technique and the 
resultant uncertainties in the values for the cross-sections are greater 
than those obtained with thin targets of the pure element. The major 
sources of additional error are the chemical instabilities of the com­
pounds and uncertainties in the photon attenuation coefficients near 
the absorption edges of the elements in the compounds. Both these 
factors require further investigation if this technique is to become 
reliable.
The three principal experimental devices used in the cross-section 
measurements were made as accurate as is presently feasible. The CBNM 
method of preparing and weighing evaporated elemental layers is believed 
to be more accurate than has been achieved anywhere else. The develop­
ment of the foil ion beam monitor, together with the careful RBS and 
ion beam current integration measurements, ensured that the large syste­
matic errors often encountered in ion beam fluence measurements were 
avoided and the systematic and random uncertainties were _+ 2 % and +_ 3 % 
in the present combination of techniques. Although Matteson et al. (1979) 
have claimed uncertainties of 1 % in their fluence monitor, other 
authors have obtained results which are at variance with those of 
Matteson et al. by 4 %. Judging from these papers, it appears that about 
an order of magnitude increase in experimental effort would be required 
to halve'the present uncertainty. Whether such effort is worthwhile 
would depend on the required accuracy of the cros's-section measurements 
or PIXE analyses. A large improvement in the accuracy of the foil ion 
beam monitor would occur if the effects of ion-induced foil thickening 
could be predicted or controlled. Cleaner UHV vacuum conditions would 
reduce the effect of the carbon layer on the gold RBS yield. The use 
of an X-ray detector instead of the surface-barrier detector would 
remove the problem of peak shift due to the growing carbon layer as a 
fixed SCA window may be set for all projectile species and energies 
(the X-ray peak is essentially constant in energy).
The use of the thin sources prepared and calibrated by the Radio­
nuclides Group of the CBNM allowed the efficiency of the Si(Li) detector 
to be calibrated with an uncertainty of _+ (2-4) % over the K X-ray energy 
range appropriate to the present thin target cross-section measurements. 
Similar uncertainties were achieved by Laegsgaard et al. (1979) and, due 
to uncertainties in the published radionuclide photon yield data, it is 
unlikely that significantly better results will be achieved in the near 
future for this range. At lower energies, the calibration of solid-state 
detectors is still extremely difficult but it is hoped that the use of 
the artificial sources, which produce low Z X-rays, will be an important 
contribution to the solution of this problem. Other methods, such as 
those discussed in section 4.4.5, should also be investigated further 
with the long term goal of finding a quicker method, requiring less 
expertise etc., for calibrating such detectors. Manufacturers of Si(Li) 
detectors could make a contribution by more accurately measuring the 
position, size etc. of the crystals within probe. The Compton backscatter 
effect for X-rays emitted from sources and targets on thick backings 
should be investigated further as it has relevance to many fields.
This work has concentrated on K X-ray yields for elements in the 
lower half of the periodic table as these are usually of most interest. 
However, for a wide range of applications, information is also required 
on the presence of the higher Z elements (especially the heavy metals).
For the projectile energies presently available, the K X-ray production 
cross-sections are far too low for routine analyses and the L X-rays, 
with cross-sections typically five orders of magnitude higher, may be 
used with advantage. The measurement of the L X-ray production cross- 
sections could be achieved with the present system without any modifica­
tions in technique being required but the extraction of L shell ioniza­
tion cross-sections would be more complicated due to the effects of 
Coster-Kronig transitions and K-shell cascades. It is difficult to 
accurately measure K, L and M shell cross-sections with the corresponding 
X-rays less than about 4.5 keV in energy because of the problems of 
Si(Li) detector efficiency calibration, A gas proportional counter may 
be more useful in such applications as all the relevant detector para­
meters may be more easily measured. The determination of K shell ioni­
zation cross-sections for heavier projectiles, for the present range 
of target Z, would not introduce many extra difficulties. However, 
because of the multiple charge states that higher Z projectiles may 
have, conventional current integration is not feasible as a means of 
measuring the ion beam fluence. In addition, a variety of target
thicknesses would have to be used in order to extrapolate to zero target 
thickness because, when the heavy ion enters the target, it suffers’ 
•charge exchange and the ionization cross-section is affected by the 
charge state of the ion.
Methods of measuring multiple ionization, as discussed in section
5.4, are worth investigating further. . One reason for this is that the 
fluorescence yield used in converting from the X-ray production cross- 
section to the ionization cross-section is that for an atom with a 
single vacancy. The effect of multiple vacancies may be to change the 
fluorescence yield.
With the present experimental system, absolute .PIXE measurements 
of thin unknown layers could be made with systematic experimental un­
certainties as low as +_ 4 %. Thus with an uncertainty of +_ 5 % in the 
present fitted cross-section values for the target range Z = 22-34, a 
total uncertainty of _+ 7 % may be obtained in absolute PIXE analyses. 
However, if comparison is directly made with a standard layer which has 
an uncertainty of ^  1 %, and the very precise foil ion beam monitor is 
used, the accuracy obtained will be at least a factor of three better. 
Thus the use of accurately known standards, where available, together 
with a target-independent means of•fluence'monitoring, is the most accu­
rate manner of performing PIXE analyses of ’unknown1 samples. However,
, great care must be exercised in the choice of the standard so that it 
is very similar to the unknown in elemental content, thickness etc.
The foregoing comments on the attainable analytical accuracy 
of the PIXE method ignore the possibility of substantial effects due 
to chemical binding. However, there is some evidence in the present 
work for A  20% variation in yield between different compounds of 
calcium,and other recent work has suggested effects of a similar 
magnitude for carbon and fluorine. It is very important to ensure 
that this behaviour is not simply due to target degradation effects.
If the phenomenon is found to be a real variation in X-ray 
production cross-section, it is important to assess its magnitude as 
a function of target atomic number and projectile species and energy. 
Further work would then be required to find to what extent ionization, 
cross-sections and/or the fluorescence yields are modified by the 
chemical state of the target. Also, outer shell transitions are 
likely to show even bigger chemical effects and L and M X-ray production 
cross-sections should be accurately measured to test this hypothesis.
If such effects are found to be important, they represent a new challenge 
to the theoretical understanding of PIXE phenomena and may be a serious 
limitation on the analytical capabilities of the method.
The concept of the minimum detection limit (MDL) should be used 
with care. Its major application is in the determination of the feasi­
bility of experiments as the MDL is open to simple scaling from a 
variety of experimental arrangements. However, the results may be mis­
leading as they give no indication of the likely precision of the expe­
riments. The use of the more complicated minimum quantitation limit 
provides the likely precision and has been shown in the present work 
to suggest optimum conditions which are at variance to those predicted 
by MDL considerations. Neither limit takes into account the effects of 
peak overlaps, count-rate'problems, matrix characteristic X-rays, the 
shape of the background etc. and a combination of experience and 'trial 
and error1 are required in determining the most suitable conditions 
for PIXE analysis.
The analysis of the air particulate streak samples using the PIXE 
technique is now well developed and the most significant advance that 
could now be made is in the automation of the irradiation, sample 
changing and data acquisition system. Work is already in progress in 
this direction. The accuracy of the PIXE analyses is presently far 
higher than that of the air sampling method. The continuous monitoring 
of the sampled air flow-rates has s.hown that significant flow-rate varia 
tions occur during pollution incidents and it is hoped that such moni- 
.toring will allow corrections for this effect (Barfoot et al. 1980c). 
Useful information may be gained by additionally analysing the streaks: 
for particle size distributions using an electron microscope. Multi­
disciplinary teams are required if the causes and effects of air pollu­
tion incidents are to be fully understood.
The other applications discussed in Chapter 6 highlighted many of 
the important advantages and disadvantages of the PIXE analytical tech­
nique, some of which were additionally discussed in the conclusion to 
Chapter 2. In many cases, such as was the case for the gallium arsenide 
sample, the technique was not found to be adequate and another method 
had to be sought. It is perhaps sometimes forgotten that, in general, 
the analytical technique must suite the application and not vice versa. 
The major areas for future work with these samples are: in quantitative 
target preparation techniques; the observation and control of losses of 
material from the target; the optimisation of the experimental parameter 
such as the choice of ion beam and selective X-ray absorbers, for the 
particular application; the production of standards; and improvements 
in the programmes used for analysing the PIXE spectra.
A P P E N D I X  A
THE DEVELOPMENT OF ARTIFICIAL LOW-ENERGY 
(< 5 keV) PHOTON SOURCES FOR THE EFFICIENCY CALIBRATION 
OF SOLID-STATE DETECTORS
There are few X-rays with energies less than 5 keV, emitted by 
radionuclides, for which the intensities per disintegration are known.
In addition, source X-ray self-absorption effects and large backgrounds 
from higher energy scattered photons make accurate efficiency calibra­
tions difficult below about 3 keV, as was discussed in section 4.4.5.
A series of experiments were performed to investigate the possibility of
making and calibrating artificial low-energy X-ray sources. These con-
55sisted of an excitation photon source, in this case Fe, and an absorb­
ing foil from which fluorescence X-rays of the desired energy are pro- 
55duced. Fe was chosen because it has no y-rays associated with its
decay. This creates spectra with lower backgrounds and also simplifies 
the calibration of the sources in the 47r proportional pressure counter.
In order to obtain the maximum amount of fluorescent X-rays, it is 
necessary to calculate the optimum thickness of the absorbing material. 
The fluorescence intensity may be found from (Kacperek 1979):
where
L =
Io N° E2(/iTx) E2(MF (d-x))dx
4A oj
XF =
fluorescence X-ray intensity
Io
= primary X-ray intensity
m f
= total attenuation coefficient for the fluorescence X-rays
d = absorber thickness
ffp =
X-ray fluorescence cross-section
m t
= total attenuation coefficient for primary X-rays
N
o
= Avogadro's Number
A = atomic weight
This formula was programmed on a PDP II minicomputer and the results 
for different elements excited by an 55Fe source are given in Table A. 1 . 
Copper, aluminium and silver were in the form of metal foils whilst 
sulphur, phosphorus and calcium were powders bound by a weak solution 
(2.5 %) of VYNS. In future, FORMVAR will be used as a binding agent 
because of the X-ray interference caused by the large proportion (46 %) 
of chlorine in VYNS. The chlorine absorber was produced by using a
10 % dilution of VYNS which was subsequently dried. Electrical conduc-
- 2
tion was ensured by gold evaporated onto 30 Mg cm VYNS covers.
Table A.I.: Optimum thicknesses of absorber foils
Absorber
material
M e a n  
energy(keV) X-ray
Calculated  ^
thickness(mg cm )
Copper 0. 94 L 0.18
Aluminium 1.51 K 2.7
Phosphorus 2.02 K 5.5
Sulphur 2.32 K 6.0
Chlorine 2.64 K 6.5
Silver 3.07 L 1 .0
Calcium 3.77 K 5.5
Kacperelc has also noted that a much simpler mathematical treatment 
yields the equation:
a1 =
where d1 is the optimum thickness and the other symbols are as before. 
This yields optimum thicknesses approximately twice those obtained 
with the more accurate but difficult equation. As doubling the optimum 
thickness only decreases the fluorescence intensity by about 15 %, the 
results of the above equation, divided by two, are of sufficient accu­
racy for the present purposes.
Methane was used as the counting gas in all source calibrations, 
in preference to argon—methane, because it has a high efficiency for 
the fluoresced X-rays (< 3 keV) but a low efficiency for the X-rays 
from the excitation source which are far more intense and are not of 
interest. The absence of the interfering argon escape peak is an 
important advantage. Sources producing X-rays via the K transition 
were found to be far more intense than those via the L transition 
principally because of the lower L fluorescence cross-section. Futher 
details of the source preparation and calibration techniques have been 
given by Kacperelc (1 979).
Fig. A. 1 shows the Si(Li) detector spectrum obtained x>/ith the 
excited aluminium source. The source satisfies requirements of low 
background and lack of interferences; making it possible to determine
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the peak area with high accuracy. This spectrum was recorded for 23
hours with the plane of the source at 22.5° to the Si(Li) detector
surface. This was the usual geometry for targets during PIXE analysis.'
The source was also counted at angles of 0° and 60° to the Si(Li)
detector surface. The results for the aluminium and manganese X-rays
55(due to the decay of Fe) are given in Table A.2.
Table A.2.: Variation of artificial source count-rates with angle
Angle w.r.t. X-ray count--rate (s )^
source plane
Aluminium K n a ,j3 Manganese
0oo
0.0182 + 0.0035 2.59 + 0.08
22.5° 0.0184 + 0.0015 2.59 + 0.02
60.0° 0.0091 + 0.0014 1.87 + 0.05
It can be observed that neither the X-ray count-rates nor the ratio
of these count-rates is constant with angle. Thus it is not possible
to calibrate the Si(Li) detector, which subtends a solid angle of 
-31.3 x 10 sr at the sources, with a non-isotopic source calibrated 
in 4tt . However, preliminary results indicate that, at low angles 
(< 22.5°) where the differences in X-ray path lengths are small 
(< + 4 %) , the emission is quite isotropic. Thus if these sources 
could be calibrated only over a small well-defined angle to the normal 
to the source plane, then they would permit the accurate calibration of
the Si(Li) detector down to low energies.
The preparation and calibration of such sources is clearly a 
difficult task which most laboratories would not care to undertake. 
However, once a Si(Li) detector system has been calibrated in such 
a manner, aluminium K X-ray production cross-sections may be accura­
tely measured for proton irradiation. This would allow PIXE labora­
tories to accurately calibrate their own Si(Li) detectors down to 
1.5 keV.. The work is continuing.
A P P E N D I X  B 
AN EXAMINATION OF THE CASE FOR 150 IceV PROTON PIXE ANALYSIS
OF LIGHT ELEMENTS (Z < 18) BASED ON MDL AND MQL CONSIDERATIONS
In Chapter 6 it was found that the optimum proton energy, in the 
range 1.0 to 3.5 MeV, for PIXE analysis of the lighter elements (Z = 11 
to 22) in air particulate deposits was about 2 MeV. It is therefore of 
interest to examine the paper of Moriya et al. (1978) in which they inter- 
compare MDL’s, which they refer to as sensitivities, in light element 
analysis by 2 MeV and 150 keV PIXE and photon-induced X-ray emission.
In particular, they conclude that the MDL for trace element analysis of 
elements with Z ^ 18 is lower for 150 keV than for 2 MeV proton excita­
tion. In addition, Shiokawa et al. (1977) state that 200 keV protons 
are favourable for the determination of light elements.
It is shown that, for this region of the periodic table, the MDL is 
strongly dependent on the definition of this limit. Using the calculated 
cross-section data of Moriya et al., it is found that, for aluminium,
2 MeV protons provide a slightly lower MDL and a much lower MQL than 
150 keV protons when the more correct definition of statistical signifi­
cance provided by Currie (1978) is applied. Finally, other criteria 
relevant to the choice of proton energy are discussed and it is concluded 
that 2 MeV proton excitation is the best compromise for microanalysis 
while 150 keV is optimum for surface studies.
The MDL and MQL for aluminium. The MDL and MQL for aluminium have been 
estimated because Moriya et al. state that the MDL’s in this region of 
the periodic table are far superior when using 150 keV protons. The 
signals and backgrounds for both energies have been calculated from 
Fig. 1 and Fig. 2 of their paper. The experimental conditions have been 
chosen to be those utilised in the present analysis of air particulate 
deposits (see Chapter 6).
The MDL for the two proton energies are compared in Fig. B.l. 2 MeV 
protons are slightly superior when a statistically meaningful definition 
of MDL is used. It is only when the N = N definition of Moriya et al.
O  13
is used that 150 keV excitation appears ascendant. It can be seen that 
this latter definition yields that the MDL will never improve with in­
creased beam fluence (although the precision will of course improve). As 
has also been pointed out by Folkmann (1975), who at one stage used this 
definition, peaks with many and few counts may give the same ratio 
although the intense peak is easier to distinguish from the background.
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Mien, in Fig. B.2, the MQLs are compared, 2 MeV excitation is seen 
to be far superior. At 4 MC fluence, as used in the air particulate 
analyses, the 2 MeV MQL is a factor of eight lower (better). Even at the 
high fluence of 1000 MC that Moriya et al. illustrate, the 150 keV MQL is 
still 50 % higher than that for 2 MeV protons. The high values of MQL at 
low 150 keV proton fluence are due to the low number of counts produced. 
For instance the MDL condition is satisfied with a signal of 418 counts 
for 2 MeV protons whereas only 5 counts are needed for the 150 keV case.
Thus it is found that there is no statistically meaningful evidence 
to suggest that 150 keV excitation is superior. Examination of Fig.
6.1.2.5.c, which illustrates experimentally determined MDLs for the air 
particulate deposits, shows that the MDL varies very little in the region 
Z = 11 to 22. Thus a similar result will be obtained for elements other 
than aluminium. There is good agreement between the experimentally deter­
mined MDL and that calculated based on the cross-sections provided by 
Moriya. Therefore it is believed that their cross-section data are accu­
rate, although it is not understood why their calculated values for the 
higher energy photon backgrounds are less for protons of 2 MeV than 
150 keV. Both Follcmann (1975) and the present author (Chapter 6) find 
that the background increases with proton energy.
Non-statistical considerations. In practice the choice of proton beam
energy is strongly dependent on the physical nature of the target to be
analysed. In the thin target method, one requires that only a small
amount of beam energy is lost in the sample so that a simple average
proton energy may be used to calculate the ionization cross-section. For
instance, a 2 MeV proton loses 10 % of its energy (14 % of its PIXE cross-
- 2
section) in 1400 Mg cm of carbon whilst a 150 keV proton loses 10%
-2
(34 % of its PIXE cross-section) in only 20 Mg cm . Therefore for low 
proton energies thick target approximation techniques, with their attendant 
increases in uncertainties, must be utilised. Low energy protons clearly 
only analyse a thin surface layer. Musket et al. (1973) have calculated 
that for 150 keV protons incident on steel samples, 90 % of Cr and
Fe K. X-rays come from a depth of about 0.25 Mm (about 200 Mg cm )^ .
Ahlberg (1977) has similarly calculated that 75 % of Ti K X-rays come from 
a depth twenty times greater when 2.5 MeV protons are used. The situation 
is similar for light elements in a carbon matrix (Ahlberg 1977). Thus any 
surface chemical or physical non-uniformities in the target will have a 
strong influence on the X-ray yield for 150 keV protons which makes them 
a very useful tool for surface analysis as has been described by Musket 
et al. The difficulties in producing targets which are homogeneous over
such a small thickness are likely to make the precision lower for 150 keV
'bulk’ analysis than 2 MeV 'bulk' analysis.
Often, in environmental and bio-medical analysis, the target takes 
the form of a thin sample deposit on a filter material. These filters 
will only withstand a limited current density because of the heating 
effects of the beam (see Section 6.1.2.4). Thus the high 150 lceV MQL 
cannot be compensated by increasing the current. Another disadvantage is 
that the foil ion beam monitor will not work at 150 keV. It may be noted
that Bales et al. (1975) have found that 100 keV protons have significant
limitations. Also, at the intermediate energy of 700 lceV, Rickards et al.
(1975) conclude that their MDL is an order of magnitude higher than the 
best high energy ion-induced X-results using thick targets.
Conclusions. In contradiction to the findings of Moriya et al. (1978), 
it is considered that 2 MeV proton excitation is superior to 150 keV 
excitation. Perhaps 150 keV excitation has some economic advantages, 
since a smaller accelerator assembly is required, but this aspect has 
not been discussed by Moriya et al. A possible flaw in the statistical 
arguments lies in the fact that no account is taken of the shape of the 
background. A background that varies rapidly with energy, as is the 
case underneath the aluminium peak in 2 MeV proton excitation, will make 
it more difficult for any peak fitting routines to accurately determine 
the peak area. No method of taking this rapid variation into account is 
known. The final vindication of these conclusions would lie in a care­
fully controlled experiment performed at the two energies on the same 
target, preferably with the same apparatus. In connection with this, 
it should be pointed out that the 2 MeV spectrum shown in the paper of 
Moriya et al. is from a private communication where a filter has been 
used to deliberately cut out low energy photons. Therefore the spectrum 
in no way represents a 2 MeV PIXE system optimised for light element 
analysis.
A P P E N D I X  C
BACKSCATTERING SPECTROMETRY
Four basic physical concepts determine the capabilities of back- 
scattering spectrometry. They are:
a) Energy transfer from a projectile to a target nucleus in an elastic 
two-body collision. This process leads to the concept of the ■ 
kinematic factor which allows the determination of the mass of the 
target nucleus.
b) Probability of occurrence of such a two-body collision. This leads 
to the concept of scattering cross-section and to the capability
of quantitative analysis of atomic composition.
c) Average energy loss of a projectile moving through matter. This 
process leads to the concept of stopping cross-section and to the 
capability of determining the depth of the target atom in the matrix.
d) Statistical fluctuations in the energy-loss of a projectile moving 
through matter. This leads to the concepts of energy straggling and 
angular straggling and to a limitation in the ultimate mass and 
depth resolution of backscattering spectrometry.
These processes will now be outlined in so far as they apply to the 
backscattering spectrometry performed in the present work. A fuller 
treatment of both the principles and the applications of this technique 
may be found, for example, in a recently published textbook (Chu et al. 
1978).
a) The kinematic factor. The simple elastic collision of two masses Mj 
and can be solved fully by applying the principles of conservation of 
energy and momentum parallel and perpendicular to the direction of inci­
dence. From the three simultaneous equations one obtains, the following 
relationship may be derived:
v t/v = [ + (M* - M? sin2 0) 1//2 + M.cos 0 ] /(M0 + M.) (C.l)
1 O — Z 1 1 Z 1
where v and v t, are the velocities of the proiectile of mass M. before 
o 1 ’ 1
and after the collision with the target which is initially at rest.
0 is the angle of scatter. Unless stated otherwise, all equations refer 
to a laboratory system of co-ordinates.
For Mj ^ the plus signs holds. Defining the kinematic factor K by:
K = Ej/Eo (C.2)
and substituting into equation (C.l) one obtains:
ft I - (M./M.)2 sin2 0] 1/2 + (M./M,) cos 0 1 2
K = — ------------------------------------  V  (C.3)
I  1 +  ( M j  / M 2 > J
When a target contains two types of atoms that differ in their 
masses by a small amount it is important that this difference
produces as large a change dEj as possible in the measured energy Ej of 
the projectile after the collision i.e. to resolve a difference in 
masses dM^, dEj must be greater than the resolution of the particle 
detector. For all but the smallest values of M^, the largest change of 
K occurs when 6 - 180°. Thus the detector is' usually placed at a steep 
backward angles (165° in the present work). It is for this reason that 
this form of elastic nuclear scattering spectrometry is known as back- 
scattering spectrometry. Other methods of increasing mass resolution 
are to increase Eq (provided that nuclear reactions are not induced) 
and to use projectiles of larger Mj (as long as Mj ^ M^). Mass resolu­
tion is inherently better for light target atoms than for heavy ones
- 2
with the effect being proportional to (Chu et al. 1978).
b) The scattering cross-section. The differential cross-section for 
scattering into a small solid angle df2 is given by Rutherford formula
do(E,d ) Z} Z2 e2 \ 2 4 £[ 1-((M1/M?)sin 0 )2 ] X^2 + cos 0 j
d£l \ 1 6tt e E <) . r i r /m \ ■ n \2 l 1 /2o / s m  u [ l-( (Mj /M2) s m  t)) J
(C.4)
which holds for Mj < M2. Here Zj, Mj and Z^, M^ are the atomic number
and mass of the projectile and target atoms respectively, e is the
-19electronic charge (1.60206 x 10 C) and e the dielectric constant m
- 1 2  ° . . .  
vacuo (8.8543 x 10 As/Vm). E is the energy of the projectile imme­
diately before scattering. This formula, which has given the name 
Rutherford scattering to elastic nuclear scattering, assumes that the 
force that acts during the collision of the two particles is well des­
cribed by the Coulomb repulsion of the two nuclei. This holds as long 
as the distance of closest approach is large compared with nuclear
O
dimensions but small compared with the Bohr radius (0.53 A). Tabula­
tions of these cross-sections can be found in the literature (e.g. Mayer
et al. 1977). The total number of detected particles (A) is given by:
A = a(E,0) SI Q N (C.5)
where o = (17) 1 / [ dcr (E,0 )/d£2 ] dfi (C.6)
si
For very small detector solid angles SI and large scattering angles 0 , 
which is usually the case, ff(E,0) tends to dtf (E,0)/d£2. a(E,0) is known
as the average differential scattering cross-section, Q is the total 
number of incident particles and N the number of target atoms per unit 
area.
Recently, deviations from the Rutherford cross-section at low pro­
jectile velocities have been observed (L’Ecuyer et al. 1979, Andersen 
et al. 1979). For instance, L ’Ecuyer et al. found the cross section to 
be 4 % below the Rutherford values for 1 MeV helium ions on bismuth.
These deviations can be quantitatively explained by taking into account 
the screening of the electrostatic potential of the target nucleus by 
its atomic electrons. For the ion beams used in the present work, this 
correction only becomes greater than 1 % for target atoms with atomic 
number greater than 40. Where necessary, the correction has been made 
using the following equations of L'Ecuyer et al.:
a (E,0) = aR (E,0) [1 - pa/(aE) ] (C.7)
and pa/a = 0.049 Zj Z ^ 3 keV (C.8)
or^(E,0). is the Rutherford cross-section for a particular angle 0 and 
cr(E,0) the corrected cross-section..
For sufficiently high energies E, the distance of closest approach 
between the projectile and the target nuclei reduces to the dimensions 
of nuclear sizes (10  ^ m) . The short-range nuclear forces then begin 
to influence the scattering process, and deviations from the Rutherford 
scattering cross-sections appear. When the scattering process is 
inelastic, the energy of the scattered particle differs from KE as well.
In other cases, the scattering process is still elastic but the diffe­
rential scattering cross-section departs from that predicted by Ruther­
ford theory (sometimes by a large amount). In both cases the value of 
the differential scattering cross-section is strongly dependent on energy, 
scattering angle and on the particular combination of projectile and 
target nuclei. Jarjis (1979a) has found evidence for deviations of up 
to 5 % from Rutherford scattering for 1-4 MeV alpha particles on chromium 
and nickel. It now appears that the Rutherford cross-section has to
be used with care. Jarjis (1979b) is in the process of completing a 
comprehensive compilation of experimental differential cross-section 
data for elastic scattering and nuclear reactions on target nuclei in 
the Z = 1-29 region.
c) Energy loss and the stopping cross-section. When an ion penetrates 
matter, it will lose energy by collisions with the electrons and nuclei 
of the target. In electronic collisions, the energy is transferred to 
individual electrons in the atoms resulting in atomic excitation and 
ionization processes. In nuclear collisions, the momentum is taken up 
by the target atom as a whole and, because of the much larger mass 
involved, such collisions do not make a significant contribution to 
the energy loss in the energy range (1 to 3 MeV) of interest in the 
present work. The nuclear collisions do, however, give rise to the 
phenomenon of multiple scattering by which the incident ions are caused 
to undergo small changes in direction (see section d).
To first order, this electronic stopping is given by the Bethe- 
Bloch formula:
- dE/dx = N [4tt(Zj e^^/m^v" ] L (C.9)
_ d p
where ——  is the stopping power (the energy loss per unit path length)
Q X
and L is the 'stopping number'. According to quantum-mechanical cal­
culations of Bethe (1930), for MeV particles, L is given by:
L = (2 m£v^ /I) (C.10)
I is the mean excitation energy and is usually determined empirically.
The other symbols in the above equation have their usual meanings.
In fact, the stopping cross-section, e, is the more fundamental 
parameter as it is independent of the target density. It is given by:
e = (n ^ ) (dE/dx) (C.ll)
where n is the number of atoms per unit volume of the target.
With increasing accuracy in experimental measurements of dE/dx, it 
has been found that the energy loss oscillates as a function of the 
target atomic number (Z^)• This oscillation can be as high as _+ 25 %
as may be observed from the values of Ziegler et al. (1974). Systema-
tics for Zj oscillations in stopping powers of five solid materials 
for 6 < Zj < 2 0  have also recently been investigated by Ward et al. (1979).
The stopping mechanism becomes much more complicated at energies below 
1 MeV, due to such phenomena as projectile electron capture, and will 
not be considered here.
The most accurate tabulations of stopping powers are given by- 
Andersen et al. (1977) and Ziegler (1977) for protons and helium ions 
respectively. These are semi-empirical fits, based on recent theories, 
to experimental data judged to be ’good* . Claimed uncertainties in the 
fitted values are as low as +_ 1 % for MeV protons. Earlier tabulations, 
such as those of Northcliffe et al. (1970), are often in error by as
much as 50 % due to neglect of the Z^ oscillations.
With a knowledge of the target matrix and the mass number of a
trace element of interest, the position and spread in depth of the
trace element can be determining using the relationship:
L 1
E, - [Eq - /  S(E) dl ] K - / S(E) dl (C.12)
h
where = x sec 0  ^ and = x sec 0 S(E) is the stopping power of 
the target matrix and the first and second integrals are the energy 
losses along the incoming and outgoing paths Lj and L^. x is the depth 
in the material and 0  ^  ^ the angles made by the projectile paths to 
the normal at the surface. Eq is the incident particle energy and E^ , 
the energy of the emergent particle. K is the kinematic factor for the 
target atom.
The above equation forms the basis for elastic baclcscattering depth 
analysis. The practical use of this equation and the derivation of 
'working1 approximate solutions of it are discussed in detail in many 
textbooks on the subject (e.g. Chu et al. 1978, Mayer et al. 1977, 
Ziegler 1975).
It should be noted that the measured stopping powers strictly 
only refer to amorphous materials. If the target is monocrystalline 
and the projectile enters it in a lattice direction, then it will 'see' 
less atoms. This phenomenon is known as 'channelling' and results in 
a considerably reduced stopping power.
d) Energy straggling. When a beam of charged particles penetrates 
matter, the slowing down is accompanied by a spreading of the beam 
energy due to statistical fluctuations in the number of collisions 
suffered. In many cases of practical interest, the distribution in 
energy loss is sufficiently close to Gaussian that the spreading around 
the average value is completely characterised by the mean square
2 2 
fluctuation, O , in energy loss, , or is known as the energy
straggling. Bohr (1915) has derived a simple expression, in the limit
of high projectile velocities, for the straggling due to electronic
stopping:
fi2 = 4?r (Zje2)2 n Z2t (C.13)
where t is the thickness of the target of n atoms per unit volume. 
Lindhard and Scharff (1953) extended Bohr's theory and derived a cor­
rection factor for low and medium energy projectiles. The state of 
the theories, together with accurate experimental results, has recently 
been given in a review by Besenbacher et al. (1980). No measurements 
of energy straggling in solid compounds are known. In fact, in general, 
accurate straggling measurements are rare and target texture can have 
strong effects (see e.g. Besenbacher et al. 1980, Werz .et al. 1979). 
Al-Beri et al. (1976) have found evidence to suggest oscillations 
similar to those found for stopping powers.
e) Angular straggling. When a collimated beam of charged particles 
passes through matter a fraction of the particles will change direction 
slightly due to multiple nuclear scattering. The angular distribution 
about the original beam direction is essentially Gaussian but with a 
slightly higher 'tail' than a Gaussian function. The Gaussian assump­
tion allows the angular straggling to be characterized by a width a. 
Marion et al. (1967) have performed numerical calculations of this 
process and provide tabulations and a formalism which permit the esti­
mation of the effect for any case of interest. These calculations 
have been used to determine the angular straggle of the ion beams on 
passing through the foil ion beam monitor (Section 4.3.3) and the air 
pollution filters (Section 6.1.2.4). Spahn et al. (1975) have mea­
sured the angular straggling of H, He, N and Ne projectiles in solid 
targets of C, Al, Ni, Sb, Ag and Au for projectiles with energy ranging 
from 1-11 MeV. The agreement between the theoretical and experimental 
values was not better than 25 %.
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