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Abstract- -The author has obtained the explicit solutions of boundary problems and initial problems 
of the typical form of the second order linear variable coefficient ordinary differential equation: yU(x)+ 
q(x) y(x) = f(x), a < x < b, where q(x) and .f(x) are arbitrary functions belonging to C[a, b]. 
The solutions are expressed in integral series explicitly by q(x), f(x), and boundary conditions or 
initial conditions. Besides, we prove the well-known basic properties and conditions of solvability for 
boundary problems of the above ordinary differential equation by using the explicit expresaions.t 
1. THE BASIC BOUNDARY VALUE PROBLEM 
The problem to be considered here is the two point boundary problem as follows: 
y"(x) "l- q(x) y(x) -- f(x),  
dy 
dr 
+ Y = 
a<x<b 
x- -a ,  
x ' -b~ 
(1.1) 
where a, b, ~a, r]a, ~a, ~b, ~b, (b are constants, ~2+~2 > 0, 2 2 ~ + ~b > 0, q(z) and f ( z )  are arbitrary 
functions belonging to C[a, hi. 
We shall apply the difference method to discuss the solutions of (1.1). We divide [a, b] in 
intervals of step length 6 = (b  - a)/ (N + 1), where N is a positive integer. The cut points are 
zi = a + i6, i = 0, 1 , . . . ,  N + 1. The function values at the cut points are written as qi = q(zi), 
f,  -- f (x , )  and y, = y(z,). 
We obtain a system of linear equations as follows: 
P y - F, (1.2) 
where y = (y l , . . .  ,yN) t is an N-dimensional vector and P is an N x N matrix as follows: 
P - P (A1 , . . . ,AN)  -- 
rA1 1 0 .. .  0 0 0 \ 
1 A2 1 . . .  0 0 0 / 0 1 As .. .  0 0 0 . . . : • . 0 0 0 .. .  AN-2 1 0 
0 0 0 .. .  1 AN-I 1 
0 0 0 .. .  0 1 ~N 
(1.3) 
t A n  abstract of the paper was publkhed in [1]. 
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where 
~a b 
A1 = -2  + ql 6 2 + - -  = -1  + ql/52 
Ai -- -2+ qi6 2 , i = 2 , . . . ,N -  1, (1.4) 
~b 6 ~b A N- - -2+qN62+ - -  - - - - l+qN~2 
~b + 6 ~ ~b + 6 ~b " 
On the right hand side of Equation (1.2), F = (Ft, .. .  ,FN)  ~ is an N-dimensional vector. Its 
components are as follows: 
= + c 1) 8 2 + 
~ + 6 ~ ' 
Fi = (fi + ¢u) 6 2, i = 2 , . . . ,  g - 1, (1.5) 
~b + 6 ~b ' 
where  
lira ¢~ --- ] io  Cb -" 0, and lim ¢1i = 0, 6-..*0 6-....*0 
uniformly for xi E [a, b]. 
2. THE INVERSE OF  MATRIX  P(AI, .... AN) 
For convenience, we define 
pN(A1, . . . ,  AN) -" det P(A1,. . . ,  AN), 
pj_i+l(Ai,... , Aj) -- det Pj-i+I(A1,..., Aj), (2.1) 
where P j - i+t (A i , . . . ,  Aj) is the (j - i + 1) x (j - i + 1) main submatrix of P (At , . . . ,  AN) and 
1 < i < j < N, and suppose P0 = 1. We may prove 
pup  = WN+l E, (2.2) 
where E is the N x N unit matrix, wg+l = (--1)N+IpN(A1, . . .  ,AN) and P"  = ~tP~i,kJ~, with 
r (--1) N-k+i-1 P i - I (A1 , ' " ,A i -1 )  PN-k (Ak+l , . . . ,  AN), i ~ ]¢, pU (2.3) 
i,t = ~ (--I) N-i+k-1 PN-I (Ai+I,..., AN) Pk-I (At,..., Ak-1), k <~ i, 
and i, k = 1,..., N. When WN+1 ~ 0, we have 
p- l=  eu  . (2.4) 
0JN+I 
3. E IGENVALUES AND E IGENVECTORS OF MATRIX P(AI , . . . ,  AN) 
We shall study the matrix P(A1 - A, . . . ,  AN -- A) whose determinant is pN(A1 -- A , . . . ,  AN - A). 
We have 
Pl (A1 - A , . . . ,A i -  A) = (A i -  A) pi-1 (A1 - A , . . . ,A i _ I  - A ) -p i _2  (At -A ,  . . . .  A i -2-A) ;  (3.1) 
here suppose At,...,A~v are real numbers. Therefore, when Pi-1 ()q - A , . . . ,A i _ I  - A) = 0, 
Pi (At - A, . . . ,  Ai - A) and Pi-2 (A1 - A, . . . ,  Ai-2 - A) have opposite signs. From this, by induction, 
one obtains the conclusions: 
(1) For each i satisfying 1 < i < N,  Pi (At - A . . . .  , Ai - A) has just i distinct real roots; 
(2) For each i satisfying 2 < i < N, the roots of pl (A1 - A,. . . ,Ai  - A) and the roots of 
pi-1 (A1 - A, . . . ,  Ai-1 - 7) are in alternate permutation. 
From the above two properties, it is convenient to find the roots of pi (At - A, . . . ,  Ai - A) 
according to proper order, i -- 1 , . . . ,  N. When i -- N those are the eigenvalues of the matrix 
P (At , . . . ,  AN). When the eigenvalues are obtained, it is not difficult o seek out the corresponding 
eigenvectors. In fact, if A0 is an eigenvalue of P(A1, .. . ,AN), we can find its corresponding 
eigenvector using the method of seeking the inverse of matrix P(A1,. . . ,  AN) in Section 2. 
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4. INTEGRAL EXPRESSIONS FOR THE SOLUTIONS 
OF THE FIRST BOUNDARY VALUE PROBLEM 
When & = & = co = cb = 0 and p, = qb = 1, Problem (1.1) becomes 
ar”(+) + Q(2) ar(2) = f(t), a<z<b, 
9(a) = y(b) = 0. (4.1) 
If there exists a solution g(2) E C2 [u,b], according to the difference method introduced in 
Section 1, we have a system of equations, (1.2), where P = P(Xl,. . . , XN) is expressed in (1.3), 
and 
& = -2+qi6’, Fi=(fi+Eii)6a, - ,...,N. i - l 
Let pi(-2)=pi(-2,..., -2); by induction, we have 
P&2) = (-1)’ (i + 1). 
From (2.2)-(2.3), we have 
i-l 
-PN+l Yi = c @~-iah(h+~lk)6+~ aiflN-k(.fk+&lk)6, i-_ 1 N, ,***, 
k-1 k!-i 
where 
pN+l = (‘- +N(Al, *.*,A,) 
PN(4) ’ 
(Yi = 
Pi-1(X1, s S. 9 Xi-l) i 6 
P&1(-2) ’ 
$N-k = 
?'N-k(Ak+l, . . . ,AN)(N+l-k)6 
PN-k(“2) 
, 
Let 62 = A, then by Taylor expansion, we obtain 
i= 1 N, ,*--, 
E= l,...,N. 
PN+1(~)=90+gt+Gaa+.,.+Qk+...+QN, k=Ol N, , ,***> 
where 
It is not difficult to see 
&, = &$(0)Ak 
k! * 





b’l$ Ql = - 
-+ J 










f’sl, Qk = (-1)’ * *. 
J 1 
(tl - fl) C&i,. . . ,tk) (b - tk) dtl . . . dtk, k = 1,. . . , N, (4.10) 
a<tl<...$b<b 
where 
Ck(tl,..., rk) = !?(tl) (t:, - tl) ‘?(tl) .* . (tk - tk-1) ‘?(tk). 
Let pl,i = Fi? PN+l(A), we have 
(4.11) 
PI,I =(b-a)+$&)’ ]..j (tl-a)G&...,tl)(b-t&ftt...dt~. (4.12) 
L-1 o<tl<...<tg<b 
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Similarly, we have 
lira a, = AI(x) = (z -a )+E( -1 ) t  
6--*0 
l----1 
... f ( t l -a )Gt ( t l , . . . , t t ) ( z - t t )d t l . . .d t t  (4.13) 
a<tt~. . .~t t~x 
and 
oo 
lim BN-, = Bl(Z) = (b - z) + E ( -1)t  
6.-.*0 
L=I  
From (4.11)-(4.13), one obtains 
f . . . ]  ( t l - z )  Gt ( t l , . . . , t t ) (b  
f 
tt) dr1... a2t. m 
z<tt<...<t~<b 
(4.14) 
Al(a) = Bl(b) = O, A~(a) = 1, B~(b) = -1, 
A~'(z) + q(z) AI(z) = O, BT(z ) + q(z) B1 (z) = O, 
W [Bx,A1] = Xl(z)BI(X) - BI(x ) AI(x) = Pl,1 = Al(b) = Bl(a). 
(4.15) 
When $ ---* 0, from (4.4), one obtains 
z b 
-pL1 y (z )= B I (z ) /A l ( t ) f ( t )d t  + A I (z ) /B l ( t ) f ( t )d t ,  
a x 
(4.16) 
that is a necessary condition for the existence of solutions of (4.1). 
When pl,i # 0 it is easy to prove that y(z), represented by (4.16), is certainly a solution 
of (4.1). When Pl,1 - 0, Al(z) and Bl(z) are linearly dependent. From (4.15), one obtains 
Bl(X) = B'~(.) At(x), 
A~(~) = -A'l (b) B~ (~), 
B~(a) yt O, (4.17) 
Ai(b) # 0. 
From (4.16), it is not difficult to see that, when pl,1 = 0,  the necessary condition for the existence 
of (4.1) in C 2 [a, b] is as follows: 
b b 
f Ai(,):(t) d, = f Bl(O:(t)dt=O. 
a a 
(4.18) 
Obviously, from (4.15), one may see that AI(z) ~ 0 and BI(z) ~ 0. On the other hand, 
when (4.18) holds, the explicit solutions of (4.1) can be expressed by 
y(z) = Y(z) + CAI(z), (4.19) 
where C is an arbitrary constant, and Y(z), which will be dealt with in Section 6, satisfies the 
following conditions 
Y(a) = Y'(a) = Y(b) = 0. (4.20) 
This completes the discussions for the ease PI,1 = 0. The detail estimates for the convergence 
are omitted in this short article. 
5. INTEGRAL EXPRESS IONS FOR THE 
SECOND BOUNDARY VALUE PROBLEM 
When ~a - ~b = 1, 0a -- tk -- ~a -- ~b -- 0, Problem (1.1) becomes 
¢'(~) + q(~) y(~) =/(~), ~ < • < b, 
v'(.) = v'(b) = 0. (5.1) 
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If there is a solution y(z) E C z [a, b], according to the difference method introduced in Section 1, 
we have a system of equations, (1.2), in which P = P(Az, . . . .  AN) is expressed in (1.3) and 
Az=-1+q16 s, AN =--I q-qN62; Ai'---2q-qi ~s, i=2 , . . . ,N -1 ;  (5.2) 
F1 = ( f l  ~- e11) 6 2 -- ea ~, FN -- ( fN  "}" ~IN) ~2 -- ~b ~; 
Fi = (f i  "4- ~1i) ~2, i = 2 , . . . ,  N - 1. 
Let Fi = 6 s gl, i = i,..., N; from (2.2) and (2.3), we have 
(5.3) 
where 
i -1  N 
--/'N+~ Y, = Y~ ~k ~- i  g~ 8 + y~ ~, CN-k gk 6, 
k=l  k=i 
PN+I = (--1) N 1 AN), PN( ,~, . . . ,  
o t i=  (--1) I-1 Pi - l ( ) t l ,  . . . .  ~i -1) ,  
#N-k  = ( - - i )  N-t= PN- /a (~k+I ,  ' ' '  , AN) ,  
i=  1 , . . . ,N ,  
k= 1, . . . ,N .  
For convenience, we point out that 
(5.4) 
(5.5) 
(-1)ipi(-1,-2,. . .  , -2 )= ( -1) ip , ( -2 , . . . , -2 , -1 ) -  1, 
p j ( -1 , -2 , . . . , -2 , -1 )  =0,  
i = 0,..., iv, (5.6) 
j=2 , . . . ,N .  
As in Section 4, we have 
co 
6. - *0  
k=l  a<ta<.. -<tk b 
co 
l ima i=As(z )= l - l -E ( - l )  t f'"f Gt(t1,...,tt)(z-h)dtl...dt¢,and 
6-o  l=1 ,,<t,_<. <~,_<=~ (5.8) 
co  /.../ dt, (5.91 
6.-,,0 
I=1 =,<== <...<t~<b 
(for Gk(tl,... ,tk), please refer to Equation (4.11)). From (5.7)-(5.9), one obtains 
As(a) = B2(b) = 1, A~(a) = B;(b)  = O, 
a~(=) + q(=) As(=) = 0, B~'(=) + q(=) B2(=) = 0, 
W [B2, A2] = A~(z) B2(z) - B~(z)  A2(z)  = ps,2 = A~(b) = B~(a).  
(5.10) 
When 6 --* 0 from (5.4), one obtains 
z b 
-p .s y(=)= ./A2(t)f(t)dt + As(=) :
a z 
(5.11) 
that is a necessary condition for the existence of solutions of (5.1). 
When P2,2 ~ 0, it is easy to see that y(z), represented by (5.11), is certainly a solution of (5.1). 
When P2,2 = 0, As(z) and Bs(z) are linearly dependent. From (5.10), one obtains 
B2(=) = B2(a)A~(=), .,t~(=) = A~(b) B~(=). (5.12) 
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It follows B2Ca)A2Cb) = 1. From (5.10), one obtains A2(x) ¢ 0 and B2(x) ¢ O. From (5.11) 
and (5.12), one obtains the necessary condition for the existence of solutions of (5.1), which is 
given by 
b b 
/ As(t)f(t)dt- / B,(t)f(t)dt'-O. (5.13) 
el a 
On the other hand, when (5.13) holds, the explicit solution of (5.1) can be expressed by 
y(x) = Y(x) + CA2Or), (5.14) 
where C is an arbitrary constant, and Y(x), which will be dealt with in Section 6, satisfies the 
following conditions: 
Y(a) = Y'(a) = Y'(b) = 0. (5.15) 
This completes the discussions for the case Ps,2 = 0. 
6. INTEGRAL EXPRESSIONS FOR THE SOLUTIONS 
OF THE INITIAL VALUE PROBLEM 
Here, the considered initial value problem is as follows: 
+ ,, < < b, 
(6.1) 
y(a)  = 0, y'(a) = 
where 0 and ~0 are constants. The solution of (6.1) is 
y(x) =. OA2(x) + ~0Al(X) + / [AI(X) As(t) - A2(x) Al(t)] f(t) dr, (6.2) 
a 
(for Al(z) and As(x), please refer to Equations (4.13) and (5.8)). From (4.15) and (5.10), one 
obtains W [A1, As] : i. 
Let us now consider the function 
Y(z) = : [AI(z) As(t) - As(x) At(t)] f(t) dt. (6.3) 
tl 
It is obvious that Y(z) satisfies the equation in (6.1) and 
Y(a) = Y'(a) - O. (6.4) 
If P1,1 = 0 and (4.18) holds, then we have Y(b) = 0 and that the explicit solutions of (4.1) are 
found in (4.19). If P2,2 = 0 and (5.13) holds, then we have Y'(b) = 0 and the explicit solutions 
of (5.1) are found in (5.14). 
7. INTEGRAL EXPRESSIONS FOR THE SOLUTIONS 
OF THE THIRD BOUNDARY VALUE PROBLEM 
Let ~a • ~b ~ 0; Problem (1.1) becomes the third boundary value problem. From (1.2), (2.2) 
and (2.3), we have 
i-1 1 N 1 
--P~V+lY, = ~'~ -~otk~N-, Fk + ~'~ -~a,/~lv-k F , i--1,... ,N, (7.1) 
k----1 k~. i  
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where 
1 
PN+I = "~ (--1)N pN()tl, ' ' '  , ~N), 
oq -" ( -1)  i-x P i_ l ( ,~ l , . . . ,  "~i-1), 
]~N-k = (--i) N -k  pN-k(Ak+l, ..., )iN), 
As in Sections 4 and 5, we have 
where 
i = 1 , . . . ,N ,  
k= l , . . . ,N .  
6--.olim PN-I-1 "" ?3 -" P2,2 e2,1~b "~ Pl,2~a "+ P1,1 ~a ~b 
Pl,1 = Al(b) = Bi(a), Pl,2 = B2(a) = A~(b), 




(for A1 and B1, please refer to Section 4; for A2 and B2, please refer to Section 5). Similarly, we 
have Ya 
lim ai = Aa(x) = A2(x) + AI(z) ~--~, (7.5) 6---*0 
lim j3g-, = Ba(x) = B2(x) + Sl(X) -~. 
6---*0 gb 
The necessary condition for the existence of solutions of (1.1) in C 2 [a, b] is as follows: 
where 
py(z )=CaB(z )+CbA(x  ) - B(x)  A ( t ) f ( t )d t+A(z )  B ( t ) f ( t )d t ,  
a X 
A(z) = ~. As(x), B(x) = ~b B3(X), P = ~. ~b p3. 
From (4.15) and (5.10), one obtains 
A"(z) + q(x) A(z) = O, 
A(a) = ~a, A'(a) = Ya, 
- ~,. A'(a) + Oa A(a) - O, 
~b A'(b) + 17b A(b) = p, 
B"(z) + q(x) B(z) - 0, 
B(b) - ~b, B'(b) - --11b, 
~b B'(b) + l?b B(b) -- O, 
- ~a  B'(a)  + rla B(a)  - p, 




When p # 0, it is not difficult to see that the y(x), represented by (7.6), is in fact a solution 
of (1.1). When p = 0, we discuss merely the case of Ca = C* = 0. From (7.8), it follows that 
A(z) ~ 0, B(z) ~ O, and A(z) and B(z) are linearly dependent, i.e., there exists a constant C # 0, 
such that B(z) = CA(z). From (7.6), we see that the necessary condition for the existence of 
solutions of the Problem (1.1) with homogeneous boundary conditions in C a [a,b] is given by 
b b 
f A(t ) / ( t )a ,  = f B(O ;( , )d,  = o. 
a a 
(7.0) 
If Equation (7.9) holds, a special solution of (1.1) is given by 
x 




E(z )  -- A2(z )  T/o - A l ( z )~a (7.11) 
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It is not difficult to see that Y(z) satisfies the following conditions 
Y(a) -Y ' (a ) -O ,  -~aY'(a)+~aY(a) -0 ,  
W[E,A] -A ' ( z )  E (x ) -E~(x)A(x ) - I .  
(7.12) 
It follows that Y(z) satisfies 
Y"(x) + q(x) Y(x) = fix), 
~b Y'(b) + ~]b Y(b) = O. 
Furthermore, the general solution of (1.1), when (a = (b = 0, is given by 
(7.13) 
y(z) = Y(x) + CA(x), (7.14) 
where C is an arbitrary constant. 
8. INTEGRAL EXPRESSIONS FOR THE SOLUTIONS 
OF THE MIXED BOUNDARY VALUE PROBLEM 
Let ~, = ~b = 1, ~b = (° = (b = 0, Problem (1.1) becomes a mixed value problem as follows: 
y"(z) "t" q(x) y(z) = f(x), a < z < b, 
dy 
-d--~-~-~lay=O,z=a; y(b) = 0. 
From (1.2)-(1.5), we obtain 
(8.1) 
A1 =- -1+q16 2 -  671a 
1 +6:/a' 
Ai - - -2+q i6  2, i=2 , . . . ,N ,  
(8 2) 
F1 - (fl -F ell) 6 2 
F, = (Ii + ~li) 6 2, 
¢o6 
l+6~a' 
i=  2 , . . . ,N .  
(8.3) 
Similar to (5.4), we have 
i--1 N 
--PN+I Y~ = ~ ~k ~N-, gk 6 + ~ ~'i BN-1, Uk 6, 
k=l k=i  
i=  1 , . . . ,N ,  (8.4) 
where 
DN+I "- (--1)N pN('~I,. . . , .~N), 
ai --- ( -1) i -x  pi- l (A1,. . .  , )~ i -1) ,  
~N-k -- (--1) N-k PN-k(Ak+I,. . . ,  AN), 
It is not difficult to see that 
i= 1, . . . ,N ,  
i = 1 , . . . ,N .  
(8.5) 
lira PN÷X = A2(b) + Al(b) ~, = p,n, 
6--*0 
l~  ~, = Am(x) = A2(x) + 7° Al(x), 
6--*0 





The necessary condition for the existence of solutions of (8.1) in C 2 [a, b] is as follows: 
x b 
-pro ~,(,,) = B~fx) / A.,ft)/(t) dt + A.,fx) / B~ft) :(t) dr. 
a 
(8.9) 
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From (4.15), (5.10) and (8.7), one obtains 
A~ + q(x) Am(z) = O, 
Bl(b) = 0, Bi(b ) =-1,  
- A~m(a) +~. Am(a) = O, 
Bi'(z) + q(z) B1Cz) = 0, 
Am(a) = 1, Xm(a ) = l?a, 
BIl(a) = -A2(b) 
(8.10) 
W[B1,Am] =Pro. 
When pm# 0, y(z), represented by (8.9), is certainly the solution of (8.1). When Pm= O, 
from (8.10), one obtains 
Am(x) = CBl(Z), (8.11) 
where C # 0 is a constant. From (8.4), one obtains that the necessary condition for the existence 
of the solutions of (8.1) is given by 
b b 
f Aro(t) f(t) dt = / Bl(t) f(t) dt = O. 
G [g 
When Equation (8.12) holds, a special solution of (8.1) is given by 
x 
Y(x) = / {Am(z) E(t) - E(x) Am(t)} f(t) dr, 
a 
~/a A2(x) - At(z) 
(1 + t/~) 
- Y'Ca) + TIa Y(a)  = O, 







It is not difficult to see that 
Y(a) = Y'(a) = O, 
W[E, Am] = i, 
Finally, we have 
b b 
Y(b)= Am(b) f E(t) f(t)dt-E(b) f Am(t) f ( t )dt -O,  (8.16) 
a a 
because from (8.6) and (8.7), one obtains Am(b) - Pm= 0, and from (8.12), one obtains that the 
second term on the right hand side of (8.16) equals zero. Therefore, when Pm -- 0, only if (8.12) 
holds, Y(z), represented by (8.13), is a special solution of (8.1). And the general solutions of (8.1) 
are given by 
ym(z) = Y(z) + CAm(z), (8.17) 
where C is an arbitrary constant. 
CONCLUSION 
This paper is entitled "Explicit Solutions" because only the explicit expressions of Gk (t i,..., tk) 
in (4.11), Pl,1 in (4.12), Al(x) in (4.13), Bl(z) in (4.14) and (4.16), P2,2 in (5.7), A2(z) in (5.8), 
B2(x) in (5.9) and (5.11), P3 in (7.3), As(z) and Bs(z) in (7.5)-(7.7), Pm in (8.6), Am(z) 
in (8.7) and (8.9) belong to this paper. Also, we give explicit proofs, by using the explicit ex- 
pressions for the well-known basic properties and conditions of solvability of the boundary value 
problem (1.1), which were discussed in many other works, for example, [2-4], and Mackie [5] who 
used Green's function. 
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