Directed acyclic graph (DAG) models, also called Bayesian networks, impose conditional independence constraints on a multivariate probability distribution, and are widely used in probabilistic reasoning, machine learning and causal inference. If latent variables are included in such a model, then the set of possible marginal distributions over the remaining (observed) variables is generally complex, and not represented by any DAG. Larger classes of graphical models, such as ancestral graphs and acyclic directed mixed graphs (ADMGs), have been introduced to overcome this; however, in this paper we show that these classes of graphs are not rich enough to fully represent the range of models which can arise as margins of DAG models.
Introduction
Directed acyclic graph (DAG) models, also known as Bayesian networks, are widely used in probabilistic reasoning, machine learning and causal inference (Bishop, 2007; Darwiche, 2009; Pearl, 2009) . Their popularity stems from a relatively simple definition in terms of a Markov property, a modular structure which is computationally scalable, nice statistical properties, and intutitive causal interpretations.
DAG models are not closed under marginalization, in the sense that a margin of a joint distribution which obeys a DAG model will not generally be faithfully represented by any DAG. Indeed DAG models which include latent, or unobserved, variables are widely used, but they induce models over the observed variables which are extremely complicated, and not well understood. In the context of causal models Pearl and Verma (Verma, 1991; Pearl and Verma, 1992; Pearl, 2009) as summary graphs, MC-graphs, ancestral graphs and acyclic directed mixed graphs (ADMGs) which are closed under marginalization, at least from the perspective of conditional independence constraints (Cox and Wermuth, 1996; Koster, 2002; Richardson and Spirtes, 2002; Richardson, 2003) .
In all these cases, however, the class of graphs used is not sufficiently rich to capture the variety of models which can be obtained by marginalizing. This is because their creators originally considered only conditional independences, when in fact other constraints such as dormant independences and inequalities are known to be induced on margins of DAG models. To correct this we introduce the mDAG, a hyper-graph which extends the idea of an ADMG to have hyper bidirected edges; an example is given in Figure 1 . Intuitively, each red hyper-edge represents an exogenous latent variable whose children are the vertices joined by the edge.
We show that mDAGs are the natural graphical object to represent margins of DAG models. They are rich enough to represent the variety of models which can be induced observationally, and to graphically represent the effect of interventions when the DAG is interpreted causally. In addition, if the class of possible interventions is suitably defined, then there is a one-to-one correspondence between causally interpreted mDAGs and the marginal models induced by causally interpreted DAGs. The graphical framework also provides a platform for studying the models themselves, which are complex objects (see, for example, Evans, 2012; Shpitser et al., 2014) . We provide some graphical results for Markov equivalence in this context, i.e. criteria for when two marginal models are equivalent.
The remainder of the paper is organized as follows: in Section 2 we review directed acyclic graphs and their Markov properties, and in Section 3 we consider latent variables. Section 4 introduces mDAGs and their Markov properties, and shows that they are rich enough to represent the class of models induced by margins of Bayesian networks. Section 5 considers Markov equivalence, including a demonstration of why existing graphical models do not capture the full range of models. Section 6 extends the interpretation of these models to causal settings.
Directed Graphical Models
We begin with a review of definitions concerning directed acyclic graphs. We omit examples of many of these ideas because these are well known but see, for example, Richardson and Spirtes (2002) or Pearl (2009) for more detail.
A directed graph D is a pair (V, E), where V is a finite set of vertices and E a collection edges, which are ordered pairs of vertices. If (v, w) ∈ E we write v → w. Self-loops are not allowed: that is (v, v) / ∈ E for any v. A graph is acyclic if it does not contains any sequences of edges of the form v 1 → · · · → v k → v 1 with k > 1. We call such a graph a directed acyclic graph (DAG); all the directed graphs considered in this paper are acyclic.
If v → w we say that v and w are the endpoints of the edge (v, w) . A path from v 0 to v k is an alternating sequence of vertices and edges v 0 , e 1 , v 1 . . . , e k , v k , such that the endpoints of e i are v i−1 and v i ; no repetition of vertices (or, therefore, of edges) is permitted. A path may contain zero edges: i.e. v 0 is a path from v 0 to itself. A path is directed from v 0 to v k if it is of the form
If v → w then v is a parent of w, and w a child of v. The set of parents of w is denoted pa D (w), and the set of children of v by ch D (v). If there is a directed path from v to w (including the case v = w), we say that v is an ancestor 1 of w. The set of ancestors of w is denoted an D (w). We apply these definitions disjunctively to sets of vertices so that
A set is called ancestral if it contains all its own ancestors:
The induced subgraph of D over A ⊆ V is the DAG with vertices A and edges E A = {(v, w) ∈ E : v, w ∈ A}; that is, those edges with both endpoints in A.
A graphical model arises when a graph is identified with structure on a multivariate probability distribution. With each vertex v we associate a random variable X v taking values in some set X v . In DAGs the structure takes the form of each variable X v 'depending' only upon the random variables X pa (v) corresponding to its immediate parents in the graph. We present three characterizations of this dependence: via factorization of a density, structural equations, and conditional independences. The second and third characterizations are equivalent, and all three are equivalent if a joint density exists.
Definition 2.1 (Factorization Criterion). Let D be a DAG with vertices V , and let (X v ) v∈V be random variables with joint distribution P , admitting a density p with respect to some product measure µ. We say P obeys the
We denote the collection of distributions which satisfy the factorization criterion for D by M f (D).
The factorization criterion is quite simple and easy to understand, but is deficient in that it does not define what should happen if a joint density does not exist. The structural equation property gives a more explicit characterization of the necessary dependence.
Definition 2.2 (Structural Equation Property
). Let D be a DAG with vertices V , and X V a Cartesian product space. We say that a joint distribution P over X V satisfies the structural equation property (SEP) for D if for some independent random variables E v (the error variables) taking values in E v , and measurable functions f v : X pa(v) × E v → X v , recursively setting
where σ(Y ) denotes the σ-algebra generated by the random variable Y . We denote the collection of such distributions (the structural equation
Remark 2.3. The fact that we can make a recursive definition of the kind above follows from the fact that the graph is acyclic. For real valued random variables X v it is always sufficient to consider E v as uniformly distributed on (0, 1) (see Lemma A.3) .
Note that the structural equation model for D does not require that a joint density for X V exists, and in particular allows for degenerate relationships such as functional dependence between two variables. Of course, if the variables considered are all discrete then no such distinction needs to be made.
Remark 2.4. The potential outcomes view of causal inference (Rubin, 1974) considers the random function
, as the main unit of interest. Under our formulation this is almost surely measurable, and we can identify the pair (f v , E v ) with X v (·).
In general, some care is needed when defining random functions: one might naïvely choose to set, for example, X v (x pa(v) ) ∼ N (0, 1) independently for each x pa(v) ∈ X pa(v) ; however if the indexing set X pa(v) is continuous, then the function X v (·) will almost surely not be Lebesgue measurable, and therefore X v (X pa(v) ) is not a random variable.
Finally we present the ordered local Markov property for DAGs, which is concerned with conditional independence constraints. The local Markov property is equivalent to the structural equation property, but has the advantage that it has a much simpler and more direct definition, not requiring the additional overhead of functions and error variables.
Definition 2.5. Let D be a DAG. A topological ordering < of the vertices of D is a total ordering such that if w ∈ pa D (v) then w < v. Denote the strict predecessors of a vertex v under the ordering < by pre < (v).
Definition 2.6 (Ordered Local Markov Property). Let D be a DAG and X V random variables under a joint probability measure P . We say that P obeys the (ordered) local Markov property for D if for each v ∈ V and some topological ordering <,
Denote the collection of probability measures which satisfy the ordered local Markov property by M l (D).
Equivalence of the Properties
Theorem 2.7. For any directed acyclic graph D,
is strict whenever D has at least one edge.
Proof. The equality is well known, and essentially follows from the two equivalent forms of the structural equation property given in the definition. Lauritzen (1996) .
To see that the inclusion is strict, suppose D contains an edge v → w, let X v be standard Gaussian, and define X w using f w (X v ) = X v , with any other variables independent. Then X w a.s. = X v , so the joint distribution does not admit a joint density with respect to any product measure on R 2 , and hence P / ∈ M f (D); however, the structural equation property is clearly satisfied.
If we restrict to distributions which admit a density, then all three properties become equivalent. We remark that there are other Markov properties for DAGs, including the global Markov property and (unordered) local Markov property, but these are again equivalent to the ordered local property (Lauritzen, 1996) . The weaker 'pairwise' property is not considered here. Because of the equivalence of the properties, we drop the subscript and simply
. Note that each of these quantites depends implicitly upon the state-space of the random variables involved, but to avoid notational complexity we suppress this dependence.
Latent Variables
In a great many practical statistical applications we may wish to assume that there are additional, unmeasured random quantities which are stochastically related to the variables we are interested in. Consider a DAG D with vertices V∪U , and suppose that (X V , X U ) ∼ P ∈ M(D) (here and throughout∪ represents a union of disjoint sets). What restrictions does this place on the marginal distribution of X V under P ? In this context we call V the observed vertices, and X V the observed variables; similarly U (respectively X U ) are the unobserved or latent vertices (variables).
Definition 3.1. Let D be a DAG with vertices V∪U , and X V a state-space for V . Define the marginal DAG model M(D, V ) by the collection of probability distributions P over X V such that there exist (i) some state-space X U for X U ; and (ii) a probability measure Q ∈ M(D) over X V × X U ; and P is the marginal distribution of Q over X V .
In other words, we need to construct (X U , X V ) with joint distribution Q ∈ M(D) such that X V ∼ P . Trivially, if U = ∅ then everything is observed and M(D, V ) = M(D) (as before, we suppress the dependence upon the statespace for notational simplicity). The problem of interest is to characterize the set M(D, V ) in general.
Remark 3.2. Note that we allow the state-space of the latent variables to be arbitrary 2 , and the model is non-parametric (satisfying only the Markov property for a DAG). Typical latent variable or mixture models either have fixed finite number of levels, or assume some parametric structure such as Gaussianity. Such models are useful in many contexts, but induce much more complicated structure on the observed variables, and will always correspond to submodels of those we consider.
The following proposition shows that taking margins with respect to ancestral sets preserves the structure of the original graph, representing an important special case. The result is well known, see for example Richardson and Spirtes (2002) . 
Proof. These both follow directly from the definition of the structural equation property, since each variable depends only upon its parents. For the first claim it is clear from the recursive form of the SEP that the restrictions on X A are identical for D and D A if A is ancestral.
For the second claim, note that since pa Even with fairly trivial cases, explicitly characterizing the margin of a DAG model can be quite tricky, as the following example shows.
Example 3.4. Consider the DAGK shown in Figure 2 , which contains five vertices. We claim that the model defined by the margin of this graph over the vertices {1, 2, 3} is precisely those distributions for which X 1 ⊥ ⊥ X 2 . To see this, first note that from the ordered Markov property forK, any distribution in M(K, {1, 2, 3}) must satisfy
Conversely, suppose that P is a distribution such that X 1 ⊥ ⊥ X 2 , and let (X 4 , X 5 , X 3 ) ∼ P so that X 4 ⊥ ⊥ X 5 ; by Proposition 3.3(a) the distribution of (X 3 , X 4 , X 5 ) satisfies the Markov property for the ancestral subgraph 4 → 3 ← 5. Setting X 1 = X 4 and X 2 = X 5 is consistent with the structural equation property forK, so it follows that the joint distribution of (X 1 , . . . , X 5 ) is contained in M(K), and that (X 1 , X 2 , X 3 ) ∼ P . Hence P ∈ M(K, {1, 2, 3}).
Example 3.5. Consider the DAG D in Figure 3 , and the marginal model M(D, {1, 2, 3, 4}). By applying the local Markov property to D, one can see that any joint distribution must satisfy X 1 ⊥ ⊥ X 3 | X 2 , so this must also hold for any marginal distribution. It was also shown by Verma and Pearl (1991) that any such distribution with a positive probability density must also satisfy a non-parametric constraint that the quantity
is independent of x 1 (here p 2 and p 4 represent the relevant conditional densities). This does not correspond to an ordinary conditional independence, and is known as a Verma constraint or dormant independence. We do not enter into a longer discussion on these constraints here, save to say that their existence shows that margins of DAG models are not defined by conditional independences, and that the task of characterizing them is not a simple matter. See Shpitser et al. (2014) for more details.
Reduction
It might seem that to characterize general models of the form M(D, V ) we will have to consider an infinite collection of models with arbitrarily many latent 
Figure 4 
variables, making the problem extremely hard. However the three results in this subsection show that without any loss of generality we can assume that latent variables are exogenous (that is, they have no parents), and that for a fixed number of observed variables, the number of latent variables can be limited to a finite value. This is in the spirit of the latent projection operation used in Pearl (2009) .
Definition 3.6. Let D be a DAG containing a vertex u. Define the exogenized DAG r(D, u) as follows: take the vertices and edges of D, and then (i) add an edge l → k from every l ∈ pa D (u) to k ∈ ch D (u) (if necessary), and (ii) delete any edge l → u for l ∈ pa D (u). All other edges are as in D.
In other words, we join all parents of u to all children of u with directed edges, and then remove edges between u and its parents; the process is best understood visually: see the example in 
Let Q be generated using the SEP by independent error variables (
Now letX u = E u , and all other X v remain unchanged, so thatX u is σ(E u )-measurable. The only other variables whose parents sets are different inD are those in K, so we need only show that
; then E u is independent of other error variables, and
As a consequence of this lemma it is sufficient to consider models in which the unobserved vertices are exogenous. Our second result shows that only a finite number of exogeneous latent variables are necessary.
Lemma 3.8. Let D be a DAG with vertices V ∪ {u, w} (where
This result, combined with Lemma 3.7, shows that for a fixed set of observed variables V , there are only finitely many distinct models of the form M(D, V ). In particular, all unobserved vertices may be assumed to be exogenous, and their child sets to correspond to maximal sets of observed vertices. An example of two DAGs shown to have equivalent marginal models by this result is given in Figure 5 .
We can make one final simplification, again without any loss of generality.
Lemma 3.9. Let D be a DAG with vertices V ∪ {u}, such that u has no parents and at most one child.
Figure 5: Two DAGs whose marginal models over the vertices {v 1 , v 2 , v 3 } are the same.
The combination of these results means that we can restrict our attention to models in which the latent variables are exogenous, and have nonnested sets of children of size at least two. A similar conclusion is reached by Pearl and Verma (1992) , but the authors also claim that each latent variable can be assumed to have exactly two children. In the context of models of conditional independence this is correct, but in general it is too restrictive, as we show in Section 5.1.
mDAGs
The results of the previous section motivate the creation of a new class of graph to represent the distinct models which can arise as the margins of DAGs.
Definition 4.1. An mDAG (marginalized DAG) G is a triple (V, E, B), where (V, E) defines a DAG, and B is a collection of subsets of V , each of size at least 2. The elements of B are inclusion maximal (i.e. for any B 1 , B 2 ∈ B we have B 1 ⊂ B 2 ); the elements of B are called the bidirected edges.
Clearly DAGs are mDAGs with B = ∅. We can represent an mDAG as a hyper-graph with ordinary directed edges E, and bidirected hyper-edges B. We do this by displaying bidirected edges in red with arrowheads adjacent to all the vertices that they join. We call (V, E) the underlying DAG, and draw its edges in blue. See the example in Figure 1 . Informally we may think of each bidirected edge B as representing an exogenous latent variable with children B.
Visually, there is some resemblance between the bidirected edges in mDAGs and the factor nodes in factor graphs, but this similarity is only superficial: for example, factor graphs do not impose a maximality restriction.
If we restrict all the bidirected edges to be of size 2, then the definition of an mDAG coincides with that of an acyclic directed mixed graph or ADMG (Richardson, 2003) . Clearly then, mDAGs are a richer class of graphs: we discuss the relationship between the two more in Section 5.1
If {v, w} ⊆ B ∈ B, we write v ↔ w, and say that w is a spouse of v. Note that it is possible for v to be both a parent and a spouse of w, which we denote Example 4.4. Note that because of the hyper-edges in an mDAG, the same (bidirected) edge may appear more than once on a path, even though vertices cannot. For example, the mDAG in Figure 1 contains the path d ↔ f ↔ e, using the edge {d, e, f } twice.
In addition, the same graph contains two distinct paths of the form b → e ↔ d ← a, corresponding to the two bidirected edges containing d and e, as well as the path b → e ← d ← a. The presence of multiple bidirected edges between two vertices can create ambiguity when denoting paths, but it is generally clear from the context which edge we are referring to.
Definition 4.5 (Subgraph). Let G(V, E, B) and H(V ′ , E ′ , B ′ ) be mDAGs. Say that H is a subgraph of G, and write H ⊆ G, if V ′ ⊆ V , E ′ ⊆ E, and for each B ′ ∈ B ′ there is some B ∈ B such that B ′ ⊆ B.
The induced subgraph of G over A ⊆ V is the mDAG defined by the induced underlying DAG (A, E A ) and bidirected edges B A = {B ∩ A : B ∈ B and |B ∩ A| ≥ 2}. In other words, taking those parts of each edge which intersect with the vertices in A.
Two subgraphs of the mDAG in Figure 1 are given in Figure 6 . In Figure  6 (a) note that the edges {c, d} and {c, e} are both subsets of the original edge {c, d, e} from Figure 1 . Figure 6 (b) shows the induced subgraph over {b, c, e, f }; in this case the edge {c, d, e} is replaced by {c, e}, since d has been removed from the graph.
Latent Projection
We now relate margins of DAG to mDAGs, via an operation called latent projection. This is based on the approach taken by Pearl (2009) , but allows for joint dependence of more than two variables due to a common 'cause' or ancestor via the hyper-edges.
Definition 4.6. Let G be an mDAG, and B, U be disjoint sets of vertices in G. We say that the vertices in B share a hidden common cause in G, with respect to U if either:
(i) there is some vertex u ∈ U such that for each b ∈ B there is a directed path π b from u to b, with all non-endpoints in U ; or
(ii) there is a bidirected edge B ′ ⊆ U ∪ B and for each b ∈ B there is a directed path π b from some b ′ ∈ B ′ to b, with all non-endpoint vertices in U .
In other words when we marginalize U , the vertices in B all have a common ancestor (which is either a vertex in U or a bidirected edge which represents a latent vertex) and all the directed paths which join the ancestor to the vertices in B will be hidden. The concept of a hidden common cause is similar to a system of treks which induce latent correlation; see, for example, Foygel et al. (2012) .
Definition 4.7. Let G be an mDAG with vertex set V ∪ U . The latent projection of G onto V , denoted p(G, V ), is an mDAG with vertex set V and edges E ′ , B ′ defined as follows:
• (a, b) ∈ E ′ whenever a = b and there is a directed path from a to b in G, with all non-endpoints in U ;
• B ′ contains the maximal sets B (of size at least 2) such that the elements of B share a hidden common cause in G with respect to U .
Example 4.8. Consider the mDAG in Figure 7 (a), and its latent projection after projecting out the vertex a, shown in Figure 7 (b). In the original graph the directed paths f → a → d and f → a → e are manifested as the directed edges f → d and f → e in the projection. Additionally, there is a hidden common cause for the vertices b, c, d, e (from the bidirected edge {a, b, c}), so we end up with a bidirected edge {b, c, d, e} in the projection. Note that d and e also share the hidden common cause a, but since {d, e} ⊆ {b, c, d, e} this set is not maximal. Let G(V, E, B) be an mDAG. We defineḠ, the canonical DAG associated with G, as the DAG with vertices V ∪ B and edges
In other words, we replace every bidirected edge B with a vertex whose children are precisely the elements of B. The canonical DAG associated with the mDAG from Figure 1 is shown in Figure 8 . Proposition 4.9. Let G be an mDAG with vertex set V .
Proof. (a): If H is a subgraph of G, then any directed path or hidden common cause in H must also be found in G.
(b): SinceḠ is a DAG on vertices V ∪ B and no B ∈ B has any parents inḠ, the only directed edges added in p(Ḡ, V ) are those already joining elements of V inḠ, and therefore are precisely the directed edges in G. The only hidden common causes with respect to V are the vertices B ∈ B, whose children are all observed. Hence the bidirected edges in p(Ḡ, V ) are precisely B.
(c): Since A is ancestral, any directed paths between elements of A have all vertices in A, and there are no directed paths from V \ A to A (hence there are no hidden common causes).
A critical fact about latent projection is that it does not matter whether we project out all the vertices in a set at once, or one at a time.
Theorem 4.10. Let G be an mDAG with vertices V∪U 1∪ U 2 . Then
That is, the order of projection does not matter.
The proof of this result is found in the Appendix. The only vertex being projected out is u and since its child set is the same in both D and r(D, u), the groups of vertices sharing a hidden common cause with respect to u will remain unchanged. Hence the bidirected edges in both projections are the same.
Lemma 4.12. Let G be an mDAG with vertices V∪U , containing a vertex
Proof. Since w has no parents, there are no directed paths containing it as an intermediate vertex; hence we need only show that if some vertices in V share a hidden common cause in G with respect to U , then they also share it in G −w with respect to U \ {w}. If w has no children then it clearly cannot be a hidden common cause for any other vertices. If | ch G (w)| = {k}, then either k ∈ V in which case k is the only vertex having w has a hidden cause, or k ∈ U , in which case any vertices sharing w as a hidden common cause in G will also share k as a common cause in G −w . If ch G (w) ⊆ ch G (u) for some u ∈ U then clearly any vertices which have w as a hidden common cause in G will also have u as a hidden common cause in G −w . Proof. Let G = p(D, V ) be the latent projection. We will show that M(D, V ) = M(Ḡ, V ), and thereby prove the result.
If no vertex in U has any parents in D, each vertex in U has at least two children, and their child sets are never nested, then D =Ḡ and there is nothing to prove. Otherwise suppose u ∈ U has at least one parent. Then r(D, u) has the same latent projection onto V as D by Lemma 4.11, and M(r(D, u) , V ) = M(D, V ) by Lemma 3.7. The problem reduces to r(D, u), and by repeated application it reduces to DAGs in which no vertex in U has any parents.
Similarly, if either w ∈ U has only one child, or ch G (w) ⊆ ch G (u) for some other u ∈ U , then by Lemmas 3.8 and 3.9 we have M(D −w , V ) = M(D, V ) and by Lemma 4.12 p(D −w , V ) = G, so the problem reduces to D −w . It follows that we can reduce to the canonical DAGḠ, and the result is proved.
Markov Properties
We are now in a position to define a Markov property for mDAGs which relates to the original problem of characterizing the margins of DAG models.
Definition 4.14. Say that P obeys the complete Markov property for an mDAG G with vertices V , if it is contained within the marginal DAG model of the canonical DAG: P ∈ M(Ḡ, V ). We denote the set of such distributions by M m (G).
For some W ⊆ V we define the marginal model of an mDAG with respect
Of course, it follows from Theorem 4.13 that the marginal model of any DAG M(G, V ) is the same as the model obtained by applying the complete Markov property to its latent projection p(G, V ).
The complete Markov property deals precisely with the original question we set out to answer: what collections of distributions can be induced as the margin of a DAG model? However, because the definition is rather indirect, it is generally difficult to characterize the set M m (G), and we may be unable to tell whether or not a particular distribution lies in it or not.
This complexity is one of the motivations behind existing Markov properties for similar graphs. What we will term the ordinary Markov model M o (G) considers only the conditional independence constraints which are implied by the canonical DAG over the observed variables V . This model was introduced by Richardson (2003) using various equivalent definitions, and is discussed further by Evans and Richardson (2013, 2014) . The more refined nested Markov model M n (G) accounts for the more complicated Verma constraints mentioned in Example 3.5. See Shpitser et al. (2014) The complete Markov property implicitly includes all constraints, including conditional independences and Verma constraints, so we obtain the rela-
In general these inclusions are strict, because some graphs induce inequality constraints which are not considered by the nested model (Pearl, 1995; Evans, 2012) . However on some graphs the properties may coincide: if G is a DAG, for example, then they are all equivalent.
Example 4.15. Consider again the graph in Figure 3 ; its latent projection over the vertices {1, 2, 3, 4} is shown in Figure 9 : denote it G. As noted in Example 3.5, the only conditional independence implied by the original (canonical) DAG here is that X 1 ⊥ ⊥ X 3 | X 2 , so a distribution is contained within the ordinary Markov model M o (G) if and only if it satisfies this constraint.
The nested Markov model consists of distributions which satsify this independence and the constraint (1). Finally, if X 2 and X 4 are discrete, then the complete Markov property induces an additional inequality constraints known as Bell's inequality. Hence for this graph
Markov Equivalent Graphs
A natural question to ask of any Markov property is when two different graphs lead to the same model under that property. That is, what is the equivalence class determined by G ∼ G ′ whenever M m (G) = M m (G ′ )? Without further assumptions, such as a causal ordering, graphs which are Markov equivalent are indistinguishable; any model search procedure over the class of mDAG models should therefore report an equivalence class of graphs to represent such a model.
Under the ordinary Markov property there is a relatively simple criterion for determining whether two graphs are equivalent (Richardson, 2003) ; for the nested Markov model, on the other hand, equivalence is an open problem. In the case of the complete Markov property, this section provides partial results towards a characterization.
Proposition 5.1. Let G, H be mDAGs with vertex set V . 
Our first substantive equivalence result generalizes an idea for instrumental variables.
Proposition 5.2. Let G be an mDAG containing a bidirected edge B = C∪D such that:
(i) every c ∈ C is contained in no bidirected edge other than B; and
Let H be the mDAG defined from G by splitting B into C and D (removing either if they are of size 1 or if D is contained within another bidirected edge) and adding edges c → d for each c ∈ C and d ∈ D where necessary.
Then
Proof. The result follows from Lemma A.5 in the appendix, which shows that under these circumstances we can split the latent variable corresponding to B into two independent pieces.
Example 5.3. Consider the mDAG in Figure 10 (a). We can apply the Proposition with C = {a, b} and D = {c, d} to see that it is Markov equivalent to the graph in Figure 10 (b). The advantage of such a reduction is that it moves the graph 'closer' to something which looks like a DAG, having smaller bidirected connected pieces. This makes it clearer how the joint distribution will factorize.
Example 5.4. The canonical example to which this result can be applied is the instrumental variables model, shown in Figure 11 Example 5.5. The mDAG in Figure 12 (a) can be reduced to the simpler one in 12(b) by applying Proposition 5.2 with C = {1} and D = {2, 3}. This can be further simplified to the DAG in (c) by applying the proposition again, this time with C = {2} and D = {3}. By using the local Markov property for DAGs, this shows that each graph represents those distributions under which
Define the skeleton of an mDAG G(V, E, B) as the simple undirected graph with vertices V , and edges v − w if and only if v and w appear together in some edge (directed or bidirected) in G.
Proposition 5.6. Let G and H be mDAGs with different skeletons. Then (at least for discrete state-spaces) M m (G) = M m (H).
Proof. This follows from Evans (2012), Corollary 4.4.
Note that this is not necessarily true for all state-spaces: if X 2 is continuous the three models in Figure 11 are all saturated (i.e. contain any joint distri-bution over those variables), even though they have skeleton 1 − 2 − 3 (Bonet, 2001 ).
Bidirected Graphs and Connection to ADMGs
The notion of latent projection was defined by Verma (1991) with respect to acyclic directed mixed graphs (though this term was not introduced until Richardson (2003) ), a special case of mDAGs in which bidirected edges always have size exactly two. The importance of our more general formulation is made clear in this section.
Lemma 5.7. Let G be a purely bidirected mDAG with vertices V , whose bidirected edges consist of all the subsets of V of size |V | − 1. Then the model M(G) is not saturated (for any state-space X V ).
The canonical DAG forḠ has vertices V ∪ B and edges B v → w whenever v = w.
Let (X V , Y B ) have a joint distribution which respects the SEP with respect toḠ, so that, writing E s(v) ). Note that each X v is σ w =v F w -measurable, and that all the σ-algebrae F v are independent.
It follows from Lemma A.2 in the appendix that if E(X v −X w ) 2 ≤ ǫ for each v, w, then each X v has variance at most |V |ǫ. But this precludes, for example, the possibility of a joint binary distribution in which P ({X v all equal}) = 1−ǫ with P (X v = 0) = P (X v = 1) = 1 2 for some sufficiently small positive ǫ. Since it is always possible to dichotomise a (non-trivial) random variable, this shows that the model is not saturated on any state-space.
Example 5.8. Consider the mDAGs in Figure 13 . The graph in Figure 13 (a) is the latent projection one would obtain from a single latent variable having all three observed nodes as children, while 13(b) corresponds to having three independent latents, each with a pair of observed variables as children. The first graph is associated with a model which is clearly saturated, but the second is not: for example, if the observed variables are binary, it is not possible to have Fritz, 2012) . In the case where mDAGs contain only bidirected edges, Markov equivalence turns out to have a very simple character.
Proposition 5.9. Let G, G ′ be mDAGs containing no directed edges. Then
Proof. Suppose that G and G ′ are not equal, so (without loss of generality) there exists some B ∈ B(G) which is not a subset of any bidirected edge in G ′ . Since B is ancestral (there are no directed edges), it is sufficient to prove that
, so assume that in fact the vertices of G and G ′ are B. The model M m (G) is saturated. 
Remark 5.10. We can define a map from mDAGs to ADMGs by replacing each bidirected edge B with a collection of pairwise bidirected edges
The image sets of the inverse of this operation form a partition of mDAGs into equivalence classes that correspond to the same ADMG.
Any sensible extention of the nested and ordinary Markov models to mDAGs leads to models which are consistent across the members of each equivalence class. It follows that the additional distinction made by mDAGs between different latent variable models is not necessary if one ignores inequality constraints. However even for these Markov properties, mDAGs graphically cleaner than ADMGs (compare Figure 7 (b) to its ADMG equivalent in which every pair in {b, c, d, e} is joined), and give a better idea of the sort of latent structure which might have produced it.
mDAGs on Three Variables
There are 48 distinct mDAGs over three unlabelled vertices (i.e. up to permutation of the vertices). Using Propositions 5.1, 5.2 and 5.6 one can show that of these there are 8 equivalence classes of induced models. These are shown in Figure 14 . Five of them are DAG models, the other three being the instrumental variables model from Figure 11 (a), the 'unrelated confounding' model studied by Evans (2012) , and the pairwise bidirected model from Example 5.8.
For four nodes the problem becomes much more complicated. As an illustration of the limitations of the results in this section, we note that we are unable to determine whether or not the graphs in Figure 15 represent saturated models under the complete Markov property or not. 
Causal Models and Interventions
The use of DAGs to represent causal models goes back to the work of Sewall Wright, and has found popularity more recently (see Spirtes et al., 2000; Pearl, 2009 , and references therein). The use of an arrow X → Y to express the statement that 'X causes Y ' is natural and intuitive, and directed acyclic graphs provide a convenient recursive structure for representing causal models, with acyclicity enforcing the idea that causes should precede effects in time.
Note that the structural equation property as formulated in Definition 2.2 only posits the existence of some functions f v and error variables E v which generate the required joint distribution. In general, there will be many graphical structures and pairs (f v , E v ) which give rise to a given distribution. However, if a distribution is structurally generated in this way, then its observed distribution will be represented by the relevant DAG, and if some of the variables in the system are intervened upon (in an appropriately defined way) then a suitably modified version of that DAG will also represent the resulting interventional probability distribution (Pearl, 2009 ). Analagously we will show that mDAGs are able to represent the models induced on the margins of DAGs after intervention.
Definition 6.1. Let D be a DAG with vertices V , and suppose that data are generated according to a particular collection of pairs (f v , E v ), v ∈ V which satisfy the SEP for D.
An intervention on A ⊆ V replaces (f v , E v ) with (f v ,Ẽ v ) for each v ∈ A, wheref v : E v → X v is measurable, and all E w ,Ẽ v are independent.
Denote by D A the DAG D after intervening on A, formed from D by removing edges directed towards v ∈ A.
An intervention removes the dependence of a variable on all of its parents. If P is generated by (f v , E v ) according to the DAG D, then the distribution P A after intervention on A is generated according to the mutilated DAG D A , and hence obeys the SEP for M(D A ). This definition of an intervention is based on the one in Pearl (2009). More general definitions are possible.
Note that intervention is not a purely probabilistic operation, in the sense that its effect it is not necessarily identifiable from the observed probability distribution alone: in general it relies upon knowledge of the full structural generating system. 
Causal mDAGs
Let D be a DAG with vertex set U∪V and let G = p(D, V ). If (X U , X V ) are generated according to the structural equation property for D, the definitions and results of previous sections tell us that the distribution of X V , say P , is contained in M m (G). If an intervention is performed on some of the vertices in V , what then should we expect from the resulting marginal distribution? Definition 6.2. Let G(V, E, B) be an mDAG, and A ⊆ V . The mDAG G A has vertices V , directed edges E A = {(w, v) ∈ E : v / ∈ A}, and bidirected edges {B \ A : B ∈ B, |B \ A| ≥ 2}.
In other words to obtain G A from G, delete directed edges pointing to A, and remove vertices in A from each bidirected edge. For example Figure 17 shows the result of intervening on {d} in the mDAG from Figure 1 . The next result shows that this definition of a mutilated mDAG is sensible, in that if G is the latent projection of a DAG D, then G A represents the projection of the mutilated DAG D A .
Proof. Note that the definition of latent projection and of hidden common causes refers only to directed paths with non-endpoint vertices in U . Since U ∩ A = ∅, it follows that such a directed path in D is also contained in D A if and only if the final vertex is not in A. Hence, the directed edges in p(D A , V ) are precisely those which are in G = p(D, V ) and do not point to A, as required. Now, suppose B ∈ B(G A ): then there is some B ′ ∈ B(G) with B ′ \ A = B. Hence B ′ share a hiddden common cause in D with respect to U , and by the same reasoning as above, the vertices in B ′ \ A = B share a hidden common cause in D A with respect to U . Hence B ∈ B(p(D A , V )) Conversely, if B ∈ B(p(D A , V )), then B is a maximal set sharing a hidden common cause in D A with respect to U , and hence also in the supergraph D. Thus there is some B ′ ⊇ B with B ′ \ A = B such that B ′ ∈ B(G), and hence B ∈ B(G A ).
It follows from this result that mDAGs not only represent the structure of a margin of a DAG model, but they can also correctly represent the manner in which it will change under interventions on the observed variables. Two DAGs may be observationally Markov equivalent, such as the graphs 1 → 2 and 1 ← 2 (which both represent saturated models). However, for any two distinct causal DAGs, there is always some intervention which will result in mutilated DAGs which are not Markov equivalent. For example, if we intervene on 1 in the causal model 1 ← 2 the two variables become independent, but in 1 → 2 the model remains unchanged.
We might hope that something similar holds for mDAGs: given distinct mDAGs G, H, is there always some intervention such that M m (G A ) = M m (H A ), so that one could in principle distinguish between the two causal models? In fact this turns out not to be true: consider the mDAGs in Figures 18(a) and (b); denote then by G and H respectively. Both represent saturated models, so in particular M m (G) = M m (H). In addition, after intervening on any of the vertices the resulting mutilated graphs are the same: G A = H A for any A = ∅. Hence M(G A ) = M(H A ) for any A ⊆ {1, 2, 3}.
The next result shows that two causal mDAGs can be distinguished by intervention if they have different underlying DAGs.
Lemma 6.5. Let G and H be mDAGs on the same vertex set V , and suppose that their underlying DAGs are distinct. Then for some A ⊆ V , M m (G A ) = M m (H A ).
Proof. Suppose that the edge v → w appears in G but not H. Then let A = V \ {w}: since bidirected edges must contain at least two vertices, G A and H A are DAGs. Therefore the only edges in G A and H A are those directed into w. It follows from the local Markov property applied to H A that X v ⊥ ⊥ X w under any distribution in M m (H A ), whereas any form of dependence between X v and X w is possible in M m (G A ).
Remark 6.6. The inability to distinguish between certain causal mDAGs is partly an artifact of the sort of interventions we consider. If we allow more delicate interventions which block a specific causal mechanism between any pair of variables, we might consider mutilating graphs by removing individual edges. In this case, by blocking all the direct causal links we would obtain a distribution which satisfies the complete Markov property for the underlying bidirected graphs. It would then follow from Proposition 5.9 that causal models would be in one-to-one correspondence with graphs. (iv) the V -margin of Q is P .
Proof. This is just an application of Lemma A.4 with X = X C , Y = X pa G (C) , Z = X D , and some extra variables X pa G (d) , Y B(d)\B on which Z can depend (but this extension is trivial).
In other words, the result says that we can decompose Y B into two independent pieces, one of which determines the value of X C (once its parents are known) and contains no further information, in the sense that it is irrelevant once X C and X pa (C) are known.
