We present results from a study of truck drivers' experience of using two different interfaces; spoken interaction and visualmanual interaction, to perform secondary tasks while driving. The instruments used to measure their experience are based on three popular questionnaires, measuring different aspects of usability and cognitive load: SASSI, SUS and DALI. Our results show that the speech interface is preferred both regarding usability and cognitive demand. Index Terms: Evaluation of speech and multi-modal dialog systems, Multimodal human-machine interaction.
Introduction
Speech interfaces in cars were first introduced in 1996 when the Mercedez-Benz S-class car included a speech dialogue system for operation of the car's mobile phone, including number dialing (with connected digit dialog), number storing, user defined telephone directory entry name, name dialing, and directory editing [1] . Since then the development has continued and many large car manufacturers have speech interfaces in the cars for tasks like phone calls, navigation, infotainment and climate control.
The use of speech interfaces in vehicles is an important factor for improving safety. Many studies show that the use of cell phones or physical controls for infotainment systems or climate control are very distracting and often cause crashes. One investigation reports that 19% of crashes due to distraction were caused by the use of cell phones, adjustment of infotainment and climate control [2] . Other studies of real-world crashes and near-crashes have consistently demonstrated negative effects of visual distraction, for example, when dialing or texting on a cell phone [3, 4, 5, 6] .
Although speech interfaces can increase safety [7] , they are not unproblematic to introduce in vehicles. Bad usability can lead to worse performance, for instance, task completion time can increase for a speech interface since the system can misrecognise the input and the user may have to repeat himself or correct the system [2] . Bad usability can also lead to frustration and low user satisfaction.
User studies of how speech interfaces in cars are received show that although voice recognition is widely used it does not meet the customers expectations. Almost one-in-four U.S. motorists use voice recognition in their cars daily and 53% at least once a week. [8] . The study measured the experiences and opinions of vehicle owners regarding the quality, design and features of their ACEN systems in the first 90 days of ownership. Problems with built-in voice recognition average 8.3 experienced problems per 100 vehicles.
Another aspect to consider is that even though speech often is more effective than visual-manual interaction in a vehicle, this interaction is a secondary task to driving and should affect the user as little as possible [9, 10] . Thus, it is very important to evaluate the usability of a speech interface for conducting secondary tasks in cars and consider its effect on the users primary task, which is safe driving, before adopting such systems. There have been a number of studies on safety and usability of speech interfaces for in-vehicle tasks while driving [11] , but many of these have been conducted in simulators [12, 13, 14] or with Wizard of Oz set-ups [15, 16] . Very few have been conducted with real speech systems on roads, e.g. [17] . In this paper, we present results from a study of truck drivers' experience of using a state-of-the-art speech interface compared to a visual-manual interface for a variety of tasks in a naturalistic setting, when driving on a highway test track.
Evaluating automotive speech interfaces
When designing products in general, usability, i.e. how easy the interface is to use, is often stressed [18] . Learnability together with efficiency, memorability, errors and satisfaction are the five quality components of usability. For speech interfaces, another important factor is how to let the user know what voice commands are accepted by the system, i.e. the habitability of the system [19] . When evaluating a speech interface in the context of driving it also becomes very important to consider the cognitive demand of the interaction.
To investigate all theses issues we have chosen to combine three different questionnaires that address 1) various aspects of usability (SUS), 2) speech interfaces (SASSI) and 3) cognitive demand (DALI). DALI and SASSI have been combined before [20] , but, as SASSI is primarily developed for speech interaction, c.f. [20] , we also include the more generic usability oriented SUS questionnaire. Table 2 : The SASSI questionnaire, with mean (M) and standard deviation (SD) for the speech (S) and the visual-manual interface (VM).
Values for the factors are means for all questions including questions in SUS that coincide with questions in SASSI. The scale has been reversed for negative questions so that a high value always is positive. swered on a Likert scale, normally 1-5 (but 1-7 in this study). A SUS questionnaire has a score between 1-100 which will show how well a user appreciates a system's usability [23, 24] . The average score from 500 different studies [25] is 68 which is considered the median level of all SUS-scores. As such, anything under 68 is below average and anything over 68 is above average. A SUS score of 74 would fall into the B-grade interval, and the 70% percentile. To get the highest grade A, in the 90% percentile, you would need a score of at least 80.3. This is believed to be at the level where the user will recommend the system to a friend. Despite only having 10 questions, research has shown that it is one of the most reliable questionnaires for assessing usability [22] . One of its strengths is that it is not limited to a specific product domain or area of use which makes it adaptable to any user-product relationship [26, 27] . Since its creation, the questionnaire has been validated and comes with a large database along with different ranking segments.
Subjective Assessment of Speech System Interfaces
Subjective assessment of speech system interfaces (SASSI) is a questionnaire for the purpose of accurately measuring a speech system's usability [28] . It strives to be discriminative, with many questions so that good and bad design aspects can be detected and used for further betterment of the system, and to be complete, capturing all important aspects of a user's experience with a speech system. It comprises a total of 34 questions divided in 6 factors [29] : System Response Accuracy (9 questions), Likeability (9 questions), Cognitive Demand (5 questions), Annoyance (4 questions), Habitability (5 questions), and Speed (2 questions). The participants rates their agreement on a Likert scale (7-points in this study).
The current state of SASSI shows promise, but is not yet a fully validated method for measuring usability of a speech system. Some prefer to instead use the PARADISE-framework [30] which combines subjective data with quantitative metrics such as task success. However, the PARADISE-framework's items chosen for user-satisfaction were not well-conducted or empirically based [31, 29] and PARADISE's way of summing all the test participants scores is questionable. Indeed, summing all participants scores into one would make it impossible to find differences between users, which may be an important factor.
An issue with SASSI is that there is no available database of reported SASSI results as the creators have not publicly released any data. This means that it is not possible to compare the SASSI results to a database, making it hard to know how good a system would be on the market. However, it is still usable to compare two different versions of a system as we do in our study. And using SASSI in conjunction with SUS adds the opportunity to compare our systems usability scores to validated scores. A comparison of the questions in SUS and SASSI revealed that eight of the SUS items overlapped with items in SASSI (4 in the category Likeability, 2 in Cognitive Demand, and 1 each in System Response Accuracy and Habitability). Items 9 and 10 in SUS (see Table 1 ) had no comparable questions in SASSI. To complement SUS, but without using the complete SASSI questionnaire (due to avoiding questionnaire fatigue" and time constraints of the study), we therefore opted to use the SASSI questionnaire presented in Table 2 . Notably, we added questions from the factors Annoyance and Speed, which did not have any corresponding questions in SUS. We also had to rephrase some questions to be more general and also applicable to visual-manual interaction, for example, using "interact with the system" instead of "speak to the system".
DALI
DALI (Driver Activity Load Index) derives from NASA TLX [32, 33] and is a questionnaire designed to measure subjective cognitive load when driving and performing a secondary task using an in-vehicle system. The DALI questionnaire focuses on task demands, effort of attention, interference and stress. Task demand is divided into visual, auditory, tactile and temporal demand. The questionnaire consists of seven statements, see Table 3 , which are rated by the participants on a scale from 1 (Do not agree) to 7 (Agree completely). DALI is usually used to compare the effects of these factors while performing a secondary task while driving as compared to a baseline of just the primary task, i.e. driving.
Method
There were 14 participants in the study, all of which were men. The mean age was 46.6 (SD=10.27). All of the participants were truck drivers, with C/CE driving licenses, employed by Volvo. Almost all of them used their smartphone several times a day, a navigation system once or twice a month, and about half of them never used a music player. Two of the test persons had previous experience of speech systems and used them once or twice a week.
The participants were tasked with performing secondary tasks through both a speech interface and the visual-manual counterpart (for example buttons and displays) while driving (with a randomised order of interfaces).
Secondary tasks
For both the speech interface and the visual-manual counterpart, the following tasks were carried out:
• Call your own phone number. Then call X from the phone book.
• Play Madonna, Like a prayer. Then ask the system to remind you to post the Declaration of income to the Tax Agency.
• Navigate to Vasagatan 15, Stockholm.
• Tell us the next time you need to take a break.
• Check your warning messages, vehicle message 2.
Task 1-3 are standard in-vehicle secondary tasks: phone, entertainment and navigation. Task 4 and 5 are tasks specific to truck drivers, since they have to take breaks within certain time intervals, and the warning messages were specific to trucks.
Speech interface
The voice recognition and text-to-speech interface uses Nuance VoCon/Nuance Vocalizer Expressive, see Figure 1 . It can handle several languages but the system is programmed for English and Swedish. It consists of three programs that handle different aspects of the system. The speech recogniser used was online (which introduce a slight delay in processing) while the rest of the system was run in the vehicle. The system is integrated with the truck and uses the cluster display and speakers for interaction with the user. The user presses a Push-to-talk button (in this case the button was placed on the right-hand side of the arm rest). The system signals that it is listening via a chime and an indication on the cluster display. The user then issues a command and the truck responds through speech. Users can perform a task through a complete sentence, e.g. "U: Call Filip, S: Calling Filip" or stepwise, e.g. "I would like to make a phone call, S: Who would you like to call?, U: Filip, S: Calling Filip". The system always ends a task by asking for confirmation. The available functionality included navigation, music, phone, information on warning messages that the car displays visually, access to the tachograph that tracks for how long the driver has been driving and when he needs to take a break.
Visual-Manual interface
For the Visual-Manual condition, the speech interface was replaced by a secondary visual display to the right of the steering wheel where the user could access his mobile phone, the entertainment system and the navigation system. For Task 2, the reminder was written down using paper and pencil. Task 4 and 5 required some usage of steering wheel buttons and visual readings of instruments, and a spoken answer to the test leader.
Procedure and instruments
Before the driving session, each participant executed a training session in the vehicle while standing still. The participants trained until they could perform the tasks without problems, thus ensuring that the study would not be about how easy it was to learn how to use the system, but rather to use a system you have already learned. The participants received oral information about the tasks from the test leader. The training tasks had the same complexity as the test tasks, but with different content.
To establish a baseline for the DALI questionnaire the participant started by driving on the test track for three minutes without executing any of the tasks. After the baseline drive, they were asked to stop and fill out the DALI questionnaire. Then the participants got to train on performing the secondary task using the speech and the visual-manual interfaces while driving. Both training and test was counterbalanced between the test drivers. The participants were then informed that the test started. They were instructed to carry out each of the five tasks using one of the interfaces (speech or visual-manual). Then, they stopped to fill out the three questionnaires (DALI, SASSI and SUS). Next, they were asked to drive and carry out five similar tasks with the other interface (visual-manual or speech), after which they filled out the three questionnaires again.
Results
The mean and standard deviation for the items in the questionnaires are summarised in Tables 1, 2 , and 3. For the different factors in SASSI, the score is based on questions from both SASSI and SUS since overlapping questions were dropped from SASSI as they were included in SUS.
The SUS-score for the speech system (M = 74.09, SD = 13.32) was significantly higher (t = 4.94, p < .001, r = 0.84) than for the visual-manual system (M = 42.36, SD = 16.17). For results on each item see Table 1 .
The overall SASSI score was also significantly higher (t = 5.55, p < .001, r = 0.88) for speech (M = 88.82, SD = 13.15) than for visual-manual (M = 58.18, SD = 13.36) interaction. There were significant differences (p < 0.01) for most factors, except Speed (p = 0.09) and System Accuracy (p = 0.82). For results on each item and factor see Table 2 .
As for the DALI test, the Mauchly's test indicated that the assumption of sphericity had been met, 
Conclusions and discussion
We have presented results from a study where truck drivers drive a real truck, on a proving ground, using either a speech interface or a visual-manual interface to conduct a variety of secondary tasks normally carried out in trucks and cars.
The overall results show that the speech interface is preferred over the visual-manual on many accounts. For the selected tasks in this study, the speech interface has better overall usability, likeability and habitability. It requires lower cognitive demand and is considered less annoying.
The results of the SUS questionnaire show further that the speech interface has acceptable scores (M ≥ 5) on most questions. The question "I would use this system" with a mean of 6.64 stand out, especially compared to the visual-manual interface with M = 3.91. The mean of 6.64 on a 7-grade scale, with a rather low SD, indicates that they really like to use the speech system. Other positive aspects are "It is easy to learn to use the system" (M = 5.82) and "The system is easy to use" (M = 5.82) which are central from a usability perspective and the safety critical domain. The visual-manual interface is perceived as more complex and not as clear how to interact with compared to the speech interface. Furthermore, the users are more confident using the speech interface.
Even if the speech interface overall is better than the visualmanual it only gets a grade B-on the SUS scale, which puts it in percentile rank of 70%. It is, thus, important to understand how the results of the study can be used to improve the design. Both the SUS and the SASSI items regarding habitability show that there is room for improvement in that aspect. The items in SASSI about error and error recovery also show that the speech system makes errors and that they are not always easy to recover from. Finally, the item regarding speed in SASSI shows that the system (at least sometimes) responds too slowly.
Both SASSI and DALI shows that the cognitive demand is much higher for the visual-manual interface (mean around or above 5 for most questions) than the spoken (means less than 4 for all questions). Especially items 1 and 6 in DALI regarding attention and distraction show that just driving, i.e. the baseline, scores around 2, the speech system has a mean of 3.79 for these, while the visual-manual interface scores means of 5.5 and 5.07. Thus, our results are in line with many previous studies on safety and speech interfaces.
The three questionnaires have been useful to compare the two interfaces and to get an overview of the usability of these. However, to use them in a formative way they can only be used to point out areas to investigate further, such as habitability and error recovery. They need to be complemented with interviews, observations and analysis of speech logs. The results from the DALI questionnaire should also be supplemented with a study of the drivers' behaviours, such as glances away from the road or other objective measures of cognitive load or distraction.
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