Building consumer understanding by utilizing a Bayesian hierarchical structure within the behavioral perspective model by Rogers, Andrew et al.
Building consumer understanding by utilizing a Bayesian hierarchical structure within 
the Behavioral Perspective Model 
Introduction 
The Behavioral Perspective Model (BPM; Foxall, 1990/2004, 2010) has been used  
extensively to understand and predict consumer behavior e.g., Foxall, 2016a,b, 2017; Foxall 
& James, 2003; Foxall & Schrezenmaier, 2003; Foxall et al., 2004; Foxall et al., 2006; 
Oliveira-Castro et al., 2005; Romero et al., 2006). This study aims to build on this framework 
both theoretically and empirically. From a theoretical perspective, the study introduces a 
mixed effects hierarchical structure to the model which better resembles both the consumer 
purchase pattern and also the underlying structure of the data. This is the first instance of this 
structure being introduced to the BPM framework. The results are compared against a non-
hierarchical framework and show the hierarchical nature better reflects the underlying 
consumer behavior theoretically and diagnostically.  
 
A second theoretical advancement is the introduction of a Bayesian inference to estimate the 
parameters of the BPM. Hence, building on the demonstrated advantages of a hierarchical 
framework, two Bayesian hierarchical structures are evaluated and compered, relating to 
vague prior and informed prior models, with the informed priors calibrated from frequentist 
estimates. This shows the interpretation of the posterior distribution of the parameters can 
vary when different prior distributions are used and highlights the importance of prior 
information whilst utilizing a Bayesian approach. The text will argue the advantages of using 
both Bayesian and frequentist tools gives the researcher a larger analysis tool kit and agrees 
with Little (2006) that the 21
st
 century should be about pragmatism in utilizing a broad range 
of methods for furthering consumer behavior. This demonstrates the flexibility of the BPM 
whilst constructing consumer behavior models and suggests further research to build a multi-
hierarchical framework to encompass cross-category behavioral models within a similar 
hierarchical structure. 
The Behavioral Perspective Model 
Many studies have stemmed from the behavioral psychology and consumer behavior, with 
one of the earliest being that of the development of the Behavioral Perspective Model (BPM) 
(Wells, 2014). The Behavioral Perspective Model (BPM) has been used as a theoretical and 
methodological behavioral framework to explain consumer choice (e.g. Foxall and James, 
2003; Foxall and Schrezenmaier, 2003; Foxall et al., 2004; Foxall et al., 2006; Oliveira-
Castro et al., 2005; Romero et al., 2006). It “…provides an account of consumer choice 
founded on behavior analysis; that is, it explains purchase and consumption responses in 
terms of the contingent relationships among the behavior in question, its stimulus antecedents 
and its reinforcing and punishing consequences” (Foxall, 1999 p. 572). 
 
The development of the Behavioral Perspective Model initiated a move to a more radical 
behavioral view (Foxall, 1987) and the resulting consumer behavior analysis program is now 
the most developed program of radical behaviorism principles to consumer behavior (Wells, 
2014). 
 
It is routed in the intercept of behavioral economics, economic psychology and marketing 
science and uses behavioral theory to interpret consumer behavior (Foxall, 2001).  
The model (Figure 1), an extension of the Skinnerian three-term contingency states 
consumption behavior is followed by a combination of utilitarian and informational 
reinforcement, and that this pattern of reinforcement influences the rate of subsequent 
behavior of similar kind (Foxall, 2005). 
 
Figure 1: The Behavioral Perspective Model. Source: Foxall, G. R. (2010).  
 
 
Utilitarian reinforcement is mediated by the product where its attributes and characteristics 
influence the rate of consumption of the product itself. Utilitarian reinforcements are usually 
functional where low utilitarian reinforcement usually constitute the basic product. Increased 
utilitarian reinforcements usually deliver a functional benefit above this base level. 
Informational reinforcement is mediated by more social aspects of the brands. Consumers 
may choose brands with similar utilitarian reinforcement but are deemed to have a higher 
social value. Foxall et al. (2004) show while some consumers maximize only the utilitarian or 
informational reinforcement, most consumers purchase a combination of both. 
A further element of the BPM is an aversive consequence which may result from the 
behavior (e.g. monetary compensation) hence BPM studies often include elements of 
behavioral economics within its framework such as price elasticity (Foxall et al., 2011; 
Oliveira-Castro et al. 2006). 
 
The left hand side of the BPM contains the “Consumer Behavior Setting” and the “Learning 
History”, which represent the antecedents of purchase behavior (see Foxall et al., 2013).  
 
One aspect explored within the BPM framework is the study by Oliveira-Castro et al. (2006) 
which looks at individual consumer elasticity rather than aggregated elasticity. Many 
consumer studies are built on aggregated data which can be an issue since the theory is built 
upon individual behavior (Kagel et al., 1995). To that end Oliveira-Castro et al., (2006) built 
individual models for 80 households using data from FMCG product categories comparing 
individual and household demand and found the general assumption of the similar trends 
across inter-consumer and intra-consumer could not be made. 
While this is interesting, it is challenging for the market researcher to build many hundreds or 
even thousands of models to appertain to individual consumer levels. Also, this granularity 
can lead to coefficients with unreasonable sign and/or magnitude (Montgomery and Rossi, 
1999). Also, many researchers are comfortable with calculating the consumer behavior to 
estimate sales of a product and hence the aggregated coefficients of models answer their 
needs (Oliveira-Castro et al., 2006). 
 
A middle ground may be the consideration of the structure of the data itself. Buyers form part 
of a household and therefore there is a hierarchical structure to the data, where purchases are 
made within household, as depicted in figure 2.  
  
 
Figure 2: Hierarchical structure of the data. 
 
Households make multiple purchases throughout the 52 week period from the same category 
and their purchases may form a certain habit. The implication is while the assumption of 
independence of purchases across household is realistic, the assumption of independence of 
purchases within household may not be. This is somewhat justified by conclusions from the 
Oliveira-Castro et al. (2006) study. Not accounting for the hierarchical structure may result in 
underestimated regression standard errors, leading to erroneously determination of a 
statistically significant causality between the independent and dependent variables (Browne 
and Rasbash, 2004). 
This hierarchical structure has not been tested within the BPM framework and hence this 
would address a gap in the literature, i.e. whether a hierarchical model structure can provide 
increased model diagnostic benefits consumer understanding within the BPM framework. 
Bayesian Inference 
A statistical paradigm, which has become to be known as Bayesian statistics was first 
published post-humus in 1763 in a work by the Reverend John Bayes entitled “An essay 
towards solving a problem in the doctrine of chances”. The essay introduced the notion that 
the probability of an event could be an update of the current view, given the observation of 
new data (Koop et al., 2007). Known as the Bayes theorem, it “is to the theory of probability 
what Pythagoras’ theorem is to Geometry” (Jeffreys, 1931, p. 7). 
Bayesian inference differs from the Bayes’ theorem itself by omitting the denominator of the 
right hand side since this is just a normalizing constant (Jeffreys, 1931), hence can be 
constructed as such. 
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The left hand part of the equation is known as the posterior probability. The terms on the 
right hand are known as the likelihood and prior respectively. The prior is the initial belief of 
a parameter or event before any (new) data is considered (This is discussed in more depth 
next). The likelihood is the addition of new data to be evaluated. The posterior probability is 
the blend of both, resulting in an updated view of knowledge based on a combination of the 
current belief (prior) updated by the additional data (likelihood). (Koop et al., 2007). 
 
Prior Distribution 
One fundamental difference between the frequentist and Bayesian paradigms is the explicit 
inclusion of this prior knowledge within the calculation of the posterior distribution. This 
poses an issue for the frequentist researcher, since this prior information would seem to act as 
a bias to the experiment. It means different results may be obtained from the same data if 
differing prior distributions are utilized (Little, 2006). In contrast, the Bayesian researcher 
views the prior distribution as an important element to the posterior calculation, since it 
mimics the learning process of the human mind by observing new data and comparing to 
what (s)he already knows (O’ Hagan, 1998; Bernado, 1999; Bernado and Smith, 2000). 
Hence, differing results to the same study is an issue for the quality of the researchers’ 
knowledge rather than the methods employed to inform the inference (Dunson, 2001). 
Researchers are not passive observers and experiments are designed to fit analytic models 
whether be it within a frequentist or Bayesian framework, hence the inclusion of the prior is 
an extension of this build (Efron, 2005). Furthermore, Leamer (1992) argues that, in practice, 
the frequentist researcher must have some prior incline as to the nature of parameters and 
would reject any absurd model outputs.  
 
Rossi and Allenby (2003) say Bayesian methods offer an advantage, since assumptions are 
explicit and model assumptions in themselves are a form of prior information usually implicit 
under frequentist based models.  
Defining the Prior Distribution 
The prior distribution can be considered vague or informative. Vague prior distributions 
assign large variances to the estimate of the prior and hence these priors are weak in that they 
have little influence over the posterior estimates compared to the likelihood (Lunn et al., 
2000; Gelman, 2007), often resulting in estimates similar to that of maximum likelihood 
techniques (Dunson, 2001). Vague priors have been used for some time within Bayesian 
models (Lunn et al., 2000) and some authors prefer them as the point estimates better the 
match those of a frequentist approach (Samaniego and Reneau, 1994). 
 
Informative priors have a stronger influence on the posterior distribution. These informative 
priors can be obtained through deduction from previous studies, expert opinion or may be as 
simple as controlling for absurd results. (Hansen et al., 2004; O’Hagan, 1994; Dunson, 2001). 
The Bayesian argues the inclusion and embracement of any prior information around an 
experiment to create realistic prior information is better than “relying on ignorance” 
(O’Hagan 1998 p.21; Aspinall, 2010).  
 
The Bayesian considers the inverse of the square root of the variance as the precision, hence 
the stronger the precision, the more influence the prior commands on the posterior 
distribution. The term precision is standard within the Bayesian literature, replacing the 
variance of the distribution, though both are a mathematical derivation of the other (e.g. Lunn 
et al., 2000). 
Interpretation of the Posterior Distribution 
(Dunson, 2001) claims the primary advantage of the Bayesian approach is the interpretation 
of the posterior distribution of the parameter estimates themselves. The frequentist views a 
parameter of a model as unknown but fixed and the inference obtained is the probability of 
observing the data given the estimated parameter value i.e. )|( iXP (Abelard, 2012). Recall 
the Bayesian theorem which states  
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This means the Bayes’ theorem calculates the probability of the parameter, given the data, i.e. 
)|( iXP  (Abelard, 2012). Hence the Bayesian interpretation of the posterior estimate as the 
direct probability of the event occurring is more intuitive, allowing management more 
transparent means of embracing the uncertainty of a parameter (O’Hagan, 1994; Dunson, 
2001). Little (2006, p.218) agrees saying management would rather have “fixed probability 
intervals for unknown quantities” (the Bayesian posterior) than “random intervals for fixed 
quantities” (the frequentist outputs). 
Pragmatism 
Little (2006) says there are three groups of statisticians: frequentists, Bayesians and 
pragmatists. He claims pragmatists pick and choose from both the frequentist and Bayesian 
paradigms to suit their analysis needs. Efron (2005) claims models are imperfect in 
themselves and hence due diligence is required in checking them, hence they should not be 
constrained by a paradigm. Efron (2005, p.1) labels the “19th Century as generally Bayesian, 
the 20th Century as generally frequentist, and suggested that statistics in the 21st Century will 
require a combination of Bayesian and frequentist ideas”. Little (2006) suggests this is 
currently the case with a dominance of the pragmatist. He says this is useful as the use of two 
paradigms increases the number of tools available for analysts to utilize. 
 
The concept of pragmatism suggests both paradigms are used in order to help the analysis 
process and this can be construed in two ways. Little (2006, 2011) claims the Bayesian 
paradigm better lends itself to assert model inference; however there is a lack of Bayesian 
tools to assess the model diagnostically. Hence, it is a natural compromise for the model 
development and assessment to incorporate frequentist tests. A further blend of combining 
both paradigms comes with calibrated Bayes which combines the Bayesian and frequentist 
approach to model construction and evaluation (Efron, 2005; Little, 2006). The approach 
involves deriving estimates of the prior distribution of a Bayesian model by using frequentist 
methods. Box (1980) states a similar argument that sampling theory be used for the 
exploration and criticism of the model. Rubin (1984) in Little (2006 p.7) agrees stating “The 
applied statistician should be Bayesian in principle and calibrated to the real world in 
practice”. Where Bayesian models benefit from a thorough model specification 
encompassing the likelihood and prior dimensions (Little, 2011), the rigorous procedures for 
model evaluation as seen within the frequentist environment is less apparent (Rubin, 1984). 
Hansen et al. (2004) make good use of relevant frequentist diagnostics when evaluating the 
relevance of the Bayesian model and parameter estimates.  
 
The Bayesian methodology has been favored in this short text, though the wider 
philosophical view of this study is very much in line with Efron (2005) and Little (2006) 
view of a pragmatic approach to building solutions to statistical problems. Gelman (2010, p. 
162) also wisely notes 
“…the key to a good statistical method is not its underlying philosophy or 
mathematical reasoning, but rather what information the method allows us to use. Good 
methods make use of more information”. 
 
Two approaches are suggested, utilizing both vague and informative priors. The nature of 
these will be discussed later. The BPM could benefit from exploiting the flexibility of a 
Bayesian approach, both in terms of the prior distributions and how the individual estimates 
are interpreted. 
Data Discussion 
The study now continues with a data description and category analysis of the GB biscuits 
FMCG category before the research questions are defined. The data relate to a panel sample 
of 1,594 households and 75,563 purchases from the biscuits (sweet and savory) category. The 
data account for the period of week ending 17 July 2004 to 9 July 2005 and are assembled at 
SKU level, whereby each descriptor contains a string relating to the brand and the number of 
items within the pack.   
 
Some records appear to have an extremely low price per SKU (as low as 1pence per item). 
The lowest value biscuits range are classed as supermarket own label or value brands. There 
is a minimum price of circa 20p per pack. Hence a minimum price of 20p is used as a 
minimum acceptable price for a packet of biscuits. Any transactions at the SKU level which 
place a biscuit pack lower than 20p per item are excluded from the study. In the same 
manner, there are transactions with a very low price per 100g. Likewise an analysis of the 
supermarket value range suggests a cut-off point of 15p per 100g is appropriate and hence 
this is used as a cut off floor for all transactions. This leaves a base sample of 61,087 records 
to analyze (80.8% of the original biscuits category panel data).  
As well as the SKU name, there is a product description field. Figure 3 shows the distribution 
of data within this. 
 There are 19 many categories of biscuit which can be confusing to understand and arguably 
not how the consumer may classify the products. Also, some categories have a low number of 
transactions which may lead to mathematical sample size issues when analyzing. In order to 
overcome these, categories are grouped together to form logical macro categories. Chang 
(2007, p. 107) suggests a 5 band classification yielding the following groups which is deemed 
a sensible approach and is undertaken in this study. The descriptions shown in figure 4. 
 
Subcategory Definition 
Chocolate 
countlines 
Individually wrapped chocolate-covered cookie bars which can be sold in 
multipacks, including Penguin, Club, Breakaway, classic, Kit-Kat, Twix 
etc., which are marketed and packaged both as confectionary and cookies. 
Plain sweet 
cookies 
Plain sweet cookies are uncoated, untopped or unfilled but can be flavored, 
for example, coconut or chocolate, including chocolate chips, digestives, 
sweet assortment, shortbread, shortcakes, wafers, coconut, tea/coffee 
cookies and ginger. 
Chocolate 
coated cookies 
Plain sweet cookies coated partially, topped or completely with chocolate 
Filled cookies Sweet cookies which can either be filled, topped or sandwiched between 
plain cookies 
Non-sweet 
cookies 
Plain savory cookies, savory crackers and bread-like savory cookies. Often 
flavored or topped with salt, cheese or other savory products. 
 
Figure 3: Description of the Redefined structure of the biscuit data. 
 
This grouping of the categories result in the distribution of items shown in figure 4. These 
grouping are now more identifiable to the consumer and have sample sizes which allow 
statistical analysis to be undertaken. 
 Count % Count Volume % Volume 
Countlines 17293 28.3% 5089771 28.3% 
Chocolate Coat 9645 15.8% 3414240 19.0% 
Plain Sweet 14153 23.2% 4696549 26.1% 
Filled 5291 8.7% 1538860 8.6% 
Non Sweet 14705 24.1% 3231637 18.0% 
 Figure 4: Redefines biscuit data. 
 
Within the biscuits category, the nature of the packets of biscuits relies on the type of biscuit 
they contain. (E.g. whether they relate to individual based biscuits for example “Kit Kat” or 
many smaller biscuits such as digestives). A manual process is conducted to allocate the 
items per pack to each SKU. Biscuit packs which contain many standard biscuits (such as 
digestive) relate to the number of packets within the SKU, in this case 1. Where biscuits are 
individually wrapped single serve portions rather, then the number of individual biscuits is 
deemed to be the number in pack. For example a single packet of six Kit-Kat biscuits will be 
coded as a pack size of “6”. 
 
There are also other larger formats such as drums, bags, barrels etc. which do not contain the 
actual number of items but all imply larger packs. These are grouped together and called 
“pack”. Hence the biscuit pack sizes are grouped as per figure 5 based on the distribution of 
transactions within group and also logical combinations of the pack sizes.  
 Count % Count Volume % Volume 
1 33743 55.2% 9364867 52.1% 
2-5 3922 6.4% 1195547 6.6% 
6-7 6880 11.3% 1665044 9.3% 
8-11 7349 12.0% 2056553 11.4% 
12+ 6771 11.1% 2597200 14.4% 
pack 2422 4.0% 1101835 6.1% 
 
Figure 5: Redefined pack type biscuit data 
 
This resulting pack distribution is both logical and also appropriate for statistical analysis. 
Most of the category is constructed of the single pack size though larger packs (i.e. the 12 and 
the “pack”) sizes have a higher volume per transaction as may be expected from larger 
formats. 
Category Overview Analysis 
In order to better understand the category dynamics, an analysis is undertaken which will 
focus on the three sets of variables, namely behavioral psychology variables relating to the 
BPM and the marketing variables relating to seasonality and also the effect of a supermarket 
own brand and the behavioral economic variable (price per 100g). 
BPM Variables 
SKU count vs. Informational Reinforcement 
Figure 6 shows the average informational scores per defined SKU. The x-axis represents the 
mean informational reinforcement score for the SKU while the y-axis represents the number 
of SKUs associated with the informational score. SKUs with a larger number of incidences 
tend to have a higher informational score. The outlier relates to the SKUs which are classified 
as supermarket own brand. These dominate the category in terms of number of SKUs, hence 
warrant a separate investigation as to how they relate to a consumer’s behavioral psychology 
of purchase. 
 
 
 
Figure 6: SKU count vs informational reinforcement score. 
 
Size of Brand vs Informational Reinforcement 
Figure 7 shows the relationship between SKU size (number of units sold) and informational 
score. There is a group of larger brands (indicated within the ellipse) which seems to score a 
higher informational score which may indicate that larger informational reinforcement brands 
tend to have a higher number of selling SKUs (or that larger SKUs attract a higher 
informational reinforcement score).  Supermarket own brand score is the lowest amongst the 
larger brands with a mean score more reflective of the smaller SKUs. This indicates a 
possible difference in informational reinforcement when it comes to supermarket own brands 
 
 
 
Figure 7: Informational reinforcement vs brand size. 
 
Biscuit Type and Pack Size vs. Informational Reinforcement 
Figure 8 shows the scatterplot of informational reinforcement score versus biscuit type and 
also informational score versus pack size. The number of units sold is reflective of the bubble 
size and ordered smallest to largest. There is no apparent relationship between the 
informational score and either the category size or the biscuit type or the pack size given the 
biscuit types and pack sizes are all of similar informational reinforcement levels. This implies 
these characteristics may be less relevant to the behavioral psychology purchases of this 
category. 
 
 Figure 8: Informational reinforcement vs biscuit type and pack size. 
 
Utilitarian Reinforcement 
Utilitarian reinforcement variables are dichotomous, representing the lower and higher 
utilitarian reinforcement levels of the products. 
Brand Distribution by Utilitarian Reinforcement 
The Venn diagram on the left in figure 9 shows the distribution of the number of defined 
brands split by the two utilitarian reinforcement levels. For this category, most brands 
(59.1%) are located within the lower utilitarian reinforcement level. Some brands can be 
located within either the lower or higher reinforcement level, depending on the individual 
SKU within the brand. For example, Adams Malted Milk biscuits are coded as the lower 
utilitarian reinforcement (level 1) while Adams Malted Milk with Chocolate is coded as the 
higher utilitarian reinforcement (level 2). This overlap accounts for 21.8% of the defined 
brands in the category. Brands which are solely defined as the higher utilitarian reinforcement 
level 2 account for 19.0% of the defined category. 
 
The Venn diagram on the right in figure 9 shows the volume accounted for by the brands 
discussed above. The intersection of the two utilitarian reinforcement levels accounts for the 
largest share of volume (66.4%), hence 21.8% of brands are accounting for 66.4% of the 
volume of the defined category. This may suggest larger brands are able to offer SKU 
variants which appeal to both utilitarian reinforcement levels. The smaller volume size brands 
are located entirely within the lower utilitarian reinforcement group, where 59.1% of these 
brands account for only 10.1% of volume. 
 
Bottom right of figure 9 shows the split of the supermarket own brand across the two 
utilitarian reinforcement levels. There is a relatively even split between the lower and higher 
utilitarian reinforcement levels which suggests the category volume is driven by the type of 
biscuit rather than just the branded nature of the biscuit. This implies the own supermarket 
own label products are offering a diversity of utilitarian reinforcement attributes within this 
category and the study should investigate this. 
 
 
 
Figure 9: Utilitarian reinforcement distribution of the data. 
 
Seasonal Analysis 
Figure 10 shows the time series chart of volume of the biscuit category split by the utilitarian 
reinforcement variable. As volume increases during the build up to the Christmas period, it is 
the lower utilitarian group which increases market share. This seems to suggest consumers 
are purchasing more utilitarian products for the increased consumption period around the 
Christmas holidays. The category volume significantly falls during the Christmas week. This, 
at least in part is due to a shorter commercial week, though may also be due to a change in 
consumers’ purchase behavior. The volume level returns to near average levels the following 
week.  
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 Figure 10: Time series by utilitarian reinforcement level. 
 
Economic Behavioral Variables 
Average Price 
Past research on this dataset says there is a price elasticity of demand within the category 
(e.g. Foxall et al., 2013). This can be obtained using the following equation.  
 
LN(Volume) = a + b LN(Price)
    
 
 
The coefficients obtained are compatible with economic theory and consistent over time 
(Oliveira-Castro et al., 2006).  
Recent studies have indicated the biscuit category data has a negative elasticity of demand 
and this value is close to –0.5 (Chang, 2007; Oliveira-Castro et al., 2006). These coefficients 
being less than unitary value demonstrates the category is inelastic, which is consistent with 
food products in general (Driel et al., 1997). 
This analysis relates to the average price movement per 100g hence is comparable across 
pack format and physical size of the item. The natural logarithm is the change in price, which 
also is used as the elasticity of demand noted in the equation (e.g. Oliveira-Castro et al., 
2006). 
The lack of promotional calendar information implies the price elasticity will be an average 
price elasticity, which will be the result of possible regular (long term) price changes, 
promotional (short term) price discounts and also changes in category mix.  
Summary and Research Question Development. 
The literature review and the category analysis has shown three areas of consumer behavior 
could be leading to varying demand of the biscuit category in terms of individual purchase. 
These are behavioral economics, the BPM psychological variables and the impact of the 
marketing based variables on the consumer psychological purchase behavior. 
 
In terms of behavioral economics, the average price of the product seems to have a negative 
effect on demand in terms of an economic behavior and this is show across other studies (e.g. 
Oliviero-Castro et al., 2006; Broadbent, 1980; Gabor, 1988; Nagle, 1987; Roberts, 1980; 
Telser, 1962; Chang, 2007; Foxall et al., 2013). Despite this featuring extensively in the 
literature, the study needs to confirm this is still the case when a more complex model 
structure is applied. Hence, this leads to the first research question. 
 
RQ1: The average price of the products within the category influences consumer 
economic behavior. 
 
The BPM has proven to be a good predictor of consumer behavior (e.g. Foxall and James, 
2003; Foxall and Schrezenmaier, 2003; Foxall et al., 2004; Foxall et al., 2006; Oliveira-
Castro et al., 2005; Romero et al., 2006). This study seeks to augment the predictability of 
the BPM by the inclusion of marketing variables, namely the branding of the supermarket 
own brand. This research aims to build on previous studies by exploring the nature of the 
psychological impact of products being formally branded as supermarket own brands. Does 
this impact the utilitarian and/or informational reinforcement within the BPM theoretical 
framework? Hence RQ2 is constructed as follows 
 
RQ2: Is the nature of the supermarket own brand impacting consumer behavior 
through differing behavior at a consumer psychological level, either at a utilitarian and/or 
informational reinforcement level? 
 
In a similar fashion to RQ2, the seasonal pattern of the Christmas week has a negative effect 
on total category volume. However, it is not clear whether this difference is down to 
individual consumer behavioral change during the period or whether it is due to a general 
drop in category purchase through less consumption across category and less shopping days 
during the period. Hence this research aims to test this by seeking to understand whether 
consumer psychology changes within the Christmas period with regards to the BPM 
variables. A further interaction term is built to address this, this time an interaction between 
the Christmas week and both the utilitarian and informational reinforcement elements of the 
BPM. Hence RQ3 is constructed. 
 
RQ3: Is the seasonal Christmas week impacting consumer behavior within the BPM 
through different levels of utilitarian and/or informational reinforcement during the Christmas 
seasonal week? 
 
The fourth research area focuses on how the structural development of the model itself within 
the BPM framework. This paper will bring two developments which will result in a further 
two research questions. Firstly, the study will model the BMP within a hierarchical 
framework and will compare the model performance and also the interpretation of the 
variables from a hierarchical and non-hierarchical framework. 
 
RQ4: Will the BPM structure will benefit from a hierarchical model structure? What 
differences in interpretation would be included versus a non-hierarchical framework? 
 
Finally, the BPM model will be run using Bayesian estimation using the MCMC algorithm. 
Two modes, built with vague prior distributions and also informative prior distributions will 
be compared in terms of predictive ability and also how variables are interpreted. 
 
RQ5: How will Bayesian inference utilizing informative and vague priors impact the 
predictive nature of the model and the interpretation of the parameters? 
Methods  
Focal/Non Focal Parameters 
This study focuses on the behavioral parameters as discussed covering the economic, 
psychology and marketing parameters. The BPM variables account for the differences in 
informational and utilitarian reinforcement of each if the biscuit SKUs and this is taken 
account in terms of how the utilitarian codes are allocated. 
 
The characteristics of the product are included in the model. These will account for any 
intercept level differences between biscuit types and pack types and whether these attract a 
consistent difference in average sales of the category. This isolates the focal variables to 
account for any causality between behavior change and sales. 
Therefore focal variables will relate to the price, BPM variables and their interception with 
supermarket own brand and interaction with the Christmas week. 
Non-focal variables will refer to the biscuit type and the pack type. 
Fixed and Random Effects 
A hierarchical model may consist of fixed effects, random effects or both (known as a mixed 
effects model). A fixed effect is generally associated with the assumption that the range if 
possible attributes of a study relate to the rage of possible attributes within the wider 
population. A random effect, however, is used if inferences are to be generalized from a 
recognized sample to a wider population (Field, 2012). Within this study, the sample of 1,594 
households is a representative sample of the GB population hence a random effect is assigned 
to these. The simplest form of a random term is that of a random intercept where the 
intercepts vary across the contextual group, in this case, the household (Field, 2012). 
Consider the focal and non-focal variables of this study. While the results of the focal 
variables may result in working hypotheses for other product categories, the specific results 
of these focal variables are relevant to the biscuit category and are not intended to represent a 
generalization to other product categories available within the GB market place. Furthermore, 
the non-focal variables are specific to the categories they represent and cannot be generalized 
to all GB FMCG categories. Hence the focal and non-focal variables will be represented by a 
fixed effects parameters. 
A regression model is constructed to simultaneously test the model structure incorporating 
the variables discussed. Three models are proposed which will allow the aspects of the 
research questions to be addressed. Each model will test the economic, behavioral 
psychology and marketing variables as addressed in RQ1, RQ2 and RQ3. The behavioral 
psychology BPM variables play an active role in RQ2 and RQ3. For these variables, the 
model is based on an offset approach, whereby the lower utilitarian reinforcement is regarded 
as the base coefficient and the higher utilitarian reinforcement variable is built as an offset to 
this. This allows the statistical evaluation of whether the two utilitarian reinforcement levels 
are statistically different or not. The three models, however will differ in the following ways. 
Model 1 will be of a non-hierarchical structure with vague priors. Model 2 will be a 
hierarchical model with vague priors. This means that model 1 and 2 are identical apart from 
the hierarchical structure of model 2 allowing a comparison as to how the hierarchical 
structure impacts the model diagnostics and coefficient inference and interpretation. This 
hierarchical structure is based on purchases within household which can be identified in the 
data through the panel id variable, since it is unique to a household. 
Model 3 will also be of a hierarchical nature, however the prior distributions will be 
constructed as informative rather than vague. This will allow the comparison of how a 
differing prior distribution may affect model and coefficient interpretation and evaluation. 
Defining the Models’ prior distribution 
Defining the Prior Distributions 
The nature of the Bayesian model requires the definition of a prior distribution. As discussed, 
the prior distribution is independent of the data and subject to the researcher’s disposition. 
Defining Vague Priors 
The use of a vague prior has been used extensively to represent knowledge around a 
parameter (Lunn et al., 2000). The study will utilize this vague prior information around each 
parameter in the form of the normal distribution (Lunn et al. 2000). The distribution will 
require a mean and a precision. The precision is the inverse of the standard deviation of the 
distribution, hence a small precision means a large variance for the distribution. The same 
prior distribution will apply to each parameter of the model and will have a mean of zero and 
a small precision at 0.001. This will imply the likelihood will have a strong influence, 
compared to that of the prior, in terms of the inference of the posterior estimates of the 
parameters. These will be used for Model 1 (non-hierarchical) and Model 2 (hierarchical 
vague). 
Defining Informative Priors 
In order to compare the impact of the informative prior, a second hierarchical model is 
constructed with informed prior distribution for the focal parameters (Model 3 – hierarchical 
informative). This means the prior information of the model will have a degree of influence 
on the posterior estimate of the parameters. As discussed earlier, prior estimates may be taken 
from previous research or derived from the notion of a calibrated prior, whereby information 
taken from a past frequentist analysis is used to produce the prior distribution parameters. 
Given the structure of this model has not been considered previously, no prior knowledge 
exists about the parameter estimates, hence the method of calibrated priors is used to inform 
the estimates of the prior distribution for the focal parameters. 
These prior distribution estimates are calibrated by running a linear model for each parameter 
in turn. The mean of the prior is set equal to the mean of the frequentist linear model. 
Similarly the precision of the prior distribution is calculated from the inverse of the standard 
error of the frequentist estimate. This is a similar approach by that seen in Rossi and Allenby 
(1993). 
One issue, relevant to this data set, is that for large data sets, the influence of the likelihood 
relative to the prior becomes very strong Dunson (2001). However since the calibrated prior 
is estimated from the same large data set, the standard errors of the estimate are relatively 
small (due to large n), implying a relatively large precision which, arguably, goes to balance 
the influence of the large n. Figure 11 shows the point estimate, standard error and the 
calculated precision for the parameters in question. 
 
 
Figure 11: Informative prior distributions of Model 3. 
 
The above table is translated into the prior distributions for the independent focal variables of 
the model, shown below. 
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 Prior Distribution of the Model Variance Term 
In both the non-hierarchical and hierarchical structure, the variance coefficient requires a 
prior distribution. The variance is non-negative therefore a Gamma distribution is commonly 
used as a prior distribution for both the variance term for the model  (i.e. the variance 
across household) and also the hierarchical variance term   (i.e. the variance between 
household) (Spiegelhalter et al., 2002). 
Defining the Models 
Model 1 is therefore a non-hierarchical model with vague priors. This can be defined as 
indicated below in figure 12. 
 
Biscuits Fruit Juice
Price ~ N(-0.717, 67061) Price ~ N(-0.42, 17931)
Informational ~ N(0.137, 91750) Informational ~ N(0.016, 15130)
Informational Utilitarian Gp2 ~ N(0.106, 192052) Informational Utilitarian Gp2 ~ N(-0.168, 12363)
Supermarket Own x Informational ~ N(0.041, 88794) Supermarket Own x Informational ~ N(0.097, 22481)
Supermarket Own x Informational Ut 2 ~ N(0.088, 16016) Supermarket Own x Informational Ut 2 ~ N(-0.223, 3696)
Christmas ~ N(0.05, 1175) Christmas ~ N(0.026, 577)
Chrsitmas Utilitarian Gp2 ~ N(0.141, 511) Chrsitmas Utilitarian Gp2 ~ N(-0.167, 57)
Yell w Fats Beans
Price ~ N(-0.472, 36674) Price ~ N(-0.554, 12147)
Informational ~ N(0.026, 44412) Informational ~ N(-0.116, 20994)
Informational Utilitarian Gp2 ~ N(-0.115, 72441) Informational Utilitarian Gp2 ~ N(-0.237, 19729)
Supermarket Own x Informational ~ N(-0.033, 30222) Supermarket Own x Informational ~ N(0.105, 11551)
Supermarket Own x Informational Ut 2 ~ N(-0.138, 5229) Supermarket Own x Informational Ut 2 ~ N(-0.088, 3141)
Christmas ~ N(-0.082, 1189) Christmas ~ N(0.014, 262)
Chrsitmas Utilitarian Gp2 ~ N(-0.221, 215) Chrsitmas Utilitarian Gp2 ~ N(0.022, 62)
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Figure 12: Structure of Model 1 (non-hierarchical). 
 
Model 2 is also non –hierarchical though will utilize the informative prior distributions as 
indicated earlier. Therefore the model structure is as indicated below in figure 13. 
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Figure 13: Structure of Model 2 (hierarchical vague). 
 
Model three differs from model 2 as it employs a mixed effects model with random effect 
intercepts and fixed effects model parameters. The functional form, in figure 14, is as below. 
 
 
 
households# e      wher21for      )001.0 ,0( ~ ][
1)-(b1)-(a8,...,8ifor      )001.0 ,0(~
)001.0 ,0(~
)001.0 ,0(~
)001.0 ,0(~
)001.0 ,0(~
)001.0 ,0(~
)001.0 ,0(~
)001.0 ,0(~
,...,2,1                     ),0(~ 
),0(~
                     
_                     
_                     
**                     
*                     
**                     
*                     
*                     
**                     
)(Pr                     
)(
0
7
6
5
4
3
2
1
2
2
0
000
1
1
)1(6
1
1
6
27
6
25
4
23
2
1
0























h,...,h, kNk
N
N
N
N
N
N
N
N
njNwhere
N
U
typePack
typeFlavour
nUtilitarianalInformatioChristmas
nalInformatioChristmas
nUtilitarianalInformatiotSupermarke
nalInformatiotSupermarke
nUtilitarianalInformatio
nUtilitarianalInformatio
iceLN
VolumeLN
i
j
j
b
i
iai
a
i
ii
jGroupj
j
jGroupj
j
jGroupj
jj
j
j























 
Figure 14: Structure of Model 3 (hierarchical informative). 
 
Running the Bayesian Model 
Modeling the Data 
The parameter inference is calculated using the Markov Chain Monte Carlo (MCMC) 
Metropolis-Hastings method with the Gibbs sampler since it has been shown to converge at a 
geometric rate (Tierney, 1994). Consider the posterior distribution with 
k elements ),...,( 1 k . 
The Gibbs sampler works by drawing from conditional distributions of the posterior by 
cycling through each parameter, one at a time whilst maintaining the other parameters 
constant in the following fashion, shown in figure 15. 
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Figure 15: Gibbs sampler. 
 
This continues until the joint posterior distribution converges. Inference can then be derived 
for each of the parameters ),...,( 1 k by calculating the estimate for the parameter from the 
iterations of the converged MCMC values. 
The modeling process is conducted through the Rjags package, within the R software system. 
The Rjags package calls on the JAGS (Just another Gibbs sampler) software package (see 
Plummer (2013) for details). Furthermore, the CODA package within R is used to calculate 
this Bayesian inference of the parameters from the output of the Rjags package (see Plummer 
et al., 2006). 
Convergence Criteria 
There is no mechanism whereby the Gibbs sampler “knows” it has converged and instead the 
chain of evolving MCMC estimates of each parameter value is plotted where a converged 
chain resembles a “hairy caterpillar” which is a random noise around a stationary value of the 
estimate, allowing a visual means of parameter convergence. Gelman and Rubin (1992) also 
offer a convergence diagnostic where a value of less than 1.1 is sufficient to indicate 
parameter convergence. 
Two independent MCMC chains are run to estimate the coefficients and will converge to the 
same estimate of the parameter given sufficient number of draws. Visually comparing the 
convergence of more than one chain also offers further reassurance the estimate has 
converged (Gelman and Rubin, 1992; Rossi and Allenby, 2003). 
A starting value for the MCMC algorithm is required and this is taken from a random draw of 
the posterior of the distribution, which is the default option within the Rjags package 
(Plummer, 2013). 
Estimate of the parameter 
Each parameter is estimated by taking an average of the draws within and then across both 
converged chains. To ensure convergence is met before parameter estimation, a “burn in” 
sample of draws is ignored and hence the inference is estimated only from the post burn-in 
converged draws of the chains. The burn in is set at 4,000 iterations with a further 2,000 
iterations used as the basis of the parameter estimate. There is no rule as to the number of 
burn in draws and hence it is important to monitor the convergence criteria for all parameter 
estimates before estimation. 
Interpreting the Parameter Inference Statistics 
For this study, a combination of Bayesian and frequentist measures are calculated to 
understand the inference of the parameters given the discussion within the literature review 
and the views of Efron (2005). Figure 16 gives an illustration of the structure of the 
parameter inference and how these statistics can be interpreted.  
 
 
 
Figure 16: Example of the model inference output. 
 
Each of the metrics of figure 16are interpreted as follows 
 
(1) Point estimate of the parameter (and it’s standard error) calculated from the posterior 
distribution of the MCMC  
(2) The 95% Bayesian posterior confidence interval of the parameter  
(3) The symbol ^ denotes the interval does not straddle zero (and hence means the 
parameter has at least a 95% probability it is contributing to the model fit). 
(4) The frequentist t-statistic denotes the ratio of the parameter estimate and its standard 
error 
(5) The frequentist statistical two-tailed significance level associated with the computed t-
statistic. 
(6) Indication of the statistical significance with * denoting significance at 10% level and 
** denoting significance at the 5% level (two tailed). Lack of stars indicate the level 
of statistical significance is >10% 
 
(2) (3) (4) (5) (6)
Bayes CI t sig
Constant 4.489 (0.0096) 4.47, 4.507 ^ 467.6 0.000 **
Log Price -0.701 (0.004) -0.709, -0.693 ^ -175.3 0.000 *
etc. …
Beta (SE posterior)
(1)
 Assessing the Model Criteria 
The Deviance Information Criteria (DIC) is a generalization of AIC, useful when the 
posterior distribution has been generated from an MCMC estimation. It is the combination of 
the “goodness of fit” adjusted for model “complexity” (Spiegelhalter et al. 2002). The 
“goodness of fit” element is defined as  
 
)|(log2)(  dataLD   
 
The “complexity” is defined as the posterior mean deviance plus the deviance of each of the 
means of each parameter, forming a penalty imposed for a more complex model, i.e. 
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The DIC is then constructed in similar means to the AIC as in 
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The smaller the DIC the better the models supports the underlying data. 
MAPE 
The Mean Average Percentage Error is a statistic diagnostic statistic which expresses the 
average percent difference between the actual and modeled values of a series. The statistic is 
calculated as thus, where A indicates actual values and M indicates modeled values. 
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Variance Partition Coefficient 
Given the hierarchical nature of the model, the variance will be partitioned into two parts, 
namely the variance between household and the variance between purchaser (Browne and 
Rasbash, 2004). Let the variance between household be defined as 2
u and the variance 
between purchasers defined as 2
e then the variance parturition coefficient, which can be 
expressed as a percentage is defined as 
22
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


  
Interpreting the Models 
The study now proceeds with a detailed discussion of the results of the three models. 
Model Diagnostics 
From a Bayesian perspective the Deviance Information Criteria (DIC) can be seen from 
figure18. The penalty for the hierarchical models (vague and informative) is higher than the 
non-hierarchical model (1,323 for the hierarchical vague, 1,318 hierarchical informative and 
18 for the non-hierarchical). The mean deviance for each respectively is 69,379, 69,988 and 
81,152 resulting in DIC calculations of 70,702, 71,306 and 81,170 respectively. Therefore the 
increased penalty incurred by the hierarchical model structure is outweighed by the increase 
in the predictive nature of the model. This suggests the hierarchical models would better 
predict a replicated data set of the same structure (Spiegelhalter et al. 2002). The difference 
between the hierarchical models (>5) suggests the vague model is better representing the data 
than the informative model (Spiegelhalter et al. 2002). 
From the frequentist perspective, figure 18 shows the R-squared (adj) figures of 55.863% 
(hierarchical vague), 55.398% (hierarchical informative) and 45.291% (non-hierarchical) 
suggesting the hierarchical models are explaining a higher proportion of the variance, having 
accounted for the additional complexity of the models. The Mean Average Percentage Error 
(MAPE) values in respective order are 6.55%, 5.98% and 5.93% showing similar average 
absolute deviance for the models, though the hierarchical vague model has a larger MAPE. 
The total model variance for the hierarchical models is lower than that of the non-hierarchical 
models (0.182, 0.184 and 0.221 respectively) suggesting the hierarchical structure is 
representing more of the variability of the data within the model structure. The coefficients of 
the hierarchical variance term have high t-values when considering their ratio with their 
standard errors offering sufficient evidence to reject the null hypotheses these values are 
equal to 0. Additionally, the hierarchical variance partition coefficients are 
%582.17
22
0
2
0 
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
 for the hierarchical vague model and 17.413% for the hierarchical 
informative model.  
Despite all three models seeming adequate representations of the underlying data, these 
statistics suggest the functional form of the hierarchical models is benefitting the model fit 
above and beyond that of the non-hierarchical form.  
Model Coefficients (Biscuits) 
The convergence of the parameters needs to be assessed. Figure 28 in appendix A shows the 
convergence “hairy caterpillar” type charts and their nature indicates convergence has been 
achieved. Furthermore the Gelman statistics in figure 17 also indicate convergence of the 
parameters, with confidence intervals <1.1. 
 
 
Figure 17:  Gelman convergence measures 
 
Point 
Estimate
Upper CI
Point 
Estimate
Upper CI
Point 
Estimate
Upper CI
beta[1] Constant 1 1.01 1 1 1 1
beta[2] Log Price 1 1 1 1 1 1
beta[3] Informational x Utilitarian Gp1 1 1 1 1 1 1
beta[4] Informational x Utilitarian Gp2 1 1.01 1 1 1 1
beta[5] SuperOwn x Informational 1 1 1 1 1 1
beta[6] SuperOwn x Informational GP2 1 1 1 1 1 1
beta[7] Chrsitmas 1 1 1 1 1 1
beta[8] Chrsitmas Ut Gp2 1 1 1 1 1 1
beta[9] Chocolate Coated 1 1 1 1 1 1
beta[10] Plain Sweet 1 1.01 1 1 1 1
beta[11] Filled 1 1.01 1 1 1 1
beta[12] Non Sweet 1 1.01 1 1 1 1
beta[13] Size 2-5 1 1 1 1 1 1
beta[14] Size 6-7 1 1 1 1 1 1
beta[15] Size 8-11 1 1 1 1 1 1
beta[16] Size 12+ 1 1 1 1 1 1
Hierarchical Vague Hierarchical Informative Non Hierarchical
 Figure 18: Model diagnostics and parameter inference of the three models. 
 
The posterior estimates of the parameters are shown in figure 18 and the focal variables are 
visualized graphically in figure 19 below, demonstrating the differences between the 
hierarchical and non-hierarchical estimates. 
Bayes CI t sig Bayes CI t sig Bayes CI t sig
Constant 4.489 (0.0096) 4.47, 4.507 ^ 467.6 0.000 ** 4.541 (0.0105) 4.52, 4.561 ^ 432.5 0.000 ** 4.390 (0.0094) 4.372, 4.409 ^ 467.0 0.000 **
Log Price -0.701 (0.004) -0.709, -0.693 ^ -175.3 0.000 ** -0.702 (0.004) -0.71, -0.695 ^ -175.6 0.000 ** -0.705 (0.0027) -0.71, -0.7 ^ -261.1 0.000 **
Informational x Utilitarian Gp1 0.027 (0.0035) 0.02, 0.034 ^ 7.7 0.000 ** 0.033 (0.0034) 0.026, 0.039 ^ 9.6 0.000 ** 0.055 (0.002) 0.051, 0.059 ^ 27.4 0.000 **
Informational x Utilitarian Gp2 0.074 (0.0042) 0.065, 0.082 ^ 17.5 0.000 ** 0.054 (0.004) 0.046, 0.062 ^ 13.5 0.000 ** 0.102 (0.0007) 0.101, 0.104 ^ 146.1 0.000 **
SuperOwn x Informational 0.008 (0.0036) 0.001, 0.015 ^ 2.3 0.030 * -0.001 (0.0035) -0.008, 0.005 -0.4 0.368 0.010 (0.0023) 0.005, 0.014 ^ 4.1 0.000 **
SuperOwn x Informational GP2 -0.093 (0.005) -0.102, -0.083 ^ -18.5 0.000 ** -0.081 (0.0049) -0.09, -0.071 ^ -16.6 0.000 ** -0.061 (0.0037) -0.068, -0.054 ^ -16.5 0.000 **
Chrsitmas 0.058 (0.0292) 0.001, 0.117 ^ 2.0 0.055 0.043 (0.0266) -0.009, 0.094 1.6 0.111 0.027 (0.0186) -0.009, 0.064 1.5 0.136
Chrsitmas Ut Gp2 0.008 (0.0439) -0.08, 0.091 0.2 0.393 -0.015 (0.0405) -0.094, 0.067 -0.4 0.374 0.039 (0.0276) -0.014, 0.092 1.4 0.145
Chocolate Coated 0.152 (0.0069) 0.139, 0.166 ^ 22.1 0.000 ** 0.143 (0.0066) 0.13, 0.156 ^ 21.6 0.000 ** 0.123 (0.0067) 0.11, 0.136 ^ 18.4 0.000 **
Plain Sweet 0.160 (0.0093) 0.142, 0.178 ^ 17.2 0.000 ** 0.123 (0.009) 0.105, 0.14 ^ 13.6 0.000 ** 0.212 (0.007) 0.198, 0.225 ^ 30.3 0.000 **
Filled -0.011 (0.0085) -0.028, 0.005 -1.3 0.162 -0.027 (0.0084) -0.043, -0.01 ^ -3.3 0.002 ** -0.030 (0.0084) -0.046, -0.013 ^ -3.6 0.001 **
Non Sweet 0.039 (0.0104) 0.019, 0.059 ^ 3.7 0.000 ** -0.017 (0.01) -0.036, 0.003 -1.7 0.099 0.086 (0.0071) 0.072, 0.099 ^ 12.1 0.000 **
Countlines base base base **
Size 2-5 0.207 (0.0083) 0.19, 0.223 ^ 24.9 0.000 ** 0.200 (0.0079) 0.184, 0.215 ^ 25.3 0.000 ** 0.204 (0.008) 0.188, 0.22 ^ 25.6 0.000 **
Size 6-7 0.086 (0.0072) 0.072, 0.1 ^ 12.0 0.000 ** 0.101 (0.0067) 0.089, 0.115 ^ 15.1 0.000 ** 0.124 (0.0069) 0.11, 0.137 ^ 17.9 0.000 **
Size 8-11 0.195 (0.0078) 0.179, 0.21 ^ 24.9 0.000 ** 0.190 (0.0077) 0.175, 0.205 ^ 24.7 0.000 ** 0.199 (0.0076) 0.184, 0.214 ^ 26.2 0.000 **
Size 12+ 0.360 (0.0071) 0.347, 0.374 ^ 50.7 0.000 ** 0.332 (0.0068) 0.318, 0.345 ^ 48.8 0.000 ** 0.333 (0.0068) 0.32, 0.347 ^ 49.0 0.000 **
Size packs 0.590 (0.01) 0.571, 0.61 ^ 59.0 0.000 ** 0.583 (0.0093) 0.564, 0.6 ^ 62.6 0.000 ** 0.585 (0.0094) 0.566, 0.603 ^ 62.2 0.000 **
Size 1s base base base
R-Squared (adj) 45.291% 55.863% 55.398%
Mean Deviance 81,152  69,379    69,988   
Penalty 18.2 1323.0 1318.0
DIC 81170 70702 71306
MAPE 5.93% 6.55% 5.98%
Variance (between purchases) 0.221 0.182 0.184
Variance (between housholds) 0.039 0.039
between household t-stat (sig) 23.135(0) 23.458(0)
Variance Partition Coeficient 17.582% 17.413%
* significant 5%
** significant 1%
^ 95% Bayesian estimates do not include zero
Hierarchical Vague Hierarchical Informative
Beta (SE posterior) Beta (SE posterior) Beta (SE posterior)
Non Hierarchical
 Figure 19: Graphical parameter estimates of the three models. 
 
Coefficient Discussion 
A discussion of the coefficient of the three models is now offered. 
  
Price Elasticity 
Figure 20 shows the density plots and box plots of the hierarchical and non-hierarchical 
models. There is little difference between the elasticity measures of the models. As discussed, 
the Bayesian nature of the parameter estimate implies the posterior distribution is the 
probability distribution of the parameter itself and the density plots can be used to understand 
the shape of the posterior estimates. The point estimates for hierarchical vague, hierarchical 
informative and non-hierarchical models are -0.702, -0.705 and -0.701 respectively. The 95% 
Bayesian confidence interval (i.e. between the 2.5% and the 97.5% points on the posterior 
density plot) for the hierarchical vague model is (-0.71, -0.695) for the hierarchical 
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informative (-0.710, -0.700) and for the non-hierarchical (-0.709, -0.693), none of which 
include the value zero, hence it can be stated with 95% probability, this parameter is non-zero 
and hence contributing to the model. 
 
 
Figure 20: Density and Box plots of price elasticity. 
 
From a frequentist perspective, the t-statistics of -175.6 for the hierarchical vague and -261.1 
for the hierarchical informative and -175.3 for the non-hierarchical which are all statistically 
significant, all at p<0.001, which leads us to reject the null hypothesis the parameter is equal 
to zero, offering further evidence the parameter is significantly contributing to the model. 
This estimate is aligned with other studies (e.g. Oliveira-Castro et al., 2006; Chang, 2007)
1
. 
Informational and Utilitarian Variables 
The informational variable is the base value and the informational variable for utilitarian 
group 2 (the higher group) is an offset, hence the base informational coefficient can be 
interpreted as the value for utilitarian group 1 (the lower utilitarian group). Adding the offset 
will give the value for utilitarian group 2. 
Figure 21 shows the posterior distribution density plots and boxplot of the informational 
variable for the hierarchical and non-hierarchical models. 
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 Figure 21: Density and Box plots of Informational reinforcement in the lower utilitarian 
reinforcement group. 
 
The point estimates for the lower utilitarian groups are 0.033, 0.055 and 0.027 for the 
hierarchical vague, hierarchical informative and non-hierarchical models respectively. In 
each case, there is very little evidence to suggest this parameter is zero given the Bayesian 
confidence intervals of (0.026, 0.039) for the hierarchical vague model, (0.051, 0.059) for the 
hierarchical informative model and (0.020, 0.034) for the non-hierarchical model. None of 
the models’ posterior confidence interval contains the value zero suggesting the parameters 
are significant in each case. There is some overlap in the posterior confidence intervals of the 
non-hierarchical model and the hierarchical vague model. This is due to agreement between 
the prior distribution of the hierarchical vague model and the likelihood based on the data. 
Also the frequentist t-statistics are 9.6, 27.4 and 7.7 respectively, all yielding p<0.001, hence 
strong evidence to suggest the parameter is non-zero in each case. Therefore the nature of the 
positive coefficient suggests that larger (volume) brands within the lower utilitarian group are 
being perceived to have a higher informational benefit than smaller brands, over and above 
what can be accounted for by price. 
Informational Reinforcement in the Higher Utilitarian Reinforcement Group 
Figure 22 shows the hierarchical and non-hierarchical posterior distribution for the offset 
informational reinforcement variable for higher utilitarian reinforcement group as a density 
plot and as a box plot. 
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 Figure 22: Density and Box plots of the offset for Informational reinforcement in the 
higher Utilitarian reinforcement group. 
 
The offset value of the coefficient is 0.054 and 0.102 for the hierarchical models in turn and 
0.074 for the non-hierarchical model. The Bayesian posterior confidence intervals are (0.046, 
0.062), (0.101, 0.1014) and (0.065, 0.082) respectively. Given the intervals do not contain the 
value zero, there is a 95% probability the parameters are non-zero, hence benefitting model 
prediction. Also the frequentist t-statistics for each model are 13.5, 145.1 and 17.5 for the 
hierarchical vague, hierarchical informative and non-hierarchical models respectively, 
rejecting the null hypothesis of a zero value parameter. This suggests the informational 
benefit within the higher utilitarian group is contributing positively to the volume of the 
category above and beyond the informational benefit within the lower utilitarian group. 
Despite broad agreement between the models as to the positive nature of the coefficients, all 
models are suggesting a different magnitude of effect and given the lack of overlap in the 
posterior confidence intervals, this would imply these are statistically different. Hence the 
nature of model selected both in terms of structure and prior distribution selection has a 
differing outcome on the magnitude of the effect of the variable. This is in line with 
discussions around using the Bayesian paradigm and the importance of prior selection (Rossi 
and Allenby, 2003). 
 
Combining the results of the two informational variables, it can be seen that, within the BPM 
structure, having taken account of the price variable, the informational and utilitarian 
variables are contributing positively to the volume of the biscuit category. The higher the 
informational values, the higher the volume and the higher utilitarian group is having a higher 
impact on volume per purchase. This is true for all three model structures. 
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Supermarket Own x Informational Reinforcement 
 
 
Figure 23: Density and Box plots of Informational reinforcement in the lower 
Utilitarian reinforcement group for supermarket own brand. 
 
Figure 23 depicts the density and box plots for the hierarchical (vague and informative) and 
non-hierarchical models. From table 19 the coefficient for the hierarchical vague model is -
0.001, 0.010 for the hierarchical informative and 0.008 for the non-hierarchical model. The 
95% Bayesian confidence intervals for the three models in turn are (-0.008, 0.005), (0.005, 
0.014) and (0.004, 0.015), with frequentist t-statistics of -0.4, 4.1 and 2.3 in each case 
respectively. This demonstrates the hierarchical vague model’s parameter is not different 
from zero, given the Bayesian confidence interval straddles zero and the t-statistics is non-
significant (p=0.368). However, the hierarchical informative model and the non-hierarchical 
model suggest the parameter is positive and statistically significant from both a Bayesian and 
frequentist standpoint. The informative nature of the hierarchical prior has influenced the 
result of the hierarchical informative model to have a positive estimate which differs to the 
hierarchical vague model estimate. This again demonstrates the importance of the prior 
distribution in model build. 
Therefore differing conclusions as to the nature of the variable and how it may affect sales. 
The evidence suggests it will be a positive effect or no effect, depending on the model chosen 
to represent the data.  
Supermarket Own x Informational Reinforcement in the higher Utilitarian 
Reinforcement Group 
Figure 24 shows the density plots and box plots for the parameter estimates of this variable. 
The point estimates for the three models (in the usual order) are -0.081, -0.061 and -0.093. 
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The Bayesian posterior confidence intervals for the hierarchical vague and non-hierarchical 
models overlap, (-0.090, -0.071) and (-0.102, -0.083) suggesting these is agreement between 
the likelihood and the prior. The confidence interval of the hierarchical informative is higher 
at (-0.068, -0.054). All intervals do not straddle zero, also the t-statistics are all significant at 
p<0.001 (values re -16.6, -16.5 and -18.5 respectively). Hence these coefficients are 
statistically significant in the models. The models suggest the informational reinforcement 
variable associated with the supermarket own brands within the higher utilitarian 
reinforcement group are negatively contributing to the volume of the category, above and 
beyond the effect observed in the lower utilitarian reinforcement group. 
 
Figure 24: Density and Box plots of Informational reinforcement in the higher 
Utilitarian reinforcement group for supermarket own brand. 
 
Christmas Week effect (Lower Utilitarian Reinforcement Group) 
The earlier category analysis suggests the week containing the Christmas holiday is a 
noticeably lower volume than other weeks and the inclusion of the dummy variable to test 
this is discussed in the methodology chapter. Figure 25 shoes the usual charts of the inference 
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 Figure 25: Density and Box plots of Informational reinforcement in the lower utilitarian 
reinforcement group during the Christmas week. 
 
The models’ estimates of the parameter are 0.043, 0.027 and 0.058 in turn. The Bayesian 
posterior confidence intervals are (-0.009, 0.094) for the hierarchical vague model, (-0.009, 
0.064) for the hierarchical informative model and (0.001, 0.117) for the non-hierarchical 
model. The respective t-statistics are 1.6 (p=0.111), 1.5 (p=0.136) and 2.0 (p=0.055) for the 
three modes, suggesting the hierarchical structured models conclude no effect. The non-
hierarchical model shows the Bayesian confidence interval does not straddle zero however 
the frequentist p-value at a strict 95% level is not significant. This does show some 
disagreement between the paradigms, strictly speaking, though given the proximity of the 
lower confidence interval to zero and also the marginal significance level (p=0.055). 
Therefore a collective viewpoint would be to accept this parameter is having a positive effect 
on volume purchases. 
The variable relates to the volume purchased per transaction and hence despite a lower 
volume in the period, it would suggest this is due to lower number of transactions rather than 
lower volume per transaction. This implies the number of transactions (and hence volume) is 
much lower for this period, however, when transaction are made, the volume bought per 
transaction is higher. This may be reflective of the deals which are prevalent within the 
category immediately post-Christmas and consumers are possible making the most of these 
offers above and beyond what can be explained by the underlying price elasticity measure. 
 
Christmas Week effect (Higher Utilitarian Reinforcement Group) 
  
0
5
10
15
20
0.0000.0250.050.0750.100
Hier
d
e
n
s
it
y
Hierarchical Vague
0
5
10
15
20
0.0000.0250.050.0750.100
Hier
d
e
n
s
it
y
Hierarchical Vague
0
5
10
15
20
0.0000.0250.050.0750.100
Hier
d
e
n
s
it
y
Hierarchical Vague
0
5
10
15
20
0.000.0250.0500.0750.100
Hier
d
e
n
s
it
y
Hierarchical Inform
0
5
10
15
20
0.000.0250.0500.0750.10
Hier
d
e
n
s
it
y
Hierarchical Inform
0
5
10
15
20
0.000.0250.0500.0750.100
Hier
d
e
n
s
it
y
Hierarchical Inform
0
5
10
15
0.00 0.04 0.08 0.12
Non_Hier
d
e
n
s
it
y
Non Hierarchical
0.00
0.04
0.08
0.12
HierNon_HierInform
Model
C
o
e
ff
ic
ie
n
t
Boxplot
0.00
0.04
0.08
0.12
HierNon_HierInform
Model
C
o
e
ff
ic
ie
n
t
Boxplot
0.00
0.04
0.08
0.12
HierNon_HierInform
Model
C
o
e
ff
ic
ie
n
t
Boxplot
0.00
0.04
0.08
0.12
HierNon_HierInform
Model
C
o
e
ff
ic
ie
n
t
Boxplot
Figure 26 shows the density plots and box plots of the posterior distributions of the 
parameters of the three models. 
 
Figure 26: Density and Box plots of Informational reinforcement in the higher 
Utilitarian reinforcement group during the Christmas week. 
 
The point estimates for the three models are -0.015, 0.039 and 0.008 respectively. The 
Bayesian posterior confidence intervals for the three models in turn are (-0.094, 0.067), (-
0.014, 0.092) and (-0.080, 0.091) and the t-statistics are -0.4, 1.4 and 0.2 in turn, all non-
significant at p >=0.145. Therefore there is no evidence from a Bayesian or frequentist 
perspective to suggest the Christmas week has an effect on volume sales within the higher 
utilitarian reinforcement group, above and beyond what can be accounted for by the effect 
within the lower Utilitarian reinforcement group. 
 
Product Characteristic Variables 
 
The product characteristics are dummy variables and the coefficient adjusts the intercept of 
the model for higher or lower volume levels. The characteristics are biscuit type and pack 
size. The base biscuit type is countlines and the other variants are offsets to this. The 
coefficients of the hierarchical models are almost identical. The non-hierarchical model 
differs with the sign of Non-Sweet being opposite to the hierarchical models. Though the 
coefficients are small they are statistically significant from a Bayesian and Frequentist 
perspective. Therefore the type of biscuits makes a difference to the volume bought per 
purchase. 
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The base category for the pack size is the single serve packs. The volume sold in other packs 
is all statistically significantly higher which makes logical sense given the volume per pack is 
higher in every case. Consistently across all three models the “pack” type has the higher 
coefficient which contains the larger weight purchases.  
 
Conclusions and Future Considerations 
RQ1 
The first question was to test the economic behavior price variable and how this compares to 
past studies with differing functional form. For all three models, the price elasticity is similar 
across models and also similar to other studies involving the BPM with different functional 
forms (Oliveira-Castro et al., 2006; Chang, 2007). The inclusion of a more complex model or 
Bayesian estimation has not changed the fundamental understanding of the price elasticity 
measure. This underlines the benefit of the BPM which allows economic behavior to be 
included alongside the psychology variables of the BPM without collinearity impacting the 
values of the price elasticity variable. 
 
RQ2 
This research area focused on the inclusion of a supermarket own brand interaction term with 
both the informational and utilitarian reinforcement elements of the BPM. The interaction 
was constructed using a base and an offset variable. The base represented the impact of the 
supermarket own brand effect on the informational reinforcement variable. The offset 
represented the impact of the informational reinforcement for the higher utilitarian 
reinforcement (i.e. an offset to the base variable).  
Considering first the base variable, the supermarket own brand indicator interaction terms are 
statistically relevant for the non-hierarchical model and also the hierarchical vague model. 
For both these statistically relevant models, the effect is positive and of a similar magnitude 
which indicates that supermarket own brand is having a positive effect for brands within the 
lower utilitarian reinforcement group. 
For the supermarket own brand within the higher utilitarian group, this is an offset to the 
lower utilitarian group. Here there is consistency across all three models in terms of direction, 
with each model indicating a negative coefficient for this variable. There is some difference 
in magnitude across the three models, however figure 19 demonstrates this magnitude is 
similar. 
The combination implies that volume per purchase would be positively influenced by higher 
informational reinforcement within the lower utilitarian group, however negatively 
influenced within the higher utilitarian group. 
This suggests consumers are actively seeking a supermarket own brand offering whilst 
shopping amongst the lower utilitarian brand and are being negatively influenced by the 
offering for higher utilitarian group brands. 
 
RQ3 
The second interaction variable focused on the seasonal Christmas week, having uncovered a 
significant drop in total volume for that period within the category analysis. As with the 
supermarket own brand, the Christmas variable was divided into a base (the interaction with 
the informational reinforcement in the lower utilitarian group) and the offset (the additional 
impact of the informational reinforcement within the higher utilitarian group for the 
Christmas week). 
For the base measure, there is no statistical impact for either of the hierarchical variables. For 
the non-hierarchical variable there is also no evidence (at the 5%) from a frequentist 
perspective to reject the hypothesis the parameter is zero. However, the Bayesian 95% 
confidence intervals do not include the zero term and hence would suggest there is a 
statistically relevant and negative effect associated with this variable. Hence differing 
conclusions (albeit marginal) are arrived at whether the Bayesian or frequentist inference it to 
be believed. 
Analyzing the influence of the offset variable for the Christmas period, all models suggest 
this impact is not statistically different to zero. 
Hence the Christmas period does not have a significant effect on individual consumer 
behavior as far as the BPM variables are concerned. It is likely the decrease in volume can be 
attributed to less shoppers (buying in the same manner) and also the fewer shopping days 
within the period. When consumers do shop within the biscuit category, it would appear their 
behavior does not differ, psychologically from an average week. 
 
 
 
RQ4: 
RQ4 focused on the diagnostic difference a hierarchical structure would bring to the model 
and how interpretation may be affected. In order to address this, the study will compare the 
non-hierarchical model to the hierarchical model with vague priors, as this isolates the 
difference attributed by the hierarchical structure alone. In terms of the diagnostics of both 
models, the hierarchical functional form has a higher predictive power than the non-
hierarchical from both a Bayesian and frequentist standpoint.  
The focal coefficients are the same in direction for all but the supermarket own brand 
interaction with informational reinforcement in the lower utilitarian informational group. 
However the magnitude of the coefficients are varying. Hence a similar conclusion would be 
reached under both models, though the parameters of the hierarchical would give a better fit 
to the data. Hence the removal of the assumption of independence within household is 
providing a better understanding of the consumer behavior. 
 
RQ5 
The final research area was the consideration of the Bayesian informative and vague prior 
selection and how this impacts the model performance and interpretation. From a model 
diagnostic perspective, there is very little to separate the two models. The frequentist 
measures of R-squared (adj) , the variance measures and MAPE are all similar and from a 
Bayesian perspective, the DIC difference is less than 5 (Spiegelhalter, 2002).  
The direction of the coefficients are the same apart from the supermarket own brand 
interaction with informational reinforcement in the lower utilitarian informational group (as 
seen with the hierarchical vs non-hierarchical comparison). The magnitude of the estimates 
are different due to the increased precision given to the prior distribution which has had a 
stronger influence on the data than that of the vague prior distributions. This is what would be 
expected of course and demonstrates both challenges and opportunities the informed 
Bayesian models represent to researchers. 
Summary, future research and limitations 
This study further highlights the flexibility of the BPM framework in incorporating more 
complex structures and also a differing statistical paradigm in estimating the model 
parameters. This adds to the literature within through bringing different model structures and 
Bayesian estimation techniques into the BPM theoretical framework. 
The differing parameter posterior estimates of the three models underlines the importance of 
model definition when considering consumer psychology studies. These are due to 
differences in functional form and differences in the choice of prior distribution. 
 
The hierarchical structure of the model would seem to be a logical way of assessing 
consumer behavior whereby the removal of the assumption of independence between 
household has a theoretical and inferential benefit. Currently the hierarchical nature is 
restricted to the intercept of panel id. It is conceivable the slope parameters of the focal 
variables may also benefit from a hierarchical structure as an extension of the model. This 
does however create a very complicated model. This leads on to a limitation of the Bayesian 
inference (at least currently) which is the increased computational time required to estimate 
the parameters. Due to the nature of the estimation where the model estimates the parameters 
posterior values from a large number of draws rather than from OLS or MLE techniques 
means that computation time can be extensive and the hierarchical structure compounds this. 
Hence a balance would need to be sought.  
However the use of Bayesian inference demonstrates this form of inference is well suited to 
estimating problems of this nature and again can be used within the BPM framework. The use 
of the Bayesian estimation has a wider theoretical impact on the whole subject of consumer 
psychology as it gives means for a researcher to input past studies, “common sense” or 
elicitated views into the model process. This has already been suggested as both a good and 
dangerous practice, however the empowerment for a researcher to input widely recognized or 
known facts surely must be a benefit as it makes the interpretation of the posterior parameters 
more intuitive. Furthermore, the researcher has a means of controlling the strength of this 
prior information rather than accepting or rejecting models after observing results. A further 
benefit would be studies which are repeated on an ongoing basis whereby the evolution of the 
parameter values from previous studies could be traced, 
Multiple Categories 
This study focuses on the biscuit category and the hierarchical structure which lies within the 
purchase history for the 52 week period. It has been demonstrated this hierarchical structure 
benefits the consumer behavior understanding both from a theoretical and explanatory power 
perspective. The Venn diagram on figure 27 suggests consumers are likely to purchase across 
multiple categories during the year since the overlap of all categories contains the most 
number of transactions. Therefore the behavior of each category may not be independent as 
the consumers may be showing similar behavioral psychology, marketing and economic traits 
across category.   
 
 
Figure 27: Four-way Venn diagram of the interaction of the four product categories by 
household. 
 
The behavior within the categories may therefore be influenced by the type of household 
shopping and their frequency of shopping the category. This is an extension to the argument 
presented earlier whereby purchases within household may not be independent. 
Hence a further build on this study would be to incorporate multiple categories into one 
hierarchical model where the household panel id would be the hierarchical term across 
households for cross-category purchase history.  
There is a limit of course on how complex the models will become in terms of both resources 
to run the model and appetite to interpret such large data model outputs. It may be 
conceivable that sub-categories which are deemed to be more similar in behavior may benefit 
from such analysis. 
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Appendix A 
 
Figure 28: Four-way Venn diagram of the interaction of the four product categories by 
household. 
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