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Abstract
We analyze the general mathematical problem of global reconstruction of a function with
least possible errors, based on partial information such as n terms of a Taylor series at a
point, say the origin, possibly also with coefficients of finite precision. We refer to this as the
“inverse approximation theory” problem, because we seek to reconstruct a function from a
given approximation, rather than constructing an approximation for a given function.
Within the class of functions analytic on a common Riemann surface Ω, bounded on Ω, or
with the same rate of growth in the natural metric on Ω, and a common Maclaurin series, we
prove an optimality result on their reconstruction at other points on Ω, and provide a method
to attain it. The procedure uses the uniformization theorem, and the optimal reconstruction
errors depend only on the distance to the origin.
We provide explicit uniformization maps for some Riemann surfaces Ω of interest in ap-
plications. Some of these can also be obtained as a rapidly convergent limit of compositions of
elementary maps. One such map is the covering of C \Z by curves with fixed origin, modulo
homotopies, precisely the one needed in the analysis of the Borel plane of the tritronquée solu-
tions to the Painlevé equations PI–PV. As an application we show that this uniformization map
leads to dramatic improvement in the extrapolation of the PI tritronquée solution throughout
its domain of analyticity and also into the pole sector.
Given further information about the function, such as is available for the ubiquitous class
of resurgent functions, significantly better approximations are possible and we construct them.
In particular, any chosen one of their singularities can be eliminated by specific linear opera-
tors which we introduce, and the local structure at the chosen singularity can be obtained in
fine detail. These operators involve convolutions, whose singularity nature we analyze. More
generally, for functions of reasonable complexity, based on the nth order truncates alone we
propose new efficient tools which are convergent as n→ ∞, and which provide near-optimal
approximations of functions globally, as well as in their most interesting regions, near singu-
larities or natural boundaries.
1 Introduction
In problems of high complexity in mathematics and physics it is often the case that a solution
can only be generated as a perturbation series at certain special points, usually with only a finite
number of terms, and often also with coefficients known only with finite precision. Under these
circumstances, we ask what is the optimal strategy to approximate the underlying function, and
if optimality cannot be achieved in practice, what are the most efficient near-optimal methods?
On a practical level, this question has been encountered in many problems in the literature, and
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dealt with in various problem-specific ways [40, 8, 44, 74, 14, 16]. However, an underlying mathe-
matical foundation and theory seems to be lacking. As a mathematical question this is related to,
but distinct from, conventional approximation theory. We formulate this mathematical problem
as a problem of inverse approximation theory: here the approximation is fixed, in the form of a
number n of terms of a series, and the underlying function F is to be reconstructed as accurately
as possible in the large n limit. In contrast to other methods (such as Padé approximants) our
reconstruction methods may involve different operators for different points in the domain of
analyticity, and can achieve rigorous pointwise convergence results rather than being limited to
convergence in capacity. This flexibly adaptive approach is motivated by the following class of
questions that we wish to address:
1. Where are the singularities of F?
2. What is the nature of each singularity?
3. What is the local behavior or more generally what are the associated local expansions (in
physics, fluctuation functions) near each singularity?
4. How far can one explore the full Riemann surface of F?
5. Can one quantify the expected precision locally, especially near the singularities, as a func-
tion of how much input data (and of what precision) is given?
In physical applications, question 1 corresponds to identifying critical points or saddle points,
which typically have important mathematical and physical implications (e.g. asymptotics and
phase transitions). Question 2 refers to determining whether these singularities are algebraic or
logarithmic branch points (or in special simple cases, poles), or essential singularities. An im-
portant application in statistical physics and quantum field theory is the accurate determination
of critical exponents [74]. Questions 3 and 4 involve for example the numerical determination of
Stokes constants, or wall-crossing formulas, or generally the fluctuations about a given critical
point. Question 5 is of particular practical value, since in nontrivial problems it is often difficult
to generate many terms of the original series. We ask how much information about the global
structure of the underlying function can be decoded from a finite order expansion, generated
at a particular location. Here we are motivated by the theory of resurgent functions, which are
ubiquitous in analysis and in applications, and for which the general philosophy suggests that a
considerable amount of global information is encoded in local expansions [37, 11, 20, 61, 51, 5].
For example, for resurgent functions information concerning not just the location of the singular-
ities, but also their nature, is accessible by analytic and numerical means. We develop methods
that can exploit this additional structure.
For resurgent functions, such as the tritronquée solutions of the Painlevé equations (see [39]
and references therein), uniformization provides a practical way (and perhaps the only one that
does not require full knowledge about the function) to access the higher Riemann sheets, needed
in medianization and other forms of averaging. Écalle-Borel summation (the generalization of
Borel summation that applies to functions with singularities along the axis of Laplace transform)
crucially relies on such averaging [37, 56, 19].
The series may be convergent or factorially divergent, and in the latter case a Borel transform
restores convergence. This is the case of asymptotic expansions in ordinary differential or differ-
ence equations near singularities of nontrivial Poincaré rank, or in similar settings in difference
equations, in PDEs such as the Schrödinger equation at small or large times, and in parabolic
PDEs for small times, among many examples.
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Many ad hoc methods have been developed in different mathematical and physical contexts to
address some of these problems [40, 8, 44, 74, 14, 16]. Here we develop a systematic mathematical
approach. We also present new quantitative comparisons of some of the common methods, and
some improvements of their implementation.
We begin with an optimality result, for which the construction can be made fully explicit in
certain classes of problems with enough symmetry. This class includes the tritronquée solutions1
of Painlevé equations PI–PV and can be used in the Painlevé project [62] to calculate these solu-
tions with vastly improved accuracy over the existing methods, see §6.2. Theorem 1 constructs
the best approximants (based on partial Maclaurin sums) to F in generic classes of functions
analytic on a common Riemann surface and sharing a common bound. Optimality is achieved
with a uniformization map, which also provides rigorous numerical access to the higher sheets
of the Riemann surface. Theorem 1 also provides a benchmark with which to compare a variety
of approximate methods for situations where optimality is impractical or impossible. Compared
to existing techniques, the gain in accuracy is particularly dramatic near singular points.
We then address the problem of reconstructing a given function when an exact uniformization
of the corresponding Riemann surface is not known, but when further information about the
nature of the function’s singularities may be known, either analytically or approximately. For
the wide class of resurgent functions, prevalent in applications, stronger results are obtained. In
§4, §5 and §6 we develop a new set of practical approximation methods which can achieve near-
optimal results, especially in the most interesting regions of the function’s underlying Riemann
surface, near the singularities.
In Section 6.2 we give as an example the reconstruction with extreme precision of the PI
tritronquée solution from 200 terms of its asymptotic expansion (passing through a Borel trans-
form to restore convergence) throughout its sector of analyticity, and also in the opposite pole
sector where we find the first 66 poles to high precision. The accuracy dramatically improves
over existing methods. Similar reconstructions can be applied to the other Painlevé tritronquée
solutions. Such extreme precision has applications to the Painlevé project [62], and also to the
spectral properties of certain Schrödinger operators [58, 60].
1.1 Settings, Notations, and Organization of the Paper
In the following, Dr(a) denotes the open disk of radius r, centered at a. The unit disk centered
at the origin appears often in the discussion, and is simply denoted D = D1(0), with boundary
the unit circle: T = ∂D. The Riemann sphere is written as Cˆ = C∪ {∞}.
We consider functions defined on Ω, a simply connected Riemann surface. An important
special case in applications is Ω being a simply connected domain strictly contained in C, so the
uniformization map is its usual Riemann conformal map to D.
Ω is assumed to contain D strictly. More precisely, if Ω is uniformized to D by ψ, then ψ
is analytic in D and ψ(0) = 0. In the special case when Ω is a covering of Cˆ \ S where S is
a discrete set, this means Ω is described by equivalence classes of curves originating at zero,
modulo homotopies in Cˆ \ S.2 We shall call such Riemann surfaces coverings with fixed origin.3
The set S may contain points inD, meaning functions living on Ω might be singular at points
in D on higher sheets of Ω. By the uniformization theorem, Ω is biholomorphically equivalent
1Solutions with asymptotic series expansions in the largest possible sector.
2Using Cˆ is a standard convention, since it makes a counting difference for the analyzed functions if infinity is
singular or not. For instance, ln[(1−ω)/(1+ω)] is analytic at infinity and its Riemann surface is uniformized on the
plane, after a Möbius change of variable.
3The choice of a fixed origin is explained by the analyticity at zero of our functions on one of the Riemann sheets.
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Figure 1: The map z = ψ(ω) from the simply connected Riemann surface Ω to the unit disk D,
and its inverse ω = ϕ(z).
to exactly one of the following: D,C or Cˆ (see, e.g. [1, 2, 68]). Here, we mostly focus on Riemann
surfaces uniformized on D, as the latter two cases are too special [1], and also because their
analysis would follow similar steps. See however Note 4.
We denote by ψ the conformal map of Ω onto D, uniquely specified by ψ(0) = 0,ψ′(0) > 0,
and write the inverse map ψ−1 = ϕ. See Figure 1. For the optimality Theorem 1, we define
FΩ to be the family of functions F which are analytic on Ω. By MF we denote the Maclaurin
series of F, and MF,n will be the nth partial sum of MF. An important role in our analysis is
played by the natural metric on Ω, induced from the Poincaré disk, an elementary function of
|ψ|. Our formulas are simpler in terms of ρ = 1− |ψ(ω)|, which we call the conformal distance
to the boundary of Ω. This distance enters the convergence results in Theorem 1 for how the
reconstruction depends on the number n of input terms in the input Maclaurin series MF,n. We
define ϕ∗ by the right composition map: ϕ∗F = F ◦ ϕ.
It will at times be convenient to consider shifts of sets in C in which case we write S + ζ =
{ω + ζ : ω ∈ S ⊂ C}, and also to work with an inverted variable, changing the expansion point
from ω = 0 to ω = ∞, in which case we write 1/S = {1/ω : ω ∈ S ⊂ C} ⊂ Cˆ.
In our discussion of resurgent functions, the singularities assume a simple form (cf. [19])
(ω−ω0)αA(ω)+ B(ω); α ∈ C \Z; or, for α ∈ Z, d
k
dωk
[(ω−ω0)α ln(ω−ω0)A(ω)] + B(ω) (1)
for some α ∈ C, k ∈ N, and where A, B are analytic at ω0, A(ω0) 6= 0. In this paper we refer to
singularities of the type in (1) as elementary singularities. With this notation, important goals of
our analysis are to learn as much as possible about the singularity locations ω0, the singularity
exponent α, and the associated local functions A and B.
Theorem 1 constructs the best approximation of a function from its truncated Taylor series,
within the family of functions having a common Riemann surface of analyticityΩ, and a common
bound or rate of growth on Ω. This result only requires information about the Riemann surface
Ω. Such a priori information exists for a wide class of functions encountered in analysis, the
resurgent functions. In fact, for resurgent functions considerably more information, such as their
singularity structure, is typically available. It is then possible to go well beyond the bounds
provided in Theorem 1. Resurgent functions are analytic on the universal covering of C with a
discrete set of punctures, the locations and types of which are rigidly predetermined from the
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equation (or even the type of equation) from which they originate [13, 19, 37]. Explicit examples
and the application to the Painlevé equations is demonstrated in §3.
In cases where the uniformizing map is difficult to construct, the procedure in Theorem 1
can be adapted to extract information with near-optimal precision in restricted regions of Ω, for
example near the singularities or boundaries, using simpler maps, see §4 and §5. These regions
are usually the most important ones to study in mathematics and physics.
Even when such a priori analytic information is absent, we develop techniques to extract ap-
proximate information about the Riemann surface directly from the given truncated Taylor series,
using standard analytical tools such as properly adapted techniques of conformal mapping, Borel
summation and Padé approximants, and which can be refined to high precision using the new
methods of singularity elimination (§4) and approximate uniformization (§5). We compare to the
optimality result in order to quantify that these approximate methods are near-optimal.
In §6 we apply our methods and illustrate the main ideas on a number of examples important
in applications. Appendix 7 contains details of some maps used in our analysis.
2 Optimality Theorem
The question of the best rate of convergence is not only natural, and interesting in itself, it is
of substantial practical significance. Theorem 1 gives the optimal approximation of a function
starting from its truncated Taylor series, within the family of all functions analytic on Ω, with
common bounds on Ω. Specifically, the question answered by Theorem 1 is: what is the optimal
approximation that can be obtained based on this general information at some point ω0 ∈ Ω, as
a function of ω0, and of the number n of input Maclaurin coefficients?
2.1 Discussion of the question and significance of Theorem 1
It may come as a surprise that evaluating the Taylor polynomial of a function F ∈ FΩ is subopti-
mal, even for points in D ( Ω close to zero, so we start with some examples illustrating various
important points.
Let us consider first the domain Ω1 = C \ [1,∞) and let F be analytic in Ω1. From the nth
root test it is clear that
|F(ω)−MF,n(ω)|1/n ∼ |ω|(1+ o(1)); n→ ∞ (2)
This convergence rate can be improved in several ways. Suppose for simplicity that n is even.
Then the diagonal Padé approximants PF,n of order [n/2, n/2], uniquely defined by the first n
Maclaurin series coefficients, converge faster (in the sense of logarithmic capacity: see §5):
|F(ω)− PF,n(ω)|1/n ∼ 14 |ω|(1+ o(1)); n→ ∞; |ω| small (3)
In fact Padé approximants converge in capacity throughout Ω1 at a geometric rate, as explained
in §5. For functions analytic in Ω1 having [1,∞) as a natural boundary, this gain of 14 is optimal
(this is the logarithmic capacity of the set 1/[1,∞) = (0, 1], see §5). In this case, the leading order
rate of convergence of Padé approximants in capacity is also optimal at any point of Ω1.
The same gain is obtained by the following conformal mapping procedure. Consider the
biholomorphism ϕ = z 7→ 4z(1 + z)−2, which maps D onto Ω1, and let Mϕ be its Maclaurin
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series. Since ϕ∗F is analytic inD, Mϕ∗F,n which equals MF ◦Mϕ truncated to o(zn), also converges
in D and Theorem 1 below implies, after mapping back to Ω1 (see Example 1 in §3),
|F(ω)−Mϕ∗F,n ◦ ϕ−1(ω)|1/n ∼ 14 |ω|(1+ o(1)); n→ ∞; |ω| small (4)
Furthermore, the composition Mϕ∗F,n ◦ ϕ−1 converges to F uniformly on compact sets in Ω1, at
the same rate as the Padé approximants do in capacity, see §5.
When applied to domains in C which are not necessarily maximal domains of analyticity, we
refer to this conformal map procedure as the Conformal-Taylor method, CT. It has been used in
applications [74, 14, 16]. We discuss CT and its precision in general, and in detail, in §5.3.
If instead we are dealing with functions analytic on covering of Cˆ \ {0, 1,∞} with fixed origin
(cf. §1.1), then the constant 14 in (4) becomes
1
16 . This follows from example 8 in §3, see (18) there.
For even simpler Riemann surfaces such as that of F = ω 7→ √1−ω, ϕ(z) = 4z(1 + z)−2
is a uniformization map, h(z) = ϕ∗F(z) = (1 + z)/(1− z) is rational, and diagonal Padé ap-
proximants become exact in just one step: Pn = h for all n > 1. This simple observation will
be used later as an ingredient in our singularity elimination method which uses a combination of
convolution operators and conformal maps (see §4).
2.2 The Optimal Rate Theorem on a Riemann Surface
Let Ω be as in §1.1 and ω0 ∈ Ω. The following result constructs and characterizes Rˆn(ω0),
the best approximant, in the sense stated in the Theorem, at ω0 within the class of functions
F analytic on the same Riemann surface Ω. Let P be a polynomial of degree n− 1, our input
truncated Maclaurin series.
Recall the maps shown in Figure 1. Theorem 1 shows that the best approximants are obtained
by composing the input Maclaurin series with the series of ϕ truncated at the same order, sum-
ming the composed series, and then mapping back to Ω using ψ. Part 2 of Theorem 1 shows
that optimality is sharper in the subclass of functions already well approximated by this proce-
dure. Part 3 of Theorem 1 allows for functions that may grow as ρ → 0 (i.e., as we approach the
“boundary” of Ω).
Theorem 1. Let Ω be a Riemann surface as in §1.1, ω0 ∈ Ω, and Pn an (n− 1)-order truncation of a
Maclaurin series. We denote by FP the set of bounded functions on Ω to which Pn converges:
FP = {F ∈ F : ||F‖∞ < ∞, and F(ω)− Pn(ω) = O(ωn) as ω → 0}
Let Rˆn be the n-th Maclaurin polynomial, of degree n− 1, of the composed function ϕ∗P.
1. For F ∈ FP we have
|F(ω0)− Rˆn(ω0)|
‖F‖∞ 6
(1− ρ(ω0))n
ρ(ω0)
=
|ψ(ω0)|n
1− |ψ(ω0)| (5)
For every R ∈ C and δ > 0 there exists Fδ ∈ FP so that
|Fδ(ω0)− R|
‖F‖∞ > (1− ρ(ω0))
n(1− δ) (6)
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2. For ε > 0 let
Fε = {F ∈ FP : F(ω0) 6= 0 and |F(ω0)|−1|F(ω0)− Rˆn(ω0)| 6 ε}
We have
sup
F∈Fε
|F(ω0)− Rˆ(ω0)|
|F(ω0)| = ε (7)
Assume n is large enough so that ρ(ω0)n < ε. Then for every R ∈ C and every δ > 0 there exists
an Fδ ∈ Fε so that
|Fδ(ω0)− R|
|Fδ(ω0)| >
1− δ
1+ 2ε
|Fδ(ω0)− Rˆn(ω0)|
|Fδ(ω0)| (8)
3. Let W = W1 ◦ (1− ρ), where W1 : [0, 1)→ R+ (a weight depending on the natural metric distance
“to the boundary”). Define ‖ · ‖W by ‖F‖W = ‖F/W‖∞, and let FW be the family of functions F
analytic in Ω and such that ‖F‖W < ∞. Let F ∈ FW ∩ FP. Then,
|F(ω0)− Rˆn(ω0)|
‖F‖W 6 (1− ρ(ω0))
n inf
r∈(1−ρ(ω0),1)
W(r)
rn−1(r− (1− ρ(ω0)) (9)
and for every R ∈ C and δ > 0 there exists Fδ ∈ FW ∩ FP so that
|Fδ(ω0)− R|
‖F‖W > (1− ρ(ω0))
n inf
r∈(1−ρ(ω0),1)
W(r)
rn
(1− δ) (10)
Proof. Note first that the map ϕ∗ is an isometric isomorphism taking the space of analytic func-
tions in Ω onto the space of analytic functions in D, L∞(Ω) onto L∞(D), and FW to F ′W– the
space of functions in D for which supz∈D |F(z)/W(|z|)| is finite.
Moreover, since the composition of two Cn functions is Cn, the first n Maclaurin coefficients
of F are in bijection to the first n Maclaurin coefficients of ϕ∗F. Hence the nth degree Maclaurin
polynomial of ϕ∗F equals Q. Finally, F(ω0) = (ϕ∗F)(ψ(ω0)), and the optimality question is thus
reduced to the case Ω = D. Hence, we can assume without loss of generality that Ω = D, and
then ϕ is the identity, and P = Q = Rˆ.
The proof in D is elementary. The inequality (5) is simply obtained by taking the sup in the
Cauchy formula
F(ω0)− Rˆ(ω0) = ω
n
0
2pii
∮ s−nF(s)
s−ω0 ds (11)
where the contour of integration is ∂Dr(0) with r ∈ (|ω0|, 1) and letting r → 1.
Let R ∈ C. Consider functions in FP of the form Fλ(ω) = P(ω) + λωn with λ ∈ C. We have
‖Fλ‖−1∞ |Fλ(ω0)− R| = ‖λ−1P(ω) +ωn‖−1∞ |λ−1P(ω0) +ω0n− λ−1R| which, for λ→ ∞, converges
to |ω0|n, proving the optimality stated in (6).
To prove (7), it suffices to take F(ω) = Rˆn(ω) + cωn, with c = εRˆ(ω0)ω−n0 /(1− ε).
For (8), consider the subfamily of Fε of functions of the form F(ω) = Rˆ(ω) + ατωn, with
|α| = 1 and τ = εRˆ(ω0)ω−n0 /(1+ ε) (included in Fε for small enough ε), for which we have
|F(ω0)− R|
|F(ω0)| =
|Rˆ(ω0) + ατωn0 − R|
|Rˆ(ω0) + ατωn0 |
> |Rˆ(ω0) + ατω
n
0 − R|
|Rˆ(ω0)|+ |τωn0 |
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which, for α such that arg(ατωn0 ) = arg(Rˆ(ω0)− R) is greater than
|Rˆ(ω0)− R|+ |τωn0 |
|Rˆ(ω0)|+ |τωn0 |
> |τω
n
0 |
|Rˆ(ω0)|+ |τωn0 |
=
ε
1+ 2ε
Combined with (7), this implies (8).
For Part 3., recalling the isomorphism at the beginning of the proof, we use (11) and note that
1
‖F‖W
1
2pi
∣∣∣∣∮ s−nF(s)dss−ω0
∣∣∣∣ 6 infr∈(|ω0|,1) W(r)rn−1(r− |ω0|)
where the contour of integration is ∂Dr(0) with r ∈ (|ω0|, 1). This proves (9).
For (10) we proceed as in the proof of (6) and in the limit λ→ ∞ we obtain
|ω0|n
‖ωn‖W =
|ω0|n
supr∈[0,1) rnW(r)−1
= |ω0|n inf
r∈[0,1)
W(r)
rn
Note 2. Optimality in Theorem 1 is relative to the widest class of functions analytic on Ω and
sharing a common rate of growth. Knowledge of more specific features of the functions, such
as the concrete nature of their singularities, behavior towards infinity along special curves in Ω
can lead to significant further improvements: see Sections 4, 5, 6. Such detailed information is
available for resurgent functions, including the convergent ramified expansions near singularities
at finite distance, asymptotic expansions at infinity and so on.
For instance, as will be shown in an applications paper [28], for the Borel transform of the
tritronquée solution (see e.g. [17, 27]) of Painlevé PI, using ϕ and n = 200 nonzero Maclaurin
coefficients, we obtain the Stokes constant µ with about 12 digits of accuracy. With the same n,
but using information about the singularity type at ω = ±1 and singularity elimination, §4, we
get 96 digits instead. See also note 11.
Note 3. 1. Let Ω be a domain in C and K = 1/(Ω− ζ), where ζ /∈ Ω. If K is compact, then
the constant |ψ′(0)| is the logarithmic capacity (or trans-finite diameter) of K see [53, 65, 67]
and §5. In this case cap(K) measures the improvement of the rate of convergence for small
ω0. For example, when Ω = C \ [1,∞), then K = (0, 1], and cap(K) = 14 is the factor in (3).
2. From the optimality in Theorem 1 it follows that |ψ(ω)| < |ω| for ω ∈ Ω, and hence
cap(Ω) < 1. This means there is always an improvement over the convergence of the
truncated series in (2).
The inequality above also follows in an elementary way. Since Ω ⊃ D and ψ(Ω) = D, we
have |ψ| < 1 in D. Schwarz’s lemma then implies |ψ(ω)| < |ω| for all ω ∈ D (or else ψ
would be a rotation, contradicting our assumption that Ω is a strict superset of D).
3. The approximations in Theorem 1 are expressed in terms of the conformal distance ρ(ω0)
of the point ω0 to the boundary of Ω. When Ω is the universal cover of Cˆ with a discrete
set of punctures, then as ω0 approaches a puncture, the uniformization map typically has
a logarithmic singularity, since it has to locally accommodate the Riemann surface of a
logarithm. Then, the Euclidean distance in C to the puncture is exponentially larger than
the conformal distance to the boundary. The result of this exponential distance distortion
is a dramatic improvement in accuracy with respect to other methods of probing general
singularities. See §6 for illustrative examples.
8
Note 4. In the case Ω is biholomorphically equivalent to C and F ∈ FΩ, the re-expanded series
MF ◦Mϕ converges in C faster than geometrically. The rate of convergence of MF ◦Mϕ at a point
ω0 is estimated from Cauchy’s formula by |ω0|n infR>|ω0| sup|s|=R |F(s)s−n−1|. A typical example
is the unifomization of C \ {1} on C, say for a function such as F(ω) = (1−ω)a, with a ∈ C \Q.
Here ϕ(z) = (1− e−z), and ϕ∗F(z) = e−az, whose Maclaurin coefficients decrease factorially.
Note 5. 1. In many applications the underlying Riemann surface is the uniformization of Cˆ
with a discrete set of punctures, and moreover with special structure of the puncture posi-
tions. In such cases it is often possible to construct an explicit uniformization map. In this
situation, there is a dramatic improvement over existing methods such as a Padé approxi-
mation, Conformal-Taylor and also over a Padé-Conformal approximation (Padé combined
with a conformal map, not necessarily a uniformizing map). See for example the tritronquée
solution of PI in §6.2.
2. Some uniformization maps have elementary approximations (conformal maps of trunca-
tions of the Riemann surface, cf. §4-5), that are near-optimal and potentially simpler to use,
see §3.2.
3 Uniformization of special Riemann surfaces, and conformal maps
of special domains
We start with some known uniformization maps and their properties, and then construct new
uniformization procedures needed in some applications of interest.
1. A simple but important case is the one-cut domain Ω = C \ [1,∞), for which
ψ(ω) =
1−√1−ω
1+
√
1−ω with inverse ϕ(z) =
4z
(1+ z)2
(12)
The optimal rate of convergence obtained from the Maclaurin series of a generic function F whose
maximal analyticity domain is this Ω, and is continuous up to ∂D is, see (5),
|F(ω0)− Rˆn(ω0)| ∼ |ω0|
n
2
∣∣√1−ω0∣∣ ∣∣1+√1−ω0∣∣2n−1 ‖F‖∞; ω0 ∈ Ω
The constant C = 1/4 in (3), the capacity of 1/∂Ω, is simply ψ′(0).
2. For the domain with two opposite cuts, Ω = C \ (−∞,−1] ∪ [1,∞), the maps are
ψ(ω) =
√
1−√1−ω2
1+
√
1−ω2 with inverse ϕ(z) =
2z
1+ z2
(13)
with ψ(ω) > 0 for ω ∈ (0, 1). The capacity of 1/∂Ω is now C = 1/2. This construction gener-
alizes straightforwardly to m symmetric cuts emanating from the vertices of a regular polygon.
See Appendix 7 and [48]. This example also generalizes to Ω = C \ (−∞,−a]∪ [b,∞): see (66) in
Appendix 7.
Note 6. There is a more general principle behind (13) worth mentioning:
Lemma 7. Let Φ by a conformal map of D to some domain D ⊂ C, and let c = Φ′(0) > 0. Then,
Φn(z) := Φ(zn)1/n maps D conformally to n symmetric copies of D1/n, i.e., to⋃
06j6n−1
e2piij/nD1/n
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Proof. In a neighborhood of zero, Φn is uniquely defined by Φn(z) = |c1/n|zH(zn), where H
is analytic at zero and H(0) = 1. Since Φ 6= 0 on D \ {0}, by the monodromy theorem, Φn
extends analytically to D. Since Φ is injective on D, Φn(z) = Φn(v) implies zn = vn. Now,
Φn(z) = Φn(v), written as |c1/n|zH(zn) = |c1/n|vH(vn) implies z = v, and thus Φn is injective.
Since Φ is onto D, the rest follows from injectivity.
With proper adaptations, this construction extends to uniformization maps of Riemann sur-
faces.
3. For functions analytic on the universal covering Ω of Cˆ \ {−1, 1,∞} the maps are (compare
with [38], p. 99)
ψ(ω) =
K
( 1+ω
2
)−K ( 1−ω2 )
K
( 1−ω
2
)
+K
( 1+ω
2
) with inverse ϕ(z) = −1+ 2λ(i 1− z
1+ z
)
(14)
Here λ = θ42/θ
4
3 is the elliptic modular function, θ2, θ3 are Jacobi theta functions, and K(m) =
(pi/2) 2F1( 12 ,
1
2 ; 1; m) is the complete elliptic integral of the first kind of modulus m = k
2 [38]. The
capacity is C = ψ′(0) = pi−2Γ
( 3
4
)4 ≈ 0.2285, more than a factor of two better than the capacity of
the conformal map in eqn (13) of Example 2 above. Furthermore, Rˆn(ω0) in (5) converges on the
whole universal covering of Cˆ \ {−1, 1,∞}; that is, on all the Riemann sheets of the underlying
function. See also Figure 2 and §6.4.
Note that the improvement in accuracy is particularly dramatic near singular points. Indeed,
the leading order asymptotic behavior of ψ near ω = 1 is ψ(ω) ∼ 1 + 2pi/ ln(1 − ω). As a
result of this log distortion, calculating a function after uniformization in the conformal disk at
z = 1− 1/10 results in evaluating it on Ω at ω ≈ 1− e−10×2pi ≈ 1− 5× 10−28!
Figure 2: Uniformization of the universal cover Ω of Cˆ \ {−1, 1,∞} by the map ϕ in (14). The
tesselation in the left-hand figure is adapted from [15]. Here the points A, B, C are mapped to
{−1,∞, 1}, respectively. The gray geodesic triangle in the Poincaré disk is conformally mapped
by ϕ onto the upper half plane of Ω in the middle figure, and Schwarz reflections continue ϕ to
the whole disk, with image onto Ω. The blue path in the disk is mapped to the spiral path in the
middle figure on the universal cover Ω of C \ {−1, 1}. The spiral is also the image of the blue
curve in the right-hand figure, obtained as a composition of elementary maps, as discussed in
§3.2.
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4. The uniformization map for Cˆ \ {e−iθ , eiθ ,∞}, another important case in applications, is
given by
ψ(ω) =
Z(ω; θ)− Z(0; θ)
1− (Z(0; θ))∗ Z(ω; θ) , Z(ω; θ) ≡
K
( 1
2 +
i
2
(
ω
sin θ − cot θ
))−K ( 12 − i2 ( ωsin θ − cot θ))
K
( 1
2 +
i
2
(
ω
sin θ − cot θ
))
+K
( 1
2 − i2
(
ω
sin θ − cot θ
)) (15)
The inverse is given in terms of the modular λ function by
ϕ(z) = ei θ − 2i λ
(
i
(
K
( 1
2 − i2 cot θ
)−K ( 12 + i2 cot θ) z
K
( 1
2 +
i
2 cot θ
)
+K
( 1
2 − i2 cot θ
)
z
))
(16)
These maps are obtained from (14) by a suitable Möbius transformation and disk automorphism.
5. It is straightforward to generalize the two previous examples to the universal covering of
Cˆ \ {ω1,ω2,∞}, where ω1,ω2 ∈ C. The uniformization maps are again expressed in terms of the
elliptic function K and the elliptic modular function λ. The important case in the previous ex-
ample, with two complex conjugate points, ω1 = eiθ = 1/ω2, which occurs in many applications,
is discussed further in §6.3.2.
6. For uniformization of other Riemann surfaces based on the universal covering of Cˆ \
{−1, 1,∞} possessing a nontrivial fundamental group see for example [38], §2.7.2. See also [48]
for a collection of explicit uniformization maps of Cˆ \ S where S is a finite set of points in Cˆ,
including for example S = {−1, 0, 1,∞}, S = {−3,−1, 0, 1, 3,∞} and S = {0, 1, epii/3,∞}, and
when S consists of the n-th roots of unity. Algebraic functions have compact Riemann surfaces,
and some explicit uniformizing maps can be found in Schwarz’s table in [38].
7. In certain special cases the uniformizing map produces a meromorphic or rational func-
tion, in which case a subsequent Padé approximation becomes exact. For example, the function
F(ω) =
√
1−ω has a compact Riemann surface Ω (as all algebraic functions do). The uni-
formizing map ω = ϕ(z) = 4z/(1 + z)2 makes ϕ∗F meromorphic, ϕ∗F(z) = (1− z)/(1 + z),
hence analytic on the Riemann sphere, and Padé [n, n] is exact for n > 0. A more sophisticated
example is the Riemann surface Ω of functions with three square root branch points, which is
uniformized by (z2 − 1)2/(z2 + 1)2, [38], and the functions become rational; the uniformization
theorem brings Ω to Cˆ. This is another case where Padé becomes exact.
8. The following uniformization is described in [59], p. 323. However, we provide here a
more precise mathematical description of the Riemann surface, and a shorter proof. Let Ω be
the Riemann surface with fixed origin of Cˆ \ S, with S = {0, 1,∞}. Then the conformal map
ψ : Ω→ D is the elliptic nome function q:
ψ(ω) = q(ω) = e−pi
K(1−ω)
K(ω) (17)
and ϕ is the inverse elliptic nome function. We have for small z
ϕ(z) = 16z− 128z2 + 704z3 + · · · (18)
Proof. We start with the well known uniformization over the upper half plane H of the universal
cover of Cˆ \ {0, 1,∞} by τ(ω) = iK(1−ω)/K(ω), see [38], p 99. Note that q = epiiτ. The map τ is
also conformal between H and the geodesic triangle ∆, see Fig. 3. The inverse function, λ = τ−1
is the modular elliptic function. The set T = epii∆ is the curvilinear triangle T in Figure 3, where
the upper side is an analytic curve. We aim to show that W = q−1 extends analytically to D by
successive Schwarz reflections of T, and its reflections, across their sides. We also note that with
ω ∈ T we have W(z) = λ( 1pii log z). Since λ is analytic in the upper half plane, W admits analytic
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Figure 3: Images of geodesic triangles in H through h(ω) = ω 7→ epiiω. Like-colored pieces of
the boundaries correspond to each other through h.
continuation through the rays above. Using the periodicity property λ(t + 2) = λ(t) we see that
the monodromy of W around zero is trivial. Furthermore, the product representation of λ for
=ω > 0,
λ(ω) = 16epiiω
∞
∏
k=1
(
1+ e2kpiiω
1+ e(2k−1)piiω
)8
shows that limt→i∞ λ(t) = 0, hence z = 0 is a point of analyticity of W, and W(0) = 0. Each
Schwarz reflection of T mirrors Schwarz reflections of ∆. It is clear that the set of all these
reflections cover D since epiiH = D and, as in the uniformization proof for λ, the reflections of ∆
cover H. The curves starting at zero on the universal cover of Cˆ \ {0, 1,∞} correspond to curves
in D.
Note 8. 1. This Ω in example 8 is distinct from the universal covering of Cˆ \ {−1, 1,∞} consid-
ered in example 3 above, since Ω in example 8 is a covering with fixed origin; the functions
living on Ω are analytic at zero on one sheet and may be singular there on all others.
2. The reflection of 0 across the curvilinear side of T is i, and successive reflections carry it to
the binary rational angles. Thus, zero becomes inaccessible on “higher Riemann sheets”.
As an example, Fig. 4 shows the singularities on the Riemann surface of the complete elliptic
integral K(ω), seen after uniformization through ϕ in (18), with 200 nonzero terms of the right-
composition ϕ∗K. We note that the only possible singularities of K on any Riemann sheet are
{0, 1,∞}. The large number of singularities visible in Fig. 4 is a reflection of the large number of
“deep” Riemann sheets visible after uniformization; more details are given in the caption.
3.1 Uniformization in the Borel plane of Painlevé Equations
Let ΩZ be the set of equivalence classes of curves starting at 0, modulo homotopies in C \
Z.4 Then ΩZ is the universal cover for the Borel transforms of the (divergent, normalized)
asymptotic series of the tritronquée solutions of the Painlevé PI − PV equations [19]. Figure 5
shows the singularity structure of Y, the Borel transform of the tritronquée solution y of Painlevé
PI, on its Riemann surface. Starting from a finite number of terms of the asymptotic expansion,
4Not Cˆ \Z \ {∞}; a curve around infinity is undefined, since Z is not compact.
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Figure 4: A plot of ϕ∗K on a circle of radius 0.997 using as input 200 nonzero terms of its
Maclaurin series. The marked singularity is at 0, after a clockwise loop around 1 and a clockwise
loop around ∞. The higher the Riemann sheet, the more suppressed is the singularity. Properly
dilated, the singularities exhibit a periodic structure, reflecting the simple monodromy group
of K. Compare with Fig. 5, the Riemann surface of the Borel transform of the tritronquée of
PI which has infinitely many singularities on each Riemann sheet, and exhibits a less regular
structure.
the uniformization of the associated Riemann surface described in Theorem 9 permits analytic
continuation onto the higher sheets of this Riemann surface.
Theorem 9. ΩZ is uniformized by ψ = ϕ−1, where ϕ = 12pii ln(1 − q−1), with q the elliptic nome
function, as in (17).
See Fig. 5, and also Fig. 2.
Proof. This result follows from example 8 of the previous section (see equations (17) and (18)),
and the following lemma.
Lemma 10. The function Φ = ω 7→ 12pii log(1−ω) maps conformally the surface Ω in example 8 of the
previous section onto ΩZ.
Proof. Let G be the free group with generators rk, where for k ∈ Z rk is the anticlockwise rotation
around k. An equivalence class of curves of ΩZ can be described by a word rk1 · · · rkm , for some
m plus a piecewise linear arc in C. Let r˜0, r˜1 the generators of the group of Ω. The result follows
by noting that the element rk ∈ G is obtained through Φ from r˜0r˜1k. Injectivity is clear. (In words,
through Φ, any “address” in ΩZ can be reached uniquely from an address on Ω.)
Note 11. 1. Denoting by Y the Borel transform of the tritronquée solution y of Painlevé PI, an
n-th root test on ϕ∗Y shows that its Maclaurin coefficients grow roughly like e2
√
n which
implies exponential growth towards the boundary of the conformal disk. Importantly, Y
does not have exponential growth on any particular Riemann sheet but there is substantial
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Figure 5: Singularities of ϕ∗Y along the conformal circle, where Y is the Borel transform of the
tritronquée solution y of Painlevé PI, whose Riemann surface is covered by ϕ in Theorem 9.
We used n = 200 nonzero terms of the asymptotic expansion of y, after Borel transform. The
singularities depicted correspond to those of Y at −2, reached by analytic continuation from
below (green) −1 after analytic continuation around +1 (magenta), 0 after analytic continuation
around +1 (red) and −2 reached from above. The thick lines represent a cumulative effect of all
sheets in some directions, see the discussion in Note 11, part 1.
strengthening of the singularities at ±n on the n-th sheet, [19], which results in cumulative
exponential growth on Ω, giving the two thick lines on the graph.
In this sense ϕ∗Y can see the totality of the Riemann surface, even with 200 terms of the
series.
2. The map in Theorem 9, optimal for otherwise featureless functions, is suboptimal for es-
sentially any particular singularity of Y , including infinity on a given Riemann sheet. As
for a general resurgent function, detailed information is available about each singularity.
Singularity elimination (see §4) applies to Y, and is far more accurate for singularities at
finite distance, and specific methods perform much better at infinity as well.
3. Resurgent functions have an infinite set of resurgence relations, so the actual Riemann
surface of Y is ΩG = RZ/G where G would be the group of relations, and in all likelihood
uniformizing ΩG explicitly is beyond reach. However, these relations are contained in the
shape of singularities, so singularity elimination (as discussed in §4) should achieve an
optimal, or near-optimal final result.
3.2 Uniformization by composition of conformal maps for domains in C.
We demonstrate this procedure with an example. Let ψ1 and ϕ1 be the maps in (12), and define
ψn(ω) = [ψ1(ω
n)]1/n, with inverse ϕn(z) = [ϕ1(zn)]1/n, for n ∈ Z, with the usual branch choices.
Theorem 12. The composition map ψ2n ◦ ψ2n−1 ◦ · · · ◦ ψ1(ω) converges, as n→ ∞, to ψ(ω) in (17), the
elliptic nome function.
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Proof. We first note that the singular points of ψk are {0, {σj}j6k−1,∞}, where {σj}j6k−1 are the
k-th roots of unity (with zero a point of analyticity on the first Riemann sheet). Secondly, for any
n ∈ N, ψ2n ◦ ψ2n−1 ◦ · · ·ψ1 is only singular at {0, 1,∞} (with zero a point of analyticity on the
first Riemann sheet); this follows immediately by examining the singularities of ϕk for k ∈ N.
Convergence of the composition follows from the fact that ψk = 2−2/kω(1+O(ωk)) (see also the
proof of Lemma 13).
Next, we note that the non-constant term of the Puiseux expansion of ψn at the finite nonzero
singularities is of the form σj + const
√
ω− σj(1+ o(1)), and 1+ const.ω−1/2(1+ o(1)) at infinity.
We describe the monodromy group of ψk in terms of the generators rσj and r∞. A straightforward
calculation shows that any of the elements r2σj , r
2
∞, r∞rσj of the monodromy group of the Riemann
surface of ψk is mapped on a single rσj or r∞ of the monodromy group of the Riemann surface of
ψ2k, while r∞rσj for i 6= j is mapped inside D. Injectivity of the limit map is also straightforward.
An alternative proof, based on convergence to q−1 is given in Lemma 13 below.
Lemma 13. 1. We have
ϕ1 ◦ ϕ2 ◦ ϕ4 ◦ · · · ◦ ϕ2k → q−1 , k→ ∞ (19)
uniformly in D.
2. Moreover, starting the doubling iteration with ϕn instead of ϕ1, we have more generally
ϕn ◦ ϕ2n ◦ ϕ4n ◦ · · · ◦ ϕ2kn → z 7→ [q−1(zn)]1/n , k→ ∞ (20)
which uniformizes the covering with fixed origin of Cˆ \ S where S are the n-th roots of unity.
Proof. We note that z(ω) is analytic in the unit disk (see also (18)).
The Landen transformation [38] implies that the map ϕ1(ω) satisfies ϕ1(w(z2)1/2) = w(z),
and therefore w(z2)1/2 = ϕ−11 (w(z)). Iterating this identity, we find in general, for m ∈ N and
z ∈ D, that
w(z2
m+1
)1/2
m+1
= ϕ−12m ◦ · · · ◦ ϕ−11 (w(z))
For any function analytic within the unit disk and such that f (z) = cz(1 + o(z)), and for any
r < 1 we have limn→∞ f (zn)1/n = z uniformly in Dr(0) (since f (z)/z is uniformly bounded
there). This implies
lim
m→∞ ϕ
−1
2m ◦ · · · ◦ ϕ−11 (w(z)) = z
The result (19) follows by straightforward function inversions. The proof of (20) for general n is
very similar. The proof of (21) follows by noting that ϕn(ω) = ϕ1(ωn)1/n.
Note 14. 1. The limit in Lemma 13 can also be expressed as an infinite iteration limit of the
ascending Landen transformation, L(z) = 2
√
z/(1+ z):
lim
k→∞
L ◦ L ◦ · · · ◦ L(z2k) =
√
q−1(z2) (21)
2. This result has an important practical implication: we can approximate a complicated (e.g.,
elliptic) map by a composition of elementary (e.g., rational) maps. For example, the right-
hand figure of Fig. 2, shows the result of a finite number of iterations of the elementary
maps ϕn. The spiral path on the universal cover Ω of C \ {−1, 1} in the middle figure
is the image of the blue curve in the right-hand figure under the six-step composition of
elementary maps ϕ2 ◦ ϕ4 ◦ ϕ8 ◦ · · · ◦ ϕ64. Thus, these elementary rational maps enable one
to explore a finite number of Riemann sheets. See also §6.4.
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4 Singularity elimination.
The principal motivation underlying the analysis in this section is to develop new methods to
give precise determinations of the location and nature of a chosen singularity, and information
about the behavior of the function near the singularity. The main application of this procedure is
to explore the singularities of resurgent functions, which have elementary singularities of the form
in (1).
For such functions, we show that there exist operators that regularize the singularities, in
the sense of transforming them into points of analyticity. This allows for a detailed and precise
analysis of the singularity structure, type, and local expansions. In general, these operations
cannot be reduced to conformal maps. For example, a function with a singularity of the type
log(1 − ω)A(ω) + B(ω), with A, B holomorphic at ω = 1, cannot be composed with a holo-
morphic map ϕ with ϕ(0) = 0, ϕ(1) = 1 such that the composition is analytic at ω = 1. The
proof is straightforward5. Uniformizing the surface of the log at ω = 1 results in moving the
singularity from 1 to infinity. However, it is possible to construct linear operators which simply
remove the log singularity, without “moving” the points 0, 1. That these methods are distinct
from uniformization also follows from the fact that any function of the form
N
∑
k=1
ck(ω−ωk)α (22)
(with a common exponent α) can be reduced to a rational one by the simple procedures described
below, but its Riemann surface is not uniformizable by any simple map for general ωk.
4.1 Properties of convolution and the singularity elimination procedure
In this section we analyze the general structure of singularities of Laplace convolution, see (23),
and describe the process of elimination of elementary singularities of type (1). We begin with
some definitions and the description of the procedure. We also analyze the singularities of
convolutions of general analytic functions F, G in the neighborhood of the singularities of F, G.
Definition 15. Laplace convolution of F and G is defined as
(F ∗ G)(ω) =
∫ ω
0
F(s)G(ω− s)ds (23)
Note 16. 1. For <β > −1, an important role is played by the linear operator Lβ of convolution
with ωβ, followed by multiplication by ω−β:
(LβF)(ω) = ω−β
∫ ω
0
F(s)(ω− s)βds (24)
As shown below in Lemma 17 and Lemma 23, if F is analytic inDwith an elementary singularity
of type (1) at ω0, then LβF is also analytic in D with an elementary singularity of type (1), where
α is replaced by α+ β+ 1. In other words, the convolution operator Lβ in (24) allows us to modify
the nature of the chosen singularity.
5Indeed, taking A = 1, B = 0, and then A = 1 and B(ω) = ω, we see that ϕ must be analytic at 1, hence
ϕ(1+ s) = 1+ o(s). But then log(1− ϕ) is unbounded at 1.
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2. Let us normalize so that the chosen singularity is at ω0 = 1. For singularity elimination, it is
convenient to choose β so that α+ β+ 1 = k/2, for some nonnegative odd integer k, so that the
singularity of LβF becomes a square-root branch point
(LβF)(ω) = (1−ω)1/2A1(ω) + B1(ω) (25)
in a neighborhood of 1 where A1, B1 are analytic at 1.
3. Let ϕ denote a conformal map of the unit disk D to some Riemann surface Ω, mapping 0 to
0, and 1 to 1, and such that (ϕ− 1) has a double zero at z = 1. Simple examples of such maps
are
ϕ0(z) = 2z− z2; ϕ1(z) = 4z(1+ z)2 ; and ϕ2(z) =
2z
1+ z2
. (26)
Ideally, such a map would take part of the domain of analyticity of F to the unit disk, ensuring
convergence of ϕ∗(LβF)(ω).
4. Replacing in (25) ω by any ϕ(ω) for any ϕ in (26) we see that ϕ∗(LβF)(ω) is now analytic at
both ω = 0 and ω = 1.
5. The inverse functions of the maps above are elementary, and inverting ϕ∗(LβF) results in
a special function series representation of F. But even if, for a more complicated ϕ, inverting
convolution can only be done by some (convergent in the limit) numerical scheme, we reiterate
that the purpose here is to most accurately recover an unknown F from truncated Maclaurin
series, and not to provide economical approximations of a known function.
6. Lemma 20 applies to much more general singularities than the elementary singularities in
(1), and can be used for their elimination. However, in this paper we will not attempt to classify
in general the singularities that can be eliminated.
4.2 Singularity Transformation
Lemma 17 (Preservation of Riemann surfaces by Lβ). Assume Ω is a covering with fixed origin of
C \ S, and 0 /∈ S6. We generalize Lβ when <β > −1, by interpreting the convolution in (24) as an
integral along a smooth curve γ : [0, 1]→ Ω with γ(0) = 0 and γ(1) = ω.
Then, if F is analytic on Ω, LβF is also analytic on Ω.
Proof. Analyticity in D is easily shown by replacing F by MF, and then using dominated conver-
gence to integrate term by term MF. Then we calculate
Lβ
(
∞
∑
k=0
akωk
)
=
∞
∑
k=0
Γ(β+ 1)Γ(k + 1)
Γ(β+ k + 2)
ak ωk+1 ; |ω| < 1 (27)
For large k we have
Γ(k + 1)
Γ(β+ k + 2)
= O(k−1−β)
implying that analyticity in D is preserved.
Next, examining (24) we interpret F(s)ds as a bounded complex measure along any path from
0 to ω and note that the integrand, and hence the integral over γ are manifestly analytic at all
points in γ([0, 1)). Let ε > 0 be such that D2ε(ω) ⊂ Ω, let ω1 ∈ Dε(ω) ∈ γ([0, 1)) and write
the integral along γ as
∫ ω
0 =
∫ ω1
0 +
∫ ω
ω1
. The first integral is analytic by the argument above.
6In other words, the curves in Ω start from zero and do not cross zero again unless they are homotopic to a point.
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The second integral can be replaced by a straight line integral from ω1 to ω, where we change
variable s = ω− t to get ∫ ω−ω1
0
F(ω− t)tβdt
which is analytic since F is analytic in D2ε(ω)
Note 18. Convolving more general functions with singularities alters the Riemann surface, in
general. For instance (1− ω)1/2 ∗ (1− ω)1/2, is an elementary function with a square root type
singularity at 1 and a log-type singularity at 2. We refer to [61] for the theory of the location of
singularities generated via convolution.
For analyzing the type of singularities of F ∗G for more general F, G we restrict our attention
to star-shaped domains N ⊃ D (meaning that for each point in N , the line segment connecting
it to 0 is also in N )
Lemma 19 (Analyticity of Convolution). Let N ⊃ D be a star-shaped domain in C. If F and G are
analytic in N , then so is F ∗ G.
Proof. This is clear if we interpret F(s)ds in (23) as a finite complex measure on compact sets of
N .
The next Lemma describes how singularities at 0 and ω0 interact. For simplicity of notation,
we normalize ω so that ω0 = 1.
Lemma 20 (Calculation of singularities of convolution). 1. Assume F is analytic in a neighbor-
hood of (0, 1+ ε], possibly singular at zero but F ∈ L1((0, 1+ ε)), G is analytic in a neighborhood
of [0, 1+ ε] \ [1, 1+ ε] with continuous lateral limits (possibly different) on the cut. Assume further
that there exist two functions, S analytic in Dε(1) \ [1, 1+ ε], and B1 is analytic in the disk Dε(1)
such that
(F ∗ G)1(ω) :=
∫ ω
1
F(ω− s)G(s)ds = S(ω) + B1(ω) (28)
Then, ∫ ω
0
F(ω− s)G(s)ds = S(ω) + B(ω) (29)
where B(ω) is analytic in Dε(1).
The result can be adapted to the case where instead G = G(k)1 for some k ∈ N, and G1 satisfies the
assumptions of the lemma.
2. The result extends to Riemann surfaces Ω as in Lemma 17 if F(ω) = ωβ, <β > −1. More
precisely, recalling that we normalized ω0 so that its projection on C is 1, we choose a line segment
in Ω emanating from ω0 whose projection in C is [1, 1 + ε) and replace the branch jump across
[1, 1+ ε) by the branch jump across this segment.
Proof of Lemma 20. 1. We note that the jumps across the cut [1, 1 + ε) of
∫ ω
0 F(ω − s)G(s)ds and
of S must coincide, and it evidently also coincides with the jump across the cut7 [1, 1 + ε) of∫ ω
1 F(ω − s)G(s)ds (since the integrand is analytic in D. Using Lemma 19 and the assumptions
of Lemma 20, we see that B(ω) :=
∫ ω
0 F(ω− s)G(s)ds− S(ω) is analytic in Dε(1) \ [1, 1+ ε] and
continuous in Dε(1), and Morera’s theorem implies that B is analytic in Dε(1).
7As usual, by “jump across the cut” we mean the upper limit minus the lower limit along the cut.
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For a general k we write
∫ ω
0 =
∫ 1/2
0 +
∫ ω
1/2. In the second integral we integrate by parts k
times to eliminate the derivatives of G1 and apply the first part.
2. Follows in the same way, noting that only a neighborhood of ω0 is involved in both the
statement and in the proof of 1.
Note 21. Lemma 20 is a “localization” lemma, whose point is that S(ω) can be calculated from
local expansions of F and G at 0 and 1 respectively, whenever such expansions exist8, since∫ ω
1 F(ω− s)G(s)ds only depends on these local expansions.
Note 22. 1. Clearly, for the elementary singularities of type (1), the local expansion assumed in
(28) always exists. (Note that other singularities of F and G, including subtler singularities
on the second Riemann sheet, may mean that the local expansion of F at zero and that of
G at 1 have radius of convergence < 1.)
2. The convolution operator Lβ is important in applications, as it gives a simple way to trans-
form the nature of the singularity. Lemma 23 below shows that the effect of this operator
can be implemented directly on the original expansion coefficients.
3. The transformation of singularities can also be understood in terms of fractional derivatives,
as is clear from the representation in (24). See [5] for an application to Borel transforms.
Lemma 23. Assume F is analytic in D, and at ω = 1 it has an elementary singularity of type (1). Then,
for <β > −1 the covolution LβF in (24) has an elementary singularity of type (1) with α replaced by
α+ β+ 1.
Proof. We rely on Lemma 20. Take first α /∈ Z. In view of the second part, we may assume
<α > −1. In our case, for small enough t,
S(ω) = −2i sin(piα)(1−ω)β+α+1
∫ 1
0
(1− t)βtαA(1+ t(1−ω)) + B1(ω) (30)
as seen by the change of variable s = tω. Writing near 1, the local expansion A(ω) = ∑∞k=0 ak(1−
ω)k and inserting in (30), we see that
S(ω) = (1−ω)β+α+1
∞
∑
k=0
ak
sin(αpi)Γ(β+ 1)Γ(α+ k + 1)
Γ(β+ α+ k + 2) sin((β+ α)pi)
(1−ω)k (31)
proving the assertion in this case. (Note the obvious analogy to singularities of hypergeometric
functions.)
For a logarithmic singularity, F(ω) = ln(1−ω)A(ω) + B(ω), we have
(LβF)(ω) = ω−β
∫ ζ
0
(ζ − u)β ln (−u) A (1+ u) du , ζ = ω− 1 (32)
and the jump across the cut of LβF is
S(ω) = 2piiω−β
∫ ζ
0
(ζ − u)β A (1+ u) du (33)
8Very generally, even in the absence of local expansions, Plemelj’s formulas [2] give a local representation S(ω) in
the form 12pii
∫ 1+ε
0 (ω− τ)−1
∫ λ
1 F(λ− s)∆G(s)dsdτ, where ∆G is the jump across the cut of G.
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Writing A(ω) = ∑∞k=0 ak(1−ω)k near 1, one can verify that, in order to achieve the same branch
jump with an S having a cut [1, ε) we define S(ω) = 2piiω−β(ω− 1)β+1(1− e2piiβ)−1 ∑∞k=0 bk(ω−
1)k where (ω− 1)β+1 is defined to be positive on the upper part of the cut [1,∞) and
bk = Γ (β+ 1) (−1)k Γ (k + 1)Γ (β+ k + 2) ak (34)
proving the statement when α = 0. Using the second part of Lemma 20, the general case follows
from it by integration by parts in the branch jump formula. An explicit example is shown in
§6.
4.3 Singularity Elimination Theorem
Theorem 24 (Singularity Elimination). Let Ω be a covering with fixed origin of C \ S where 0 /∈ S,
assume F is analytic on Ω, that ω is on the boundary of Ω and that F has a singularity of type (1) at ω.
Without loss of generality, we can assume that the projection of ω on C is 1. Then the singularity can be
eliminated by a combination of an appropriate Lβ and a composition with a rational map such as those in
(26).
Proof of Theorem 24. The proof follows from Lemmas 19, 20, and items 1, 3 and 4 of Note 16 at
the beginning of §4.1.
Note 25 (Comments on Theorem 24). 1. Theorem 24 yields a practical method to apply sim-
ple convolution and conformal maps to make the local behavior near a singularity purely
analytic. Since analyticity and singularity are highly sensitive to being distinguished nu-
merically, this therefore provides a numerical mechanism to refine both the location of the
singularity and also to refine the convolution parameter β, in order to determine the power
exponent α which characterizes the nature of the original singularity. This is particularly
useful when empirical analysis is the only option available. See examples in §6.
2. After eliminating a singularity (say at ω) of F, if we uniformize the Riemann surface of the
new function F1, then z = ψ(ω) ∈ D, F ◦ ϕ is analytic at z and can be calculated conver-
gently and with rigorous bounds. This means that the complete information about the sin-
gularity of F (such as the functions A, B if the singularity is of type (1)) follows. Uniformiza-
tion of the new surface may be impractical, in which case an appropriate Conformal-Taylor
expansion (see §5.3) would provide, with sub-optimal rate of convergence, the same infor-
mation (or, non-rigorously, using Padé approximants).
3. In practical computations we noticed that the precision of the local information obtained
from singularity elimination is usually significantly better than what is obtained numer-
ically from an explicit uniformization map. See for example the Painlevé I computation
described in Note 2.
4. There are important special cases in which all singularities are eliminated, for example
arrays of pure singularities of the type ∑nk=0(ω − ωk)α, which can be transformed by an
appropriate Lβ into a sum of logs, which becomes rational after differentiation.
5. Still for empirical analysis, for all three maps in (26) analytic continuation past 1 of ϕ∗F
leads to the second Riemann sheet of F. For example, the map ϕ0 takes the origin of
the second Riemann sheet of F to ω = 2 on the first Riemann sheet of ϕ∗0 F. Therefore,
singularity elimination provides access to higher Riemann sheets. This will be an important
element of the tools developed in §5 to refine approximate data about the Riemann surface.
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Note 26 (Important special cases of singularity transformation and elimination). For example,
we can manipulate and eliminate the log singularity at ω = 1 of the elliptic integral function
K(ω). See §6.5.
4.4 The counterpart on series of the singularity elimination operator
Both steps of the analytic operations described above for singularity elimination have a simple
and explicit counterpart as operations at the level of the series coefficients, taking Maclaurin poly-
nomials to Maclaurin polynomials. This is important in applications, since series compositions
with many coefficients is computer-algebra time-expensive. Recall first the explicit expression
(27) for the action of the convolution operator Lβ on series. Here we consider the second step,
that of singularity elimination, and derive explicit formulas for the composition with the elimi-
nation maps ϕ0, ϕ1 and ϕ2 listed in equation (26) of item 3 of Note 16.
Lemma 27. On the level of series, the operator ϕ∗0 of composition with the conformal map ϕ0 is given by
1. ϕ∗0(∑
n
k=1 akω
k) = ∑nk=1 bkω
k where
b0 = a0; bk =
b(k+1)/2c
∑
l=0
Uk,lal (35)
where Uk,l is the coefficient of xl in the kth Chebyshev polynomial of the second kind Uk(x), explicitly,
Uk,l =

(−1)l22l+1
( k+1
2 + l
k−1
2 − l
)
, k odd
(−4)l
( k
2 + l
k
2 − l
)
, k even
(36)
2. ϕ∗1 acts by ϕ
∗
1(∑
n
k=1 akω
k) = ∑nk=1 bkω
k where
b0 = a0; bk = 4
k
∑
l=1
U˜k,lal (37)
where U˜k,l is the coefficient of xl in the kth Chebyshev polynomial Uk(2x− 1).
3. ϕ∗2 acts by ϕ∗2(∑
n
k=1 akω
k) = ∑nk=1 bkω
k, where the new series coefficients bk are related to the
original series coefficients ak via
b0 = a0; bk = 2
k
∑
l=0
Uk,la2l+1; (k odd), and bk = 2
k
∑
l=1
Uk,la2l ; (k even) (38)
Proof. We prove only part 3., since all three proofs are very similar. Define f (ω) =
ω
2(1− xω) .
Then,
(ϕ∗2 f )(ω) =
ω
1− 2xω+ω2 (39)
which is, up to multiplication by ω, the known generating function of Uk(x):
∞
∑
k=0
Uk(x)ωk =
1
1− 2xω+ω2
and the rest follows easily by comparing coefficients.
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Note 28 (Remarks on numerical accuracy). 1. Since the calculation of the bk from the ak in-
volves summations, there can be cancellations, which could potentially become significant
for large k. The following lemma addresses the question of the accuracy of the bk, or
even how many coefficients can be meaningfully retained. This is relevant also for selecting
which map results in the minimal loss of accuracy. This is an interesting question for which
examples will be given in an accompanying paper [28], and for which rigorous estimates
are under investigation.
Lemma 29. For fixed large k, |Uk,l | reaches its maximum value Mk at l ∼ 12√2 k + 18
(
2
√
2− 5
)
Mk ∼ 2
−1/4
√
pik
(
1+
√
2
)k+1
, k→ ∞
Proof. This result can be derived by asymptotically solving the equation Uk,l/Uk,l−1 = 1 for
l = l(k), and using Stirling’s formula for large k in Uk,l(k).
For example, using ϕ∗0 , taking into account the position of the maximum, for large k the
coefficient bk involves cancellations of terms am, with m 6 k weighted by
(
1+
√
2
)2m ≈ 6m.
2. In general, the accuracy needed can be calculated similarly, from the capacity C.
5 Probing empirically the Riemann surface. Quantitative analysis of
known methods and various improvements.
In this Section we address the question of how to extrapolate the function F when the only input
is a finite number n of terms of its Maclaurin series about some point. Evidently nothing rigorous
can be said if n is fixed, and we focus on methods that are efficient and convergent as n→ ∞. We
present methods to determine approximate information about the singularity structure of F, and
methods to refine and corroborate this approximate information. We also adapt known results
to provide precise rates of the convergence of these methods.
5.1 Overview of Padé approximation properties
Diagonal and near-diagonal Padé approximation is one of the most frequently used methods for
empirical reconstruction.
Definition 30. The [m/n] Padé approximant of F at ω = 0 is the unique rational function Am/Bn, with
Am a polynomial of degree at most m, and Bn a polynomial of degree at most n, for which we have
F(ω)− Am(ω)
Bn(ω)
= O
(
ωm+n+1
)
, ω → 0 (40)
If we normalize Bn(0) = 1, then Am and Bn are also unique. Since it can be calculated directly from the
Maclaurin series MF of F, we also say that [m/n] is the Padé approximant of MF.
A sequence of Padé approximants {[n/n]}n∈N is called diagonal, and {[mj/nj]}j∈N is near-diagonal
if nj → ∞ and mj/nj → 1 as j→ ∞.
22
In spite of their simplicity (they are rational functions with the same Maclaurin series as
F, inasmuch as their degree permits) Padé approximants are, in most applications, uncannily
accurate and able to detect poles and branch points in the whole complex domain (in principle).
However, except for special types of functions such as Riesz-Markov ones (see [73, 29] and
references therein, and Note 31), they do not generally converge pointwise, but only in a weaker
sense, in the sense of capacity theory. For this reason Padé approximants can only be used as an
exploratory tool. Nevertheless, we will explain how these exploratory findings can be backed up
rigorously, in the limit n→ ∞, see Note 34, part 3.
We briefly describe some important results (both negative and positive) concerning the con-
vergence of Padé approximants, which seem to be little known to the applied community, outside
the specialized literature. We also propose practical methods to overcome some of the limitations
of Padé approximants, see Notes 34, parts 1 and 4.
An intrinsic limitation is immediately clear: as any sequence of rational approximations, they
can only converge in some domain of single-valuedness of their associated function.
In fact, even for single-valued functions, uniform convergence of some diagonal Padé subse-
quence to general meromorphic functions, the Baker-Gammel-Wills conjecture [9], was settled
in the negative in a remarkable paper of Lubinsky in 2003 [54]. The phenomenon that prevents
pointwise convergence are the so-called spurious poles, or Froissart doublets, appearing at points
unrelated to the properties of the associated function. In practice however, most often spurious
poles appear infrequently and their exploratory value is largely unaffected.
Diagonal (and near-diagonal) Padé approximations do converge in a weaker sense, namely
in capacity, and in this sense they “choose” a maximal domain of single-valuedness where they
converge, maximizing also the rate of convergence near ω = 0. This choice however also comes
with a drawback: points of interest of F may be hidden in their boundary of convergence. This
is actually a common occurrence in applications, and we propose methods to detect such hidden
singularities: see Note 34.
5.2 Convergence of Padé approximants
Convergence in capacity is also a very difficult question, only elucidated in 1997, in the funda-
mental paper of Stahl [70]. It is interesting to note that convergence in capacity is established at
this time only for functions analytic on Riemann surfaces which are universal covers of C \ E,
for sets E of zero logarithmic capacity or in domains in C bounded by piecewise analytic arcs
under a stringent symmetry condition [70]. We focus on the first type of functions, the only ones
of interest here.
The general theory of Padé approximants summarized below is based on [70]. For further
developments and refinements, see [6, 57].
The theory is best described by doing an inversion and placing the point of expansion at
infinity rather than at ω = 0. It is shown in [70] that there exists a domain D ⊂ Cˆ, unique
up to a capacity zero set, whose boundary has minimal logarithmic capacity, which contains
∞ and where F is analytic and single valued. This D is the domain where near-diagonal Padé
approximants converge in capacity to F. The rate of convergence is controlled by the Green’s
function gD (see, e.g., [72, 65, 67]) relative to infinity as follows. Define GD = e−gD . We have GD ∈
[0, 1) and GD > 0 on D \ {∞} (in the case of interest, where cap(D) > 0). Then, summarizing
from Theorem 1 by Stahl [70],
1. For any ε > 0 and any compact set V ⊂ D \ {∞} we have
lim
n→∞ cap{ω ∈ V|(F− [mj/nj])(ω) > (GD(ω) + ε)
mj+nj} = 0 (41)
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2. If F has branch points, which occurs iff GD 6= 0, then for any compact set V ⊂ D \ {∞} and
any 0 < ε 6 infω∈V GD(ω) we have
lim
n→∞ cap{ω ∈ V|(F− [mj/nj])(ω) < (GD(ω)− ε)
mj+nj} = 0 (42)
Note 31. 1. In the rather generic case when D is simply connected, then GD = |ψ∞|, where
ψ∞ is a conformal map from D to D, with ψ∞(∞) = 0. Comparing with Theorem 1, we
note that if the maximal domain of analyticity of F happens to be this D, then the leading
order rate of convergence in capacity of Padé would be optimal.
2. When D is simply connected, in view of 1. above and (41), we see that Padé effectively
“creates its own conformal map” of a single-valuedness domain for F, D, that can be re-
covered, in the limit n → ∞, from the harmonic function |GD |, obtained by taking the n-th
root of the convergence rate (41).
3. In very special cases, such as Riesz-Markov functions, under some further restrictions, the
convergence of Padé approximants is uniform on compact sets (cf. [29] and references
therein). A Riesz-Markov is a function that can be written in the form
F(ω) =
∫ b
a
dµ(x)
x−ω
where µ is a positive measure. Riesz-Markov functions occur frequently in certain appli-
cations, but general functions cannot be brought to this form. For example, a common
situation in applications, discussed in more detail in §6.3.2 below, is the situation of two
complex conjugate singularities in C. This is not a Riesz-Markov function, and Padé pro-
duces curved arcs of poles (see Figure 8) which do not relate to the properties of the func-
tion.
4. As mentioned, for more general functions, Padé approximants may place spurious poles
(“Froissart doublets”) on sets of zero capacity, “random” pairs of a pole and a nearby zero,
unrelated to the function they approximate.
5. The numerators and denominators of Padé approximants are orthogonal polynomials, in
a generalized sense, along arcs in the complex domain, but therefore without a bona-fide
Hilbert space structure. According to [70], this is the ultimate source of capacity-only
convergence, and of the appearance of Froissart doublets.
6. If F has only isolated singularities on the universal cover of Cˆwith finitely many punctures,
then ∂D is a set of piecewise analytic arcs joining branch points of F, and some accessory
points (similar to those of the Schwarz-Christoffel formula) associated with junctions of
these analytic arcs. For an example see Figure 8. Padé represents actual poles of F by poles,
and branch points by lines (either straight or curved arcs) where poles accumulate.
Note 32 (Potential Theory and Physical Interpretation of Padé Approximants). There is a re-
markable and intuitively useful physical interpretation, which can be derived from [70, 67], of
the domain D and of the placement of poles of Padé.
1. Take any set D′ of single-valuedness of F and let E′ = ∂D′ be its boundary. Thinking of
E′ as an electrical conductor we place a unit charge on E′, and normalize the electrostatic
potential V(x, y) = V(ω),ω = x + iy (always constant along a conductor) by V(E′) = 0.
Then the electrostatic capacitance of E′ is cap(E′) = 1/V(∞).
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2. The domain boundary E = ∂D of the domain of convergence of Padé is obtained by de-
forming the shape (keeping the singularity locations fixed) of the conductor E′ (defined in
item 1 of this Note) until it has minimal capacity.
3. The equilibrium measure µ on E is the equilibrium density of charges on E in the setting
above. As j → ∞ the poles of the near diagonal Padé approximants place themselves
(except for a set of zero capacity) close to E, and Dirac masses placed at these poles converge
in measure to µ [70].
4. For ω ∈ D, we have e−gD(ω) = |GD(ω)| = e−V(ω).
5.3 Conformal-Taylor (CT) and Conformal-Padé (CP)
We compare the accuracy of two methods that have been used in the physics literature. While
they have been used rather infrequently and without convergence analysis, they can be quite
useful to reach points outside of D. In the Conformal-Taylor (CT) method (as defined above in
§2.1) a domain D ⊂ C of analyticity of F is chosen, and then one proceeds as in Theorem 1,
with D in guise of Ω. The Conformal-Padé method (CP) [74, 14, 27] consists of applying Padé
approximants to CT, which typically results in a significant increase in accuracy, at the price of
having convergence in capacity only. Surprisingly, the CP method appears to have been used
even less frequently than CT.
Note 33. 1. If the domain D happens to be the maximal domain of analyticity, then of course,
Theorem 1 shows that CT is optimal.
2. The error control of each of CT and CP approximation is obtained from the map ψ as in
Theorem 1.
3. Also as a consequence of Theorem 1, CT can be improved by choosing a domain D with
cap(D) as small as possible within the class of domains having explicit conformal maps ψ.
4. To expand the class of explicit maps, we note that one only needs a map ϕ : D→ D which
is surjective (at the price of a slower rate of reconstruction of F).
Note 34 (Some Improvements to Conformal-Taylor (CT) and Conformal-Padé (CP)).
1. (Detecting singularities hidden in the analytic arcs of poles of Padé).
This is not an unusual situation. All resurgent functions coming from differential equations
have their singularities along half-lines starting from the origin, and symmetry reasons
generally make those rays part of the capacitor. This is the case, for instance, for the
tritronquée Painlevé transcendents, PI–PV . In general the leading singularity is a branch-
point, and, to ensure single-valuedness, Padé “creates” a cut, a curve from the point to
infinity where poles accumulate, thereby obscuring any genuine singularities along such
cuts. Two ways to detect such “hidden” singularities are described here. The simplest
method is to place an artificial probe singularity near the arc. By the potential theory
interpretation of Padé we know that this additional singularity will distort the minimal
capacitor, but it cannot move the genuine singularities. This simple procedure can be
implemented as follows: assume that J is an analytic arc of the Padé approximants of
the function F ∈ G. Define F1(ω) = F(ω) + (ω − ω0)α where α /∈ Z (a negative power is
typically more effective), and ω0 is a point in the proximity of the arc J. Clearly, the Padé
25
approximants of F1 determine the values of F as well, simply by subtracting out (ω−ω0)α.
The capacitor of F1 is necessarily different from that of F, since the probe singularity ω0
must be part of the new capacitor. Generically, the arc J moves when ω0 is chosen near any
point of J which is a point of analyticity of F. Evidently too, points in J which are branched
singularities of F cannot move.
2. The second method consists of applying a form of CT. Any nontrivial conformal map of
domains in C will typically distort all the arcs of Padé, exposing hidden singularities, and
possibly hiding ones that were visible before, and exposing domains that lie on the second
Riemann sheet relative to the cut ∂D (D being the domain of convergence of Padé).
3. In the large n limit, CT provides a rigorous way to check the information inferred from a
Padé analysis. Indeed, conformally mapping a mistaken domain (or parts of a Riemann sur-
face), results in singularities in D, seen in an n-th root test of CT. This provides a practical
method to refine the conjectured domain (for example by tuning the conjectured locations
of the singularities) to remove these spurious singularities in D.
4. The singularities of F that lie on the boundary ∂D are mapped onto the unit circle T, the
boundary of D, and can therefore be resolved using a discrete Fourier transform of the
properly normalized Maclaurin coefficients.
Note 35. Other numerical and analytic methods to enhance the accuracy of Padé approximants,
for the purpose of discovering precise information about the Riemann surface of a function from
its Maclaurin approximants, will be described in an applications paper [28].
6 Illustrative Examples
In this Section we present some examples that illustrate the effectiveness of the uniformizing
maps, and the methods of singularity elimination.
6.1 Resurgent Functions
Écalle’s resurgent functions [37] are ubiquitous as solutions of equations in analysis. This ubiq-
uity is fundamentally due to the closure of the family of resurgent functions under virtually all
operations used in solving analytic equations. A partial list of natural applications is the follow-
ing: (i) solutions of generic systems of linear or nonlinear ODEs with meromorphic coefficients
[19]; (ii) solutions of difference and q-difference equations [13, 64]; (iii) saddle point expansions
in finite dimensional exponential integrals [11, 51, 30, 31]; (iv) solutions of special classes of
PDEs [22, 23, 24, 25, 26]. There is also significant evidence, both numerical and analytic, for
resurgent behavior in some infinite-dimensional physical systems, for example in quantum field
theory, statistical field theory and string theory [75, 55, 42, 43, 3, 35, 36, 32, 4, 47, 51].
A resurgent function f possesses in its Borel plane, the plane of a properly normalized inverse
Laplace transform F of f , a relatively simple Riemann surface, Ω with a fundamental group having
a rich structure of relations, encoded in Écalle’s alien derivations and bridge equations. The
behavior of the Borel transform near its singularities determines asymptotic and global properties
of the original function f . The Riemann surface Ω of the Borel transform function F is the
universal cover of C with a discrete set of punctures, typically equally spaced. The singularities
of F are generically of the elementary form in (1). In this paper we only partially exploit this rich
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algebraic structure provided by Écalle’s bridge equations. Further implications of this algebraic
structure will be described in a future publication.
The Riemann surface of a resurgent function F, its precise form of singularities, as well as a
priori bounds for F in Ω, are predetermined from the equation from which it originates. Con-
sider, for example, a function F with an asymptotic series at infinity, and satisfying a generic
N-th order system of linear or nonlinear ordinary differential equations with meromorphic co-
efficients (see [19] for precise conditions). After normalization of the variables, the system can
be presented in the standard form, y′(x) = Λy + x−1By + g(y; x), where Λ and B are diagonal
matrices with constant coefficients, and g contains the higher order terms in the linearization, as
well as the nonlinear terms. The data Λ and B from the linearized problem determines the basic
Borel plane structure of the Borel transform function F: the Borel transform is analytic on the
universal cover of Cˆ \ ∪j6NλjZ, and at zero, and the nature of the singularities λj is determined
by B. Furthermore, the nature of the singularities at all integer multiples, ∪j6NλjZ, is determined
by the ODE. These singularities are all of the form indicated in (1). Difference and q-difference
equations of roughly the same form are also known to have resurgent solutions [13, 64], and
similar comments and methods apply.
For certain PDEs, such as the time-periodic one-particle Schrödinger equation, iψt = (H0 +
V1(x, t)ψ, where H0 = −∆+V(x) is the time-independent part and V1 is time-periodic, the Borel
singularities ΣB have the following structured form: a periodic array of typically square root
branch points (see e.g. [26]; exceptions are long range potentials such as Coulomb, see [21]),
originating from the bottom of the continuous spectrum of H0, and periodic arrays of poles,
which come from the eigenvalues and resonances (“dressed states”) of H0 [23]. The solution
can be extrapolated using the techniques described in this paper, providing far superior ap-
proximation to the time evolution, as well as providing access to higher Riemann sheets. The
uniformization and conformal mapping methods described here give a new numerical approach
to this well known difficult problem. Similar methods apply to the heat equation, or the wave
equation with potential.
Exponential integrals provide another important context for studying extrapolation and resur-
gent asymptotics. Consider functions defined as exponential integrals,
f (h¯) =
∫
Γ
e−g(x)/h¯dnx
where f is a holomorphic function on an n-dimensional complex manifold, and Γ is a steepest
descent integration cycle. In the Borel plane, there are isolated singularities at g(xc), associated
with the critical points xc of the exponent function. The critical points xc can be classified ac-
cording to their Arnold normal forms [7], and their location and hessian determine the building
blocks from which a full trans-series expansion of f may be generated. The methods presented
in this paper provide substantial improvements to extrapolations of formal expansions of such
functions.
6.2 Painlevé equations PI-PV
The tritronquée Painlevé transcendents are resurgent functions. The Painlevé equations, PI-PV ,
have a common and simple Borel singularity structure, which can be arranged as integer-spaced
singularities along the real line (excluding the origin). Even the Conformal-Padé method, based
on the simple two-cut conformal map in (13), leads to a remarkably accurate extrapolation of
the formal solution generated at infinity, throughout the complex plane: see [27] for a detailed
analysis of the tritronquée solution of PI . But with the Painlevé uniformizing maps of section §3.1
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Figure 6: The poles of the tritronquée solution of the Painlevé 1 equation, which lie only in the
wedge 4pi5 ≤ arg(x) ≤ 6pi5 of the complex plane, obtained by extrapolation of the asymptotic
expansion about x → +∞, using 200 input coefficients. The smaller black dots show the results
using the Conformal-Padé method in the Borel plane, as described in [27], while the larger
red dots are obtained by replacing the conformal map with the Painlevé uniformizing map in
Theorem 9. With exactly the same input data, the uniformizing map leads to a significantly better
extrapolation. There is comparable accuracy throughout the domain of analyticity, |arg(x)| ≤ 4pi5 .
significantly better extrapolation can be achieved. For example, as mentioned already in Note 11,
the Stokes constant (which is known analytically from isomonodromy [49] and from asymptotics
[19]) can be determined numerically to extraordinary precision with surprisingly little input data
[27].
A much stronger demonstration of the power of the uniformization map is to reconstruct the
PI tritronquée solution throughout its domain of analyticity, and in its pole sector 4pi5 ≤ arg(x) ≤
6pi
5 , using only input from its asymptotic expansion about the opposite direction, as x → +∞.
Recall that the solution of the PI equation, y′′(x) = 6 y2 − x, is meromorphic throughout the
complex plane, and the special tritronquée solution has poles only in the wedge, 4pi5 ≤ arg(x) ≤ 6pi5
[33, 18]. Figure 6 shows as black dots 44 P1 tritronquée poles found using our Conformal-Padé
approach of [27], starting with 200 terms of the asymptotic expansion generated at x → +∞,
while the red dots show the first 66 P1 tritronquée poles found simply by adapting the analysis of
[27] to use the uniformizing map in Theorem 9 instead of the conformal map in (13), and with
exactly the same input data. The gain in precision in the pole sector, and also throughout the
domain of analyticity, is quite dramatic. These numerical poles, even the first few ones, fit very
precisely the asymptotic Boutroux structure [49, 27].
In addition, the uniformized extrapolation yields high-precision fine structure of the pole
region. In the vicinity of a moveable pole, any PI solution y(x) has a Laurent expansion of the
following form
y(x) ≈ 1
(x− xpole)2 +
xpole
10
(x− xpole)2 + 16 (x− xpole)
3 + hpole(x− xpole)4
+
x2pole
300
(x− xpole)6 +
xpole
150
(x− xpole)7 + . . . (43)
All higher coefficients of this expansion are expressed as polynomials in the two parameters
xpole and hpole. Thus, any PI solution y(x) is completely determined by two constants, xpole and
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hpole, in the vicinity of any one of its poles. It is natural to characterize the tritronquée solution by
the two constants, xpole and hpole, at the closest pole to the origin. From the uniformized map
extrapolation, we obtain the following high-precision values at this first pole:
x1 = −2.38416876956881663929914585244876719041040881473785051267725... (44)
h1 = 0.0621357392261776408964901416400624601977407713738296636635333... (45)
These are significantly higher precision than existing values. Furthermore, it is straightforward
to optimize these values, to obtain even higher precision, if desired. Similar methods apply to
the other Painlevé tritronquée solutions, providing new methods to obtain high-precision com-
putations for the Painlevé project [62], and also to compute high-precision spectral properties of
certain Schrödinger operators [58, 60].
6.3 Improvement of Uniformization over Padé and Conformal-Padé (CP)
The generic improvement of analytic continuations based on uniformization maps, compared
with other common methods such as Padé or Conformal-Padé (CP) [as illustrated in the previous
section], can often be traced to some elementary properties of these maps, especially near the
singularities. Here we illustrate this with some examples.
6.3.1 One Cut Complex Plane
For Ω = C \ [1,∞), the conformal map is in (12), and the uniformizing map of Cˆ \ {1,∞} is
ω = 1 − e−z, with inverse z = − log(1 − ω). The uniformizing map pushes the singularity
at ω = 1 to z = ∞. A Padé approximant of the truncated composed map F ◦ ϕ, with either
the conformal map or the uniformizing map, each mapped back to Ω, produces dramatically
improved extrapolations throughout Ω. For example, for the one-branch-cut function F(ω) =
(1− ω)−1/5, beginning with just 10 terms of a Maclaurin expansion at ω = 0, Figure 7 shows
the ratio of the extrapolated to the exact function, as the singularity is approached: ω → 1−.
The uniformization map is vastly superior. This is due to the typical exponential distortion of
distance near the singularity. Ordinary Padé, without composition with either map, is not at all
competitive.
6.3.2 Two Cut Complex Plane
Another common case in applications is the two-cut complex plane, Ω = C \ (−∞,−1] ∪ [1,∞).
The conformal and uniformizing maps are given in (13) and (14), respectively, in §3. For example,
applying this to the two-branch-cut function F(ω) = (1−ω2)−1/5, with branch points at ω = ±1,
produces similar improvements as in §6.3.1. In this case the conformal map sends the cut ω plane
to the interior of the unit disk in the z plane, while the uniformizing map sends the cut ω plane to
the interior of the symmetric geodesic quadrilateral with boundaries given by orthogonal circles
intersecting the unit disk at z = ±1,±i. See the left plot in Figure 2.
Even when these are not the exact conformal or uniformizing maps, such as in nonlinear
problems where the singularities at ω = ±1 are only the leading ones, generally repeated at
all non-zero integers, the use of these two-cut maps leads to dramatic improvements, especially
in the vicinity of these leading singularities [27]. This example is particularly relevant in appli-
cations, as there are many examples where the (Borel) singularities appear in integer multiples
along oppositely directed straight lines: for example, all the tritronquée Painlevé I-V solutions,
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Figure 7: Ratio of the approximate to the exact one-branch-cut function F(ω) = (1−ω)−1/5, for
a Padé approximation [blue], a Padé-Conformal approximation [red], and a Padé-Uniformized
approximation [black]. Note the dramatically superior behavior of the uniformized approxima-
tion as the singularity is approached. These approximations are each generated starting with just
10 input coefficients of the series expansion of F(ω) at ω = 0.
the Euler-Heisenberg effective action [34], and renormalon singularities in quantum field the-
ory [10]. Another important configuration for applications consists of two complex conjugate
2 4 6 8
Re[w]
-4
-2
2
4
Im[w]
Figure 8: Arcs of Padé poles [blue points] for a pair of complex conjugate singularities, here at
ω = e±ipi/3, for the function F(ω) = (1− 2ω cos(pi/3) + ω2)−1/5. Padé generates arcs of poles,
including unphysical poles on the positive real axis, while the natural radial cuts [red lines] are
associated with the conformal map (46).
singularities at ω = e±iθ . This type of configuration occurs in physical applications involving
symmetry breaking [71, 12, 66, 69], and in differential equations arising in holographic models
[41]. In this case, without a conformal or uniformizing map, Padé produces curved arcs of poles
(see Figure 8) as well as artificial poles along the positive real axis. Problems due to these artifi-
cial poles can be mitigated by using a conformal or uniformizing map. The conformal map for
this configuration is
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Figure 9: Capacity plot, showing Cconf.(θ) [blue curve] and Cunif.(θ) [red curve] from (47) and
(48), respectively, as a function of θ ∈ [0,pi/2], for the configuration with two complex conju-
gate singularities at e±iθ . Lower capacity corresponds to a superior extrapolation. The ratio of
capacities gives the improvement of the geometric rate of convergence.
ω = c(θ)
z
(1+ z)2
(
1+ z
1− z
)2θ/pi
, c(θ) = 4
(
θ
pi
)θ/pi (
1− θ
pi
)1−θ/pi
(46)
and the uniformizing map is given by (15). The capacity factor for the two cases are
conformal : Cconf.(θ) =
1
4
(
θ
pi
)− θpi (
1− θ
pi
) θ
pi−1
(47)
uniformizing : Cunif.(θ) =
i pi2 sin θ(
K
( 1
2 +
i
2 cot θ
))2
+
(
K
( 1
2 − i2 cot θ
))2 (48)
As shown in Figure 9, the uniformizing map has lower capacity, indicating a superior extrap-
olation. The uniformizing map has lower capacity, for all θ, and also has an explicit inversion.
The conformal map is a simpler elementary function, but has no explicit inversion except for a
few special cases of rational θ/pi. A simple Padé approximation, which produces the minimal
capacitor (for which there exist implicit transcendental expressions for the capacity [52, 46]), is
inferior to both the conformal and uniformizing maps.
6.4 Further Discussion of some Uniformization Maps and Approximate Uniformiza-
tion by Composition of Elementary Maps
With the exact uniformizing map, one can then analytically continue beyond the Riemann sheet,
in principle onto all higher sheets. But even without the exact map, some degree of analytic
continuation onto higher sheets can be achieved using approximate maps. (Access to higher
Riemann sheets can also be achieved using singularity elimination (see §4 and §6.5). Consider
the uniformization of the universal cover Ω of Cˆ \ {−1, 1,∞}. This is achieved exactly by the map
in (14). See Figure 2. The points A, B, C are mapped to {−1,∞, 1}. The gray geodesic triangle in
the Poincaré disk is conformally mapped by ϕ onto the upper half plane, and successive Schwarz
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reflections across their circular sides continue ϕ to the whole disk, with image onto Ω (see [2],
p. 379). Thus, the exact uniformization map permits systematic analytic continuation to higher
Riemann sheets. The union of all reflected triangles is the unit disk D. The image through
ϕ of a curve in D crossing a reflection of (A, B), (B, C), (C, A) crosses the real line between
(−∞,−1), (1,∞), (−1, 1) resp. The collection, modulo homotopies, of images through ϕ of all
the curves inD (each of them traceable using this geometric description) represents the universal
covering of Cˆ \ {−1, 1,∞}.
In the left figure of Figure 2, the blue path inside the disk is mapped to the spiral path
in the middle figure on the universal cover Ω of C \ {−1, 1}. The improvement of the rate of
convergence is determined by the conformal distance to the boundary of the unit disk, and is
∼ 0.228n near zero, and the rate is about 0.83n at the other end of the spiral.
However, even without the exact uniformization map, an accurate approximate uniformization
of the same universal cover can be achieved by the following iterative application of elementary
conformal maps. We apply the construction of iterated maps in Theorem 12. The conformal
map z = ψn(z) from Theorem 12 maps a surface with n symmetric radial cuts to the unit disk.
Applying ψ2 to Cˆ \ {−1, 1,∞} produces 4 symmetric cuts emanating from ±1,±i. Subsequent
application of ψ4 produces 8 symmetric cuts emanating from e2piij/8, j = 0, . . . , 7. Each of these
maps is an elementary conformal map. Theorem 12 implies that iterating this to all orders, we
obtain a full uniformization of the universal cover Ω of Cˆ \ {−1, 1,∞}. But even a finite iteration
of this procedure permits an accurate extrapolation and analytic continuation onto higher sheets
of Ω, all in terms of elementary conformal maps. For example, in the center plot of Figure 2, the
spiral path is the image of the blue path in the left plot, through the exact uniformizing map,
but it is also the image of the blue curve on the right, through the elementary map ϕ2 ◦ · · · ◦ ϕ2n ,
iterated up to n = 6. The rate of improvement is ∼ 0.255n near zero and ∼ 0.91n, at the end,
which are comparable to the exact uniformization results quoted above.
6.5 Singularity Elimination Example
In this section we illustrate the general procedure of singularity elimination by using a suitable
convolution operator Lβ in (24) to transform the logarithmic singularity of the elliptic integral
functionK(ω) into a square root singularity, and then eliminating this singularity by composition
with a suitable conformal map. We choose this example because of its practical interest and also
because we can compare the general expressions in §4 with analytic results for the transformation
of hypergeometric functions. We define
F(ω) = K(ω) =
pi
2 2
F1
(
1
2
,
1
2
, 1;ω
)
(49)
The expansions as ω → 0+ and ω → 1− are:
F(ω) ∼ 1
2
∞
∑
k=0
(
Γ
(
k + 12
)
Γ(k + 1)
)2
ωk , ω → 0+ (50)
F(ω) ∼ A(ω) ln(1−ω) + B(ω) , ω → 1− (51)
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where at the logarithmic singularity the regular functions A(ω) and B(ω) behave as
A(ω) = − 1
pi
K(1−ω) = − 1
pi
∞
∑
k=0
(
Γ
(
k + 12
)
Γ(k + 1)
)2
(1−ω)k , ω → 1− (52)
B(ω) = −
∞
∑
k=0
(
Γ
(
k + 12
)
Γ(k + 1)
)2 (
ψ
(
k +
1
2
)
− ψ(k + 1)
)
(1−ω)k , ω → 1− (53)
The convolution operator (24), with β /∈ Z, acting on F leads to
(LβF)(ω) =
pi
2(1+ β)
ω 2F1
(
1
2
,
1
2
, 2+ β;ω
)
(54)
=
Γ(1+ β)
2
∞
∑
k=0
Γ
(
k + 12
)2
Γ(k + 1)Γ(2+ k + β)
ωk+1 , ω → 0+ (55)
∼ A˜(ω)(1−ω)1+β + B˜(ω) , ω → 1− (56)
where A˜(ω) and B˜(ω) are analytic at ω = 1. Equation (55) confirms the general expression
(27) relating the original expansion coefficients of F(ω) with those of the convolved function
(LβF)(ω). To transform the original logarithmic singularity at ω = 1 to a square root behavior at
ω = 1 we choose β = − 12 , to obtain
(L− 12 F)(ω) = pi ω 2F1
(
1
2
,
1
2
,
3
2
;ω
)
= pi
√
ωarcsin(
√
ω) (57)
(Of course, in this special case composition with the series of sin2 results in factorial convergence
of the composed series, far superior to the generic rate in the optimality theorem.)
LβF is analytic at zero and singular at {1,∞}, and at at {0, 1,∞} on higher Riemann sheets.
Its Maclaurin series is
√
pi
4
∞
∑
k=0
Γ
(
k + 12
)2
Γ(k + 1)Γ
(
k + 32
) ωk+1 , ω ∈ D (58)
and its singularity structure near ω = 1 is
A˜(ω)(1−ω)1/2 + B˜(ω) (59)
where
A˜(ω) = −pi√ω arcsin(
√
1−ω)√
1−ω) = −
pi
2
√
ω
∞
∑
k=0
(−1)k Γ
(
k + 12
)2
Γ(k + 1)Γ
(
k + 32
) (1−ω)k (60)
B˜(ω) =
pi2
2
√
ω (61)
We see from (60) that the expansion coefficients of A˜(ω), the function in (59) multiplying the
square root behavior, match the general expression in (34). In the practical situation where
we only have (a finite number of) the original expansion coefficients, we simply transform the
expansion coefficients according to the convolution results in §4.4.
The final step of the singularity elimination is to make a composition map that transforms
the square root behavior in (59) into analytic behavior, using the map ϕ2 in (26). The Riemann
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surface of the new function, after composition with z 7→ iz is uniformized by (18) which brings
the original singular point −1 inside the unit disk, where (assuming we did not know A˜, B˜) these
could be calculated with extremely high accuracy.
A similar comparison can be made for a general hypergeometric function
F(ω) = 2F1(a, b, c;ω) (62)
∼ A(ω)(1−ω)c−a−b + B(ω) , ω → 1− (63)
for which the convolved function becomes a generalized hypergeometric function with a different
singularity exponent at ω = 1:
(LβF)(ω) =
1
(1+ β)Γ(1+ β)
ω 3F2(1, a, b, c, 2+ β;ω) (64)
∼ A˜(ω)(1−ω)c−a−b+1+β + B˜(ω) , ω → 1− (65)
For a given original singularity exponent, c− a− b, a suitable choice of β transforms the singu-
larity into a square root singularity, which can then be eliminated by composition with one of
the conformal maps in (26).
7 Appendix: some useful conformal maps
Here we record a few examples of conformal maps in frequently encountered cases of resurgent
functions, and which can also serve as guides in more complicated arrangements of singulari-
ties. General conformal maps can in principle be derived from Schwarz-Christoffel, as described
below, but this procedure is rather tedious, and in cases of symmetry the resulting maps can be
quite elementary. For a comprehensive list of known conformal maps, see [50].
The maps ϕ1 and ϕ2 in (26) take D to C \ [1,∞) and C \ (−∞,−1] ∪ [1,∞), respectively.
The latter case generalizes to two more general cuts on the real line, C \ (−∞,−a] ∪ [b,∞) with
a, b ∈ R+, for which
ω = ϕab(z) =
4ab z
a(1+ z)2 + b(1− z)2 ↔ z =
1−
√
a(b−ω)
b(a+ω)
1+
√
a(b−ω)
b(a+ω)
(66)
For a symmetric set of n singularities on the unit circle, C \⋃n−1j=0 e2piij/n[1,∞), the conformal map
producing symmetric radial cuts is
ω = ϕn(z) =
22/nz
(1+ zn)2/n
(67)
used in §3.2. For two complex conjugate radial cuts, C \ eiθ [1,∞)∪ e−iθ [1,∞), the conformal map
is as in (46), and this extends to a symmetric set of n such paired cuts as:
z = ϕn,θ(z) = cn(θ)
z
(1+ zn)2/n
(
1+ zn
1− zn
)2θ/pi
, cn(θ) = 22/n
(
n θ
pi
)θ/pi (
1− n θ
pi
)1/n−θ/pi
(68)
For a general finite set of branch points, Padé produces a conformal map in the infinite order
limit, and this map corresponds to the minimal capacitor. Recall the discussion in §5. The analytic
description of this minimal capacitor conformal map is as follows [46]. Let S = {ω1, ...,ωn} be
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branch points, and C the minimal capacitor, with the point of analyticity placed at infinity. The
conformal map ϕ that takes C \D to C \ C, with +∞ 7→ +∞, has the Taylor expansion at infinity
ϕ(ζ) = CBζ +
∞
∑
k=0
bkζ−k (69)
where CB is the capacity. There is a set {a1, ..., an−2} ⊂ C of auxiliary parameters such that ϕ
satisfies the equation
log ζ =
∫ ϕ(ζ)√√√√∏n−2j=1 (s− aj)
∏nj=1(s−ωj)
ds (70)
These auxiliary parameters are the intersection points of the set of analytic arcs of C, the limiting
location set of the poles of the diagonal Padé approximation Pn[F] for any function F having S
as the set of branch points, and being analytic in the complement of C. (For example, in the
infinite n limit, in Figure 8 the point on the positive real axis near ω ≈ 4.5 would tend to the
single intersection point for this configuration.) The analytic arcs γj (γ′j, resp) joining a1 with
ωj, j = 1, ..., n− 1 (a1 to aj, j = 2, ..., n− 2, resp.) are given by
<
∫ ω
γk
√√√√∏n−2j=1 (s− aj)
∏nj=1(s−ωj)
ds = 0 and <
∫ ω
γ′m
√√√√∏n−2j=1 (s− aj)
∏nj=1(s−ωj)
ds = 0 (71)
where k = 1, ..., n− 1 and m = 2, ..., n− 2. In cases of symmetrically distributed branch points,
these integrals can be expressed in terms of elementary or elliptic functions [52], and in more
general cases the minimal capacitor produced by Padé can be found numerically [46]. This con-
struction benefits from physical intuition arising from the interpretation of the minimal capacitor
in terms of potential theory (see §5).
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