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1 Introduction
In wavelet-based methods for solving ordinary and partial differential equa-
tions, the connection coefficients representing the integrals of the product of
the scaling function φ(x) and its nth derivative φ(n)(x− k) play an important
role [3,4]. Chen, Hwang and Shin introduced an algorithm to compute the
connection coefficients for wavelet-Galerkin approximation in 1996 [3], and
the paper has been cited many times by others. However, we have recently
found some fundamental errors in the paper; and corrections to those errors
have not been found in open literature since the publication of the paper.
Some descriptions in the paper are also confusing or inappropriate.
In this letter, we aim to
(1) identify these errors;
(2) correct the identified errors; and
(3) develop clearer procedures for the computation of the connection coeffi-
cients.
We will briefly discuss some fundamental knowledge and properties of wavelets
1 Corresponding author. Tel.: +61-8-9266 7569, fax: +61-8-9266 2681, e-mail ad-
dress: t.zhang@exchange.curtin.edu.au (T. Zhang).
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in Section 2. Section 3 shows how to compute the values of connection coeffi-
cients. Section 4 summarises the letter.
2 Preparation
In 1992, Daubechies [2] constructed a family of compactly supported or-
thonormal wavelets with members ranging from highly localized to highly
smooth ones. Each wavelet number is governed by a set of L coefficients
{pk : k = 0, · · · , L− 1} through the two-scale relations
φ(x) =
L−1∑
k=0
pkφ(2x− k) (1)
and
ψ(x) =
L−1∑
k=0
(−1)kp1−kφ(2x− k) (2)
where φ(x) is called the scaling function with φ(0) = φ(L − 1) = 0, and
ψ(x) is named mother wavelet, respectively. The fundamental support is the
finite interval [0, L− 1] for φ(x) and the finite interval [1−L/2, L/2] for ψ(x),
respectively. By [1], the scaling function φ(x) has the following property
∞∑
l=−∞
lnφ(x− l) =
n∑
j=0
(−1)j
n
j
Mφj xn−j, n = 0, 1, · · · , L/2− 1, (3)
whereMφj is the j
th moment of φ(x), which is defined by the following equation
Mφj =
∞∫
−∞
xjφ(x)dx
with the initial condition Mφ0 = 1.
Denote by φ(n)(x) the nth derivative of the scaling function φ(x). We have
φ(n)(x) =
dnφ(x)
dxn
=
d
dx
φ(n−1), φ(0) = φ(x). (4)
Obviously, the compact support of φ(n)(x) is [0, L − 1]. It follows from Eqns.
(1) through (4) that
φ(n) = 2n
L−1∑
k=0
pkφ
(n)(2x− k), n = 0, 1, · · · , L/2− 1. (5)
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3 Computation of the connection coefficients
3.1 Computation of Γnk(x)
As in [3], let us define the connection coefficient
Γnk(x) =
x∫
0
φ(n)(y − k)φ(y)dy, (6)
We are going to derive an easier-to-understand algorithm for computing the
connection coefficients in our own way. Errors in the paper [3] are also clearly
identified through our derivation.
We start from some simple properties of Γnk(x). By the properties of the scaling
function φ(x), as discussed in Section 2, and straightforward computation, it
is easy to verify the following relationships for n = 0, 1, · · · , L/2 − 1 and all
integers k:
Γnk(x) = Γ
n
k(L− 1) for x ≥ L− 1, (7)
Γnk(x) = 0 for |k| ≥ L− 1, or x ≤ 0 or x ≤ k, (8)
Γn−k(L− 1) = (−1)nΓnk(L− 1), (9)
Γn−k(x) = (−1)nΓnk(L− 1) for x + k ≥ L− 1. (10)
Here the condition for equation (10), which is given in the appendix,
corrects an error in the condition for equation (C56) in [3].
Equations (1), (5) and (6) give
Γnk(x) = 2
n−1
L−1∑
i,j=0
pipjΓ
n
2k+i−j(2x− j). (11)
If letting
Γn(L− 1) = [Γn0 (L− 1),Γn1 (L− 1), · · · ,ΓnL−2(L− 1)]T
and taking x = L − 1 in (11), then from [3], we can easily obtain the values
of Γnk(L− 1) through the following algorithm:
Γn(L− 1) = DΓn(L− 1)
with normalization condition
L−2∑
k=0
knΓnk(L− 1) =
n!
2
,
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where D = (dl,m) for l,m = 1, 2, · · · , L− 1,
dl,m = 2
n−1(
∑
µ1(l, m)
pipj + (−1)n
∑
µ2(l, m)
pipj),
and
µλ(l,m) = {(i, j) : 0 ≤ i, j ≤ L−1&2(l−1)+i−j = (−1)λ+1(m−1)}, λ = 1, 2.
After getting the values of Γnk(x) for x = L− 1, we can design an algorithm to
compute the values of Γnk(x) for x and k at integers. Actually, we only need to
determine the values for x = 1, 2, · · · , L−1 and k = x+2−L, x+3−L, · · · , x−1
since equations (7)-(10) hold. Let
Γn = [Γn(1), · · · ,Γn(L− 2)]T (12)
where
Γn(i) = [Γni−L+2(i), · · · ,Γni−1(i)]T , i = 1, 2, · · · , L− 2. (13)
By equations (11)-(13), for the kth (k = 1, · · · , L − 2) component of Γn(i),
which is the ith (i = 1, · · · , L− 2) component of Γn, we have
Γni−(L−2)+(k−1)(i) = 2
n−1
L−2∑
i1,j1=0
pi1pj1Γ
n
2[i−(L−2)+(k−1)]+i1−j1(2i− j1). (14)
By equations (7)-(10), equation (14) gives
21−nΓni−(L−2)+(k−1)(i) =
∑
µ1(i,k,L)
pi1pj1Γ
n
2[i−(L−2)+(k−1)]+i1−j1(2i− j1)
+
∑
µ2(i,k,L)
pi1pj1Γ
n
2[i−(L−2)+(k−1)]+i1−j1(2i− j1) (15)
with
µ(i, k, L) = µ1(i, k, L) ∪ µ2(i, k, L) = {(i1, j1) : 0 ≤ i1, j1 ≤ L− 1} (16)
and
µ2(i, k, L) = {(i1, j1) ∈ µ(i, k, L) : 2i− j1 ≥ L− 1 or 2k + i1 ≤ L− 1}. (17)
Here Equation (17) corrects an error in Equation (74) in [3].
If denoting by d((i− 1)(L− 2) + k) the second term of the right hand side of
equation (15), then from equations (9) and (10)
d((i− 1)(L− 2) + k) = ∑
µ2(i,k,L)
pi1pj1Γ
n
2(i−(L−2)+(k−1))+i1−j1(L− 1), (18)
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Here Equation (18) corrects an error in Equation (73) in [3]. Packing
equation (18) into the vector, we have
di = [d((i− 1)(L− 2) + 1), · · · , d((i− 1)(L− 2) + k), · · · , d(i(L− 2))]T . (19)
Then we have the following relation from equation (15)
(21−nI −Qi,i)Γn(i)−
L−2∑
j=1,j 6=i
Qi,jΓ
n(j) = di, for i = 1, 2, · · · ,L− 2 (20)
whereQi,j = (qi,j,k,m) is a (L−2)×(L−2) matrix with qi,j,k,m = p2i−jpL−1−2k+m,
and I is a square unit matrix of order L−2. Finally, we get the following linear
system for Γnk(x) for x = 1, · · · , L−2 and k = x−L+2, · · · , x−1 from equation
(20):
Q˜Γn = (21−nI˜ −Q)Γn = d, (21)
where I˜ is a square unit matrix of order (L−2)2, Q = (Qi,j) is a square matrix
of order (L− 2)2, and
d = [d1, d2, · · · , dL−2]T .
Noticing that Q has eigenvalues 2−λ(λ = 0, 1, · · · , L− 2), we can easily obtain
the value of Γn for n = 0 from equation (21).
To end the study for n > 0, we need the following relations. From equation
(3), we have
∞∑
l=−∞
lnΓnl (x) = n!θ1(x) (22)
where θ1(x) =
∫ x
0 φ(y)dy that can be computed by algorithm of [3] for x at
integers. Applying equations (7)-(10) to (22) and rearranging it gives that
x−1∑
l=x−L+2
lnΓnl (x) = n!θ1(x)−
L−2∑
l=L−1−x
lnΓnl (L− 1), (23)
Here Equation (23) corrects an error in Equation (77) in [3]. Equation
(23) represents the following relation in vector equation form
[(x− L+ 2)n, · · · , (x− 1)n]Γn(x) = n!θ1(x)−
L−2∑
l=L−1−x
lnΓnl (L− 1). (24)
Here Equation (24) corrects an error in Equation (78) in [3]. Com-
bining equations (21) and (24) gives the value of Γn for n > 0. Precisely, for
i = 1, 2, · · · , n,
(1) replace the ith row of Q˜i,i = 2
1−nI − Qi,i and Q˜i,j = −Qi,j by [(i − L +
2)n, · · · , (i− 1)n] and a zero row vector of order L− 2, respectively;
(2) replace d((i−1)(L−2)+i), the ith element of di, by n!θ1(i)−∑L−2l=L−1−i lnΓnl (L−
1).
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Here step (1) corrects errors in the part between Equations (77) and
(79) in [3].
With similar arguments, we can get the algorithms for the following two con-
nection coefficients. Here, we are going to give out the difference only. To avoid
any confusion, we denote the equation (*) in [3] by (C*).
3.2 Computation of Λm,nk (x)
From [3], the values of Λm,nk (L− 1) can be computed by equation
(21+m−nI−A)Λm,n(L− 1) = b (C84)
for n < m. However, we need an additional equation
L−2∑
k=2−L
kn−mΛm,n−k (L− 1) = (−1)nn!−
m∑
j=1
L−2∑
k=2−L
kn−m+j
m
j
Λm−j,n−k (L− 1)
(C93)
for n ≥ m since the matrix 21+m−nI−A is singular. After getting the value for
x = L−1, using the similar arguments as in Section 3.1, we have the following
equations for x = 1, · · · , L− 2, k = x− L+ 2, · · · , x− 1.
(21+m−nI−Q)Λm,n = e (C96)
where Q,Λm,n and e are defined by equations (C69), (C94) and (C97), re-
spectively. And the elements of vector e are defined by the following equation,
which corrects the errors in the original definition (C98, C99) in [3].
e((x− 1)(L− 2) + k) = ∑
i,j∈µ
pipjΛ
m,n
2x−2(L−2)+2(k−1)−j+i(L− 1) (25)
+
L−1∑
i=0
L−1∑
j=0
m∑
l=1
pipj
m
j
 jlΛm−l,n2x−2(L−2)+2(k−1)−j+i(2x− j),
where the index set µ is given by
µ(x, k) = {(i, j) : 2k + i ≤ L− 1 or 2x− j ≥ L− 1 for 0 ≤ i, j ≤ L− 1} (26)
for x, k = 1, 2, · · · , L− 2. Here Equation (26) corrects an error in Equa-
tion (99) in [3].
If n ≤ m, we can obtain the values of Λm,n by direct solving equation (C96).
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If n > m, once again we need additional equation
x−1∑
k=x−L+2
knΛm,nk (x) = n!M
m
0 (x)−
x+1−L∑
k=2−L
knΛm,nk (L− 1), (27)
which corrects an error in (C101) in [3].
3.3 Computation of Υm,nk (x)
From the definition of Υm,nk (x) and the two-scale relation (C34) and (C8), we
have
Υm,nk (x) = 2
m+n+1
L−1∑
i=0
L−1∑
i=0
m∑
l=0
pipj
m
j
 jlΥm−l,n2k−j+i(2x− j) (28)
and for k ≤ 1− L
Υm,nk (x) =
n−1∑
j=0
θn−j(L− 1)
 j∑
l=0
 j
l
 (1− k − L)l
j!
Mm+j−l0 (x)
 . (29)
Here Equation (29) corrects an error in Equation (106) in [3].
Then from the properties of Υm,nk (x) and fixed m,n, there are
(3L−4)(L−1)
2
unknowns for x = 1, 2, · · · , L − 1 to be determined, which are packed in the
following vector
Υm,n = [Υm,n(1), · · · ,Υm,n(L− 1)]T (30)
with
Υm,n(x) = [Υm,n2−L(x),Υ
m,n
3−L(x), · · · ,Υm,nx−1(x)]T , x = 1, 2, · · · , L− 1, (31)
which corrects an error in equation (C108) in [3], and is also very
different to the case of study for Γmk (x) and Λ
m,n
k (x) for x = 1, 2 · · ·L− 2.
4 Summary
The paper [3] has many fundamental errors. The identified errors in [3] and
corrections in this letter are summarised in Table 1. When fixing those er-
rors, we also developed an algorithm for computing the wavelets connection
coefficients.
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Table 1
Identified errors in [3] and corrections in this letter.
Error in [3] Correction in this letter
Condition for Eqn. (56) Condition for Eqn. (10)
Eqn. (74) Eqn. (17)
Eqn. (73) Eqn. (18)
Eqn. (77) Eqn. (23)
Eqn. (78) Eqn. (24)
The part between Eqns. (77) and (79) 2nd last paragraph in Section 3.1
Eqns. (98) and (99) Eqn. (25)
Eqn. (99) Eqn. (26)
Eqn. (101) Eqn. (27)
Eqn. (106) Eqn. (29)
Eqn. (108) Eqn. (31)
Acknowledgment
The authors would like to acknowledge the support from Australian Research
Council (ARC) under Discovery Projects grant DP0559111.
References
[1] Beylkin G., On the representation of operators in bases of compactly supported
wavelet, SIAM J. Numer. Anal. 29 (1992) 1716-1740.
[2] Daubechies, I., Ten lectures on wavelets, SIAM, Philadelphia (1992).
[3] Chen, M., Hwang, C. and Shih, Y, The computation of wavelet-galerkin
approximation on a bounded interval, Int. J. Numerical methods in Engineering,
39 (1996) 2921-2944.
[4] Liu, Y. and Tade´, M. O., New wavelet-based adaptive method for the breakage
equation, Powder Technology 139 (2004) 61-68.
8
Appendix
The Derivation of Eq. (10)
Eq.(4) implies that the compact support of φ(i), i = 0, · · · , n is [0, L−1]. Then
from the definition of Γmk (x), we have
Γm−k(x) =
x∫
0
φ(n)(y + k)φ(y)dy =
x∫
0
φ(y)dφ(n−1)(y + k)
= φ(n−1)(y + k)φ(y) |x0 −
x∫
0
φ(n−1)(y + k)φ(1)(y)dy
The integration by parts for n times for x + k ≥ L− 1 and taking y + k = y˜
give that
Γm−k(x) = (−1)n
x∫
0
φ(n)(y)φ(y + k)dy
= (−1)n
x+k∫
k
φ(n)(y˜ − k)φ(y˜)dy˜ = (−1)n
L−1∫
k
φ(n)(y˜ − k)φ(y˜)
= (−1)n
L−1∫
0
φ(n)(y˜ − k)φ(y˜)dy˜ = (−1)nΓnk(L− 1)dy˜
since
∫ k
0 φ
(n)(y − k)φ(y)dy = 0.
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