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1.1 Background and outline
1.1.1 Background
The main theme of this thesis is the mathematical study of large and complex systems evolv-
ing in time according to a certain prescribed rule. The focus is on cases where the evolution
of the system is random and correlated with a second system, itself evolving with time and
randomly. Our aim is to analyse and quantify the long term behaviour of a large class of such
systems, and to determine their key features. To make this setting more concrete, we focus
on certain specific mathematical models.
One core model in this thesis is that of a random walk in a random environment. In this
model, a “particle”, called the random walk, is moving in a “disordered medium”, called
the random environment. The behaviour of the particle is random and depends on the local
properties of the environment close to its location.
The random environment can either be static, that is, stay constant in time, or dynamic, in
which case it evolves with time. The static case has been studied intensively in the mathemat-
ical and physical literature during the last 40-50 years. This case reflects the situation where
changes in the disordered medium take place at a much larger time scale than displacements
of the particle. Such models are motivated by various phenomena in physics, biology and
chemistry, such as replications of DNA chains (Chernov [45]) and phase transitions in alloys
(Temkin [110]).
More recently, there has been much focus on the dynamic case, where the time scale of the
particle is comparable to that of the disordered medium. Motivation for such models comes
among others from the study of phase transitions in glassy liquids (Benichou et al. [17]) and
the diffusive behaviour of a biomolecule affected by other moving macromolecules (Gori
et al. [63]).
In this thesis we are mainly interested in the analysis of the asymptotic behaviour of random
walks in a dynamic random environment from a mathematical viewpoint. In particular, we
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are interested in questions such as how to determine the average velocity of the particle and
how to control fluctuations and deviations thereof. This is in general a very challenging prob-
lem due to the possibility of strong dependence both in space and time, and many questions
are still wide open.
So far there has only been limited progress towards a general theory, unless severe additional
assumptions are made. One such assumption is strong mixing properties of the dynamics,
which guarantees that the dynamics is sufficiently independent on large time scales.
In this thesis we present new mixing conditions sufficient for analysing the average behaviour
of random walks in a dynamic random environment. Our work improves on the existing
literature for general models with strongly mixing dynamics and provides new insight for
certain models with poorly mixing dynamics.
Another core model in this thesis is the so-called contact process, which is a prototype of a
dynamically evolving environment with poor mixing properties. This model originated in the
1970’s as a model for the spread of an infection in a population, and has later seen various
other applications in e.g. high energy physics, ecology and biology.
Mathematically, much is known by now about the contact process and different tools have
been developed for its study. On the other hand, new challenges arise as soon as slight
perturbations of the model are considered. One example of such a perturbation is that of the
contact process as seen from a random walk. This model plays a central role in this thesis.
1.1.2 Outline
In Section 1.2 we give a formal definition of the random walk in random environment model
and, furthermore, discuss the main questions studied in the literature. In Section 1.3 we give
an overview of the past progress made for such models in the mathematical literature, first
for the static case, then for the dynamic case. In Section 1.4 we turn to the contact process.
After a brief introduction, mentioning its main properties, we summarise in more detail the
results known about random walks on the contact process. In Section 1.5 we summarise the
chapters in this thesis.
1.2 Random walk in random environment
In this section we give a formal definition of the random walk in random environment model
(abbreviated by RWRE), both in the static and the dynamic case, and state the main questions
and challenges related to this model.
2
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The environment
For d ≥ 1, we consider the space Zd+1 := Zd × Z. Here, Zd should be thought of as the
spatial dimension and Z as the temporal direction.
Let E be a compact Polish space and denote by Ω := EZd+1 the space of configurations on
Zd+1. To the space Ω we assign the standard product Borel σ-algebra, denoted by F , which
is generated by the cylinder functions. For Λ ⊂ Zd+1, we denote by FΛ the sub-σ-algebra
generated by the cylinder functions on EΛ.
By M1(Ω) we denote the set of probability measures on (Ω,F). We call η ∈ Zd+1 the
environment and denote by P ∈M1(Ω) its law.
A particular class of environments contained in our setup are path measures of a stochastic
process (ηt)t∈Z whose state space is Ω0 := EZ
d
. Such environments are said to be dynamic.
To emphasise this case, for η ∈ Ω and (x, t) ∈ Zd+1, we often write ηt(x) for the value of η
at (x, t).
Another class of environments contained in our setup are those not changing with respect to
the time direction, that is, environments whose law concentrates on elements η ∈ Zd+1 for
which ηt(x) = η0(x) for every t ∈ Z and every x ∈ Zd. Such environments are said to be
static. Note that our setup also includes models that are neither static nor dynamic.
We assume throughout that P is measure preserving with respect to translations, that is, for
any x ∈ Zd, t ∈ Z,
P (·) = P (θx,t (·)) ,
where θx,t denotes the shift operator θx,tηs(y) = ηs+t(y−x). Furthermore, we often assume
in addition that P is ergodic with respect to some subclass of the translations {θx,t : (x, t) ∈
Zd+1}. Recall that a measure P ∈ M1(Ω) is ergodic in direction (x, t) ∈ Zd+1 if P(B) ∈
{0, 1} for every B ∈ F for which θx,tB = B.
The random walk
The random walk (Xt)t∈Z≥0 is a process on Z
d, where Z≥0 := {0, 1, 2, . . . }. We always
assume (w.l.o.g.) that X0 = o, where o ∈ Zd denotes the origin. The transition probabilities
of (Xt) are assumed to depend on the state of the environment as seen from the random walk.
That is, given η ∈ Ω, the evolution of (Xt) is governed by
Pη(X0 = o) = 1
Pη(Xt+1 = y + z | Xt = y) = α(θy,tη, z),
where α : Ω× Zd → [0, 1] satisfies
∑
z∈Zd α(η, z) = 1 for all η ∈ Ω.
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The law of the random walk, Pη ∈M1((Zd)Z≥0), where the entire environment is fixed once
and for all, is called the quenched law, and G denotes its σ-algebra defined by the cylinder









P η(A)dP(η), B ∈ F , A ∈ G.
The marginal law of PP on the forward half-space H := (Zd)Z≥0 is denoted by P and is
called the annealed (or averaged) law of (Xt).
As mentioned in the beginning, the RWRE model can roughly be divided into two classes
depending on whether the environment is static or dynamic. This distinction is governed by
the law P ∈M1(Ω). When P is static, (Xt) is a random walk in a static random environment
(RWSRE), and if P is dynamic, then (Xt) is a random walk in a dynamic random environment
(RWDRE).
Often we pose additional assumptions on the transition probabilities. We say that (Xt) has
finite dependence if the transition rate only depends on the environment within a finite region
around its location. That is, there exist a finite subset R ⊂ Zd+1 containing the origin such
that for all z ∈ Zd
α(η, z)− α(σ, z) = 0 whenever σ ≡ η on R.
Interpreting the last coordinate of Zd+1 as time, it is often natural to assume that R ⊂ Zd ×
{0}. We assume this unless otherwise specified.
Next, (Xt) is said to be of finite range if the jump range, denoted by
R := {y ∈ Zd : sup
η∈Ω
α(η, y) > 0},
is finite. An important class of random walks with finite range are those for whichR = {x ∈
Zd : ‖x ‖ = 1}, which are said to be nearest neighbour random walks.
Another important notion is ellipticity. We say that (Xt) is elliptic in direction y ∈ R if
α(η, y) > 0 ∀ η ∈ Ω. (1.2.1)
If (1.2.1) holds for all y ∈ R, then we say that (Xt) is elliptic. (Xt) is called uniformly
elliptic if there is an ε > 0 such that (1.2.1) is bounded from below by ε for all y ∈ R.
Lastly, there are two particular classes of RWRE models studied in the literature we wish to
mention. The first is the balanced RWRE model, where α : Ω×Zd → [0, 1] is (for simplicity)
nearest neighbour and satisfies
α(ω, e) = α(ω,−e) for all ω ∈ Ω and e ∈ R. (1.2.2)
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The other is that of a random conductance model, where α : Ω×Zd → [0, 1] is (for simplic-
ity) nearest neighbour and satisfies
α(ω, e) = ω(e)




The environment seen from the random walk
Observations of the environment along the trajectory of the random walk may often be of
interest. Moreover, such observations can be of crucial importance for understanding the
asymptotic behaviour of the random walk itself. For this reason, we introduce the so-called
random environment as seen from the random walk (abbreviated by ESRW-process), which
is given by
(ηEPt ) := (θXt,tη), t ∈ Z≥0 . (1.2.4)
This process is also known under the name environment process and hence the superscript
EP in (1.2.4). Note that (ηEPt ) is a Markov process under P with state space Ω and initial
law P.
Extension to continuous-time processes
We comment next on how our setup can be extended to include continuous-time models.
First note that continuous-time stochastic processes that are sampled at discrete times are
contained in our model. Thus, our model extends to so-called continuous-time constant speed
random walks, where the random walk waits an exponential amount of time before each jump
(instead of a fix deterministic time). Indeed, this is equivalent to a time-delay/acceleration
of the environment as long as the waiting time does not depend on the environment (that is,
constant speed random walk). Such a time-delay/acceleration of the environment does not
change its macroscopic behaviour whenever appropriate ergodicity assumptions are made.
In case the sojourn time of the random walk (that is, the jump rate) depends on the envi-
ronment, the random walk is said to be of variable speed. If the sojourn time is uniformly
bounded, say by κ < ∞, then a similar approach as above applies. Indeed, let the jump
rate of the random walk be given by a Poisson process with parameter κ, independent of the
environment. Then the same approach applies if for every σ ∈ Ω we increase α(σ, o) such
that
∑
z∈Zd α(σ, z) = κ. Note again that this does not change the behaviour of the random
walk or the ESRW-process.
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Main questions and challenges
Given the law P ∈M1(Ω) and the transition probabilities of (Xt), we wish to determine the
asymptotic behaviour of Xt as t→∞. That is, we would like to know its average behaviour
and to characterise how likely fluctuations and deviations thereof are. Such questions can be
asked with respect to both the quenched and the annealed measure. We next outline these
questions more in detail, partly following dos Santos [103], Chapter 1.







= 1, for P− a.e. η ∈ Ω.
and that it is recurrent if, for every x ∈ Zd,
Pη (∃t > 0: Xt = x) = 1, for P− a.e. η ∈ Ω.
Furthermore, we say that (Xt) satisfies a strong law of large numbers (SLLN) if there ex-








= 1, for P− a.e. η ∈ Ω. (1.2.5)
Note that transience, recurrence and the SLLN require no distinction between annealed and
quenched laws, since for any B ∈ G we have that P (B) = 1 if and only if Pη(B) = 1 for
P-almost every η.
We say that (Xt) satisfies the annealed large deviation principle (LDP) in Rd with rate func-
tion Ha : Rd 7→ [0,∞] if
lim sup
t→∞
t−1 logP (t−1Xt ∈ F ) ≤ − inf
x∈F
Ha(x) ∀ closed F ⊂ Rd,
lim inf
t→∞
t−1 logP (t−1Xt ∈ G) ≥ − inf
x∈G
Ha(x) ∀ open G ⊂ Rd .
(1.2.6)
Analogously, (Xt) satisfies the quenched LDP if (1.2.6) holds with Pη in place of P and
with Ha replaced by a rate function Hq that is deterministic, i.e., does not depend on η, and
the statement hold for P-a.e. η ∈ Ω. Note that, in general, Hq is different from Ha, and
Hq ≥ Ha.
The random walk (Xt) satisfies the central limit theorem (CLT) if there exists a constant
σ2 ∈ (0,∞) (the limiting variance) such that for each t > 0,
Xnt − ntv
n1/2σ
=⇒ N as n→∞, (1.2.7)
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whereN is a standard normal random variable with mean 0 and variance 1 and =⇒ denotes





=⇒ B as n→∞,
where B = (Bt)t≥0 is standard Brownian motion and the weak convergence is in Skorohod
space.
The CLT (or FCLT) is called quenched or annealed depending on which law is considered for
(Xt). In contrast to the LDP (where annealed and quenched rate functions may differ), the
quenched CLT with variance σ2 implies the annealed CLT with the same variance. From an
application point of view, a quenched statement is often preferred over an annealed statement,
because it gives more quantitative information about the behaviour of the random walk.
Sometimes we consider other scaling limits than the normal distribution and the Brownian
motion, in which case the random walk is said to be anomalous. If the scaling in the denom-
inator of (1.2.7) is nδσ for some δ < 1/2, then the random walk is said to be sub-diffusive,
for δ > 1/2 super-diffusive, and for δ = 1/2 diffusive.
We next discuss two of the key features that make RWRE models challenging. The first
observation is that under the quenched measure Pη the (Xt) is in general a non-homogeneous
Markov process, typically both in space and in time when the law P is dynamic. On the other
hand, under the annealed law P , it is homogeneous, but not Markov. Consequently, many of
the standard techniques used for classical random walk models no longer apply.
Furthermore, an additional difficulty, often hidden in the model, is that it may not be re-
versible. This means, informally, that the law of the evolution of (Xt) forward in time is
distinct from its evolution viewed backwards in time. Consequently, the model lacks an
important symmetry property.
In order to face these challenges it is often convenient to study the ESRW-process, since this
is a Markov process under the annealed law, albeit, on a much bigger state space, namely Ω.
Many of the questions phrased above for the random walk can be translated into questions
about the ESRW-process and new interesting questions can be formulated.
For the ESRW-process one is typically interested in characterising its invariant measures, in
particular the ergodic ones, as well as its convergence towards these measures. A central
question is whether the ESRW-process is approximately equal to P far away from the origin.
That is, does there exist an invariant measure for (ηEPt ), say PEP ∈M1(Ω), that is mutually
absolutely continuous with respect to P, potentially when restricted to the forward half-space
H? Answering such a question in the affirmative naturally leads to further questions about
the corresponding Radon-Nikodym derivative.
For all the questions mentioned above, one seeks both qualitative and quantitative statements.
Firstly, we wish to be able to answer the above questions by yes or no. Secondly, we would
7
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like to obtain more quantitative statements, such as the value of v (or at least its sign) in the
SLLN or the value of σ in the CLT. Furthermore, it is often of importance to know how the
answers vary with respect to the parameters of the model, such as the transition kernel of
the random walk, the law of the environment and the dimension. Thus, we are interested in
knowing how stable a given model is with respect to small perturbations.
To answer the questions mentioned above, a variety of techniques have been applied, in-
cluding Fourier analysis and expansion techniques, multi-scale analysis, regeneration times,
ergodic theory and martingale theory. Often additional assumptions are needed to ensure that
the model satisfies good enough mixing properties or contains sufficient symmetry in order
to make it amenable to mathematical analysis. In the next section we give a brief overview
of the literature of RWRE models and describe some of these methods.
Other graphs
In this thesis, we restrict to the case where the underlying graph on which (Xt) walks is Zd,
with d ≥ 1. This is the standard graph for RWRE models. However, it is also interesting to
consider other graphs.
One class of graphs different from Zd is already contained in the description of the model
above. Indeed, by adding extra restrictions to the transition kernels α(η, ·), η ∈ Ω, we can
restrict the trajectory of (Xt) to a certain subspace of Zd. Since the environment is drawn
at random, in general this subspace is itself random and can for instance be the percolation
cluster corresponding to a certain percolation model.
Other graphs, not included in Section 1.2, have also been considered in the literature. Since
we do not treat such graphs in the forthcoming chapters, we do not provide any further details.
Nevertheless, we wish to mention the recent paper by Benjamini, Duminil-Copin, Kozma,
and Yadin [18], where a very general framework for studying RWRE models on stationary
random graphs is put forward, including the study of the ESRW-process on such graphs.
1.3 Past progress
RWRE models have been studied intensively by the physics and the mathematics community
over the last decades. We give next a brief overview with focus on the most recent progress
and results relevant for the forthcoming chapters, particularly for the dynamic case. For more
information on RWSRE models we refer the reader to the lecture notes of Sznitman [108]
and Zeitouni [113] and the recent monograph of Drewitz and Ramírez [54]. For more about
RWDRE models, we refer to the introduction of the PhD theses by Avena [5] and dos Santos
[103], on which parts of this section are based.
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1.3.1 Static random environment
One dimension
The one-dimensional RWSRE model is one of the key models in the field of disordered
systems. In particular, it is one of the prime examples of a random walk showing significantly
different behaviour when compared to classical simple random walk models. Furthermore,
due to its one-dimensional nature it is amenable to a complete mathematical analysis and so
it is by now well understood.
The model was first introduced in the mathematical community in Solomon [106], who stud-
ied a nearest neighbour random walk on Z in an i.i.d. environment. For this particular model,
he proved an explicit criterion for transience/recurrence, as well as a formula for the speed
in the SLLN. An interesting feature of this model is that, depending on the parameters, the
random walk can have speed 0, but still be transient, also known as subballistic behaviour.
Furthermore, the speed of the RWRE is smaller than the speed of a homogeneous random
walk whose transition probabilities are given by the average. This is due to the presence of
traps, that is, regions in the lattice where the random walk spends a long time because the
environment gives it a drift towards the centre of the region.
Further examples of trapping phenomena were found in the work by Kesten, Kozlov, and
Spitzer [79] and Sinaı̆ [105], who studied the transient case and the recurrent case, respec-
tively. From these works follows a complete characterisation of the scaling limits of (Xt). In
particular, depending on the parameters of the model, the random walk can have subdiffusive,
superdiffusive as well as diffusive behaviour. Furthermore, in Greven and den Hollander [64]
trapping phenomena were also characterised at the level of large deviations.
Results for the one-dimensional RWSRE have since been extended beyond nearest neighbour
random walks and i.i.d. environments. Alili [2] extended the work of Solomon [106] to
environments that are ergodic with respect to spatial shifts. He also proved a criterion for
the convergence of the ESRW-process towards an invariant measure absolutely continuous
with respect to the underlying environment. Extension to the non-nearest neighbour setting
is contained in Brémont [41]. Precise knowledge about fluctuations (CLTs) has also been
extensively studied, in particular, in the transient regime. The LDP results of Greven and den
Hollander [64] have been extended and generalised as well, for which we refer to Comets,
Gantert, and Zeitouni [48].
Higher dimensions
The one-dimensional model is special and most of the mathematical techniques developed
for its study fail completely when going to higher dimensions. The reason for this is that the




Even for the nearest neighbour random walk in an i.i.d. environment, basic questions remain
open and most of the literature is concentrated around this particular case. Assuming uniform
ellipticity, a conditional SLLN was proven in Kalikow [78], showing that the velocity can
take at most two values. An (unconditional) SLLN, as in (1.2.5), was proven by Merkl
and Zerner [89] for d = 2; see Holmes and Salisbury [76] for an extension to non-elliptic
random walks. It is noteworthy that the SLLN fails for certain non-i.i.d. environments with a
polynomially decaying correlation structure, as shown in Bramson, Zeitouni, and Zerner [40]
and Zerner [114]. Further, Berger [23] showed that the conditional SLLN in [78] can take
at most one non-zero value when d ≥ 5. Peres, Popov, and Sousi [93] proved a transience
criterion for uniform elliptic random walks, depending only on the dimension and the number
of different transition kernels of (Xt).
To overcome the major difficulties encountered for general RWRE in dimensions larger than
one, additional assumptions are often made. One such assumption is that of imposing a
drift on (Xt) in a given (fixed) direction, implying transience and the SLLN with a non-zero
velocity. Sznitman and Zerner [109] proved a SLLN under a drift assumption first introduced
by Kalikow. Since then, weaker drift assumptions have been introduced, most notably the T
and T’ conditions by Sznitman [107] and the recent improvements by Berger, Drewitz, and
Ramírez [25] (see also the monograph [54]). We further note the works of Rassoul-Agha
and Seppäläinen [97] and Berger and Zeitouni [24], who proved a quenched FCLT, and the
recent work by Berger, Cohen, and Rosenthal [22], who improved the quenched FCLT and
proved a “local” version under similar drift assumptions (assuming dimension d ≥ 4).
There also exists literature on RWSRE models where the i.i.d. assumption is weakened and
the random walk satisfies some drift condition. By studying the ESRW-process, Rassoul-
Agha [94] proved a SLLN under a strong uniform mixing assumption known as the Dobrushin-
Shlosman complete analyticity condition. Constructing certain modified regeneration times
for the law of the random walk, Comets and Zeitouni [46] weakened the mixing assumptions
of Rassoul-Agha [94] slightly, and proved a SLLN. For this, they introduced the so-called
cone mixing condition:
Fix τ ∈ (0,∞) and for θ ∈ (0, 12π) and t ≥ 0 let
Cθt := {(x, s) ∈ Zd+1 : ‖x ‖1 ≤ (s− t) tan θ, s ≥ t}
be the cone whose tip is at (o, t) and whose wedge opens up with angle θ. Then P ∈M1(Ω)






|P(B | A)− P(B)| = 0, (1.3.1)
where F0 is the σ-algebra generated by {(η(x, s) : (x, s) ∈ Zd+1, s ≤ 0} and Fθt is the
σ-algebra generated by {η(x, s) : (x, s) ∈ Cθt }.
The SLLN in Comets and Zeitouni [46] was further strengthened to an annealed FCLT in
Comets and Zeitouni [47] under a multiple cone mixing condition. We also mention the
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work of Rassoul-Agha [95] and Guo [67], who extended the work of Kalikow [78] and
Berger [23].
Other additional assumptions than a drift on the random walk have been studied successfully
(mostly assuming i.i.d. environments). We mention the balanced case (e.g. Lawler [80], Guo
and Zeitouni [68]), via cut-times (Bolthausen, Sznitman, and Zeitouni [39]), via exit times
(e.g. Bricmont and Kupiainen [42], Bolthausen and Zeitouni [38] and Baur [16]), Dirichlet
random environments (e.g. Sabot [102]), via lace expansion techniques (e.g. van der Hofstad
and Holmes [75]), perturbations of a simple random walk (e.g. Bolthausen and Sznitman [37]
and Sabot [101]), and the random conductance model (e.g. Andres, Deuschel, and Slowik
[4]).
As for general results about LDP, we refer to Varadhan [111] for an early account of both an
annealed and a quenched LDP. Recently, there have been several extensions of the quenched
LDP, see e.g. Rassoul-Agha, Seppäläinen, and Yilmaz [98].
1.3.2 Dynamic random environment
In this subsection we discuss the literature on RWDRE. Such models have gained increasing
interest in the last two decades. Motivated by the static case, one core question is to which
extent trapping phenomena may persist. Typically, in order to show that the random walk is
diffusive, one looks for some way to guarantee that the environment is “forgetful” and the
walk increments are sufficiently independent on large time scales. For this, the mixing prop-
erties of the environment play an important role and general results are known for Markovian
environments that are uniformly mixing with respect to the starting configuration.
On the other hand, simulations as well as heuristic arguments indicate that trapping phe-
nomena may persist when the dynamics is slowly mixing (see e.g. Boldrighini, Cosimi,
Frigio, and Pellegrinotti [36] and Avena and Thomann [6]). At a mathematical level, mod-
els where the dynamical environment has non-uniform mixing properties serve as a major
challenge and are still not well understood. Avena, den Hollander, and Redig [7] studied a
one-dimensional nearest neighbour random walk on the simple symmetric exclusion process
and proved slow-down behaviour at the level of annealed large deviations. Recently, some
particular examples yielding diffusive behaviour have also been studied, however, no general
theory has so far been developed.
Early works
In the early years of RWDRE the main focus was on models that can be put into one of
the following two categories; independent in time or independent in space and Markovian
in time. Possibly the first example of a RWDRE was given by Madras [87], who obtained
a recurrence/transience criteria, a SLLN and an annealed FCLT for a very particular model.
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The first general model was introduced by Boldrighini, Ignatyuk, Malyshev, and Pellegrinotti
[33] and was studied via cluster expansion techniques.
For environments that are independent in time, that is, where the random environment is re-
sampled after each time unit, the random walk is homogeneous under the annealed measure,
and the focus is on quenched results. There is now a good understanding of such models.
For a general quenched FCLT we refer to Rassoul-Agha and Seppäläinen [96]; see also e.g.
Boldrighini, Minlos, and Pellegrinotti [35]. The quenched LDP was treated by Yilmaz [112].
We further mention the recent paper Barraquand and Corwin [15], which brings the scope of
KPZ universality to random walks in dynamic random environment.
RWDRE models where the environment is independent in space and Markovian in time are
random environments consisting of identically distributed Markov processes, evolving in-
dependently at each site of Zd. The SLLN and both quenched and annealed FCLTs have
been considered; see e.g. Boldrighini, Minlos, and Pellegrinotti [34], Bandyopadhyay and
Zeitouni [14] and Dolgopyat and Liverani [52].
Space-time dynamic environments
We next focus our discussion on the most challenging class of RWDRE models, namely,
those with a non-trivial spatial and temporal correlation structure. By considering the ESRW-
process, under a strong space-time mixing assumption, Dolgopyat, Keller, and Liverani [53]
obtained a SLLN and a quenched CLT in a perturbative regime with respect to the transition
kernel. A quenched FCLT was also obtained by Bricmont and Kupiainen [43] for random
walks that depend weakly on the random environment, using renormalisation arguments,
under an assumption that implies exponential mixing of the random environment. The latter
is not assumed to be Markovian. Avena, den Hollander, and Redig [8] adapted the cone
mixing condition (1.3.1) of Comets and Zeitouni [46] to the dynamic case, providing a SLLN
for finite range random walks on a general class of uniquely ergodic interacting particle
systems. In a perturbative regime, depending both on the mixing properties of the dynamics
and the transition kernel of the random walk, they obtained estimates of the velocity by use
of expansion methods. In den Hollander, dos Santos, and Sidoravicius [73] the cone mixing
approach was further extended to a new class of non-elliptic models.
In Redig and Völlering [100], the SLLN and the annealed FCLT were obtained in a rather
general setup, which we describe next. By using coupling methods, they transferred mixing
properties of the dynamics to the ESRW-process. That is, for each η, ω ∈ Ω0, they assumed
the existence of a strong Markov coupling P̂η,ω of the dynamics (ηt), started from η and ω
respectively, such that∫ ∞
0









Here dist(·, ·) is the distance on the Polish spaceE and Êη,ω is the expectation corresponding
to P̂ω,η. Under (1.3.2), they showed that the ESRW-process is uniquely ergodic and, more-
over, they proved a relation between φ(t) and the speed of relaxation towards equilibrium
for this process. With the help of martingale theory the results for the ESRW-process were
used to infer information about (Xt) under minimal assumptions on the transition kernels, in
particular a SLLN and an annealed FCLT.
Non-uniformly mixing dynamic environments
RWDRE models with non-uniform correlation structure have been studied in the last decade.
Such models have gained much interests the last decade, with 30-40 papers appearing on
arXiv in the last 5 years. We comment next on the most recent developments.
RWDRE models where the dynamic random environment is given by the one-dimen-
sional exclusion process have recently been considered in Avena, Franco, Jara, and Völlering
[11], Avena, Jara, and Völlering [12] and Huveneers and Simenhaus [77] (see also Avena,
den Hollander, and Redig [7], Avena, dos Santos, and Völlering [13] and dos Santos [104]).
Focusing on the nearest neighbour model, under a proper space-time rescaling in which the
exclusion process is speeded up compared to the random walk, [11] prove a hydrodynamic
limit theorem for the corresponding ESRW-process and derive a differential equation describ-
ing the macroscopic evolution of the random walk. Expanding on this, [12] prove a joint path
LDP. For the same model, assuming the random walk and the exclusion process evolve at the
same time-scale, and without taking the hydrodynamic limit, [77] provide an annealed FCLT
in regimes where the evolution of the dynamics is either very slow or very fast compared to
that of the random walk and the random walk satisfy certain drift assumptions.
A similar model is studied by Hilário, den Hollander, Sidoravicius, dos Santos, and Teix-
eira [71] (see also den Hollander, Kesten, and Sidoravicius [74]). They consider a nearest
neighbour random walk in a one-dimensional dynamic random environment consisting of a
collection of independent particles performing simple symmetric random walks. Initialising
the dynamic random environment from a Poisson equilibrium with density ρ ∈ (0,∞), they
prove a SLLN, an annealed FCLT and large deviation bounds, provided ρ is large enough.
The proof of this rely on the construction and control of a renewal structure for the ran-
dom walk trajectory and a multi-scale renormalisation scheme. Firstly, the renormalisation
scheme is used to show that the random walk moves at a strictly positive speed. Secondly,
as a consequence of this ballistic behaviour, the renewal structure is used to show that the
random walk trajectory is sufficiently independent on large time scales. An extension of this
work to general dimensions is in preparation.
Recently, a random walk on the East model has been considered in Avena, Blondel, and
Faggionato [10]. In a perturbative regime, they study the asymptotic velocity and density
profile for the ESRW-process. The perturbation is related to a more general theory developed
in Avena, Blondel, and Faggionato [9] for random walks on a dynamic random environment
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satisfying a spectral gap. Under certain assumptions, they obtain, among others, the annealed
FCLT and information about the invariant measure of the ESRW-process.
There has also been work on more general RWDRE models with poorly mixing dynamics
which, however, require other (strong) properties of either the dynamics or the random walk.
Besides the work of [9] mentioned above, we note Orenshtein and dos Santos [92], who
proved the trichotomy between transience to the right, transience to the left and recurrence
for a class of one-dimensional nearest neighbour RWDRE models under fairly general as-
sumptions. We also mention the work of Deuschel, Guo, and Ramirez [50], who treated RW-
DRE models with balanced transition kernels, and Andres, Chiarini, Deuschel, and Slowik
[3], who treated dynamic random conductance models, both proving a quenched FCLT. In
both of these works minimal mixing assumptions are required, allowing for general dynam-
ics with slow and non-uniform mixing properties. On the other hand, the strong assumptions
on the transition kernels, as seen from (1.2.2) and (1.2.3), make both of these two cases rather
special.
In the following section, we introduce a particular example of a dynamic random environ-
ment having non-uniform mixing properties, namely, the contact process. This model plays
an important role in this thesis and is therefore treated separately.
1.4 The contact process as dynamic random
environment
The contact process
The contact process is one of the basic examples of a dynamic random environment with a
non-trivial spatial and temporal correlation structure. Given λ ∈ (0,∞), the contact process
(ηt) on Zd with parameter λ is the continuous-time interacting particle system on {0, 1}Z
d
with local transition rates given by
η → ηx at rate
{
1, if η(x) = 1,
λ
∑




y∼x denotes summation over nearest neighbours and ηx is defined by ηx(y) = η(y)
for y 6= x, and ηx(x) = 1− η(x).
The contact process was introduced by Harris [70] in 1974 as a toy model for the spread of
an infection in a population. With this interpretation in mind, λ is often referred to as the
“infection” parameter and a site is said to be infected at time t if ηt(x) = 1, and otherwise it
is said to be healthy. Thus, by (1.4.1), a site x ∈ Zd becomes healthy at rate 1, independently
of the other sites, and it becomes infected at a rate proportional to the number of infected
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neighbours it has. A central question is whether the set of infections “survives” with positive
probability or eventually dies out, i.e., all sites become healthy.
The “healthy configuration” where all sites are equal to 0, denoted by 0̄, is trivially an absorb-
ing state for the contact process. On the other hand, starting from the full configuration where
all sites are initially infected, the contact process evolves towards an equilibrium measure ν̄λ,
called the upper invariant measure.
A basic property of the contact process is that it undergoes a phase transition. That is, there is
a critical threshold λc ∈ (0,∞), depending on the dimension d, such that ν̄λ = δ0̄ whenever
λ < λc and ν̄λ 6= δ0̄ for all λ > λc. Here, δ0̄ denotes the measure which concentrates on
0̄ ∈ Ω. Since the work of Bezuidenhout and Grimmett [30], it is known that ν̄λc = δ0̄.
Furthermore, it is known that ν̄λc and δ0̄ are the only extremal measures for the contact
process and there is a complete understanding of the convergence towards mixtures of them
(known as the complete convergence theorem).
For the same reason why the contact process undergoes a phase transition, the contact process
is not cone mixing. Indeed, if at time zero there are no infections in the box[−t2, t2] ∩ Zd,
then, for large t, there will typically be no infections near the tip of Cθt as well. In particular,
the evolution of the process depends crucially on the starting configuration and does not
satisfy the uniform bounds of (1.3.1) and of (1.3.2).
Random walks on the contact process
Random walks on the contact process have been studied by several authors, in particular via
the right-most particle process on Z; see e.g. Durrett [56].
Closer to the context considered in this thesis is the work of den Hollander and dos Santos
[72], who study a nearest neighbour random walk on the one-dimensional contact process.
Combining monotonicity properties of the contact process and the random walk they proved
a SLLN throughout the supercritical regime. Furthermore, in a perturbative regime, by con-
structing a renewal process, they proved an annealed FCLT and large deviation estimates.
The CLT of den Hollander and dos Santos [72] was extended in Mountford and Vares [91]
to hold throughout the supercritical regime and for finite range random walks with finite
dependence. The approach in [91] is by a multi-scale renormalisation scheme, which is used
to approximate certain regeneration times, and appears to be rather general. However, in
their paper, they restrict to random walks on Z.
Further properties of random walks on the contact process follow from works by others un-
der additional assumptions. For instance, in [50] and in [3], the random walk is proven to
satisfy a quenched FCLT when the random walk is assumed to be balanced or to be given by
a dynamic conductance model, respectively. We also mention a related model of a random
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walk on the time-reversed (discrete-time) contact process. Motivated by biological appli-
cations, this model has recently been studied by Birkner, Černý, and Depperschmidt [32]
(see also Birkner, Černý, Depperschmidt, and Gantert [31] and Miller [90]). Under certain
assumptions, via a renormalisation argument and the control of a certain regeneration time,
they obtain the SLLN and the annealed FCLT for the random walk.
Several chapters of this thesis are devoted to the study of random walks on the contact pro-
cess, as also briefly described in Section 1.5.
1.5 Overview of the thesis
In this section we give a brief description of each of the forthcoming chapters.
Chapter 2
In this chapter, we study a class of continuous-time random walks on a dynamic random
environment on Zd, d ≥ 1, having two different transition kernels. By a coupling argument,
and assuming certain monotonicity properties of the environment, we are able to prove a
SLLN under general assumptions on the transition kernels. In particular, we provide new
knowledge for a class of dynamic random environments having a non-trivial spatial and
temporal correlation structure.
For this, we assume that the dynamics are given by an interacting particle system with single-
spin space E = {0, 1} and that the jump probabilities of the random walk only depend on
the environment exactly at the location of the random walk.
By a particular coupling construction, we show that the total number of 1’s the random walk
observes at its jump times is a monotone function of the environment. Combing this with
the Markovian property of the environment, by applying the sub-additive ergodic theorem,
we obtain a SLLN for the random walk when the environment is additive and attractive and
started from a configuration where all sites have the same value. By a different coupling
argument, we show how to relax the assumption on the starting configuration under certain
mixing conditions. Our approach also yields estimates of large deviations for the random
walk, in particular, under a uniform mixing assumption.
As an example, we consider the random walk on the contact process, for which we obtain
a law of large numbers in arbitrary dimension throughout the supercritical regime when the
process is started from the upper invariant measure. This provides an extension of the SLLN
in [72]. For this model, further properties about the speed are derived.
This chapter is based on a paper with Markus Heydenreich [27], to appear in Stoch. Proc.
Appl.
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Chapter 3
In this chapter, we provide a new approach for determining limiting properties of random
walks in a dynamic random environment, in particular, about the invariant law of the ESRW-
process. Under general mixing assumptions, we prove the existence of an invariant measure
making the ESRW-process ergodic, and show that it is mutually absolute continuous with
respect to the law of the random environment in the forward half-space H. Our mixing
assumptions are considerably weaker than the uniform mixing conditions present in the lit-
erature and do not require the environment to be Markovian.
For instance, we show that the random walk satisfies the SLLN under the assumption that it








|P(B | A)− P(B)| = 0.
Here Γ contains the set of all paths of finite length, starting at (o, 0) and directed “backwards
in time” with jumps bounded by the jump size of the random walk, and Fγ is the σ-algebra
generated by the cylinder events along γ ∈ Γ. This should be compared with the cone mixing
condition; see (1.3.1).
Further applications of our theory include a quenched CLT based on [53], which relaxes the
mixing requirements.
An important feature of our approach is that it can also be applied to dynamics with non-
uniform mixing properties. As examples we include an environment given by Ornstein-
Uhlenbeck processes and the contact process.
The key observation in this work is an expansion of the ESRW-process. This expansion
enables us to separate the contribution of the random environment to the law of the ESRW-
process from that of the transition probabilities of the random walk. Using this expansion,
we also give sufficient criteria for stability under perturbations of the environment or the
transition kernel of the random walk. Under a strong uniform mixing assumption, we obtain
uniform control on the Radon-Nikodym derivative of the law of the ESRW-process with
respect to the environment, irrespective of the choice of the jump kernel of the random walk.
This chapter is based on a paper with Florian Völlering [28], which has been submitted.
Chapter 4
In this chapter, we continue the study of the ESRW-process, focusing on a RWDRE model
where the dynamics is given by the contact process. We consider two parameters for our
model: the infection rate λ of the contact process and the jump rate of the random walk,
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denoted by γ. We prove that, when either λ is large or γ is small, the ESRW-process has
(at most) two extremal invariant measures. Moreover, the convergence to these extremal
measures is characterised by whether the contact process survives or dies out, similar to
the complete convergence theorem known for the ordinary contact process. Using this, we
furthermore provide a law of large numbers for the random walk.
Our arguments apply to the processes considered on Zd, d ≥ 1, and under general assump-
tions on the jump probabilities of the random walk.
This chapter is based on a paper, [26], which has been submitted.
Chapter 5
In the last chapter, we focus on the contact process in the supercritical regime, in particular,
when initialised from the upper invariant measure. Liggett and Steif [85] proved that, for the
supercritical contact process on certain graphs, the upper invariant measure stochastically
dominates an i.i.d. Bernoulli product measure. In particular, they proved this for Zd and (for
infection rate sufficiently large) d-ary homogeneous trees Td.
We prove some space-time versions of their results. We do this by combining their methods
with specific properties of the contact process and general correlation inequalities.
One of our main results concerns the contact process on Td with d ≥ 2. We show that,
for large infection rate, there exists a subset V of the vertices of Td, containing a “positive
fraction” of all the vertices of Td, such that the following holds: The contact process on Td
observed on V stochastically dominates an independent spin-flip process. (This is known to
be false for the contact process on graphs having subexponential growth.)
We further prove that the supercritical contact process on Zd observed on certain d-dimensional
space-time slabs stochastically dominates an i.i.d. Bernoulli product measure, from which we
conclude strong mixing properties important in the study of certain random walks in random
environment.
This chapter is based on a paper with Jacob van den Berg, [19], which has been submitted.
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Law of large numbers for random
walks on attractive spin-flip
dynamics
This chapter is based on a paper with Markus Heydenreich, [27], to appear in Stoch. Proc.
Appl.
Abstract
We prove a law of large numbers for certain random walks on certain attractive dynamic
random environments when initialised from all sites equal to the same state. This result
applies to random walks on Zd with d ≥ 1. We further provide sufficient mixing conditions
under which the assumption on the initial state can be relaxed, and obtain estimates on the
large deviation behaviour of the random walk.
As prime example we study the random walk on the contact process, for which we obtain
a law of large numbers in arbitrary dimension. For this model, further properties about the
speed are derived.
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2.1 Introduction and main results
2.1.1 Background and outline
Random walks in random environment (RWRE) gained much interest throughout the last
decades. Such models serve as natural extensions of the classical random walk model and
have broad applications in physics, chemistry and biology.
RWRE models show significantly different behaviours than the simple random walk model.
This was already observed in one of the first models studied, Solomon [106], where it was
shown that the random walk can behave sub-ballistically. Non-Gaussian scaling limits were
established for the same model in Kesten, Kozlov, and Spitzer [79] and Sinaı̆ [105]. These
characteristics are due to trapping phenomena.
RWRE models on Z are by now well understood in great generality whenever the environ-
ment is static, i.e. it does not change with time. On the other hand, for RWRE models on Zd,
d ≥ 2, the analysis of trapping phenomena becomes much more delicate and less is known.
See for instance Zeitouni [113] or Sznitman [108] for an overview of results, and Drewitz
and Ramírez [54] for a monograph with focus on recent developments.
In the last decade, much focus has been devoted to models where the random environment
evolves with time, i.e. random walks in dynamic random environments (RWDRE). It is be-
lieved that the extent to which trapping phenomena occur for RWDRE models depends on
the correlation structure of the dynamics.
At a rigorous level, it is known to great generality that RWDRE models scale diffusively
when the environment is only weakly correlated in space-time; see for instance Redig and
Völlering [100]. These results are not restricted to random walks on Z, but are valid in
any dimension. Here weakly correlated essentially means that the environment becomes
approximately independent of its starting configuration within a space-time cone, also known
as cone mixing environment.
Little is known at a general level when the environment has a non-uniform correlation struc-
ture, though trapping phenomena are conjectured to occur for some specific models (Avena
and Thomann [6]). Avena, den Hollander, and Redig [7] have shown rigorously that a ran-
dom walk on the one-dimensional exclusion process exhibits trapping phenomena at the level
of large deviations under drift assumptions. On the other hand, several other models with a
non-uniform correlation structure have been shown to possess diffusive scaling limits, for
example Avena, dos Santos, and Völlering [13], Hilário, den Hollander, Sidoravicius, dos
Santos, and Teixeira [71], den Hollander and dos Santos [72], Huveneers and Simenhaus
[77] and Mountford and Vares [91].
In this paper we present a strong law of large numbers (SLLN) for random walks on certain
attractive (or monotone) interacting particle system (IPS). For this, restrictions on both the
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random walk and the IPS are required. In particular, we assume that the sites of the IPS take
values 0 or 1 and that the IPS has a graphical representation coupling which is monotone
with respect to the initial configuration. One class of IPS satisfying the latter assumption are
additive and attractive spin-flip systems.
The SLLN is obtained when the IPS is initialised at time 0 from a configuration where all
sites have the same value, assuming in addition that the jump transitions of the random walk
only depend on the state of the IPS at the position of the random walk. Under certain mixing
conditions, we are able to relax the restriction on the starting configuration.
An important feature of the SLLN is that it does not rely directly on the correlation structure
of the environment, but rather assumes monotonicity. In particular, the SLLN applies to a
large class of models with non-uniform correlation structure not previously considered in the
literature. Furthermore, the SLLN applies to random walks on Zd for any d ≥ 1 and is not
restricted to nearest neighbour jumps.
We also provide large deviation estimates for the random walk. In particular, we show that
no trapping phenomena occur for our model at the level of large deviations throughout the
cone mixing regime.
The supercritical contact process is an example of an IPS satisfying the above requirements
and having non-uniform correlation structure. For the random walk on this process, we prove
the SLLN throughout the supercritical regime when started from the upper invariant measure
(as well as many other initial configurations). Further properties about the speed are also
derived. These results extend upon the SLLN obtained in [72] beyond the one-dimensional
nearest-neighbour setting.
Outline
The rest of the paper is organised as follows. In the next subsection we give a precise def-
inition of our model and in Subsection 2.1.3 we present our main results. Subsection 2.1.4
contains a discussion of related literature. Section 2.2 is devoted to a particular coupling
construction of the environment and the random walk, yielding a monotonicity property, im-
portant for our results. In Section 2.3 we present the proofs of our main theorems for general
attractive environments. Section 2.4 is devoted to the special case of a random walk on the
contact process.
2.1.2 The model
We first introduce the environment. For this, let d ≥ 1 and denote by Ω = {0, 1}Zd the
configuration space and by DΩ[0,∞) the corresponding path space, that is, the set of càdlàg
functions on [0,∞) taking values in Ω.
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As the environment we consider an IPS, ξ = (ξt)t≥0, such that ξt =
{
ξt(x) : x ∈ Zd
}
is in
Ω, t ∈ [0,∞), and ξ ∈ DΩ[0,∞). The process ξ starting from ξ0 = η is denoted by ξη and
its law is given by P η. When ξ0 is drawn from µ ∈ P(Ω), the set of probability measures on





We assume throughout that ξ is translation invariant, that is,
P η(θxξt ∈ ·) = P θxη(ξt ∈ ·) (2.1.1)
with θx denoting the shift operator θxη(y) = η(y − x), η ∈ Ω.
Further, to the configuration space Ω we associate the partial ordering such that ξ ≤ η with
ξ, η ∈ Ω if and only if ξ(x) ≤ η(x) for all x ∈ Zd. A function f : Ω→ R is called increasing
if ξ ≤ η implies f(ξ) ≤ f(η). For two measures µ1, µ2 ∈ P(Ω), µ2 stochastically dominates






for all increasing continuous functions f on Ω. We denote by δ0̄, δ1̄ ∈ P(Ω) the extremal
measures which put all their weight on the configurations 1̄ and 0̄, respectively, where ī(x) =
i for all x ∈ Zd, i ∈ {0, 1}. Obviously, it holds that δ0̄ ≤ δ1̄.
For a fixed realisation of (ξt)t≥0, let (Wt)t≥0 be the time-inhomogeneous Markov process on
Zd that, givenWt = x, jumps to x+z at rate α(ξt(x), z) for some function α : {0, 1}×Zd →
[0,∞). We call this process the random walk. Further, we assume throughout that
γ := max
i∈{0,1}
α(i, o) + ∑
z∈Zd
‖ z ‖1 α(i, z)
 <∞, (2.1.2)
where o ∈ Zd denotes the origin. Thus, the speed of the simple random walk seeing only




α(i, z)z, i ∈ {0, 1}. (2.1.3)











α(i, z) ‖ z ‖21
 <∞
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α(i, z) exp (ε ‖ z ‖1)
 <∞, for all 0 < ε < κ.
Lastly, for ξ ∈ DΩ[0,∞) and x ∈ Zd, let Pξx denote the law of (Wt) starting from W0 = x







General IPS can formally be constructed by defining a generator, see Liggett [82, Chapter
I.1-3]. Alternatively, one can describe an IPS via a countable set of Poisson processes I,
yielding a more probabilistic description, see Durrett [55]. The probabilistic construction
has the advantage that it yields a natural coupling, denoted by P̂ , of the dynamics starting
from any configuration on a joint probability space. For many interacting particle systems
this coupling can be constructed explicitly and is known as the graphical representation.
Important to our approach is the existence of such a coupling P̂ of the dynamic environment
ξ which satisfies the following monotonicity property,
P̂ (ξηt ≤ ξωt , ∀t > 0 and η, ω ∈ Ω satisfying η ≤ ω) = 1. (2.1.4)
A coupling P̂ satisfying (2.1.4) is said to be an attractive graphical representation coupling.
Theorem 2.1.1 (Strong law of large numbers). Assume that ξ has an attractive graphical





Wt = ρiu1 + (1− ρi)u0, Pδī,o-a.s. and in L
1. (2.1.5)
Note that Theorem 2.1.1 does not require (Wt) to be elliptic nor set restrictions on finite
range jump transitions, technical assumptions often present in the literature. Further, Durrett
[55, Theorem 2.5] yields a large class of IPS with spin-flip dynamics having an attractive
graphical representation coupling to which Theorem 2.1.1 applies.
The proof of Theorem 2.1.1 makes use of a particular coupling construction of the random
walk together with the sub-additive ergodic theorem. The coupling construction (given in
Section 2.2) enables us to transfer monotonicity properties of the environment to a functional
of (Wt). Informally, this functional counts the number of occupied sites the random walk
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observes at its jump times, as a function of time. The monotonicity property of this functional
together with the graphical representation of the environment naturally leads to a sub-additive
structure which we use to obtain a SLLN by employing the sub-additive ergodic theorem
(with limit equal to ρi as in (2.1.5)). This is the content of Theorem 2.3.2 below. As a last
step, the SLLN in Theorem 2.3.2 is transferred into a SLLN for (Wt), whose proof is given
in Section 2.3.1.
The restriction to the extremal starting configurations in Theorem 2.1.1 can in many cases be
relaxed. For m > 0, let
Vm := {(x, t) ∈ Zd × [0,∞) : ‖x ‖1 < mt} (2.1.6)
be a cone of inclination m opening upwards in space-time. Let (ξt) be an IPS with an




i (η, T ) := P̂
(
∃(x, t) ∈ Vm ∩ Zd × [T,∞) : ξηt (x) 6= ξ īt(x)
)
.





1 (0̄, T ) = 0, ∀m ∈ [0,∞). (2.1.7)
Further, denote by ν̄0, ν̄1 ∈ P(Ω) the “lower” and “upper” invariant measures to which (ηt)
converges when initialised from 0̄ and 1̄ respectively. That is, ν̄0 = limt→∞ P 0̄(ξt ∈ ·) and
ν̄1 = limt→∞ P 1̄(ξt ∈ ·). These limits exist and are invariant under (ξt) (see [82, Theorem
III.2.3]). Lastly, recalling (2.1.3), we denote the convex hull of u0 and u1 by
U(u0, u1) := conv (u0, u1) .
Theorem 2.1.2. Assume that ξ has an attractive graphical representation coupling. Let





i (η, T ) = 0, for ν̄i − a.e. η ∈ Ω. (2.1.8)





Wt = ρiu1 + (1− ρi)u0 Pν,o-a.s. and in L1.
Theorem 2.1.2 relaxes the assumption on the starting configuration in Theorem 2.1.1. Note
that (2.1.8) is weaker than cone mixing (in the sense of (2.1.7)) and applies to IPS with
non-uniform correlation structure. The proof of Theorem 2.1.2 uses a different coupling
construction than that needed for the proof of Theorem 2.1.1 and is given in Section 2.3.2.
From the proof of Theorem 2.1.1, we also obtain certain large deviation estimates. These are
presented in Section 2.3.3. In particular, we have the following theorem.
24
2.1 Introduction and main results
Theorem 2.1.3 (Large deviation estimates). Assume that ξ has an attractive graphical rep-
resentation coupling. Further, assume ρ0 = ρ1 =: ρ (with ρ0 and ρ1 as in Theorem 2.1.1).
Consequently, (Wt) satisfies (2.1.5) Pµ,o-a.s with limiting speed v := ρu1 + (1 − ρ)u0, ir-
respectively of µ ∈ P(Ω). If, in addition, (Wt) has finite exponential moments, then for any
ε > 0 there exists C(ε) > 0 such that
Pµ,o (‖Wt − tv ‖1 > εt) ≤ exp (−C(ε)t) , for all µ ∈ P(Ω).
The proof of Theorem 2.1.3 is given in Section 2.3.3, where we also prove some additional
large deviation properties. The key observation for the proof is that the sub-additive structure
obtained for the functional used in the proof of Theorem 2.1.1 yields one-sided large devi-
ations estimates for this functional. The assumption that ρ0 = ρ1 implies two-sided large
deviation estimates, however, for the same functional. An additional argument is needed in
order to conclude large deviation estimates for (Wt). For this, we use the assumption that
(Wt) has finite exponential moments.
Random walk on the contact process
One classical IPS having an attractive graphical representation coupling is the contact process
ξ = (ξt)t≥0. Given λ ∈ (0,∞), the contact process on Zd with “infection rate” λ is defined
via its local transition rates, which are given by
η → ηx with rate
{
1, if η(x) = 1,
λ
∑
x∼y η(y), if η(x) = 0.
Here, ηx is defined by ηx(y) := η(y) for y 6= x, and ηx(x) := 1− η(x), and
∑
x∼y denotes
the sum over nearest neighbours.
Much is known about the contact process; see [83, Chapter 1] for a thorough introduction.
In particular, the empty configuration 0̄ is an absorbing state for the contact process. On
the other hand, starting from the full configuration 1̄, the contact process evolves towards
an equilibrium measure ν̄λ, called the “upper invariant measure”, which is stationary and
ergodic with respect to (ξt). Further, there is a critical threshold λc(d) ∈ (0,∞), depending
on the dimension d, such that ν̄λ = δ0̄ for λ ∈ (0, λc(d)] and, for all λ ∈ (λc(d),∞), we
have ν̄λ(η(o) = 1) > 0. In particular, for λ > λc(d), the contact process does not satisfy
(2.1.7).
Theorem 2.1.4. Consider the contact process on Zd, d ≥ 1, and infection rate λ ∈ (λc(d),∞).





Wt = u1ρ+ (1− ρ)u0 Pν,o-a.s. and in L1. (2.1.9)
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b) The function ρ : (λc(d),∞)→ [0, 1], λ 7→ ρ(λ), is non-decreasing and right-continuous
in λ. Moreover, if (Wt) has finite second moments, then
ρ(λ) ∈ (0, 1) and lim
λ→∞
ρ(λ) = 1. (2.1.10)
Theorem 2.1.4 extends the law of large numbers of [72], obtained for the nearest neighbour
random walk on the supercritical contact process on Z, to higher dimensions and beyond the
nearest neighbour assumption.
Concerning the proof of Theorem 2.1.4, note that a) follows immediately from Theorem
2.1.1 and the graphical representation coupling of the contact process when started from 1̄.
To extend this to any measure stochastically dominated by ν̄λ, we prove that the contact
process satisfies (2.1.8).
The function ρ(·) in Theorem 2.1.4b) is the same functional as considered in the proof of
Theorem 2.1.1. That this is non-decreasing and right-continuous is not difficult to show and
follows by monotonicity considerations. Most of the proof of Theorem 2.1.4b) goes about
showing that (2.1.10) holds. Note that this result implies that the SLLN in (2.1.9) is non-
trivial in the sense that the speed of (Wt) is neither u0 nor u1. For the proof of (2.1.10), we
treat the two cases d = 1 and d ≥ 2 separately. For d = 1 we extend an argument of [72]
beyond nearest neighbour jumps. For d ≥ 2 we use that the supercritical contact process
survives in certain (tilted) space-time slabs together with the monotonicity properties of ρ(·).
Section 2.4 is dedicated to the proof of Theorem 2.1.4.
2.1.4 Discussion
1. The SLLN for random walks on a 2-state IPS has been proven earlier by Avena, den
Hollander, and Redig [8] under strong mixing assumptions on the environment, known
as cone mixing. This has been extended to more general IPS by Redig and Völlering
[100], however, still under a uniform mixing assumption similar to cone mixing.
Theorem 2.1.1 in this paper yields an extension of the SLLN in [8] to random walks
on IPS which are not cone mixing, but satisfy a monotonicity property. Indeed, in-
stead of cone mixing, we assume that the IPS has an attractive graphical representation
coupling and is started from a configuration where all sites are equal. Theorem 2.1.2
present sufficient mixing conditions for relaxing the restriction on the starting config-
uration.
Contrary to [8] and [100], it is essential to the proof of Theorem 2.1.1 that the random
walk only has two transition kernels. That is, at jump times, the random walk chooses
one among two transition kernels, depending on the environment. It is not clear how
to extend our argument to random walks having more than two transition kernels. In
fact, there are examples showing that the monotonicity property crucial to our proof
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(see Lemma 2.2.1) does not always hold for such systems already when the random
walk depends on three states; see Holmes and Salisbury [76].
2. Important to the proof of Theorem 2.1.1 is the fact that a certain functional of the
environment ξ and (Wt) is monotone in ξ. This functional counts, as a function of
time, the number of occupied sites the random walk observes at the jump times of
the random walk (see Section 2.2.1 for a definition). The monotonicity property of
this functional is proven in Lemma 2.2.1. We note that this property has earlier been
exploited by Holmes and Salisbury [76] to study monotonicity properties of random
walks on i.i.d. static 2-state random environments.
In several recent works on nearest neighbour RWDRE on Z, e.g. Hilário, den Hollan-
der, Sidoravicius, dos Santos, and Teixeira [71] and Huveneers and Simenhaus [77],
monotonicity properties of the random walk have played an important role. Lemma
2.2.1 seems useful in order to extend their results to random walks on Zd with more
general transition kernels.
3. In Peres, Popov, and Sousi [93], sufficient conditions for general RWRE models to be
transient were proven. In particular, [93, Proposition 1.4] implies that (Wt), as studied
in this paper, is transient if it is elliptic and d ≥ 5. If u1 = u0 = 0, and under weak
moment assumptions, ([93, Theorem 1.2]) yields that (Wt) is transient when d ≥ 3.
4. Theorem 2.1.2 can be extended to hold for measures different from ν̄0 and ν̄1, see the
remark at the end of Section 2.3.2. In particular, the statement of Theorem 2.1.2 holds
if (Wt) is elliptic and the dynamic environment is initialised from a measure µ ∈ P(Ω)
which satisfies (2.1.8) (with µ replacing ν̄i). As an example, the contact process started
from any measure µ stochastically dominating a non-trivial Bernoulli product measure
satisfies (2.1.8) with i = 1, as follows from the proof of Theorem 2.1.4a).
5. Large deviation estimates, such as those obtained in Theorem 2.1.3, have previously
been obtained in Avena, den Hollander, and Redig [7] and Redig and Völlering [99].
In [99], explicit estimates are derived, but under strong mixing assumptions. Closest to
this paper is [7], where an annealed as well as a quenched large deviation principle is
derived, however, restricted to nearest neighbour random walks on attractive spin-flip
dynamics on Z. Note that, Theorem 2.1.3 extends the estimates in [7, Proposition 2.5]
to hold throughout the cone mixing regime and for random walks on Zd with d ≥ 1.
6. The proof of Theorem 2.1.4b) can be adapted to more general dynamics such as general
additive and attractive spin-flip systems in the supercritical regime. At least when
d ≥ 2, our proof seems to transfer to this case using that such processes also survives
in (tilted) space-time slabs, as shown in Bezuidenhout and Gray [29].
Non-triviality of the speed for RWDRE as in Theorem 2.1.4b) has previously been
proven by dos Santos [104] for a random walk on the exclusion process, by employing
multi-scale arguments. This argument can perhaps be adapted to yield a different proof
of ρ(λ) ∈ (0, 1) for the random walk on the contact process.
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2.2 Construction
2.2.1 Coupling construction of the random walk
In this section, we describe a particular coupling construction of the random walk. This
construction is at the heart of the argument for the proof of Theorem 2.1.1, as it yields an
important monotonicity property; see Lemma 2.2.1 below.
To construct the evolution of the random walk, let (Nt) be a Poisson jump process with jump
rate γ ∈ (0,∞) and with inverse process (Jk)k≥0. We call these times the jump times of the
random walk. Essential to our approach and for the proof of Theorem 2.1.1 is the introduction
of two independent sequences of i.i.d. UNIF[0,1] random variables, O = (Oj)j≥1 and V =
(Vj)j≥1. Here O stands for occupied, whereas V stands for vacant.
Given α = (α(i, z))i∈{0,1},z∈Zd as introduced in (2.1.2), enumerate Zd = {z1, z2, . . .} and











α(0, zj), n,m ∈ N .
For convenience, we shall assume that the maximum in (2.1.2) is attained by both α(1, ·) and
α(0, ·) by adapting the values for α(0, o) and α(1, o) appropriately. Note that this does not






Given a fixed environment (ξt)t≥0 we next define the discrete-time random walk S =
(Sk)k∈N. For this, we also introduce the functional (ρ(k, ξ))k∈N, taking values in N. Let
S0 = o and ρ(0, ξ) = 0 and, given Sk and ρ(k, ξ), define Sk+1 and ρ(k + 1) iteratively by
ρ(k + 1, ξ) = ρ(k, ξ) + ξJk(Sk)
and









Note that, in (2.2.1), since (ξt) is càdlàg and independent of (Jk)k≥0, we have that ξJ−
k
(Sk)




ξJi(Si), k ∈ N,
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counts the number of occupied sites the (discrete-time) random walk (Sk) has observed at the
first k jump times. The (continuous-time) random walk (Wt) with transition kernels α(i, ·),
i ∈ {0, 1}, is obtained by setting Wt = SNt , as follows by the construction, using that (ξt)




ρ(Nt, ξ), t ∈ [0,∞).
2.2.2 Generalisation of the coupling construction
In the proof of Theorem 2.1.4b) in Section 2.4.3 we carry out a domination argument. For
this purpose, we consider a generalisation of the construction in Section 2.2.1. For any
t ∈ [0,∞), denote by ξ[0,t] the space-time environment from time 0 to time t. Further-
more, consider a family of Boolean functions (fk), measurable with respect to the σ-algebra
σ(ξ[0,Jk], N,O, V ). The construction in Section 2.2.1 can then be generalised in the same
manner by setting S0 = 0 and ρ(d)(0, ξ) = 0, and iteratively,
ρ(d)(k + 1, ξ) = fk+1 + ρ(d)(k, ξ)








Thus, in this more general setup, ρ(d)(k, ξ) =
∑k−1
i=0 fi, k ∈ N. Note that, we recover (2.2.1)
when fk = ξJk(Sk). In Section 2.4.3, we consider cases where fk = 1RkξJk(Sk) for some
event Rk ∈ σ(ξ[0,Jk], N,O, V ), for which we readily see that ρ(d)(k, ξ) ≤ ρ(k, ξ).
2.2.3 Monotonicity
The construction in the previous two subsections provides us with a coupling that keeps track
of the number of occupied sites the random walk has observed at any given time. The key
property of the coupling construction in Subsection 2.2.1 is a monotonicity property, which
we state next. For this, denote the elements of DΩ[0,∞) by (ηt)t≥0 and write (ηt)t≥0 ≤
(ωt)t≥0 if ηt(x) ≤ ωt(x) for all x ∈ Zd and t ∈ [0,∞).
Lemma 2.2.1 (Monotonicity of particle density). For any η = (ηt)t≥0 and ω = (ωt)t≥0
contained in DΩ[0,∞) satisfying (ηt)t≥0 ≤ (ωt)t≥0;
ρs(η) ≤ ρs(ω) ∀ s ∈ [0,∞). (2.2.2)
29
Chapter 2 LLN for RWs on attractive spin-flip dynamics
Proof. Consider two (discrete-time) random walkers (S1n)n≥0 and (S2m)m≥0, both constructed
as in Subsection 2.2.1 using the same realisation of ((Nt), (Ok), (Vk)) and having identical
transition kernels, seeing environment (ηt) and (ωt), respectively. We claim that
ρ(n, η) ≤ ρ(n, ω) for all n ≥ 0. (2.2.3)
To see this, we argue by induction. First note that, by definition, we have that ρ(0, η) =
ρ(0, ω). As the induction hypothesis, we assume that ρ(k, η) ≤ ρ(k, ω) for some k ≥ 0.
In the case that ρ(k, η) < ρ(k, ω), we have ρ(k+1, η) ≤ ρ(k, η)+1 ≤ ρ(k, ω) ≤ ρ(k+1, ω).
Thus, the induction step holds in this case. In the other case, where ρ(k, η) = ρ(k, ω), we
















Since η ≤ ω, it holds that ηJk(S1k) ≤ ωJk(S2k), which in particular implies that ρ(k +
1, η) ≤ ρ(k+ 1, ω). Hence, also the second case satisfy the induction step and consequently
(2.2.3) holds. Finally, by replacing n in (2.2.3) by Nt and multiplying by γ−1, this proves
(2.2.2).
Remark 2.2.1. For any attractive IPS ξ, Lemma 2.2.1 transfers to an almost sure statement
with respect to the annealed measure (and thus also the quenched measure). In this case,
for every µ, ν ∈ P(Ω) with µ ≤ ν there exists a coupling P̂ of Pµ,o, Pν,o and ξ such that
P̂(ρt(ξµ) ≤ ρt(ξν)) = 1. The existence of such a coupling follows by [82, Theorem II.2.4]
and the construction above.
Remark 2.2.2. The coupling construction in Section 2.2.1 for random walks on a dynamic
random environment is to our knowledge new. Apparently the same coupling construction
has previously been used to study monotonicity properties for certain specific random walks
in static random environment by Holmes and Salisbury [76]. Lemma 2.2.1 can be seen as an
immediate extension of [76, Theorem 4.1i)].
Remark 2.2.3. Lemma 2.2.1 can be extended to hold in certain cases under the general con-
struction considered in Section 2.2.2. For this, the functions (fk) need to be monotone in the




2.3.1 Proof of Theorem 2.1.1
In this subsection we first present the proof of Theorem 2.1.1 for the case when the envi-
ronment is started from all sites occupied. Essentially the same proof can be applied to the
case where the environment is started from all sites vacant. We comment at the end of this
subsection on which changes to the proof are necessary for this case.
The main idea is to show that ρt(ξ) is sub-additive, by using that ξ has an attractive graphical
representation coupling and Lemma 2.2.1. Subsequently, the subadditive ergodic theorem
applied to ρt(ξ) yields that t−1ρt(ξ) converges towards a deterministic constant. This, in
turn, identifies the limiting speed.
Let ξ be an IPS with an attractive graphical representation coupling, P̂ , where by I we
denote the corresponding collection of Poisson point processes. In order to formulate the
proof, we have to be more specific about I and write I as a countable set of Poisson point
processes indexed by the lattice Zd, I =
(
(X 1y )y∈Zd , (X 2y )y∈Zd , . . .
)
, where every X iy is an
(independent) Poisson point process on [0,∞). Further, for x ∈ Zd and t ∈ [0,∞) let Θx,t
be the space-time shift operator on the realisations of I:
Θx,t
(




(X 1s+t,y+x), (X 2s+t,y+x), . . .
)
s∈[0,∞),y∈Zd .
For the contact process, the set I as considered in Section 2.4, consists of the Poisson pro-
cesses
{
Hx, Ix,e : x, e ∈ Zd, |e| = 1
}
, and Θx,t shifts crosses and arrows in space by x and
in time by t. Further, in [55, Theorem 2.5], I is the set of birth and death events (which in
[55] are denoted by
{
T y,in : n ≥ 0, y ∈ Zd, i ∈ {0, 1}
}
).
To emphasise the graphical representation, we write ρt(ξ) = ρt(η, I, N,O, V ) for ξ0 = η
and let P̂ denote the joint law of the graphical construction coupling and N,O and V . Note
that, by Lemma 2.2.1 and (2.1.4), for any η ∈ Ω,
ρt(η, I, N,O, V ) ≤ ρt(1̄, I, N,O, V ), P̂− a.s. (2.3.1)
Moreover, let
N (s) = (N (s)t )t≥0 := (Nt+s −Ns)t≥0,
O(s) = (O(s)n )n≥0 := (On+γρs(ξ))n≥0,
V (s) = (V (s)n )n≥0 := (Vn+Ns−γρs(ξ))n≥0.
Similar to Θx,t we introduce the space-time shift θx,t on Ω[0,∞) by
(θx,tξs)s≥0 = (θxξs+t)s≥0
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with space-shift θx introduced in (2.1.1). Next, define the continuous-time process (Xt,s)0≤t≤s
by
Xt,s := ρs−t(1̄,ΘWt,tI, N (t), O(t), V (t)), for 0 ≤ t ≤ s.
Note that, if ξ is such that ξ0 = 1̄, then
X0,s = ρs(1̄, I, N,O, V ) = ρs(ξ), s ∈ [0,∞).
In the next statement and in the proceedings, for µ ∈ P(Ω) and x ∈ Zd, we write P̂µ,x to
emphasise the starting configuration of both ξ and (Wt).
Lemma 2.3.1 (Sub-additivity). The process (Xt,s)0≤t≤s has the following properties.
i) X0,0 = 0 and for all t, s ∈ [0,∞): X0,t+s ≤ X0,t +Xt,t+s.
ii) For all t ∈ (0,∞), (Xt,k+t)k≥1 has the same distribution as (X0,k)k≥1.
iii) For all t ∈ [0,∞), (X(k−1)t,kt)k≥1 is a sequence of i.i.d. random variables.
iv) For all t ∈ [0,∞), the expectation Êδ1̄,o[X0,t] is finite and X0,t ≥ 0.
Proof. Fix t, s ∈ [0,∞) and recall (2.3.1). By the Markov property of the Poisson point
process I, we have that
X0,t+s = ρt+s(1̄, I, N,O, V )
= ρt(1̄, I, N, V,O) + ρ(s, θWt,tξ,ΘWt,tI, N (t), O(t), V (t))
≤ ρt(1̄, I, N,O, V ) + ρ(s, 1̄,ΘWt,tI, N (t), O(t), V (t))
= X0,t +Xt,t+s.
Properties i) and ii) follow from the equality X0,0 = 0, the translation invariance in (2.1.1)
and the equality in distribution X0,s = Xt,t+s. Moreover, iii) follows by the Markov prop-
erty of ξ and the graphical representation. Lastly, property iv) holds trivially, since X0,t is
non-negative by definition and since X0,t ≤ Nt.
Lemma 2.3.1 enables us to prove the SLLN for the process ρt(ξ) when ξ is initialised at time
0 by 1̄, by applying the subadditive ergodic theorem.
Theorem 2.3.2 (Law of large numbers for ρt(ξ)). Assume that ξ has an attractive graphical





ρt(ξ) = ρ1 P̂δ1̄,o-a.s. and in L
1. (2.3.2)
Moreover, ρ1 = inft≥1 t−1Êδ1̄,o(ρt(ξ)).
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Proof. By Lemma 2.3.1 we know that X satisfies property a)-d) of [82, Theorem VII.2.6].
In particular, by the independence property in Lemma 2.3.1iii), the process is stationary and
ergodic. Hence, the conclusion of Theorem 2.3.2 holds when t takes integer values. This can
easily be extended to continuous t. Indeed, for any t ∈ (0,∞) we have that
X0,btc ≤ X0,t ≤ X0,dte. (2.3.3)
In particular, by dividing by t in (2.3.3) and taking t → ∞ (as in (2.3.2)), we conclude the
proof.
We are now in position to present the proof of Theorem 2.1.1.





























+ Nt − ρ(Nt, ξ)
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Wt = ρ1u1 + (1− ρ1)u0 Pδ1̄,o-a.s. and in L
1,
where ρ1 is as in Theorem 2.3.2 and u0, u1 ∈ Rd are as in (2.1.3). This proves Theorem
2.1.1 for the case when the environment is started from all sites equal to 1.
We next comment on the changes necessary in the argument for proving Theorem 2.1.1 when
started from all sites equal to 0. For this case we can define the process (Yt,s)0≤t≤s given by
Yt,s := ρ(s− t, 0̄,ΘWt,tI, N (t), O(t), V (t)) for 0 ≤ t ≤ s.
By the same arguments as in Lemma 2.3.1 we can prove that −Y is a sub-additive process
satisfying property ii) and iii) as in Lemma 2.3.1. Moreover, since Y0,t is dominated by Nt
it follows that Êδ0̄,o[Y0,t] ≤ Êδ0̄,o[Nt] = t. This is sufficient in order to apply [82, Theorem





Wt = ρ0u1 + (1− ρ0)u0 Pδ0̄,o-a.s. and in L
1,
where ρ0 is the limit in Theorem 2.3.2 when P̂δ1̄,o is replaced by P̂δ0̄,o. This completes the
proof of Theorem 2.1.1.
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2.3.2 Proof of Theorem 2.1.2
In this subsection we present the proof of Theorem 2.1.2. The presentation is inspired by the
proof of [72, Proposition 3.3] (see also Remark 3.4 therein), and the proof of Theorem 2.1.2
is an extension of their proof to higher dimensions. We only provide the proof when i = 1.
The proof for the case i = 0 is analogous.
Proof of Theorem 2.1.2. We start with the construction of the random walk. Let U :=
(Uk)k∈N0 be an i.i.d. sequence of UNIF[0, 1] random variables, independent of the jump






















k=0 ξJk(Sk). Clearly W
(U)
t and Wt (as constructed in
Section 2.2.1) are equal in distribution, and similarly for ρ(U)t and ρt, and hence onwards we
do not distinguish them and write Wt and ρt for both processes.
Let N (ν̄1), U (ν̄1) and N (δ1̄), U (δ1̄) be independent copies of U and N and denote by P̂
the joint law of P̂ , N (a), U (a), a ∈ {ν̄1, δ1̄}. Then W (ν̄1) := W (ξ(ν̄1), N (ν̄1), U (ν̄1)) and
ρ(ν̄1) := ρ(ξ(ν̄1), N (ν̄1), U (ν̄1)) under P̂ have the same law asW and ρ under P̂ν̄1,o. Similarly,
W (δ1̄) := W (ξ(δ1̄), N (δ1̄), U (δ1̄)) and ρ(δ1̄) := ρ(ξ(δ1̄), N (δ1̄), U (δ1̄)) have the same law as



















s −N (ν̄1)T otherwise.
It is clear that Ŵ := W (ξ(δ1̄), N̂ , Û) and ρ̂ := ρ(ξ(δ1̄), N̂ , Û) have the same laws as W (δ1̄)
and ρ(δ1̄). Furthermore, N̂ and N (ν̄1) are independent up to time T , and thus the jump times
of W (ν̄1) and Ŵ are independent in the time interval [0, T ]. By construction, for times later
than T , the jumping times of W (ν̄1) and Ŵ are the same.





1 (η, T ) = 0, for ν̄1-a.e. η ∈ Ω. (2.3.4)
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For T ≥ 0, define the event
DT := {(W (ν̄1)t , t) ∈ Vm(1−ε), ∀ t ≥ T}
and let
ΓT := DT ∩ {ξ(ν̄1)s (x) = ξ(δ1̄)s (x), ∀ (x, s) ∈ Vm ∩ Zd × [T,∞)}.






1 (η, T )ν̄1(dη)
)
, by (2.3.4) and sinceU(u0, u1)×
{1/γ} ⊂ Vm(1−ε), it holds that limT→∞ P̂(ΓT ) = 1. Furthermore, by stationarity under ν̄1,















t = ρ1 | N
(ν̄1)
























ΓT | N (ν̄1)T = N̂T = 0
)




limt→∞ t−1ρ(ν̄1)t = ρ1
)
= 1. From this and the monotonicity property obtained
in Lemma 2.2.1, and by arguing as in the proof of Theorem 2.1.1, we conclude the proof.
Remark 2.3.1. The last paragraph of the proof of Theorem 2.1.2 is based on [72, Remark
3.4]. Following the proof of [72, Proposition 3.3], assuming that (Wt) is elliptic, this part
can be extended to hold for any measure µ ∈ P(Ω) for which (2.1.8) holds, with ν̄1 replaced


























T = x | ΓT
)
.











= 1, ∀ x ∈ [−mT,mT ]d. (2.3.5)
To prove the latter equation, use the ellipticity assumption to construct events Ax, x ∈
[−mT,mT ]d, having the following properties: Ax ⊂ {ŴT = x} and Ax is independent
of (ξt) and (W (µ)t ). Conclude (2.3.5) by first conditioning on Ax and then noting that, under
ΓT ∩ {W (µ)T = x} ∩Ax, we can replace {limt→∞ t−1W
(µ)
t } by {limt→∞ t−1Ŵt}.
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2.3.3 Large deviations properties and proof of Theorem 2.1.3
We constructed in Lemma 2.3.1 an independent sub-additive process (Xt,s)0≤t≤s. Such
processes are well known to satisfy large deviation properties, see e.g. Grimmett [65]. In
particular, we have the following large deviation estimates for ρt(ξ).
Theorem 2.3.3 (Large deviation estimates for ρt(ξ)). Assume that ξ has an attractive graph-
ical representation coupling. Then, for any ε > 0, there exists Ri(ε) > 0, i ∈ {0, 1}, such
that
P̂δ1̄,o (ρt(ξ) > t(ρ1 + ε)) ≤ exp (−tR1(ε)) , for all t > 0;
P̂δ0̄,o (ρt(ξ) < t(ρ0 − ε)) ≤ exp (−tR0(ε)) , for all t > 0.
Proof of Theorem 2.3.3. We follow the proof of Theorem 3.2 in [66] and give the proof with
respect to δ1̄ only. The proof with respect to δ0̄ follows analogously. Let ε > 0 and choose








≤ ρ1 + ε. (2.3.6)
We first consider the case when t = rT for some r ∈ N. Using the properties from Lemma
2.3.1, we have
P̂δ1̄,o (X0,t ≥ t(ρ1 + 2ε)) ≤ P̂δ1̄,o (Q1 + · · ·+Qr ≥ t(ρ1 + 2ε)) ,
where Qi = X(i−1)T,iT . Moreover, the Qi’s are i.i.d., and, since Q1 is dominated by a




<∞ for all z ∈ R.
Next, let Zi = Qi − Êδ1̄,o(Qi), and note that (by (2.3.6))
P̂δ1̄,o (Q1 + · · ·+Qr ≥ t(ρ1 + 2ε)) ≤ P̂δ1̄,o (Z1 + · · ·+ Zr ≥ rT ε) .
Further, applying the exponential Chebyshev inequality implies that for each y ≥ 0,














= 0, there exists a constant c = c(1) >




≤ 1 + cy2 for y ∈ [0, 1]. Hence, by setting y = ε2c , for r large,
P̂δ1̄,o (Z1 + · · ·+ Zr ≥ rT ε) ≤ exp
[















This completes the proof for the case when t is a multiple of T .
For general values of t, write t = rT + s, where 0 ≤ s < T , and note that
X0,t ≤ X0,rT +XrT,t,
where the last two variables are independent. Further, notice that we can bound
P̂δ1̄,o (X0,t ≥ t(ρ1 + ε)) ≤ P̂δ1̄,o (X0,rT ≥ t(ρ1 + ε/2)) + P̂δ1̄,o (X0,s ≥ tε/2) .
By using that X0,s ≤
∑dse
k=1X(k−1),k and Markov’s inequality, we obtain that
P̂δ1̄,o(X0,s ≥ tε) ≤ e
−tεÊδ1̄,o(e
X0,1)dse,
which completes the proof since Êδ1̄,o(eX0,1)dse ≤ Êδ1̄,o(eX0,1)dTe <∞.
We continue with the proof of Theorem 2.1.3.










m=1 1[p1(m−1),p1(m))(Oi)zm and Ṽj =
∑∞
n=1 1[p0(n−1),p0(n))(Vj)zn. Let
v = ρu1 + (1− ρ)u0, where ρ := ρ1 (= ρ0 by assumption). Then, for ε > 0 and µ ∈ P(Ω),
we have that






























To conclude the proof it is thus sufficient to show that both the latter terms decay exponen-
tially in t. Since our argument is almost identical for both terms, we only provide the detailed
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where R(δ) := min{R1(γδ), R0(γδ)} > 0. Indeed, the estimates in Theorem 2.3.3 applies
to the process started from µ, since by Lemma 2.2.1, for any µ ∈ P(Ω) and t, s > 0, we
have P̂δ0̄,o (ρt(ξ) ≥ s) ≤ P̂µ,o (ρt(ξ) ≥ s) ≤ P̂δ1̄,o (ρt(ξ) ≥ s) . Further, for any integer

















≥ t( ε2 − ‖u ‖1 δ)
)
.(2.3.8)
Observe that, by taking δ > 0 small enough, we can guarantee that ε2 − ‖u ‖1 δ > 0. In this
case, since (Wt) has finite exponential moments, (2.3.8) is exponentially small (in n, hence
in t) by Cramérs Theorem applied to (Õi). Applying this estimate to (2.3.7), taking δ small,




















completes the proof of the theorem.
2.4 Random walk on the contact process
2.4.1 Preliminaries
A càdlàg version of the contact process can be constructed from a graphical representation in
the following standard way. For this, letH := (H(x))x∈Zd and I := (I(x, e))x,e∈Zd : ‖ e ‖1=1
be two independent collections of i.i.d Poisson processes with rate 1 and λ, respectively. On
Zd×[0,∞), draw the events of H(x) as crosses over x and the events of I(x, e) as arrows
from x to x+ e.
For x, y ∈ Zd and 0 ≤ s ≤ t, we say that (x, s) and (y, t) are connected, written (x, s) ↔
(y, t), if and only if there exists a directed path in Zd×[0,∞) starting at (x, s), ending
at (y, t) and going either forward in time without hitting crosses or “sideways” following
arrows in the prescribed direction. For A ⊂ Zd and s ∈ [0,∞), define the set at time t > s
connected to (A, s) in the graphical representation by
Ct(A, s) := {y ∈ Zd : there exist x ∈ A such that (x, s)↔ (y, t)}.
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WhenA = {x} for some x ∈ Zd, we writeCt(x, s) for simplicity. Note that this construction
allows us to couple copies of the contact processes starting from different configurations. For
each A ⊂ Zd denote by (ξAt )t≥0 the process with initial configuration ξA0 (x) = 1A and, for
all y ∈ Zd and t > 0,
ξAt (y) = 1Ct(A,0)(y).
Let (ξA,λt )t≥0 denote the contact process with starting configuration A ⊂ Zd and infection
parameter λ > 0.
The following monotonicity property is a direct consequence of the graphical construction.
Lemma 2.4.1 (Monotonicity property). The contact process (ξA,λt )t≥0 has an attractive
graphical representation coupling, which is stochastically monotone in A and in λ.
We next recall the self-duality property which is used in the proof of Theorem 2.1.4a) and b).
For this, define the backwards process (ξ̂A,ts )0≤s≤t given A ⊂ Zd and t > 0 by
ξ̂A,ts (x) =
{
1 if there exists y ∈ A such that y ∈ Ct(x, t− s);
0 otherwise.
Then, the distribution of (ξ̂A,ts (x))s≥0 is the same as that of the contact process with the
same initial configuration. Moreover, the backwards process and the contact process satisfy
the duality equation. Namely,
ξAt ∩B 6= ∅ if and only if A ∩ ξ̂
B,t
t 6= ∅, for any A,B ⊂ Zd .
2.4.2 Proof of Theorem 2.1.4a)
Theorem 2.1.4a) for the contact process started from 1̄ is an immediate consequence of The-
orem 2.1.1 and Lemma 2.4.1. We next show how to extend this to all measures stochastically
dominating ν̄λ. The proof goes by showing that (2.1.8) in Theorem 2.1.2 holds. Actually, our
proof of (2.1.8) is more general and applies to the contact process started from any measure
stochastically dominating a non-trivial Bernoulli-product measure. For this, we first state and
prove two lemmas.
Lemma 2.4.2. For λ > λc(d) there exist constants a,C, c > 0 such that for all t > 0,
P̂ (|Ct(o, 0)| ≤ at | Ct(o, 0) 6= ∅) ≤ Ce−ct,
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Let c2 > 0 be the number such that e−c2 = 1/(1+λ), where e−c2 < 1 is the probability that
an occupied site becomes vacant before producing any offsprings. The probability on the left
hand side of (2.4.1) is clearly bounded from below by the probability that |Ct(o, 0)| ≤ at and
each of the particles in Ct(o, 0) dies before producing further offsprings. Since the contact





|Cs(o, 0)| <∞ | Ct(o, 0) 6= ∅
)
≥ P̂ (|Ct(o, 0)| ≤ at | Ct(o, 0) 6= ∅) e−c2at. (2.4.2)
Combining the two bounds (2.4.1) and (2.4.2), we obtain the result for c = c1 − ac2, and
c > 0 if and only if a < c1/c2.
Using the duality property together with Lemma 2.4.2 we obtain the following estimate.
Lemma 2.4.3 (Coupling of the contact process). Let µρ ∈ P(Ω) be the Bernoulli product
measure with density ρ > 0. For the contact process with λ > λc(d), there exist constants





t (o) 6= ξ
(δ1̄)
t (o) for some t ∈ [T, T + 1)
)
≤ Ce−cT . (2.4.3)
Proof. By attractiveness, ξ(µ)T (o) ≤ ξ
(1̄)
T (o) for all µ ∈ P(Ω). In particular, we have that
ξ
(µρ)
T (o) 6= ξ
(1̄)
T (o) if and only if the connected set of the dual process at time T started at











{ĈT (o, T ) 6= ∅} ∩ {ξ
(µρ)




By Lemma 2.4.2 and self-duality of the contact process, we can estimate the size of ĈT (o, T ).















0 (x) = 0 ∀ x ∈ ĈT (o, T ) | |ĈT (o, T ) ∩B(o, rT )| ≥ aT
)
≤ C1e−c1T + C2e−c2T .
Thus, the l.h.s. of (2.4.4) decays exponentially (in T ). To conclude (2.4.3), by the graphical
representation, it is sufficient to control the times at which there is an arrow events I(e, o)
from e ∈ Zd with ‖ e ‖1 = 1. Note that the number of such events is Poisson distributed with





t (o) 6= ξ
(δ1̄)
t (o) for some t ∈ [T, T + 1)
)
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The proof of Theorem 2.1.4a) follows as a consequence of Lemma 2.4.3 and Theorem 2.1.2.
Proof of Theorem 2.1.4a). Let µρ ∈ P(Ω) be a non-trivial Bernoulli product measure, let
m,T ∈ (0,∞) and consider Vm(T ) := Vm ∩
(
Zd×[T, T + 1)
)
with Vm as defined in
(2.1.6). Since the contact process is attractive and translation invariant,
P̂
(








t (o) 6= ξ
(δ1̄)
t (o) for some t ∈ [T, T + 1)
)
.
Hence, by Lemma 2.4.3, for some constant C > 0,
P̂
(












and this vanishes as T → ∞. Hence, since m was arbitrary chosen, the contact process
started from µρ satisfies equation (2.1.8) for any m ∈ [0,∞). Evoking Theorem 2.1.2 this
completes the proof of Theorem 2.1.4a), noting that ν̄λ stochastically dominates a non-trivial
Bernoulli product measure, as shown in [85, Corollary 4.1], and by using Lemma 2.4.1.
2.4.3 Proof of Theorem 2.1.4b)
In the remaining part of this article we present the proof of Theorem 2.1.4b). We start by
showing that ρ(·) is non-decreasing and right-continuous.
Proof of monotonicity and right continuity of λ 7→ ρ(λ). Monotonicity of λ 7→ ρ(λ) follows
directly by the coupling construction in Section 2.2.1 and the graphical representation of the
contact process, Lemma 2.2.1 and Lemma 2.4.1.
For right-continuity, let λ ∈ (0,∞) and denote by ξ(λ) the corresponding contact process.
For T > 0, let







By Theorem 2.3.2, it follows that f(T, λ) ↓ ρ(λ) as T → ∞. Moreover, by Lemma 2.2.1
and Lemma 2.4.1, f(T, λ) is also non-decreasing in λ. Hence, λ 7→ ρ(λ) is right-continuous
as the decreasing limit of non-decreasing continuous functions provided that λ 7→ f(T, λ) is
continuous for any fixed T > 0.
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To see that f(T, λ) is continuous in λ, note first that in order to determine the behaviour
of Wt for t ∈ [0, T ] we only need to consider the contact process in a finite space-time
box. This follows by large deviation estimates on NT and our restriction on the transition
rates, i.e. ‖u0 ‖1 , ‖u1 ‖1 <∞. By the weak law of large numbers, this suffices to conclude
that the probability of the walker escaping a box of size L within time T converges to 0
as L → ∞. Continuity of f(T, λ) now follows by using the graphical representation of
the contact process and standard arguments for functions on the contact process in a finite
space-time region (see e.g. the discussion on page 40 in [83]).
We continue with the proof of (2.1.10). It is not difficult to see that ρ(λ) < 1 for any
λ ∈ (0,∞), since vacant sites appear independently. This was already observed in den
Hollander and dos Santos [72] for d = 1, and their argument transfers directly to higher
dimensions.
However, in order to show that ρ(λ) > 0, the arguments in [72] do not carry over. In brief,
they essentially use that there is a positive density of “waves” of particles moving from the
right to the left in space-time. Using the ordering of Z and monotonicity in the displacement
of a nearest neighbour random walk, the random walk cannot escape less than a positive
proportion of the waves. Due to the one-dimensional nature of this argument it does not
carry over to general dimensions nor does it extend beyond nearest neighbour jumps.
Our proof is based on monotonicity of ρt(ξ). We propose here a simple strategy which also
generalises to many other monotone dynamics. In particular, by applying the theory in [29],
our argument for d ≥ 2 seems to extend to all super-critical additive spin-flip systems. For
dimension d = 1, we use an improved version of the corresponding proof in [72]. For both
the one-dimensional and higher dimensional cases we make use of the general construction
in Section 2.2.2.
Proof of (2.1.10) for d = 1. Let λ > λc(1) and consider the contact process (ξt) on Z with
infection parameter λ and initial configuration drawn according to µ ∈ P(Ω), where µ is the
distribution of
η = η′ · 1(−∞,0), where η′ ∼ ν̄λ.
Further, for 0 ≤ s ≤ t and z ∈ Z, denote by
rs,t(z) := sup{y ∈ Z : ξs(x) = 1 for some x ≤ z and (x, s)↔ (y, t)}
the rightmost site that is occupied at time t by a particle and connected to a site to the left of





r0,t(o) = α Pµ − a.s. (2.4.5)
See [82, Theorem VI.2.19] for a proof of (2.4.5) with respect to P δ1̄ . The extension to Pµ
follows from this statement and standard coupling arguments (e.g. [82, Theorem VI.2.2]).
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(Recall the general construction of (Wt) in Section 2.2.2). We next specify the family of
Boolean functions (fk)k≥0, which is defined by an iterative procedure involving a second
process of elements in Z denoted by (Rk). Assume w.l.o.g. that u0 ≤ 0. Let R0 = r0,J0(o)
be the position of the rightmost particle of the contact process at the first jump time of the
random walk. Recall that S0 = o, and define iteratively for k ≥ 0,
fk :=
{




rJk,Jk+1(Sk) if Sk ≤ Rk;
rJk,Jk+1(Rk) otherwise.
Hence, if r0,J0(o) ≥ 0, then R1 is assigned the position of the rightmost particle which at
time J1 is connected to an occupied site to the left of o at time J0, the first jump time. Further,
in this case, f0 is assigned the value of the contact process at the location of the random walk
at the 1’st jump time. Thus, the random walk “observes” the environment and chooses its
transition kernel accordingly. Otherwise, if r0,J0(o) < 0, R1 is assigned the position of the
rightmost particle which at time J1 is connected to an occupied site to the left of r0,J0(o) at
time J0 and f0 is assigned the value 0. Consequently, for this latter case, the random walk
jumps as if it had observed a vacant site.
For arbitrary k ≥ 0, if Sk ≤ Rk, then Rk+1 is assigned the location of the rightmost site
at the (k + 2)’th jump time which is connected to an occupied site to the left of Sk at the
(k + 1)’th jump time, and in this case fk is assigned the value ξJk(Sk). On the other hand,
if Sk−1 > Rk−1, Rk+1 is a prolongation of Rk and we set fk = 0. By construction,
and using that Z is ordered and the contact process has nearest neighbour interactions, the
following holds: at times k for which Sk ≤ Rk there is a connected path (ωt)0≤t≤Jk such that
ξ0(ω0) = 1, ωl ≤ Sl for all l ≤ k−1 and ωk ≥ Sk. Furthermore, since fk is the product of an
indicator function and ξJk(Sk), we have ρ(1)(k, ξ) ≤ ρ(k, ξ), where ρ(1)(k, ξ) =
∑k−1
i=0 fi
and ρ(k, ξ) is as in Section 2.2.1. By the last observation, in order to prove the first part of





ρ(1)(k, ξ) ≥ ρ(1), P̂µ,o − a.s. (2.4.6)
For this, let T0 = 0 and, for k ≥ 1, let
Tk := inf{n > Tk−1 : Sn−1 ≤ Rn−1}
denote the k’th time that the random walk observes the environment and set
τk := Tk − Tk−1, k ≥ 1.
As noted above, at times Tk, there is a connected path (ωt)0≤t≤Jk such that ξ0(ω0) = 1,
ωl ≤ Sl for all l ≤ k − 1 and ωk ≥ Sk. At such times, the law of (ξJk−1(x))x≤z stochas-
tically dominates ν̄λ, as shown in [72, Lemma 4.1]. Consequently, since τk is decreasing
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with respect to the configuration of the contact process on sites strictly to the left of STk−1 ,
the times (τk)k≥1 are dominated by an i.i.d. sequence of τ0 distributed random variables.
Furthermore, for the same reason, at times Tk, the random walk has a probability of at least
ν̄λ(η(o) = 1) > 0 of observing an occupied site. Thus, the first part of (2.1.10) follows once
we have shown that
Êνλ,o(τ0) <∞. (2.4.7)
For this, note that, since {τ0 ≥ n} = {Sk−1 ≥ Rk−1 for all k ≤ n},
P̂ (τ0 ≥ n) ≤ P̂ (Sn−1 ≥ β(n− 1), τ0 ≥ n) + P̂ (Rn−1 ≤ β(n− 1)) , (2.4.8)
for any β > 0. For any β < α (with α as in (2.4.5)), the rightmost term in (2.4.8) decays
exponentially (in n) due to large deviation estimates for r0,t(o); see [82, Corollary 3.22].
Moreover, for β > 0, the leftmost term of (2.4.8) decays like n−2 as n → ∞. This fol-
lows by applying Chebyshev’s inequality, using that (Wt) has finite second moments, and
since, under τ0 > n, the random walk (Sk)0≤k≤n behaves as a simple random walk in a
0-homogeneous environment. Consequently, by setting 0 < β < α, (2.4.7) holds and this
concludes the first part of (2.1.10).
To conclude the second part of (2.1.10), we note that α = α(λ) in (2.4.5) diverges to ∞
as λ → ∞. In particular, by reasoning as above and choosing β = α/2, we have that
limλ→∞ P̂ (τ0 ≥ 2) = 0. Moreover, since limλ→∞ ν̄λ(η(o) = 1) = 1, it follows that ρ(1) in
(2.4.6) approaches 1 as λ → ∞ from which, by the remark above (2.4.6), we conclude the
proof.
We proceed with the proof of (2.1.10) for the case d ≥ 2. For this, we make use of the fact
that the supercritical contact process survives in certain space-time slabs, as first shown in
Bezuidenhout and Grimmett [30]. For the cases when u0 6= o their result suffices. However,
in order to also treat the special case when u0 = o, we use an extension of their theorem to
certain tilted slabs.








the truncated contact process defined











(x, t) ∈ Zd×[0,∞) : x ∈ [−K,K]× Zd−1 +[Lt, 0, . . . , 0]
}
,
and (A, 0) is connected to (x, t) within SK,L if (A, 0) is connected to (x, t) in the graphical
representation without using arrows outside SK,L. We say that SK,L is a tilted slab if L 6= 0,
and that it is not tilted if L = 0.
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Proposition 2.4.4 (Survival in tilted slabs). Let d ≥ 2.
i) For λ > λc(d), there exist K(λ) ∈ N, L(λ) > 0 such that for all K > K(λ) and






t 6= ∅ ∀ t ≥ 0
)
> 0. (2.4.9)








t 6= ∅ ∀ t ≥ 0
)
= 1. (2.4.10)
The proof of survival in non-tilted slabs proceeds via a block argument and comparison
with a certain (dependent) oriented percolation model. As pointed out by Bezuidenhout and
Grimmett [30], there is a certain freedom in the spatial location of these blocks. The proof
of Proposition 2.4.4 is achieved by adapting the proof of [30] in a way where the blocks are
organised in a tilted way. A sketch of the proof of Proposition 2.4.4 is given at the end of this
section.
Using that infections can spread fast in a small time interval, we note that also the following
corollary of Proposition 2.4.4 holds.
Corollary 2.4.5. Let λ > λc(d) and consider the same parameters as in Proposition 2.4.4.
Then, for any δ > 0 small enough there is an ε > 0, depending on all parameters, such that





t (x) = 1
)
> ε,
and ε = ε(λ) approaches 1 as λ→∞. If L = 0, then the claim also holds for δ = 0.
Proof. First note that, since the process is started from all sites in [−K,K]×Zd−1 occupied
and the space-time slab SK,L is translation invariant in all coordinate directions besides the
first one, we may assume w.l.o.g. that x = (x1, 0, . . . , 0). Further, by Proposition 2.4.4i), we






t−δ (y) = 1
)
> 0.
The claim thus follows by the Markov property and since an infection at (y, t−δ) can spread
to each (x, t) with x ∈ [−K+Lt,K+Lt]×{0, . . . , 0}with positive probability. In particular,
since x is such that also (x, t − δ) ∈ SK,L and the set [−K + Lt,K + Lt] × {0, . . . , 0} is
finite, this probability is uniformly bounded away from 0.
We next present the proof of (2.1.10) in Theorem 2.1.4 for the case d ≥ 2, assuming Propo-
sition 2.4.4 to be true.
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Proof of (2.1.10) for d ≥ 2. We consider first the case where u0 6= o, for which we do not
need the notion of tilted slabs in order to prove the l.h.s. of (2.1.10). Moreover, in this
case, by translation invariance of the contact process, we assume w.l.o.g. that u0 · e1 < 0.
Let λ > λc(d), and let K ∈ N be such that Proposition 2.4.4i) is satisfied with L = 0.
Partition Zd×[0,∞) into slabs Πi = 2Ki + SK,0, i ∈ Z, and consider (ζ(i)t )i∈Z consisting
of independent copies of the process (0Kξ
[−K,K]×Zd−1
t ). Further, denote by (ζt) the process
on Ω where, for (x, t) ∈ Πi, we set ζt(x) = ζ(i)t (θ2Ki·e1x).
We next specify the family of Boolean functions (fk)k≥0. Let R0 = 1, recall that S0 = o,
and define iteratively for k ≥ 0,
fk :=
{




i if (Sk, Jk) ∈ Πi for some i < Rk;
Rk otherwise.
That is, f0 = ζJ0(o) and R1 = 0. Further, for arbitrary k, Rk records the label of the
leftmost slab the random walk has “observed” at jump times J0, . . . , Jk. If, at a jump time,
the random walk finds itself inside a slab which is at the left of all the slabs it previously
has observed, then, by the definition of fk, the random walk “observes” the environment.
Otherwise, fk = 0, and the random walk acts as if it had seen a vacant site. In particular,
we have that ρ(d)(k, ζ) ≤ ρ(k, ζ), where ρ(d)(k, ζ) =
∑k−1
i=0 fi and ρ(k, ζ) is as in Section
2.2.1. As in the d = 1 case, and since (ζt) ≤ (ξt), it is sufficient to show that there exists





ρ(d)(k, ζ) ≥ ρ(d) P̂δ1̄,o − a.s. (2.4.11)
For this, let T0 = 0 and, for k ≥ 1, let
Tk := inf{n > Tk−1 : Rn < Rn−1}
denote the k’th jump time at which the random walk is in a slab to the left of the origin which
it previously has not observed, and let
τk := Tk − Tk−1, k ≥ 1,
be the number of jumps it takes before the random walk observes a new slab. By Corollary
2.4.5 (which holds with δ = 0 since L = 0), at the times (τk), the random walk has a positive
probability to observe an occupied site, uniform in k. We conclude (2.4.11), since the times
τk have finite mean, uniformly in k. Indeed, the latter follows since u0 · e1 < 0 and by
Chebyshev’s inequality, using that (Wt) has finite second moments.
We continue with the case u0 = o, for which we need to make certain modifications to the
approach above. Choose L > 0 and K ∈ N such that Proposition 2.4.4i) holds and partition
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Zd × [0,∞) into tilted slabs Π̃i = 2Ki+ SK,L. For i ∈ Z, denote by (ζ̃(i)t )i∈Z independent
copies of the process (LKξ
[−K,K]×Zd−1
t ). Further, denote by (ζ̃t) the process on Ω where, for
(x, t) ∈ Π̃i, we set ζ̃t(x) = ζ̃(i)t (θ2Ki·e1x). Next, let R̃0 = 1 and recall that S0 = o. Fix
δ > 0 small such that Corollary 2.4.5 holds, and define iteratively (for k ≥ 0),
fk :=
{




i if (Sk, Jk) ∈ Π̃i for some i < R̃k;
Rk otherwise.
Next, define the variables T̃k and τ̃k similar to the non-tilted case, by replacing R by R̃ and
T by T̃ . Note that, by our choice of δ > 0, with strictly positive probability (uniformly in
k), it holds that ζ̃Jτk (Sk) = 1. It hence suffices to show that the times τk have finite mean,
which implies that (2.4.11) holds and thus the l.h.s. of (2.1.10). To see that this indeed is the
case, first note that, since the jump times (Nt) are continuous, each time the random walk
enters a new slabs there is the possibility that it satisfies {Sk} × [Jk − δ, Jk) ∈ Πi. Lastly,
the number of new slabs that (Wt) observes is a positive fraction of its jumping times. This
follows similarly as for the case that u0 6= o, by using that now u0 ·e1 = 0 and that L > 0. In
particular, by again using Chebyshev’s inequality we obtain sufficient estimates on the time
it takes until a new slab is observed. By this we conclude that the times τk have finite mean,
and thus the l.h.s. of (2.1.10).
Note that the approach with tilted slabs also applies in the case when u0 · e1 < 0 (with the
same K and L). In order to conclude ρ(λ) → 1 as λ → ∞ for both cases, we argue based
on this approach. First note that, by Proposition 2.4.4ii), we may take L large (keeping K
fixed) by choosing λ large enough. Consequently, we may chose L large and δ > 0 small so
that the times (τ̃k) have mean bounded from above by 1 + c, uniformly in k and for any fixed
c > 0. Subsequently, for each such K,L and δ, the probability ζ̃Jτk (Sk) = 1 can be made
arbitrary close to 1, uniformly in k, by again tuning λ large. This yields the proof of (2.1.10)
for d ≥ 2 and thus concludes the proof of Theorem 2.1.4.
We end with a sketch of the proof of Proposition 2.4.4.
Sketch of the proof of Proposition 2.4.4. For the proof of Proposition 2.4.4 we adapt the proof
of [83, Theorem 1.2.30]. The idea is to proceed in the same manner, however, instead of
comparing the survival of the process with the ordinary oriented percolation structure, we
compare it to a certain tilted oriented percolation model.
To make this more precise, consider the following sub-graph of Zd×Z. Fix l ∈ N. Next, set
V0 = {(0, 0, . . . , 0)} and, for n ∈ N, iteratively define
Vn =
{
Vn−1 + {(0, l, 0, . . . 0, l)} if n is odd,
Vn−1 + {(1, 0, . . . , 0, 1), (−1, 0, . . . , 0, 1} if n is even.
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Let the directed graph G = (V,E) be given by V =
⋃∞
i=1 Vi, and, for any pair x, y ∈ V , the
(directed) edge (x, y) ∈ E if and only if x ∈ Vn−1 and y ∈ Vn for some n ∈ N with
y =
{
x+ (0, l, 0, . . . , 0, l) if n is odd,
x+ (±1, 0, . . . , 0, 1) if n is even.
This produces a tilted oriented percolation graph where the tilting in the second coordinate
depends on the ratio ll+1 < 1. As for the ordinary oriented percolation model, let each edge
be open with probability p independently, otherwise closed. By [83, Theorem B26], when p
is large enough (depending on l), the origin lies in an infinite connected component of open
edges with positive probability.
The proof of the first part of Proposition 2.4.4 now follows similar as the proof of Theorem
2.23 in [83], by constructing a coupling between the contact process and the oriented per-
colation model on the above defined graph G. Thus, by choosing ε > 0 in [83, Proposition
2.22] small enough, with positive probability G percolates when edges are open with proba-
bility p = 1− ε. By the coupling construction in [83], this also holds for the contact process,
depending only on the graphical representation within SK,L, with K = 5a + 2a ll+1 and
L = ll+1
2a
5b . This completes the proof of the first part.
The second part follows by monotonicity in λ. By a standard coupling procedure we may
couple the systems with infection rates λ and 3λ such that, if [83, Proposition 2.22] is true
for λ and constants a and b, then it also holds for the system with infection rate 3λ and
constants a and b/3. Hence, given the constants a and b for a fixed λ, by letting λ converge
towards infinity we may take b as small as we wish. In particular, we may choose L large
and still satisfy Equation (2.4.9). On the other hand, for fixed K,L > 0, the probability in
[83, Proposition 2.22] converges to 1 as λ→∞, and therefore (2.4.10) follows.
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Chapter 3
Absolute continuity and weak mixing
of random walks in
dynamic random environment
This chapter is based on a paper with Florian Völlering, [28], which has been submitted.
Abstract
We prove results for random walks in dynamic random environments which do not require the
strong uniform mixing assumptions present in the literature. We focus on the “environment
seen from the walker"-process and in particular its invariant law. Under general conditions it
exists and is mutually absolutely continuous to the environment law. With stronger assump-
tions we obtain for example uniform control on the density or a quenched CLT. The general
conditions are made more explicit by looking at hidden Markov models or Markov chains as
environment and by providing simple examples.
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3.1 Introduction and main results
3.1.1 Background and motivation
We study the asymptotic behaviour of a class of random walks (Xt) on Zd whose transition
probabilities depend on another process, the random environment. Such models play an im-
portant role in the understanding of disordered systems and serve as natural generalisations of
the classical simple random walk model for describing transport processes in inhomogeneous
media.
These types of random walks, which are called random walks in random environment, can
be split into two broad areas, static and dynamic environments. In static environments the
environment is created initially and then stays fixed in time. In dynamic environments the
environment instead evolves over time. Note that a dynamic environment in Zd can always
be reinterpreted as a static environment in Zd+1 by turning time into an additional space
dimension.
A major interest in dynamic environments are their often complicated space-time depen-
dency structure. Typically, in order to show that the random walk is diffusive, one looks for
some way to guarantee that the environment is “forgetful” and random walk increments are
sufficiently independent on large time scales.
One approach to this are various types of mixing assumptions on the environment. By now,
general results are known for Markovian environments which are uniformly mixing with
respect to the starting configuration (see Avena, den Hollander, and Redig [8] and Redig and
Völlering [100]). For this, the rate at which the dynamic environment converges towards its
equilibrium state plays an important role.
On the other hand, models where the dynamical environment has non-uniform mixing prop-
erties serve as a major challenge and are still not well understood. Opposite to the diffu-
sive behaviour known for uniform mixing environments, it has been conjectured that (Xt)
may be sub- or super-diffusive for certain non-uniform mixing environments, see Avena
and Thomann [6]. Though some particular examples yielding diffusive behaviour have re-
cently been studied by rigorous methods, e.g. Deuschel, Guo, and Ramirez [50], Hilário, den
Hollander, Sidoravicius, dos Santos, and Teixeira [71], Huveneers and Simenhaus [77] and
Mountford and Vares [91], these results are model specific and/or perturbative in nature. No
general theory has so far been developed.
In this article we provide a new approach for determining limiting properties of random walks
in dynamic random environment, in particular about the invariant law of the “environment as
seen from the walker”-process. Under general mixing assumptions, we prove the existence
of an invariant measure mutually absolutely continuous with respect to the random environ-
ment (Theorems 3.1.1 and 3.1.3). Our mixing assumptions are considerably weaker than the
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uniform mixing conditions present in the literature (e.g. cone mixing) and do not require the
environment to be Markovian.
An important feature of our approach is that it can also be applied to dynamics with non-
uniform mixing properties. Examples include an environment given by Ornstein-Uhlenbeck
processes and the supercritical contact process.
Knowledge about the invariant measures for the “environment as seen from the walker”-
process yield limit laws for the random walk itself. One immediate application of our ap-
proach is a strong law of large numbers for the random walk. Further applications include
a quenched CLT based on Dolgopyat, Keller, and Liverani [53], Theorem 1, considerably
relaxing its requirements.
Our key observation is an expansion of the “environment as seen from the walker”-process
(Theorem 3.3.1). This expansion enables us to separate the contribution of the random en-
vironment to the law of the “environment as seen from the walker”-process from that of the
transition probabilities of the random walk.
We also show stability under perturbations of the environment or of the jump kernel of the
random walk. Under a strong uniform mixing assumption, we obtain uniform control on the
Radon-Nikodym derivative of the law of the “environment as seen from the walker”-process
with respect to the environment, irrespective of the choice of the jump kernel of the random
walker.
Outline
In the next two subsections we give a precise definition of our model and present our main
results, Theorem 3.1.1 and Theorem 3.1.3. Section 3.2 is devoted to examples and applica-
tions thereof. In Section 3.3 we derive the aforementioned expansion, and present results on
stability and control on the Radon-Nikodym derivative. Proofs are postponed until Section
3.4.
3.1.2 The model
In this subsection we give a formal definition of our model. In short, (Xt) is a random walk in
a translation invariant random field with a deterministic drift in a fixed coordinate direction.
The environment
Let d ∈ N and let Ω := EZd+1 where E is assumed to be a finite set. We assign to the space
Ω the standard product σ-algebra F generated by the cylinder events. For Λ ⊂ Zd+1, we
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denote by FΛ the sub-σ-algebra generated by the cylinders of Λ. For the forward half-space
H := Zd × Z≥0 we write F≥0 for FH.
ByM1(Ω) we denote the set of probability measures on (Ω,F). We call η ∈ Ω the envi-
ronment and denote by P ∈ M1(Ω) its law. A particular class of environments contained in
our setup are path measures of a stochastic process (ηt) whose state space is Ω0 := EZ
d
. To
emphasise this, for η ∈ Ω and (x, t) ∈ Zd×Z, we often write ηt(x) for the value of η at
(x, t).
We assume throughout that P is measure preserving with respect to translations, that is, for
any x ∈ Zd, t ∈ Z,
P(·) = P(θx,t·),
where θx,t denotes the shift operator θx,tηs(y) = ηs+t(y + x). Furthermore, we assume
that P is ergodic in the time direction, that is, all events B ∈ F for which θo,1B := {ω ∈
Ω: θo,−1ω ∈ B} = B are assumed to satisfy P(B) ∈ {0, 1}. Here, o ∈ Zd denotes the
origin.
Remark 3.1.1. We present in Subsection 3.2.2-3.2.4 an approach where E is allowed to be a
general Polish space, by considering the environment as a hidden Markov model.
The random walk
The random walk (Xt) is a process on Zd. We assume w.l.o.g. that X0 = o. The transition
probabilities of (Xt) is assumed to depend on the state of the environment as seen from the
random walk. That is, given η ∈ Ω, then the evolution of (Xt) is given by
Pη(X0 = o) = 1
Pη(Xt+1 = y + z | Xt = y) = α(θy,tη, z),
where α : Ω×Zd → [0, 1] satisfies
∑
z∈Zd α(η, z) = 1 for all η ∈ Ω. The law of the random
walk, Pη ∈ M1((Zd)Z≥0), where we have conditioned on the entire environment, is called









Pη(A)dP(η), B ∈ F , A ∈ G.
The marginal law of PP on (Zd)Z≥0 is the annealed (or averaged) law of (Xt).
We assume that the transition probabilities of (Xt) only depend on the environment within a
finite region around its location. That is, there exist R ∈ N such that for all z ∈ Zd
α(η, z)− α(σ, z) = 0 whenever σ ≡ η on [−R,R]d × {0}.
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Further, define
R := {y ∈ Zd : sup
η∈Ω
α(η, y) > 0} (3.1.1)
as the jump range of the random walker, which we assume to be finite and to contain o. By
possibly enlarging R we can guarantee that
sup
y∈Zd
{‖ y ‖1 : y ∈ R} ≤ R.
Lastly, we say that (Xt) is elliptic in the time direction if
α(η, o) > 0, ∀ η ∈ Ω. (3.1.2)
If, after replacing o with y ∈ R, (3.1.2) holds for all y ∈ R, then we say that (Xt) is elliptic.
The environment process
“The environment as seen from the walker”-process is of importance for understanding the
asymptotic behaviour of the random walk itself, but it is also of independent interest. This
process, which is given by
(ηEPt ) := (θXt,tη), t ∈ Z≥0,
is called the environment process. Note that (ηEPt ) is a Markov process on Ω under Pη,
η ∈ Ω, with initial distribution P.
3.1.3 Main results
In this subsection we present our main results about the asymptotic behaviour of (Xt) and
(ηEPt ). However, before stating our first theorem we need to introduce some more notation.
Recall (3.1.1) and let
Γk :=
{
(γ−k, γ−k+1, ..., γ0) : γi ∈ Zd, γi − γi−1 ∈ R,−k ≤ i < 0, γ0 = o
}
be the set of all possible backwards trajectories from (o, 0) of length k. For γ ∈ Γk and
σ ∈ Ω, denote by




θγi,−iη ≡ σi on [−R,R]d × {0}
}
, 1 ≤ m ≤ k,
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the event that an element η ∈ Ω equals σ in theR-neighbourhood along the path (γk, . . . , γ−m).
A−1−k(γ, σ) is the event that the path of the environment observed by the random walk equals
σ if the random walk moves along the path γ. Given γ ∈ Γk, denote by
A−m−k (γ) :=
{
A−m−k (γ, σ) : σ ∈ Ω and P(A
−m
−k (γ, σ)) > 0
}





−k (γ). If m = 1 we simply write A−∞.
Further, denote by C := {(x, t) ∈ H : ‖x ‖1 ≤ (R + 1)t} the forward cone with centre at
(o, 0) and slope proportional to R + 1. For j ∈ Z, denote by C(j) := C ∩ θo,jH and let
F∞∞ :=
⋂
j∈N FC(j) be the tail-σ-algebra with respect to FC .








|P(B | A)− P(B)| = 0. (3.1.3)
Then there exists PEP ∈M1(Ω) invariant under (ηEPt ) satisfying PEP = P on F∞∞ .
If (Xt) is elliptic in the time direction and P is ergodic in the time direction, then PEP is





PQ(ηEPs ∈ ·) converges weakly towards PEP as t→∞. (3.1.4)
Remark 3.1.2. There is a certain freedom in the ellipticity and the ergodicity assumptions
in Theorem 3.1.1. For instance, the statement still holds if, for some k ∈ N, the walker
has a positive probability to return to o after k time steps, uniformly in the environment.
The definitions can also be modified to require ellipticity and ergodicity with respect other
directions (y, 1) ∈ L, with y ∈ R (instead of in the direction (o, 1). On the other hand,
both ellipticity and ergodicity in the time direction are natural assumptions if P is the path
measure of some stochastic process.
Corollary 3.1.2 (Law of large numbers). Assume that P ∈ M1(Ω) is ergodic in the time
direction and satisfies (3.1.3), and that (Xt) is elliptic in the time direction. Then there exists
v ∈ Rd such that limt→∞ 1tXt = v, PP − a.s.
Condition (3.1.3) is a considerably weaker mixing assumption than the cone mixing condi-
tion introduced by Comets and Zeitouni [46] (see Condition A1 therein) and used in Avena,
den Hollander, and Redig [8] in the context of random walks in dynamic random environ-
ment. For comparison, note that cone mixing is equivalent to taking the supremum over
events A ∈ F<0 := FZd+1\H in (3.1.3). That Condition (3.1.3) is strictly weaker can already
be seen in the case where P is i.i.d. with respect to space; see Theorem 3.2.1. Further ex-
amples where Condition (3.1.3) improve on the classical cone mixing condition are given in
Section 3.2 and include dynamic random environments with non-uniform mixing properties.
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Under a slightly stronger mixing assumption on the environment we obtain more information
about PEP . For this, denote by Λ(l) := {x ∈ H : ‖x ‖1 ≥ l}, l ∈ N, where ‖ · ‖1 denotes
the l1 distance from (o, 0), and let F∞≥0 :=
⋂
l∈N FΛ(l) be the tail-σ-algebra with respect to
F≥0.





|P(B | A)− P(B)| ≤ φ(l), (3.1.5)
with liml→∞ φ(l) = 0. Then PEP = P on F∞≥0 (with PEP as in Theorem 3.1.1) and
sup
B∈FΛ(l)
|P(B)− PEP (B)| ≤ φ(l). (3.1.6)
Furthermore, if (Xt) in addition is elliptic, then P and PEP are mutually absolutely contin-
uous on (Ω,F≥0).
Knowing that the environment process converges toward an ergodic measure, it is well known
how to apply martingale technics in order to deduce an annealed functional central limit the-
orem. However, it may happen that the covariance matrix is trivial. In Redig and Völlering
[100] it was shown that the covariance matrix is non-trivial in a rather general setting when
the environment is given by a Markov process satisfying a certain uniform mixing assump-
tion. It is an interesting question whether (Xt) satisfies an annealed functional central limit
theorem with non-trivial covariance matrix under the weaker mixing assumption of (3.1.3).
To obtain a quenched central limit theorem is a much harder problem and is only known
in a few cases for random walks in dynamic random environment, see e.g. Bricmont and
Kupiainen [43], Deuschel, Guo, and Ramirez [50], Dolgopyat and Liverani [52] and Dolgo-
pyat, Keller, and Liverani [53]. In [53], Theorem 1, a quenched central limit theorem was
proven under technical conditions on both the environment and the environment process.
One important condition there was that the environment process has an invariant measure
mutually continuous with respect to the invariant measure of the environment. By Theorem
3.1.3 above this condition is fulfilled. Combining this result with rate of convergence esti-
mates obtained in [100], we conclude a quenched central limit theorem for a large class of
uniformly mixing environments.
Corollary 3.1.4 (Quenched central limit theorem). Assume that (ηt) is a Markov chain on
EZ
d
. For σ, ω ∈ Ω0 let P̂σ,ω be a coupling of (ηt) started from σ, ω ∈ Ω0 respectively and
such that, for some c, C > 0,
sup
σ,ω∈Ω
P̂σ,ω(η(1)t (o) 6= η
(2)
t (o)) ≤ Ce−ct. (3.1.7)
Furthermore, assume that (ηt) satisfies Conditions (A3)-(A4) in [53] and that (Xt) is elliptic.
Then, there is a non-trivial d× d matrix Σ such that for Pµ-a.e. environment history (ηt)
XN −Nv√
N
converges weakly towards N (0,Σ) P(ηt) − a.s.,
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where µ ∈M1(Ω0) is the unique ergodic measure with respect to (ηt).
Conditions (A3)-(A4) in [53] are mixing assumptions on the dynamic random environment
(ηt). Condition (A3) is a (weak) mixing assumption on µ, whereas Condition (A4) ensures
that (ηt) is “local”. For the precise definitions we refer to [53], page 1681.
In [53], Theorem 2, the statement of Corollary 3.1.4 was proven in a perturbative regime.
Corollary 3.1.4 extends their result as there are no restrictions (other than ellipticity) on the
transition probabilities of the random walk. We expect that Corollary 3.1.4 can be further
improved to a functional CLT assuming only a polynomial decay in (3.1.7).
3.2 Examples and applications
In this section we present examples of environments which satisfy the conditions of Theorem
3.1.1 and Theorem 3.1.3. Particular emphasise is put on environments associated to a hidden
Markov model for which we can improve on the necessary mixing assumptions.
3.2.1 Environments i.i.d. in space
The influence of the dimension on required mixing speeds is somewhat subtle. On the one
hand, the random walk observes only a local area, and, in the case of conservative particle
systems like the exclusion process, one can expect that in high dimensions information about
observed particles in the past diffuses away. On the other hand, the higher dimension, the
more sites the random walk can potentially visit in a fixed time. Furthermore, a comparison
with a contact process or directed percolation gives an argument that information can spread
easier in higher dimensions, hence observations along the path of the random walk could
have more influence on future observations if the dimension increases.
This problem becomes significantly easier when the environment is assumed to be i.i.d. in
space, that is P =×x∈Zd Po, and Po ∈M1(EZ) is the law of (ηt(x))t∈Z for any x ∈ Zd.




|Po(B | A)− Po(B)| <∞, (3.2.1)
where G≥t (G<0) is the σ-algebra of EZ generated by the values after time t (before time 0)
with respect to Po. Then (3.1.5) holds.
Observe that (3.2.1) does not depend on the dimension. This is in contrast to the cone mixing
condition of Comets and Zeitouni [46], where an additional factor td inside the sum of (3.2.1)
is required. In Subsection 3.2.3 we present a class of environments which have arbitrary slow
polynomial mixing, thus showing that Theorem 3.2.1 yields an essential improvement.
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3.2.2 Hidden Markov models
When P is the path measure of a stochastic process (ηt) evolving on Ω0, the results of Sub-
section 3.1.3 can be improved. In this subsection we discuss in detail the case where the
random environment is governed by a hidden Markov model.
The environment (ηt) is a hidden Markov model if it is given via a function of a Markov
chain (ξt). To be more precise, let Ẽ be a Polish space, Ω̃0 = ẼZ
d̃
with d̃ ≥ d, and Ω̃ = Ω̃Z0 .
Denote by F̃ the corresponding σ-algebra. We assume that the Markov chain (ξt) is defined
on Ω̃ with law P̃ξ and is ergodic with law µ̃ ∈ M1(Ω̃0). Here ξ ∈ Ω̃0 denotes the starting
configuration. Let Φ : Ω̃0 → Ω0 = EZ
d
be a translation invariant map and let ηt = Φ(ξt).
We call (ηt) a hidden Markov model, which has µ as the induced measure on Ω0 as invariant
measure. We assume throughout that Φ is of finite range, that is, the function Φ(·)(o) is
F̃Λ-measurable for some Λ ⊂ Zd̃ finite.
Remark 3.2.1. When Ẽ is finite, the canonical choice of Φ is the identity map. How-
ever, our setup opens for more sophisticated choices. One example is the projection map.
For instance, if d̃ > 1 and d = 1, one can consider the hidden Markov model given by
ηt(x) = ξt(x, 0, . . . , 0). In other words, the random walk only observes the environment in
one coordinate.
Condition (3.1.5) in Theorem 3.1.3 is an infinite volume condition which can be hard to
verify by direct computation. The next result yields a sufficient condition which only needs
to be checked for single site events. For its statement, we first introduce the concept of
P ∈M1(Ω) having finite speed of propagation.
Definition 3.2.1. We say that P ∈ M1(Ω) has finite speed of propagation if the following
holds: for some α > 0, and for each A ∈ F<0 and A′ ∈ FΛ(αt,t), where Λ(αt, t) :=







η1t (o) 6= η2t (o)
)
<∞. (3.2.2)
Furthermore, any such coupling satisfies P̂A,A′(·) = P̂θx,sA,θx,sA′(θx,s·) for all (x, s) ∈
Zd+1, where ω ∈ θx,sA if and only if θ−x,−sω ∈ A.
Finite speed of propagation is a natural assumption for many physical applications. Note
that, for many interacting particle systems there is a canonical coupling given by the so-
called graphical representation coupling.
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Then (3.1.5) holds for (ηt) = Φ(ξt).
Remark 3.2.2. The measure P̂Ω,A denotes the coupling of P(·) and P(· | A).
Corollary 3.2.2 follows by a slightly more general statement, see Theorem 3.4.4. This ap-
proach can also be used in cases where (ξt) does not have finite speed of propagation. In such
cases, (3.2.3) is sufficient for (3.1.3) to hold. Observe also that, by applying the projection
map introduced in Remark 3.2.1, the dimensionality dependence in Condition (3.2.3) can be
replaced by the dimensionality of the range of the random walk.
Markovian environment
If P is the path measure of a Markov chain (ηt), we can weaken the mixing assumption. In
such cases, we consider α as a function from Ω0 × Zd. Because the Markov property allows
us to look at the invariant measure of the environment process just at a time 0 instead of in
the entire upper half-space H, we have the following mixing condition. Here we denote by
F∞=0 the tail-σ-algebra of F=0 := FZd×{0}.
Theorem 3.2.3. Assume that (ηt) is a Markov chain with ergodic invariant measure µ ∈










Then there exists µEP ∈ M1(Ω0) invariant for the Markov chain (ηEPt ) such that µEP
agrees with µ on F∞=0. If in addition (Xt) is elliptic, then µEP and µ are mutually absolutely
continuous and µEP is ergodic with respect to (ηEPt ).
It is important to note that (3.2.4) (as well as (3.2.3)) does not require (ηt) to be uniquely
ergodic. However, if for every σ, ξ ∈ Ω0, there is a coupling P̂σ,ξ of Pσ and Pξ which





P̂σ,ξ(η1t (o) 6= η2t (o)) <∞, (3.2.5)
then it follows, under the assumptions of Theorem 3.2.3, that (ηEPt ) is uniquely ergodic.




Êη,ξρ(η1t (o), η2t (o))dt <∞, (3.2.6)
where ρ : E × E → [0, 1] is the distance function. Their assumption was used to show
(among others) the existence of µEP ∈M1(Ω0) invariant and ergodic for the Markov chain
(ηEPt ), see Lemma 3.2 therein. Note in particular that Assumption (3.2.6) has t(d) inside the
integral, whereas (3.2.5) only requires t(d−1).
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3.2.3 Polynomially mixing environments
As example of environments which fully utilise the polynomial mixing assumption of Theo-
rem 3.2.1 and Corollary 3.2.2, we consider layered environments. These were already con-
sidered in [100] for the same purpose, but since we are in a different setting we use the setting
of hidden Markov models.
The idea of layered environments is that, given a summable sequence (bn) ⊂ (0, 1), for each
layer n, the process (ξt(·, n))t∈Z≥0 is an uniform exponentially mixing Markov chain on
[−1, 1] with an exponential relaxation rate bn, and independent layers. For simplicity, in this
example, we choose ξt(·, n) to be i.i.d. spin flips, that is, for each x ∈ Zd̃,
ξt+1(x, n) =
{
ξt(x, n), with probability 1− bn;
Unif[−1, 1], with probability bn;
independent for all x, n, t. In other words, at each time step the spin retains its old value with
probability 1− bn and chooses uniformly on [−1, 1] with probability bn.
In the context of the previous subsection we thus have Ẽ := [−1, 1]N. We further choose




The behaviour of this kind of processes is then determined by the two sequences (an) and
(bn). When an = 12n
−α, bn = 12n
−β for some α, β > 1, we have the following bound on
the mixing of (ηt).










Here ‖ · ‖TV is the total variation distance between the two distributions. In particular, if
α > β + 1, then (3.1.5) holds.
3.2.4 Independent Ornstein-Uhlenbeck processes
With the approach of environments as hidden Markov models, we can also allow for un-
bounded state spaces where the environment does not mix uniformly, as long as the random
walk transition function is simple enough. Here we choose an underlying environment of
independent Ornstein-Uhlenbeck processes (ξxt )t∈R for each site x ∈ Zd, and the jump rates
depend only on the signs, that is,
ηt(x) = sign(ξxt ) := 1− 21ξxt <0, t ∈ Z .
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To state the example more formally, we have Ẽ = R and E = {−1, 1}, and
dξxt = −ξxt dt+ dW xt ,
where (W xt )t∈R, x ∈ Zd, are independent two-sided Brownian motions. The stationary
measure of ξxt is a normal distribution, and µ̃ is the product measure of normal distributions.
Theorem 3.2.5. Let (ξt)t∈R be an Ornstein-Uhlenbeck process and P the two-sided path
measure in stationarity. There are constants c, C > 0 so that
‖P(ξt ∈ · | A)− P(ξt ∈ ·) ‖TV ≤ Ce
−ct
for all t ≥ 0 and any A of the form A = {sign(ξ−tk) = ak, 1 ≤ k ≤ n}, (tk) increasing
sequence with t1 = 0 and ak ∈ {−1, 1}, n arbitrary. In particular, (3.1.5) holds for (ηt).
3.2.5 The contact process
As a second example of an environment with non-uniform space-time correlations and which
do not satisfy the cone mixing property of [46], we consider the contact process (ηt) on
{0, 1}Zd with infection parameter λ ∈ (0,∞).
The contact process is one of the simplest interacting particle systems exhibiting a phase
transition. That is, there is a critical threshold λc(d) ∈ (0,∞), depending on the dimension
d, such that the following holds: if λ ≤ λc(d), then the contact process is uniquely ergodic
with the measure concentrating on the configuration where all sites equal to 0 as invariant
measure. On the other hand, for all λ > λc(d), the contact process is not uniquely ergodic.
In particular, it has a non-trivial ergodic invariant measure, denoted here by ν̄λ, also known
as the upper invariant measure. As a general reference, and for a precise description of the
contact process, we refer to Liggett [83].
Random walks on the contact process have recently been studied by den Hollander and dos
Santos [72] and Mountford and Vares [91], where the one-dimensional random walk (i.e. on
Z) was shown to behave diffusively for all λ > λc(1). See also Bethuelsen and Heydenreich
[27] for some results in general dimensions.
The next theorem sheds new light on the behaviour of the environment process and the ran-
dom walk for this model on Zd with d ≥ 2. In the theorem we make use of the projection
map, as introduced in Remark 3.2.1. That is, we assume d̃ ≥ 2 and denote by (ηt) = φ((ξt))
the projection of (ξt) onto the 1-dimensional lattice such that, for x ∈ Z and t ∈ Z, we set
ηt(x) = ξt(x, 0, . . . , 0).
Theorem 3.2.6. Let d̃ ≥ 2 and let (ξt) be the contact process with parameter λ > λc(d̃)
started from ν̄λ. Further, let (ηEPt ) be the environment process corresponding to the process
(ηt) = φ ((ξt)). Then (3.1.5) holds for (ηt).
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Theorem 3.2.6 can be extended to higher dimensional projections by following the same
approach. The proof strategy of Theorem 3.2.6 also applies to a larger class of models which
satisfy the so-called downward FKG property; see Theorem 3.4.5.
3.3 Understanding the environment process
3.3.1 Expansion of the environment process
In this subsection, we present a key observation for understanding the environment process
and for the proofs of Theorem 3.1.1 and Theorem 3.1.3.
Intuitively, the distribution of (ηEPt ) should converge to an invariant measure, say PEP ∈
M1(Ω), which describes asymptotic properties. To obtain PEP and show that it is absolutely
continuous with respect to P, we start by interpreting the law of ηEPt , PP(ηEPt ∈ ·), as an
approximation. With this point of view, t becomes the present time. Going from t to t + 1
thus means that we look one step further into the past. To reinforce this point of view, we
denote by P−k := P−kP ∈M1(Ω×(Zd)Z≥−k) the joint law of the environment P and random
walk (Xt)t≥−k so that X0 = o. That is, for k ∈ N,
P−k ((η,X) ∈ (B1, B2)) := PP
(
ηEPk+· ∈ B1, (Xk+· −Xk) ∈ B2
)
.
For eventsB ∈ F , we use the shorthand notation P−k(B) for the probability that P−k((η,X) ∈
(B, (Zd)Z≥−k)).























i=−k α(σ̂i, γi+1 − γi), and σ̂ ∈ Ω is any environment
so that A−1−k(γ, σ̂) = A
−1
−k.
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By definition,
P−k(X−k,...,0 = γ,A−1−k) = PP(X0,...,k = γ − γ−k, η
EP
k ∈ A−1−k)
= PP(X0,...,k = γ − γ−k, θ−γ−k,kη ∈ A−1−k)
= P (X−k,...,0 = γ | A−1−k)P(θ−γ−k,kη ∈ A
−1
−k)
= P (X−k,...,0 = γ | A−1−k)P(A
−1
−k),
where the last equality holds since first the law of the environment is translation invariant.
Similarly,
P−k(B | A−1−k, X−k,...,0 = γ) = P(B | A
−1
−k).
The sum in Expansion (3.3.1) represents all the possible pasts of the random walk and the
corresponding observed environments from time −k to −1. There are two key features with
this expansion.
First, it separates the contribution to (ηEPt ) of the random walk from that of the random
environment. Indeed, the rightmost term in the sum, i.e. P
(
X−k,...,0 = γ | A−1−k
)
, can be
calculated directly from the transition probabilities of (Xt). On the other hand, the leftmost




, only involves the random environment P.
A second key feature of (3.3.1) is that it serves as a (formal) expression for the Radon-
Nikodym derivate of PP(ηEPk ∈ ·) with respect to P. Indeed, (3.3.1) yields that for any



















It is also of interest to compare the effect of changing the environment P or the transition
probabilities α : Ω × Zd → [0, 1] on the behaviour of the environment process. Our next
result gives sufficient conditions for the environment process to be stable with respect to
perturbations of both these parameters. This result follows as another consequence of the
expansion in Theorem 3.3.1.
To state the theorem precisely, denote by (Pn)n≥1 a family of measures on M1(Ω) and
let
(
αn : Ω× Zd → [0, 1]
)
n≥1 be a collection of transition probabilities. Consider for each
n ∈ N the corresponding environment process, (ηEP (n)t ), and let PEP (n) ∈ M1(Ω) be a
measure invariant under (ηEP (n)t ).
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Theorem 3.3.2. Assume that the following holds.
a) ε(n) = supm>n supη∈Ω,y∈Zd |αm(η, y)− αn(η, y)| ↓ 0 as n→∞.
b) Pn =⇒ P ∈M1(Ω) weakly as n→∞.
c) PPn(ηEP (n)t ∈ ·) =⇒ PEP (n) weakly as t→∞, uniformly in n.
Then both PEP (n) and PP(ηEPt ) converge weakly towards PEP ∈ M1(Ω). In particular,
PEP is invariant with respect to (ηEPt ).
Condition c) in Theorem 3.3.2 is a strong uniform assumption. If the Pn’s are path mea-
sures of Markov chains (η(n)t ), this condition can be replaced by the assumption that the
environment process (ηEPt ), i.e., after taking n → ∞), is uniquely ergodic. For this, recall
notation from Section 3.2.2 and let µEP (n) ∈ M1(Ω0) be an invariant measure with respect
to (ηEP (n)t ).
Theorem 3.3.3. Let (ηt) be a Markov chain and assume that the following holds.
a) ε(n) = supm>n supη∈Ω,y∈Zd |αm(η, y)− αn(η, y)| ↓ 0 as n→∞.
b’) Pnσ =⇒ Pσ ∈M1(Ω) for every starting configuration σ ∈ Ω0.
c’) (ηEPt ) is uniquely ergodic with invariant measure µEP ∈M1(Ω0).
Then µEP (n) =⇒ µEP weakly.
Remark 3.3.1. Theorem 3.3.3 does only require that the limiting process (ηEPt ) is uniquely
ergodic. In particular, the processes (ηEP (n)t ) do not need to be uniquely ergodic. As an
example of the latter, one can consider the case where (η(n)t ) is the contact process with
parameter λ(n) ↓ λc and infη∈Ω αn(η, o) ↑ 1.
Theorem 3.3.3 gives a generalisation of Theorem 3.3 in [100]. There they showed continuity
for the environment process with respect to changes of the transition probabilities of the
random walk, assuming that Assumption 1a therein to hold (which we also stated in (3.2.6)).
Theorem 3.3.3 yields a similar continuity result which in addition allow for changes in the
dynamics of the environment (ηt). Moreover, unique ergodicity is a weaker assumption than
the mixing assumption given by (3.2.5), as we have already seen in Subsection 3.2.1 and
Subsection 3.2.2.
3.3.3 Estimating the Radon-Nikodym derivative
We end this section with an alternative route for proving the existence of an invariant measure
for the environment process which is absolutely continuous with respect to the underlying
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environment. An advantage of this approach is that it implies bounds on the Radon-Nikodym
derivative.





∣∣∣∣P(B | Al)P(B) − 1
∣∣∣∣ ≤M1, ∀ l ∈ N . (3.3.2)
Then there is a PEP ∈ M1(Ω), invariant under (ηEPt ), and PEP  P on (Ω,F≥0). More-
over, the corresponding Radon-Nikodym derivative is bounded by M1 in the L∞-norm. Fur-





∣∣∣∣ P(B)P(B | Al) − 1
∣∣∣∣ ≤M2, ∀ l ∈ N . (3.3.3)
Then P  PEP and the corresponding Radon-Nikodym derivative is bounded by M2 in the
L∞-norm.
Remark 3.3.2. Mutually absolute continuity can also be shown without requiring (3.3.3) to
hold. In particular, if (3.3.2) holds and (Xt) is elliptic in the time direction, it can be shown





k=1 PP(ηEPk ∈ ·)
)
t≥1
converges weakly towards PEP .
Mixing assumption of the type (3.3.2) and (3.3.3) are typically much stronger than mixing
assumptions as in Theorems 3.1.1 and 3.1.3. Nevertheless, we believe that Theorem 3.3.4
is applicable to a wide range of models and is not restricted to the uniform mixing case.
However, it seems difficult to verify (3.3.2) and (3.3.3) for concrete examples unless strong
mixing assumptions are made.
One class of examples to which Theorem 3.3.4 applies are Gibbs measures in the high-
temperature regime satisfying the Dobrushin-Shlosman strong mixing condition (as consid-
ered in Rassoul-Agha [94] for RWRE models); see Theorem 1.1 (in particular, Condition
IIId) in Dobrushin and Shlosman [51]. Another class of environments are certain monotone
Gibbs measures for which Alexander [1] proved (see Theorems 3.3 and 3.4 therein) that
weak mixing implies ratio mixing. In particular, the models considered there satisfy (3.3.2)
and (3.3.3) throughout the uniqueness regime. We also mention the method of disagreement
percolation, which is particularly useful for models with hard-core constraints, see van den
Berg and Maes [21].
In the case of dynamic random environments which in addition are reversible with respect
to time, typically, the methods described above for random fields can be adapted to yield
similar bounds. In Section 3.4.5 we introduce a new class of dynamic random environments
satisfying (3.3.2), allowing for non-reversible dynamics. We comment next on the scope of
this approach.
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Our approach is by means of disagreement percolation and applies to discrete-time finite-
range Markov chain (ηt). In fact, we shall need more than subcriticality of the ordinary
disagreement process. For what we believe to be technical reasons, we will introduce what
we call the strong disagreement percolation coupling. This is a triple (η1t , η2t , ξt) where
(η1t , η2t ) is a coupling of Pη10 and Pη2o , ξt(x) = 0 implies η
1
t (x) = η2t (x), and η1 and ξ
are independent. That is, the disagreement process ξ and the process η1 are independent.
This independence is a stronger assumption than regular disagreement percolation and the
strong disagreement percolation process is subcritical for models at “very high-temperature”.
We refer to Section 3.4.5 for a precise construction of the strong disagreement percolation
coupling and a proof of the following theorem.
Theorem 3.3.5 (Strong disagreement percolation). Suppose the strong disagreement perco-



























Theorem 3.3.5 implies that the environment process (ηEPt ) has a unique invariant distri-
bution, µEP ∈ M1(Ω0). In particular, µEP is absolutely continuous with respect to the
(necessarily unique) invariant measure of (ηt), denoted by µ ∈ M1(Ω0). As a further con-
sequence, we obtain uniform control on the Radon-Nikodym derivative.
Corollary 3.3.6 (Uniform control on the Radon-Nikodym derivative). Assume that the envi-
ronment (ηt) has a strong disagreement percolation coupling which is subcritical. Then µEP
and µ are mutually absolutely continuous. Moreover, there exists a constant M ∈ (0,∞),
depending only on the environment, such that
∥∥∥ dµEPdµ ∥∥∥∞ ≤M and ∥∥∥ dµdµEP ∥∥∥∞ ≤M .
Subcriticality of the strong disagreement coupling is a much stronger assumption than the
uniform mixing assumption in (3.2.5). For comparison with other coupling methods, con-
sider for concreteness the stochastic Ising model with inverse temperature β > 0 (see e.g.
[44] for a definition). This model satisfies (3.2.5) for all β < βc, where βc is the critical









For comparison, this condition is better (with a factor 2) compared with the disagreement
percolation coupling introduced in [44] (see Equation (11) therein).
Remark 3.3.3. The estimate in (3.3.4) is valid for antiferromagnetic models and models with
a magnetic field, as also considered in [44]. In particular, the strong disagreement percolation
method is not restricted to monotone environments.
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3.4 Proofs
In this section, we present the proofs of the theorems given in the previous sections. In
Subsection 3.4.1 we give the proofs of theorems in Section 3.1.3. Proofs of theorems in
Section 3.2 are given in Subsection 3.4.2. In the remaining subsections we present proofs of
theorems from Section 3.3. In particular, Subsection 3.4.5 introduces the strong disagreement
coupling and contains the proof Theorem 3.3.5.
3.4.1 Proof of main results
The main application of the expansion in Theorem 3.3.1 for the proofs of Theorems 3.1.1
and 3.1.3 is the following lemma.
Lemma 3.4.1. Let Λ ⊂ Zd+1. For B ∈ FΛ and k ∈ N we have that
|PP(ηEPk ∈ B)− P(B)| ≤ sup
A∈A−∞
|P(B | A)− P(B)|.
Proof. Let l ∈ N and consider any B ∈ FΛ. From Theorem 3.3.1 we have that for every










































∣∣P (B | A−1−k)− P (B) ∣∣P−k (X−k,...,0 = γ,A−1−k)
≤ sup
A∈A−∞
∣∣P (B | A)− P (B) ∣∣,








X−k,...,0 = γ,A−1−k(γ, σ)
)
= 1.
Proof of Theorem 3.1.1. Consider a sequence (tk) and a sequence of measures given by
Qk := 1tk
∑tk−1
t=0 PP(ηEPt ∈ ·) that converges weakly to Q ∈ M1(Ω). By standard com-
pactness arguments such a sequence exists and, moreover, any such limiting measure Q is
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invariant for (ηEPt ). A proof of the last claim is e.g. given in [94]; see page 1457 in the proof
of Theorem 3 therein.
Since (3.1.3) is assumed to hold, it follows by Lemma 3.4.1 that for any l ∈ N andB ∈ FC(l),
|Qk(B)− P(B)| ≤ φ(l), (3.4.1)
for some φ : N → [0, 1] such that liml→∞ φ(l) = 0. As this estimate is uniform in k, we
claim that (3.4.1) also holds when Qk is replaced by Q. To see this, consider the space
of measures measurable with respect to (Ω,FC(l)). The ball of radius φ(l) around P (in
the total variation sense) is compact in the topology of weak convergence by the Banach-
Alaoglu-Theorem. Here we use that the space is compact, the dual of the continuous bounded
functions are finite signed measures equipped with the total variation norm, and the weak
convergence of measures is the weak-* convergence in this functional-analytic setting. Since
the ball is compact it is closed, and any limit point Q of the sequence Qk is also inside the ball.
Hence |Q(B)− P(B)| ≤ φ(l) for any B ∈ FC(l) and consequently, since liml→∞ φ(l) = 0,
we have Q = P on F∞∞ .
We continue with the proof that Q is ergodic with respect to (ηEPt ), by following the proof
of Theorem 2ii) in [94]. Denote by I ⊂ F the σ-algebra consisting of those events invariant
under the evolution of (ηEPt ). Further, let f be any local bounded function on Ω and define








f(ηEPm ) = g(η)
)
= 1, for Q-a.e. η ∈ Ω. (3.4.2)

















In particular, since (Xt) is elliptic in the time direction, g = g ◦ θo,1, Q-a.s.
Next, for each t ∈ N, denote by Bt ⊂ {Xi = o for all i ∈ {0, . . . , t}} the event that the
random walk does not move in the time-interval [0, t], irrespectively of the environment.
Since (Xt) is elliptic in the time direction, Bt has strictly positive probability and can be
taken independently of the environment. Further, define
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Then, because of (3.4.2), we know that g = ḡ, Q-a.s. Further, using the above mentioned
independence property, and by possibly taking t large, we note that ḡ is C(k)-measurable for
any k ∈ N. Consequently, the same holds for g, and hence g is F∞∞ -measurable. Further-
more, since Q = P on F∞∞ , this implies that (3.4.2) holds P-a.s., and that g = g ◦ θo,1, P-a.s.
As P is ergodic with respect to θo,1, it moreover follows that g is constant P-a.s., and hence
also Q-a.s. Since f was an arbitrary local bounded function, we conclude from this that I is
trivial and thus that Q is ergodic with respect to (ηEPt ).
To conclude the proof we also note that (3.1.4) holds. Indeed, since Q was an arbitrary
(sub) sequence of (Qk), all the estimates above are valid for any such limiting measure. In
particular, each of these limiting measures equal P on F∞∞ , and consequently, they are all
ergodic and equal on I. Thus, they are the same, and we conclude that (3.1.4) holds with
respect to P, where we call the limiting measure PEP . Initialising (ηEPt ) with any other
probability measure, absolute continuous with respect to P on F∞∞ , the exact same argument
as outlined above applies, from which we conclude (3.1.4) and the proof of Theorem 3.1.1.
Proof of Corollary 3.1.2. The claim is an (almost direct) application of ergodicity and that
P = PEP on F∞∞ . Indeed, let D(η) :=
∑
z∈Zd zα(η, z) be the local drift of the random













D(η)PPEP (dη). By using that P = PEP on F∞∞ , it follows that this also holds
with respect to PP. Now, note that Mn = Xn −
∑n−1
m=0D(θXk,kη) is a martingale with
bounded increments under Pη. Therefore Pη(limn→∞ n−1Mn = 0) = 1 which together
with (3.4.3) implies the law of large numbers.
We next turn to the proof of Theorem 3.1.3. The following lemma is essentially copied from
[22].
Lemma 3.4.2. Assume PEP is invariant with respect to (ηEPt ) and that PEP and P restricted
to (Ω,F≥0) are not singular. Assume (Xt) is elliptic. Then there exists PEPc ∈ M1(Ω),
invariant for (ηEPt ) and mutually absolutely continuous to P on (Ω,F≥0).
Proof of Lemma 3.4.2. Consider the (unique) Lebesgue decomposition of PEP with respect
to P restricted to (Ω,F≥0). That is, let
PEP (B) = αPEPc (B) + (1− α)PEPs (B), ∀B ∈ F≥0,
where PEPc  P and PEPs ⊥P on (Ω,F≥0). By assumption, we know that α > 0. If
α = 1, the statement is immediate. Thus, assume α ∈ (0, 1). In a first step, observe that
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(θy,1 ◦ PEP )c = θy,1 ◦ PEPc for every y ∈ R. This follows from translation invariance of
P which implies that taking the continuous part with respect to P is the same as taking the
continuous part with respect to θy,1 ◦ P. The same is true for the singular part PEPs .
Note that, since E is finite and (Xt) is finite range, we have that ellipticity in fact implies





α(η, y) ≥ ε > 0.








and therefore θy,1 ◦ PEP  PEP for every y ∈ R. By using first ellipticity and then


















α(·, y)θy,1 ◦ PEPc , (3.4.4)
which means that PEPc is invariant for (ηEPt ).
Let f = dP
EP
c





and, in particular, η ∈ B implies θy,1η ∈ B, y ∈ R. In particular, B is invariant under θo,1,
and by ergodicity of P this is a 0 − 1 event. Since by assumption α > 0 we have P(B) = 1
and therefore P PEPc on (Ω,F≥0).
Lemma 3.4.3. Let Λ ⊂ Zd+1 finite and fix σ ∈ EΛc . Let P(· | σ) and P−k(· | σ) be the
regular conditional probabilities of P and P−k onEΛ given σ. Then, forB ∈ FΛ and k ≥ 1,













X−k,...,0 = γ | A−1−k
)
.
Proof. The proof is mostly as for the unconditional expansion. Additionally we use the
following equalities:
P−k(B | A−1−k, X−k,...,0 = γ, σ) = PP(θ−γ−k,kB | θ−γ−k,kA
−1
−k, θ−γ−k,kσ)
= P(B | A−1−k, σ)
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and
P−k(X−k,...,0 = γ,A−1−k | σ)
=PP(ηEPk ∈ A−1−k, X0,...,k = γ − γ−k | θXk,kσ)
=P (X0,...,k = γ − γ−k | A−1−k)P(θ−γ−k,kη ∈ A
−1
−k | θ−γ−k,kσ)
=P (X0,...,k = γ − γ−k | A−1−k)P(η ∈ A
−1
−k | σ).
Take also note that summation should only include events A−1−k which have positive proba-
bility with respect to the conditional law given σ.
Proof of Theorem 3.1.3. By applying the same line of reasoning as in the proof of Theorem
3.1.1, it easy to see that (3.1.6) holds as a consequence of (3.1.5) and Lemma 3.4.1. In par-
ticular, there is a measure Q invariant under (ηEPt ) such that (3.1.6) holds, and consequently
Q = P on F∞≥0. We focus on the proof that Q and P are mutually absolutely continuous
under the additional assumption that (Xt) is elliptic.
Since (3.1.6) holds, there is an l ∈ N such that supB∈FΛ(l) |Q(B)−P(B)| < 1. In particular,
P and Q are not singular on FΛ(l). In order to conclude that Q and P are not singular on
F≥0 we make use of Lemma 3.4.3 and the assumption that |E| < ∞. Indeed, for any
σ ∈ EΛ(l) we have by Lemma 3.4.3 that P−k(· | σ)  P(· | σ). Further, since E is finite
any local function is continuous and hence we also have Q(· | σ) P(· | σ). And since Q is
non-singular on Λ(l) with respect to P it has non-trivial continuous part and corresponding
density on Λ(l). Thus, we now also have shown that conditioned on Λ(l) the measure Q has
a density inside H \Λ(l). It hence follows that Q is not singular with respect to P on H. As a
consequence of Lemma 3.4.2 and that Q and P are not singular on H we conclude that, when
(Xt) is elliptic, there is a measure PEP ∈M1(Ω) invariant under (ηEPt ) such that PEP and
P are mutually absolutely continuous on F≥0.
Proof of Corollary 3.1.4. Corollary 3.1.4 is an application of Theorem 1 in [53]. In order to
fulfil the requirements of their theorem six conditions needs to be satisfied, i.e. (A0)-(A5)
therein. Our main contribution is that Condition (A1) is satisfied when (3.1.7) holds. This
follows as a direct consequence of Theorem 3.1.3. Furthermore, that Conditions (A0) holds
under (3.1.7) follows partly by the mixing assumptions on µ. Moreover, that also µEP and
µ are mixing is a consequence of Theorem 3.4 in [100] which yields exponential rate of
convergence for environment process under the assumption that (3.1.7) holds. By the same
reasoning, Theorem 3.4 in [100] also implies that Condition (A2) holds true. Lastly, we note




3.4.2 Proof of examples
Proof of Theorem 3.2.1
Proof. For k ∈ N, let γ ∈ Γk and consider A ∈ A−1−k(γ). Since A consists of a fixed
observation of the environment along the path γ we can write A =
⋂
x∈Zd Ax, where Ax is
the observation on the line {(x, s) : s ∈ Z}. Without change of notation we also treat Ax as
an event on the space EZ. Denote by P̂x the optimal coupling (in the sense of total variation
distance) of Po(· | Ax) and Po(·), and by P̂ =×x∈Zd P̂x. The product structure of P plus
the fact that A is given by the intersection of the events Ax gives us that P̂ is a coupling of
P(· | A) and P(·).
For l ∈ N, let B ∈ FΛ(l). We have that
|P(B | A)− P(B)| ≤ P̂
(

















The last line follows from the fact that η1(x) and η2(x) can only differ if the site x is part
of the observation A, since otherwise Ax = EZ. Condition (3.2.1) thus ensures that the sum
in the last line is finite. In particular, the sum converges to 0 as l → ∞. This shows that P
satisfies (3.1.5).
Proof of Corollary 3.2.2
Corollary 3.2.2 follows by a slightly stronger statement, which we state and prove first.









Then P satisfies the conditions of Theorem 3.1.3.
Proof of Theorem 3.4.4. Let l ∈ N and consider B ∈ FΛ(l). By Theorem 3.1.3, it is suffi-
cient to obtain uniform estimates of the form |P(B | A)− P(B)| ≤ φ(l), where A ∈ A−∞,
and where φ(l) approaches 0 as l→∞. For this, we first note that
|P (B | A)− P (B)| ≤ P̂A,Ω
(
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Thus, it suffices to control P̂A,Ω
(
η1t (x) 6= η2t (x)
)
for each (x, t) ∈ Λ(l). For this, fix (x, t) ∈
Λ(l) such that ‖ (x, t) ‖1 ≥ αs for some s ≥ 0. Further, let A′ ∈ A
−s
−∞ be such that
A′ ∩A = A, and denote by P̃A,A′,Ω a measure on Ω× Ω× Ω such that
P̃A,A′,Ω(η1 ∈ ·, η2 ∈ ·,Ω) = P̂A,A′(η1 ∈ ·, η2 ∈ ·);
P̃A,A′,Ω(η1 ∈ ·,Ω, η3 ∈ ·) = P̂A,Ω(η1 ∈ ·, η3 ∈ ·);
P̃A,A′,Ω(Ω, η2 ∈ ·, η3 ∈ ·) = P̂A′,Ω(η2 ∈ ·, η3 ∈ ·).
We then have that
P̂A,Ω
(
η1t (x) 6= η2t (x)
)
=P̃A,A′,Ω(η1t (x) 6= η3t (x))
≤P̃A,A′,Ω(η1t (x) 6= η2t (x) or η2t (x) 6= η3t (x))
≤P̃A,A′,Ω(η1t (x) 6= η2t (x)) + P̃A,A′,Ω(η2t (x) 6= η3t (x))
=P̂A,A′
(




η1t (x) 6= η2t (x)
)
,
Furthermore, it holds that
P̂A,A′
(



















since the finite speed of propagation coupling is invariant with respect to translations of the
conditioning and the argument. Thus, by the analysis above, we obtain that




















To conclude the proof, we note that the number of site in H at distance αs from the origin is
of order sd. Thus, due to (3.2.2) the first sum on the r.h.s. of (3.4.6) converges towards 0 as
l approaches∞. Similarly, by applying (3.4.5), also the second sum on the r.h.s. of (3.4.6)
converges towards 0 as l approaches∞. From this we conclude the proof.
Proof of Corollary 3.2.2. The proof of Corollary 3.2.2 follows along the lines of the proof of
Theorem 3.4.4, by making use of the finite speed of propagation property and (3.2.3). First
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note that, for any B ∈ FΛ(l) and A ∈ A−∞,
|P (B | A)− P (B)| =
∣∣∣P̃(Φ(ξ) ∈ B | ξ ∈ Φ−1A)− P̃(Φ(ξ) ∈ B)∣∣∣
≤ P̂Ω,Φ−1A
(







η1t (x) 6= η2t (x)
)
.
Thus, it suffices control P̂Ω,Φ−1A
(
η1t (x) 6= η2t (x)
)
for each (x, t) ∈ Λ(l). and to show that
the latter term above approaches 0 as l → ∞. For this, since Φ is assumed to be finite
range, we note that the finite speed of propagation property (ξt) transfers to events of the
form Φ−1A. Thus, by considering a coupling P̃Φ−1A,Φ−1A′,Ω, similar to the coupling in the
proof of Theorem 3.4.4, and where A′ ∈ A−s−∞ and A′ ∩ A = A. Further, by applying the
estimates (3.2.2) and (3.2.3), we may proceed by the same line of reasoning as in the proof
of Theorem 3.4.4, from which we conclude the proof.
Proof of Theorem 3.2.3




k=1 Pµ(ηEPk ∈ ·) ∈ M1(Ω0) (by possibly taking subsequential limits) and note that
µEP is invariant with respect to (ηEPt ).
We first show that µEP agrees with µ on F∞=0. Let l ∈ N and consider any B ∈ FΛ0(l) with
Λ0(l) := {(x, 0) : ‖ (x, 0) ‖1 ≥ l}. Similar to the proof of Theorem 3.4.4, it follows that, for
any A ∈ A−∞,


















Since P has finite speed of propagation, the first term converges to 0 as l approaches∞. For
the second term, note that the number of sites in Zd at distance t from the origin is of order
td−1. Thus, by (3.2.4), also the second term converges to 0 as l →∞. This yields that µEP
agrees with µ on F∞=0, and that µEP and µ are non-singular on (Ω,FΛ0(l)) for all l ∈ N
sufficiently large.
Next, assume in addition that (Xt) is elliptic. By Lemma 3.4.3 and an argument as in the
proof of Theorem 3.1.3, we conclude that µ and µEP are non-singular on (Ω,F=0). From
this, we conclude that there is probability measure µ̂EP , invariant under µ and such that µ
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and µ̂EP are mutually absolutely continuous. This follows analogous to the proof of The-
orem 3.1.3 by making use of (a slight adaptation of) Lemma 3.4.2 and the assumption that
(Xt) is elliptic. Consequently, the path measure of (ηEPt ) initialised from µEP , denoted by
PEP ∈ M1(Ω,F), is mutually absolutely continuous to P on (Ω,F≥0). Thus, since ellip-
ticity implies ellipticity in the time direction, and since µ is ergodic under (ηt) we conclude
that µEP is ergodic under (ηEPt ), as follows similar to the proof of ergodicity in Theorem
3.1.1.
Proof of Theorem 3.2.4
We next prove that the environments constructed in Subsection 3.2.3 have arbitrary slow
polynomial mixing.
Proof of Theorem 3.2.4. First we will show the upper bound, by choosing a particular cou-
pling. The natural coupling of Pξ and Pσ is that ξ1t (x, n) and ξ2t (x, n) share the resampling
events of probability bn, so that after the first resampling, the spins are identical. Note that
this coupling can naturally be extended to an arbitrary number of initial configurations. If we
denote by ξσt the configuration at time t when started in σ, we have under this coupling
ξ−1t (x, n) ≤ ξσt (x, n) ≤ ξ+1t (x, n)
and hence η−1t (x) ≤ ησt (x) ≤ η+1t (x) for all t, x, n, σ. In particular it follows that
P̂ξ,σ(η1t (0) 6= η2t (0)) ≤ P̂1,−1(η1t (0) = 1)− P̂1,−1(η2t (0) = 1).
Let Rt := {n ∈ N : ξ1t (0, n) = ξ2t (0, n)}. We have
































where fR is the density of
∑
n∈R anYn and (Yn)n are i.i.d. uniform [−1, 1] distributed. A
simple convolution of the individual densities shows that fR ≤ minn∈R(2an)−1, hence the
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To obtain polynomial decay, we choose an = 12n
−α and bn = 12n
−β . Then we can find
















































For a lower bound, we use (3.4.7) plus the fact that (3.4.8) is an equality for ξ = +1 and
σ = −1, so that we have
sup
ξ,σ












































Proof of Theorem 3.2.5
We continue with the proof of Theorem 3.2.5 and study random walks on an Ornstein-
Uhlenbeck process.
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Proof of Theorem 3.2.5. Fix n, a sequence tk and a ∈ {−1, 1}n. Define the additional events
A1 = {sign(ξ−tk) = 1, 1 ≤ k ≤ n} and A = {sign(ξt) = 1, t ≤ 0}.
We will use the following sequence of stochastic domination:
P(ξ0 ∈ · | A) 4 P(ξ0 ∈ · | A1) 4 P(ξ0 ∈ · | A). (3.4.11)
Here P(ξ0 ∈ · | A) is the limit of P(ξ0 ∈ · | sign(ξs) = 1,−T ≤ s ≤ 0) as T → ∞,
which exists and has Lebesgue-density x exp(−12x
2) on [0,∞) (see [88]). The argument for
the stochastic domination in (3.4.11) is based on the following fact: Let Y 1 and Y 2 be two
diffusions given by dY it = bit(Y it )dt+ σdWt. If b1t ≤ b2t and L(Y 10 ) 4 L(Y 20 ), then
L(Y 1t ) 4 L(Y 2t ) ∀ t ≥ 0. (3.4.12)
To apply this to the first stochastic domination in (3.4.11) holds, let −tl is the biggest time
point with al = −1. Clearly P(ξ−tl ∈ ·|A) 4 P(ξ−tl ∈ ·|A1). Furthermore, after −tl the
eventsA andA1 agree past−tl, that means that after tl we condition on the same event. This
conditioning changes the drift to some new and time-inhomogeneous drift, for which only
the initial law varies, and by (3.4.12) we obtain the stochastic domination.
For the second stochastic domination, we use (3.4.12) and the fact that conditioning the
Ornstein-Uhlenbeck process on A further increases the drift compared to condition on A1
(with the convention that the drift is +∞ for x ≤ 0 when conditioning on A).
An analogous bound to (3.4.11) holds in the other direction when we condition the process
to be negative, and P(ξ0 ∈ ·|A) = P(−ξ0 ∈ ·|A). Together this implies
P(| ξ0 | ∈ · | A) 4 P(ξ0 ∈ · | A). (3.4.13)
A bound on the total variation is then given by a coupling:
‖P(ξt ∈ · | A)− P(ξt ∈ ·) ‖TV ≤
∫
P̂x,y(τ > t)πA(dx, dy),
where P̂x,y is a coupling of two OU-processes ξ1t and ξ2t starting in x and y and πA is any
coupling of P(ξ0 ∈ · | A) with a normal distribution, and τ is the coupling time.
We take P̂x,y to be the coupling where the driving Brownian motions are perfectly nega-
tively correlated until the processes are coupled. Then the difference Dt is an OU-process
satisfying
dDt = −Dtdt+ 2dWt and D0 = x− y.
The coupling time τ is τ0, the first hitting time of 0 of Dt. Note that the coupling time
increases if |x− y | increases, in particular when we replace |x− y | by |x | + | y |. With
this fact, choosing πA to be the independent coupling, and (3.4.13) we get∫















To conclude the proof we use the fact that that Px+y(τ0 > r + log(x + y)) is exponentially
small in r.
The claim that this example satisfies the conditions of Theorem 3.1.3 is now a simple com-
putation by telescoping over all sites in B and using the fact that the last time a site x ∈ Zd
could be observed is −|x|/R, where R is the interaction range of the jump kernel α.
Proof of Theorem 3.2.6
In this subsection we present the proof of Theorem 3.2.6. Before doing so, we first introduce
some definitions and prove a general theorem, Theorem 3.4.5, from which Theorem 3.2.6
follows.
Let E = {0, 1} and associate to the space Ω the partial ordering such that ξ ≤ η if and
only if ξ(x) ≤ η(x) for all x ∈ Zd+1. An event B ∈ F is said to be increasing if ξ ≤ η
implies 1B(ξ) ≤ 1B(η). If ξ ≤ η implies 1B(ξ) ≥ 1B(η) then B is called decreasing.
For P,Q ∈ M1(Ω), we say that P stochastically dominates Q if Q(B) ≤ P(B) for all
B ∈ F increasing. Furthermore, a measure P ∈M1(Ω) is positively associated if it satisfies
P(B1 ∩B2) ≥ P(B1)P(B2) for any two increasing events B1, B2 ∈ F . Following [85], we
say that P is downward FKG if, for every finite Λ ⊂ Zd+1, the measure P(· | η ≡ 0 on Λ) is
positively associated.
Theorem 3.4.5. Let P ∈ M1(Ω) be downward FKG and assume that there exists φ : N →
[0, 1] such that for all (x, s) ∈ Λ(l) and all γ ∈
⋃
k≥1 Γk,
P (ηs(x) = 1 | η ≡ 0 along γ) ≥ P (η0(o) = 1)− φ(l), (3.4.14)




dφ(l) <∞, then the conditions of Theorem 3.1.3 are satisfied.
Remark 3.4.1. In the above theorem, and throughout this section, we write “η ≡ i along
γ”, where i ∈ {0, 1} and γ ∈ Γ :=
⋃
k≥1 Γk, for the event that {ηs(x) = i ∀ (x, s) ∈
γ + [−R,R]d × {0}}.
Proof of Theorem 3.4.5. Let B ∈ F . For any k ∈ N, we have similar to the proof of Lemma








[ ∣∣P (B | A−1−k)− P (B | η ≡ 0 along γ)∣∣
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We next show that, under (3.4.14) and (3.4.15),
sup
B∈Λ(l)
∣∣P (B | A−1−k)− P (B | η ≡ 0 along γ)∣∣→ 0, as l→∞.
Fix γ ∈ Γk and A−1−k ∈ A
−1
−k(γ). Since P is downward FKG, it is the case that P(· | η ≡
0 along γ) is stochastically dominated by P(· | A−1−k). Hence, by Strassens Theorem, there





We moreover have that, for all B ∈ FΛ(l), l ∈ N,
|P(B | η ≡ 0 along γ)− P(B | A−1−k)|
≤P̂0,1
(




















P̂0,1(η1s(x) = 0)− P̂0,1(η2s(x) = 0)
)
.









=P (ηs(x) = 0 | η ≡ 0 along γ)− P
(
ηs(x) = 0 | A−1−k
)
≤P (ηs(x) = 0 | η ≡ 0 along γ)− P (ηs(x) = 0 | η ≡ 1 along γ)
As a consequence, by using (3.4.14) and (3.4.15), we obtain by the derivations above that
sup
B∈FΛ(l)









by P (B), it can similarly be shown that
sup
B∈Λ(l)




Substituting the estimates from (3.4.16) and (3.4.17) into the first inequality of this proof,
and using that liml→∞
∑
t≥l t
dφ(t) = 0, we obtain that the conditions of Theorem 3.1.3 are
satisfied.
We continue with the proof of Theorem 3.2.6.
78
3.4 Proofs
Proof of Theorem 3.2.6. Let (ξt) be the contact process on Zd̃ with d̃ ≥ 1 and λ > λc(d̃).
This process is known to satisfy the downward FKG property, as shown by [20], Theorem 3.3
(see also Lemma 2.1 in [19]). Thus, for the proof of Theorem 3.2.6, it is sufficient to show
that (3.4.14) and (3.4.15) holds. In fact, it is sufficient to show that the estimates of Theorem
3.4.5 hold for sites (o, s) with s ∈ Z≥0. To see this, recall the graphical representation of
the contact process (see p. 32-34 in [83]). Since the spread of information is bounded by
a Poisson process with rate 2dλ, it is evident that the finite speed of propagation property
holds, and thus that Corollary 3.2.2 applies.
That (3.4.15) holds for the contact process is now a simple application of the graphical rep-
resentation and the fact that the contact process started from all sites equal to 1 converges
exponentially fast towards the upper invariant measure. See [83], Theorem 1.2.30, and the
remark directly after for estimates of the latter. In particular, (3.4.15) holds with φ(l) expo-
nentially decaying in l. Note that, this estimate holds for (ξt), that is, without applying the
projection map.
In order to conclude a similar estimate for (3.4.14), on the other hand, we restrict to the
projection of (ξt) onto the one dimensional lattice. In this case, (3.4.14), again with φ(l)
exponentially decaying in l, is a direct application of [19], Theorem 1.7. Thus, by Theorem
3.4.5, we conclude that the conditions of Theorem 3.1.3 are satisfied.
Remark 3.4.2. The statement of Theorem 3.2.6 can be extended to projection maps from Zd̃
to Zd̃
d̃−1 := Z
d̃−1×{0} for any d̃ ≥ 2 and λ > λc(d̃). Indeed, Theorem 1.7 in [19] still
holds in this generality.
3.4.3 Proof of Theorem 3.3.2 and Theorem 3.3.3




. Let ε > 0, and
let m ≤ n with n,m ∈ N. For Λ ⊂ L finite and B ∈ FΛ we have that, for every t ∈ N,
|PEP (m)(B)− PEP (n)(B)| ≤ |PEP (m)(B)− PPm(η
EP (m)
t ∈ B)|





t ∈ B)− PPm(η
EP (m)
t ∈ B)|.
By Assumption c) we can fix t such that the sum of the first two terms is less than ε/2. By
the uniformity assumption, this bound holds irrespectively of m and n. It thus remains to
show that also the third term can be made smaller than ε/2 by possibly taking m large. To
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Pn(X−t,...,0 = γ | A−1−t )± δ2,m(t)
)
,
















X−t,...,0 = γ | A−1−t
)
,
by taking m large enough we can guarantee that
|PPn(η
EP (n)
t ∈ B)− PPm(η
EP (n)
t ∈ B)| < ε/2.
Since this bound holds for all n ≥ m it follows that (PEP (m)(B)) is a Cauchy sequence
and hence converges to a limit. Moreover, since B and Λ were arbitrary, this is true for any
local local event B ∈ F . This implies that PEP (m) converges weakly to PEP for some
PEP ∈M1(Ω).
We next proceed with the proof of PP(ηEPt ·) =⇒ PEP , where PEP is the limiting measure
above. Let ε > 0 and B ∈ F local. For any n ∈ N, we have that
|PEP (B)− PP(ηEPt ∈ B)| ≤ |PEP (B)− PEP (n)(B)|





t ∈ B)− PP(ηEPt ∈ B)|.
Fix t such that the second term is smaller than ε/3. This we can do by applying Assump-
tion c). Next, by taking n large the first term can be made smaller then ε/3 as well since
PEP (n) =⇒ PEP , as we have shown above. For the third term we can proceed as in for
the proof of PEP (n) =⇒ PEP above. Indeed, since t is fixed, we can use that Pn =⇒ P
and that ε(n) ↓ 0 together with the finite range assumption of the random walk. Hence we
may take n so large that also the third term is less that ε/3. Since ε > 0 was taken arbitrary,
this shows that PP(ηEPt ∈ B) → PEP (B) as t → ∞. Since B ∈ F was an arbitrary local
event, we conclude that PP(ηEPt ∈ ·) converges weakly towards PEP (·). As a necessary




Proof of Theorem 3.3.3. Let Pσ be the path measure of (ηt) when started from σ ∈ Ω0 and
assume that (ηEPt ) is uniquely ergodic with invariant measure µEP ∈M1(Ω). We have that,
for any B ∈ FΛ, Λ ⊂ Zd × {0} finite, and any t ∈ N,


































Pσ(ηEPk ∈ B)− Pω(ηEPk ∈ B)
]∣∣∣∣∣→ 0
as t approaches∞ (see e.g. Theorem 4.10 in [59]). Hence, by taking t large we can assure
that the first term of the r.h.s. of (3.4.18) is less than ε/2. Next, for the second term, we have




∣∣∣PµEP (n)(ηEPk ∈ B)− PµEP (n)(ηEP (n)k ∈ B)∣∣∣→ 0 as n→∞.
This follows similarly as in the proof of Theorem 3.3.2. Indeed, for each k ∈ {1, . . . , t}, we
have that


























P (X−k,...,0 = γ | A−1−k)± δ2,n(t)
)
,
where both the error terms δ1,n(t) and δ2,n(t) approaches 0 as n → ∞. Thus, by taking n
sufficiently large we can assure that the second term on the r.h.s. of (3.4.18) is less than ε/2.
From this we conclude that
∣∣µEP (B)− µEP (n)(B)∣∣ < ε for all n large. SinceB and Λ were
arbitrary chosen, we hence conclude the proof.
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3.4.4 Proof of Theorem 3.3.4
Proof of Theorem 3.3.4. The main part of the proof goes along the same lines as the proof
of Theorem 3.1.1. The main difference is an estimate which is similar to Lemma 3.4.1 and

























∣∣P (B | A−1−k)− P (B) ∣∣P−k (X−k,...,0 = γ,A−1−k) ,








X−k,...,0 = γ,A−1−k(γ, σ)
)
= 1.

















possibly taking sub-sequential limits. Then, by means of weak convergence, since the space
ofM1-bounded functions on a compact space form a compact space, and the limit of bounded
measurable functions is measurable, (3.4.19) immediately transfers to Q. Consequently, we
have Q P on F≥0 and
dQ|F≥0
dP|F≥0
≤M1. This concludes the first part.
Next, assume that (3.3.3) holds from which it follows that, for every B ∈ F≥0,
|P(B)− P(B | Ak)| ≤M2P(B | Ak), ∀Ak ∈ A−1−kl, k ∈ N,
Similarly to how we obtained (3.4.19), we hence conclude that, for any k ∈ N,∣∣PP (ηEPk ∈ B)− P (B) ∣∣ ≤M2PP (ηEPk ∈ B) , ∀B ∈ F≥0.
From this estimate, and using the same argument as for the proof of the first part, we hence






3.4.5 Strong disagreement percolation
Basic disagreement percolation
For simplicity we assume that E = {0, 1} and that the environment (ηt) is a translation
invariant nearest neighbour probabilistic cellular automaton (PCA). Further, let ci(η) :=
Pη(η1(o) = i), i = 0, 1. By the nearest neighbour property, ci(η) = ci(ξ) if η(x) = ξ(x) for
all |x | ≤ 1.
The evolution of the PCA can be constructed by a sequence (Ut(x))x∈Zd,t≥1 of i.i.d. [0, 1]-
uniform variables in an iterative way: given ηt, ηt+1(x) := 1Ut+1(x)≤c1(θxηt), x ∈ Zd. Here
θx is the shift on Zd, that is, for η ∈ Ω0 we have (θxη)(y) = η(y + x), y ∈ Zd
This construction allows for coupling of Pη1 and Pη2 , the graphical construction coupling,
by using the same set of [0, 1]-uniform i.i.d. variables (Ut(x)). The starting point of dis-
agreement percolation is the observation that the value of ηt+1(x) is sometimes independent
of ηt, namely if either Ut+1(x) < c− := infη∈Ω c1(η) or Ut+1(x) > c+ := supη∈Ω c1(η).
This allows the environment to forget information, which can be encoded in the coupling.
The disagreement percolation is then the triple (η1t , η2t , ξt)t≥0, where ηit is constructed from




1, Ut(x) ∈ [c−, c+] and ∃ y, | y − x | ≤ 1 : ξt−1(y) = 1;
0, otherwise.
The name disagreement percolation comes from the fact that ξt(x) = 0 implies η1t (x) =
η2t (x) and (ξt) is a directed site percolation process with percolation parameter p = c+−c−.
We denote the law of this so constructed triple (η1t , η2t , ξt)t≥0 by P̂η1,η2 .
Definition 3.4.1. If p = c+ − c− < pc, where pc is the critical value of directed site
percolation in Zd, then we say that the disagreement percolation P̂ is subcritical.
Remark 3.4.3. This coupling can be improved by looking at more information. For exam-
ple the site percolation model does not use the total number of neighbours which satisfy
ξt−1(y) = 1, only that the indicator that this number is positive. By taking this information
into account when deciding based on whether ξt(x) should be 1 or 0 the range of PCA where
the disagreement percolation is subcritical can be extended.
Remark 3.4.4. If the disagreement percolation coupling is subcritical, then necessarily there
is a uniquely ergodic measure for the process (ηt), as follows by standard coupling arguments
and comparison with subcritical directed site percolation.
Disagreement percolation and backward cones
The disagreement percolation we introduced in the previous subsection is a way to control
the influence of the initial configuration on the future, by giving an upper bound on the space-
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time points which depend on differences in the initial configurations. In the context of this
article we want something slightly different, namely to control the influence of a backwards
cone. With this in mind we construct a different version of the disagreement percolation
coupling.
Denote by P−∞µ the law of (ηt)t∈Z under the stationary law µ and by (Ut(x))t∈Z,x∈Zd the
i.i.d. uniform [0, 1] variables of the corresponding graphical construction. Denote by Cb :=
{(x, t) ∈ Zd × {...,−1, 0} : |x | ≤ | t |} the infinite backward cone with tip at (0, 0) and by
Cb := σ(ηt(x) : (x, t) ∈ Cb) = σ(Ut(x) : (x, t) ∈ Cb) the σ-algebra generated by the sites
which lie in the cone Cb.
Let A,B ∈ Cb. We now construct the disagreement percolation process (η1t , η2t , ξt)t∈Z
with law P̂A,B , where η1 has law P−∞µ (·|A) and η2 has law P−∞µ (·|B). The idea is al-
most the same as in Subsection 3.4.5, the only difference is on the cone Cb. On Cb, we
draw (η1t (x))(x,t)∈Cb from P−∞µ (·|A), independently (η2t (x))(x,t)∈Cb from P−∞µ (·|B), and
set ξt(x) = 1 for (x, t) ∈ Cb. Outside Cb, (η1t , η2, ξ) evolves like the basic disagreement
percolation coupling by using the same (Ut(x))(x,t)∈Cc
b
. As the evolution outside Cb is the
same as the basic disagreement percolation, the definition of subcriticality remains the same.
Lemma 3.4.6. Suppose the disagreement percolation is subcritical. Then the environment
satisfies (3.1.5).
Proof. Let A ∈ Cb be arbitrary and let P̂A be the disagreement percolation coupling of
P−∞µ (·|A) and P−∞µ . We then have for any B ∈ FΛ(l), l ≥ 1,∣∣P−∞µ (B|A)− P−∞µ (B) ∣∣ ≤ P̂A(∃(x, t) ∈ Λ(l) : ξt(x) = 1),
which is exponentially small in l and independent of the choice of B and A.
Strong disagreement percolation
We say that (η1t , η2t , ξt) is a strong disagreement percolation coupling if ξt(x) = 0 implies
η1t (x) = η2t (x) and η1 and ξ are independent. This independence is a stronger assumption
than regular disagreement percolation.
Lemma 3.4.7. Suppose p∗ := max((c+ − c−)/c+, (c+ − c−)/(1− c−)) < pc. Then there
exist strong versions of the disagreement percolation couplings in Sections 3.4.5 and 3.4.5.
Proof. The basic concept of the construction is similar to the regular disagreement per-
colation. The difference is that we no longer use a single Ut(x) to build the processes
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(η1t (x), η2t (x), ξt(x)) from (η1t−1, η2t−1, ξt−1). Instead we take three [0, 1]-uniform i.i.d ran-
dom variables (Ut(x)1, Ut(x)2, Ut(x)3). We then set
η1t (x) = 1U1t (x)≤c1(θ−xη1t−1);
ξt(x) = 1U3t (x)≤p∗1∃y,| y−x |≤1:ξt−1(y)=1;
η2t (x) =

η1t (x), ξt(x) = 0;
1, U2t (x) ≤
c1(θ−xη2t−1)−(1−p
∗)c1(θ−xη1t−1)
p∗ and ξt(x) = 1;
0, otherwise.
(3.4.20)




p∗ ∈ [0, 1], and a direct com-
putation shows that the probability that η2t (x) = 1 is c1(θ−xη2t−1).
Proof of Theorem 3.3.5 and Corollary 3.3.6
Proof of Theorem 3.3.5. The proof is based on a coupling argument. Let
C−k := {(x, t) ∈ Zd × {...,−k − 1,−k} : |x− γ−k | ≤ | t− k |}
be the infinite backwards cone with tip at (γ−k,−k). We construct iteratively the ran-
dom variables (ηt(x)1,m, ηt(x)2,m, ξt(x)m) ∈ E × E × {0, 1}, (x, t) ∈ C−k−1+m, and
Hm ∈ N, and denote their law by P̃m. We start with ηt(x)1,0 and ηt(x)2,0, ξt(x)0 chosen
independently from P−∞µ (·) and P−∞µ
(
·
∣∣∣ A−k−1−k−1) restricted to the cone C−k−1+m and set
ξ0t (x) = 1 for (x, t) ∈ C−k−1, and H0 = 0.
Given P̃m, let P̃m,∗ be the extension of P̃m to the cone C−k+m based on the strong disagree-
ment percolation coupling, that is
(η1,mt (x), η
2,m
t (x), ξmt (x))(x,t)∈C−k+m\C−k−1+m
are distributed according to the evolution described in (3.4.20).
The general strategy is as follows: We want to condition the measure P̃m,∗ on the event
{η1,m ∈ A−k+m−k , η2,m ∈ A
−k+m
−k−1 }. Observe that, on ξ−k+m(γ−k+m) = 0, the events
η1,m ∈ A−k+m−k+m and η2,m ∈ A
−k+m
−k+m are equivalent. This is the good case. The bad case




∣∣∣ A−k−k−1) and P−∞µ (· ∣∣∣ A−k−k) independently. The role of Hm is to keep track of
the number of iterations since the last time we had to reset and try again.
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∣∣∣ η2,m ∈ A−k+m−k−1 )−∑
h≥0
qm(h).
Let B1, B2, D ∈ σ(C−k+m). We now define P̃m+1 based on P̃m by
P̃m+1
(




η1,m ∈ B1, η2,m ∈ B2, ξm ∈ D,Hm = h |
η1,m ∈ A−k+m−k+m, η




















η1,m ∈ B1, ξm−k+m(γ−k+m) = 1






∣∣∣ η1,m−k+m ∈ A−k+m−k , ξm−k+m(γ−k+m) = 0)Q2m
+ P̃m,∗
(
η2,m ∈ B2, ξm−k+m(γ−k+m) = 1
∣∣∣ η2,m ∈ A−k+m−k )]11 on C−k+m∈D.
A direct computation shows that P̃m+1(η1,m+1 ∈ B1) = P−∞µ (B1 | A−k+m−k ) and P̃m+1(η2,m+1 ∈
B2) = P−∞µ (B2 | A−k+m−k ) assuming that P̃m satisfies the corresponding properties. There-
fore P̃k extended to all space-time points using the strong disagreement percolation construc-
tion (3.4.20) is a coupling of P−∞µ (·|A−1−k) and P−∞µ (·|A
−1
−k−1). We call this coupling P̃∗ and
drop the super-index k from the random variables. By construction of the coupling,
P̃∗(·|H = h) = P̂A−1−h−k ,A−1−h−k−1
(
·
∣∣ η1 ∈ A−1−h, ξ−i(γ−i) = 0, i = 1, ..., h)
where P̂A−1−h−k ,A−1−h−k−1 is the strong disagreement percolation coupling starting from the cone
C−1−h. In particular, η1 and ξ are independent. Denote by G := {ξ0(x) = 0 ∀ x ∈ Zd} the








∣∣ A−1−k) ≥ P̃
∗ (η20 ∈ B,G)


















∣∣ A−1−k) ≤ P̃∗(G)−1.
Since P̃(Gc|H = h) is exponentially small in h, we have completed the proof once we show
that P̃∗(H ≤ h) is exponentially small in k for a fixed h. To see this, we look at Hm in more
detail. Since Hm either increases by one or is reset to 0, (Hm) is a time-inhomogeneous
house-of-cards process with transition probability P(Hm+1 = h + 1|Hm = h) = qm(h).
We have that qm(h) equals
P̃m,∗
(
ξm−k+m(γ−k+m) = 0, η1,m ∈ A
−k+m
−k+m









∣∣ Hm = h)
max
(
1, P̃m,∗(η2,m ∈ A−k+m−k+m





∣∣ Hm = h)
max
(
1, P̃m,∗(ξm−k+m(γ−k+m) = 0





∣∣ Hm = h)
1 + (infi,η ci(η))−1
(
1− P̃m,∗ (ξ−k+m(γ−k+m) = 0 | Hm = h)
) ,








η2,m ∈ A−k+m−k+m, ξm−k+m(γ−k+m) = 1




∣∣∣ Hm = h) .
Note that infi,η ci(η) > 0, since infi,η ci(η) = 0 implies p∗ = 1 > pc. Conditioned on
Hm = h the probability of ξm−k+m(γ−k+m) = 0 is larger than the probability that there is
no percolation path from C−k+m−h−1 to (γ−k+m,−k+m), which converges exponentially
fast to 1 in h. Therefore there are constants c1, c2 > 0 so that 1− qm(h) ≤ c1e−c2h. We also
have qm(h) ≥ (1−p∗) infi,η ci(η). Those two facts imply that P̃∗(H ≤ h) ≤ c3e−c4(k−c5h)
for some constants c3, c4, c5 > 0.
Corollary 3.3.6 follows as a direct consequence of Theorems 3.3.4 and 3.3.5.
Proof of Corollary 3.3.6. Let l ∈ N and consider Al ∈ A−1−l . By telescoping, for any B ∈
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Setting M :=
∏∞
i=1(1 + Cδi), and noting that the statement (and proof) of Theorem 3.3.4
holds when F≥0 is replaced by F=0, we conclude the proof.
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Chapter 4
The contact process as seen from a
random walk
This chapter is based on the paper [26], which has been submitted.
Abstract
We consider a random walk on top of the contact process. In particular, we focus on the
“contact process as seen from the random walk”. Under the assumption that the infection
rate of the contact process is large or the jump rate of the random walk is small, we show that
this process has at most two extremal measures. Moreover, the convergence to these extremal
measures is characterised by whether the contact process survives or dies out, similar to
the complete convergence theorem known for the ordinary contact process. Using this, we
furthermore provide a law of large numbers for the random walk. Our arguments apply to the
processes considered on Zd, d ≥ 1, and under general assumptions on the jump probabilities
of the random walk.
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4.1 Introduction and main results
4.1.1 Motivation, background and outline
In this chapter we study a random walk on top of the contact process on Zd with d ≥ 1. That
is, we assume that the transition kernel of the random walk depends on the contact process
in a local neighbourhood around the position of the random walk. This is an example of a
random walk in a dynamic random environment (abbreviated by RWDRE), a class of models
that have recently been the subject of intensive studies in the mathematical literature (see e.g.
[3], [9], [32], [50], [71], [77], [100]).
The contact process is a classical interacting particle system. This model was first introduced
by Harris [70] in the 1970’s as a model for the spread of an infection in a population. In this
model, “infections” spread to nearest neighbour sites at a constant rate λ and a site become
“healthy” at a constant rate 1.
On the one hand, the contact process is a model to which many of the mathematical tools
developed for studying disordered systems apply, such as monotonicity, duality, renormali-
sation and coupling, and by now much is known. For instance, a full understanding of its
dependence on the initial state is known by the complete convergence theorem. As a general
reference about the contact process, we refer to Liggett [83, Chapter 1].
On the other hand, the contact process is a complicated model. Indeed, since infections
spread in space and time, it has a non-trivial spatial and temporal correlation structure. More-
over, the contact process has a phase transition. For infection rate λ sufficiently small, the
whole population eventually becomes healthy, irrespectively of the initial configuration. In-
terestingly, for infection rate above a certain threshold, infections may spread for all times
with positive probability. In particular, in this regime (called the supercritical regime), the
evolution of the contact process depends strongly on the initial configuration.
Furthermore, the contact process is an example of a model which, in the supercritical regime,
does not fall into the class of well behaved models characterised by the cone-mixing condi-
tion. In particular, the general results obtained by Avena, den Hollander, and Redig [8] and
Redig and Völlering [100] do not apply to random walks on the supercritical contact pro-
cess. Despite much progress in the last years, no general theory has so far been developed
for RWDRE models when the dynamic random environment is not cone mixing.
For the above reasons, the study of a random walk on the supercritical contact process in
the context considered in this chapter was initiated by den Hollander and dos Santos [72].
They considered a class of nearest neighbour random walks on the one dimensional contact
process. Combining monotonicity properties of the contact process and the random walk,
they proved a law of large numbers, valid throughout the supercritical regime, and, assuming
large enough infection rate, a central limit theorem. Since then, the model has been studied
in several papers. We mention in particular Bethuelsen and Heydenreich [27], who proved a
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law of large numbers for a version of the model on Zd with d ≥ 1, and Mountford and Vares
[91], who improved the central limit theorem of den Hollander and dos Santos [72] and
proved that it holds throughout the supercritical regime. See also Bethuelsen and Völlering
[28] and Birkner, Černý, and Depperschmidt [32] for related results.
In contrast to [27], [72] and [91], who studied the evolution of the random walk directly, the
focus of this chapter is on the “contact process as seen from the random walk”-process (ab-
breviated by CPSRW). That is, we study the shift-perturbed version of the ordinary contact
process on Zd, d ≥ 1, such that the random walk always remain at the origin. In particular,
we are interested in the set of invariant measures for the CPSRW process and its convergence
towards the extremal ones.
Our main contribution is that, when the infection rate of the contact process is large or the
jump rate of the random walk is small, then the CPSRW process satisfies a complete con-
vergence theorem similar to what is known for the ordinary contact process. That is, the
CPSRW process has (at most) two extremal invariant measures making the process ergodic
and it converges towards a mixture of these states (in the Cesàro sense) depending only on
whether the underlying contact process survives or dies out. For this, we allow for very
general transitions kernels of the random walk.
As a consequence of this result about the CPSRW process, we also derive limiting properties
about the random walk itself. In particular, we show that it satisfies a law of large numbers
under rather general assumptions on the transition kernel.
Outline
In the next subsection we give a more precise definition of our model and in particular the
CPSRW process. Our main results are presented in Subsection 4.1.3. As preparations for the
proofs, we provide in Section 4.2 some preliminary results about the contact process and in
Section 4.3 we provide a particular coupling construction of our model. Section 4.4 contains
the proofs of our main results.
4.1.2 The model
The contact process
Let Ω = {0, 1}Zd . For η ∈ Ω and x ∈ Zd, we denote by ηx the configuration which is





y∼x is the summation over nearest neighbours of x.
The contact process (ηt)t≥0 on Zd with “infection” rate λ > 0 and “recovery” rate 1 is the
Markov process on Ω with generator L : C(Ω;R) 7→ C(Ω;R), where C(Ω;R) denotes the
91
Chapter 4 The contact process as seen from a random walk





η(x) [f(ηx)− f(η)] + λs(η, x) (1− η(x)) [f(ηx)− f(η)]
]
.
We denote the semi-group generated by L by (St)t≥0, also considered on the space C(Ω,R).
Note that the contact process is translation invariant, that is,
Pη,λ(θxηt ∈ ·) = Pθxη,λ(ηt ∈ ·)
with θx denoting the shift operator θxη(y) = η(y − x) and Pη,λ the path-space measure
of the contact process on DΩ[0,∞), the set of càdlàg functions on [0,∞) taking values on
Ω, starting from η0 = η. Further, denote by F the product σ-algebra corresponding to Ω
and let M1(Ω) denote the set of probability measures on (Ω,F). By δη ∈ M1(Ω) we
denote the measures which concentrates on η ∈ Ω. For µ ∈ M1(Ω) we denote by Pµ,λ




The empty configuration where all sites equal to 0, denoted by 0̄, is an absorbing state for the
contact process since s(0̄, x) = 0 for all x ∈ Zd. On the other hand, when initialised with
all sites equal to 1, the contact process is known to evolve towards an equilibrium measure
called the upper invariant measure. We denote this measure by ν̄λ.
As already mentioned, the contact process has a phase transition. That is, there is a critical
threshold λc ∈ (0,∞), where λc depends on the dimension, such that νλ = δ0̄ for λ ∈ (0, λc]
and, for all λ ∈ (λc,∞), it holds that ν̄λ(η(x) = 1) > 0 for any x ∈ Zd. Further, the
two measures, δ0̄ and ν̄λ, are the only extremal measures for the contact process on Zd.
A complete description of the convergence towards any mixture of them is known by the
complete convergence theorem, which for later reference we state next. (For a proof we refer
to [83, Theorem 1.2.27]).
Theorem 4.1.1 (Complete Convergence for (ηt)). Let τ := inf{t ≥ 0: ηt = 10̄}. Then, for
λ > 0 and η ∈ Ω;
δηSt =⇒ Pη,λ(τ <∞)δ0̄ + Pη,λ(τ =∞)ν̄λ as t→∞,
where =⇒ denotes weak convergence.
The random walk
The random walk (Xt) is a process on Zd whose transition probabilities depend on the state
of the contact process in a neighbourhood around the random walk. More precisely, we
assume (w.l.o.g.) that X0 = o, where o ∈ Zd denotes the origin. Further, at any time t > 0,
the rate to jump from site x to site x+ z, given that the contact process is in state η at time t,
is given by γα(θxη, z) ∈ [0,∞). Here, γ ∈ [0,∞) is a parameter of the model.
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In order for the above process to be well defined, we need to pose some regularity assump-




‖ z ‖ sup
η∈Ω
|α(η, z)| <∞, (4.1.1)
and that for some R ∈ N and every z ∈ Zd;
α(η, z)− α(ω, z) = 0 whenever η ≡ ω on [−R,R]d. (4.1.2)
Assumption (4.1.1) assures that the position of (Xt) has a first moment, whereas Assumption
(4.1.2) says that the random walk only depends on the contact process within a finite region
around its location. Note that, by (4.1.1), the jump rate of (Xt) is bounded by γ ‖α ‖1.
Further, we say that the random walk is elliptic if there is a finite subset E = {e1, . . . , en}
of Zd such that
α(η, ei) > 0 ∀ η ∈ Ω and i ∈ {1, . . . , n},
and such that α(η, y) > 0 for some η ∈ Ω and y ∈ Zd if and only if y =
∑n
i=1 aiei with
ai ∈ {0, 1, 2, . . . }, i = 1, . . . , n.
Lastly, for η = (ηt) ∈ DΩ[0,∞), let P η denote the quenched law of (Xt) in environment η.





The contact process as seen from a random walk
“The contact process seen from the random walk” (that is, the CPSRW process) is the key
object of this chapter. This process, which is also useful for understanding the asymptotic
behaviour of the random walk itself, is the Markov process on Ω with generator
LEP f(η) := Lf(η) +
∑
z∈Zd
α(η, z) [f(θ−zη)− f(η)] ,
corresponding semigroup (SEPt ), both acting on C(Ω;R), and with path-space measure de-
noted by PEPη,λ . Here, the superscript EP is an abbreviation for environment process and is
used to distinguish it from Pη,λ, the path-space measure of the contact process.
4.1.3 Main theorems
As for the ordinary contact process, it is clear that 0̄ is an absorbing state for the CPSRW
process as well. If λ < λc it is not difficult to show that δ0̄ is the only stationary distribution
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for (ηEPt ). This follows for instance from the methods developed in Redig and Völlering
[100] together with well known convergence estimates towards 0̄ for the subcritical contact
process, see Theorem 1.2.48 in [83].
On the other hand, when λ > λc, one can often show that there exists more than one station-
ary distribution for the CPSRW process. For this, it is sufficient to show that there is a site







ηEPt (x)dt > 0. (4.1.3)
That (4.1.3) holds when λ > λc can been shown by several methods. For instance, [27,
Theorem 1.4] and [72, Theorem 1], both proven via monotonicity arguments and particular
properties of the contact process, imply that (4.1.3) holds for the class of models studied in
these papers. In dos Santos [104] another method is put forward, by use of multiscale analy-
sis, and applied to a random walk on the exclusion process. This method can presumably be
applied to random walks on the contact process as well.
Ideally we would like to describe the entire class of stationary distributions corresponding
to (ηEPt ), given the transition kernel of (Xt) and the infection parameter λ. As we saw in
Theorem 4.1.1, a complete description is at hand for the ordinary contact process, i.e. when
not perturbed by the random walk. Our main theorem shows that a similar statement holds
for (ηEPt ) when either λ is sufficiently large or γ is sufficiently small.
Theorem 4.1.2 (Complete convergence for (ηEPt )). Assume that (Xt) satisfies Assumptions
(4.1.1) and (4.1.2) and that it is elliptic.
a) Let λ ∈ (λc,∞). Then there is a γ0 ∈ (0,∞) such that for all γ < γ0 there exists
ν̄EPλ ∈ M1(Ω) making PEPν̄EP
λ
,λ
stationary and ergodic with respect to time-shifts.






s ds =⇒ Pη,λ(τ =∞)ν̄EPλ + Pη,λ(τ <∞)δ0̄.
b) Let γ ∈ (0,∞). Then there is a λ0 ∈ (0,∞) such that for all λ > λ0 there exists
ν̄EPλ ∈ M1(Ω) making PEPν̄EP
λ
,λ
stationary and ergodic with respect to time-shifts.






s =⇒ Pη,λ(τ =∞)ν̄EPλ + Pη,λ(τ <∞)δ0̄.
The choice of γ0 and λ0 in Theorem 4.1.2 is related to the asymptotic speed at which an
infection spreads. That is, we require the random walk trajectory to eventually be contained
inside a forward space-time cone in which, for any starting configuration η ∈ Ω \ {0̄}, the
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contact process conditioned on survival is approximately in equilibrium. This is similar in
spirit to the assumption on λ in [72, Theorem 2].
Similar perturbative regimes have recently been studied for several other RWDRE models
with non-uniform dependence on the initial configuration, in particular by Avena, Blondel,
and Faggionato [9], Hilário, den Hollander, Sidoravicius, dos Santos, and Teixeira [71] and
Huveneers and Simenhaus [77]. These very interesting works do not overlap with that of this
chapter and are furthermore based on very different methods.
The proof of Theorem 4.1.2 follows by a coupling argument and uses known mixing prop-
erties of the supercritical contact process together with basic ergodic theory, and does not
(directly) rely on the monotonicity properties of the contact process. For what appears to be
only due to technical matters, we restrict to convergence in the sense of Cesàro.
We further note that the strategy of the proof can be applied to other models with similar
mixing properties as the contact process. For instance, Theorem 4.1.2 can be shown to hold
for certain extensions of our model where the random walk is allowed to interact with the
medium, i.e. the contact process, by locally adding/removing infections. Such extensions
may be natural from an application point of view.
The ellipticity assumption in Theorem 4.1.2 seems necessary for the theorem to hold in gen-
eral. Indeed, an example of an non-elliptic random walk for which there exists three extremal
invariant measures for (ηEPt ) can be constructed by making the random walk resemble the
behaviour of the rightmost particle process of the contact process on Z.
One way to achieve this is by considering a random walk that jumps deterministically to
the right at a rate γ ≥ λ when on an infected site and otherwise as a simple random walk
with jump rate 1. Considering the corresponding CPSRW process started from 0̄, 1̄ or the
configuration where all sites on the negative integers are infected and the remaining sites are
healthy, it is not difficult to show (using results about the distribution of the contact process
seen from the rightmost particle, e.g. Galves and Presutti [60]) that this process has three
invariant measures, all singular with respect to the other two.
Presumably, a similar reasoning can be made rigorous when λ is close to the critical value or
γ is close to 0, even in cases where (Xt) is elliptic. On the other hand, for the case considered
in Theorem 4.1.2, we do not think the ellipticity assumption is really necessary. We prove
this rigorously in the case the contact process is started from ν̄λ, as stated next.
Theorem 4.1.3 (Convergence of the upper invariant measure). Assume that (Xt) satisfies
Assumptions (4.1.1) and (4.1.2). Furthermore, let λ and γ be as in Theorem 4.1.2. Then
there exists ν̄EPλ ∈ M1(Ω) making PEPν̄EP
λ







s ds =⇒ ν̄EPλ ∈M1(Ω).
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As mentioned above, under fairly general assumptions on the random walk and assuming
that either λ is large or γ is small, we believe that the CPSRW-process has exactly two
extremal measures. That is, in Theorems 4.1.2 and 4.1.3, we have ν̄EPλ 6= δ0̄. Although we
do not provide a proof of this, nevertheless, from the ergodic property of ν̄EPλ only, we infer
information about the random walk.
Theorem 4.1.4 (Law of large numbers). Under the assumptions of Theorem 4.1.2 there exists
v0, v1 ∈ Rd such that for all η ∈ Ω,
lim
t→∞
t−1Xt = Pη,λ(τ <∞)v0 + Pη,λ(τ =∞)v1, P η − a.s. (4.1.4)
Relaxing the ellipticity assumption on (Xt), (4.1.4) holds P ν̄λ-a.s.
Remark 4.1.1. Note that Pη(τ = ∞) = 1 if and only if η has infinitely many infections, as
follows by [83, Theorem 2.30]. In particular, the limit in (4.1.4) equals v1 ∈ Rd when the
contact process is started from the upper invariant measure ν̄λ.
Presumably, the law of large numbers in Theorem 4.1.4 can be extended to a functional
central limit theorem under the annealed law. For this, from the existence of ν̄EPλ that is
ergodic under (ηEPt ), martingale methods (as used e.g. in [100]) seem useful.
To this end, a remark about the critical case (i.e., when λ = λc) is in place. In this case,
ν̄λc = δ0̄, as was proven by Bezuidenhout and Grimmett [30]. This result has since been
extended to several models. On the other hand, still for λ = λc, the contact process process
as seen from the rightmost particle is known to have a non-trivial invariant measure, as shown
in Cox, Durrett and Schinazi [49].
It is not difficult to show that, by using Theorem 4.5 in [28] and monotonicity of the con-
tact process, for λ = λc, any invariant measure for the CPSRW process concentrates on
configurations having 0 asymptotic density. We believe that, under reasonable (ellipticity)
assumptions, the CPSRW process with λ = λc has no non-trivial invariant measure. How-
ever, to show this rigorously seems challenging since the critical contact process has slowly
decaying space-time correlation structure.
4.2 Preliminaries about the contact process
Important to our approach is the existence of a coupling P̂λη,ω of the contact process started
from any two η, ω ∈ Ω. The canonical choice is the graphical construction coupling, see p.
32-34 in [83], however, any other coupling satisfying (4.2.1) and (4.2.2) below will do just
as fine.
For η, ω ∈ Ω, the coupled pair (η1t , η2t )t≥0 denotes two copies of the contact process, started
from η10 = η and η20 = ω respectively. Recall that, by definition, a coupling has the marginals
P̂λη,ω(η1t ∈ ·) = Pη,λ(ηt ∈ ·) and P̂λη,ω(η2t ∈ ·) = Pω,λ(ηt ∈ ·).
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We are in this chapter mainly interested in the contact process with λ > λc for which ν̄λ
is non-trivial. In this regime a more global description of the contact process is at hand and
known as the shape theorem. For this, denote by (ηot ) and (η1̄t ) the contact process started
from only the origin initially infected and the entire lattice initially infected respectively and
define for t ≥ 0,
Ht := {x ∈ Zd : ηos(x) = 1 for some 0 ≤ s ≤ t};
Kt := {x ∈ Zd : ηos(x) = η1̄s(x) ∀ s ≥ t}.
Ht is the set of sites which have been visited by an infection by time t when the contact
process is started with only the origin infected at time 0. Kt is the subset of Zd where (ηot )
and (ηZdt ) remain coupled for all time after time t. The next result shows that when λ > λc,




(x+Q) and K̄t :=
⋃
x∈Kt




Lastly, for ω ∈ Ω, denote by τω := inf{t ≥ 0: ηωt = 10̄} the time until the contact process
started from ω “dies out”. We write τo := inf{t ≥ 0: ηot = 10̄} for the case when ω(x) = 1
for x = o only.
We are now prepared to state a version of the shape theorem, which in this generality is due
to Garet and Marchand [61]; see Theorem 3 therein.
Theorem 4.2.1 (The shape theorem). Suppose λ > λc. There exists a convex set D =





(1− ε)D ⊂ 1
t
(H̄t ∩ K̄t) ⊂
1
t
H̄t ⊂ (1 + ε)D ∀t ≥ T
)
= 1.
Moreover, there is a function f : (λc,∞) → (0,∞), non-decreasing, and such that {x ∈
Rd : ‖x ‖1 ≤ f(λ)} ⊂ D(λ) and limλ→∞ f(λ) =∞.
Theorem 4.2.1 implies mixing properties for the contact process when started from other
configurations than only the origin initially infected, as we show next.
Lemma 4.2.2. Let λ > λc and consider the contact processes (ηηt ) and (η1̄t ), initialised from






ηηt (x) = η1̄t (x) ∀ x ∈ t(1− ε)D ∀ t ≥ T | τη =∞
)
= 1. (4.2.1)
Proof. Since the path measure of the contact process is translation invariant with respect to
spatial shifts, (4.2.1) holds in the case when η(x) = 1 for only one site x ∈ Zd, as follows
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immediately from Theorem 4.2.1. Indeed, for any 0 < ε1 < ε2, it holds that t(1 − ε2)D ⊂
θxt(1− ε1)D for all t sufficiently large.
For T ∈ (0,∞), let AT = {ηηt (x) 6= η1̄t (x) for some x ∈ t(1 − ε)D and t ≥ T}. Fix
x1, . . . , xn ∈ Zd and assume that η ∈ Ω is such that η(y) = 1 only when y = x1, . . . , xn.
By using that the contact process is monotone and additive (in particular, that {τη = ∞} =
∪ni=1{τxi =∞}), we have
P̂λη,1̄ (AT | τ
η =∞) =P̂λη,1̄ (τ
η =∞)−1 P̂λη,1̄ (AT , τ
η =∞)
=P̂λη,1̄ (τ












P̂λσi,1̄ (AT | {τ
xi =∞}) ,
where σi(y) = 1 only if y = xi. Consequently, (4.2.1) holds when η has finitely many 1’s,
since each term inside the sum of the last equation satisfies (4.2.1).
What remains to be shown is that (4.2.1) holds when the contact process is started from a
configuration with infinitely many sites infected. In this case, τη = ∞ a.s. (see Remark
4.1.1) and so
P̂λη,1̄ (AT | τ
η =∞) = P̂λη,1̄ (AT ) .
Let (Nn)n∈N be a non-decreasing sequence such that
∑
x∈[−Nn,Nn]d η(x) ≥ n and denote by
σn ∈ Ω the configuration which equals η on [−Nn, Nn]d and equals 0 outside [−Nn, Nn]d.
By the monotonicity property of the graphical construction coupling we have
P̂λη,1̄ (AT ) ≥ P̂
λ
σn,1̄ (AT ) ≥ P̂
λ
σn,1̄ (AT ∩ {τ
σn =∞})
= P̂λσn,1̄ (τ
σn =∞) P̂λσn,1̄ (AT | τ
σn =∞) .
Hence, taking T → ∞ yields that limT→∞ P̂λη,1̄ (AT ) ≥ P̂
λ
η,1̄ (τ
σn =∞). Taking n → ∞,
by [83, Theorem 1.2.30], we conclude the proof.
We also need to control the contact process started from a finite number of 1’s and condi-
tioned on dying out, for which we have the following lemma.
Lemma 4.2.3. Let λ > λc and consider the contact processes (ηηt ) and (η0̄t ), initialised from
η and 0̄ respectively, where η satisfies
∑











Given the coupling P̂λη,ω of the contact process from the previous section, for each T ∈
[0,∞), we show in the following lemma how to extend it to a coupling P̂λη,ω,T also containing
the evolution of two random walks (X1t , X2t )t≥0 on (η1t , η2t )t≥0. The coupling construction
is motivated by the coupling used in [72], Section 3, and can be seen as a generalisation of
their approach to general dimensions and general transition kernels.
Before stating the lemma we need to introduce some notation. For γ ∈ (0,∞), denote by
R(γ) ⊂ Rd the convex hull of the transition kernels of (Xt), that is,
R(γ) := γ · conv
∑
z∈Zd
zα(η, z), η ∈ Ω
 . (4.3.1)
Further, for η, ω ∈ Ω, T, ε > 0, let
CT,R,ε(η, ω) := {ηηs (x) = ηωs (x) ∀ x ∈ s(1 + ε)R(γ) + [−R,R]d, s ∈ [T,∞)}(4.3.2)
denote the event that the contact processes started from η and ω respectively are perfectly
coupled inside s(1 + ε)R(γ) + [−R,R]d ⊂ Zd for all s ≥ T , and let
DT,ε := {X1t , X2t ∈ t(1 + ε)R(γ) ∀ t ≥ T}. (4.3.3)
Lemma 4.3.1. Let T ∈ [0,∞) and let η, ω ∈ Ω. There exists a coupling P̂λη,ω,T with the
following properties:
(a) (Marginals) The coupling supports two contact processes and corresponding random
walks:
1. P̂λη,ω,T ((η1t , X1t ) ∈ ·) = P̃η,λ((ηt, Xt) ∈ ·);
2. P̂λη,ω,T ((η2t , X2t ) ∈ ·) = P̃η,λ((ηt, Xt) ∈ ·);
where P̃η,λ is the path measure of the joint process (ηt, Xt).


















(c) (Coupling of the walkers) The jumping times of X1t and X2t are independent up to time
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Proof. To obtain the properties listed above, we extend the original coupling P̂λη,ω to contain
three Poisson processes N i with i ∈ {1, 2, 3}, all with rates λi := γ ‖α ‖1, as well as a
sufficient supply of independent uniform [0, 1] variables for each i ∈ {1, 2, 3}, denoted by
U i. The Poisson processes are chosen independent of P̂λη,ω and thus property b) is immediate.
To obtain the properties described in a) and c), we chose the Poisson processes N1 and N3
independent from each other, as well as the corresponding variablesU1 andU3. Furthermore,
the process N2 is given by
N2t :=
{
N3t if t ≤ T
N3T +N1t −N1T if t > T,
and the variables U2 are given by
U2n :=
{







Now, for j ∈ {1, 2}, the random walk Xj starts from o and exclusively (but not neces-
sarily) jump when the Poisson clocks N j rings. To make this precise, enumerate Zd =
{z1, z2, z3, . . . } and let for each η ∈ Ω and m ∈ N, p(η,m) :=
∑m
i=1 α(η, zi). When the
clock N j rings for the k’th time, the random walk jumps from Xjt to X
j
t + zi only if the
uniform [0, 1] variable U jk satisfies
‖α ‖−11 p(θXjt η
j
t , zm−1) ≤ U
j





Clearly this yields property a). Furthermore, note that both the random walks use independent
Poisson clocks and U ’s up to time T , and share the same Poisson clocks and U ’s after time
T . Property c) follows as a consequence of this and since (Xt) satisfies (4.1.2).
4.4 Proofs
4.4.1 Coupling argument
In this subsection we present the coupling argument essential for the proofs of Theorems
4.1.2 and 4.1.3. For this, we first note that, as a simple consequence of our assumptions on
the transition kernels of the random walk (recall Assumptions (4.1.1), (4.1.2) and Definition
(4.3.1)), the following lemma holds.







s ∈ s(1 + ε)R(γ) ∀ s ≥ t
)
= 1, for any T > 0.
With the help of the coupling construction in the previous section, together with Lemma 4.2.2
and Lemma 4.4.1, we next present a generalisation of Proposition 3.3 in [72] which allows
us to compare possible limiting measures of (ηEPt ).
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Proposition 4.4.2. Assume that (Xt) satisfies Assumptions (4.1.1) and (4.1.2) and is elliptic.
Furthermore, assume there exists µEP ∈ M1(Ω) making PEPµEP ,λ stationary and ergodic
with respect to time-shifts and such that µEP 6= δ0̄. If, for some ε > 0, R(γ)(1 + ε) ⊂ D,








f(ηEPs )ds = µEP (f) | τω =∞
)
= 1.
Proof. Let µEP ∈ M1(Ω) be such that PEPµEP ,λ is ergodic with respect to time-shifts and
µEP 6= δ0̄. By ergodicity, we know that there exist a set B ∈ F of full µEP -measure such









f(ηEPs )ds = µEP (f)
)
= 1. (4.4.1)
Furthermore, since µEP 6= δ0̄ both are ergodic they are necessarily singular. Thus, µEP
assigns 0 probability to the class of configurations with only finitely many 1’s. To see this,
note that a configuration of finitely many 1’s may die out in finite time with positive proba-
bility and, since µEP and δ0̄ are singular, this would lead to a contradiction. Consequently,
by Remark 4.1.1, the ordinary contact process started from µEP survives almost surely.
Fix η ∈ Ω such that (4.4.1) is satisfied. Let Λ ⊂ [−n, n]d for some n ∈ N and consider
a function f ∈ C(Ω;R) only depending on the configuration inside Λ. In order to prove








f(ηEPs )ds = µEP (f) | τ =∞
)
= 1 (4.4.2)
irrespectively of the choice of Λ and f . This readily implies the statement of Proposition
4.4.2 by standard arguments since C(Ω;R) is generated by the set of all local functions.
Now, to prove (4.4.2) and complete the proof, consider the coupling P̂λη,ω,T as constructed in
Lemma 4.3.1. Let M = max(n,R), recall the definitions (4.3.2) and (4.3.3), and let
ΓT := {DT,ε ∩ CT,M,ε(η, ω) for some ε > 0}.
Note that, by Lemma 4.2.2 and Lemma 4.4.1, it holds that, for all T > 0,
lim
t→∞
P̂λη,ω,T (Γt | τω =∞) = 1,
since by assumption R(γ)(1 + ε) ⊂ D for some ε > 0. By the law of total expectation, by








f(θXsη2s)ds = µEP (f) | ΓT , τω =∞
)
= 1, ∀ T > 0.
101
Chapter 4 The contact process as seen from a random walk
Moreover, let ε > 0 be such that ΓT holds. Consequently, on ΓT , X2T = x for some
x ∈ R(γ)(1 + ε)T . Thus, by property c) of the coupling construction in Lemma 4.3.1, it








f(θXsη2s)ds = µEP (f) | ΓT , τω =∞, X2T = x
)
= 1, (4.4.3)
for all T > 0 and x ∈ R(γ)(1 + ε)T .
To this end, we employ the ellipticity assumption. For each x ∈ Zd fixed, there exists
an event Bx generated by (N1[0,T ], U[1,N[0,T ]]) which has positive probability and such that
X1T = x on Bx. By property c) of the coupling construction and due to the ellipticity
assumption, Bx can be chosen independent of the evolution of (η1t , η2t ) and (X2t ). Using this
































s)ds = µEP (f) | ΓT , τω =∞, X2T = x
)
(4.4.4)
Here, the first equality holds sinceBx is independent of all the other variables. To see that the
second equality holds, note that ΓT ensures that the contact processes are perfectly coupled
inside the space-time region defined by CT,M,ε(η, ω). Furthermore, since x ∈ R(γ)(1+ ε)T
andX1T = X2T property c) of the coupling construction apply. To conclude (4.4.2) and hence
the proof of Proposition 4.4.2, we note that (4.4.4) equals 1 as a consequence of (4.4.1).
By a straightforward adaptation of the proof of Proposition 4.4.2, replacing µEP by δ0̄ and
using Lemma 4.2.3 instead of Lemma 4.2.2, we have the following statement.
Proposition 4.4.3. Assume that (Xt) satisfies Assumptions (4.1.1) and (4.1.2) and is elliptic.
Let ω ∈ Ω be such that
∑








f(ηEPs )ds = f(0̄) | τω <∞
)
= 1.
Following [72, Remark 3.4 ], the ellipticity assumption in the above argument is not neces-
sary in the case when the contact process is started from the upper invariant measure. The
following proposition is essential for the proof of Theorem 4.1.3.
Proposition 4.4.4. Assume that (Xt) satisfies Assumptions (4.1.1) and (4.1.2). Furthermore,
assume there exists µEP ∈ M1(Ω) making PEPµEP ,λ ergodic with respect to time-shifts and













Proof. The statement follows as in the proof of Proposition 4.4.2, only with minor modifi-
cations which we highlight next. To adapt the proof, replace the conditioning on X2T = x
in (4.4.3) (and the proceeding derivations) by the event {N2T = 0}, which implies X2T = 0.
Then, by stationarity of the contact process under ν̄λ, (X2t+T − X2T )t≥0 under P̂λη,ν̄λ,T (· |
N2T = 0) has the same distribution as (X2t )t≥0 under P̂λη,ν̄λ,T (·). Since N
1
T = 0 implies
X1T = 0 and has positive probability, the claim follows as in the proof of Proposition 4.4.2
by replacing Bx by {N1T = 0}.
4.4.2 Proof of Theorems 4.1.2 and 4.1.3
Proof of Theorem 4.1.2. As mentioned in the introduction, the measure δ0̄ is trivially an in-
variant measure for the CPSRW process. Furthermore, it clearly makes PEPδ0̄ ergodic with
respect to time-shifts and is hence extremal. Thus, in the (unlikely) scenario that δ0̄ is the
unique invariant measure for the CPSRW process, Theorem 4.1.2 follows by classical ergodic
theory with ν̄EPλ = δ0̄.
To complete the argument of Theorem 4.1.2, we next consider the (more likely) scenario
that there exist a measure µEP ∈ M1(Ω) invariant under (ηEPt ) and such that µEP 6= δ0̄.
Without loss of generality, assume that µEP is extremal and hence singular with respect
to δ0̄. By Proposition 4.4.2 together with Remark 4.1.1, the statement of Theorem 4.1.2
follows immediately when starting the CPSRW process with a configuration having infinitely
many 1’s in the case that R(γ)(1 + ε) ⊂ D. In this case the CPSRW process convergence
towards ν̄EPλ . For fixed λ > λc, the statement of Theorem 4.1.2a) thus follows by taking γ
sufficiently small. Similarly, for fixed γ ∈ (0,∞), the statement of Theorem 4.1.2b) follows
by taking λ sufficiently large, since D = D(λ) is growing towards the whole lattice as λ
increases.
Similarly, if the starting configuration η 6= 0̄ has only finitely many 1’s, the CPSRW process
converges towards ν̄EPλ on the event that {τ = ∞}. This follows again by applying Propo-
sition 4.4.2. On the other hand, on the event {τ < ∞}, by Proposition 4.4.3, the CPSRW
process converges towards δ0̄. This concludes the proof.
Proof of Theorem 4.1.3. This follows analogous to the proof of Theorem 4.1.2 for the case
when η ∈ Ω has infinitely many 1’s, by applying Proposition 4.4.4 instead of Proposition
4.4.2.
4.4.3 Proof of Theorem 4.1.4
Proof of Theorem 4.1.4. For the first part of the proof, we follow the proof of [99], Theorem
4.1. Consider (ηEPt ) started from ν̄EPλ . Let Fz : D([0, 1],Ω) 7→ R, z ∈ Zd count the number
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z∈Zd zFz , which is well-defined and in L
1(µEP ) because of the rate condition
















F (ηEP[n−1,n]) = ν̄EPλ (F ). (4.4.5)
The same is true for non-integer T , by using the fact that XT −XbTc has bounded expecta-
tion. Since











the claim is proven for ν̄EPλ .
To extend the result to an arbitrary probability measure ν we use Theorem 4.1.2. Firstly, if
ν̄EPλ = δ0̄, then it follows that (ηEPt ) converges towards δ0̄ when started from any η0 ∈ Ω.
Consequently, the left hand side of (4.4.5) converges towards F (0̄) irrespectively of η0 ∈ Ω.
Secondly, if ν̄EPλ 6= δ0̄, we concluded in the proof of Theorem 4.1.2 that ν̄EPλ concentrates
on configurations which have infinitely many infections. For any such configuration we
showed in Lemma 4.2.2 that (4.2.1) holds. Thus, for any η ∈ Ω, the left hand side of (4.4.5)
converges towards ν̄EPλ (F ) when conditioned on τη = ∞. Similarly, on τη < ∞, (4.4.5)
converges towards F (0̄), and this concludes the proof.
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Chapter 5
Stochastic domination in space-time
for the contact process
This chapter is based on a paper with Jacob van den Berg, [19], which has been submitted.
Abstract
Liggett and Steif (2006) proved that, for the supercritical contact process on certain graphs,
the upper invariant measure stochastically dominates an i.i.d. Bernoulli product measure. In
particular, they proved this for Zd and (for infection rate sufficiently large) d-ary homoge-
neous trees Td.
In this paper we prove some space-time versions of their results. We do this by combining
their methods with specific properties of the contact process and general correlation inequal-
ities.
One of our main results concerns the contact process on Td with d ≥ 2. We show that,
for large infection rate, there exists a subset ∆ of the vertices of Td, containing a “positive
fraction" of all the vertices of Td, such that the following holds: The contact process on Td
observed on ∆ stochastically dominates an independent spin-flip process. (This is known to
be false for the contact process on graphs having subexponential growth.)
We further prove that the supercritical contact process on Zd observed on certain d-dimensional
space-time slabs stochastically dominates an i.i.d. Bernoulli product measure, from which we
conclude strong mixing properties important in the study of certain random walks in random
environment.
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5.1 Introduction and main results
5.1.1 Background and outline of this paper
Let G = (V,E) be a connected graph of bounded degree, and let λ ∈ (0,∞). The contact
process (ηt) on G with parameter λ is the continuous-time interacting particle system on
{0, 1}V with local transition rates given by
η → ηx at rate
{
1, if η(x) = 1;
λ
∑
{y : {x,y}∈E} η(y), if η(x) = 0,
where ηx is defined by ηx(y) := η(y) for y 6= x, and ηx(x) := 1− η(x).
The contact process was introduced by Harris [70] in 1974 as a toy model for the spread of
an infection in a population. With this interpretation in mind, λ is often referred to as the
“infection" parameter and a site x ∈ V is said to be infected at time t if ηt(x) = 1, otherwise
it is said to be healthy. A central question is whether the infections “survive" with positive
probability or eventually dies out, i.e. all sites become healthy. As general references on
contact processes we mention the books [82] and [83] by Liggett.
The “healthy" configuration where all sites are equal to 0, denoted by 0̄, is clearly an ab-
sorbing state for the contact process. On the other hand, starting from the full configuration
where all sites are initially infected, the contact process evolves towards an equilibrium mea-
sure ν̄λ. This state is often called the upper invariant measure. Throughout this text we write
upper stationary contact process to denote the contact process whose law at an arbitrary time
equals ν̄λ.
A basic property of the contact process is that, if G is countable infinite, it undergoes a phase
transition: there is a critical threshold λc ∈ [0,∞), depending onG, such that, for all λ < λc,
ν̄λ = δ0̄, and for all λ > λc, ν̄λ 6= δ0̄. Here, δ0̄ denotes the measure that concentrates on 0̄.
In this paper we focus on the supercritical phase, i.e., the case λ > λc.
van den Berg, Häggström and Kahn [20] proved that the upper invariant measure satisfies the
following property (called downward FKG in [85]): for any finite ∆ ⊂ V , the conditional
measure ν̄λ(· | η ≡ 0 on ∆) is positively associated. (See Liggett [84] for a slightly stronger
property). Liggett and Steif [85] used this result to show that, for the supercritical contact
process on Zd, d ≥ 1, the upper invariant measure stochastically dominates a non-trivial
Bernoulli product measure (see Corollary 4.1 therein). For the d-ary homogeneous tree Td,
where each site has d+1 neighbouring sites, they showed such a domination result for λ > 4.
In this paper, we investigate to what extent the upper stationary contact process stochastically
dominates a non-trivial Bernoulli product measure when observed in space-time.
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One of our main results concerns the upper stationary contact process on Td with d ≥ 2.
We show that, for λ > λc(Z), there exists a subset V of the vertices of Td, containing a
“positive fraction" of all the vertices of Td, such that the following holds: the contact process
on Td observed on V stochastically dominates an non-trivial independent spin-flip process.
This is the content of Theorem 5.1.2 below. Interestingly, this cannot happen for the upper
stationary contact process on graphs having subexponential growth (such as Zd), as shown
in Proposition 5.1.1.
We furthermore prove that the upper stationary contact process on Zd with d ≥ 1 and λ > λc,
observed on certain (discrete-time) d-dimensional space-time slabs, stochastically dominates
a non-trivial Bernoulli product measure. This is the content of Theorem 5.1.5 below. Using
this, we conclude in Theorem 5.1.7 that the contact process projected onto a thin space-time
slab satisfies a strong mixing property known as cone-mixing.
The projection of the contact process onto a sub-lattice can be interpreted as a hidden Markov
model and is motivated for instance by the study of phase transition phenomenas in nonlinear
filtering (see van Handel and Rebeschini [69]) as well as the study of a random walk in a
dynamic random environment (see Bethuelsen and Völlering [28]).
A key observation for our arguments is that the results in [20] imply that the above mentioned
downward FKG property extends to the contact process observed in space-time. Our proofs
are based on this observation, together with specific properties of the contact process and
results and techniques from [85].
Outline of this paper
In the next subsection we recall some basic definitions before we present our main results
for the contact process in Subsection 5.1.3. In Subsection 5.1.4 we discuss certain mixing
properties which follow from our main results. Section 5.2 is devoted to some preliminary
results. Proofs of our main results are provided in Section 5.3. In Section 5.4 we present
some open questions.
5.1.2 Stochastic domination and Bernoulli product measures
Besides the contact process there are two key concepts in the presentation of our main results,
namely stochastic domination and Bernoulli product measures. For the convenience of the
reader, we briefly recall their definitions.
Given a countable set V , we are interested in probability measures on Ω := {0, 1}V and
DΩ[0,∞), the set of càdlàg functions on [0,∞) taking values in Ω. For this, denote by F
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the product σ-algebra corresponding to Ω and letM1(Ω) be the set of probability measures
on (Ω,F), and similarly, letM1(DΩ[0,∞)) be the set of measures on DΩ[0,∞).
For ρ ∈ [0, 1], we denote by µρ ∈ M1(Ω) the Bernoulli product measure with density
ρ. That is, for any finite ∆,Λ ⊂ V such that ∆ ∩ Λ = ∅, the measure µρ has cylinder
probabilities given by
µρ (η ∈ Ω: η(x) = 1 ∀x ∈ ∆, η(x) = 0 ∀x ∈ Λ) = ρ|∆|(1− ρ)|Λ|.
A related object is the following continuous-time process. Given α ≥ 0, the independent
spin-flip process (ξt) with parameter α is the continuous-time Markov process on {0, 1}V
with local transition rates given by
η → ηx at rate
{
1, if η(x) = 1;
α, if η(x) = 0.
Note that (ξt) is ergodic with unique invariant measure µρ, where ρ = ρ(α) = α/(α+ 1).
We next introduce the concept of stochastic domination. For this, we associate to Ω the
partial ordering such that ξ ≤ η if and only if ξ(x) ≤ η(x) for all x ∈ V . An event B ∈ F
is said to be increasing if ξ ≤ η implies 1B(ξ) ≤ 1B(η). If ξ ≤ η implies 1B(ξ) ≥ 1B(η)
then B is called decreasing. For µ1, µ2 ∈ M1(Ω) we say that µ1 stochastically dominates
µ2 if µ2(B) ≤ µ1(B) for all increasing events B ∈ F . Recall that, by Strassens theorem
(see [82], p. 72), µ1 stochastically dominates µ2 is equivalent to the existence of a coupling
(η, ξ) so that η has distribution µ2 and ξ has distribution µ1, and η ≤ ξ a.s. The definition of
stochastic domination readily translates to measures on DΩ[0,∞), by extending the partial
ordering for elements in Ω to Ω[0,∞), requiring that ξt(x) ≤ ηt(x) for all (x, t) ∈ V ×[0,∞).
Another key concept used in the proof of the following theorems is that of downward FKG,
to which we return to in Section 5.2.
5.1.3 Main results
As shown in Liggett and Steif [85], the upper stationary contact process on Zd, d ≥ 1, with
λ > λc stochastically dominates a non-trivial Bernoulli product measure when observed at a
fixed time t. That is, ν̄λ stochastically dominates µρ for some ρ ∈ (0, 1).
On the other hand, as also shown in [85], stochastic domination of a non-trivial Bernoulli
product measure does not hold in general for the entire space-time evolution. This can be
extended to the contact process on graphs having subexponential growth.
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Let G = (V,E) be a connected graph of bounded degree and denote by d : V × V → Z≥0
the graph distance on G. Following [86, p. 181], the graph G is said to have subexponential
growth (of balls) if
lim inf
n→∞
|{x ∈ V : d(o, x) ≤ n}|1/n = 1, for some o ∈ V, (5.1.1)
where | · | denotes the cardinality. Otherwise G is said to have exponential growth. Further,
we say that ∆ ⊂ V has positive density if
lim inf
n→∞
|{x ∈ ∆: d(o, x) ≤ n}|
|{y ∈ V : d(o, y) ≤ n}| > 0, for some o ∈ V. (5.1.2)
Remark 5.1.1. Since we assume that G is connected and has bounded degree we may in
(5.1.1) and (5.1.2) replace “for some o ∈ V ” by “for all o ∈ V ”.
Proposition 5.1.1. Let (ηt) be the upper stationary contact process on a connected graph
G = (V,E) having subexponential growth and bounded degree with λ > 0. Consider
∆ ⊂ V having positive density. Then, for no parameter value except α = 0 can (ηt) and
(ξt) be coupled so that, when initialised from ν̄λ and µρ(α) respectively, it holds that
P̂ (ηt(x) ≥ ξt(x) for all (x, t) ∈ ∆× [0,∞)) = 1.
The proof of Proposition 5.1.1 follows by an almost direct extension of the proof of [85],
Proposition 1.1, and is given in Section 5.3.1. In fact, the proof also works if Condition
(5.1.1) is replaced by the following condition,
lim inf
n→∞
|{(x, y) ∈ E : d(o, x) = n = d(o, y)− 1}|
|{x ∈ V : d(o, x) ≤ n}| = 0, for some o ∈ V, (5.1.3)
which is easily seen to be weaker than (5.1.1). A natural question is whether Proposition
5.1.1 also holds if (5.1.3) does not hold. Theorem 5.1.2 below states that this is not the case
for homogeneous trees.
Theorem 5.1.2. Let (ηt) be the upper stationary contact process on Td, d ≥ 2, with λ >
λc(Z). Let V be the set of vertices of Td. Then there is a ∆ ⊂ V having positive density
together with an α = α(λ) > 0 and a coupling P̂ of (ηt) and (ξt), initialised from ν̄λ and
µρ(α) respectively, such that
P̂ (ηt(x) ≥ ξt(x) for all (x, t) ∈ ∆× [0,∞)) = 1. (5.1.4)
Thus, (5.1.4) in Theorem 5.1.2 concerns the contact process on Td projected onto a subset
of V × [0,∞) (a terminology we often refer to later). Theorem 5.1.2 says that the contact
process projected onto ∆× [0,∞) stochastically dominates an independent spin-flip process.
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To prove Theorem 5.1.2, we first show that the contact process on {0, 1, . . . } observed at
the vertex 0 stochastically dominates an independent spin-flip process (in fact, we show a
generalisation of this). Once this is obtained, Theorem 5.1.2 follows by a monotonicity
argument. From the precise argument, given in Section 5.3.4, it moreover follows that the set
∆ in Theorem 5.1.2 can be chosen such that the l.h.s. of (5.1.2) equals d−1d .
Denote by
τx := inf{t ≥ 0: ηxt ≡ 0̄}, x ∈ V, (5.1.5)
the extinction time for the contact process (ηxt ) started with only x initially infected.
Theorem 5.1.3. Let (ηt) be the upper stationary contact process on a connected graph
G = (V,E) having bounded degree with λ > 0. Let x ∈ V for which there exist C, c > 0
such that,
P(τx =∞) > 0; (5.1.6)
P(s < τx <∞) ≤ Ce−cs, for all s ≥ 0. (5.1.7)
Then there exist α = α(λ) > 0 and a coupling P̂ of (ηt) and (ξt) initialised from ν̄λ and
µρ(α) respectively, such that
P̂ (ηt(x) ≥ ξt(x) for all t ∈ [0,∞)) = 1.
Note that (5.1.6) and (5.1.7) are known to hold for all vertices throughout the supercritical
phase for the contact process on Zd, d ≥ 1 (see [83], Theorem 1.2.30), and on {0, 1, . . . }
(see [57], p. 546 and [58]).
For the proof of Theorem 5.1.3 (in Section 5.3.2) we use that the contact process satisfies the
downward FKG property in space-time (see Section 5.2 for a proper definition). Combining
this with large deviation estimates of the probability that there are no infections at the site
x in the time interval [0, t] and a general theorem in [85] (which we state in Lemma 5.2.3)
yields the statement of Theorem 5.1.3.
It seems natural that Theorem 5.1.3 can be extended to the case where instead of observing
the contact process at a single site, we observe it on a finite subset ∆ ⊂ V . Apart from some
special cases, we are not able to show this in general. On the other hand, interestingly, we
are able to extend Theorem 5.1.3 when restricting to observations at discrete times. For this,
denote by
ZT := {0,±T,±2T, . . . }, T ∈ (0,∞). (5.1.8)
Theorem 5.1.4. Let (ηt), λ and G be as in Theorem 5.1.3. Let ∆ ⊂ V be finite and let
x ∈ ∆ be such that (5.1.6) and (5.1.7) hold. Then, for each T ∈ (0,∞), there exist ρ =
ρ(λ, T,∆) > 0 such that (ηt) projected onto ∆ × ZT stochastically dominates a Bernoulli
product measure with parameter ρ.
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We end this subsection with a result, Theorem 5.1.5 below, for the supercritical contact pro-
cess on Zd. As seen in Proposition 5.1.1, this process cannot stochastically dominate a non-
trivial independent spin-flip process, not even when projected onto a subset ∆ of positive
density. This naturally leads to the question what happens for subsets ∆ ⊂ Zd for which the
l.h.s. of (5.1.2) equals 0. Theorem 5.1.5 concerns one such case, namely, the contact process
projected onto certain (discrete-time) space-time slabs.
For m ∈ N, let
Zdd−1(m) :=
{
(x1, . . . , xd) ∈ Zd : xd ∈ {0, . . . ,m− 1}
}
,
be the (d−1)-dimensional sublattice of Zd of widthm. Whenm = 1 we simply write Zdd−1.
Theorem 5.1.5. Let (ηt) be the upper stationary contact process on Zd, d ≥ 1, with λ > λc.
Let T ∈ (0,∞) and m ∈ N. Then there exists ρ = ρ(λ, T,m) > 0 such that (ηt) projected
onto Zdd−1(m) × ZT stochastically dominates a Bernoulli product measure with parameter
ρ.
5.1.4 Mixing properties
The purpose of this subsection is to show that the domination results we have obtained so far
are useful in order to conclude mixing properties for the contact process, in particular when
observed in a subspace.
We first note that, from the statement of Theorem 5.1.5 with m = 1, we obtain a stronger
notion of domination, which we present next. For t ∈ (0,∞) and T ∈ (0,∞), let ZT (t) :=
{s ∈ ZT : s < tT} and denote by P slabλ (·) the law of the projection of (ηt) onto Zdd−1×ZT .
Corollary 5.1.6. Let (ηt) be the upper stationary contact process on Zd, d ≥ 1, with
λ > λc. Let T ∈ (0,∞). Then, with ρ = ρ(λ, T, 1) as in Theorem 5.1.5, for every finite
∆ ⊂ Zdd−1×ZT (0), the measure P slabλ (· | η ≡ 0 on ∆) stochastically dominates a Bernoulli
product measure with density ρ on Zdd−1 × (ZT \ZT (0)).
Corollary 5.1.6 implies that the contact process projected on Zdd−1 × ZT has strong mixing
properties. We next make precise what we mean by strong mixing properties.
Fix T ∈ (0,∞) and let, for θ ∈ (0, 12π) and t ≥ 0,
Cθt :=
{
(x, s) ∈ Zdd−1 × ZT : ‖x ‖ ≤ (s− t) tan θ
}
be the cone whose tip is at (o, t) and whose wedge opens up with angle θ, where o ∈ Zd
denotes the origin. A process (ξt)t∈ZT on {0, 1}Z
d
d−1 is said to be cone-mixing if, for all
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|P(B | A)− P(B)| = 0,
where F<0 is the σ-algebra generated by the lower half-space {ξs(x) : (x, s) ∈ Zdd−1 ×
ZT (0)} and Fθt is the σ-algebra generated by {ξs(x) : (x, s) ∈ Cθt }.
Theorem 5.1.7. Let T ∈ (0,∞). The upper stationary contact process on Zd, d ≥ 1, with
λ > λc, projected onto Zdd−1 × ZT , is cone-mixing.
Cone-mixing was introduced in Comets and Zeitouni [46] and used there to prove limit-
ing properties for certain random walks in mixing random environment. More recently, the
cone-mixing condition has been adapted to random walks in dynamically evolving random
environments, see Avena, den Hollander and Redig [8]. For such models, a standing chal-
lenge is to prove limit properties for the random walk when the dynamic environment does
not converge towards a unique stationary distribution, uniformly with respect to the initial
state.
Theorem 5.1.7 gives one way to overcome this challenge for the particular case where the
random environment is the contact process and the random walk stays inside Zdd−1. Our
result has recently been applied in Bethuelsen and Völlering [28] (see Theorem 2.6 therein)
to prove (among other things) a law of large numbers for such random walks.
5.2 Preliminaries
In this section we provide some preliminary results which are important for the proofs of our
theorems.
5.2.1 Downward FKG and related properties
As already mentioned, the concept of downward FKG (from now on abbreviated by dFKG)
plays a key role in the proof of our main theorems. We next provide a definition of this and
some related properties.
Definition 5.2.1. Let µ ∈M1(Ω). We say that µ is
a) positively associated if µ(B1 ∩B2) ≥ µ(B1)µ(B2) for any two increasing B1, B2 ∈ F .




c) FKG if for every finite Λ ⊂ V and σ ∈ Ω, the conditional measure µ(· | η ≡ σ on Λ) is
positively associated.
It is immediate that FKG implies dFKG, which again implies positive association. The
Bernoulli product measures µρ, ρ ∈ [0, 1], are examples of measures which clearly satis-
fies the FKG property, whereas ν̄λ is a measure which is known to be dFKG, but not always
FKG, as shown in [81].
As proven in [20], the upper stationary contact process satisfies the dFKG property when
observed at a single time t (see Theorem 3.3 and Equation (20) therein). With the same
arguments this result can be extended to the following lemma.
Lemma 5.2.1. Consider the upper stationary contact process (ηt) on G = (V,E) with
λ > 0. For any t1 < t2 < · · · < tn the joint distribution of (ηt1 , . . . , ηtn), which is a
probability measure on Ωn, satisfies the dFKG property.
Proof. The proof is exactly the same as the proof of Theorem 3.3 in [20].
The following lemma gives a useful property, used in the proof of Theorem 5.1.4.
Lemma 5.2.2. Let V be countable and assume that the random variables (Xi)i∈V are
dFKG. Let P = (Pj)j≥1 be a partitioning of V into disjoint subsets. Then the random
variables (Yj)j≥1 where Yj = max{Xi, i ∈ Pj} are dFKG.
Proof. This follows easily from the dFKG property of (Xi). (Use that the Yj’s are increasing
functions of (Xi) and that {Yj = 0} = {Xi = 0, i ∈ Pj}).
The dFKG property was used in [85] to give a sufficient and necessary condition for a trans-
lation invariant measure µ on {0, 1}Z to dominate a Bernoulli product measure with density
ρ ∈ [0, 1]. Since their result plays an important role for our proofs, we recall the precise
statement.
Lemma 5.2.3 (Theorem 1.2 in [85]). Let V = Z and let µ ∈ M1(Ω) be a translation
invariant measure on {0, 1}Z which is dFKG. Then the following are equivalent.
1. µ stochastically dominates µρ.
2. µ(η ≡ 0 on {1, 2, . . . , n}) ≤ (1− ρ)n for all n.
3. For all disjoint, finite subsets Λ and ∆ of {1, 2, 3, . . . }, we have
µ (η(0) = 1 | η ≡ 0 on Λ, η ≡ 1 on ∆) ≥ ρ.
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In [85] also a generalisation of Lemma 5.2.3 to measures on {0, 1}Zd with d ≥ 2 is presented.
Though most of our arguments only use Lemma 5.2.3, for the proof of Corollary 5.1.6 we
need the higher dimensional version, which we state below. We use the notation
D :=
{
(x1, . . . , xd) ∈ Zd : ∃m such that xi = 0 ∀i < m and xm < 0
}
.
Lemma 5.2.4 (Theorem 4.1 in [85]). Let V = Zd with d ≥ 2 and let µ ∈ M1(Ω) be a
translation invariant measure on {0, 1}Zd which is dFKG. Then the following are equivalent.
1. µ stochastically dominates µρ.
2. µ(η ≡ 0 on [1, n]d) ≤ (1− ρ)nd for all n.
3. For all disjoint, finite subsets Λ and ∆ of D, we have
µ (η(o) = 1 | η ≡ 0 on Λ, η ≡ 1 on ∆) ≥ ρ.
Remark 5.2.1. Lemma 5.2.4 was stated (and proven) in [85] for d = 2. However, the exten-
sion of their argument to general dimensions is immediate and yields Lemma 5.2.4 (as also
commented directly before the proof in [85], see p. 232 therein).
5.2.2 The contact process
We next give a brief and somewhat informal construction of the contact process via the so-
called graphical representation. For a more thorough description we refer to [83], p. 32-34.
Let G = (V,E) be a connected graph having bounded degree and fix λ ∈ (0,∞). Let
H := (H(x))x∈V and I := (I(x, y)){x,y}∈E be two independent collections of (doubly-
infinite) i.i.d Poisson processes with rate 1 and λ, respectively. On V × R, draw the events
of H(x) as crosses over x and the events of I(x, y) as arrows from x to y.
For x, y ∈ V and s ≤ t, we say that (y, t) is connected to (x, s) by a backwards path,
written (x, s) ← (y, t), if and only if there exists a directed path in V × R starting at (y, t),
ending at (x, s) and going either backwards in time without hitting crosses or “sideways”
following arrows in the opposite direction of the prescribed direction. Otherwise we write
(x, s) 8 (y, t). In general, for Λ,∆ ⊂ V ×R, we write ∆← Λ (∆ 8 Λ) if there is a (there
is no) backwards-path from Λ to ∆. Next, define the process (η̃t) on Ω by
η̃t(x) :=
{
1, if V × {−∞} ← (x, t);
0, otherwise,
where V × {−∞} ← (x, t) denotes the event that there exists a backwards-path from (x, t)
to V × {s} for all s ≤ t. It is well known that (η̃t) has the same distribution as the upper
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stationary the contact process (ηt) with infection parameter λ > 0. In the following we
use the notation (ηt) for either representations of the contact process and denote by Pλ the
corresponding path measure.
We next state a lemma which is useful for most of our proofs. The proof and the statement is
inspired by [32], Lemma 2.11. For its statement, recall (5.1.5) and note that, as follows from
the graphical representation,
Pλ (s < τx <∞) = Pλ (V × {−s} ← (x, 0) but V × {−∞}8 (x, 0)) .
Lemma 5.2.5. Consider the upper stationary contact process on a connected graph G =
(V,E) of bounded degree with λ > 0. Let ∆ ⊂ V and assume that there exist ε, C, c > 0
such that for all x ∈ ∆,
Pλ (τx =∞) > ε; (5.2.1)
Pλ (s < τx <∞) ≤ Ce−cs, s ≥ 0. (5.2.2)
Then, for any T ∈ (0,∞), there exists ρ = ρ(T ) > 0 such that for all n and all x1, . . . , xn ∈
∆;
Pλ (ηTi(xi) = 0, i = 1, 2, . . . , n) ≤ (1− ρ)n.
Proof. Fix T ∈ (0,∞) and let x = (xi)i∈Z be an infinite sequence of elements xi ∈ ∆. For
i ∈ Z, denote by
Di := inf{l ∈ N : V × T (i− l) 8 (xi, T i)},
and note thatDiT yields an approximation (up to an error of at most T ) on how far backwards
in time (xi, T i) is connected to another space-time point. In particular, ηTi(xi) = 0 if and
only if Di <∞.
Define T0 = 0 and, iteratively,
Ti+1 := Ti +Dn−Ti , i ≥ 0.
Let K := sup{i : Ti <∞}. We have the following relation (easy to check) between events:
{ηiT (xi) = 0 for i = 1, . . . , n} = {D1, . . . , Dn <∞}
⊂ {TK ≥ n}.
Finally, Pλ(TK ≥ n) is exponentially small in n. This follows by standard arguments from
the following consequences of (5.2.1) and (5.2.2) (using the independence properties of the
graphical representation): for all i, all positive integers ti > ti−1 > · · · > t1 ≥ 1, and all
s ≥ 1, we have
Pλ (Dn−Ti =∞ | T1 = t1, . . . , Ti = ti) > ε;
Pλ (s ≤ Dn−Ti <∞ | T1 = t1, . . . , Ti = ti) ≤ Ce−c(s−1).
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5.3 Proofs
5.3.1 Proof of Proposition 5.1.1
For the proof of Proposition 5.1.1 we follow that of [85], Proposition 1.1, which we extend
to graphs having subexponential growth.
Proof of Proposition 5.1.1. Let G = (V,E) be a graph as in the statement of the proposition
and let λ ∈ (0,∞). Fix o ∈ V , and consider ∆ ⊂ V having positive density. Hence, there is
a γ > 0 and a N ∈ N such that, for all n ≥ N , we have that |∆ ∩ B(n)| > γ|B(n)|, where
B(n) := {x ∈ V : d(o, x) ≤ n}.
Next, assume that the contact process onGwith infection parameter λ > 0, projected onto ∆,
stochastically dominates a non-trivial independent spin-flip process with parameter α > 0.
Consequently, for every T > 0 and n ≥ N , we have that
Pλ (ηt(x) = 0 for all (x, t) ∈ B(n)× [0, T ]) (5.3.1)
≤Pλ (ηt(x) = 0 for all (x, t) ∈ (∆ ∩B(n))× [0, T ])
≤e−γα|B(n)|T = e−c1|B(n)|T , where c1 = γα.
Thus, the probability in (5.3.1) decays exponentially at a rate proportional to the volume of
B(n)× [0, T ].
To conclude the statement of Proposition 5.1.1 for λ > 0, we show that this estimate cannot
hold and thus argue by means of contradiction. In doing so, we make use of the graphical
representation of the contact process.
Let An,T denote the event that there are no arrows in the graphical representation from sites
outside B(n) to any site in B(n) during the time period [0, T ]. Note that the l.h.s. of (5.3.1)
is bounded below by
Pλ ({η0(x) = 0 for x ∈ B(n)} ∩An,T ) .
Moreover, this is again bounded below by





 e−λd|B(n+1)\B(n)|T , (5.3.2)
where d denotes the maximum degree of G, and where we used that the contact process is
positively associated.
Next, since G has subexponential growth (and hence satisfies (5.1.3)), we can find n large
such that λd|B(n + 1) \ B(n)| < c1|B(n)|. For such n, by taking T sufficiently large, the
expression (5.3.2) is larger than the r.h.s. of (5.3.1): a contradiction.
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5.3.2 Proof of Theorem 5.1.3
Proof of Theorem 5.1.3. Consider the contact process (ηt) on a connected graphG = (V,E)
having bounded degree and with λ > 0. Fix x ∈ V such that (5.1.6) and (5.1.7) hold and
define, for t, s ∈ R with t < s, the event At,s := {ηu(x) = 0: u ∈ [t, s)}. Further, let
f : [0,∞]× [0,∞)→ [0, 1] denote the function
f(t, u) = Pλ (A0,t | A−u,0) .
Clearly, f(t, u) is non-increasing in t.
By the paper [20] we have that, for each n, the collection of random variables
(
ηt(y), y ∈ V, t ∈ Z1/n
)
is dFKG (recall from (5.1.8) that Z1/n denotes {k/n : k ∈ Z}). Further, it is standard (and





ηu(x) = 0 for all u ∈ [t, s) ∩ Z1/n
)
.
Using this approximation, the above mentioned dFKG property, and general results for mea-
sures satisfying dFKG (see Section 5.2.1), it follows that
f(t, u) is non-decreasing in u, (5.3.3)
so f(t) := limu→∞ f(t, u) exists (and is> 0) and Pλ(A0,t | B) ≤ f(t) for all eventsB that
are measurable with respect to (ηs(x), s ≤ 0). Further, since,
f(t+ s, u) = Pλ(A0,t+s | A−u,0)
= Pλ(A0,t | A−u,0)Pλ(At,t+s | A−u,t)
= f(t, u)f(s, t+ u),
we get, by letting u→∞, f(t+ s) = f(t)f(s), from which we obtain that there is a c ≥ 0
such that
f(t) = e−ct, for all t ≥ 0. (5.3.4)
By Lemma 5.2.5 (with T = 1), there is an α > 0 such that
Pλ(A0,t) ≤ e−αt, t ≥ 1. (5.3.5)
We claim that c ≥ α (and hence c > 0). The proof of this claim uses some of the arguments
in the proof of Lemma 5.2.3 in [85]. For completeness, we include it here.
Suppose c < α. Let α′ ∈ (c, α). Fix t > 1 and take an integer l so large that f(t, lt) is ‘very
close’ to f(t) (and hence, by (5.3.4), to e−ct). More precisely, we take l sufficiently large so
that
f(t, lt) > e−α
′t. (5.3.6)
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For all integers k ≥ 0 we have that, on the one hand (by (5.3.5)),
Pλ(A0,klt) ≤ e−αklt, (5.3.7)











where the first inequality uses (5.3.3) and stationarity, and the second inequality comes from
(5.3.6). Since α′ < α (and Pλ(A0,lt) > 0) this violates (5.3.7) if k is sufficiently large, and
yields a contradiction. This proves the claim.
By the claim, and the inequality one line below (5.3.3), we have that Pλ(A0,t | B) ≤ e−αt
for all events B that are measurable with respect to (ηs(x), s ≤ 0).
Finally, we also clearly have (by the contact process dynamics) that the conditional proba-
bility of the event {ηs(x) = 1 for all s ∈ (0, t)}, given that η0(x) = 1 and any additional
information about the process before time 0, is exactly e−t. We conclude that the process
(ηs(x)) dominates a spin-flip process which goes from state 0 to 1 at rate α and from 1 to 0
at rate 1.
5.3.3 Proof of Theorem 5.1.4
Proof of Theorem 5.1.4. Fix T ∈ (0,∞) and let ∆ ⊂ V be finite with x ∈ ∆ such that
(5.1.6) and (5.1.7) hold. Furthermore, consider the doubly infinite sequence (Yi)i∈Z, where
Yi is given by
Yi := max{ηTi(y) : y ∈ ∆}. (5.3.8)
By Lemma 5.2.1 and Lemma 5.2.2 we note that (Yi) is dFKG, and, since the upper stationary
contact process is invariant under temporal shift, the sequence is also translation invariant.
By Lemma 5.2.5, there is a ρ > 0 such that
Pλ (Yj = 0, j = 1, . . . n) ≤ (1− ρ)n.
Hence, by Lemma 5.2.3, we get
Pλ (Y1 = 1 | Y−j = 0, j = 0, . . . , n) ≥ ρ. (5.3.9)
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It is not difficult to see that (5.3.9) yields the following: for some 0 < ρ̃ ≤ ρ,
Pλ (ηT (x) = 1 for all x ∈ ∆ | Y−j = 0, j = 0, . . . , n) ≥ ρ̃, (5.3.10)
for all n ∈ N. Indeed, since the contact process evolves in continuous-time and the graph is
connected, infections can spread with positive probability from any point in ∆ to all other
points in ∆ in a small time interval.
To make this more formal one can first consider a sequence defined similar to (Yi), only
replacing T by T/2 in (5.3.8). By the same argument as above, using again the dFKG
property, we have that for some δ > 0,
Pλ
(
max{ηT/2(y) : y ∈ ∆} = 1 | Y−j = 0, j = 0, . . . , n
)
> δ.
Furthermore, since ∆ is finite, and G is connected, there is an ε > 0 such that (with the







(y) = 1 for all y ∈ ∆
)
> ε.
Thus, using the fact that the contact process is a Markov process, we conclude (5.3.10) with
ρ̃ ≥ εδ > 0.
Finally, using again the dFKG property of the collection (ηTi(y), y ∈ ∆, i ∈ Z), we obtain
that (5.3.10) still holds if the conditioning {Y−j = 0, j = 0, . . . , n} is replaced by any
event measurable with respect to (η−Ti(y), y ∈ ∆, i ≥ 0). This concludes the proof of the
theorem.
5.3.4 Proof of Theorem 5.1.2
To prove Theorem 5.1.2 we first prove that the contact process on {0, 1, . . . } observed at the
vertex {0} stochastically dominates an independent spin-flip process. Indeed, the required
estimates (5.1.6) and (5.1.7) for this context is provided by the following result in [57], see
Equation (21) on page 546 therein.
Lemma 5.3.1 ([57], Equation (21), and [58]). Consider the contact process on V = {0, 1, . . . }
with λ > λc. Then there exists constants ε, C, c > 0 such that (5.1.6) and (5.1.7) hold.
Proof of Theorem 5.1.2. Firstly, by Lemma 5.3.1 applied to Theorem 5.1.3, we have that
the contact process on {0, 1, 2, . . . } with λ > λc observed at the vertex {0} stochastically
dominates an independent spin flip process with α > 0.
From the above observation, the statement of Theorem 5.1.2 follows by a monotonicity ar-
gument using again the graphical construction of the contact process.
119
Chapter 5 Stochastic domination in space-time for the contact process
To make this last argument precise, fix an arbitrary point o ∈ Td and call it the root. Denote
by u(o) = 0 its label. Furthermore, label the remaining sites according to their distance with
respect to o in a unique way. That is, each x ∈ Td with ‖x− o ‖ = 1 has a label u(x) = (0, i)
for some i ∈ {1, . . . , d + 1} and for y ∈ Td satisfying ‖ y − o ‖ = ‖ z − o ‖ + 1 = n and





[{0} × {1, . . . , d+ 1} × {1, . . . , d}n] .
Denote by ∆ ⊂ Td the set of vertices having as last entry of its label a number different
from 1. Using the graphical representation of the contact process, consider the process (ξt)
on Td where for each (x, t) ∈ ∆ × R we set ξt(x) = 1 if and only if there is an infi-
nite backwards path from (x, t) constrained to infection arrows between the sites with label
{u(x), (u(x), 1), (u(x), 1, 1), . . . }. Moreover, for x ∈ ∆c, let ξt(x) = 0 for all t ∈ R.
By construction, the evolution of (ξt) on Td is dominated by that of the contact process.
Furthermore, the evolution at site x ∈ ∆ is in one-to-one correspondence with the contact
process on {0, 1, 2, . . . }, and the evolution at different sites x, y ∈ ∆ is independent. Thus,
on the set ∆ the process (ξt) stochastically dominates a non-trivial independent spin-flip
process, and consequently, so does also the contact process. Lastly, we note that, from the
above construction, it holds that ∆ has positive density and that the l.h.s. of (5.1.2) equals
γ = d−1d > 0. This concludes the proof.
5.3.5 Proof of Theorem 5.1.5
In order to prove Theorem 5.1.5, we make use of the well known fact that the supercritical
contact process on Zd with d ≥ 2 survives in 2-dimensional space-time slabs (see [30]).
More precisely, let, for k ∈ N,
Sk :=
{
x ∈ Zd : xi ∈ {0, 1, . . . , k − 1}, i = 1, . . . d− 1
}
,
and denote by (kηt) the contact process on Sk and by Pλ,k its path measure. This process on
Sk with λ > λc(Zd) survives with positive probability if the width k is large enough. The
proof of this proceeds via a block argument and comparison with a certain 2-dimensional
(dependent) directed percolation model. This argument also gives a form of exponential
decay, more precisely, the following lemma holds.
Lemma 5.3.2. Let λ > λc(Zd) and d ≥ 2. Then there exists k ∈ N and ε, C, c ∈ (0,∞),
such that for all x ∈ Sk,
Pλ,k (τx =∞) > ε; (5.3.11)
Pλ,k (s < τx <∞) ≤ Ce−cs, for all s > 0. (5.3.12)
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Proof. This follows again by comparison with a 2-dimensional directed percolation model
and a renormalization arguments. For a proof we refer the reader to the proof of Theorem
1.2.30a) in [83], where such an argument is explained in detail. Though proved there for the
unrestricted contact process (ηt) the argument works, mutatis mutandis, for (kηt) as soon as
k is taken sufficiently large.
Proof of Theorem 5.1.5. Fix T ∈ (0,∞) and note that the case d = 1 is an immediate
consequence of Theorem 5.1.4. Indeed, the estimates (5.1.6) and (5.1.7) for that case are
known to hold due to [58], Theorem 5.
For the case d ≥ 2 we use a slightly more involved argument, by partitioning Zd × R
into slabs. Fix k such that (5.3.11) and (5.3.12) hold. For i = (i1, . . . , id−1) ∈ Zd−1, let
Pi = (Sk + k · (i1, . . . , id−1, 0)) × R. Note that Pi ∩ Pj = ∅ whenever i 6= j and that⋃
i∈Zd−1 Pi = Zd × R.
Next, consider the process (ζt) which is obtained from the graphical representation of the
contact process on Zd by suppressing all infection arrows between slabs Pj. Trivially the
evolution of (ζt) is dominated by that of (ηt). Moreover, the evolution of (ζt) in each slab is
independent of the others and has the same law as (kηt).
Let i ∈ Zd−1. By applying Theorem 5.1.4 with ∆ = Zdd−1(m) ∩ (Sk + k · (i, o)), it
follows that the process (ζt) observed on the vertices ∆ at times that are multiples of T
stochastically dominates a non-trivial Bernoulli product measure with density ρ > 0. By the
above mentioned independence, this implies the statement of Theorem 5.1.5 for (ζt). Since
(ζt) is stochastically dominated by (ηt), we conclude the proof.
5.3.6 Proof of Corollary 5.1.6
Proof of Corollary 5.1.6. Fix T ∈ (0,∞) and recall the definition of P slabλ in Section 5.1.4.
Note that P slabλ is translation invariant and that, due to Lemma 5.2.1, it is also dFKG. In
particular, we may apply Lemma 5.2.4 to P slabλ .
A direct consequence of Theorem 5.1.5 with m = 1 is that whenever λ > λc, there is a
ρ > 0 such that
P slabλ
(





Hence, the measure P slabλ satisfies Property 2 in Lemma 5.2.4. Consequently, P slabλ also
satisfies Property 3 in Lemma 5.2.4, from which the statement of Corollary 5.1.6 follows.
5.3.7 Proof of Theorem 5.1.7
Theorem 5.1.7 follows from Corollary 5.1.6 and a standard coupling argument, together with
classical properties of the contact process.
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Proof of Theorem 5.1.7. Fix T ∈ (0,∞) and let ρ > 0 be such that the statement of Corol-
lary 5.1.6 holds. Next, denote by µ ∈ M1(Ω) the probability measure under which all
vertices outside Zdd−1 have value 0 a.s., and those in Zdd−1 correspond with independent
Bernoulli random variables with parameter ρ. Further, for η ∈ Ω, denote by δη ∈ M1(Ω)
the probability measure which concentrates on η, and write 1̄ ∈ Ω for the configuration
where all sites are equal to 1. Then, by Corollary 5.1.6, and since ν̄λ ≤ δ1̄, we have, for
θ ∈ (0, π/2), t > 0 and B ∈ Fθt increasing, and for any A ∈ F<0 with P slabλ (A) > 0, that∣∣P slabλ (B | A)− P slabλ (B)∣∣ ≤ P̂µ,δ1̄ (η1 6= η2 on Cθt ) , (5.3.13)
where P̂µ,δ1̄ is the standard graphical construction coupling of the contact processes on Z
d
started at time 0 from a configuration drawn according to µ and δ1̄, respectively.
Furthermore, we have that
P̂µ,δ1̄
(


















where the last equation holds due to translation invariance in the first (d−1) spatial directions.
Since the set of increasing events in Fθt generates Fθt , in order to conclude the argument, it






This can be shown using known estimates for the supercritical contact process on Zd. For
completeness we present the details.





≤ P̂µρ,δ1̄ ({N > as})
+ P̂µρ,δ1̄
(




That the first term on the righthand side decays exponentially (in as) follows from [83],
Theorem 1.2.30. For the other term, we have that
P̂µρ,δ1̄
(



















where 0̄y is the configuration given by 0̄y(x) = 0̄(x) = 0 for all y 6= x and 0̄y(y) =
1− 0̄(y) = 1. From the large deviation estimates obtained in [62], Theorem 1.4, by choosing
a > 0 in (5.3.17) sufficiently small, the term inside the sum of (5.3.17) decays exponentially
(in s), uniformly for y ∈ [−as, as]d. Hence, since the sum only contains polynomially many
terms, we have that (5.3.16) decays exponentially with respect to s.
In conclusion, there exist C, c > 0 such that (5.3.15) holds, from which, by (5.3.13) and
(5.3.14), we conclude the proof.
5.4 Open questions
We expect that the statement of Theorem 5.1.2 can be improved.
Question 5.4.1. Can the condition λ > λc(Z) in Theorem 5.1.2 be replaced by λ > λc(Td)?
Question 5.4.2. Does Theorem 5.1.2 hold with ∆ = Td?
Motivated by Theorem 5.1.5 and Lemma 5.2.5, the following questions seem natural.
Question 5.4.3. Consider the upper stationary contact process on Zd, d ≥ 1, with λ > λc,
and let x = (xi)i∈Z be an infinite sequence of elements in Zd. Does the contact process
projected onto {(xi, i) : i ∈ Z} stochastically dominate a non-trivial Bernoulli product mea-
sure?
Question 5.4.4. Consider the upper stationary contact process (ηt) on Zd, d ≥ 1, with
λ > λc, and let X = (Xi)i≥0 be a simple random walk on Zd started at X0 = o. Does the
sequence (ηi(Xi))i≥0 dominate a non-trivial Bernoulli sequence?
Remark 5.4.1. A positive answer to Question 5.4.3 with a uniform bound on the density
ρ > 0 would imply a positive answer to Question 5.4.4.
Lastly, motivated by Proposition 5.1.1 and Theorem 5.1.5, we state the following question.
Question 5.4.5. Consider the upper stationary contact process (ηt) on Zd, d ≥ 1, with
λ > λc. For which ∆ ⊂ Zd having “zero density” (that is, the l.h.s. of (5.1.2) equals 0) does
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Een belangrijk model in dit proefschrift is dat van een stochastische wandeling in een stochastis-
che omgeving. In dit model beweegt zich een deeltje, de zogenaamde stochastische wandel-
ing, in een wanordelijk medium, de zogenaamde stochastische omgeving. De wandeling is
afhankelijk van de eigenschappen van de omgeving in de buurt van de wandeling.
De stochastische omgeving kan ofwel statisch zijn, dat wil zeggen, constant zijn in de loop-
van de tijd, ofwel dynamisch, waarbij het evolueert met de tijd. Het statische model weer-
spiegelt de situatie waarin veranderingen in het wanordelijk medium plaatsvinden op een
veel grotere tijdschaal dan bewegingen van het deeltje. Zulke modellen worden gemotiveerd
door verschillende verschijnselen in de natuurkunde, de biologie en de scheikunde, zoals
replicatie van DNA-ketens (Chernov [45]) en faseovergangen in legeringen (Temkin [110]).
De laatste tijd is er veel nadruk gelegd op het dynamische geval, waar de tijdschaal van
het deeltje vergelijkbaar is met die van het wanordelijk medium. De motivatie voor deze
modellen komt onder meer vanuit de studie van faseovergangen in glasachtige vloeistoffen
(Benichou et al. [17]) en het gedrag van een biomolecuul dat wordt beïnvloed door andere
bewegende macromoleculen (Gori et al. [63]).
Wiskundig gezien zijn stochastische wandelingen goed begrepen in het geval van statische
een-dimensionale omgevingen. Criteria voor terugkerend of voorbijgaand gedrag, wetten
van grote aantallen, grote afwijkingen principes en schalingslimieten zijn bekend. Dit model
is een belangrijk voorbeeld waaruit blijkt dat stochastische wandelingen in stochastische
omgevingen hele andere eigenschappen kunnen hebben dan die van homogene stochastische
wandelingen. De stochastische wandeling kan bijvoorbeeld voorbijgaand zijn met snelheid
nul, en kan niet-diffusieve schalingslimiten hebben. Dit komt door “vertrappingsverschijnse-
len”, dat wil zeggen, gebieden waar de stochastische wandeling een zeer lange tijd door-
brengt. Er is ook veel bekend in meer dimensies, hoewel het beeld daar veel minder volledig
is voor algemene klassen van stochastische omgevingen. Dit komt doordat de geometrische
structuur een grotere rol spelt, en de analyse van vertrappingsverschijnselen veel gevoeliger
is.
In dit proefschrift zijn we vooral geïnteresseerd in de analyse van de asymptotische eigen-
schappen van stochastische wandelingen in een dynamische stochastische omgeving vanuit
een wiskundig perspectief. Dit is in zijn algemeenheid een zeer uitdagend probleem van-
wege de mogelijkheid van sterke stochastische afhankelijkheid zowel in ruimte als in tijd.
Veel vragen blijven open, zelfs voor het een-dimensionale model.
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Samenvatting
Gemotiveerd door het statische geval is een centrale vraag in welke mate vertrappingsver-
schijnselen kunnen voorkomen wanneer de stochastische omgeving dynamisch is. Om te
laten zien dat de stochastische wandeling geen vertrappingsverschijnselen heeft, wordt er
vaak gekeken naar manieren om ervoor te zorgen dat de omgeving "vergeetachtig" is en
stappen van de wandeling voldoende onafhankelijk zijn op grote tijdschalen. Hiervoor spe-
len de mengeigenschappen van de omgeving een belangrijke rol. Algemene resultaten zijn
bekend voor Markov omgevingen die gelijkmatig mengen ten opzichte van de startconfigu-
ratie (zie bijvoorbeeld Redig and Völlering [100]). Anderzijds geven simulaties en heuris-
tische argumenten aan dat vertrappingsverschijnselen kunnen blijven bestaan wanneer de
dynamiek langzaam mengt (zie bijvoorbeeld Avena and Thomann [6]). Wiskundig gezien
zijn dynamische stochastische omgevingen met niet-gelijkmatige mengeigenschappen nog
niet goed begrepen en vormen een belangrijke uitdaging.
In dit proefschrift presenteren we nieuwe mengcondities die voldoende zijn voor het analy-
seren van de asymptotische eigenschappen van stochastische wandelingen in een dynamische
stochastische omgeving. Ons werk verbetert de bestaande literatuur voor algemene modellen,
die zich beperkt tot sterk mengende dynamica, en geeft nieuwe inzichten voor bepaalde mod-
ellen met een niet-gelijkmatige mengende dynamica.
Hoofdstuk 1 bevat een inleiding waarin het model en de literatuur beschreven worden. Hoofd-
stuk 2 beschrijft de wet van grote aantallen voor bepaalde klassen van stochastische wan-
delingen in dynamische stochastische omgevingen in Zd met d ≥ 1. Hiervoor nemen we aan
dat de dynamica monotoon is en geïnitialiseerd wordt in een homogene configuratie waar-
bij alle hoekpunten dezelfde toestand hebben. Een belangrijk kenmerk is dat de wet van
grote aantallen in dit geval niet afhangt van de mengeigenschappen van de omgeving, en dus
geldt voor een grote klasse van modellen met niet-gelijkmatige mengeigenschappen die niet
eerder beschouwd werden in de literatuur. De aannamen op de initiële configuratie kunnen
verder afgezwakt worden onder voldoend sterke mengcondities. Als een belangrijk voor-
beeld bestuderen we de stochastische wandeling op het zogenaamde contactprocess, waar-
voor we verdere eigenschappen over de snelheid bewijzen.
In Hoofdstuk 3 presenteren we een nieuwe aanpak voor het bepalen van asymptotische
eigenschappen van algemene stochastische wandelingen in een dynamische stochastische
omgeving. In het bijzonder bestuderen we de invariante maat van de omgeving gezien va-
nuit de wandelaar. Onder algemene mengcondities bewijzen we het bestaan van een invari-
ante maat waarvoor dit proces ergodisch is en bewijzen we wederzijdse absolute continuiteit
met betrekking tot de verdeling van de stochastische omgeving. Onze mengcondities zijn
aanzienlijk zwakker dan de gelijkmatige mengcondities in de literatuur en zijn niet beperkt
tot Markov processen. Een belangrijk kenmerk van onze aanpak is dat die ook kan worden
toegepast op dynamica met niet-gelijkmatige mengeigenschappen. Als voorbeelden noemen
we omgevingen die door Ornstein-Uhlenbeck processen en het contact proces gegeven wor-
den.
Een ander belangrijk model in dit proefschrift is het contactproces. Dit model ontstond
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in de jaren 1970 als een model voor de verspreiding van een infectie in een populatie. In
dit model is een vertex ofwel geïnfecteerd ofwel gezond. Na een exponentiële wachttijd
met parameter λ ∈ (0,∞) wordt een infectie op x ∈ Zd verspreid naar een willekeurige
buurpunt. Tegelijkertijd wordt x gezond na een exponentiële wachttijd met parameter 1.
Dit gebeurt voor elk hoekpunt x ∈ Zd onafhankelijk van de andere hoekpunten. Als λ
groter is dan een bepaalde drempelwaarde, dan is er een positive waarschijnlijkheid dat er
altijd infecties aanwesig zijn en dat de populatie nooit geheel gezond wordt. In deze context
is het contactproces een prototype van een dynamische stochastische omgeving met niet-
gelijkmatige mengeigenschappen.
De focus in Hoofdstuk 4 en Hoofdstuk 5 ligt op het contactproces. In Hoofdstuk 4 beschouwen
we een stochastisch wandeling op het contact proces op Zd met d ≥ 1. In het bijzonder
concentreren we ons het contactproces gezien vanuit de stochastische wandelaar. Onder de
veronderstelling dat de infectieparameter λ groot is of de sprong snelheid van de stochastis-
che wandeling klein is, laten we zien dat dit proces hoogstens twee extremale maten heeft.
Bovendien wordt de convergentie naar deze extremale maten gekenmerkt door de vraag of
het contactproces overleeft of uitsterft, vergelijkbaar met de volledige convergentiestelling
die bekend is voor het gewone contactproces. Met behulp hiervan bewijzen we ook een wet
van grote getallen voor de stochastische wandeling, die geldt onder algemene condities op
de sprongwaarschijnlijkheid van de stochastische wandeling.
In Hoofdstuk 5 richten we ons op het contactproces in het superkritische regime waar λ
groter is dan de drempelwaarde. Liggett and Steif [85] bewezen dat in dit geval de boven-
ste invariante maat een i.i.d. Bernoulli productmaat stochastisch domineert voor het con-
tactproces op bepaalde grafen. In het bijzonder voor Zd en (voor infectieparameter groot
genoeg) d-ary homogene bomen Td. Deze resultaten zeggen iets over het contactproces
waargenomen op een bepaald tijdstip. We bewijzen specifieke ruimte-tijd varianten van hun
resultaten. Een van onze resultaten betreft het contact proces op Td met d ≥ 2. We laten
zien dat er een deelverzameling V van de hoekpunten van Td bestaat die een “positieve
fractie" van alle hoekpunten van Td heeft, zodat het contactproces op Td waargenomen op
V een onafhankelijk spin-flip proces voor grote infectieparameter stochastisch domineert.
We bewijzen verder dat het superkritische contactproces op Zd waargenomen op bepaalde
d-dimensionale ruimte-tijd deelverzamelingen een i.i.d. Bernoulli productmaat stochastisch
domineert. Hieruit concluderen we sterke mengeigenschappen die van belang zijn bij de
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