In this paper, Support Vector Regression (SVR) training models using three different kernels: polynomial, Radial Basis Function (RBF), and mixed kernels, are constructed to demonstrate the training performance of unarranged data obtained from 32 virtual 3-D computer models. The 32 samples used as input data for training the three SVR models are represented by the coordination value sets of points extracted from 3-D models built by the 3-D software according to the shapes of 32 actual hairdryer products. To train the SVR model, an adjective (streamline) is used to evaluate all the 32 samples by 37 subjects. Then the scores of all the subjects are averaged to be the target values of the training models.
INTRODUCTION
These days, computers are used to improve work performance in almost all fields. In the field of product design, we take advantage of 3-D software to visualize an image before making a prototype. Although we can obtain a great deal of data from virtual computer models, it is still hard to judge which one is the best. The crux of the matter is how to determine the relationship between 3-D model information and human feelings.
Kansei engineering, a well-known approach, stresses the relationship between product and customer from an engineering viewpoint (Nagamachi, 1989) . Some studies in this field have provided methods to score product images using several choices of adjectives, and then portray the form and structure of products as features described by the adjectives. Applying these concepts to the latest product development procedures by using virtual 3-D computer models, these product features can be described as computation values (Belaziz, 1999) . However, trying to define the relationship between product images and product 
STRUCTURE OF THEORY support vector machine theory
Support vector machine (SVM) is a recent learning machine theory introduced by Vapnik(1995) and is known for its remarkable and robust performance in a number of applications such as pattern recognition , stock market prediction and bioinformatics. It is similar to forward neural network as it is a learning machine that follow the 'structure risk minimization principle', which is based on the statistic learning technique called 'Vapnik-Chervonenkis dimension theory' . The strong point of SVM theory is that it stresses removing the maximum margin from the ridding of minimizing the predicted error, called structure risk, instead of minimizing the training error, called 'empirical risk'. SVM handles classification problems by finding a separating hyperplane, which maximizes the margin between the two classes in the space.
kernel functions
In the real world, lots of events and phenomena arise irregularly or are present with a nonlinear relationship. For this reason, an important technique called 'kernel' was introduced by Boser and Vapnik (1996) to solve these nonlinear problems. The core concept of the kernel technique is to map the original training data from the input space into a high dimensional feature space using a nonlinear mapping function, and then classifying the data by using a linear hyperplane.
The nonlinear mapping function is:
The inner product can be replaced with suitable kernel functions to handle different problems. In other words, it is very important to select the best type of kernel functions to carry out mapping in the feature space. 
2. polynomial kernel :
3. radial basis function(RBF) kernel : The whole function is called 'regularized risk function': The optimization problem of the above-mentioned function can be calculated by using 'Lagrange multiplier techniques' and applying the nonlinear mapping space called
. The kernel used in the function might be one of the typical kernels, which satisfy Mercer's condition --introduced as equations (2) 
To find the minimum of (7), we can apply partial difference to all the variables:
Taking the Lagrange multiplier into the function, and then the decision function takes the form as maximizing a multiplier function: As shown in (7), the constant C can operate the weighting of the regularized term in (7) to determine the regression power, and the variable ε will influence the tolerance accuracy of the SVR model. As a result, we might discover one or a few combinations of ε and C to construct the optimal SVR model. To handle the nonlinear input data, many characteristics of the SVR are rigorously determined by using the kernel function as in (8) . The
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The polynomial kernel is a typical global kernel, and is defined as: The quality of a regression model is not only determined by its ability to learn from the input data, but also its ability to predict new data that is newly introduced (Zheng, 2005).
Describing these two characteristics of the SVR model mathematically could be represented as 'interpolation' and 'extrapolation' abilities (Liu & Li, 2005) . In SVR, the two abilities of the model are greatly determined by the use of the kernel and the kernel parameter.
With polynomial kernels, it is obvious that ones with a lower degree have better extrapolation abilities and superior global effects. However, polynomial kernels with a higher degree have better interpolation abilities than those with lower degrees. An RBF kernel with a lower parameter value of σ can retain much better interpolation ability, while one larger than σ will decrease in power. There is no particular kernel and parameter that has both good interpolation and extrapolation abilities. (Smith & Jordan, 2002) .
mixtures of kernels
As we known, the polynomial kernel extrapolates better with lower degrees and interpolates better with higher degrees. On the other hand, the RBF kernel has outstanding interpolation ability with the lower parameter σ but bad extrapolation ability. Hypothesis: combining the advantages of the two kernels might result in an improved kernel, which has both good interpolation and extrapolation abilities. The polynomial and the RBF kernel have been combined to produce a mixed kernel by using a 'convex combination' (Smith & Jordan, 2002) . The mixed kernel is presented as:
where the parameter λ is the mixing coefficient to adjust the combination ratio of the polynomial and RBF kernels.
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selecting optimal parameter combinations
It is a major issue to find the best parameter sets of the SVR model with various kernels to do a favor in producing the optimal model by using some techniques. A method for determining optimal parameter sets is called 'two-step cross-validation', which splits the input data into training data and testing data. Varied partition tactics have been proposed There are two important points that need to be mentioned here. One is that the optimal parameter combination for an SVR model might not mean that it is the "only one", for certain other combinations could give a lower RMSE. It all depends on how much precision is needed. The other thing that should be taken into account is that the RMSE calculated by cross-validation is not equal to the RMSE of the whole input data. The results in cross-validation would be influenced by the number of folds portioning the input data. For a limited amount of data, splitting the data into too many folds may give poor performance and increase loading for computation. To maintain better efficiency in computing, the appropriate value of 'k' folds cross-validation must be determined. However, the optimal combination selected using cross-validation will give a better performance than almost any other combination.
PROCEDURE OF RESEARCH
A study was used to explain the prediction system of the SVR model. The hairdryer was chosen as the research sample for study because it is symmetrical so that its features can be analyzed by using only half of the body to decrease the required data for computing, and the form of a hairdryer always follows the configuration of its mechanisms. Using 3-D models as sample data sets for training the SVR to perform predictions, all the models have to be described as a certain parameter set by using the same rule. For mathematical analysis, the data set usually must be ordered To train the SVR model, an adjective 'streamline' was used to evaluate all 32 samples by 37 subjects. Then, the scores of all the subjects were averaged to be the target values of the training model.
CASE STUDY
In this section, three SVR training models using polynomial, RBF, and mixed kernels are constructed to determine the training performance of disorderly data 
, where n is the number of samples, and m is the number of dimensions. In the output space, target values can be presented as:
Before used for training, the input data has to be normalized.
All values of data have been scaled between [0,1].
For this case, three kernel functions: polynomial, RBF, and mixed kernel were applied to intensify the power of the SVR to solve the irregular and small amounts of data derived from the different modeling feature structures. The performance of these three kernels was then shown as the value of RMSE. In addition, 'k-fold cross-validation (C-V)' is used to find the optimal parameter combination for optimizing the SVR model. In general, for small amounts of data, we partition the data into more folds to highlight the differences between each data set. However, too many folds may cause heavy loading. This study used 8, 16, 24, and 32 folds of C-V for estimating and selecting the best one for the next step.
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In the first step, a broad gird search was implemented.
The parameter combinations for this were: showed that the ranking of all the parameter combinations was similar when using 24 and 32 folds for C-V, which was better than using 8 or 16 folds. Considering the efficiency of computing, C-V using 24 folds was selected for the next step.
The combinations of the SVR parameter C and ε tend to show a trend with an increase of the degree ρ of the polynomial kernel from 1~5. With a higher degree ρ , parameter ε , which represents the accuracy tolerance of the SVR, leads the performance in C-V, and the lowest RMSE occurs when ε = 0.1 for various values of parameter C .
As a result, some of the parameter combinations ( =10^-1) ε were selected for the next step of executing a fine grid search.
In the second step, a fine grid search was implemented.
To search for combinations with the values of parameter ε , which were in the neighborhood of ( =10^-1) Table 1 . It is worth noting that in Table 5 .1 the optimal parameter combination selected by the C-V procedure is not actually the best one, but it is better than most of the other combinations.
training the SVR model using RBF kernel
In this section, all the input data were normalized between [0, 1] to train and test the SVR model using the RBF kernel. A broad gird search was implemented in the first step.
The parameter combinations for the broad grid search is: Besides the best one of combination using 24 folds C-V, some of the better combinations obtained respectively in broad and fine grid search were all given to construct the SVR models and the RMSE of training the whole 32 samples with each regression model is listed in Table 2 .
training the SVR model using a mixed kernel
There is a technique that combines the advantages of However, when the parameter λ = 0, it means that the mixed kernel acts like a single polynomial kernel.
As it can be seen in Fig 13, 
conclusion: Comparing the three SVR models
In this case study, three kernels were used to construct an SVR model for the purpose of estimating product form images. It has been demonstrated that the SVR model can process the data as points, which were extracted from the surface of the product to describe the 3-D models. As shown by the results, the optimal SVR models using polynomial, RBF, and mixed kernels were constructed by applying two-step cross-validation (C-V) to find the optimal parameter combinations. It has also shown good performance in estimating product form images. As is seen in Table 5 .6, the optimal SVR model using a polynomial kernel showed more power than when using an RBF kernel. However, the performance of the mixed kernels was better than these two single kernels with a particular mixing coefficient (polynomial: 96%, RBF: 4%) and parameter combination ( C =100, ε = 0.1, ρ =1, σ =0.01). It is also shown that the single RBF kernel as a local kernel can not well process the broadly distributed data, but can be used to improve the power of the SVR by combining with the polynomial kernel.
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CONCLUSION
In this study, the SVR technique was applied to estimating product form images. A procedure was provided to described 3-D models with different modeling features from service points as the samples of the case study. As the result of the case study, the SVR could process these irregular and unsystematic data well. Two types of kernels, polynomial and RBF kernel, which represent the typical global and local kernel, were used to increase the power of dealing with nonlinear problem. Then, a mixed kernel combined with a polynomial and an RBF kernel was also applied to improve the power of the SVR models. The results show that the mixed kernels performed better than either the single polynomial or RBF kernel. In addition, to improve this study, several suggestions were proposed to improve future research.
There are many methods to mix kernels for different data structures: combining several RBF kernels for different zones of input data ( Willians, 2000) . To practice the contribution of this study, this procedure could be used with a product form generating system to generate forms automatically. 
