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Recently, information systems research has devoted increasing attention to formative measurements. 
However, current approaches to modeling formative constructs have potential validity problems and 
thus limited applicability. Here, we highlight two major problems in formative measurement—
interpretational confounding and interpretational ambiguity—and propose a novel resolution. 
Interpretational confounding occurs when using the traditional free-estimation approach, because 
the weights of different formative indicators vary as the dependent variable changes, resulting in the 
distortion of the measurement weights of the focal formative construct and thus jeopardizing the 
generalizability of empirical tests. Another way to alleviate the interpretational-confounding issue is 
to include the multiple indicators multiple causes (MIMIC) construct in the path model (i.e., MIMIC-
path). Unfortunately, this method has led to the second major problem of interpretational ambiguity, 
the existence of more than one potential explanation of the formative model. More specifically, 
reflective indicators in the MIMIC model can be viewed as (1) indicators of the MIMIC construct, 
(2) dependent variables of the formative construct, or (3) indicators of a reflective construct affected 
by independent variables (formative indicators). To resolve these issues, we propose a two-stage 
fixed-weight redundancy model (FWRM) approach. We demonstrate the applicability of the FWRM 
approach with a set of survey data. We conducted a simulation study evaluating the FWRM approach 
by comparing it with the commonly used free-estimation and MIMIC-path methods. The results 
indicate that our FWRM approach can indeed improve the validity of formative construct modeling 
by mitigating confounding and ambiguity issues. 
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Although instrument validation was inadequately 
addressed in early information systems (IS) research 
(Straub, 1989), IS researchers now devote substantial 
attention to and even lead broader academic 
discussions on factorial validity, instrumentation 
development, structural equation modeling (SEM) 
techniques, and the like. In fact, given the complex and 
multifaceted nature of IS constructs and the explosion 
in the use of second-generation statistical techniques in 
IS (cf. Gerow, Grover, Roberts, & Thatcher, 2010; 
Lowry & Gaskin, 2014), IS researchers are now among 
the leaders in construct and measurement 
development, including formative constructs and 
measurement,1 which is our focus.  
Over 50 articles using formative constructs have been 
published in MIS Quarterly and Information Systems 
Research since Petter, Straub, and Rai (2007) formally 
addressed this construct modeling approach, although 
formative measurement has long been considered a 
key consideration in SEM (Diamantopoulos & 
Winklhofer, 2001; Edwards & Bagozzi, 2000; Jarvis, 
MacKenzie, & Podsakoff, 2003). Nevertheless, IS 
researchers are among the leaders in this type of 
measurement. Articles in top IS journals have provided 
groundbreaking methodology research on formative 
construct measurement, including modeling issues, 
problems associated with the misspecification of 
formative measurement, recommendations for the 
proper specification of measurement models, and 
techniques for validating formative measurement (e.g., 
Aguirre-Urreta & Marakas, 2014a; Aguirre-Urreta & 
Marakas, 2014b; Bagozzi, 2011; Cenfetelli & 
Bassellier, 2009; Diamantopoulos, 2011; Hardin, 
Chang, & Fuller, 2008; Howell, Breivik, & Wilcox, 
2013; Kim, Shin, & Grover, 2010; MacKenzie, 
Podsakoff, & Podsakoff, 2011; Petter et al., 2007; 
Polites, Roberts, & Thatcher, 2012; Posey, Roberts, 
Lowry, & Bennett, 2015).  
Because of such efforts, IS researchers are among the 
leaders in developing rich, multidimensional 
                                                     
1  Briefly stated, a formative measure in SEM refers to a 
composite construct determined by independent indicators 
that do not necessarily covary (Lowry & Gaskin, 2014). By 
contrast, the traditional reflective measure in SEM refers to 
a latent construct that is the common cause of item behavior 
and therefore results in the covariance of all such items 
(Lowry & Gaskin, 2014). 
2 In this study, we follow Lee, Cadogan, & Chamberlain’s 
(2013) argument that the notion that there is a causal 
structure between the formative indicators and the focal 
variable is incorrect. Rather, the relationships between 
formative indicators and the focal construct are not causal 
paths; they are simply weights that indicate the contribution 
that a researcher decides an indicator makes to a formative 
variable. Indeed, the formative indicators and the formative 
constructs and measures leading to theory 
development and empirical studies that would not 
otherwise be possible. Groundbreaking work has been 
done by Barki, Titah, & Boffo (2007), who advanced 
a second-order form of IS systems use that better 
reflects actual systems use; Gable, Sedera, & Chan 
(2008), who advanced a formative, multidimensional 
notion of IS success; and Posey, Roberts, Lowry, 
Bennett, & Courtney (2013), who proposed a 
formative, multidimensional understanding of 
protective motivation behaviors in organizations. 
However, more research in this area is required.  
Modeling distinctions between reflective and 
formative constructs are pivotal, because they 
fundamentally change the specification of SEM-based 
modeling—and the misspecification of such models 
leads to incorrect, misleading interpretations (Bollen, 
2007; Collier & Bienstock, 2009; Jarvis et al., 2003; 
Petter et al., 2007; Posey, Roberts, Lowry, & Bennett, 
2015). Petter et al. (2007) argued that approximately 
30% of previously employed reflective constructs in IS 
research would have been better modeled as formative. 
Such misspecification can lead to biases in parameter 
estimates and misleading conclusions about 
interconstruct relationships (Jarvis et al., 2003; Petter 
et al., 2007). The key theoretical distinction is that 
because a reflective measure causes its items and 
therefore their strong covariance, the items are 
somewhat interchangeable. Therefore, assuming the 
items are valid, one could theoretically specify a 
reflective construct with any number of items of three 
and over (e.g., 4, 7, 12), and it would yield essentially 
the same latent construct. By contrast, because 
formative constructs are formed by their items,2 each 
item has a distinct theoretical meaning, so changing the 
number of items fundamentally changes the 
construct’s theoretical meaning. Therefore, the proper 
handling of formative constructs is important for 
empirical IS studies. 3  Unfortunately, research has 
shown that even when formative measures are properly 
specified, they can have misleading outcomes (Kim et 
al., 2010). This also appears to be the case with 
formative measures modeled by partial least squares 
focal variable are not distinct entities—they are the same 
entity and so one cannot cause the other. 
3  We acknowledge there is disagreement among 
methodologists concerning the theoretical value of formative 
measurement (e.g., Hardin, Chang, Fuller, & Torkzadeh, 
2011; Kim et al., 2010). The purpose of this article is not to 
establish formative measurement as valuable, as this has 
been sufficiently addressed elsewhere (Bagozzi, 2007; 
Cenfetelli & Bassellier, 2009; Diamantopoulos, 2011; 
Diamantopoulos, Riefler, & Roth, 2008; Diamantopoulos & 
Siguaw, 2006; Diamantopoulos & Winklhofer, 2001; Petter 
et al., 2007). Instead, our assumed audience consists of those 
who are interested in formative measurement and have an 
appropriate application for it but would like to overcome 
some of its known validity issues. 




SEM (PLS-SEM 4 ), even though many researchers 
previously considered PLS a superior formative 
measurement tool (Aguirre-Urreta & Marakas, 2014a; 
Aguirre-Urreta & Marakas, 2014b).  
Despite IS researchers’ impressive leadership in the 
field of formative measurement, the empirical 
approaches to dealing with formative indicators have 
suffered from the two validity problems we address in 
this essay: interpretational confounding and 
interpretational ambiguity. Traditionally, the free-
estimation approach (FEA) has been used to 
estimate first- and second-order formative 
constructs. This method allows the error variance 
and measure weights of the formative construct to 
be estimated freely. An important validity problem 
with this approach is interpretational confounding: the 
weights of different formative indicators vary as the 
dependent variable changes (Howell, Breivik, & 
Wilcox, 2007; Kim et al., 2010; Shin & Kim, 2011). 
This results in the distortion of the measurement weights 
of the focal formative construct, thus jeopardizing the 
empirical test’s generalizability (Bagozzi, 2007).  
An alternative approach to alleviating interpretational 
confounding is the multiple indicators multiple causes 
(MIMIC) model. Essentially, this model adds a set of 
reflective indicators to the formative construct to 
improve its estimability (Jöreskog & Goldberger, 
1975; Posey, Roberts, Lowry, & Bennett, 2015; Tan, 
Benbasat, & Cenfetelli, 2013). Interpretational 
confounding can be avoided, because the inclusion 
of reflective indicators in the formative construct 
enables the weights of the formative indicators to be 
stabilized in the structural model analysis (Bollen, 
2007; Diamantopoulos et al., 2008). The MIMIC 
approach has been empirically used in both 
measurement verification (Gable et al., 2008) and 
path analysis (Barki et al., 2007).  
As Jarvis et al. (2003) demonstrated, the MIMIC 
construct-measurement approach unfortunately suffers 
from another validity problem, interpretational 
ambiguity: the existence of more than one potential 
explanation of the model. Specifically, reflective 
indicators in the MIMIC model can be viewed as (1) 
indicators of the MIMIC construct, (2) dependent 
variables of the formative construct, or (3) indicators 
of a reflective construct affected by independent 
variables (formative indicators) (Diamantopoulos, 
2011; Diamantopoulos & Temme, 2013). Moreover, 
including reflective indicators may distort the original 
purpose for using formative indicators—that is, to 
develop a construct to explain the endogenous 
variables—because the resulting weights and path 
coefficients are largely determined by the reflective 
                                                     
4 Of the component-based SEM techniques, the partial least 
squares (PLS) approach is the most dominant in the IS field. 
Therefore, we use PLS-SEM generically to refer to 
measures. Some researchers (Howell et al., 2013; Lee 
et al., 2013) have even argued that the MIMIC model 
is simply one in which a common factor is predicted 
by some exogenous variables.  
The use of fixed-weight approaches to overcome the 
weaknesses of existing formative construct modeling 
methods has been conceptually addressed, and 
potential approaches have been proposed in some 
studies. However, three of them (e.g., Cadogan & Lee, 
2013; Howell et al., 2013; Lee et al., 2013) provided 
neither detailed procedures for nor empirical examples 
of the use of fixed-weight approaches. The other two 
(i.e., Hardin et al., 2011; Treiblmaier, Bentler, & Mair, 
2011) did not include a simulation to establish that 
their fixed-weight approaches can alleviate 
interpretational-confounding and -ambiguity 
problems. None of these studies demonstrated that 
their fixed-weight approaches could be applied to 
complex models, such as the presence of multiple 
exogenous or endogenous formatively measured 
constructs. Existing fixed-weight approaches have 
other limitations: they require substantial effort, 
because they will work only against the background of 
sufficient prior studies (Hardin et al., 2011), and they 
conceptually model the focal formative construct as a 
reflective construct (Hardin et al., 2011; Treiblmaier et 
al., 2011). However, although current approaches 
suffer from serious limitations, the fixed-weight 
approach is promising in terms of solving the 
interpretational-confounding issue; we therefore 
propose an effective approach that lacks these 
limitations and can be used with different SEM 
approaches and with complex models.  
We propose a two-stage fixed-weight redundancy 
model (FWRM) approach that does not have the 
limitations of the existing approaches and is 
completely different from them. We also provide 
detailed procedures for and empirical examples of the 
application of the FWRM and conduct a simulation to 
establish that this approach can alleviate interpretational 
confounding and -ambiguity problems. In the first stage 
of the FWRM, weights associated with formative 
indicators are estimated using a redundancy analysis 
model. The obtained weights are used in the second stage 
as fixed parameters for path analysis in order to test the 
theoretical model and avoid interpretational confounding. 
The advantages of the FWRM are fivefold: 
• It avoids interpretational ambiguity by limiting 
the role of reflective indicators to the estimation 
of weights in the first stage of path analysis and 
giving them no role in the second stage. Because 
component-based techniques rather than to individual 
software applications, such as PLS-Graph or SmartPLS.   




the reflective indicators have no path-analysis 
role,  
• It avoids interpretational confounding in 
structural modeling by applying the derived fixed 
weights to the second stage. 
• It relaxes the traditional restriction that no path(s) 
can be estimated between two endogenous 
reflective constructs. 
• It can be used in SEM software based on PLS-
SEM and covariance-based SEM (CB-SEM). 
• It can be applied to complex models. 
In what follows, we elaborate on the current 
approaches to formative construct modeling and 
explain their limitations. We then propose the 
FWRM approach, present an empirical study that 
illustrates the procedures for applying FWRM to 
first-order constructs in CB-SEM packages, and 
describe a simulation that demonstrates the 
superiority and robustness of the two-stage FWRM 
approach in solving the two major problems with the 
FEA and MIMIC approaches. We conclude with a 
summary of the findings and further suggestions 
regarding formative construct modeling. 
2 Formative Modeling Problems 
and Approaches 
Here, we describe in detail the three major flaws of the 
FEA and MIMIC approaches to formative models: 
(1) issues with identification and validation of 
formative constructs, (2) interpretational 
confounding, and (3) interpretational ambiguity. 
2.1 Identification and Validation of 
Formative Constructs 
By definition, formative constructs are unidentified 
(Diamantopoulos & Winklhofer, 2001) and 
consequently cannot be estimated. Identification 
means that the indicator variables provide enough 
information for the parameters to be estimated. A 
necessary condition for identifying a formative 
construct is that it emits at least two paths to other 
(reflective) constructs or indicators (MacCallum & 
Browne, 1993); this is the “2+ emitted paths” rule 
(Bollen & Davis, 2009). There are three approaches for 
applying this rule (Diamantopoulos et al., 2008): (1) 
adding two or more reflective indicators to the formative 
construct, that is, specifying a MIMIC model, (2) adding 
two or more reflective constructs as outcome variables, 
and (3) adding a single reflective indicator and a reflective 
construct as an outcome variable. 
2.1.1 The MIMIC Model 
Methodologists have suggested that MIMIC models 
can help identify and validate the formatively 
modeled constructs (Posey, Roberts, Lowry, & 
Bennett, 2015). The MIMIC approach employs a 
construct that requires the addition of two or more 
global reflective indicators to measure the formative 
construct. The global reflective indicators are 
intended to capture the meaning of the overall 
latent construct. As seen in Figure 1, η is a latent 
construct measured by four formative indicators 
(Xi) and three reflective indicators (Yi). As two 
types of indicators are observed, a MIMIC model 
is fully estimable and testable, because its 
reflective indicators can achieve identification. 
 





Figure 1. Representation of a MIMIC Model 
 
 
Our search of the Association for IS (AIS) “Basket of 
Eight” journals—MIS Quarterly (MISQ), Information 
Systems Research (ISR), European Journal of 
Information Systems (EJIS), Information Systems 
Journal (ISR), Journal of the Association for 
Information Systems (JAIS), Journal of Management 
Information Systems (JMIS), Journal of Strategic 
Information Systems (JSIS), and Journal of 
Information Technology (JIT) (cf. Lowry et al., 
2013)—identified seven top IS studies that have 
applied the MIMIC model in model analysis since 
2007. Six of these used the MIMIC model to validate 
formative measures in the measurement model (i.e., 
Iyengar, Sweeney, & Montealegre, 2015; Posey, 
Roberts, & Lowry, 2015; Sedera & Gable, 2010; Wells, 
Parboteeah, & Valacich, 2011). Outside of the top IS 
journals, several other recent articles have also used 
MIMIC models (Almerich, Orellana, Suárez-
Rodríguez, & Díaz-García, 2016; Fernando Robles, 
Rodriguez, Wise, & Ruy Martinez, 2013; Rabaa’I, 
2015; Sedera, 2016). In terms of leading papers, 
Iyengar et al. (2015) conducted a MIMIC model 
analysis in which the focal construct (knowledge 
transfer effectiveness) had three formative indicators 
and six reflective indicators. Two of the seven studies 
applied the MIMIC model to both measurement-model 
and structural-model analysis (i.e., Barki et al., 2007; 
Benlian, Hilkert, & Hess, 2015). Barki et al. (2007) 
identified three categories (dimensions) of IS-use-related 
activity (ISURA)—technology interaction (TI), task-
technology adaptation (TTA), and individual adaptation 
(IA)—as first-order constructs and used the MIMIC 
approach to validate their formative indicators.  
Wells, Valacich, & Hess (2011) suggested the MIMIC 
model can also be applied to the validation of second-
order formative constructs. They modeled website 
quality (WSQ) as a second-order formative construct 
that included four first-order reflective constructs—
security, download delay, navigability, and visual 
appeal. They used three overall reflective indicators to 
capture the concept in its entirety. These indicators 
were then used to determine the weights of each first-
order construct and to evaluate the appropriateness of 
adopting a formative concept. In fact, however, they 
conceptually modeled WSQ as a second-order MIMIC 
model and analyzed it using the redundancy analysis 
model (discussed in the next section).  
Although these studies appear to have resolved the 
identification and validation problems inherent to 
formative constructs, other methodologists have 
recently shown that this is not so. Lee et al. (2013) 
demonstrated that a latent variable cannot be measured 
using both formative and reflective indicators. They 
argued that in the MIMIC model, the meaning of the 
focal latent variable is not theoretically grounded in the 
formative indicators but is empirically grounded in the 
covariance between the reflective indicators. Howell et 
al. (2013) argued similarly that the focal latent variable 
(η in Figure 1) in a MIMIC model is simply a common 
factor explaining the covariance among the MIMIC 
model’s reflective indicators. Therefore, the focal 




latent variable in a MIMIC model is not conceptually 
the same as the formative construct without adding the 
reflective indicators (Howell et al., 2013; Lee et al., 
2013). The MIMIC model simply models a reflective 
construct with some formative indicators as exogenous 
predictors. Thus, the MIMIC model should not be used 
to identify or otherwise validate formative variables in 
the estimation of measurement models (Lee, Cadogan, 
& Chamberlain, 2014). Below, we empirically validate 
this point using a Monte Carlo simulation. 
2.2 Interpretational Confounding 
2.2.1 The FEA 
Traditionally, the FEA has been the most commonly 
used formative modeling method whereby the focal 
formative construct is identified and is measured only 
by its formative indicators. In this approach, error 
variance—the disturbance of the formative 
construct—and the weights of formative indicators are 
directly estimated by regular SEM algorithms. The 
FEA is applicable to first- and higher-order formative 
constructs in CB-SEM, but it is applicable only to first-
order formative constructs in PLS-SEM. When it is 
applied to second-order PLS-SEM, researchers need to 
compute the factor scores of the first-order constructs 
separately and then treat those factor scores as 
indicators of the second-order construct.  
A major validity problem associated with FEA is 
interpretational confounding, which “represents the 
situation in which the empirically observed meaning 
between a latent variable and its measures differs from 
the nominal meaning expected under the original 
specification” (Kim et al., 2010). This problem is 
characterized by significant changes in the coefficients 
linking the formative indicators to the latent variable 
when different outcome variables are used in the 
model. With interpretational confounding, construct 
validity cannot be guaranteed, and the generalizability 
of the formative measures becomes problematic 
(Bagozzi, 2007). Interpretational confounding will 
occur across different studies and samples (Hardin et 
al., 2008); therefore, it is not possible to identify the 
“true” weights of formative measures. Moreover, 
loadings of the reflective indicator can also vary across 
studies and samples. We thus focus on the type of 
interpretational confounding in which the weights of 
different formative indicators change as the dependent 
variable changes within a given sample set.  
Bollen (2007) argued that interpretational confounding 
is due to misspecification, not to the type of indicator. 
                                                     
5 Although in standard implementations of PLS (component-
based analysis) it is not possible to specify both reflective 
and formative indicators for the same construct, by using 
pseudolatent variables (i.e., single indicator reflective 
measurement models) for the formative indicators, MIMIC 
However, he offers little in the way of practical 
guidance on how researchers might remedy this 
misspecification if and when it occurs (Hardin et al., 
2011). Some researchers (e.g., Bagozzi, 2007; 
Diamantopoulos, 2011) have argued that the root cause 
of the interpretational-confounding problem may be 
the fact that without relying on reflective dependent 
variables, the exogenous construct with formative 
indicators is undefined and inestimable. Accordingly, 
the formative measure weights of constructs become 
the function of the number and nature of endogenous 
constructs and their measures. Several recent studies 
(Guyon & Tensaout, 2015; Kim et al., 2010; Wilcox, 
Howell, & Breivik, 2008) have demonstrated that 
interpretational confounding can be a major problem 
in models with formative indicators. Kim et al. (2010) 
empirically demonstrated that regardless of whether 
there is a specification issue, formative measures 
can lead to interpretational confounding. Through 
simulations, Guyon and Tensaout (2015) showed 
that a well-specified formative measurement model 
can lead to interpretational confounding because it 
depends on the outcomes introduced into the model. 
Although, as Kim et al. (2010) noted, reflective 
measures may also be subject to the interpretational-
confounding problem, formative measures are 
particularly prone to this problem. 
2.2.2 The MIMIC Model 
Increasingly used in IS research, the MIMIC model 
was proposed to alleviate interpretational confounding 
(e.g., Barki et al., 2007; Iyengar et al., 2015; Posey, 
Roberts, Lowry, & Bennett, 2015; Wells, Valacich, & 
Hess, 2011). Including reflective indicators in a 
formative construct enables the weights of all 
formative indicators to be stabilized and renders them 
less sensitive to structural parameter changes 
(Diamantopoulos et al., 2008), thus avoiding 
interpretational confounding. The MIMIC model 
can be used to analyze structural models with first- 
or higher-order formative constructs in CB-SEM 
and to analyze models with higher-order formative 
constructs in PLS-SEM. However, a limitation is 
that first-order MIMIC constructs cannot be 
implemented in the current PLS-SEM software.5 
2.2.3 Current Approaches to Resolving 
Interpretational Confounding 
Because interpretational confounding reflects weight 
changes as endogenous variables change, keeping the 
weights steady avoids this problem. However, fixing 
models can indeed be implemented in software such as 
SmartPLS. Here, we mean that first-order MIMIC constructs 
cannot be implemented directly in the current PLS-SEM 
software without changing their structures. 




the weights of the formative indicators without setting 
the disturbance term to 0 will still result in unsteady 
weights. A potentially effective method is thus to 
use a fixed-weight composite (Hardin et al., 2011). 
The composite is created by multiplying the raw 
data by the indicator weights and summing the 
products, as shown in Equation (1): 
CS = w1x1 + w2x2 + … + wnxn, (1) 
where CS is the latent variable representing the focal 
construct, and wi (i = 1, 2, . . . n) is an ex ante (i.e., 
predefined) weight assigned to indicator xi.  
The parameters for the links between formative 
indicators and the focal latent variable are simply 
weights that indicate the contribution a researcher 
decides a formative indicator makes to the formative 
focal construct (Lee et al., 2013). Accordingly, it is up 
to the researcher to specify the weight a formative 
indicator has when defining the formative construct. 
We have termed this approach fixed-weight researcher 
determined. Lee et al. (2013) suggested defining 
formative constructs as composites of empirical 
variables (i.e., formative composites) and fixing the 
weights of indicators, denoted as fixed-weight 
composites (Grace & Bollen, 2008). When the weights 
used to form the composite are part of the composite 
variable’s definition, interpretational confounding is 
avoided (Howell et al., 2013). Howell et al. (2013) 
argued that forming composite variables with 
estimated weights may help alleviate the 
interpretational-confounding problem. They suggested 
that the weights used to form the composite can either 
be chosen based on theory or set equal to 1 to form 
a simple sum. Cadogan and Lee (2013) suggested 
that “researchers may decide that, in the absence of 
theory to suggest otherwise, composite indicators 
should have equal weightings” (p. 239). Setting all 
indicators’ weights equal to 1 represents an 
extremely rare condition. Studies that have proposed 
the fixed-weight conceptual approach have not 
provided detailed procedures for and empirical 
examples of the use of the fixed-weight approach.  
Similarly, Hardin et al. (2011) adopted the optimal 
weights concept and proposed that an optimal set of 
indicator weights can be obtained through meta-
analysis. Calculating the fixed-weight composite by 
using the weights obtained through a laborious meta-
analysis and using the composite in the structural 
model can then prevent interpretational confounding. 
We have termed Hardin et al.’s approach fixed-weight 
meta-analysis. However, because it involves meta-
analysis, the fixed-weight meta-analysis approach 
requires substantial effort. Performing a meta-analysis 
for each construct measured with formative indicators 
is time consuming, and effective meta-analysis 
requires a large number of high-quality studies on the 
focal construct—a particularly unrealistic expectation 
for research on emergent IS topics. Therefore, the 
fixed-weight meta-analysis approach simply will not 
work for newer constructs. Moreover, using the set of 
fixed weights obtained through meta-analysis in a new 
study amounts to the application of old weights to a 
new dataset. It may not capture current respondents’ 
perceptions of the focal formative construct. After 
obtaining the fixed-weight composite score, this 
approach specifies the focal formative construct as a 
reflective construct, with the fixed-weight composite 
score as the reflective indicator. To avoid modeling the 
focal formative construct as a single-item reflective 
construct, this approach then adds several overall 
reflective measures to the construct. The fixed-weight 
meta-analysis approach conceptually models the focal 
formative construct as a reflective construct.  
Treiblmaier et al. (2011) proposed a new two-step 
approach to operationalizing a formatively measured 
construct; this approach allows a closely matched 
common factor equivalent to be included in any SEM. 
We have termed Treiblmaier et al.’s approach fixed 
weight canonical. The first step splits indicators of the 
formative construct into two or more composites. 
Canonical correlation analysis is then performed to 
obtain the canonical coefficients (weights). Canonical 
coefficients are used to compute the composite scores. 
In the second step, these composites are modeled as a 
common factor (reflective construct) that can be placed 
into any larger SEM model. The two-step approach is 
based on the composite indicators’ intercorrelations, 
which may be small or nonexistent. If composite 
indicators do correlate, the source (and meaning) of 
such correlation is unclear (Howell et al., 2013). The 
approach also needs to convert a first-order formative 
construct into a formative reflective second-order 
construct (i.e., first-order formative and second-order 
reflective), thus changing the conceptual structure of 
the focal formative construct.  
Table 1 summarizes the features of current fixed-
weight approaches and the FWRM approach. As the 
table shows, the FWRM approach is completely 
different from current fixed weight approaches in terms 
of the weight estimation method. Table 1 also shows that 
the FWRM is superior to other fixed-weight approaches: 
the FWRM does not change the conceptual meaning of 
the formative construct, does not require substantial 
effort, can be done without substantial prior research, and 
can be applied to more complex models.
.




Table 1. Definitions of Variables 
Source Howell et al. (2013) and Lee et al. (2013) Hardin et al. (2011) 
Treiblmaier et al. 
(2011) This Study 





analysis Fixed-weight canonical FWRM 
Weight estimation 
method Researcher determined Meta-analysis 
Canonical correlation 
analysis Redundancy analysis 
Conceptual meaning 
of the construct Formative Reflective Reflective Formative 
Applicable SEM 
software CB-SEM 
Both CB-SEM and PLS-
SEM 
Both CB-SEM and PLS-
SEM 





No No No  Yes 
Applicable to new 
constructs? Yes No Yes Yes 
Detailed procedures 
for estimation and 
validation? 
No No No Yes 
Requires substantial 
effort? No Yes No No 
Validated through 
simulation? No No No Yes 
Resolves 
confounding? Yes Yes Yes Yes 
Resolves ambiguity? Yes No Yes Yes 
 
2.2.4 The Proposed Two-Stage Fixed-Weight 
Redundancy Approach 
Hardin et al. (2011) and Treiblmaier et al. (2011) 
proposed meaningful solutions, but their execution 
created unintended problems. Anderson and Gerbing 
(1988) suggested an intriguing approach that could 
result in a better solution. They noted that the potential 
for interpretational confounding can be minimized by 
a two-stage process of first estimating the 
measurement model and then estimating the structural 
model; no constraints are placed on structural 
parameters when estimating the measurement model.  
The two-stage approach is an effective choice for 
eliminating both interpretational confounding and 
interpretational-ambiguity problems in formative 
construct modeling. We propose that the 
interpretational-confounding problem can be solved by 
using redundancy analysis to estimate the weights for 
the formative construct and by technically dividing the 
model estimation into two stages: construct-weight 
determination and structural model estimation.  
The FWRM is a two-stage approach. Weights 
associated with formative indicators are estimated 
using a redundancy analysis model in the first stage, 
and the obtained weights are then used in the second 
stage as fixed parameters for path analysis. Notably, 
the weights should be determined by a redundancy 
model instead of a MIMIC model (termed MIMIC 
weights) at this stage. The unintended negative 
consequences of using the MIMIC model to determine 
weights in the first stage will be illustrated in Section 
3.2. Redundancy analysis (van den Wollenberg, 1977) 
can be used to correlate a formative construct with a 
global and reflective measure for that construct. This 
approach fits with Howell et al.’s (2013) method of 
determining weights, which consists of estimating to 
provide some sort of optimal prediction/association 
with another variable or set of variables. In addition, a 
redundancy model can be implemented in both CB-
SEM and PLS-SEM software. Therefore, based on 
Cenfetelli and Bassellier’s (2009) and Ringle, Sarstedt, 
and Straub’s (2012) suggestions that redundancy 
analysis can appropriately assess the specification of a 
formative measure, we propose using the redundancy 
analysis method (see Figure 2) for weight estimation.  
Models that violate the 2+ emitted paths rule because 
they contain formative constructs that emit only one 
path can be identified by fixing the variance of the 
disturbance term to 0 (MacCallum & Browne, 1993). 
A redundancy analysis model (see Figure 2) is a one-
stage model in which a formative construct having no 
disturbance is linked to a global and reflective measure 




for that construct.6 Thus, a redundancy analysis model 
can be identified. According to Lee et al. (2013), 
Cadogan, Lee, & Chamberlain (2013), and Howell et 
al. (2013), in a redundancy analysis model, the 
formative construct is an aggregate or composite of 
formative indicators (i.e., it is multidimensional in 
nature), whereas the reflective construct is a 
unidimensional construct that is a common factor 
underpinning the global reflective indicators. 
Therefore, the formative and reflective constructs are 
different but causally related. According to Edwards 
(2001), if overall job satisfaction were defined as a 
general affective orientation toward a job rather than a 
composite of satisfaction with specific facets of that 
job, then the formatively measured satisfaction with 
job facets and the reflectively measured overall job 
satisfaction would be different constructs, and it would 
be meaningful to examine causal relationships between 
the composite of satisfaction with job facets and 
overall job satisfaction. Accordingly, the reflective 
construct in the redundancy analysis model can be used 
to estimate the weights of the formative indicators.
 
 
Figure 2. Redundancy Analysis Model 
 
In the second stage, the weights fixed in the first stage 
are used to generate the structural model. The 
procedures for implementing the two-stage FWRM are 
illustrated in Figure 3 and described below. The 
procedures can be used for CB-SEM and PLS-SEM. 
Our study focuses on CB-SEM
 
                                                     
6  The choice of focal endogenous variable (reflective 
indicator) in the redundancy analysis model can have a 
profound effect on the focal formative construct, because 
choosing a different set of endogenous variables can 
substantially alter the empirical meaning of the formative 
construct (Avila, Stinson, Kiss, Brandao, Uleryk, & 
Feldman, 2015). The criteria for selecting the endogenous 
variable of the redundancy analysis model includes: (1) 
summarize the essence of the focal construct the formative 
indicators purport to measure (Sarstedt, Wilczynski, & 
Melewar, 2013); (2) describe the focal construct in its 
entirety, and the endogenous variable and construct are at the 
same level of abstraction (Edwards, 2011); and (3) faithfully 
capture the conceptual domain of the focal construct 
(MacKenzie et al., 2011). It is required to use the different 
focal endogenous variable to obtain another set of weights in 
a different research context. For example, an individual may 
perform a health check. A set of formative indicators can be 
used to represent the healthy condition of an individual. It is 
reasonable to expect that the set of weights used to represent 
“long-term health condition” would be different from that 
used to represent “short-term health condition.” 






Note: CB-SEM = covariance-based SEM; PLS-SEM = partial least squares approach to SEM 
Figure 3. Procedures for Implementing the FWRM Approach 
 
2.2.4.1 First Stage: Using Redundancy Analysis 
to Evaluate the Formative Measure 
Step 1.1: Model Development. A minimum of two 
reflective indicators is required to achieve model 
identification. This must be done at the research-design 
stage. The strength of the path coefficient between the 
two constructs (ζ1 and η1 in Figure 2) can be used to 
assess the validity of the designated set of formative 
measures in tapping the construct of interest. A 
magnitude of ideally 0.90—or at least 0.80 and 
above—is desired (Chin, 1998). Both formative and 
reflective latent variables are unobservable and have 
no scales of their own; therefore, they require a unit of 
measurement for parameter estimates to be statistically 
identified and estimated (Diamantopoulos, 2011; 
Franke, Preacher, & Rigdon, 2008). That is, a latent 
construct needs to be scaled (scaling rule). According 
to Franke et al. (2008) and Diamantopoulos (2011), 
there are three alternatives for scaling formatively 
measured constructs: (1) setting the path from a 
formative indicator to the focal formative construct to 
1, (2) fixing a path from the formatively measured 
construct to an outcome variable to 1, or (3) fixing the 
variance of the formative construct to 1. To address the 
fact that a redundancy analysis model violates the 2+ 




emitted paths rule and to conform to the scaling rule, 
we follow Diamantopoulos’s (2011) method of setting 
the path from a formative indicator to the formative 
construct to 1 and fixing the error variance of the 
formative construct to 0 during redundancy analysis 
for CB-SEM to achieve identification.7 
Step 1.2: Predictive Power. Examine the overall 
model fit for CB-SEM. If the overall model fit proves 
acceptable, this can be taken as supporting evidence 
for the set of indicators forming the index 
(Diamantopoulos & Winklhofer, 2001). In CB-
SEM, a redundancy analysis model is regarded as 
acceptable if RMSEA is less than 0.1, SRMR is less 
than 0.08, GFI is greater than 0.9, and CFI is greater 
than 0.9. In PLS-SEM, a redundancy analysis model 
is regarded as acceptable if the R2 is greater than 
0.64 and Stone-Geisser’s Q² value (cross-validated 
redundancy Q²) is greater than 0.5. 
Step 1.3: Collinearity Check. Assess the 
multicollinearity issue using the variance inflation 
factors (VIFs) generated in SPSS when regressing the 
formative measures on the mean of the overall (reflective) 
measures of the focal construct (Y1–Y3). The VIFs should 
be well below the 3.33 threshold (Cenfetelli & Bassellier, 
2009; Diamantopoulos & Siguaw, 2006). 
Step 1.4: Weight Significance. Examine the relative 
and absolute contributions of the formative measures. 
The values of significant coefficients indicate the 
relative contribution of their respective formative 
indicators. Significant bivariate correlations between 
the formative indicators and the overall measures of 
the focal construct indicate the absolute contribution of 
the formative indicators. If the relative and absolute 
contributions of the formative indicators are not 
significant, the researcher should determine whether 
keeping the insignificant formative indicators is 
conceptually justified (Henseler, Ringle, & Sinkovics, 
2009). That is: Is there theoretical support? Would it 
retain uniqueness? Is it significant in other studies? Is 
there an insufficient number of indicators? If the 
answer to these questions is “yes,” the researcher 
should keep the formative indicators; otherwise, the 
researcher should compare the original model with a 
model that eliminates the insignificant formative 
indicators (Cenfetelli & Bassellier, 2009). The 
                                                     
7 Hardin et al. (2011) indicate that the fit for the covariance-
based model suffers when constraining the disturbance term 
to 0, resulting in fit statistics that would normally be grounds 
for rejecting the model. A redundancy analysis model fixing 
the error variance of the focal formatively measured 
construct to 0 is not equivalent to a MIMIC model fixing the 
error variance to 0. Accordingly, a redundancy analysis 
model fixing the error variance of the focal formatively 
measured construct to 0 does not suffer from poor model fit 
statistics. In addition, fixing the error variance to 0 assumes 
that the formatively measured construct is completely 
determined by its indicators. However, fixing the error 
insignificant indicators should be excluded one at a 
time in an iterative process. After excluding each 
insignificant indicator, one should go through steps 1.1 to 
1.4. If the comparison shows no significant deterioration 
in fit (e.g., χ2), then one may consider eliminating 
insignificant formative indicators (Diamantopoulos, 
2011; Diamantopoulos & Winklhofer, 2001). Otherwise, 
the researcher can keep the insignificant indicators. 
Step 1.5: Result. If the resulting redundancy analysis 
model meets all the criteria outlined in the above four 
steps, then the unstandardized measure weights of the 
focal formative construct for CB-SEM can be applied 
to the next stage for structural modeling. 
2.2.4.2 Second Stage: Estimating the Structural 
Model 
Step 2.1: After obtaining the weights of significant 
formative indicators, all path coefficients in the 
structural model can be estimated. First, the weights of 
the formative indicators of the focal formative 
construct in the structural model are set to be the 
unstandardized formative measure weights for CB-SEM 
obtained in step 1.5. The error variance of the focal 
construct is then set to 0 for CB-SEM. In this case, the focal 
construct is defined as a weighted sum of a set of 
measurements, as shown in Equation (1), where w1–w4 are 
predefined weights. The coefficients of the structural 
model can then be estimated using existing SEM 
algorithms, such as LISREL, AMOS, and STATA. 
2.3 Interpretational Ambiguity 
2.3.1 The MIMIC Model 
Like the FEA, the MIMIC approach also has validity 
problems, the most crucial of which is ambiguity in the 
interpretation of the model. As shown in Figure 1, the 
MIMIC model allows for different conceptual 
interpretations (Jarvis et al., 2003): (1) a construct with 
both formative and reflective indicators, (2) a single 
endogenous construct with three reflective indicators 
that is influenced by four exogenous observed 
variables, and (3) a formatively measured construct 
that influences three manifest measures of three 
different constructs (Diamantopoulos, 2011; 
Diamantopoulos & Temme, 2013). Given that these 
variance of the formative construct to 0 during redundancy 
analysis does not assume that the conceptual meaning of the 
formative construct is fully captured. As the indicators of the 
reflectively measured construct represents the overall 
measures of the focal formatively measured construct, fixing 
the error variance to 0 represents that we want to use the 
given formative indicators to explain the variance of the 
reflectively measured construct. The conceptual meaning of 
the formative construct is fully captured only when the path 
coefficient between the formatively measured construct and 
the reflectively measured construct equals 1 (i.e., the R2 of 
the reflectively measured construct equals 1). 




three models generate identical statistical results, 
identifying the real meaning of the model is 
problematic, if not impossible.  
The interpretational-ambiguity problem becomes more 
salient when a MIMIC construct is included in 
structural model analysis. For example, Barki et al. 
(2007) modeled three categories of ISURA as first-
order MIMIC constructs (i.e., TI, TTA, and IA) and 
included them in three separate structural models to 
examine their effects on perceived individual benefits 
(PIB) and perceived organizational benefits (POB). 
Taking IA as an example, Figure 4 yields three 
equivalent models with different interpretations, 
illustrated in Figure 5 as follows: (1) Figure 5a: a 
MIMIC-style exogenous construct (ξ1) that affects two 
reflective endogenous constructs (η1 and η2); (2) 
Figure 5b: a formative exogenous construct (ξ1) that 
affects two single-indicator endogenous constructs (η1 
and η2) and two reflective endogenous constructs (η3 
and η4); and (3) Figure 5c: three single-indicator 
exogenous constructs (ξ1–ξ3) that affect one reflective 
endogenous construct (η1) measured with two reflective 
indicators (IA5 and IA6), which in turn affects two 
reflective endogenous constructs (η2 and η3). The MIMIC 
model (see Figure 1) is a construct that includes both 
reflective and formative indicators. To differentiate from 
the MIMIC model, we use the term MIMIC-path model 
to describe a one-stage model in which the MIMIC 
construct is included in the path analysis directly. Figure 
4 depicts a MIMIC path model. 
 




Note: ex: exogenous construct; en: endogenous construct; measurement involves three 
constructs: one first-order MIMIC construct (IA) and two reflective first-order endogenous 
constructs (PIB and POB); causation: two paths to endogenous constructs (PIB and POB). 
Figure 5a. Interpretational Ambiguity of the Model in Figure 3 (Interpretation 1) 






Note: ex: exogenous construct; en: endogenous construct; measurement involves five 
constructs: one first-order formative construct (ex1) and four reflective first-order endogenous 
constructs (en1–en4); causation: four paths to endogenous constructs (en1–en4). 




Note: ex: exogenous construct; en: endogenous construct; measurement involves six 
constructs: three first-order formative constructs (ex1–ex3) and three reflective first-order 
endogenous constructs (en1–en3); causation: five paths to endogenous constructs (en1–en3) 
Figure 5c. Interpretational Ambiguity of the Model in Figure 3 (Interpretation 1) 
 
In Barki et al. (2007), ISURA was further modeled as 
a second-order construct formed by three first-order 
MIMIC constructs (formative ISURA) to affect PIB 
and POB. Although the analysis generated 




consistent formative weights and path coefficients, 
the resulting weights and path coefficients were 
largely determined by the reflective measures. This 
illustrates that the MIMIC approach overcomes the 
interpretational-confounding problem but 
introduces the interpretational-ambiguity problem. 
3 An Empirical Illustration of 
FWRM for First-Order 
Formative Construct Models 
We use a real survey dataset of 421 customers in an 
online shopping project to illustrate both how the 
FWRM works and its applicability in various 
contingencies. Our research model contains three 
endogenous variables and one exogenous variable. The 
exogenous formative construct, WSQ, refers to an 
individual’s perception of the overall quality of a 
website. In accordance with Wells, Valacich, & Hess 
(2011), we conceptualize WSQ as having four 
dimensions: security, download delay, navigability, 
and visual appeal. As shown in Appendix A, each of 
these dimensions has three measurement items. In 
addition to the exogenous variable, three endogenous 
variables are considered to construct test models: 
perceived product quality, trust, and perceived 
value. We show how the FWRM approach is applied 
to the analyses in different contingencies for first-
order formative construct models.  
Figure 6 shows the first-order formative test models. 
As in Kim et al. (2010), each test model was composed 
of one exogenous construct and two endogenous 
constructs. For this demonstration, we used one item to 
measure each dimension of WSQ. Here, the magnitude 
of interpretational confounding was examined by 
comparing the measurement weights of the exogenous 
construct (WSQ) between Model 1 and Model 2. As 
shown in Figure 6, a path was added between trust and 
perceived product quality/perceived value because we 
sought to examine whether our approach could avoid 
the potential restriction discussed by Bagozzi (2011); 
that is, no path can be estimated between two 
endogenous variables of the focal formative construct. 
With appropriate additional exogenous variables, this 
potential restriction can be resolved. 8 However, this 
study focuses on the models as presented in Figure 6. 
3.1 [Example 1]: Using the FWRM to 
Avoid Interpretational Confounding 
We used EQS to demonstrate how the two-stage fixed-
weight redundancy approach can avoid 
interpretational confounding in CB-SEM.
 
Figure 6. Two Test Models 
 
3.1.1 First Stage: Redundancy Analysis for 
Weight Determination 
Step 1.1: Model Development. We developed a 
redundancy analysis model to validate the formative 
measures. As shown in Figure 7, the formative WSQ 
                                                     
8  Models including a formatively measured construct 
impacting two reflectively measured constructs for which a 
direct relationship has been specified can be identified in 
larger models, even if an FEA approach is used (Temme & 
Hildebrandt, 2006). Possible approaches are to introduce 
construct (WQF) has four indicators, and the reflective 
WSQ construct (WQR) has three indicators that 
measure the overall evaluation of WSQ. During the 
analysis, γ1 was fixed to 1, the disturbance of WQF 
(D1) was fixed to 0, λ1 was fixed to 1, and other parameters 
were freely estimated. As shown in Table 1, the coefficients 
new reflectively measured constructs and model them as 
antecedents to these two reflectively measured constructs 
(Law & Wong, 1999) or as outcome variables of the 
formatively measured construct (Diamantopoulos, 2011). 




of the four formative indicators (γ1–γ4) exhibit a p-value of 
less than 0.05. In addition, the path coefficient (0.805) 
indicates that the designated set of formative measures has 
good validity in tapping the WQF.
 
Figure 7. Redundancy Analysis Model 
As Diamantopoulos (2011) suggested, the 
corresponding path of the disturbance of WQF was set 
to 0 to achieve identification. Table 1 shows the 
resulting model. The disturbance of WQR is 0.593, 
which is the same as that of a MIMIC model with 
the same formative and reflective indicators (see 
Table B1). This indicates that the error-free 
specification of WQF at this stage does not account 
for all possible causes of WQF.  
Step 1.2: Model Fit. As shown in Table 2, 
estimation of the model produced a good overall 
model fit, suggesting that the set of indicators 
represents the WSQ construct.  
Step 1.3: Collinearity Check. The VIFs generated in 
SPSS are in the range of 1.322 to 1.825 (see Table 1), 
well below the 3.3 threshold. 
Step 1.4: Weight Significance. The weights of all four 
formative measures are significant (see Table 1). These 
values demonstrate their relative contributions to WQF. 
The bivariate correlations between the formative 
measures of WQF and overall WQR ranged from 0.542 
to 0.622, significant at the 0.05 level, which shows that 
these indicators are good measures of WQF.  
Step 1.5: Result. The unstandardized weights of the 
formative indicators were obtained. As shown in 
Table 2, these weights are 1.000, 0.614, 1.382, and 
1.810, respectively. They are the weights used for 
the second-stage analysis.
 
Table 2. Redundancy Analysis Results 





γ1 1.000 0.327 (n/aa) 1.322 0.542* 
γ2 0.614 0.171 (2.64*) 1.825 0.555* 
γ3 1.382 0.344 (4.57*) 1.814 0.607* 
γ4 1.810 0.467 (5.37*) 1.337 0.622* 
Loadings (t-value) Disturbance Fit index 
 WQR (standardized) WQF (D1) WQR (D2) Chi-sq (df)  
λ1 0.896 (n/aa) 0 0.593 p-value 0.240 
λ2 0.906 (27.48*) Path coefficient (t-value) RMSEA 0.027 
λ3 0.873 (25.53*) β1 0.805 (7.04*) SRMR 0.009 
 
R2 GFI 0.994 
WQR 0.649 CFI 0.999 




3.1.2 Second Stage: Structural Model 
Estimation 
Step 2.1: After determining the weights of the 
formative indicators, we fixed the corresponding 
path of the disturbance of WSQ to 0 and 
estimated the structural model.  
We ran four models for comparison. The FEA suffers 
from interpretational confounding (e.g., Kim et al., 
2010), and the MIMIC-path approach may reduce 
interpretational confounding (Jiang, Tsai, Klein, & 
Petter, 2012). Accordingly, we empirically 
demonstrate the resistance of the FWRM to 
interpretational confounding in comparison with the 
FEA and MIMIC-path approaches. Prior studies have 
proposed that the MIMIC model can be used for 
estimating and validating weights of formative 
indicators. It appears that weights associated with 
formative indicators can be estimated using a MIMIC 
model in the first stage. In addition, the redundancy 
and MIMIC models are statistically equivalent but 
conceptually different (Bagozzi, 2011), and thus 
one may suggest using MIMIC in the first stage to 
calculate weights. Accordingly, we also examined 
whether fixed-weight with MIMIC-weights models 
suffer from interpretational confounding.  
Table 3 summarizes the results of two FEA models 
(Free-E1 and Free-E2), two MIMIC-path models 
(MIMIC-P1 and MIMIC-P2), the two FWRMs (Fixed-
R1 and Fixed-R2), and two fixed-weight models using 
weights obtained from the MIMIC model (fixed-
weight with MIMIC-weights models; Fixed-M1 and 
Fixed-M2). The MIMIC-path model is a structural 
model that includes the MIMIC construct in the path 
analysis. In this study, free estimation was based on 
Kim et al. (2010) and Diamantopoulos (2011). 
Because no path could be estimated between 
endogenous variables of the focal formative construct 
by free estimation, there are no β3/β3' for Free-E1 and 
Free-E2 models, respectively. Comparing these two 
FEA models reveals noticeable changes in the 
standardized weights of WSQ. For example, the value 
of w4 increases from 0.323 in Free-E1 to 0.369 in Free-
E2. A t-test shows that the weight difference (0.369 - 
0.323 = 0.046) is significant (t = 20.85), indicating 
instability in the estimation of formative measures. 
Comparing these two MIMIC-path models reveals minor 
changes in the standardized weights of WSQ. The t-tests 
show that only one of the four weight differences is 
significant (0.385 - 0.380 = 0.005; t = 2.68), indicating 
that no serious interpretational-confounding problem 
exists in those models. Comparing these two FWRMs 
reveals no changes in the standardized weights of WSQ, 
indicating that no interpretational confounding problem 
exists in those models.  
Table B1 in Appendix B shows the weights obtained 
using the MIMIC model. Table 3 shows the model 
estimation results obtained by setting the weights of 
the formative indicators of the WSQ construct to 
0.156, 0.096, 0.215, and 0.282 (see the unstandardized 
column of MIMIC-1 in Table B1) and by setting the 
corresponding path of the disturbance to the 
unstandardized value, 2.318. The weight difference 
(0.379 - 0.378 = 0.001) is minor (a t-value is not 
available, because the weights are fixed and standard 
errors are not available), indicating that no 
interpretational-confounding problem exists in those 
models. However, we propose using the redundancy 
analysis method to determine weights of the formative 
indicators and to avoid the use of the MIMIC model. 

















Table 3. Model Estimation and Fit Indices by EQS 
 FEA MIMIC-path FWRM Fixed-weight with MIMIC weights 



























Model 1/2 Standardized weights (t-value) 




























































Model 1/2 Path coefficients (t-value) 






































 Model fit indices 















p-value 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
RMSEA 0.060 0.075 0.060 0.066 0.059 0.072 0.058 0.070 
SRMR 0.027 0.037 0.044 0.047 0.029 0.037 0.058 0.070 
GFI 0.960 0.951 0.944 0.940 0.959 0.951 0.957 0.950 
CFI 0.981 0.966 0.976 0.968 0.980 0.966 0.980 0.967 
 
Note: n/aa: t-value is not available because the weight is fixed; n/ab: no path can be estimated between two endogenous 
variables; *p < 0.05. 
The two-stage FWRM approach can be applied to 
PLS-SEM software, such as SmartPLS (Ringle, 
Wende, & Will, 2005). However, SmartPLS does not 
allow users to set parameter values. An alternative 
approach is to use the latent variable score of WQF 
computed by SmartPLS. That is, the score of WQF is 
calculated from its formative indicators and is then entered 
into the model. To show the weight of the formative 
indicators of WSQ, we created an equivalent model that 
included another construct (WSQ) caused by the formative 
indicators (see Figure B1). Example 2 in Appendix B 
details the procedures for applying the FWRM approach to 
PLS-SEM. The fixed-weight approach can also be applied 
to the handling of second-order formative constructs in 
both covariance-based and components-based SEM. 
Example 3 in Appendix B shows the results of applying the 
FWRM to second-order formative constructs. In addition, 
the FWRM can be applied to complex models, such as 
those that include multiple exogenous or endogenous 
formatively measured constructs. Example 4 in Appendix 
B details the procedures for applying the FWRM to a 
structural model with two exogenous formatively 
measured constructs. Example 5 in Appendix B details the 
procedures for applying the FWRM to a structural model 
with an endogenous formatively measured construct. 




3.2 Concerns About Using the Fixed-
Weight with Mimic-Weights 
Approach 
The fixed-weight with MIMIC-weights approach 
represents using the weights obtained from the 
MIMIC approach (the first stage) to fix the weights 
of formative measures in the structural model 
analysis (the second stage). Notably, there are four 
concerns related to implementing the fixed-weight 
with MIMIC-weights approach. 
First, according to Lee et al. (2013), a MIMIC model 
has inherent logical errors and researchers should thus 
avoid simultaneously measuring constructs 
formatively and reflectively. Accordingly, a MIMIC 
model should not be used to identify or otherwise 
validate formative variables. They also argue that the 
focal latent variable in a MIMIC model might be better 
treated as two separate constructs: formatively and 
reflectively measured. There are also situations in 
which formative constructs cannot be measured 
reflectively, meaning that MIMIC is not a valid option. 
For example, endogenous formative constructs with no 
outcomes of their own should not be measured 
reflectively (Edwards, 2001). Consider a model 
whereby stress affects health measured with formative 
measures. If the theory guiding the study treats health 
as an endogenous formative construct with no 
outcomes (e.g., Edwards, Caplan, & Harrison, 1998), 
then researchers should not introduce additional 
reflective indicators. Another example is that 
measuring constructs as reflective is either not 
practical or not possible (e.g., analysis of existing 
secondary data) (Bollen & Bauldry, 2011).  
Second, unlike redundancy analysis models, MIMIC 
models suffer from interpretational ambiguity. In 
addition, a redundancy model can be implemented in 
both CB-SEM and PLS-SEM software. The MIMIC 
model cannot be directly implemented in the current PLS-
SEM software, because all indicators for a given construct 
in that software must be specified as either formative or 
reflective; mixed modeling is not possible.  
                                                     
9 For purposes of illustration, trust is modeled as a reflective 
construct in this study. However, we recognize there are 
various conflicting views on how to model and measure trust. 
Some studies deal with it as a complex, multidimensional 
construct (e.g., Moody, Lowry, & Galletta, 2016); others 
treat trust as reflective while others treat it as formative 
(Costa & Anderson, 2011); finally, others posit that there are 
multiple forms of trust in an IS context (Söllner, Hoffmann, 
& Leimeister, 2016). Regardless, the purpose of this study is 
not to argue the formative or reflective nature of trust, nor its 
dimensionality; we simply use a simple, reflective version of 
trust. In addition, trust is an endogenous variable in our 
model; modeling it as formative or reflective only affects the 
estimated beta (path coefficient) and does not change the 
weights of the exogenous formative variable. 
Third, using the unstandardized weights obtained from 
the MIMIC model to fix the weights of formative 
measures in the structural model analysis will cause the 
path coefficients between the formative construct and 
outcome variables to be extremely overestimated (i.e., 
path coefficient inflation). As shown in Table 3, the 
path (from trust to perceived quality and from trust to 
perceived value)9 coefficients of fixed-weight models 
using weights obtained from the redundancy analysis 
model (i.e., Fixed-R1 and Fixed-R2) range from 0.401 
to 0.674. Compared with the aforementioned path 
coefficients, the path coefficients of fixed-weight 
models using weights obtained from the MIMIC model 
(Fixed-M1 and Fixed-M2) are inflated, ranging from 
0.858 to 0.940 (see Table 3).10 However, the FWRMs 
do not inflate path coefficients in the structural model.  
Fourth, to implement the fixed-weight models using 
weights obtained from the MIMIC model, researchers 
need to fix the error variance of the focal formatively 
measured construct to 0. Hardin et al. (2011) indicated 
that the fit for the covariance-based model suffers 
when the error term of the MIMIC model is omitted 
(constraining the disturbance term to 0), resulting in 
fit statistics that would normally be grounds for 
rejecting a model. Diamantopoulos and Temme 
(2013) empirically showed that constraining the 
disturbance term of the MIMIC model to 0 results in 
significant deterioration in model fit. Our analysis 
confirmed that compared with the MIMIC model 
(see Table B1), constraining the disturbance term of 
the MIMIC model to 0 resulted in significant 
deterioration in model fit (see Table B2). 
3.3 Interpretational Ambiguity in the 
Mimic-Path Model 
When the path coefficients between the MIMIC 
construct and dependent variables are similar to those 
between the reflective construct (with only reflective 
indicators of the MIMIC construct–reflective 
approach) and dependent variables, and are different 
from those between the formative construct (with only 
formative indicators of the MIMIC construct–FEA) 
10 We conducted a simulation to illustrate the inflation of beta 
coefficients when weights obtained in using the MIMIC 
approach are used in the second stage (fixed-weight with 
MIMIC-weights). As shown in Table D1, we reduced the 
covariance between X1-4 and other observed variables, Yi, 
to 70% of the original values. With reduced variance between 
predicting and predicted variables, the estimated beta should 
also decrease to the same magnitude. However, the estimated 
beta values remain unchanged, which implies inflation. In 
addition, the significant rate is higher than the redundancy 
approach, which implies a Type I error. Furthermore, the 
gamma values are deflated when fixed-weight MIMIC is 
employed. As inflated beta represent inflated R2, the inflated 
beta values, inflated R2, and deflated gamma value may also 
lead researchers to draw inappropriate conclusions. 




and dependent variables, we can conclude that the 
MIMIC-path approach suffers from 
interpretational ambiguity. Accordingly, we 
compare three approaches—FEA, MIMIC-path, 
and reflective—to show that the MIMIC-path 
approach in fact suffers from this problem. 
Table 4 shows that the betas for the effect of the 
formative construct (WQF) on trust and product 
quality are 0.946 and 0.832, and the R2s for trust and 
product quality are 89.5% and 69.2%, respectively, 
when using the FEA. When using the MIMIC 
construct (MIMIC-path model), the betas for the same 
paths drop to 0.803 and 0.708, and the R2s drop to 
64.5% and 50.1%, respectively. The betas for the effect 
of the WQF construct on trust and product quality are 
0.776 and 0.684, and the R2s for trust and product 
quality are 60.3% and 46.8%, respectively, when using 
only the reflective indicators of the MIMIC construct 
to measure the formative construct (reflective model).
Table 4. Comparison between FEA, MIMIC-Path, and Reflective Models 
 FEA MIMIC-path Reflective 
 Free-E1 Free-E2 MIMIC-P1 MIMIC-P2 Reflective-M1 Reflective-M2 














Model 1/2 Path coefficients (t-value) 
β1 / β1' 0.946 (n/aa) 0.930 (n/aa) 0.803 (15.57*) 0.799 (15.50*) 0.776 (15.00*) 0.772 (14.93*) 






















 Model fit indices 
Chi-sq (df) 89.74 (36) 121.11 (36) 257.76 (69) 253.64 (69) 165.91 (33) 160.00 (33) 
p-value 0.000 0.000 0.000 0.000 0.000 0.000 
RMSEA 0.060 0.075 0.081 0.080 0.098 0.096 
SRMR 0.027 0.037 0.065 0.064 0.090 0.084 
GFI 0.960 0.951 0.914 0.919 0.929 0.933 
CFI 0.981 0.966 0.955 0.952 0.960 0.957 
Note: * p < 0.05
The estimated parameters in the reflective models are 
similar to those in the MIMICpath models, implying 
that the reflective indicators of the MIMIC construct 
dominate the estimation of the path coefficients 
between the MIMIC construct and the dependent 
variables. That is, using the MIMIC construct caused 
the interpretational-ambiguity problem. 
4 A Simulation Evaluation of the 
Two-Stage FWRM Approach 
Next, we conducted a Monte Carlo simulation to test 
the robustness of the FWRM approach. Model analysis 
was performed in CB-SEM (using EQS). As indicated, 
the FEA is subject to interpretational confounding, and 
the MIMIC model suffers from interpretational 
ambiguity. The simulation was thus performed to show 
(1) that after the dependent variables have been changed, 
the FWRM approach can effectively avoid the 
interpretational confounding associated with FEA, and (2) 
that the reflective indicators in the MIMIC model distort 
the meaning of both formative measures and the analysis 
results and that the FWRM is free from this issue. The 
simulation also illustrates that the FWRM can function 
effectively under extreme circumstances. 
4.1 Generation of Simulation Data 
We used the simulation function provided by EQS to 
generate 1,000 datasets with 500 observations in each 
dataset. The datasets were generated based on the 
model shown in Figure 8, which included four 
reflective dependent variables measured by four 
indicators each and one MIMIC-style independent 
variable, including four formative and four reflective 
indicators. This model allowed us to compare different 
types of measurements: (1) a formative independent 
variable (X1–X4), (2) a reflective independent variable 
(Y17–Y20), and (3) a MIMIC variable (X1–X4 and Y17–
Y20). We were also able to perform redundancy analysis 
by linking the constructs formed by X1–X4 and Y17–Y20. 




Different beta values for the four dependent variables 
were used to represent different effect sizes. 
As shown in Figure 8, the values of γ1–γ4 were set to 
0.5, 0.4, 0.3, and 0.2, respectively. The loadings of all 
reflective indicators were set to 0.9, with an error 
variance of 0.19 (or the coefficient of the disturbance 
term of 0.43 in EQS). In addition, four formative 
indicators were set to correlate with each other 
moderately (ranging from 0.1 to 0.5) based on the 
given values of γi. The error variance of ηX was set to 
0, a condition in which the four formative indicators 
can perfectly capture the common variances of the 
four reflective indicators. Although zero variance is 
unlikely in most cases, this setting is only for the 
comparison between the best worse cases, 
represented by lower covariance between formative 




Figure 8. Model for Data Generation 
 
The effect sizes of the independent variable for the four 
dependent variables were set to 0.5 (βz), 0.8 (βa), 0.5 
(βb), and 0.2 (βc), respectively. This parameter design 
allowed us to examine interpretational confounding 
under different combinations of dependent variables. 
We designated three testing models: (1) Model a: ηyz and 
ηya as dependent variables, (2) Model b: ηyz and ηyb as 
dependent variables, and (3) Model c: ηyz and ηyc as 
dependent variables. Using these three models, we were 
able to test whether a modeling approach is stable, 
whether the weights of formative indicators change, and 
when the level of relative effect size changes. 
4.2 Simulation Design 
The generated simulation datasets were used to test 
three models (Figure 9) using four different 
approaches (FEA, FWRM, MIMIC-path, and 
reflective, coded from 1 to 4) under two different 
manipulation settings. The FWRM uses two stages; the 
other three approaches use one. The FEA model allows 




the weights to be estimated directly in the path model, 
and the MIMIC-path model is a one-stage model in 
which the MIMIC construct is included in the path 
analysis directly. The three models contained one 
common dependent variable, ηyz with an initial value 
(IV) of beta as 0.5, and each contained another unique 
dependent variable. In Model 1a, the initial beta value 
for another dependent variable was 0.8, which 
represented an extremely high correlation between ηx 
and ηya. In Model 1b, the second dependent variable 
was replaced with ηyb, which had a moderate beta value 
of 0.5 between ηx and ηyb. Model 1c indicated a weaker 
relationship between ηx and the second dependent 
variable, ηyc; the initial beta value from ηx to ηyc was 
0.2. Figure 9 shows the three models for the FEA. 
Similar models for the other modeling approaches were 
constructed. Figure C1 shows three variations of Model 
1a for the other three modeling approaches (Models 2a, 
3a, and 4a). The model ID is coded by its associated 
approach and model type. That is, Model 2a stands for 
Model a analyzed with Approach 2 (FWRM). 
To examine the sensitivity of different methods to 
varying indicator quality, we designed two 
manipulations (denoted as Mp1 and Mp2) by changing 
the covariance between X1–X4 and other indicators and 
the covariance between Y17–Y20 and other indicators.
 
Figure 9.Three FEA Models 
In the first manipulation, we reduced the level of 
covariance between formative indicators (X1–X4) and 
all other reflective indicators (Y1–Y20) to indicate the 
lower effect of formative indicators. The manipulation 
included three levels: 100% as the benchmark (Mp0), 
85% as moderate quality (Mp1-1), and 70% as low 
quality (Mp1-2). Based on Chin’s (1998) 
recommendation, the level of 85% was chosen for 
Mp1-1 by averaging the ideal and minimum value. For 
Mp1-2, we set the covariance to 70% of the original to 
reflect the situation in which the chosen formative 
indicators were of even lower quality. This was done 
by multiplying the covariance values between selected 
indicators by a constant number: 0.85 for Mp1-1 and 
0.7 for Mp1-2. We assumed that a robust formative 
modeling approach can reflect the lower covariance 
between formative indicators and dependent variables 
by obtaining lower β values but that there should be no 
change in the relative weights of formative indicators 
(i.e., γ values). Based on Chin’s (1998) 




recommendation, the level of 85% was chosen by 
averaging the ideal and minimum values. Further, we 
doubled the error variance and set the covariance to 
70% to reflect the situation in which the chosen 
formative indicators were of even lower quality. 
Weights represent the relative contribution that each 
Xi can generate, and they should hold constant because 
the changes between each Xi and all other Yi are the 
same under manipulation. 
In the second manipulation, we reduced the level of 
covariance between the reflective indicators of ηx 
(Y17–Y20) and all other indicators (including X1–X4 
and Y1–Y16) to show the effect of low-quality 
reflective indicators in a MIMIC-path model. 
Similarly, three different levels were examined: 
100% (Mp0), 85% (Mp2-1), and 70% (Mp2-2). We 
expected that the lower covariance between 
independent reflective indicators and dependent 
variables would not affect the effect of formative 
constructs (i.e., β values) but that the factor loadings 
of reflective indicators (i.e., γ values) would change 
in a robust formative modeling approach.  
In summary, the simulation was designed to 
compare four different modeling approaches. Each 
approach was applied to three different models, 
and each model had five data variations. These 
models and variations were analyzed using EQS 
version 6.1 through 60 runs (4 approaches * 3 
models * 5 manipulations) on each dataset. 
4.3 Simulation Results 
The simulation results shown in Tables C1–C6 
indicate that the FWRM approach performed better 
than the other three approaches, as discussed below. 
4.3.1 Overcoming the Interpretational-
Confounding and -Ambiguity Problems 
As discussed in Section 3.1.2, we strongly established 
the resistance of the FWRM approach to 
interpretational confounding in comparison with the 
FEA and MIMIC approaches. Table 5 summarizes the 
weight changes between the different models when the 
FEA and FWRM approaches were used. Obvious 
interpretational-confounding problems appear in the 
FEA, confirming previous reports (e.g., Kim et al., 
2010). This problem, however, does not exist in the 
MIMIC-path and FWRM approaches. 
The data in Table 5 can be interpreted as follows. Even 
though interpretational confounding leads to changes 
of weights, the weights may be inflated or deflated 
when different dependent variables are employed. 
Because the averaged difference (considering the sign) 
may not be able to reflect the true difference, the 
numbers in Table 5 represent absolute differences of 
weights in two models for each dataset. The first row 
of γ1a–γ1b in the Model a–Model b section shows that 
the absolute weight changes of the formative indicator 
X1 range between 0 and 0.257, with an average of 
0.50 for the FEA, and range between 0 and 0.011, 
with an average of 0.003 for the MIMIC-path, 
when the dependent variables in Model a were 
changed to those in Model b. However, no weight 
is changed for the FWRM approach. 
In addition to weight changes, the significance of 
individual formative indicators may change for the 
FEA. Table 6 shows the ratio of indicator significance, 
which changes as dependent variables change in the 
FEA but remains unchanged in the MIMIC-path and 
FWRM. In the worst case, the likelihood of 
obtaining a significant result with the FEA could be 
as low as 30.6%. This provides more evidence to 
support the resistance of the MIMIC path and the 
FWRM to interpretational confounding. 
4.3.2 Sensitivity to Indicator Quality 
As we argued above, even though MIMIC-path can 
effectively resist interpretational confounding, it 
suffers from interpretational ambiguity. In this section, 
through two covariance manipulations, we further 
illustrate the dominant role of the reflective indicators 
of the MIMIC construct in the MIMIC-path model. 
The MIMIC-path approach suffers from 
interpretational ambiguity when it is sensitive to the 
quality of the reflective indicators chosen for the 
MIMIC construct but not to the changes in formative 
indicators. As discussed in Section 3.3, we compare 
three approaches—FEA, MIMIC-path, and 
reflective—to empirically validate that the MIMIC-
path approach suffers from interpretational ambiguity. 
Accordingly, we added the reflective approach in 
Manipulations 1 and 2 (see Table 7).  
The results of covariance manipulations are 
summarized in Table 7. In Manipulation 1 (Mp-1), we 
reduced the covariance between X1–X4 and other 
indicators while maintaining the covariance between 
Y17–Y20 and all dependent variables at the same level. 
A robust method should reduce the β values to reflect 
the decreasing level of covariance between 
independent and dependent variables and should 
generate the same γ values when the reflective 
indicators remain the same. It is clear that only the 
FWRM approach produced models that meet this 
requirement. These changes can be seen in Tables C1–
C6. In C1, for instance, the coefficients of βa changed 
from 0.499 (100%) to 0.424 (85%) and 0.349 (70%) 
for the FWRM approach, but remained the same for 
the other three approaches. 
In Manipulation 2 (Mp2), we reduced the covariance 
between Y17–Y20 and other indicators. For formative 
modeling, the β values should not change, because the 
model estimation should be based on formative 
indicators. The results shown in Table 7 meet our 




requirement that both β values and γ values remain the 
same for the FWRM approach. Thus, we can conclude 
that the FWRM can properly estimate the correct effect 
size even when the chosen reflective indicators for 
weight generation are of lower quality. In the case of 
the MIMIC-path model, both β and γ values decreased 
along with the decrease in reflective indicator quality. 
The reflective approach generated lower β values. 
In summary, the findings from Mp1 and Mp2 show 
that our two-stage FWRM approach is sensitive to 
changes in formative indicators but not to changes in 
reflective indicators for measuring the formative 
construct. Such a result also implies that it is 
inappropriate to use the MIMIC-path approach in the 
path analysis. Our simulation results provide an 
additional insight that clarifies the interpretational-
ambiguity issue associated with the MIMIC construct. 
As Tables 5–7 show, although the MIMIC-path 
approach can be used to overcome the interpretational-
confounding problem, it suffers from interpretational 
ambiguity because it is sensitive to the quality of the 
reflective indicators chosen for the MIMIC construct 
but not to the changes in formative indicators. This 
implies that the reflective indicators of the MIMIC 
construct serve as mediators between the formative 
indicators and the dependent variables. That is, the size 
of the effect of the MIMIC construct on the dependent 
variables is not the direct effect of the formative 
indicators but of the reflective measures on dependent 
variables. By contrast, the FWRM approach can 
estimate the direct effect of the formative indicators. 
Table 8 summarizes the findings obtained from the 
simulation. In short, we empirically demonstrated the 
superiority of the FWRM over the MIMIC-path 
approach in formative construct modeling.
Table 5. Absolute Weight Differences of Xi and Other Indicators  
Models Absolute differences 
Level of covariance between Xi and other indicators 
100% 85% 70% 
FEA FWRM MIMIC-path FEA FWRM 
MIMIC-
path FEA

















































































































































1Avg. (max., min.). Given that there is no weight difference between any two models, the max. and min. values in the fixed-weight 








Table 6. Significance Rate of Xi in Different Models  
Models Indicators 
Level of covariance between Xi and other indicators 
100% = no change 85% 70% 
FEA1 FWRM MIMIC-path1 FEA FWRM 
MIMIC-
path FEA
 FWRM MIMIC-path 
Model a  
γ1a 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2a 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3a 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4a 100% 100% 100% 99.9% 100% 100% 96.8% 100% 100% 
Model b 
γ1b 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2b 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3b 99.3% 100% 100% 97.3% 100% 100% 89.3% 100% 100% 
γ4b 92.8% 100% 100% 81.5% 100% 100% 61.3% 100% 100% 
 Model c 
γ1c 99.9% 100% 100% 99.8% 100% 100% 99.0% 100% 100% 
γ2c 99.8% 100% 100% 99.5% 100% 100% 97.4% 100% 100% 
γ3 c 92.1% 100% 100% 82.4% 100% 100% 62.3% 100% 100% 
γ4c 70.5% 100% 100% 54.8% 100% 100% 30.6% 100% 100% 
Note: 1MIMIC-path: MIMIC-path approach. 
 
Table 7. Effects of Covariance Reduction  
 
Manipulation 1  
Reducing covariance between Xi and other indicators 
to 70% 
Manipulation 2  
Reducing covariance between Y17–Y20 and other 
indicators to 70% 
 FEA FWRM MIMIC-path Reflective FEA FWRM MIMIC-path Reflective 
β -- Reduced to 70% 




γ Reduced to 70% 
-- Reduced to 
70% 
n/a -- -- Reduced to 
70% 
n/a 
ICa Yes No No No Yes No No No 
















Table 8. Summary of the Findings 
 Interpretational problems Estimation probelms 
FEA 
Suffers from the interpretational-confounding problem 
The FEA suffers from the interpretational-confounding 
problem.  
• The absolute difference of gamma values 
between different models (with different 
dependent variables) is significant, as shown 
in Table 5.  
• The significant rate is reduced after reducing 
the covariance between Xi and Yi; even the 
structure of the formative construct remains 
the same. 
The FEA suffers from the interpretational confounding 
problem.  
• First, beta values are inflated.  
• Beta values remain the same as the covariance 
between Xi and Yi decrease.  
• Second, gamma values are deflated. 
• Gamma values decrease as the covariance 
between Xi and Yi decreases, even though they 
should hold constant because the structure of the 
formative construct remains unchanged.  
• As shown in Table 6, the significant rate of 
gamma values also decreases as the covariance 
between Xi and Yi decreases. 
MIMIC-
path 
Suffers from the interpretational-ambiguity problem 
The MIMIC-path approach suffers from the 
interpretational-ambiguity problem. The MIMIC-path 
approach is free from the interpretational-confounding 
problem because the gamma values hold constant.  
• Reflective indicators play a dominant role 
because (1) reducing the covariance between 
Xi and Yi does not lead to the change of beta 
and (2) reducing the covariance between 
Y17-20 and other Yi causes beta values to 
decrease significantly. 
• The interpretational-ambiguity problem exists 
when the size of the effect of the MIMIC 
construct on the dependent variables is not the 
direct effect of the formative indicators but of 
the reflective measures on dependent 
variables. 
The MIMIC path approach suffers from the 
interpretational-ambiguity problem because reflective 
indicators, instead of the formative construct, play a 
dominant role. 
• Beta coefficients decrease as the covariance 
between Y17-20 and the other Yi is reduced, even 
though the covariance between Xi and Yi remains 
the same.  
• Beta coefficients remain the same after reducing 
the covariance between Xi and Yi.  
• Gamma values decrease after reducing the 
covariance between Xi and Yi, even though the 
structure of the formative construct remains the 
same.  
• Gamma values decrease after reducing the 
covariance between Y17-20 and Xi, even though 
the structure of the formative construct remains 
the same.  
FWRM 
No interpretational-confounding or interpretational-ambiguity problems 
The FWRM approach is free from both the 
interpretational-confounding and the interpretational-
ambiguity problem. 
The FWRM has no problem in estimating gamma and beta 
values correctly. 
• Beta coefficients decrease as the covariance 
between Xi and other indicators decreases. 
• Gamma values remain the same given that the 
formative structure remains unchanged. 
5 Discussion and Conclusion 
Formative modeling is considered valuable because it 
provides significant insight into the construct to be 
modeled. Previous literature has indicated that using 
the FEA in formative modeling introduces the 
interpretational-confounding problem, and the 
MIMIC-path approach has been proposed as an 
alternative to overcome this problem. However, the 
MIMIC-path approach is subject to the problems of 
interpretational ambiguity and logical errors due to 
simultaneously using formative and reflective 
indicators. In this paper, we have proposed the FWRM 
approach, which uses a two-stage process to build a 
more robust formative model.  
Both an empirical study using survey data and an 
extensive simulation study were conducted to compare 
four approaches to modeling formative constructs: the 
FEA, FWRM, MIMIC-path, and reflective 
approaches. The major contribution of this study is the 
demonstrated empirical superiority of the FWRM 
approach over the MIMIC-path approach in resolving 
interpretational ambiguity. The simulation results 
show that formative weights and path coefficients are 
largely determined by the reflective indicators of the 
MIMIC-path model. The MIMIC-path model is more 
sensitive to changes in reflective indicators and thus 




can be interpreted as formative indicators affecting a 
reflective mediator, which in turn affects the dependent 
variables. That is, the reflective indicators serve 
conceptually as indicators of a reflective mediator. The 
simulation results support Lee et al.’s (2013) and 
Howell et al.’s (2013) critical conclusion that the 
MIMIC model simply models a reflective construct 
with some formative indicators as exogenous 
predictors. Thus, we argue that the MIMIC model 
should not be used either in a measurement model 
to examine the validity of formative indicators or 
in structural model analysis.  
Another contribution of this study is the demonstrated 
superiority of the FWRM approach over the FEA in 
resolving interpretational confounding. For the FEA, 
there are significant changes in the weights of the 
formative indicators when different outcome 
variables are used in the model, indicating the 
existence of interpretational confounding. However, 
for the FWRM approach, formative weights remain 
the same when the dependent variable changes.  
In addition, the FWRM approach is superior to existing 
fixed-weight approaches in the following respects: 
• It does not change the conceptual meaning of the 
focal formative construct. 
• It can be applied to complex models, such as those 
in which multiple exogenous or endogenous 
formatively measured constructs are present. 
• It does not require a great deal of effort and can 
be done without substantial prior research. 
Additionally, we conducted a simulation to illustrate 
that the redundancy model is preferable when 
estimating weights in stage one. The MIMIC model 
should not be used in stage one to generate the weights 
that will be used to fix weights in structural model 
analysis in stage two. There are two approaches to 
generating weights using the MIMIC model: (1) 
constraining the disturbance term of the MIMIC model 
to 0 and (2) freely estimating the disturbance term of 
the MIMIC model. The first approach results in 
significant deterioration in model fit in stage one, 
whereas the second approach leads to inflation of the 
path coefficients in stage 2. In addition, the MIMIC 
model suffers from the logical errors of measuring a 
construct with both formative and reflective indicators. 
For the redundancy and MIMIC models used in the 
first stage of the two-stage models, they are 
statistically equivalent but conceptually different 
(Bagozzi, 2011), because the formative and reflective 
models are operationalized as two separate constructs 
in the redundancy analysis. The redundancy analysis 
model does not have the problems of the MIMIC 
model, and it is therefore a valid method of validating 
weights of the formative indicators and generating 
weights for the FWRM approach.  
Despite our contributions, this study has limitations 
that require further research. First, in addition to fixing 
weights, our FWRM approach does not allow error 
variance to be estimated freely in the path analysis stage. 
This may result in a slightly lower overall model fit, 
caused by less flexibility in adjusting the value of 
parameters. However, this slight compromise in terms of 
model fit should be acceptable in view of the benefits of 
avoiding interpretational confounding and mitigating the 
effect of a decrease in measurement quality.  
Second, compared with the FEA, the FWRM approach 
requires researchers to include two or more additional 
reflective indicators for each formative construct 
during data collection.11 This will often increase the 
length of the survey instrument.  
Finally, the two-stage FWRM approach requires that 
two types of analysis be conducted separately, 
redundancy analysis for obtaining the weights and 
SEM for structural modeling. In the future, these 
two analyses may be integrated into a software 
package for ease of use.  
To conclude, our FWRM approach can overcome the 
interpretational-confounding problem and is more 
robust than the existing MIMIC approach to formative 
construct modeling. It can be used to enhance the 
quality of formative models and, most importantly, can 
enhance the accuracy and validity of the subsequent 






                                                     
11 To better determine the relative importance of formative 
indicators in the first stage, high-quality reflective indicators 
should be employed. The simulation result (in Table D2) 
shows that the number of reflective indicators employed does 
not alter the calculating of gamma values as long as those 
reflective indicators are of high quality. 
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Appendix A. Questionnaire Item Details 
Table A1. Questionnaire Item Details 
Construct (Source) Item Code Measurement Items 
Security (Pavlou & El Sawy, 2011) 
SC1 I am confident that the information I provide during my transaction will not reach inappropriate parties during storage in this retailer’s databases. 
SC2 I believe inappropriate parties cannot deliberately observe the information I provide during my transaction with this web site during transmission. 
SC3 In my opinion, inappropriate parties will not collect and store the information I provide during my transaction with this web retailer. 
Download delay; from response time 
by Loiacono, Watson, & Goodhue 
(2007) 
DD1 When I use this website, there is very little time between my actions and the website’s response. 
DD2 The website loads quickly. 
DD3 The website takes very little time to load. 
Navigability; Adapted from Salisbury, 
Pearson, Pearson, & Miller (2001) 
NA1 Navigating these web pages is easy for me. 
NA2 I find that my interaction with this website is clear and understandable. 
NA3 It is easy for me to become skillful at navigating the pages of this website. 
Visual appeal (Loiacono et al., 2007) 
VA1 The website is visually pleasing. 
VA2 The website displays visually pleasing design. 
VA3 The website is visually appealing. 
Website quality; adapted from Everard 
and Galletta (2006)* 
WQ1 Overall, how would you rate the quality of this website? 
WQ2 All in all, I would rate this website as being of high quality. 
WQ3 How would you rate the overall quality of this website? 
Perceived product quality; adapted 
from Garvin (1987) 
PQ1 The primary operating characteristics of the products I purchased from this website are good. 
PQ2 The products I purchased from this website are reliable. 
PQ3 The products I received from this website meet the specifications on the website. 
Trust (Gefen, Karahanna, & Straub, 
2003) 
TR1 Based on my experience with this retailer in the past, I know it is honest. 
TR2 Based on my experience with this retailer in the past, I know it cares about its customers. 
TR3 Based on my experience with this retailer in the past, I know it is not opportunistic. 
TR4 Based on my experience with this retailer in the past, I know it is predictable. 
Perceived value; adapted from Kim, 
Gupta, & Koh (2011) 
PV1 Considering the risk I take in buying products on this website, online shopping here has value. 
PV2 Considering the money I pay for buying products on this website, online shopping here is a good deal. 
PV3 Considering all monetary and nonmonetary costs I incur in buying items on this website, online shopping here is of good value. 




Appendix B. Demonstration Detailed Results 
Table B1. MIMIC Model Analysis Using EQS (Disturbance Was Freely Estimated) 
Weights/Loadings (t-value) 
 MIMIC-1 (Fixing λ1 to 1) MIMIC-2 (Fixing γ1 to 1) 
Weights Unstandardized Standardized Unstandardized Standardized 
w1 0.156 0.264 (7.04*) 1.000 0.328 (n/aa) 
w2 0.096 0.138 (3.15*) 0.614 0.138 (2.64*) 
w3 0.216 0.277 (6.33*) 1.382 0.277 (4.57*) 
w4 0.282 0.376 (9.87*) 1.810 0.376 (5.37*) 
Loadings Unstandardized Standardized Unstandardized Standardized 
λ1 1.000 0.896 (n/aa) 0.156 0.896 (7.04*) 
λ2 1.162 0.906 (27.49*) 0.181 0.905 (7.05*) 
λ3 1.003 0.873 (25.53*) 0.157 0.873 (7.01*) 
Disturbance 
(unstandardized) 0.593 (2.318) 0.593 (3.291) 
R2 0.648 0.649 
Model fit indices 
Chi-sq(df) 9.18 (7) 9.18 (7) 
p-value 0.240 0.240 
RMSEA 0.027 0.027 
SRMR 0.009 0.009 
GFI 0.994 0.994 
CFI 0.999 0.999 
Note: *p < 0.05 n/aa: t-value is not available because the parameter is fixed to unity.




Table B2. Fixed-weight Model Estimation with Weights Obtained from the MIMIC Model (Fixing the Corresponding 
Path of the Disturbance to “0”) 
Weights/Loadings (t-value) 
 MIMIC-1 (Fixing λ1 to 1) MIMIC-2 (Fixing γ1 to 1) 
Weights Unstandardized Standardized Unstandardized Standardized 
w1 0.157 0.328 (9.73*) 1.000 0.328 (n/aa) 
w2 0.096 0.170 (4.56*) 0.612 0.170 (3.87*) 
w3 0.217 0.345 (8.85*) 1.302 0.345 (6.71*) 
w4 0.283 0.466 (12.92*) 1.801 0.466 (7.88*) 
Loadings Unstandardized Standardized Unstandardized Standardized 
λ1 1.000 0.724 (n/aa) 0.157 0.724 (n/aa) 
λ2 1.174 0.739 (15.55*) 0.184 0.739 (15.55*) 
λ3 0.977 0.687 (25.53*) 0.153 0.687 (25.53*) 
Disturbance 
(unstandardized) 0 0 
R2 1.000 1.000 
Model fit indices 
Chi-sq(df) 413.765 (8) 413.765 (8) 
p-value 0.000 0.000 
RMSEA 0.348 0.348 
SRMR 0.093 0.093 
GFI 0.774 0.774 
CFI 0.767 0.767 
Note: n/aa: t-value is not available because the parameter is fixed to unity 




Example 2: Applying the FWRM Approach to PLS-SEM (First-Order Models) 
As shown in this section, the two-stage FWRM approach can avoid interpretational confounding when using PLS-
SEM software such as SmartPLS. 
First Stage: Redundancy Analysis for Weight Determination 
Step 1.1: Model Development. A redundancy analysis model was developed to validate the formative measure. The 
result is shown in Table B4. The coefficients of the four formative indicators (γ1–γ4) exhibit a significant p-value at 
the 0.05 level. It is noticeable that the path coefficient (0.772) is below the 0.8 threshold, although it is highly 
significant. Because the example is for demonstration purposes only, we did not consider the low coefficient to be a 
serious problem.  
Step 1.2: Predictive Power. In SmartPLS, the predictive power of the structural model can be assessed by the R2 
values of the endogenous constructs. As shown in Table 4, 59.5% of the variance of the dependent variable (WQR) 
was explained. The predictive sample reuse technique developed by Stone (1974) and Geisser (1975) can also be used 
as a criterion for predictive relevance. We obtained a cross-validated redundancy Q2 of 0.509 and a cross-validated 
communality Q2 of 0.666 (see Table 4). In general, a cross-validated redundancy Q2 above 0.5 is indicative of a 
predictive model.  
Step 1.3: Collinearity Check. The VIFs for the formative measures of WQF ranged from 1.322 to 1.825, well below 
the 3.3 threshold.  
Step 1.4: Weight Significance. The weights of the four formative measures of WQF were significant, which 
demonstrated their significant relative contributions. The bivariate correlations between the formative measures of 
WQF and overall WQR were between 0.542 and 0.622, significant at the 0.05 level. The results demonstrate the 
significant contribution of the formative measures.  
Step 1.5: Result. The standardized weights of the formative indicators were calculated to be 0.330, 0.170, 0.345, and 
0.465, respectively. 
Second Stage: Structural Model Estimation 
Step 2.1: Because SmartPLS does not allow users to set parameter values, an alternative approach is to add a proxy 
variable of Website Quality (WSQ), named WQ Composite, which serves as the mediator between WSQ and the 
outcome variables (e.g., trust and product quality) (see Figure B1). WQ Composite contains only one indicator 
(WQCS) which is calculated from the formative indicators of WSQ in the redundancy analysis stage. Since there is 
only one indicator, the composite scores of WQ Composite is totally determined by WQCS. Given that WQCS is 
obtained from WSQ, the weight of the formative indicators of WSQ can be fixed, and the coefficients from WQ 
Composite to dependent variables can fully reflect the impacts of WSQ on these variables.  
Table B5 shows the comparison between the two FEA models (Free-E1 and Free-E2) and the two FWRM’s (Fixed-
R1 and Fixed-R2). Since in standard implementations of PLS-SEM analysis it is not possible to specify MIMIC, we 
did not include the MIMIC-path and fixed-weight with MIMIC-weights for comparison. SmartPLS allows a path to 
be added between endogenous variables of the formative construct, so paths were added between trust and perceived 
product quality/perceived value. Again, the results show that the FWRM approach can overcome the interpretational 
confounding problem that appeared in the FEA (noticeable changes in standardized weights of formative measures 
between the Free-S1 and Free-S2 models). In addition, the standardized weights of the formative indicators (see Table 
B5) are almost the same as those estimated in EQS (Table 2).




Table B3. Redundancy Analysis Results Using SmartPLS 
Formative measure Standardized weights (t-
value) 
VIF Correlations with WQR 
γ1 0.330 (7.36*) 1.322 0.542* 
γ2 0.170 (3.02*) 1.825 0.555* 
γ3 0.345 (5.82*) 1.814 0.607* 
γ4 0.465 (10.99*) 1.337 0.622* 
Loadings (t-value) Path coefficient (t-value) 
 WQR (standardized) β1 0.772 (37.87*) 
λ1 0.931 (101.74*) R2 
λ2 0.934 (123.80*) WQR  
λ3 0.922 (105.55*)  
Criterion for Predictive Relevance 
Redundancy Q2 0.509  Communality Q2 0.666 





Figure B1. FWRM Approach for First-Order Model of Website Quality in SmartPLS 




Table B4. First-Order Model Estimation by SmartPLS 
 FEA FWRM 
Free-E1 Free-E2 Fixed-R1 Fixed-R2 
Dependent variables Trust product quality Trust perceived 
value 
Trust product quality Trust perceived 
value 
Model 1/2 Standardized weights (t-value) 
w1 / w1’ 0.343 (6.38*) 0.360 (6.63*) 0.330 (34.39*) 0.330 (31.29*) 
w2 / w2’ 0.230 (3.03*) 0.177 (2.48*) 0.170 (26.79*) 0.170 (25.26*) 
w3 / w3’ 0.345 (5.04*) 0.313 (4.26*) 0.345 (30.49*) 0.345 (29.56*) 
w4 / w4’ 0.397 (6.80*) 0.462 (7.85*) 0.465 (39.61*) 0.465 (37.97*) 
w5 / w5’ n/ab n/ab 1.000 (n/aa) 1.000 (n/aa) 
Model 1/2 Path coefficient (t-value) 
β1 / β1’ 0.435 (9.87*) 0.436 (11.49*) 0.436 (9.54*) 0.436 (11.33*) 
β2 / β2’ 0.617 (19.23*) 0.636 (21.48*) 0.613 (17.92*) 0.635 (20.51*) 
β3 / β3’ 0.428 (8.05*) 0.414 (9.80*) 0.429 (7.93*) 0.414 (9.90*) 
β4/ β4’ n/ab n/ab 1.000 (n/aa) 1.000 (n/aa) 
Note: *p < 0.05; n/aa: t-value cannot be computed; n/ab: no path 




Example 3: Applying the FWRM Approach to Covariance-Based SEM and 
Components-Based SEM (Second-Order Models) 
The second-order model used reflective-formative modeling; that is, the first-order constructs were reflectively defined 
and the second-order construct was formatively defined. Figure B2 in the Appendix shows the test models.  
For covariance-based SEM, EQS was used to analyze the second-order model. We fixed the initial weights of the 
formative indicators of WSQ to the unstandardized estimates obtained in the second-order redundancy analysis, which 
were 1.000, 0.099, 1.365, and 1.691, respectively (see Table B6 in the Appendix). We also fixed the disturbance of 
WSQ to 0 in the structural model analysis. Table B7 shows the result. There is no interpretational confounding between 
the two fixed-weight models, FixedSE1 and Fixed-SE2.  
We used SmartPLS to analyze the second-order modeling in PLS-SEM. Because SmartPLS does not allow users to fix 
parameter values, we used the latent variable score of WQF computed by SmartPLS during the redundancy analysis 
as the formative indicator (WQCS) of the WSQ construct. Figure B3 in the Appendix shows the fixed-weight second-
order model of WSQ. The resulting FWRM’s (Fixed-RS1 and Fixed-RS2) reveal identical standardized indicator 
weights of WSQ, which indicates the absence of interpretational confounding (see Table B7). 
Table B5. Second-Order Redundancy Analysis by Using EQS 
Weights/Loadings (t-value) 
Formative measure Unstandardized 
weights 
Standardized weights Reflective measure Standardized loadings 
γ1 1.000 0.345 (n/aa) λ1 0.894 (n/aa) 
γ2 0.099 0.027 (0.40) λ2 0.908 (27.59*) 
γ3 1.365 0.369 (3.91*) λ3 0.872 (25.45*) 
γ4 1.691 0.483 (5.19*)   
Disturbance Model fit indices 
WQF (D1) WQR (D2) Chi-sq(df) 145.54 (80)  
0 0.544 p-value 0.000 
Path coefficient (t-value) RMSEA 0.044 
β1 0.839 (6.88*) SRMR 0.031 
R2 GFI 0.957 
WQR 0.704 CFI 0.988 
Note: *p < 0.05 n/aa: t-value is not available because the parameter is fixed to unity.




Table B6. Second-Order Model Estimation Using the FWRM Approach 
 FWRM (EQS) FWRM (SmartPLS) 
Fixed-RE1 Fixed-RE2 S Fixed-R2 
Dependent variables Trust product quality Trust perceived 
value 
Trust product quality Trust perceived 
value 
Model 1/2 Standardized weights (t-value) 
w1 / w1’ 0.346 (n/aa) 0.346 (n/aa) 0.345 (34.40*) 0.345 (32.70*) 
w2 / w2’ 0.027 (n/aa) 0.027 (n/aa) 0.100 (28.90*) 0.100 (27.00*) 
w3 / w3’ 0.369 (n/aa) 0.369 (n/aa) 0.326 (30.79*) 0.326 (31.92*) 
w4 / w4’ 0.482 (n/aa) 0.482 (n/aa) 0.487 (39.38*) 0.487 (36.49*) 
w5 / w5’ n/ab n/ab 1.000 (n/ac) 1.000 (n/ac) 
Model 1/2 Path coefficient (t-value) 
β1 / β1’ 0.446 (8.71*) 0.448 (7.99*) 0.454(10.39*) 0.458(12.53*) 
β2 / β2’ 0.685 (15.42*) 0.703 (13.92*) 0.636(23.86*) 0.649(18.96*) 
β3 / β3’ 0.481 (9.02*) 0.467 (7.65*) 0.407(8.60*) 0.394(8.71*) 
 Model fit indices 
Chi-sq(df) 270.46 (143) 307.62 (143) n/a  
(SmartPLS does not provide fit indices) 
p-value 0.000 0.000 
RMSEA 0.046 0.052 
SRMR 0.036 0.039 
GFI 0.935 0.932 
CFI 0.980 0.973 
Note: *p < 0.05 n/aa: t-value is not available because the weight is fixed. n/ab: no path. n/ac: t-value cannot be computed. 










Figure B2. Reflective-Formative Second-Order Models 
 








Figure B3. Fixed Weight Redundancy Approach for Second-Order Model of Website Quality in SmartPLS 
 
 




Example 4: Applying the FWRM Approach to a Structural Model with Two Formatively 
Measured Exogenous Constructs 
We only collected data for one formatively measured construct. To demonstrate that the FWRM approach can be 
applied to models with two formatively measured exogenous constructs, we divided the website quality construct into 
two formatively measured constructs with each having two indicators (see Figure B4 and B5). Figure B4 and B5 show 
the results of the first stage in the FWRM approach, i.e., using redundancy analysis to evaluate the formative measure. 
The unstandardized formative measure weights obtained in the first stage were then used to estimate the structural 
model as shown in Figure B6 and B7. The results show that the weights of formative indicators in Figure B6 and B7 
are the same as those in Figure B4 and B5, suggesting that the FWRM approach can be applied to more complex 
models, such as the presence of two formatively measured exogenous constructs. 
 
Figure B4. Redundancy Analysis with WQF1 Having Two Indicators 
 
Figure B5. Redundancy Analysis with WQF2 Having Two Indicators 





Figure B6. FWRM Approach with Two Formative Constructs (PQ and TR) 
 
 
Figure B7. FWRM Approach with Two Formative Constructs (PV and TR) 




Example 5: Applying the FWRM Approach to a Structural Model with One Formatively 
Measured Endogenous Construct 
Figure B8 shows the results of applying the FWRM approach to a model with website quality as the exogenous 
variable. To demonstrate that the FWRM approach can be applied to models with formatively measured constructs as 
endogenous variables, we modified the model shown in Figure B8 to the one shown in Figure B9. As shown in Figure 
B9, modeling trust as an antecedent of website quality will cause the weights of the indicators of the website quality 
to be changed since it is analogous to adding a new indicator to website quality. Because CB-SEM packages do not 
allow users to truly fix the weights of formative indicators to constants, a possible approach is to generate the factor 
score for website quality, which we then used as formative measure (indicator) of the website quality. As shown in 
Figure B10 the path coefficients for the path between website quality and trust and the path between website quality 
and product quality are same as those in Figure B8. 
 
 
Figure B8. FWRM Approach with Website Quality as the Exogenous Variable (Weights are Fixed and Not Changed) 
 
 
Figure B9. FWRM Approach with Website Quality as the Endogenous Variable (Weights are Fixed but Changed) 





Figure B10. FWRM Approach with Website Quality as the Endogenous Variable and Using the Composite (Factor) Score 
as the Measure of Website Quality (Weights are Fixed and Path Coefficients are Not Changed) 
Cadogan and Lee (2013) argued that modeling relationships with endogenous formative variables at the (disaggregate) 
indicator level informs richer theory development, and encourages more precise empirical testing. Figure B8 show the 
results by using the FWRM approach and modeling relationships with endogenous formative variables at the 
(disaggregate) indicator level. As shown in Figure B11, the weights of the formative indicators are different from the 
weights in Figure B8, implying that the approach suggested by Cadogan and Lee (2013) cannot be used with the 
FWRM approach. Therefore, we suggested modeling relationships with endogenous formative variables at the 
(aggregate) indicator level as shown in Figure B10. 
 
Figure B11. FWRM Approach Adapted with Cadogan and Lee’s (2013) Approach 
Currently, the FRWM approach is limited in addressing the issue of modeling relationships with endogenous formative 
constructs at the (disaggregate) indicator level because it will cause the weights of the indicators of the endogenous 
formative variables to be changed. Consequently, the change of weights also changes the path coefficients. Even 
though this can be remedied with a two-stage approach that calculates composite score first and then applies the 
calculated score in the second stage, FWRM is still preferred because it can reveal weight information in the second 
stage. The FRWM approach is hypothetically feasible but it is beyond the capabilities of current SEM packages 
because they do not allow users to truly fix the weights of formative indicators to constants. 























































Figure C1. Conceptual Models for FWRM, MIMIC-path, and Reflective Approaches  




Table C1. Manipulation 1: Model 1 
Coefficients I.V. 
FEA FWRM MIMIC-path Reflective 
Covariance between Xi and others 
100% 85% 70% 100% 85% 70% 100% 85% 70% 100% 85% 70% 
βa 0.5 0.506 0.498 0.498 0.499 0.424 0.349 0.499 0.499 0.499 0.499 0.499 0.499 
Sig. rate n/a n/a n/a n/a n/a n/a 100% 100% 100% 100% 100% 100% 
βb 0.8 0.810 0.797 0.798 0.799 0.679 0.559 0.799 0.798 0.798 0.798 0.798 0.798 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ1 / λ17 0.5 0.496 0.429 0.353 0.501 0.501 0.501 0.501 0.426 0.351 0.902 0.902 0.902 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2 / λ18 0.4 0.396 0.342 0.282 0.402 0.402 0.402 0.402 0.342 0.281 0.901 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3 / λ19 0.3 0.296 0.256 0.211 0.302 0.302 0.302 0.301 0.256 0.211 0.901 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4 / λ20 0.2 0.197 0.170 0.140 0.201 0.201 0.201 0.200 0.170 0.140 0.902 0.902 0.902 
Sig. rate 100% 99.70% 94.60% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Model fit x2 46.954 37.274 30.931 50.786 51.420 63.011 97.850 78.202 69.378 52.258 52.258 52.258 
GFI 0.985 0.988 0.990 0.984 0.983 0.980 0.976 0.981 0.983 0.983 0.983 0.983 
CFI 0.999 1.000 1.000 0.999 0.999 0.997 0.999 1.000 1.000 0.999 0.999 0.999 
SRMR 0.019 0.016 0.014 0.022 0.044 0.076 0.019 0.018 0.016 0.017 0.017 0.017 
RMSEA 0.009 0.002 0.000 0.010 0.010 0.022 0.008 0.001 0.000 0.008 0.008 0.008 
Note: Manipulation 1: Covariances between Xi and other indicators were reduced to 85% and 70%. Model 1 contains 
two dependent variables, and the initial values of beta were set to 0.5 and 0.8.




Table C2. Manipulation 1: Model 2 
Coefficients I.V. 
FEA FWRM MIMIC-path Reflective 
Covariance between Xi and others 
100% 85% 70% 100% 85% 70% 100% 85% 70% 100% 85% 70% 
βa 0.5 0.515 0.498 0.498 0.499 0.424 0.349 0.499 0.499 0.499 0.499 0.499 0.499 
Sig. rate n/a n/a n/a n/a n/a n/a 100% 100% 100% 100% 100% 100% 
βb 0.5 0.510 0.494 0.493 0.495 0.421 0.346 0.495 0.495 0.495 0.495 0.495 0.495 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ1 / λ17 0.4 0.486 0.428 0.354 0.501 0.501 0.501 0.500 0.426 0.350 0.902 0.902 0.902 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2 / λ18 0.3 0.391 0.344 0.284 0.402 0.402 0.402 0.402 0.342 0.281 0.901 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3 / λ19 0.2 0.291 0.257 0.212 0.302 0.302 0.302 0.302 0.256 0.211 0.901 0.901 0.901 
Sig. rate 99.30% 96.60% 86.10% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4 / λ20 0.2 0.197 0.173 0.143 0.201 0.201 0.201 0.200 0.171 0.140 0.902 0.902 0.902 
Sig. rate 92.40% 79.00% 53.20% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Model fit x2 47.089 38.272 31.843 50.585 44.171 43.130 98.118 78.617 69.774 52.670 52.670 52.670 
GFI 0.985 0.987 0.990 0.984 0.986 0.986 0.976 0.981 0.983 0.983 0.983 0.983 
CFI 0.999 1.000 1.000 0.999 1.000 1.000 0.999 1.000 1.000 0.999 0.999 0.999 
SRMR 0.021 0.017 0.015 0.025 0.033 0.050 0.022 0.020 0.019 0.020 0.020 0.020 
RMSEA 0.009 0.002 0.000 0.009 0.004 0.004 0.008 0.001 0.000 0.008 0.008 0.008 
Note: Manipulation 1: Covariances between Xi and other indicators were reduced to 85% and 70%. Model 2 contains 
two dependent variables, and the initial values of beta were set to 0.5 and 0.5. 




Table C3. Manipulation 1: Model 3 
Coefficients I.V. 
FEA FWRM MIMIC-path Reflective 
Covariance between Xi and others 
100% 85% 70% 100% 85% 70% 100% 85% 70% 100% 85% 70% 
βa 0.5 0.538 0.510 0.498 0.499 0.424 0.349 0.499 0.499 0.499 0.499 0.499 0.499 
Sig. rate n/a n/a n/a n/a n/a n/a 100% 100% 100% 100% 100% 100% 
βb 0.2 0.213 0.203 0.198 0.199 0.169 0.139 0.199 0.199 0.199 0.199 0.199 0.199 
Sig. rate 100% 99.20% 98.00% 92.80% 99.20% 97.90% 94.20% 99.20% 98.90% 98.90% 98.90% 98.90% 
γ1 / λ17 0.5 0.468 0.424 0.363 0.501 0.501 0.501 0.500 0.426 0.350 0.902 0.902 0.902 
Sig. rate 99.90% 98.00% 99.00% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2 / λ18 0.4 0.379 0.344 0.295 0.402 0.402 0.402 0.402 0.342 0.281 0.901 0.901 0.901 
Sig. rate 99.80% 99.60% 97.20% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3 / λ19 0.3 0.279 0.254 0.217 0.302 0.302 0.302 0.302 0.256 0.211 0.901 0.901 0.901 
Sig. rate 92.00% 81.90% 60.10% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4 / λ20 0.2 0.189 0.172 0.147 0.201 0.201 0.201 0.200 0.171 0.140 0.902 0.902 0.902 
Sig. rate 70.20% 53.70% 29.60% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Model fit x2 47.102 38.756 32.272 50.608 41.934 35.705 98.474 78.897 70.075 53.042 53.042 53.042 
GFI 0.985 0.987 0.989 0.984 0.986 0.988 0.976 0.981 0.983 0.983 0.983 0.983 
CFI 0.999 1.000 1.000 0.999 1.000 1.000 0.999 1.000 1.000 0.999 0.999 0.999 
SRMR 0.021 0.018 0.016 0.026 0.026 0.028 0.023 0.021 0.020 0.021 0.021 0.021 
RMSEA 0.009 0.003 0.001 0.010 0.003 0.001 0.008 0.001 0.000 0.009 0.009 0.009 
Note: Manipulation 1: Covariances between Xi and other indicators were reduced to 85% and 70%. Model 3 contains 
two dependent variables, and the initial values of beta were set to 0.5 and 0.2.




Table C4. Manipulation 2: Model 1 
Coefficients I.V. 
FEA FWRM MIMIC-path Reflective 
Covariance between Xi and others 
100% 85% 70% 100% 85% 70% 100% 85% 70% 100% 85% 70% 
βa 0.5 0.506 0.506 0.506 0.499 0.499 0.499 0.499 0.455 0.379 0.499 0.431 0.358 
Sig. rate n/a n/a n/a n/a n/a n/a 100% 100% 100% 100% 100% 100% 
βb 0.8 0.810 0.810 0.810 0.799 0.799 0.799 0.799 0.722 0.598 0.798 0.682 0.563 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ1 / λ17 0.5 0.496 0.496 0.496 0.501 0.501 0.501 0.501 0.437 0.364 0.902 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2 / λ18 0.4 0.396 0.396 0.396 0.402 0.402 0.402 0.402 0.351 0.292 0.902 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3 / λ19 0.3 0.296 0.296 0.296 0.302 0.302 0.302 0.301 0.263 0.219 0.901 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4 / λ20 0.2 0.197 0.197 0.197 0.201 0.201 0.201 0.200 0.175 0.146 0.902 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Model fit x2 46.954 46.954 46.954 50.786 50.784 50.784 97.850 264.603 410.897 52.258 52.915 64.391 
GFI 0.985 0.985 0.985 0.984 0.984 0.984 0.976 0.938 0.913 0.983 0.983 0.980 
CFI 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.976 0.954 0.999 0.999 0.998 
SRMR 0.019 0.019 0.019 0.022 0.022 0.022 0.019 0.052 0.105 0.017 0.041 0.073 
RMSEA 0.009 0.009 0.009 0.010 0.010 0.010 0.008 0.059 0.081 0.008 0.009 0.019 
Note: Manipulation 2: Covariances between Y17-Y20 and other indicators were reduced to 85% and 70%. Model 1 
contains two dependent variables, and the initial values of beta were set to 0.5 and 0.5.




Table C5. Manipulation 2: Model 2 
Coefficients I.V. 
FEA FWRM MIMIC-path Reflective 
Covariance between Xi and others 
100% 85% 70% 100% 85% 70% 100% 85% 70% 100% 85% 70% 
βa 0.5 0.515 0.515 0.515 0.499 0.499 0.499 0.499 0.448 0.372 0.499 0.426 0.352 
Sig. rate n/a n/a n/a n/a n/a n/a 100% 100% 100% 100% 100% 100% 
βb 0.5 0.510 0.510 0.510 0.495 0.495 0.495 0.495 0.445 0.396 0.495 0.423 0.349 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ1 / λ17 0.5 0.486 0.486 0.486 0.501 0.501 0.501 0.500 0.430 0.356 0.902 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2 / λ18 0.4 0.391 0.391 0.391 0.402 0.402 0.402 0.402 0.345 0.286 0.901 0.901 0.901 
Sig. rate 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3 / λ19 0.3 0.291 0.291 0.291 0.302 0.302 0.302 0.302 0.259 0.215 0.901 0.901 0.901 
Sig. rate 99.30% 99.30% 99.30% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4 / λ20 0.2 0.197 0.197 0.197 0.201 0.201 0.201 0.201 0.172 0.143 0.902 0.902 0.902 
Sig. rate 92.40% 92.40% 92.40% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Model fit x2 47.089 47.089 47.089 50.585 50.585 50.585 98.118 149.089 207.259 52.670 46.298 45.219 
GFI 0.985 0.985 0.985 0.984 0.984 0.984 0.976 0.964 0.951 0.983 0.985 0.985 
CFI 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.992 0.983 0.999 1.000 1.000 
SRMR 0.021 0.021 0.021 0.025 0.025 0.025 0.022 0.044 0.080 0.020 0.030 0.048 
RMSEA 0.009 0.009 0.009 0.009 0.009 0.009 0.008 0.033 0.048 0.008 0.004 0.003 
Note: Manipulation 2: Covariances between Y17-Y20 and other indicators were reduced to 85% and 70%. Model 2 
contains two dependent variables, and the initial values of beta were set to 0.5 and 0.5.




Table C6. Manipulation 2: Model 3 
Coefficients I.V. 
FEA FWRM MIMIC-path Reflective 
Covariance between Xi and others 
100% 85% 70% 100% 85% 70% 100% 85% 70% 100% 85% 70% 
βa 0.5 0.538 0.538 0.538 0.499 0.499 0.499 0.499 0.446 0.369 0.499 0.424 0.349 
Sig. rate n/a n/a n/a n/a n/a n/a 100% 100% 100% 100% 100% 100% 
βb 0.2 0.213 0.213 0.213 0.199 0.199 0.199 0.199 0.178 0.148 0.199 0.170 0.140 
Sig. rate 99.20% 99.20% 99.20% 99.20% 99.20% 99.20% 99.20% 97.80% 94.50% 98.90% 97.60% 93.50% 
γ1 / λ17 0.5 0.468 0.468 0.468 0.501 0.501 0.501 0.500 0.428 0.354 0.902 0.901 0.902 
Sig. rate 99.90% 99.90% 99.90% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ2 / λ18 0.4 0.379 0.379 0.379 0.402 0.402 0.402 0.402 0.344 0.284 0.901 0.901 0.901 
Sig. rate 99.80% 99.80% 99.80% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ3 / λ19 0.3 0.279 0.279 0.279 0.302 0.302 0.302 0.302 0.258 0.213 0.901 0.901 0.901 
Sig. rate 92.00% 92.00% 92.00% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
γ4 / λ20 0.2 0.189 0.189 0.189 0.201 0.201 0.201 0.201 0.172 0.142 0.902 0.902 0.902 
Sig. rate 70.20% 70.20% 70.20% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Model fit x2 47.102 47.102 47.102 50.608 50.607 50.607 98.474 119.719 149.532 53.042 44.338 38.040 
GFI 0.985 0.985 0.985 0.984 0.984 0.984 0.976 0.971 0.965 0.983 0.986 0.988 
CFI 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.992 0.983 0.999 1.000 1.000 
SRMR 0.021 0.021 0.021 0.026  0.026 0.026 0.023 0.036 0.061 0.021 0.022 0.026 
RMSEA 0.009 0.009 0.009 0.010 0.010 0.010 0.008 0.021 0.033 0.009 0.003 0.001 
Note: Manipulation 2: Covariances between Y17-Y20 and other indicators were reduced to 85% and 70%. Model 3 
contains two dependent variables, and the initial values of beta were set to 0.5 and 0.2




Table D1. Simulation Result: Inflation of Fixed-Weight with MIMIC 
 Fixed-weight with 
MIMIC-weights 
FWRM (a)-(b) (c) FEA (d) Reflective 
Parameters Values  Sig. 
rate 
R2 Values  Sig. 
rate 
R2 Avg. Max. % Values  Sig. 
rate 
R2 Values  Sig. 
rate 
R2 
β 0.8 0.800 100% 0.649 0.559 100% 0.312 0.241 0.284 43.08% 0.801 100% 0.640 0.799 100% 0.638 
β 0.5 0.501 100% 0.253 0.350 100% 0.123 0.151 0.221 43.16% 0.501 100% 0.253 0.500 100% 0.252 
β 0.2 0.201 97.40% 0.043 0.141 94.70% 0.021 0.061 0.153 43.03% 0.201 93.70% 0.043 0.201 99.10% 0.042 
β 0.1 0.099 47.30% 0.013 0.069 26.00% 0.006 0.030 0.111 43.86% 0.099 24.70% 0.013 0.099 56.60% 0.012 
β 0.05 0.048 14.20% 0.005 0.034 4.50% 0.002 0.014 0.090 42.72 0.048 4.20% 0.005 0.049 18.40% 0.005 
γ 0.2 0.141 100%  0.201 100%     0.140 100%     
 γ 0.3 0.211 100%  0.302 100%     0.211 100%     
γ 0.4 0282 100%  0.403 100%     0.282 100%     
γ 0.5 0.351 100%  0.501 100%     0.349 95.20%     
Settings  
• The same setting (Figure 8) was used to generate data and the covariance between Xi and Yi was set to 70%.  
• The significant rate of reflective indicator serves as a comparison basis since the covariance of the focal 
construct with other dependent variables remains the same.  
• Fixed-weight with MIMIC-weights approach means using the weights obtained from the MIMIC approach 
(the first stage) to fix the weights of formative measures in the structural model analysis (the second stage).  
Results: 
• The beta values of using fixed-weight with MIMIC-weights and FEA are not decreased to 70% as expected, 
which implies inflation in these two approaches. The beta values of FWRM (the approach proposed in this 
study) are reduced to 70% as expected.  
• The R2 values are twice as high by using fixed-weight with MIMIC-weights approach than by using the 
FWRM.  
• The significant rate of beta in FWRM and FEA are the same, while the significant rate of beta values in fixed-
weight with MIMIC-weights approach is higher than other two formative approaches. This indicates a Type 
I error. 
• The gamma values of fixed-weight with MIMIC-weights approach and FEA are underestimated. The same 
gamma values should be obtained since the structure of formative construct remain the same. The gamma 
values are underestimated and this implies an interpretational confounding problem.





Note: fixed-weight with MIMIC-weights approach means using the weights obtained from the MIMIC approach (the 
first stage) to fix the weights of formative measures in the structural model analysis (the second stage). 
 
  
Table D2. Gamma Estimation with Different Number of Reflective Indicators 

















0.2 0.201 0.201 0.201 0.201 0.201 0.201 
0.3 0.302 0.302 0.302 0.302 0.302 0.302 
0.4 0.403 0.403 0.403 0.403 0.403 0.403 
0.5 0.502 0.502 0.501 0.502 0.502 0.501 
Covariance 
reduced to 
70% (Xi and 
others) 
0.2 0.141 0.141 0.140 0.200 0.201 0.200 
0.3 0.212 0.211 0.211 0.303 0.302 0.302 
0.4 0.281 0.281 0.281 0.400 0.401 0.401 
0.5 0.353 0.352 0.352 0.503 0.503 0.502 
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