The geodesic distance can also be defined as the shortest distance (over smooth curves) between two points on the where the Markov chain (random walk) Px(t |t-i, Ut) manifold endowed by a Riemannian connection.
on the manifold M is defined according to the following generating mechanism:
Exponential mapping. The exponential mapping is a cen- (1) cated outside the manifold or the averaging itself does not = (t) (-VJ(xt()) (7) have a meaning in the absence of a summation operator on the manifold. In order to obtain a valid point estimate, one Figure 4 illustrates an iteration of the gradient descent should rather minimize the mean square error, where the algorithm on a Riemannian manifold. error is evaluated by the geodesic distance D on the manifold (related to the connection V). Following the work of Frechet [8] , the point estimate can be defined by the intrin- assuming (for simplicity) an additive Gaussian noise, the variation of the noise covariance Et is related to the degraThe explicit solution ofthe geodesic distance allows also dation ofthe sensing system. Fixing a constant value for the the implementation of the intrinsic mean for the tracking of noise covariance may lead, to poor tracking performances. the covariance matrix. In fact, approximating the expected An optimal procedure to deal with the unknown time-varying error by the empirical weighted sum of geodesic distances, covariance matrix is to design a Bayesian filter to jointly the point estimate is defined as follows: track the hidden state of interest xt and the noise covari-N ance Et. In this section, we consider the tracking of a mo--.
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