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Abstract
We study a system of partial differential equations with integer and fractional derivatives
arising in the study of forced oscillatory motion of a viscoelastic rod. We propose a new
approach considering a quotient of relations appearing in the constitutive equation instead
the constitutive equation itself. Both, a rod and a body are assumed to have finite mass.
The motion of a body is assumed to be translatory. Existence and uniqueness for the
corresponding initial-boundary value problem is proved within the spaces of functions and
distributions.
Keywords: fractional derivative, distributed-order fractional derivative, fractional vis-
coelastic material, forced oscillations of a rod, forced oscillations of a body
1 Introduction
In this paper we study (1) - (4) derived in [8]. The system corresponds to a motion of a viscoelastic
rod fixed at one end and of a body of finite mass attached to the other end. Also, an outer force,
having the action line coinciding with the axis of the rod, acts at the body attached to the free
end of a rod. In the dimensionless form the system of equations, initial and boundary conditions,
describing such a motion, reads
∂
∂x
σ (x, t) = κ2
∂2
∂t2
u (x, t) , ε (x, t) =
∂
∂x
u (x, t) , x ∈ [0, 1] , t > 0, (1)∫ 1
0
φσ (γ) 0D
γ
t σ (x, t) dγ =
∫ 1
0
φε (γ) 0D
γ
t ε (x, t) dγ, x ∈ [0, 1] , t > 0, (2)
u (x, 0) = 0,
∂
∂t
u (x, 0) = 0, σ (x, 0) = 0, ε (x, 0) = 0, x ∈ [0, 1] , (3)
u (0, t) = 0, −σ (1, t) + F (t) =
∂2
∂t2
u (1, t) , t > 0. (4)
We note that (1)1 represents equation of motion for an arbitrary material point of a rod. In
it, σ denotes the stress at the point x at time t, u is the displacement, κ is a constant representing
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the ratio between the masses of a rod and a body. In (1)2 we use ε to denote the axial strain
of a rod, while in (2) φσ and φε denote constitutive functions or distributions, that are assumed
to be known. The operator of the left Riemann-Liouville fractional derivative of order γ ∈ (0, 1)
0D
γ
t is defined as
0D
γ
t y (t) :=
d
dt
(
t−γ
Γ (1− γ)
∗ y (t)
)
, t > 0,
where Γ is the Euler gamma function, ∗ is a convolution, i.e., if f, g ∈ L1loc (R) , supp f, g ⊂ [0,∞) ,
then (f ∗ g) (t) :=
∫ t
0
f (τ) g (t− τ) dτ, t ∈ R. We refer to [9, 13, 16] for a detailed account on
fractional calculus. In (3) the initial conditions for an initially undeformed rod are presented.
Finally, (4) represents the boundary conditions corresponding to a rod with one end fixed at x = 0
and with force F acting at the body attached to the other end (at x = 1). Note that initial-
boundary value problem (1) - (4) represents a generalization of a problem of forced oscillations
in the case of a light rod, presented in [4]. We refer to [8] for the details for the physical
interpretation basis of system (1) - (4).
The main novelty of our approach is that we consider a constitutive equation in essentially
new way. Instead of examining operators acting on stress and strain in constitutive equation
separately, we analyze their quotient after the application of the Laplace transform to (2), that
we denote by M, see (9). In this context M appears as a new important quantity which reflects
the inherent properties of a material of a rod. General form of M requires detailed mathematical
analysis which is given in the paper.
The aim of this paper is to prove the existence and uniqueness of a solution to system (1) -
(4). Our main results are stated as Theorems 1 and 2 bellow. In proving these theorems we use
several auxiliary results presented in a separate section.
Constitutive equations (2) were used earlier in [2, 6, 7, 11] in special forms. Also, in the case
φσ = φε (2) becomes the Hooke Law:
σ (x, t) = ε (x, t) , x ∈ [0, L] , t > 0.
We note that the constitutive functions or distributions φσ and φε appearing in (2) must be
taken in the accordance with the Second Law of Thermodynamics. For example, if we take
φσ (γ) := a
γ , φε (γ) := b
γ , γ ∈ (0, 1) , a, b > 0, (5)
then there is a restriction a ≤ b, see [1, 3, 5]. The special case when the constitutive distributions
φσ and φε are given by
φσ (γ) := δ (γ) + a δ (γ − α) , φε (γ) := δ (γ) + b δ (γ − α) , α ∈ (0, 1) , 0 < a ≤ b, (6)
where δ is the Dirac distribution, is of particular interest. This case gives a generalization of the
Zener constitutive equation for a viscoelastic body. The waves in such type of materials were
studied in [10]. If φσ and φε are given by
φσ (γ) := δ (γ) + a δ (γ − α) ,
φε (γ) := b0 δ (γ − β0) + b1 δ (γ − β1) + b2 δ (γ − β2) , (7)
where a, b0, b1, b2 are positive constants and 0 < α < β0 < β1 < β2 ≤ 1, then one obtains
a constitutive equation proposed in [17]. We note that the system (1) - (4), with the choice of
constitutive functions and distributions (5) and (6), is considered in [8]. We refer to [12, 14, 15]
for the detailed account on the use of fractional calculus in viscoelasticity.
Note that we can apply our results in the study of behavior of solid-like materials, as done in
[8] for the cases when M takes the forms (10) and (11). The behavior of a fluid-like material in
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a special form is analyzed in [5], where we used constitutive distributions in the form given by
(7).
The paper is organized as follows. We present in § 3 main results of our work formulated as
Theorems 1 and 2. Proofs of these theorems are given in two steps: the first one is given at the
beginning of § 4, while the second one is given in § 4.2. We obtain the displacement u and stress
σ as solutions to (1) - (4) in the convolution form by the use of the Laplace transform method.
In order to be able to invert the Laplace transform in § 4.2, we need several auxiliary results,
that are given in § 4.1. On the basis of Theorems 1 and 2, we discuss, in § 5, Theorems 14 and
15, a model of elastic rod as a special case.
2 Notation and assumptions
In the sequel we consider analytic functions in
V = C\ (−∞, 0] =
{
z = reiϕ | r > 0, ϕ ∈ (−pi, pi)
}
.
We often use notation |s| → ∞ and |s| → 0, where we assume that s ∈ V.
The Laplace transform of f ∈ L1loc (R) , f ≡ 0 in (−∞, 0] and |f (t)| ≤ ce
kt, t > 0, for some
k > 0, is defined by
f˜ (s) = L [f (t)] (s) :=
∫ ∞
0
f (t) e−stdt, Re s > k (8)
and analytically continued in an appropriate domain (in our case V ).
We consider spaces of tempered distributions supported by R¯+ = [0,∞) , denoted by S
′
+.
The Laplace transform of distributions in S ′+ is derived from (8), since tempered distributions
are derivatives of polynomially bounded continuous functions. We refer to [18] for the spaces
of distributions, as well as for the Laplace and Fourier transforms in such spaces. We use
C
(
[0, 1] ,S ′+
)
to denote the space of continuous functions on [0, 1] with values in S ′+.
In the analysis that follows we shall need the properties of an analytic function M, defined
in appropriate domain V ⊂ C
M (s) :=
√√√√∫ 10 φσ (γ) sγdγ∫ 1
0 φε (γ) s
γdγ
, s ∈ V . (9)
We shall have V = V. For the cases of constitutive functions (5) and (6), M has the respective
forms
M (s) =
√
ln (bs)
ln (as)
as− 1
bs− 1
, s ∈ V, a ≤ b, (10)
M (s) =
√
1 + asα
1 + bsα
, s ∈ V, α ∈ (0, 1) , a ≤ b. (11)
In our analysis the next function has a special role
f (s) := sM (s) sinh (κsM (s)) + κ cosh (κsM (s)) , s ∈ V. (12)
As it will be seen from (28) and (29), f is a denominator of functions P˜ and Q˜, which, after the
inversion of the Laplace transform, represent solution kernels of u and σ, respectively.
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We summarize all the assumptions used throughout the manuscript. Let M be of the form
M (s) = r (s) + ih (s) , as |s| → ∞.
We assume:
(A1)
lim
|s|→∞
r (s) = c∞ > 0, lim
|s|→∞
h (s) = 0, lim
|s|→0
M (s) = c0,
for some constants c∞, c0 > 0.
Let sn = ξn + iζn, n ∈ N, satisfy the equation
f (s) = 0, s ∈ V, (13)
where f is given by (12).
(A2) There exists n0 > 0, such that for n > n0
Im sn ∈ R+ ⇒ h (sn) ≤ 0, Im sn ∈ R− ⇒ h (sn) ≥ 0,
where h := ImM.
(A3) There exist s0 > 0 and c > 0 such that∣∣∣∣ dds (sM (s))
∣∣∣∣ ≥ c, |s| > s0.
(A4) For every γ > 0 there exists θ > 0 and s0 such that
|(s+∆s)M (s+∆s)− sM (s)| ≤ γ, if |∆s| < θ and |s| > s0.
Alternatively to (A2) , in Proposition 6, we shall consider the following assumption.
(B) |h (s)| ≤ C|s| , |s| > s0, for some constants C > 0 and s0 > 0.
It is shown in [8] that (A1) - (A4) hold for M given by (10) and (11).
3 Theorems on the existence and uniqueness
Our central results are stated in the next two theorems on the existence, uniqueness and prop-
erties of u and σ. Recall, f is given by (12) and sn, n ∈ N, are solutions of (13).
Theorem 1 Let F ∈ S ′+ and suppose that M satisfies assumptions (A1) - (A4) . Then the unique
solution u to (1) - (4) is given by
u (x, t) = F (t) ∗ P (x, t) , x ∈ [0, 1] , t > 0, (14)
where
P (x, t) =
1
pi
∫ ∞
0
Im
(
M
(
qe−ipi
)
sinh
(
κxqM
(
qe−ipi
))
qM (qe−ipi) sinh (κqM (qe−ipi)) + κ cosh (κqM (qe−ipi))
)
e−qt
q
dq
+2
∞∑
n=1
Re
(
Res
(
P˜ (x, s) est, sn
))
, x ∈ [0, 1] , t > 0, (15)
P (x, t) = 0, x ∈ [0, 1] , t < 0.
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The residues are given by
Res
(
P˜ (x, s) est, sn
)
=
[
1
s
M (s) sinh (κxsM (s))
d
dsf (s)
est
]
s=sn
, x ∈ [0, 1] , t > 0, (16)
Then P ∈ C ([0, 1]× [0,∞)) and u ∈ C
(
[0, 1] ,S ′+
)
. In particular, if F ∈ L1loc ([0,∞)) , then
u is continuous on [0, 1]× [0,∞) .
The following theorem is related to stress σ. We formulate this theorem with F = H, where
H denotes the Heaviside function, while the more general cases of F are discussed in Remark 3,
below.
Theorem 2 Let F = H and suppose that M satisfies assumptions (A1) - (A4) . Then the unique
solution σH to (1) - (4), is given by
σH (x, t) = H (t) +
κ
pi
∫ ∞
0
Im
(
cosh
(
κxqM
(
qeipi
))
qM (qeipi) sinh (κqM (qeipi)) + κ cosh (κqM (qeipi))
)
e−qt
q
dq
+2
∞∑
n=1
Re
(
Res
(
σ˜H (x, s) e
st, sn
))
, x ∈ [0, 1] , t > 0, (17)
σH (x, t) = 0, x ∈ [0, 1] , t < 0. (18)
The residues are given by
Res
(
σH (x, s) e
st, sn
)
=
[
κ cosh (κxsM (s))
s ddsf (s)
est
]
s=sn
, x ∈ [0, 1] , t > 0. (19)
In particular, σH is continuous on [0, 1]× [0,∞) .
Remark 3
1. The assumption F = H in Theorem 2 can be relaxed by requiring that F is locally integrable
and
F˜ (s) ≈
1
sα
, as |s| → ∞,
for some α ∈ (0, 1) . This condition ensures the convergence of the series in (17).
2. If F = δ, or even F (t) = d
k
dtk
δ (t) , one uses σH , given by (17), in order to obtain σ as the
k + 1-th distributional derivative:
σ =
dk+1
dtk+1
σH ∈ C
(
[0, 1] ,S ′+
)
.
4 Proofs of Theorems 1 and 2
Theorems 1 and 2 will be proved in two steps.
Step 1. Applying formally the Laplace transform to (1) - (4), we obtain
∂
∂x
σ˜ (x, s) = κ2s2u˜ (x, s) , ε˜ (x, s) =
∂
∂x
u˜ (x, s) , x ∈ [0, 1] , s ∈ V, (20)
σ˜ (x, s)
∫ 1
0
φσ (γ) s
γdγ = ε˜ (x, s)
∫ 1
0
φε (γ) s
γdγ, x ∈ [0, 1] , s ∈ V, (21)
u˜ (0, s) = 0, σ˜ (1, s) + s2u˜ (1, s) = F˜ (s) , s ∈ V. (22)
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By (21) and (9), we have
σ˜ (x, s) =
1
M2 (s)
ε˜ (x, s) , x ∈ [0, 1] , s ∈ V. (23)
In order to obtain the displacement u, we use (20) and (23) to obtain
∂2
∂x2
u˜ (x, s)− (κsM (s))
2
u˜ (x, s) = 0, x ∈ [0, 1] , s ∈ V. (24)
The solution of (24) is
u˜ (x, s) = C1 (s) e
κxsM(s) + C2 (s) e
−κxsM(s), x ∈ [0, 1] , s ∈ V,
where C1 and C2 are arbitrary functions which are determined from (22)1 as 2C = C1 = −C2.
Therefore,
u˜ (x, s) = C (s) sinh (κxsM (s)) , x ∈ [0, 1] , s ∈ V. (25)
By (9), (20)2, (23) and (25) we have
σ˜ (x, s) = C (s)
κs
M (s)
cosh (κxsM (s)) , x ∈ [0, 1] , s ∈ V. (26)
Using (25) and (26) at x = 1, by (22)2, we obtain
C (s) =
M (s) F˜ (s)
s (sM (s) sinh (κsM (s)) + κ cosh (κsM (s)))
, s ∈ V.
Therefore, the Laplace transforms of displacement (25) and stress (26) are
u˜ (x, s) = F˜ (s) P˜ (x, s) and σ˜ (x, s) = F˜ (s) Q˜ (x, s) , x ∈ [0, 1] , s ∈ V, (27)
where
P˜ (x, s) =
1
s
M (s) sinh (κxsM (s))
sM (s) sinh (κsM (s)) + κ cosh (κsM (s))
, x ∈ [0, 1] , s ∈ V, (28)
Q˜ (x, s) =
κ cosh (κxsM (s))
sM (s) sinh (κsM (s)) + κ cosh (κsM (s))
, x ∈ [0, 1] , s ∈ V. (29)
Applying the inverse Laplace transform to (27) we obtain u in the form (14), while by using
F = H, i.e., F˜ (s) = 1
s
, in (27) we obtain σH in the form (17), (18).
In the sequel we shall justify the formal calculation given above.
4.1 Auxiliary results
4.1.1 Zeros of the function f
The following propositions establish the location and the multiplicity of poles of functions P˜ and
Q˜, given by (28) and (29), respectively.
Proposition 4 Assume (A1) . Equation (13) has countably many solutions sn, n ∈ N, with the
properties
snM (sn) = iwn, tan (κwn) =
κ
wn
, wn ∈ R, wn 6= 0. (30)
Complex conjugate s¯n also satisfies (13), n ∈ N.
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Note Im sn 6= 0 in (30), so all the solutions belong to V.
Proof. We seek for the solutions of (13), or equivalently of
e2κsM(s) =
sM (s)− κ
sM (s) + κ
, s ∈ V. (31)
Put sM (s) = v (s) + iw (s) , s ∈ V, where v, w are real-valued functions. Taking the modulus of
(31), we obtain
e2κv =
(v − κ)
2
+ w2
(v + κ)2 + w2
. (32)
Fix w and let v < 0. Then
e2κv < 1 and
(v − κ)
2
+ w2
(v + κ)
2
+ w2
> 1.
Now let v > 0. Then
e2κv > 1 and
(v − κ)
2
+ w2
(v + κ)2 + w2
< 1.
Thus, in both cases we have a contradiction and we conclude that the solutions to (32) satisfy
v(s) = 0. Therefore, the solutions of (31) satisfy
sM (s) = iw (s) , s ∈ V.
Inserting this into (13) yields
tan (κw) =
κ
w
, w ∈ R. (33)
Since the tangent function is periodic, we conclude that there are countably many values of w,
denoted by wn, n ∈ N, satisfying (33). Hence, we have (30).
In order to prove that the solutions sn ∈ V of (13) are complex conjugated we note that
M (s¯) = M (s), s ∈ V. By (30), s¯nM (s¯n) = snM (sn) = −iwn. Thus, s¯n also solves (13).
Proposition 5 Assume (A1) . Positive (negative) solutions of tan (κwn) =
κ
wn
satisfy wn ≈
npi
κ
(wn ≈ −
npi
κ
) as n→∞.
Proof. As we noted, if wn satisfies (30), then −wn also satisfies (30). Since
κ
wn
monotonically
decreases to zero for all wn > 0, by (30), we have that κwn behave as zeros of the tangent
function, i.e., that
wn ≈
npi
κ
(wn ≈ −
npi
κ
) as n→∞.
Proposition 6 Assume (A1) , (A2) , or (A1) , (B) . Then there exist ξ0 > 0 and n0 ∈ N so that
the real part of sn, n ∈ N, denoted by ξn satisfies ξn < ξ0, n > n0. Moreover, if we assume
additionally (A3) , then the solutions sn of (13) are of multiplicity one for n > n0.
Proof. Assume (A1) and (A2) . By (30) we have
(ξn + iζn) (r (sn) + ih (sn)) ≈ iwn, n > n0.
This implies
ξnr (sn) = ζnh (sn) , n ∈ N, (34)
ξnh (sn) + ζnr (sn) ≈ wn, n > n0. (35)
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Inserting (34) into (35), we obtain
ζn ≈
npi
c∞κ
because of wn ≈
npi
κ
, n > n0, (36)
or
ζn ≈ −
npi
c∞κ
because of wn ≈ −
npi
κ
, n > n0. (37)
In the case of (36), we have
ξn ≈
ζn
c∞
h (sn) ≤ 0, n > n0,
since sn belongs to the upper complex half-plane. In the case of (37), we have
ξn ≈
ζn
c∞
h (sn) ≤ 0, n > n0,
since then sn belongs to the lower complex half-plane. Thus, in both cases ξn ≤ 0 for sufficiently
large n. This proves the first assertion.
Assume (A1) and (B) . This and (30) imply sn ≈ i
wn
c∞
, for n > n0. Thus, by (34) and (35),
we obtain
|ξn| ≤
|wn|
c2∞
C
|sn|
≤
C
c∞
, n > n0.
So, the real parts ξn of solutions sn of (13) satisfy ξn ∈
[
− C
c∞
, C
c∞
]
, for n > n0. This is even a
stronger condition for the zeros, but it will not be used in the sequel.
In order to prove that the solutions sn, n > n0, of f are of multiplicity one, we use (A3) ,
differentiate (13) and obtain
df (s)
ds
=
((
1 + κ2
)
sinh (κsM (s)) + κsM (s) cosh (κsM (s))
) d
ds
(sM (s)) , s ∈ V.
Calculating the previous expression at sn, we have that∣∣∣∣∣ df (s)ds
∣∣∣∣
s=sn
∣∣∣∣∣ =
∣∣(1 + κ2) sin (κwn) + κwn cos (κwn)∣∣
∣∣∣∣∣
[
d
ds
(sM (s))
]
s=sn
∣∣∣∣∣
is different from zero by (A3) .
4.1.2 Estimates
In the sequel, we assume (A1) - (A4) .
Let R > 0. A quarter of a disc, denoted by D, and its boundary Γ are defined by
D = DR =
{
s = ρ eiϕ | ρ ≤ R, ϕ ∈
(pi
2
, pi
)}
,
Γ = ΓR =
{
s = R eiϕ | ϕ ∈
(pi
2
, pi
)}
.
Let S be the set of all solutions of (13) in D.
In the calculation of P and Q in the next subsections, we shall need the estimates given in
the next two lemmas. Recall, S is the set of zeros.
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Lemma 7 Let η > 0 and
Dη = {s ∈ D | |s− sj | > η, sj ∈ S} .
Then there exist s0 > 0 and pη > 0, such that
|f (s)| > pη, if s ∈ Dη, |s| > s0. (38)
Remark 8 We shall have in the sequel that certain assertions hold for n > n0. This is related to
the subindexes of the solutions to (13), but it also implies that we consider domains in D where
|s| > s0, where s0 depends on n0.
Proof. If (38) does not hold, then there exists a sequence {s˜n}n∈N ∈ Dη such that
|f (s˜n)| = ηn → 0, n→∞. (39)
This implies
|Re (s˜nM (s˜n))| → 0, |Im (s˜nM (s˜n))| → ∞, as n→∞.
Our aim is to show that there exist N ∈ N and sN ∈ S, so that
|s˜N − sN | ≤ η (40)
and this will be the contradiction. Let δ < pi
c∞κ
and δ ≪ η. Recall that there exists n0, such
that for sn ∈ S, n > n0, there holds
Re (snM (sn)) = 0,
∣∣∣∣Im (snM (sn))− npic∞κ
∣∣∣∣ < δ2 .
Now consider the intervals
In =
(
npi
c∞κ
+
δ
2
,
(n+ 1)pi
c∞κ
−
δ
2
)
, In+1 =
(
(n+ 1)pi
c∞κ
+
δ
2
,
(n+ 2)pi
c∞κ
−
δ
2
)
, . . . .
Since |Re (s˜nM (s˜n))| → 0, we see that
|Im (s˜nM (s˜n))| ∈ In ∪ In+1 ∪ . . . , n > n0.
Put κs˜nM (s˜n) = tn + iτn, n ∈ N. We have
2κf (s˜n) = tn
(
etn − e−tn
)
cos τn − τn
(
etn + e−tn
)
sin τn + κ
2
(
etn + e−tn
)
cos τn
+i
(
tn
(
etn + e−tn
)
sin τn + τn
(
etn − e−tn
)
cos τn + κ
2
(
etn − e−tn
)
sin τn
)
.
(41)
Put τn = knpi + rn, rn < pi, where kn, n ∈ N is an increasing sequence of natural numbers. We
shall show that rn must have a subsequence tending to zero and this will lead to (40), i.e., to
the contradiction with s˜n ∈ Dη.
So let us assume that rn does not have a subsequence converging to zero; so rn >
δ
2 , n > n0.
Having in mind that tn → 0, and dropping summands tending to zero in (41), one obtains
(n→∞)
|2κf (s˜n) | ∼ | − τn
(
etn + e−tn
)
sin τn + κ
2
(
etn + e−tn
)
cos τn|
= | − (knpi + rn)
(
etn + e−tn
)
sin rn + κ
2
(
etn + e−tn
)
cos rn|
∼ | − knpi
(
etn + e−tn
)
sin rn − rn
(
etn + e−tn
)
sin rn + κ
2
(
etn + e−tn
)
cos rn|.
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Now we see that the first summand on the last right hand side tends to infinity, while the second
and the third one are bounded. This is in contradiction with (39), so lemma is proved.
In the next proposition we shall find estimates on f needed for the later calculation of inte-
grals.
Proposition 9
(i) Let D0 be a subdomain of D. If |Re (sM(s))| > d, s ∈ D0 ⊂ D, then there exist c > 0 and
s0 > 0 such that
|f(s)| ≥ c|sM(s)| |sinh (κsM (s))| , s ∈ D0, |s| > s0.
(ii) If s ∈ Dη, |s| > s0 (see Lemma 7), then |f(s)| ≥ pη.
Note that in the case (ii) condition |Re (sM(s))| ≤ d is not assumed, although we consider
this case in (ii) , since this part is already a consequence of Lemma 7.
Proof. (i) follows from the fact that sM(s) sinh(κsM(s)) tends faster to the infinity than
cosh(κsM(s)) when |s| → ∞, s ∈ D0. So, for some c > 0 and |s| > s0,
|f (s)| ≥ |sM (s)| |sinh(κsM(s))| − κ2 |cosh (κsM (s))|
≥ c |sM (s)| |sinh(κsM(s))| .
This implies the assertion.
We need one more estimate of f in the case when we have to control how s is close to the
zero set S of f . This is needed for the small deformation of the circle arc ΓR near the point of
ΓR which is close to some zero of f . We need assumptions (A3) and (A4) .
For the later use we choose ε > 0 such that ε < θ2 (θ is from (A4)) and that the difference
|s1M(s1)− s2M(s2)| ≤ γ implies small differences
|cosh(s1M(s1))− cosh(s2M(s2))| < δ1, |sinh(s1M(s1))− sinh(s2M(s2))| < δ1,
as we shall need in the proof of the next lemma (in (48)).
Lemma 10 Let 0 < ε < θ2 . Then there exist n0 ∈ N and d > 0 such that for sj ∈ S
j > n0, ε < |s− sj | ≤ 2ε⇒ Re (sM (s)) > d. (42)
Proof. Since for suitable n0
|sn+1 − sn| ≥ |Im (sn+1 − sn)| ≈
pi
c∞κ
>
pi
2c∞κ
, n > n0,
we have that the balls L (sj , 2ε) are disjoint for j > n0. Let j > n0 and ε < |s− sj | ≤ 2ε. By the
Taylor formula we have
|f (s)− f (sj)| =
∣∣∣∣df (s¯)ds
∣∣∣∣ |s− sj | > ε
∣∣∣∣df (s¯− sj)ds
∣∣∣∣ , ε < |s¯| ≤ 2ε. (43)
So with n0 large enough we have |s| > s0 so that (A3) implies∣∣∣∣ dds (sM (s))
∣∣∣∣ ≥ c, for |s| > s0.
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In the sequel we shall refer to the following set of conditions
j > n0, |s| > s0, ε < |s− sj | ≤ 2ε, ε < |s¯| ≤ 2ε. (44)
Assuming (44), it follows∣∣∣∣df (s¯)ds
∣∣∣∣ = ∣∣(1 + κ2) sinh (κs¯M (s¯)) + κs¯M (s¯) cosh (κs¯M (s¯))∣∣
∣∣∣∣
[
d
ds
(sM (s))
]
s=s¯
∣∣∣∣
≥ c
(
κ |s¯M (s¯)| |cosh (κs¯M (s¯))| −
(
1 + κ2
)
|sinh (κs¯M (s¯))|
)
. (45)
Now, we estimate |f |, assuming (44), and obtain
|f (s)| ≤ |sM (s)| |sinh (κsM (s))|+ κ |cosh (κsM (s))| . (46)
Using (45), (46) with (44) in (43), we have
|sM (s)| |sinh (κsM (s))|+ κ |cosh (κsM (s))|
> εc
(
κ |s¯M (s¯)| |cosh (κs¯M (s¯))| −
(
1 + κ2
)
|sinh (κs¯M (s¯))|
)
. (47)
The final part of the proof of the lemma is to show that (47) implies that there exists d such
that (42) holds if (44) is satisfied. Contrary to (42), assume that there exist sequences s˜n, sjn
and dn → 0 such that
|Re (s˜n)M (s˜n)| ≤ dn, if ε < |s˜n − sjn | ≤ 2ε, n > n0.
Since s˜n, n > n0 satisfies (44), by (47), we would have
|s˜nM (s˜n)| |sinh (κs˜nM (s˜n))|+ κ |cosh (κs˜nM (s˜n))|
> εc
(
κ |s¯nM (s¯n)| |cosh (κs¯nM (s¯n))| −
(
1 + κ2
)
|sinh (κs¯nM (s¯n))|
)
. (48)
The second addend on the right hand side tends to zero, thus we neglect it. Moreover, we note
that κ |cosh (κs˜nM (s˜n))| cannot majorize εcκ |s¯nM (s¯n)| |cosh (κs¯nM (s¯n))| since the second one
tends to infinity while the first one is finite. Thus, in (48), leading terms on both sides are the
first ones (with s˜nM (s˜n) and s¯nM (s¯n)) and we skip the second terms on both sides of (48). It
follows, with another c0 > 0,
|s˜nM (s˜n)| |sinh (κs˜nM (s˜n))| ≥ c0 |s¯nM (s¯n)| |cosh (κs¯nM (s¯n))| . (49)
Now according to (49) we can choose γ (which then determines θ) and ε so that, with suitable
δ1 and c1, (48) implies
|sinh (κs˜nM (s˜n))| > c1 |cosh (κs¯nM (s¯n))| ,
on the domain (44). However, this leads to the contradiction, since |sinh (κs˜nM (s˜n))| → 0, while
|cosh (κs¯nM (s¯n))| is close to one, under the assumptions. This proves the lemma.
We note that we can choose η in Lemma 7 to be equal to 2ε of Lemma 10. In this way we
obtain that Lemma 10 and Proposition 9 imply:
Proposition 11
(i) There exists ε > 0 and d > 0 such that, for ε < |s− sn| ≤ 2ε, sn ∈ S and |s| > s0
|Re (sM (s))| > d
and
|f(s)| ≥ c |sM(s)| |sinh(κsM(s))| , ε < |s− sn| ≤ 2ε, sn ∈ S, |s| > s0.
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(ii) Let |s− sn| > 2ε, sn ∈ S, |s| > s0 and d, ε, c be as in (i).
a) If |Re (sM (s))| > d, then
|f(s)| ≥ c |sM(s)| |sinh(κsM(s))| .
b) If |Re (sM (s))| ≤ d, then
|f(s)| > p2ε
(see the comment before the proof of Proposition 9).
With the notation of the previous proposition, we finally come to corollaries which will be
used in the subsequent subsections. We keep the notation from Proposition 11.
Corollary 12
(i) There exists ε > 0 and C > 0 such that for ε < |s− sn| ≤ 2ε, sn ∈ S and |s| > s0,
|sM(s) sinh (κxsM (s))|
|f(s)|
≤
1
c
e−κ(1−x)Re(sM(s)) ≤ C;
(ii) for |s− sn| > 2ε, sn ∈ S, |s| > s0
|sM(s) sinh (κxsM (s))|
|f(s)|
≤
1
c
e−κ(1−x)Re(sM(s)) ≤ C,
or
|sM(s) sinh (κxsM (s))|
|f(s)|
≤
deκxd
∣∣1− e−2κxsM(s)∣∣
p2ε
≤ C.
Since we also need to estimate |cosh(κxsM(s))||f(s)| , we use again Proposition 11. Moreover, we use
the fact that in the case |Re (sM (s))| > d, there exists c > 0 such that
|cosh (κxsM (s))| ≤ c |sinh (κxsM (s))| , |s| → ∞.
Corollary 13
(i) There exists ε > 0 and C > 0 such that for ε < |s− sn| ≤ 2ε, sn ∈ S |s| > s0,
|cosh (κxsM (s))|
|f(s)|
≤
1
c · c∞
1
|s|
e−κ(1−x)Re(sM(s)) ≤
C
|s|
;
(ii) for |s− sn| > 2ε, sn ∈ S, |s| > s0
|cosh (κxsM (s))|
|f(s)|
≤
1
c · c∞
1
|s|
e−κ(1−x)Re(sM(s)) ≤
C
|s|
,
or
|cosh (κxsM (s))|
|f(s)|
≤
eκxd
∣∣1 + e−2κxsM(s)∣∣
p2ε
≤ C.
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Figure 1: Integration contour Γ
4.2 Continuation of the proofs of Theorems 1 and 2
In this section we finish the proofs of Theorems 1 and 2. First, we finish the proof of Theorem 1.
Proof of Theorem 1. Step 2. We calculate P (x, t) , x ∈ [0, 1] , t ∈ R, by the integration
over the contour given in Figure 1. Small, inside or outside half-circles, depending on the zeros
of f near Γ2 and Γ6, have radius ε determined in Corollaries 12 and 13. This will be explained
in the proof. The Cauchy residues theorem yields
∮
Γ
P˜ (x, s) estds = 2pii
∞∑
n=1
(
Res
(
P˜ (x, s) est, sn
)
+Res
(
P˜ (x, s) est, s¯n
))
, (50)
where Γ = Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4 ∪ Γ5 ∪ Γ6 ∪ Γ7 ∪ γ0, so that poles of P˜ lie inside the contour Γ.
First we show that the series of residues in (15) is real-valued and convergent. Proposition 6
implies that the poles sn, n ∈ N, of P˜ , given by (28), are simple for sufficiently large n. Then
the residues in (50) can be calculated using (16) as
Res
(
P˜ (x, s) est, sn
)
=
[
M (s) sinh (κxsM (s))
(1 + κ2) sinh (κsM (s)) + κsM (s) cosh (κsM (s))
]
s=sn
×
[
est
s dds (sM (s))
]
s=sn
, x ∈ [0, 1] , t > 0. (51)
Substituting (30) in (51), one obtains (x ∈ [0, 1] , t > 0)
Res
(
P˜ (x, s) est, sn
)
=
wn sin (κwnx)
(1 + κ2) sin (κwn) + κwn cos (κwn)
esnt[
s2 dds (sM (s))
]
s=sn
.
Proposition 6 implies ∣∣esnt∣∣ < c¯eat, t > 0,
for some a ∈ R. Since |sn| ≈
npi
c∞κ
and |wn| ≈
npi
κ
, for n > n0, it follows
∣∣∣Res(P˜ (x, s) est, sn)∣∣∣ ≤ c¯
κ
eat∣∣∣[s2 dds (sM (s))]s=sn
∣∣∣ , x ∈ [0, 1] , t > 0.
Now we use assumption (A3) . This implies that there exists K > 0 such that
∣∣∣Res(P˜ (x, s) est, sn)∣∣∣ ≤ K eat
n2
, x ∈ [0, 1] , t > 0.
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This implies that the series of residues in (50), i.e., in (15) is convergent.
Now, we calculate the integral over Γ in (50). First, we consider the integral along con-
tour Γ1 = {s = p+ iR | p ∈ [0, s0] , R > 0} , where R is defined as follows. Take n0 so that∣∣∣Im sn − npic∞κ
∣∣∣ < η, where 0 < η ≪ 12 pic∞κ , for n > n0, and put
R =
npi
c∞κ
+
1
2
pi
c∞κ
, n > n0. (52)
By (28) and Corollary 12, we have∣∣∣P˜ (x, s)∣∣∣ ≤ C
|s|
2 , |s| → ∞. (53)
Using (53), we calculate the integral over Γ1 as
lim
R→∞
∣∣∣∣
∫
Γ1
P˜ (x, s) estds
∣∣∣∣ ≤ limR→∞
∫ s0
0
∣∣∣P˜ (x, p+ iR)∣∣∣ ∣∣∣e(p+iR)t∣∣∣ dp
≤ C lim
R→∞
∫ s0
0
1
R2
eptdp = 0, x ∈ [0, 1] , t > 0.
Similar arguments are valid for the integral along contour Γ7. Thus, we have
lim
R→∞
∣∣∣∣
∫
Γ7
P˜ (x, s) estds
∣∣∣∣ = 0, x ∈ [0, 1] , t > 0.
Next, we consider the integral along contour Γ2. As it is said for Figure 1, the contour
Γ2 consists of parts of contour ΓR =
{
s = R eiφ | φ ∈
[
pi
2 , pi
]}
and of finite number of contours
Γε = {|s− sk| = ε | f (sk) = 0} encircling the poles sk, either from inside, or from outside of ΓR.
(Note that the distances between poles are greater than ε, n > n0.) More precisely, if a pole is
inside of DR, then Γε is outside of DR and if a pole is outside of DR, then Γε is inside of DR.
By (53), the integral over the contour Γ2 becomes
lim
R→∞
∣∣∣∣
∫
Γ2
P˜ (x, s) estds
∣∣∣∣ ≤ limR→∞
∫ pi
pi
2
∣∣∣P˜ (x,Reiφ)∣∣∣ ∣∣∣eRteiφ∣∣∣ ∣∣iReiφ∣∣ dφ
≤ C lim
R→∞
∫ pi
pi
2
1
R
eRt cosφdφ = 0, x ∈ [0, 1] , t > 0,
since cosφ ≤ 0 for φ ∈
[
pi
2 , pi
]
. Similar arguments are valid for the integral along Γ6. Thus, we
have
lim
R→∞
∣∣∣∣
∫
Γ6
P˜ (x, s) estds
∣∣∣∣ = 0, x ∈ [0, 1] , t > 0.
Consider the integral along Γ4. Let |s| → 0. Then, by (A1) , sM (s)→ 0, cosh (κsM (s))→ 1,
sinh (κsM (s))→ 0 and sinh (κxsM (s)) ≈ κxsM (s) . Hence, from (28) we have∣∣∣P˜ (x, s)∣∣∣ ≈ x |M (s)|2 ≈ c20x, x ∈ [0, 1] , s ∈ V, |s| → 0. (54)
The integration along contour Γ4 gives
lim
r→0
∣∣∣∣
∫
Γ4
P˜ (x, s) estds
∣∣∣∣ ≤ limr→0
∫ pi
−pi
∣∣∣P˜ (x, reiφ)∣∣∣ ∣∣∣erteiφ∣∣∣ ∣∣ireiφ∣∣ dφ
≤ c20x lim
r→0
∫ pi
−pi
rert cosφdφ = 0, x ∈ [0, 1] , t > 0,
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where we used (54).
Integrals along Γ3, Γ5 and γ0 give (x ∈ [0, 1] , t > 0)
lim
R→∞
r→0
∫
Γ3
P˜ (x, s) estds =
∫ ∞
0
M
(
qeipi
)
sinh
(
κxqM
(
qeipi
))
e−qt
q (qM (qeipi) sinh (κqM (qeipi)) + κ cosh (κqM (qeipi)))
dq,
(55)
lim
R→∞
r→0
∫
Γ5
P˜ (x, s) estds = −
∫ ∞
0
M
(
qe−ipi
)
sinh
(
κxqM
(
qe−ipi
))
e−qt
q (qM (qe−ipi) sinh (κqM (qe−ipi)) + κ cosh (κqM (qe−ipi)))
dq,
(56)
lim
R→∞
∫
γ
0
P˜ (x, s) estds = 2piiP (x, t) . (57)
We note that (57) is valid if the inversion of the Laplace transform exists, which is true since
all the singularities of P˜ are left from the line γ0 and the estimates on P˜ over γ0 imply the
convergence of the integral. Summing up (55), (56) and (57) we obtain the left hand side of (50)
and finally P in the form given by (15). Analyzing separately
1
pi
∫ ∞
0
Im
(
M
(
qe−ipi
)
sinh
(
κxqM
(
qe−ipi
))
qM (qe−ipi) sinh (κqM (qe−ipi)) + κ cosh (κqM (qe−ipi))
)
e−qt
q
dq,
2
∞∑
n=1
Re
(
Res
(
P˜ (x, s) est, sn
))
,
we conclude that both terms appearing in (15) are continuous functions on t ∈ [0,∞) , for every
x ∈ [0, 1] . The continuity also holds with respect to x ∈ [0, 1] if we fix t ∈ [0,∞). This implies
that u is a continuous function on [0, 1]× [0,∞) . From the uniqueness of the Laplace transform
it follows that u is unique. Since F belongs to S ′+, it follows that
u (x, ·) = F (·) ∗ P (x, ·) ∈ S ′+,
for every x ∈ [0, 1] and u ∈ C
(
[0, 1] ,S ′+
)
.Moreover, if F ∈ L1loc ([0,∞)) , then u ∈ C ([0, 1]× [0,∞)) ,
since P is continuous.
Next, we complete the proof of Theorem 2.
Proof of Theorem 2. Step 2. Since F˜ (s) = H˜ (s) = 1
s
, s 6= 0, by (27) and (29) we obtain
σ˜H (x, s) =
1
s
κ cosh (κxsM (s))
sM (s) sinh (κsM (s)) + κ cosh (κsM (s))
, x ∈ [0, 1] , s ∈ V. (58)
We calculate σH (x, t) , x ∈ [0, 1] , t ∈ R, by the integration over the same contour from Figure
1. The Cauchy residues theorem yields
∮
Γ
σ˜H (x, s) e
stds = 2pii
∞∑
n=1
(
Res
(
σ˜H (x, s) e
st, sn
)
+Res
(
σ˜H (x, s) e
st, s¯n
))
, (59)
so that poles of Q˜ lie inside the contour Γ.
First we show that the series of residues in (17) is convergent and real-valued. The poles sn,
n ∈ N, of σ˜H , given by (58) are the same as for the function P˜ , (28). By Proposition 6 we have
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that the poles sn, n ∈ N, are simple for sufficiently large n. Then, for n > n0, the residues in
(59) can be calculated using (19) as
Res
(
σ˜H (x, s) e
st, sn
)
=
[
κ cosh (κxsM (s))
(1 + κ2) sinh (κsM (s)) + κsM (s) cosh (κsM (s))
]
s=sn
×
[
est
s dds (sM (s))
]
s=sn
, x ∈ [0, 1] , t > 0.
By the use of (30) we obtain (x ∈ [0, 1] , t > 0)
Res
(
σ˜H (x, s) e
st, sn
)
=
κ cos (κwnx)
(1 + κ2) sin (κwn) + κwn cos (κwn)
esnt[
s dds (sM (s))
]
s=sn
.
Proposition 6 implies ∣∣esnt∣∣ < c¯eat, t > 0,
for some a ∈ R. Since |sn| ≈
npi
c∞κ
and |wn| ≈
npi
κ
, for n > n0, it follows
∣∣Res (σ˜H (x, s) est, sn)∣∣ ≤ κ
npi
c¯eat∣∣∣[s dds (sM (s))]s=sn
∣∣∣ , x ∈ [0, 1] , t > 0, n > n0.
Now we use assumption (A3) and conclude that there exists K > 0 such that
∣∣Res (σ˜H (x, s) est, sn)∣∣ ≤ K eat
n2
, x ∈ [0, 1] , t > 0, n > n0.
This implies that the series of residues in (59) (i.e., in (17)) is convergent.
Let us calculate the integral over Γ in (59). Consider the integral along contour
Γ1 = {s = p+ iR | p ∈ [0, s0] , R > 0} ,
where R is defined by (52). We use estimates
|cosh (κxsM (s))|
|f(s)|
≤
C
|s|
, or
|cosh (κxsM (s))|
|f(s)|
≤ C, (60)
from Corollary 13 in (58). With the first estimate in (60) we calculate the integral over Γ1 as
lim
R→∞
∣∣∣∣
∫
Γ1
σ˜H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ s0
0
|σ˜H (x, p+ iR)|
∣∣∣e(p+iR)t∣∣∣ dp
≤ Cκ lim
R→∞
∫ s0
0
1
R2
eptdp = 0, x ∈ [0, 1] , t > 0,
while with the second estimate in (60), we have
lim
R→∞
∣∣∣∣
∫
Γ1
σ˜H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ s0
0
|σ˜H (x, p+ iR)|
∣∣∣e(p+iR)t∣∣∣dp
≤ Cκ lim
R→∞
∫ s0
0
1
R
eptdp = 0, x ∈ [0, 1] , t > 0,
16
Similar arguments are valid for the integral along Γ7. Thus, we have
lim
R→∞
∣∣∣∣
∫
Γ7
σ˜H (x, s) e
stds
∣∣∣∣ = 0, x ∈ [0, 1] , t > 0.
Next, we consider the integral along contour Γ2, defined as in the proof of Theorem 1. With
the first estimate in (60) we have that the integral over Γ2 becomes
lim
R→∞
∣∣∣∣
∫
Γ2
σ˜H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ pi
pi
2
∣∣σ˜H (x,Reiφ)∣∣ ∣∣∣eRteiφ∣∣∣ ∣∣iReiφ∣∣ dφ
≤ Cκ lim
R→∞
∫ pi
pi
2
1
R
eRt cosφdφ = 0, x ∈ [0, 1] , t > 0,
since cosφ ≤ 0 for φ ∈
[
pi
2 , pi
]
. The integral over Γ2, in the case of the second estimate in (60)
becomes
lim
R→∞
∣∣∣∣
∫
Γ2
σ˜H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ pi
pi
2
∣∣σ˜H (x,Reiφ)∣∣ ∣∣∣eRteiφ∣∣∣ ∣∣iReiφ∣∣dφ
≤ Cκ lim
R→∞
∫ pi
pi
2
eRt cosφdφ = 0, x ∈ [0, 1] , t > 0,
since cosφ ≤ 0 for φ ∈
[
pi
2 , pi
]
. Similar arguments are valid for the integral along Γ6. Thus, we
have
lim
R→∞
∣∣∣∣
∫
Γ6
σ˜H (x, s) e
stds
∣∣∣∣ = 0, x ∈ [0, 1] , t > 0.
Consider the integral along contour Γ4. Let |s| → 0. Then, by (A1) , sM (s)→ 0, cosh (κsM (s))→
1, sinh (κsM (s))→ 0 and cosh (κxsM (s))→ 1. Hence, from (58) we have
sσH (x, s) ≈ 1.
The integration along contour Γ4 gives
lim
r→0
∫
Γ4
σ˜H (x, s) e
stds = lim
r→0
∫ −pi
pi
σ˜H
(
x, reiφ
)
erte
iφ
ireiφdφ
= i
∫ −pi
pi
dφ = −2pii, x ∈ [0, 1] , t > 0. (61)
Integrals along Γ3, Γ5 and γ0 give (x ∈ [0, 1] , t > 0)
lim
R→∞
r→0
∫
Γ3
σ˜H (x, s) e
stds = −
∫ ∞
0
κ cosh
(
κxqM
(
qeipi
))
e−qt
q (qM (qeipi) sinh (κqM (qeipi)) + κ cosh (κqM (qeipi)))
dq,
(62)
lim
R→∞
r→0
∫
Γ5
σ˜H (x, s) e
stds =
∫ ∞
0
κ cosh
(
κxqM
(
qe−ipi
))
e−qt
q (qM (qe−ipi) sinh (κqM (qe−ipi)) + κ cosh (κqM (qe−ipi)))
dq,
(63)
lim
R→∞
∫
γ
0
σ˜H (x, s) e
stds = 2piiσH (x, t) . (64)
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By the same arguments as in the proof of Theorem 1 we have that (64) is valid if the inversion of
the Laplace transform exists. This is true since all the singularities of σ˜H are left from the line
γ0 and appropriate estimates on σ˜H are satisfied. Adding (61), (62), (63) and (64) we obtain
the left hand side of (59) and finally σH in the form given by (17).
Function σH is a sum of three addends: H and
κ
pi
∫ ∞
0
Im
(
cosh
(
κxqM
(
qeipi
))
qM (qeipi) sinh (κqM (qeipi)) + κ cosh (κqM (qeipi))
)
e−qt
q
dq,
2
∞∑
n=1
Re
(
Res
(
σ˜H (x, s) e
st, sn
))
.
As in the case of Theorem 1, the explicit form of solution implies that σH is continuous on
[0, 1]× [0,∞) .
5 The case of elastic rod
We treat the case of elastic rod separately. Then, for s ∈ V, M (s) = 1 (r (s) = 1 and h (s) ≡ 0)
and clearly, all the conditions (A1) - (A4) hold. By (28) and (29) we have
P˜el (x, s) =
1
s
sinh (κsx)
s sinh (κs) + κ cosh (κs)
, x ∈ [0, 1] , s ∈ V, (65)
Q˜el (x, s) =
κ cosh (κsx)
s sinh (κs) + κ cosh (κs)
, x ∈ [0, 1] , s ∈ V. (66)
We apply the results of the previous section. Propositions 4 and 5 imply that the zeros of
fel (s) := s sinh (κs) + κ cosh (κs) = 0, s ∈ V,
are of the form
sn = iwn, tan (κwn) =
κ
wn
, wn ≈ ±
npi
κ
, as n→∞.
Each of these zeros is of multiplicity one for n > n0. Moreover, all the zeros sn, n > n0, of fel lie
on the imaginary axis, so that we do not have the branch point at s = 0. This implies that the
integrals over Γ3 and Γ5 (see Figure 1) are equal to zero. So we have the following modifications.
Theorem 14 Let F ∈ S ′+. Then the unique solution u to (1) - (4) is given by
u (x, t) = F (t) ∗ Pel (x, t) , x ∈ [0, 1] , t > 0,
where
Pel (x, t) = 2
∞∑
n=1
sin (κwnx) sin (wnt)
wn ((1 + κ2) sin (κwn) + κwn cos (κwn))
, x ∈ [0, 1] , t > 0. (67)
In particular, u ∈ C
(
[0, 1] ,S ′+
)
. Moreover, if F ∈ L1loc ([0,∞)) , then u ∈ C ([0, 1]× [0,∞)) .
Proof. The explicit form of Pel is obtained from (65) by the use of the Cauchy residues theorem
(x ∈ [0, 1] , t > 0)
1
2pii
∮
Γel
P˜el (x, s) e
stds =
∞∑
n=1
(
Res
(
P˜el (x, s) e
st, sn
)
+Res
(
P˜el (x, s) e
st, s¯n
))
, (68)
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where the integration contour Γel = Γ1 ∪ Γ2 ∪ Γ3 ∪ γ0 is presented in Figure 2.
First we show that the series of residues in (68) is real-valued and convergent. Since the
poles sn = iwn (and s¯n = −iwn) of P˜el (x, s) e
st are simple for n > n0, the residues in (68) are
calculated by (x ∈ [0, 1] , t > 0)
Res
(
P˜el (x, s) e
st, sn
)
=
[
1
s
sinh (κsx) est
d
ds (s sinh (κs) + κ cosh (κs))
]
s=iwn
=
sin (κwnx) (sin (wnt)− i cos (wnt))
wn ((1 + κ2) sin (κwn) + κwn cos (κwn))
.
Since wn ≈ ±
npi
κ
, as n→∞, the previous expression becomes
∣∣∣Res(P˜el (x, s) est, sn)∣∣∣ ≤ k
n2
, x ∈ [0, 1] , t > 0, n > n0.
We conclude that the series of residues is convergent.
Now, we calculate the integral over Γ in (68). First, we consider the integral along contour
Γ1 = {s = p+ iR | p ∈ [0, s0] , R > 0} , where R is defined as
R =
npi
κ
+
1
2
pi
κ
, n > n0. (69)
Let x ∈ [0, 1] , t > 0. By (65) and Corollary 12, we have
∣∣∣P˜el (x, s)∣∣∣ ≤ C
|s|2
, |s| → ∞. (70)
Using (70), we calculate the integral over Γ1 as
lim
R→∞
∣∣∣∣
∫
Γ1
P˜el (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ s0
0
∣∣∣P˜el (x, p+ iR)∣∣∣ ∣∣∣e(p+iR)t∣∣∣dp
≤ C lim
R→∞
∫ s0
0
1
R2
eptdp = 0.
Similar arguments are valid for the integral along Γ3. Thus, we have
lim
R→∞
∣∣∣∣
∫
Γ3
P˜el (x, s) e
stds
∣∣∣∣ = 0, x ∈ [0, 1] , t > 0.
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Next, we consider the integral along contour Γ2 =
{
s = R eiφ | φ ∈
[
−pi2 ,
pi
2
]}
. By using (70), the
integral over the contour Γ2 becomes
lim
R→∞
∣∣∣∣
∫
Γ2
P˜el (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ pi
2
−pi
2
∣∣∣P˜el (x,Reiφ)∣∣∣ ∣∣∣eRteiφ∣∣∣ ∣∣iReiφ∣∣ dφ
≤ C lim
R→∞
∫ pi
2
−pi
2
1
R
eRt cosφdφ = 0, x ∈ [0, 1] , t > 0,
since cosφ ≤ 0 for φ ∈
[
−pi2 ,
pi
2
]
. Integrating along the Bromwich contour, we have
lim
R→∞
∫
γ
0
P˜el (x, s) e
stds = 2piiPel (x, t) , x ∈ [0, 1] , t > 0.
Therefore, (68) yields Pel in the form (67). The last assertion of the theorem follows from
the proof of Theorem 1.
Theorem 15 Let F = H. Then the unique solution σ
(el)
H to (1) - (4), is given by
σ
(el)
H (x, t) = −2κ
∞∑
n=1
cos (κwnx) cos (wnt)
wn ((1 + κ2) sin (κwn) + κwn cos (κwn))
, x ∈ [0, 1] , t > 0. (71)
In particular, σ
(el)
H is continuous on [0, 1]× [0,∞) .
Proof. The explicit forms of σ
(el)
H is obtained from (66) and (27)2, with F˜ =
1
s
, i.e.
σ˜
(el)
H (x, s) =
1
s
κ cosh (κsx)
s sinh (κs) + κ cosh (κs)
, x ∈ [0, 1] , s ∈ V,
by the use of the Cauchy residues theorem (x ∈ [0, 1] , t > 0)
1
2pii
∮
Γel
σ˜
(el)
H (x, s) e
stds =
∞∑
n=1
(
Res
(
σ˜
(el)
H (x, s) e
st, sn
)
+Res
(
σ˜
(el)
H (x, s) e
st, s¯n
))
, (72)
where the integration contour Γel is the contour from Figure 2.
First we show that the series of residues in (72) is convergent and real-valued. Since the
poles sn = iwn (and s¯n = −iwn) of σ˜
(el)
H (x, s) e
st are simple for n > n0, the residues in (72) are
calculated by
Res
(
σ˜
(el)
H (x, s) e
st, sn
)
=
[
1
s
κ cosh (κsx) est
d
ds (s sinh (κs) + κ cosh (κs))
]
s=iwn
= −
κ cos (κwnx) (cos (wnt) + i sin (wnt))
wn ((1 + κ2) sin (κwn) + κwn cos (κwn))
, n > n0.
As n→∞ wn ≈ ±
npi
κ
, so that the previous expression becomes
∣∣∣Res(σ˜(el)H (x, s) est, sn)∣∣∣ ≤ kn2 , x ∈ [0, 1] , t > 0, n > n0.
We conclude that the series of residues is convergent.
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Let us calculate the integral over Γel in (72). Consider the integral along contour Γ1 =
{s = p+ iR | p ∈ [0, s0] , R > 0} , where R is defined by (69). We use estimates
|cosh (κxs)|
|fel(s)|
≤
C
|s|
, or
|cosh (κxs)|
|fel(s)|
≤ C, (73)
from Corollary 13 in (71). With the first estimate in (73) we calculate the integral over Γ1 as
lim
R→∞
∣∣∣∣
∫
Γ1
σ˜
(el)
H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ s0
0
∣∣∣σ˜(el)H (x, p+ iR)∣∣∣ ∣∣∣e(p+iR)t∣∣∣ dp
≤ Cκ lim
R→∞
∫ s0
0
1
R2
eptdp = 0, x ∈ [0, 1] , t > 0,
while with the second estimate in (73), we have
lim
R→∞
∣∣∣∣
∫
Γ1
σ˜
(el)
H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ s0
0
∣∣∣σ˜(el)H (x, p+ iR)∣∣∣ ∣∣∣e(p+iR)t∣∣∣dp
≤ Cκ lim
R→∞
∫ s0
0
1
R
eptdp = 0, x ∈ [0, 1] , t > 0.
Similar arguments are valid for the integral along Γ3. Thus, we have
lim
R→∞
∣∣∣∣
∫
Γ3
σ˜
(el)
H (x, s) e
stds
∣∣∣∣ = 0, x ∈ [0, 1] , t > 0.
Next, we consider the integral along contour Γ2 =
{
s = R eiφ | φ ∈
[
−pi2 ,
pi
2
]}
. With the first
estimate in (73) we have that the integral over Γ2 becomes
lim
R→∞
∣∣∣∣
∫
Γ2
σ˜
(el)
H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ pi
2
−pi
2
∣∣∣σ˜(el)H (x,Reiφ)∣∣∣ ∣∣∣eRteiφ∣∣∣ ∣∣iReiφ∣∣dφ
≤ Cκ lim
R→∞
∫ pi
2
−pi
2
1
R
eRt cosφdφ = 0, x ∈ [0, 1] , t > 0,
since cosφ ≤ 0 for φ ∈
[
−pi2 ,
pi
2
]
. The integral over Γ2, in the case of the second estimate in (73)
becomes
lim
R→∞
∣∣∣∣
∫
Γ2
σ˜H (x, s) e
stds
∣∣∣∣ ≤ limR→∞
∫ pi
2
−pi
2
∣∣σ˜H (x,Reiφ)∣∣ ∣∣∣eRteiφ∣∣∣ ∣∣iReiφ∣∣dφ
≤ Cκ lim
R→∞
∫ pi
2
−pi
2
eRt cosφdφ = 0, x ∈ [0, 1] , t > 0,
since cosφ ≤ 0 for φ ∈
[
−pi2 ,
pi
2
]
. Integrating along the Bromwich contour, we have
lim
R→∞
∫
γ
0
σ˜
(el)
H (x, s) e
stds = 2piiσ
(el)
H (x, t) , x ∈ [0, 1] , t > 0.
Therefore, (72) yields σ
(el)
H in the form (71). The last assertion of the theorem follows from
the proof of Theorem 2.
Remark 16 Numerical analysis for specific choices of constitutive equations, as well as the
interpretation of the results is given in [8].
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