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Eye  activity  has  larger  electrical  potential  than  the  average  electroencephalogram  (EEG)  recording,  thus
making  it one  of  the  major  sources  of  artefacts.  Ocular  artefacts  (OA)  must  be removed  as  completely
as  possible  with  little  or no loss  of  EEG  to obtain  a higher  quality  EEG.  Using  independent  component
analysis  (ICA),  the  EEG  is separated  into  independent  components  (IC)  and  the  contaminated  component
is  removed,  thus  removing  the  OA.  However,  ICA does  not  separate  the  sources  completely  and  some  of
the meaningful  EEG  is lost.  In this  paper,  a new  method  combining  ICA  and  wavelet neural  networking
(WNN)  is  proposed.  In  this  method,  WNN  is  applied  to  the contaminated  ICs, correcting  the OA and  thus
lowering  the  data  lost.  The  method  was  evaluated  using  simulated  and  real  datasets  and  the  results  show
that  the  OA are  successfully  removed  with  very  little  data  loss.
ublis©  2014  The  Authors.  P
. Introduction
There exist many signal sources known as artefacts that lower
he quality of electroencephalography (EEG). Among all the arte-
acts, ocular artefacts (OA) are the most dominant. OA exist through
ye movements and blinks which generates a signal greater in
agnitude than EEG signals, allowing it to travel throughout the
calp, masking and distorting EEG signals [1–4]. In order to obtain
igher quality EEG signals, these artefacts must be removed with-
ut distorting or removing any of the underlying EEG data. There
re numerous methods to restrict OA. One of the simpler methods
s restricting the eye movements and blinking of the subject by ﬁx-
ting on a stable point. However, during experiments it is difﬁcult
or the subject to perform this task especially for infants or persons
ith certain disabilities. Also, the effort of performing the task can
ave a signiﬁcant impact on the acquired EEG data [5]. Another
ethod is to recognize and remove contaminated trials from the
tudy. Contaminated trials are recognized by detecting spike like
ignals with magnitudes greater than the EEG signal. The removal
f these contaminated trials will however lead to loss of EEG data.Many complex methods for detecting and removing artefacts
ave been proposed. One such method, known as independent
omponent analysis (ICA), makes use of blind source separation
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[4,6] to determine the original sources (or an estimate of the
sources) of a set of signals where each signal is assumed to be a
linear mixture of the sources. There exist different assumptions,
such as non-Gaussian (NG), non-stationary (NS), spectral density
(SD), and hybrid for the static model of the sources [7]. For this
article an assumption was made that the signals are NG (sources
are independent processes) and from [7,8] it was determined that
INFOMAX, NG ICA tool, produces the best results assisting with OA
removal and source separation thus it will be used throughout this
article.
ICA has become a popular method in removing artefacts from
EEG data. This is accomplished through removal of the component
(source) containing the artefact and remixing remaining sources.
The disadvantage of ICA is that the components do not necessarily
only contain artefact data, but also contains underlying EEG data
[2]. Removing the contaminated component will thus lead to loss
of EEG data. Addressing this issue, Wang et al. [4] combined ICA
and a system identiﬁcation technique to correct the contaminated
component. The system identiﬁcation technique, auto-regressive
exogenous (ARX) uses a short period of clean EEG before the con-
tamination as reference EEG for correction.
Another method known as wavelet thresholding, based on
wavelet transform, uses wavelets or wavelet packets to decompose
a signal into sets of coefﬁcients which represents the original signal
in time and frequency domains. In the low-frequency sub-bands,
large coefﬁcients are produced if an OA is present in the original
signal. These large coefﬁcients are then decreased by a linear or
nonlinear threshold to remove the OA [9]. The decomposition of
the signal into detailed coefﬁcients is a great advantage because
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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t can isolate all types of waveform structure in time and space.
sing this property, methods have been developed to automatically
etect and label OAs [1,3,10].
Neural networks (modelled after biological nervous system) are
omputational models that consist of an input layer, hidden layers
nd an output layer. The hidden layers consist of processing ele-
ents called neurons that are interconnected. These elements can
e trained for speciﬁc functions such as signal correction or classiﬁ-
ation by changing the weights of the elements to obtain a speciﬁc
nput–output relationship. Neural network have been trained to
ig. 1. The ﬂow diagram for detecting ocular artefacts. There are 4 primary steps: (a) decom
alues  against threshold and (c) centre OA in 1 s segment data.l Processing and Control 15 (2015) 67–79
detect and remove OA that are present in EEG [11,12]. Nguyen et al.
[9] developed a wavelet neural network (WNN) algorithm, combin-
ing the powerful estimation characteristics of neural networks and
the time–frequency properties of wavelet transforms. Experimen-
tal results on real and simulated EEG datasets proved promising.
In this paper, an ocular artefact removal method is introduced
that combines ICA and WNN. EEG data is decomposed into ICs and
wavelet transform is used to detect contaminated ICs. Wavelet
coefﬁcients are generated from the detected OA and the low-
est frequency band outlier coefﬁcients are corrected by a trained
pose EEG signals; (b) reconstruct approximate coefﬁcients; (c) compare maximum
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sig. 2. The ﬂow diagram for ICA-WNN ocular atifact correction. There are 5 step
orrection and (e) EEG reconstructed.
eural network. Patterns related only to OA will be rejected and
he underlying EEG data will be unaltered.
. Materials and methods
.1. Materials
In this paper the simulated data was used to test the perfor-
ance of the ICA-WNN correction whereas the EEG dataset was
sed to validate it.
.1.1. Simulated EEG
The EEG signal generator model utilized in [13] was originally
esigned for research on the effects caused by drugs such as anaes-
hetics on humans and focuses on 3 areas. Firstly the EEG simulation
ssists with understanding the brain and how it functions. Sec-
ndly EEG simulation provides a means for which algorithms and
quipment can be tested. Lastly EEG simulation can be used for
ducational or training purposes [13]. The EEG simulation model
as used to simulate artefact free EEG data.
In order to contaminate the simulated EEG data, OA had to be
ecorded. Contaminated EEG data was recorded for 5760-points
45 s) by a 14 channel Emotiv epoc (Emotiv, San Francisco, USA)
ystem at a sampling rate of 128 Hz. Markers were placed at eachICA decomposition; (b) contaminated IC determined; (c) OA detection; (d) WNN
instant an OA occurred. Considering that OA are situated in the
lower frequency band, the recorded data was  reﬁned by applying
a band-pass ﬁlter (FIR, 0-4 Hz) and then broken into ICs using info-
max, a blind source separation method [8]. OA at each marker was
extracted from the ICs that were identiﬁed for containing OA.
Contaminated simulated EEG were generated by randomly mix-
ing the extracted OA from ICs with the artefact free simulated EEG.
Using the clean and contaminated simulated EEG the WNN  were
trained and its performance was  quantitatively evaluated.
2.1.2. EEG dataset
The ICA-WNN method was validated using data recorded in
a motor imagery test [14]. The EEG data was  recorded from 7
healthy subjects that took part in 11 different experiments. The
data was collected using 128 channels sampled at 1000 Hz and
band-passed ﬁltered between 0.05 and 200 Hz. Subjects were
seated in a comfortable chair with arms relaxed on the armrest.
During the experiment, for 3 s, 2, 3 or 6 letters appeared on a
computer screen indicating to the subject what action they should
imagine i.e., imagining a left hand movement action or an auditory
sensation. Two  types of visual stimulations were used to indicate
the required action. Firstly the letters were indicated at a stable,
ﬁxed point, minimizing OA. Secondly the letters were indicated at
random points on the screen inducing OA. Due to the lack of OA,
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Fig. 3. Clean, contaminated and correct simulated signal for (a) training and (b)
testing of the WNN. The blue circles represents the original simulated signal, the
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Fig. 4. PSD of clean, contaminated and correct simulated signal for (a) training and
(b)  testing of the WNN. The blue circles represents the original simulated signal, thereen crosses represents the contaminated simulated signal, and the red solid line
epresents the corrected signal. (For interpretation of the references to color in this
gure legend, the reader is referred to the web  version of the article.)
atasets that were recorded using the ﬁrst stimulus method were
ot used in validating the WNN.
.2. Methods
.2.1. Independent component analysis in ocular artefact removal
The goal of ICA is to determine the independent source signals
rom a mixture of signals that have been mixed linearly by a full
anked mixing matrix [4,15–17]:
(t) = As(t) (1)
here s(t) represents the source signals, x(t) represents the mix-
ure of source signals and A is the full ranked mixing matrix. To
etermine the source signals or the full ranked mixing signals infor-
ation is required of either one to determine the other, as seen in
quation Eq. (1), but this information is unknown. To overcome this
bstacle, ICA uses blind source separation to determine the unmix-
ng matrix W,  which in turn decomposes the mixed signals into
emporally independent components, as seen in Eq. (2).
(t) = Wx(t) (2)green crosses represents the contaminated simulated signal, and the red solid line
represents the WNN  corrected signal. (For interpretation of the references to color
in  this ﬁgure legend, the reader is referred to the web version of the article.)
As mentioned in Section 1, INFOMAX is based on the assumption
that all sources are NG but further assumptions are made such as
the neural electrical recordings are stationary, the sources are inde-
pendent, and the number of sources match the number of recording
channels [17]. Using INFOMAX, the independent components are
determined from the recorded data and the components contain-
ing the artefacts are removed (zeroed). Using the mixing matrix
(A) and the corrected components (s) the recorded data is recre-
ated free of any artefacts using (1). However this is not the true
EEG data. As mentioned previously, the independent sources are
not the true sources but are still a mixture of sources. Thus com-
pletely removing components will lead to a loss in underlying EEG
data.
2.2.2. Detecting ocular artefacts using wavelet transform
Wavelet transform is the decomposition of a signal using
wavelets, which consists of functions known as mother wavelets,
into a set of coefﬁcients which represents the signal in time and fre-
quency domains. These coefﬁcients are determined by expanding,
contracting and shifting the mother wavelet over the desired signal
and creating basic functions. During the decomposition of the sig-
nal the coefﬁcients are generated in sets, high and low frequency.
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Fig. 5. Simulated contaminated component of 10 s and the corrected component using WNN. The green crosses represent the contaminated component and the solid red
line  represents the WNN  corrected component. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of the article.)
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his  ﬁgure legend, the reader is referred to the web  version of the article.)
or example, if a 0–30 Hz signal is decomposed into 3 levels there
ill be coefﬁcients representing 0–10 Hz, 10–20 Hz and 20–30 Hz.
Using wavelet transform, Krishnaveni et al. [3] detects OA by
ecomposing EEG using the Haar wavelet (up to level 6) and recons-
ructing the approximate coefﬁcients at level 6 which results in step
unctions. This paper uses the same method up to and including the
econstruction. As seen in Fig. 1, after the coefﬁcients are recon-
tructed, the pattern of rising and then falling edges are labelled
s possible artefacts and the time range of the occurrence is noted.ponent using WNN. The blue circles represents the original simulated component,
ts the WNN  corrected component. (For interpretation of the references to color in
The maximum value of the original EEG signal within the time range
is compared against a threshold. If the maximum value is greater
than the threshold, the OA is centred in a 1 s window and labelled
as an OA. The threshold was determined from the recorded data in
Section 2.1.1 byTH = 1
3
(∑m
1 OAMAX
m
)
(3)
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here OAMAX represents the maximum amplitude of the blink, m
epresents the maximum number of blinks in the contaminated
C, and TH is the threshold value. The average maximum OA value
as reduced by a third due to some outlier OAs that were present.
uring testing it was observed that the current threshold did not
roduce accurate results thus the threshold had to be determined
or each dataset using Eq. (3).
.2.3. Correcting ocular artefacts with wavelet neural network
Nguyen et al. [9] introduced a new method to correct OA innline EEG data with very little time delay and processing power
eeded. By combining the advantages of both neural networks
nd wavelet transforms they introduced the WNN. In order to
rain the WNN, artefact free simulated EEG signals were generated corrected component and (b) contaminated component and the WNN  corrected
and contaminated signals were produced by adding real ﬁlter-
extracted artefacts to the simulated EEG signals. Both signals were
then decomposed up to level 8 using coif3 mother wavelet. The
low-frequency sets were then interpolated, to ensure same vector
length, and combined as a training dataset. Using a weight opti-
mization backpropagation algorithm and the training dataset, the
WNN  was  trained to correct OA.
Using the trained WNN  they decomposed the signals using a
coif3 mother wavelet and depending on the dataset, the level of
decomposition was determined through experimentation due to
the unknown number of OA that will be present. After decom-
posing the signal into its coefﬁcients, the neural network corrects
these outlier coefﬁcients in the low frequency band thus remov-
ing the OA. The WNN  does not only remove the OA but also over
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epresents the WNN  corrected component. (For interpretation of the references to 
orrects the low frequency band, thus low frequency EEG data is
ost.
In this paper, artefact free and contaminated signals were gen-
rated using the same methods as described in [9]. OAs and their
rtefact free counterparts were extracted in 1 s windows (Section
.2.2). Both were decomposed up to level 8 using a coif3 mother
avelet and the lowest frequency band was interpolated to gen-
rate more training data. The interpolated data of both signals are
ombined as the training dataset for each OA. Because only one OA
s present in the window, it is forced into the lowest frequency band
hus a 1-6-1 (1 input unit, 6 hidden layer, and 1 output unit) is used.
sing a backpropagation algorithm the WNN  was  trained with each The solid green line represents the contaminated component and the solid red line
n this ﬁgure legend, the reader is referred to the web version of the article.)
OA training dataset until desired performance was accomplished.
OAs has small differences from subject to subject such as dura-
tion and amplitude but the shape of the OA stays constant, a large
spike like activity. This allows the WNN  to be trained with only one
dataset with numerous OAs thus determining the average values
of the coefﬁcients and decreasing the preparation time.
2.2.4. Correction of IC by applying WNN
It is apparent that using ICA or WNN  for artefact correction,
underlying EEG or low frequency cerebral data may  be lost. In order
to reduce the data loss of each method, they are combined in an
artefact removal procedure. As seen in Fig. 2, the contaminated
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EG data is decomposed into ICs using ICA. Using visual inspec-
ion the contaminated IC is determined and the method in Section
.2.2 is used to mark the OAs and extracts a 1 s window with the OA
n the centre. All the extracted windows containing OAs are then
orrected one at a time by the WNN. The marked OAs in the con-
aminated IC are then replaced with the 1 s window of corrected
ata. Finally all the ICs are recombined to create an OA free EEG.
.2.5. Performance metrics
In order to determine whether the method is successful at
emoving OA from EEG, the performance is assessed using power
pectral density (PSD), root mean square error (RMSE), and fre-
uency correlation.d components for (a) subject 1 and (b) subject 2. The green crosses represents the
nt. (For interpretation of the references to color in this ﬁgure legend, the reader is
PSD is used to evaluate the frequency content of a signal. In
this paper, PSD of the EEG signals are computed using a nonpara-
metric method known as the Welch method. The method is based
on averaging a periodogram spectrum data over overlapping data
segments.
Jung [18] states that the correlation in the time domain before
and after ﬁltering is equivalent to the correlation in the frequency
domain before and after artefact removal. Frequency correlation
between x˜ and y˜ can be determined byc = 0.5 ∗
∑w2
w1
(x˜∗y˜ + y˜∗x˜)√∑w2
w1
x˜x˜∗ ∗
∑w2
w1
y˜y˜∗
(4)
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here x˜∗ and y˜∗ are the conjugate complex of x˜ and y˜,  w1 and w2
re the lower and upper limits of the interested spectrum region
nd c is the correlation value. The value of c will be between 0 and
 if x˜ and y˜ are not identical but if they are c will obtain a 1. For
omputational efﬁciency the window size (w2 − w1) was  chosen as
.
RMSE represents the difference between two signals. The
maller the difference is between two signals the smaller the RMSE
alue becomes. The RMSE will be used to determine the accuracy
f the ICA-WNN method and is deﬁned asMSE =
√√√√ 1
Nv
Nv∑
1
(EEGAR − EEGAF )2 (5)t and the WNN  corrected component for (a) subject 1 and (b) subject 2.
where EEGAR and EEGAF are artefact removed EEG and artefact free
EEG and Nv is the length of the contaminated EEG signal.
3. Results
In the section below the results that were obtained during train-
ing and testing of only the WNN  are presented. Afterwards, in
Section 3.2, the ICA-WNN results are shown.
3.1. Simulated EEGAs mentioned, the WNN  corrects OA in IC by correcting a 1 s
segment of data containing the OA. Using an EEG signal genera-
tor, different 1 s (256-points) artefact free segments was generated
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and corrected data segments of the testing signal. The frequency
correlation among the simulated data for testing is shown in Fig. 7
and the difference between the clean and corrected signals are
shown in Table 1 as an RMSE value.
Table 1
The RMSE values for both 1 s and 10 s segments.ig. 11. Contaminated channel Fp1 and ICA-WNN corrected channel FP1 for (a) sub
olid  red line represents the ICA-WNN corrected channel. (For interpretation of the
rticle.)
t a sampling rate of 256 Hz. OA were recorded using the Emo-
iv Epoc system at a sampling rate of 128 Hz. Different OAs were
xtracted, resampled and inserted into each segment of data. Data
n Fig. 3(a) were used to train the WNN  using a resilient backpropa-
ation algorithm. Fig. 3(b) shows the segment testing data that was
hosen from the different segments generated as well as the cor-
ected testing signal. Fig. 4 shows the PSD of clean, contaminated
nd corrected data segments for training and testing and Table 1
hows the RMSE values.After the WNN  corrects the 1 s data segment, it replaces the con-
aminated OA segment in the IC. To test the accuracy of the method,
 10 s (2560-points) single IC was generated at a sampling rate of
56 Hz. OAs that were resampled were inserted into the signal andand (b) subject 2. The solid green line represents the contaminated channel and the
ences to color in this ﬁgure legend, the reader is referred to the web version of the
thus contaminating it. The contaminated and corrected testing sig-
nal is shown in Fig. 5. Fig. 6 shows the PSD of clean, contaminatedRMSE 1 s segment 10 s segment
Training 8.6605 NA
Testing 9.0746 5.3731
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.2. EEG dataset
The motor imagery test collected data using 128 channels at
 sampling rate of 1000 Hz. Two data sets (subjects 1 and 4)
ere chosen to evaluate the system due to its abundance of OA
resent. These two data sets were then divided into 30 s (30,000-
oint) data segments to improve computational efﬁciency. Channel
Fp1 from subject 1 s data was rejected due to it having a bad
onnection.
ICA was applied to determine the ICs and afterwards visual
nspection, based on waveform and topographic information, was
onducted to determine the contaminated IC. It was concluded that subject 1 and (b) subject 2. The green crosses represent the contaminated channel
e references to color in this ﬁgure legend, the reader is referred to the web version
IC 1 was contaminated with OA for both subjects. Fig. 8 shows the
contaminated IC1 and its correction for both subjects. The PSD of
the contaminated and corrected IC for both subjects is shown in
Fig. 9 and their frequency correlation in Fig. 10.
Electrodes located in the prefrontal lobe are the most effected by
OA due to its location so close to the eyes. Taking this into account,
channel Fp1 is chosen to monitor the effects ICA correction has
on the EEG data. Fig. 11 shows a channel Fp1 contaminated and
corrected signal for both subjects. The PSD of the contaminated
and corrected channel for both subjects is shown in Fig. 12 and
their frequency correlation in Fig. 13.
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. Discussion
The present paper introduced a method in OA removal by com-
ining ICA and WNN. The aim of the method is to correct OA that
re present in IC, thus eliminating OA from the EEG data with very
ittle data loss of underlying cerebral activity.
Simulated signals are used to evaluate the method on a quan-
itative level because it is unknown what the true artefact free
EG is when dealing with contaminated datasets. Fig. 3 shows that
he WNN  successfully corrects the OA segment. However, some-
imes the low frequency range can be overcorrected, as seen in
ig. 4. The cause of this phenomenon originates from the extrac-
ion of the OA from the IC. The OA extracted still contained some
ow frequency data after ﬁltering. The same observation was madehe ICA-WNN corrected channel Fp1 for (a) subject 1 and (b) subject 2.
by Nguyen et al. [9] thus to minimize the overcorrection effect,
small segments of data containing the OA are corrected using the
WNN.
Fig. 5 shows that only the OA and small extra segments of data
is changed thus preserving most of the original signal. Figs. 6 and 7
show that the overcorrection of the low frequency band has
decreased a substantial amount when comparing it to Fig. 4.
Nguyen et al. [9] applied both wavelet thresholding technique and
the WNN  to a 5 s signal containing 3 OAs. The wavelet threshold
technique dramatically reduced the low frequency band (almost
30 dB drop) from the clean simulated signal. The WNN, applied to
the entire signal, slightly overcorrected the signal (almost 10 dB
drop). From Fig. 6 it is clear that the WNN  applied to small seg-
ments of data improves the overall performance having almost the
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[
[
[
[
[
analysis, Med. Eng. Phys. 32 (2010) 720–729.C. Burger, D.J. van den Heever / Biomedica
xact PSD as that of the clean simulated signal thus preserving the
ignal in all frequencies.
Nguyen et al. [9] reported that the RMSE during training and
esting of the WNN  were determined to be 11.2389 and 12.2473.
s seen in Table 1 for training and testing of both 1 s and 10 s data
egments RMSE were decreased. The 10 s signal, where only seg-
ents were corrected, has the lowest RMSE which shows that this
ethod increases the accuracy of the WNN. An issue that occurs
nd can change the results presented is the mother wavelet used
o decompose the signal. If correct mother wavelet not chosen it
an decrease the accuracy of the system when applied to EEG data.
After the simulation study the ICA-WNN method was tested
n data consisting of 7 healthy subjects. Similar to the simulation
esults, the results show that all OA are correct in the IC (Fig. 8).
igs. 9 and 10 reinforce the results obtained for the simulation data.
t is clear that applying WNN  to small segments of data that contains
n OA preserves the low frequency cerebral activity and preserves
ll other frequencies, thus reducing the amount of data loss.
After reconstruction of the corrected IC it is shown in Fig. 11
hat the OA have been removed from the EEG. Figs. 12 and 13
ndicate that the OA have been removed from the EEG data while
reserving the low frequency cerebral activity as well as underly-
ng activity present in the contaminated IC. The ICA-WNN method
s an improvement because only applying ICA [9] changes the sig-
als PSD over the entire frequency spectrum whereas applying only
NN  overcorrects the low frequency band. Note that in the range
f 0–1 Hz there still exist a peak. This peak is due to the large low
requency activity present in Fig. 11. Thus, the ICA-WNN method
uccessfully removes OA from EEG data with minimal data loss due
o minimizing the overcorrection of low frequency data as well as
orrecting IC instead of completely removing the IC.
The WNN  overcorrection of low frequency data allows it to cor-
ect eye movements without the need to train it. This is only true
hen the entire signal is corrected with the WNN. In the future, OA
etection algorithms must be reﬁned to detect not only eye blinks
ut eye movement artefacts as well. WNN  must then be trained for
oth eye blinks and eye movement artefacts.
. Conclusions
An IC correction method using a WNN  was proposed in order
o remove OA. A combination of ICA, neural network and wavelet
ransform was used to detect and remove OA. The results from the
imulation and motor imagery data set show that the OA can be
uccessfully removed with minimal data loss.
[
[
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