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Granular materials such as sands, gravels, railroad ballast, and rock are inherently highly 
heterogeneous and anisotropic. While they are known as one of the most widely used materials in 
industry, their complex behaviors remain not fully understood. Particle-based numerical methods 
were introduced to account for complex particle interactions yet are computationally demanding. 
Significant algorithmic developments have been made to enhance the computational performance, 
nevertheless simulations with realistic particle shape are still computationally expensive due to its 
complex geometry.  
In this study, novel parallel algorithms for polyhedral particle simulations were developed and 
implemented to reduce the computational cost. The parallelization study showed that the code 
achieved approximately 30 times speed-up with 48 cores on a LINUX machine. With this 
parallelized particle-based code, engineering applications were conducted: large-scale particle 
granular flow simulation, full-scale ballasted track simulations, and parametric study of angle of 
repose:  
➢ The code successfully captured the runout distances of dry granular flow. This novel 
approach extended the capability of simulation size up to 52 million 3D polyhedral 
particles. 
➢ In the ballast simulation, the simulations employed similar particle sizes and shapes of the 
ballast, as well as the full-scale geometry as the physical setup. The simulations 
successfully reproduced the displacement and vibration of ties in the experiment.  
➢ In the angle of repose simulation, the simulations investigated the effects of input 
parameters on microscopic particle interactions by measuring angle of repose. The 
simulations demonstrated the ability to capture self-organized criticality related to natural 
complex system by showing the distribution of sliding mass that followed a power law 
relationship. 
The parallelized particle-based simulation extends the limits of application size by reducing 
computational cost. The parallelized code is successfully exploited for the study of granular 
material behaviors. The large-scale particle-based simulation contributes our understanding of 
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 Motivation of the study 
Granular materials have a significant importance in a variety of industries (Figure 1-1). 
Due to their pervasive nature in the world, they are related to diverse disciplines such as 
construction engineering, pharmaceutical manufacturing, foods processing, etc. While granular 
materials are involved in a wide range of industries (Andreotti et al., 2013; Barker, 1994; Duran, 
2000), no universal theory exists to cover the wide spectrum of scale due to their anisotropic and 
highly heterogeneous nature. The complex behaviors of granular materials depend on grain scale 
properties like particle shapes, grain size distributions, void ratio, and so on, and controlling each 
parameter of granular properties in experiments is hard and expensive (O'Sullivan, 2014; Rege, 
1996). 
As computational power has improved, numerical simulations have become a critical 
component of engineering design and practice regarding granular materials. In the field of 
geotechnical engineering, two different numerical approaches have been used to study granular 
materials: continuum and discontinuum (Table 1-1). The continuum-based approach considers 
granular materials as a continuum media and assumes that granular materials fill a space. This 
approach successfully sheds light on granular material behaviors and has been dominant in 
investigations of granular materials. While the continuum-based approach is computationally more 
efficient than the discontinuum-based approach, it requires mathematically complicated 
constitutive models to reproduce granular material behaviors. In addition, use of the continuum-
based model makes it hard to capture the effect of individual particle interactions, which are still 
not fully understood. In contrast, the discontinuum-based approach can capture individual granular 
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particle interactions with relatively simple mathematics. One disadvantage of the discontinuum 
approach is the high computational cost, for computing individual particles. 
The Discrete Element Method (DEM) is a discontinuum-based model which was 
introduced to understand macroscale granular behaviors by controlling microscale particle 
interactions (Cundall and Strack, 1979). It represents each grain as an individual body and provides 
information regarding mesoscale particle interactions (Figure 1-2). Algorithms for efficient 
particle simulations have been developed to enhance the performance of DEM (Lee and Hashash, 
2015; Nezami et al., 2006; Zhao et al., 2006b). These recent algorithmic developments make it 
possible DEM exploit a large number of realistic shape particles, and it has become one of the 
most widely used discontinumm methods to simulate granular materials. Extensive studies prove 
have proved that DEM can reproduce complex particle behaviors (Qian et al., 2013; Qian et al., 
2011) and it is considered a matured computational model. However, the scale of problems limited 
by the computational costs. Larger size of data. 
Nowadays, parallel computing is widely used, because PCs and affordable workstations 
have multiple processors which are suitable for parallel processing. Parallel computing has become 
common in scientific/engineering communities, and many researchers have achieved a noticeable 
increase in speed of their applications by applying parallel computing schemes in their software. 
However, the implementation of hardware acceleration has been less explored in polyhedral 
particle simulations. Parallel computing can extend the scale of particle simulations; it allows 
simulation of millions of polyhedral particles in a reasonable time. In this study, computational 
speed of the polyhedral particle simulations is improved through parallelization using multi-core 
CPUs. Accelerated polyhedral particle simulations are expected to widen our understanding of the 
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mechanisms of complex granular materials, and the newly obtained knowledge about granular 
materials will benefit engineering design processes.  
 BLOKS3D, a polyhedral particle simulation software 
DEM is currently the most popular discontinuum-based numerical method to analyze 
granular materials. In DEM, a granular assembly is modeled as an individual rigid body to 
explicitly account for particle interactions and energy dissipation associated with those interactions. 
Two governing equations are used to model individual particle motions and resolve particle 
collisions. The particle movement is updated by 2nd-order differential equations for motion, and 
the collision resolvent is done via a force-deformation law. When applying the force-deformation 
law, normal/shear springs and dampers are modeled between the particles to determine contact 
forces by using overlap of particles. Translation and rotation of particles are updated by equations 
(1-1) and (1-2), respectively (Cundall, 1988a; Zhao et al., 2006c). The positions and rotations of 
particles are computed by considering accumulated forces and torques on particles.  
𝐌?̈? + 𝐂𝐌?̇? = 𝐟 =∑𝐟𝐜 + 𝐟𝐛 (1-1) 
𝐈?̈? + 𝐂𝐈?̇?  = 𝛕 =∑(𝐫 × 𝐟𝐜) + 𝐈?̇? × ?̇? (1-2) 
where 𝑴 is mass matrix. 𝑰 is the moment of inertia tensor, and 𝑪𝑀  and 𝑪𝐼  are global damping 
matrices. 𝒙 and 𝜽 represent the position and orientation of the particle. Total force 𝒇 acting on the 
particle consists of two parts: ∑𝒇𝑐, the sum of contact forces and 𝒇𝑏, the body force. 𝝉 is torque 
acting on the particle and 𝒓 is vector from the particle’s center of mass to the contact point. 
∑(𝑟 × 𝑓𝑐) is the resultant torque. 
DEM is a computationally expensive model and the timestep size must be equal to or less 
than the critical timestep size. As equation (1-3) shows, the size of timestep is determined by the 
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highest natural frequency of the discrete system (Cundall and Strack, 1979). The maximum 
timestep for DEM is computed by (1-3). 
∆𝒕 ≤ 𝟐𝑪/𝝎𝒎𝒂𝒙 = 𝟐𝑪/√𝒌𝒏/𝒎𝒎𝒊𝒏 (1-3) 
where 𝒎𝒎𝒊𝒏 is the minimum particle mass and 𝒌𝒏 is the maximum normal contact stiffness in the 
discrete system. C is timestep factor, and Ghaboussi and Barbosa (1990) suggest to use 0.1 for 
geotechnical simulations.  
Granular material simulations with realistic particle shapes are rare. Although particle 
shapes are crucial for granular material behaviors, most of the 3D particle simulations use sphere 
or combined sphere particles to reduce computational cost. Considering the fact that the strength 
of granular materials is driven by particle interactions and interparticle frictions between contact 
faces, the simplified particle assembly requires an additional artificial variable, rotational damping, 
to capture the realistic granular material behaviors.  
BLOKS3D, a DEM code, has been developed at the University of Illinois at Urbana-
Champaign for about 20 years by Hashash, Ghaboussi and their collaborators to reflect realistic 
particle shapes and material responses in discrete element simulations via polyhedral particle 
modeling (Ghaboussi and Barbosa, 1990). The polyhedral particle simulation has been developed 
to reflect the significant importance of particle shapes on granular behaviors. As an example in 
Figure 1-3, the polyhedral particle will be stable on the slope, but the circular particle will roll 
down along the slope. BLOKS3D has been successfully used in geotechnical and transportation 
engineering studies (Huang and Tutumluer, 2011; Qian et al., 2013; Qian et al., 2011; Tutumluer 
et al., 2009; Zhao et al., 2006b). However, polyhedral particle simulation is computationally 
demanding because 1) it requires a larger size of data than sphere particles to store information 
about particle shape and contact points, and 2) the Contact Detection of a polyhedral particle pair 
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dramatically increases computational time. Thus, more efficient contact algorithms have been 
developed and implemented to improve speed of the code. 
Recently, impulse-based DEM (iDEM, Lee and Hashash ,(2015)) was developed by 
adopting the Symplectic Euler scheme. iDEM uses impulse-based dynamics which are often 
adopted in video games and animation film industries. The iDEM is computationally more 
efficient than DEM, and the Symplectic Euler scheme is unconditionally stable even with the use 
of a very large timestep ∆t. Table 1-2 and Figure 1-4 summarizes the comparison of DEM and 
iDEM. 
The impulse-based dynamic simulation employs the 1st order differential equations of 
motion shown in Equations (1-4) and (1-5). 
𝑴∆?̇? + 𝑪𝑴∆𝒙 = 𝜾 =∑𝜾𝒄 + 𝒇𝒃𝜟𝒕 (1-4) 
𝑰𝜟?̇? + 𝑪𝑰𝜟𝜽 = 𝜼 =∑(𝒓 × 𝜾) + (𝑰?̇? × ?̇?)𝜟𝒕 (1-5) 
where ∆?̇? and ∆?̇? are changes in translational and angular velocity over a given Δ𝑡. Total (linear) 
impulse acting on the particle is 𝜾, and  𝜼 is total angular impulse. 
Despite the stability of the integration scheme, it is essential to study the proper timestep 
size for iDEM for simulation fidelity. The timestep size for iDEM is studied by using the event 
driven method. The event driven method uses a flexible timestep size considering the configuration 
of the particles. As particles approaches each other, the timestep size is reduced and controls the 
amount of particle overlap.  
∆𝒕 =
𝜶(𝒓𝟏 + 𝒓𝟐) + 𝒅
?̌?𝒓𝒆𝒍 ∙ 𝒏
, 𝜶 𝝐 [𝟎, 𝟏] (1-6) 
where α is allowed overlap, which is portion of the radius. The value of α equals 0 means no 
overlap is allowed and 1 means the event driven method allows overlap of the two radii (Figure 
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1-5). d is the distance between the position of centroids, 𝑣𝑟𝑒𝑙 is relative approaching velocity, and 
𝑛 is the normal vector. Different values of α are tested to check the fidelity of the code. The final 
configuration is summarized in Figure 1-6. Based on the final configuration, 2D and 3D simulation 
can use 100 times larger and 50 times larger timesteps, respectively.  
iDEM extended the scale of computations beyond what DEM could effectively run, 
allowing the simulation of a significantly large number of particles within a reasonable run-time 
on readily accessible computing resources. The timestep size is limited by the physics of the 
problem whereby too large timestep size results in excessive overlap between particles.  
Computational time of a 10 million particle process using a single core is estimated and 
summarized in Table 1-2. The single core process by DEM and iDEM requires more than 4 years 
and 1 year, respectively. It indicates that the code requires speed up to be used in large scale 
engineering DEM applications. 
 Overview of the polyhedral particle algorithms 
BLOKS3D computes contact forces/impulses and updates particle positions by using the 
net forces/impulses computed from the previous step. The particle motions are computed through 
timestep marching. Figure 1-7 shows the functions in BLOKS3D and how they communicate with 
one another. The following is the summarization of the role of each function. 
1.3.1 Motion Update  
The Motion Update consists of three parts: The first part is updating particle positions: 
acceleration, velocity, angular velocity, position of centroid and orientation of each particle. These 
values are computed by using the sum of forces/impulses and torques/angular impulses that are 
applied on each particle. The net force/impulse for each particle is determined in the previous 
7 
 
timestep. The second part is the calculation of the accumulated displacements as the position of a 
particle is updated. When the accumulated displacement is larger than the displacement threshold, 
the particle index is stored for the Neighbor Search. In contrast, if the accumulated displacement 
is smaller than the threshold, the Neighbor Search for the particle is not necessary because the 
information of neighboring particles remains the same, and the Contact Detection will be done by 
using the information from the previous step. Storing and using the contact information of the 
previous step improves computational efficiency. The third part is computing the voxel number 
that a particle touches for the Neighbor Search. Contact Detection of every particle in the system 
increases computational time. As the number of particles increase, the number of Contact 
Detection is exponentially increased, and thus, the computational time is also significantly 
increased. Invisible voxels are introduced in the space of interest to sort out the nearby particles 
and to make only the particles that touch the same voxel execute the contact detection. The voxels 
a particle touches are computed by using the updated position, and the information of voxel 
numbers is stored.  
1.3.2 Neighbor Search   
The goal of the Neighbor Search is to generate minimum candidates of particle contacts. It 
plays a critical role in improving the performance of Contact Detection from O(n2) to O(n). This 
function sorts out particle pairs by following procedures. If the accumulated displacement 
computed in Motion Update is larger than the displacement threshold, all voxels that a particle 
touches are checked. If any particle touches the same voxel that the particle touches, the Neighbor 
Search computes the distance of every particles’ centroids. If the distance between two centroids 
is smaller than the sum of the two radii of the bounding spheres, this means the two bounding 
spheres overlap. In this case, Neighbor Search stores the pair as a contact candidate of contact 
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detection. For example, in Figure 1-8, supposing that the accumulated displacement of pentagon 
(particle 1) is larger than the displacement threshold, the function searches particle indexes that 
touch the same voxels that particle 1 touches. (e.g. Particle 2 and 3 touch the same voxels that 
particle 1 touches). The bounding spheres of two pairs—particle (1, 2) and particle (1, 3)— are 
checked to sort out particle contact candidates. The bounding spheres of particle pair (1, 2) overlap. 
The overlapping bounding spheres indicate that the pair is close to one another, Contact Detection 
of the pair is required. Thus, particle pair (1, 2) is stored as a contact candidate. In contrast, in the 
case of particle 5, when the accumulated distance of particle 5 is larger than the displacement 
threshold, further computation is not required, as no particle touches the same box that particle 5 
touches. 
1.3.3 Contact Detection  
The Contact Detection checks if two particles are colliding with each other. BLOKS3D 
uses the common plane (Cundall, 1988b) to detect particle contact. The Shortest Link Method 
(Nezami et al., 2006) efficiently searches the common plane. The common plane is an orthogonal 
plane that bisects the line of shortest distance between two particles. If any particle’s corner 
intersects with the common plane, it indicates that the two particles contact each other. Detailed 
algorithms were discussed in Nezami et al. (2006). If a pair of particles have contact with each 
other, contact points and overlap of each contact point are computed. In contrast, if a pair does not 
contact each other, the shortest distance of two particles is computed. When the distance of two 
particles is shorter than the contact threshold, the contact information is stored for the next step. 
In the same manner, particle-boundary contact is checked by calculating the distance between 
plane and particle corners. 
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1.3.4 Update Contact  
The Update Contact is implemented to improve efficiency of contact detection. If the 
amount of displacement of both particles is less than a threshold, the contact information is updated 
from the previous information. The shortest points between two particles are searched using the 
closest points in the previous step. This scheme reduces time for Contact Detection and improves 
computation time approximately 2-3 times faster based on particle drop benchmark simulation. 
1.3.5 Purge Contact  
The routine of Purge Contact removes contact information if the shortest distance of the 
contact pair becomes larger than the contact threshold. If not, the information is stored for the next 
timestep. Because contact information is stored as an array of structure, the target element is 
swapped with the last element of array and removed from the back of the array. 
1.3.6 Forces/impulses Update 
If the pair contacts each other, force/impulse of each contact point is computed to resolve 
the contact. Forces are computed based on the stiffness of two particles and their overlap. The 
forces are computed based on a Hertzian type of force-displacement relationship. In contrast, 
contact impulse for iDEM is computed by approaching velocities of two particles (Lee et al., 2015; 
Zhao et al., 2006c). While force computation is not required for impulse based particle simulation, 
users can select force computation in order to implement engineering designs.  
 Research objective and scope 
The main objective of the study is developing efficient share algorithms to improve 
computational speed of polyhedral particle simulation (DEM and iDEM) and implement the 
algorithms in the code. The speed and feasibility of the analysis is studied after the implementation 
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of the algorithms, and the code is used in engineering applications. The parallel algorithms 
significantly improve the speed of discrete element analysis and are expected to promote 
engineering DEM applications. In addition, these algorithms will be able to be applied to any 
applications involving granular materials. To achieve the objective, this research effort on large 
scale polyhedral particle simulation is divided into four tasks:  
1) Increase speed of 3D polyhedral particle simulation by shared memory parallelization. 
2) Apply the code on real granular material simulation and check the feasibility of the code 
3) Apply the parallelized code to ballast behavior under dynamic loading 
4) Angle of repose simulation to understand natural slope behavior.  
 Organization of the thesis 
This thesis describes the four tasks in the following chapters. Chapter 2 focuses on 
development and implementation of shared memory parallel algorithms on BLOKS3D. Before the 
implementation of the parallel algorithms, data restructuring and optimization of the software are 
required. Once the new data structure and optimization improves the speed of the software, the 
parallel algorithm is applied to both DEM and iDEM. Chapter 3 presents computational 
performances of the parallelized code and feasibility checking for the code. It uses experiment data 
from column collapse tests and measures the runout distance. The force data obtained by sequential 
process and parallel process is compared. Also, the size of simulation is extended, and a 52 million 
polyhedral particle simulation is conducted. Chapter 4 demonstrates ballast and railroad tie 
behaviors under dynamic loading. A servo controller function and dynamic loading functions are 
implemented for the ballast simulation. By using this new features, a large-scale ballast simulation 
is conducted. The result of tie vibration from simulation is compared to a full-scale experiment. 
Chapter 5 focuses on parametric study of the angle of repose. It highlights the importance of 
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parameters used in the discrete element method. Parametric study of granular material simulation 
with realistic particle shapes is rare, the angle of repose simulation is conducted to understand the 
effect of each parameter on granular materials. The angle of repose simulation is extended to see 
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Table 1-1 Comparison of continuum and discontinuum approaches for granular materials 
Continuum Discontinuum 
Particulate material as a continuum 
Assumes granular materials fill the space  
Particulate material as a discontinuum 
Models behavior of individual particles 
Relates stresses and strain through constitutive 
equations 
Particles dynamics from individual particle 
interactions 
Suitable when length scale of importance is 
higher 
Good for investigating phenomena 
occurring at particle length scale 
A major role in the geotechnical engineering 
applications 
Suited to modeling flow and large 
displacements of discontinuous material 
Appropriate stress-strain laws for the material 
may often not exist or be excessively 
complicated 
Computationally intensive 





Table 1-2 The comparison of DEM and iDEM 
 
DEM: Computational Science 
iDEM: Computer Graphics  
(Physics based simulation) 
Main focus Simulation fidelity 




Computationally expensive and slow 
running 
Physics engines 
Fast and stable with relaxed accuracy 
Motion update Second-order time integration First-order time integration 
Timestep size Micro timestep   ∆t < 2c√
m
kn max
 Larger timestep 
Contact 
Resolving 
Force and acceleration-based 
dynamics 
Resolved across timesteps 
Impulse and velocity-based dynamics 
Resolved in one timestep 
Floating point Double precision Single / double precision 
Force Retrieval While resolving contact By external function 
Estimated time 
for 10 million 
particle DEM 
simulation 
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Figure 1-2 A particle-based simulation to understand granular materials interactions is useful 
to understand particle interaction in mesoscale and microscale.  
 
 
   
Experiment Sphere particle Polyhedral particle 
Figure 1-3 The importance of particle shape for granular material behaviors. Particle shape can 
control the particle movement.  
  












Figure 1-5 Adaptive time step size for event driven method: time step size changes through the 





























      DEM   α = 0.2    α = 0.3        α = 0.4              α = 0.5           α = 0.6           α = 0.7          α = 0.8            α = 0.9  
      DEM      α = 0.1       α = 0.2          α = 0.3        α = 0.4         α = 0.5        α = 0.6         α = 0.7         α = 0.8        α = 0.9  
Figure 1-6 The configuration of iDEM changes with allowable overlap. As the overlap increases the height of stack decreases. 
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Figure 1-8 An example of Neighbor Search. It generates contact candidates by using invisible 




 SHARED MEMORY PARALLEL ALGORITHMS FOR 
POLYHEDRAL PARTICLE SIMULATION  
 Introduction 
Granular materials, such as soil, ballast, and rock are inherently highly heterogeneous and 
anisotropic. While extensive research on granular materials has examined experiments in both 
laboratory and field settings, numerical experiments continue to be and are increasingly relevant 
to developing understanding the complex behavior of granular materials and serve as a critical 
component of engineering analysis, design, and process. Particle-based simulations contribute to 
the understanding of the behavior of granular materials and are ideal tools to capture unique 
mechanical interactions of granular particle assemblies. 
2.1.1 DEM, discontinuum-based particle simulation method 
DEM is a well-established and the most widely adopted discontinuum-based numerical 
method to analyze granular materials. The method was introduced by Cundall and Strack (1979) 
to simulate complex behavior of granular materials with discrete particles’ Newtonian motion and 
their interactions using relatively simple mathematical equations. This model updates individual 
particle position via the 2nd order differential equations of motion with time-stepping, which 
consist of displacement and rotation components shown in equations (2-1) and (2-2).  
𝒎?̈? + 𝒄𝑀?̇? =∑𝑭𝑵 +∑𝑭𝑺 + 𝐅𝒃 (2-1) 
𝑰?̈? + 𝒄𝐼?̇?  =∑𝑭𝒔𝑹 (2-2) 
Here, 𝒎 is mass, 𝑰 is the moment of inertia, 𝒄𝑀 and 𝒄𝐼 are global damping, 𝒙 is particle position 
and 𝜽 is its orientation, ∑𝑭𝑁 is the sum of normal forces, ∑𝑭𝑠 is the sum of the shear force, 𝐅𝒃 is 
body force, and ∑𝑭𝒔𝑹 is the resultant moment where 𝑹 is the arm length.  
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Here c is a time step factor, Kn is a normal stiffness, and Mmin is the minimum particle mass.  
BLOKS3D (Ghaboussi and Barbosa, 1990), a polyhedral particle DEM software that employs 
realistic polyhedral granular particle shapes, was developed over the past 25 years. It successfully 
reproduced soil and ballast physical tests, such as the direct shear test (Huang and Tutumluer, 
2013), the triaxial test (Lee et al., 2012; Qian et al., 2013), the soil interactions with earth moving 
equipment tests (Nezami et al., 2007), and the railroad ballast loading (Tutumluer et al., 2009). 
While this software can analyze complex behavior of granular materials, simulating realistic 
particle shapes significantly increases computational cost as the shapes become more complex. 
Due to high computational cost, simulating polyhedral particles has been less explored than 
simplified particle shapes such as spheres or ellipsoids. 
2.1.2 iDEM, impulse-based discrete element method 
Recently, Lee and Hashash (2015) developed impulse-based DEM (iDEM), which is 
computationally more efficient to simulate granular materials compared to the commonly used 
DEM. The methodology is an extension of physics-based engines widely used in computer games. 
In contrast to DEM, this algorithm employs the 1st order differential equations of motions by the 
Symplectic Euler method. The translation (2-4) and rotation (2-5) are computed by using collision 
impulse, 𝜄, which is computed by mathematical artifact collision mass and velocity change at a 
contact point   (2-6).  
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𝒎∆?̇? + 𝒄𝑀∆𝒙 = ∑ 𝜾𝑐(𝑘) + 𝑭𝑏Δ𝑡  (2-4) 
  𝑰Δ?̇? + 𝒄𝐼Δ𝜽 = ∑(𝑹(𝑘) × 𝜾𝑐(𝑘)) + (𝑰?̇? × ?̇?)Δ𝑡  (2-5) 
𝜄 = 𝑚𝑐𝑜𝑙 Δ𝑣𝑟𝑒𝑙 = 𝑚𝑐𝑜𝑙 Δ𝒗𝑟𝑒𝑙  = 𝑚𝑐𝑜𝑙 (?̂?𝑟𝑒𝑙 − ?̌?𝑟𝑒𝑙)   (2-6) 
Here ι is a collision impulse, v ̂_rel is a separating velocity, v ̌_rel is an approaching 
velocity, and m_col is a mathematical artifact collision mass computed from particle mass and 
moment of inertia. 
While DEM resolves particle contacts by using stiffness of contact springs between 
particles and amount of particle overlap, iDEM resolves particle collision using coefficient of 
restitution. The computational efficiencies are discussed in detail in Lee and Hashash (2015). 
iDEM includes an additional force retrieval scheme for engineering problems, as the impulse based 
method simulations do not require force calculation.  
2.1.3 Shared memory parallelization for particle-based simulation 
 Particle-based simulations are widely used in a variety of fields and the number of particles 
in a simulation has increased as computational power continues to improve (Figure 2-1). Code 
parallelization helps to enlarge the scale of particle simulations by reducing overall computational 
time.  
 There are different ways of parallelization approaches. A study by Govender et al 
(Govender et al., 2016) reported that they improved the speed of polyhedral particle simulation by 
using GPU. The authors made a series of simplifications to significantly reduce the calculation on 
GPU platforms: 
a. Only considered face-vertex, and edge-edge contacts and ignored face-face, vertex-vertex, 
vertex-edge, and face-edge contacts. However, those two contact types cannot capture the 
multiple contact points which are indispensable to polyhedral particle simulation because 
 22 
particle shapes affect the amount of contact surface which controls resisting forces of contacted 
particles (Lu et al., 2015; Lu and McDowell, 2007; Sarhosis et al., 2016; Wang et al., 2011). 
Also, without considering multiple contact points, particles are difficult to stabilize. 
 b. Assumed the contact plane, used to determine the orientation of contact forces, to be parallel to 
either of the faces of a particle or average of two edge vectors. However, the assumption leads 
to inaccurate directions of forces and this particle sliding which lowers the accuracy of model. 
In a simple particle packing simulation using BLOKS3D, about 30% of particle contact planes 
do not align with those planes. 
c.  Used contact history independent model. This leads to errors in computed tangential shear 
forces which require the tangential displacement of contacting particles to be computed 
correctly (Li et al., 2011; PACEVIČ et al., 2018; Zhao et al., 2006c). 
 As a result, this development cannot capture realistic particle shearing processes and is not 
feasible to capture the realistic effects of particle shape on quasi-static applications (Govender et 
al., 2016). It is the authors view that these major simplifications will lead to simulation errors that 
are difficult to characterize. The parallelization work described in this paper does not use nor 
require any of these gross simplifications and is thus suitable for dynamic, and quasi-static 
simulations. CPUs are used instead of GPUs as currently available GPUs cannot efficiently handle 
complex computations such as finding contact planes iteratively or storing contact histories of 
many particles in the relatively small GPU memory. 
 Another way of parallelization is using distributed memory system. This approach uses a 
domain decomposition method. In this method, data is sent from one domain to neighboring 
domains and each core handles their own domains to prevent any race condition. If the user can 
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access a distributed memory system with large number of cores, domain decomposition may 
achieve good performance [16]. Yet the method requires additional computations which can be 
avoided on shared memory systems. For example, when particles touch the shared domain 
boundaries, the domain decomposition method requires exchanging particle information between 
the domains for collision detection. In addition, the size of domains should be updated to evenly 
distribute data for improved load balance and computational efficiency. Achieving good load 
balance throughout a simulation is difficult due to particle movement. 
 The work in this paper presents BLOKS3D DEM/iDEM code parallelization on shared 
memory systems, such as servers and workstations as they are widely available for use by 
engineers and researchers. OpenMP (Open Multi-Processing), a framework for exploiting shared 
memory parallel computing, is selected for polyhedral particle code parallelization for the 
following reasons: 1) it is supported by most compilers, 2) it does not require data transfer, and 3) 
it is relatively easy to implement parallel algorithms. The computational power of such systems 
continues to rapidly grow.  
 Majority of the DEM parallelization studies used simplified particle shapes, such as spheres, 
ellipsoids, or combined spheres, while the shared memory parallelization algorithms for polyhedral 
particle DEM have not been well explored (Figure 2-1). While shared memory system does not 
require data transfer, most of the shared memory parallelization adopted domain decomposition 
and it does not give a good performance. In current shared memory parallelization of discontinuum 
methods, algorithms with polyhedral particles have not been well explored. As a result, speedup 
with polyhedral particle simulations is less impressive than in simplified particle shape simulations 
Since shared memory implementation can be done without data transfer, the effects of these 
additional tasks related to domain decomposition can be far less pronounced when compared to a 
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distributed memory system. Therefore, developing novel shared memory parallel algorithms for 
polyhedral particles is necessary to extend the simulation scale and fidelity of realistic systems. 
 Overview of BLOKS3D 
Parallelizing BLOKS3D requires a thorough understanding of the structure of the code and 
computational performance of each function. Figure 2-2 provides a summary of the particle 
simulation flow implemented in BLOKS3D. The simulation starts with Motion Update after the 
initialization of particle information. Motion Update is executed to update particle positions and 
orientations by using accumulated forces on each particle. Neighbor Search uses the same size 
voxels and bounding spheres to sort out neighboring particles and generates contact candidate pairs. 
This function significantly reduces the number of contact calculations and saves computational 
time. While Neighbor Search takes the most computational time in spherical particle simulation 
(Yan and Regueiro, 2018), the most time-consuming part of polyhedral particle simulation is the 
Contact Detection routine. Contact Detection determines particle contact by using particle 
geometries. If a pair of particles collides with each other, Contact Detection computes contact 
points and the amount of their overlap. If the pair is not in contact with each other and the distance 
between the two particles is longer than a threshold, Purge Contact function removes the pair’s 
information from a contact list. Otherwise, the information of the contact pairs is stored for the 
next timestep. Storing the information of the contact pairs reduces computational time because it 
prevents the code from generating contact arrays in every timestep, and the information from the 
previous step helps to find the closest distance between the pair of particles. If a particle overlaps 
with another particle, the Contact Force or Impulse Update is executed after Contact Detection. 
DEM uses force to compute acceleration and iDEM uses impulse to update velocity. iDEM can 
retrieve force information if needed. As the timestep marches, the information of the particle 
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positions and orientations is updated by the net force/impulse given the information from the 
previous step.   
Figure 2-3 shows the proportion of computational time from a particle packing simulation. 
As shown in Figure 2-3, Contact Detection consumes more than half of the total simulation time. 
Considering all contact related functions – Neighbor Search, Contact Detection, Update Contact, 
and Purge Contact – contact-related computation takes more than 90% and 80% of the simulation 
time in DEM and iDEM, respectively. While the proportion of computational time could varies 
depending on particle density in a system, complexity of the particle shape, and the number of 
contact pairs, the data in Figure 2-3 suggest that the effort for parallelizing polyhedral particle 
simulations should be focused on Contact Detection part to maximize the efficiency of the program. 
 Code restructuring and optimization 
The data structure of BLOKS3D was designed over 15 years ago (Zhao et al., 2006c). The 
code has successfully improved its speed by algorithmic development (Lee and Hashash, 2015; 
Nezami et al., 2006; Zhao et al., 2006c). However, most of the data stored by using linked-lists 
and the data structure made it hard to process the data independently. Thus, the original software 
needed to be restructured to implement parallel algorithms. In addition to data restructuring, the 
code was re-written to adopt modern strategies of code optimization. Even though restructuring 
and rewriting the code is costly, it has the benefits of improving code performance and code 
readability. 
2.3.1 Code development frame work for an engineering application  
Successful development of an engineering software requires a clear understanding of both 
the engineering problem to be solved and the intricacies of efficient programming. Code 
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restructuring of BLOKS3D complies with the following strategies: separating static and dynamic 
data, limiting memory usage by storing only the required data and avoiding data duplication, 
working with data-in-place when possible, naming variables as descriptively as possible, and using 
templated and polymorphic classes. Performance of the code is tested with profiling, and code 
readability and quality are enforced via in-code commenting, code documentation, and source 
control with revision history. The computational code is written in such a way that it can be further 
optimized by the compiler via vectorization or loop unrolling. When possible, data are stored in a 
properly aligned, contiguous manner (i.e., aligned arrays/vectors) and accessed in a cache-friendly 
way. 
2.3.2 Converting C to C++ and Exploiting C++ standard library 
The major part of BLOKS3D code had been written in C language. The newly written code 
adopts C++ because not only does C++ language has features of C language, but it also provides 
optimized standard libraries and templates. The libraries support generic containers and functions 
to manipulate these containers. These containers automatically allocate and deallocate memory, so 
the containers help in developing an effective and safe code without memory leakage. 
2.3.3 Vectorization 
Vectorization is a way of optimizing the execution on a chunk of contiguous data by 
processing multiple data elements simultaneously using the same instruction. However, in order 
to enable compiler-based vectorization, the data must be stored contiguously, and the 
computational kernels must be written with vectorization in mind. Auto-vectorization applies to 
compound assignment operators such as +=, -=, *= and /=. However, the vectorization of code that 
operates on particle location data (x, y, z) by the compiler is not possible because there are only 
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three components, x, y, z, whereas the vector instructions require four such components. Thus, one 
dummy element in the coordinate array (x, y, z, k) is added to increase the size of the array to four. 
After adding the dummy element, every loop operating on addition, subtraction, multiplication, 
and division is auto-vectorized. As a result, the auto-vectorized code achieves approximately a 
double speed execution of these operations compared to the execution time of for-loop constructs 
without vectorization.  
Vectorization is also applied to computation in Neighbor Search routine where the smallest 
and the largest coordinates in x, y, z need to be found to check which voxels the particle touches. 
The routine calculates the maximum and minimum of each coordinate, and the maximum and 
minimum values are divided by the size of the voxel to calculate the voxel index a particle touches. 
To vectorize the computation, the computed values of the minimum and maximum x, y, z are 
stored in an array of size six. Then, voxel indices are computed by dividing the maximum and 
minimum values by voxel size. This code is then auto-vectorized by the compiler. 
2.3.4 Representing orientation using unit quaternions 
In particle simulations, the orientation of a particle is depicted by various forms: Euler 
angle, rotation matrix, or quaternion. The original BLOKS3D uses Euler angle and rotation matrix 
to compute the orientation of particles. To update the orientation, three steps are required: 1) Euler 
angle is converted to a rotational matrix, 2) the matrix is updated as computing rotation, and 3) the 
computed matrix is converted to Euler angles.  
The form of quaternion (2-7) is introduced by Evans and Murad (1977). It is an expanded 
form of an imaginary number, represents particle orientation by axis and angle about the axis. It 
has four components: a real scalar number and a 3D vector form by the other three components. 
The i, j, and k denote the imaginary components of the quaternion, and the relationship of the 
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imaginary components is defined in (2-8). The rotation around unit axis r by an angle θ is defined 
by below in quaternion form (2-9). For a particle simulation, orientation is updated by angular 
velocity ω as shown in equation (2-10). 
𝑞 = (𝑤, 𝑣) = (𝑤, 𝑥, 𝑦, 𝑧) = 𝑤 + 𝑥𝑖 + 𝑦𝑗 + 𝑧𝑘 (2-7) 
𝑖2 = 𝑗2 = 𝑘2 = 𝑖𝑗𝑘 = −1 (2-8) 
𝑞 = [cos (
𝜃
2








The quaternion is a more compacted form than the rotational matrix and is more stable than 
Euler angle because it can avoid any singularity problem by normalization.  
2.3.5 Additional considerations 
The following are additional efforts for the optimization of the code. Loops are merged 
whenever allowable to minimize the computational cost. For example, Motion Update, particle 
touch box, and boundary particle contact do not necessarily run in separate loops. Computationally 
expensive operations are replaced with cheaper operations if available. For instance, a function 
which comparing lengths line segments computed the distance of line segment by equation (2-11). 
However, the computation of square root is expensive and unnecessary for comparing the length. 
The function skips the computation of square root and compares the square of lengths. 
d1 = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 + (𝑧1 − 𝑧2)2  (2-11) 
The newly written code executes on both Windows and Linux operating systems. Unit tests 
showed that the implementations produce identical results to those from the original BLOKS3D 
code.  A higher order of translation integrator is not considered because the current precision and 
the current order of translation integrator capture granular particle behaviors. Based on 10,000 
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cubic particles particle packing numerical experiences, the newly written code gains 
approximately 15% speedup compared to the original code.  
 Implementation of shared memory parallelization 
The newly re-structured code is designed to exploit parallel algorithms, using the parallel 
directive without algorithmic re-design does not necessarily guarantee effective speed-up of the 
software. In addition, the domain decomposition approach, which splits space of interest, does not 
produce good performance for polyhedral particle simulation (Chen and Matuttis, 2012; Hoang et 
al., 2011). Thus, new parallel algorithms have been developed and implemented to maximize 
computational efficiency of BLOKS3D.  
Figure 2-4 and Figure 2-5 show flowchart summary for parallelized BLOKS3D. For 
simplicity, but without loss of generality, this chart assumes four OpenMP threads working 
simultaneously. The processed data is summarized with different colors on the right side of the 
figure. The size of each bar represents the amount of data that arrays store. As it goes through the 
load balancing function, the data is evenly re-distributed. The computational contribution of each 
function is also summarized by percentage. The proportion of computational time is calculated 
based on the information from particle drop simulation on 16 CPU cores. The following are the 
strategies and algorithms for OpenMP parallelization for the polyhedral particle code. OpenMP 
2.0 is used in this work.  
2.4.1 Minimizing the startup overheads 
There are a few problems when OpenMP directives are applied inside the time-step loop: 
1) OpenMP thread creation and destruction overheads reduce computational efficiency (Figure 
2-6). The more cores are exploited, the more critical this issue becomes. 2) OpenMP is not that 
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efficient when applied to individual loops that perform a limited number of calculations; as 
directives in a time-step loop are executed many times, each thread handles a small number of data. 
Our benchmark test suggests that the code that executed OpenMP directives in the time-step loop 
could not achieve a substantial speedup. The limited speedup is mainly driven by these two 
problems. Thus, a single program multiple data (SPMD) type OpenMP is implemented to 
maximize overall speed-up. The OpenMP derivative omp parallel is applied outside of the 
time-step loop.  
The number of threads for simulation is determined by a user at the beginning of each 
simulation, not to exceed the number of available CPU cores. Once the number of threads for a 
simulation is set, two-dimensional arrays for particle data are created. The number of rows in the 
arrays is the same as the number of threads so that each thread handles each row without 
interruption from other threads. By making 2D arrays, data collision or corruption can be avoided.  
2.4.2 Motion Update: allocate the equal amount of data to process 
Each thread updates the same number of particle positions and orientations. As the number 
of particles does not change during the simulation, the same amount of data can be evenly 
distributed among threads at the beginning of the simulation. After the positions of particles are 
updated, voxels the particle touches are computed and stored. This information will be used in the 
neighbor search to sort out particles near the target particle. Due to the large number of voxels, the 
corner data is stored in a dynamic array. After the position update, particle-boundary collision is 
checked. The computation of the distance between a plane and a particle is relatively simple and 
boundary-particle contact information does not conflict with other particles. If a particle touches a 
voxel that any boundary plane touches, particle-boundary contact detection is computed.  By 
combining the position update loop and the particle-boundary contact loop, computational time is 
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reduced. After the motion update and boundary contact, accumulated particle displacement is 
computed for neighbor search (the broad phase contact) as follows: 
1. Compute each particle’s accumulated magnitude of displacement when the particle 
position is updated. The accumulated displacement is a sum of magnitude of displacement 
across the time step. The only voxels in which any of particles’ accumulated displacement 
is larger than the threshold, require the neighbor search. The other particles, which move 
less than the threshold, do not require neighbor search because the neighbor list is the same 
as in the previous step. The threshold should be less than half of voxel edge size and it does 
not impact.  
2. If the accumulated displacement is less than displacement threshold, the particle contact 
flag becomes -1 indicating that the neighbor search is not required. 
3. If the accumulated displacement is larger than the threshold, the information of previous 
contact pair needs to be updated by neighbor search to generate contact candidate pairs. 
However, when two particles in the same voxel require neighbor search, the neighbor 
search will be computed twice and generate duplicated pairs. In order to prevent the 
duplicate calculations, the particle contact flag number is cumulatively updated in each 
thread from zero. Only the particle with a larger flag number in each voxel will be updated. 
After updating the flag, the accumulated displacement is reset to zero. 
2.4.3 Computational load balancing for allocating the equal amount of data to process 
Load balancing is a critical component of efficient parallel processing. If data is unevenly 
distributed, one core would handle a significantly large number of calculations while others 
process relatively small amount of data. In this case, idle time of some of the processor cores 
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increases, and eventually performance improvement is hindered. Therefore, the goal of the load 
balancing function is to evenly distribute data across all cores. 
Load balance is focused on the functions related to Contact Detection because 1) the contact 
related functions are the most computationally intensive parts (80-90% of the computational time) 
and 2) the amount of particle contact information changes at every timestep as each particle moves 
around in the space of interest. Equal amounts of data, such as particles that require Neighbor 
Search, contact candidate pairs for Contact Detection, and contact pairs for contact Force/Impulse 
Update, are distributed to each core in every step by the following procedure: 
1. Check the number of elements for each array  
2. Sum up the number of particles needed to be processed by each thread 
3. Move data from larger arrays to smaller arrays 
The amount of computations for data transfer increases as the number of threads increases. 
The computational cost for data transfer is minimized by allocating memory space at the beginning 
of the simulation. The load balance takes less than 0.1% of the entire computational time, obtained 
by a benchmark test. The newly implemented load balancing routine improves performance of the 
software, particularly when a large number of cores are exploited to run a simulation. 
2.4.4 Neighbor Search: minimizing idle time of processors 
Neighbor Search is the most difficult part to parallelize. Although discrete bodies 
independently move around in a domain, particles share the space of interest. As the discrete bodies 
share the space, it is hard to process Neighbor Search simultaneously without encountering data 
collisions. In addition, particles can be anywhere in the space and the particle index number does 
not indicate the neighboring particles. The arbitrary particle location has been a problem to develop 
efficient parallel process.  
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A simple parallel implementation of Neighbor Search without domain decomposition is 
likely to generate conflicting information if different threads update the information of the same 
pair. For example, in Figure 2-7, are generated when a thread searches a neighbor of particle 2 and 
another thread searches a neighbor of particle 3. After generating the lists of contact candidates, 
Neighbor Search combines the lists from all cores and sorts the duplicated pair from the combined 
list to delete redundant information, such as the pair (2,3). The algorithm is relatively easy to 
implement, but it has a couple of problems with respect to efficiency; while one thread combines 
lists and sorts out the duplicated pairs, other threads must wait. This scheme could make the 
function moderately faster than a sequential process, but speed-up is limited or could even slow 
down performance with a large number of threads. As a result, Neighbor Search became a 
bottleneck in the simulation. As a result, a more efficient algorithm to sort out adjacent particle 
pairs is required, and this algorithm should avoid generating duplicates pairs.  
A new algorithm is developed, and its goal is to avoid generating duplicated information. 
The new algorithm is better than the simple algorithm because it does not need to combine arrays 
and sort out duplicated pairs because the algorithm does not generate duplicated information; it 
does not require barrier or critical section that increases idle time of processors. The parallel 
Neighbor Search algorithm is implemented by the following procedure: 
1. Each particle’s accumulated displacement and particle contact flag number are computed 
in Motion Update routine. If the contact flag number is larger than -1 (indicating that the 
accumulated displacement is larger than displacement threshold), the particle requires a 
new Neighbor Search with the neighboring particles that touch the same voxel. The flag     
-1 indicates that the particle does not require a new Neighbor Search. In this case, the 
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previous contact data will be used for Contact Detection.  This flag is for the computational 
efficiency and it does not impact the final result of the contact detection.   
2. If the particle requires a new Neighbor Search, the Neighbor Search function checks all 
the particles that touch the same voxels the target particle touches and makes pairs with the 
target particle.  
3. When the target particle’s contact flag is larger than the flag of the counterpart of the pair, 
the thread skips Neighbor Search of the pair and proceeds to the next pair. The Neighbor 
Search of the skipped pair will be computed by the thread that updates the counterpart of 
the pair.   
4. If the two flag numbers are larger than -1 and the contact flag numbers are the same, then 
the particle indices are compared. The thread which handles larger index number updates 
the pair of Neighbor Search. 
5. The bounding sphere is an invisible sphere around the particle. The radius of the sphere is 
the longest length from particle centroid to a vertex. If the bounding spheres of the pair 
overlap, the pair is stored as a contact candidate. 
Figure 2-7 provides a simplified illustration of the Neighbor Search algorithm on a shared 
memory system. For simplicity, it is assumed that four OpenMP threads are used for Neighbor 
Search and four particles are in invisible voxels. The particle index and contact flag number are 
used to process the parallel Neighbor Search algorithm. The contact flag numbers are in 
parenthesis.  
Thread #0 processes Neighbor Search for particle 3. Particle 0, 1, and 2 touch the same 
voxel that particle 3 touches; therefore the pairs of (0, 3), (1, 3) and (2, 3) need to be checked if 
they require contact detection. In the case of (0, 3), the contact flag of particle 0 is smaller than the 
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contact flag of particle 3, thus the Neighbor Search for (0, 3) is done by thread #0. In the case of 
(1, 3), the contact flag of particle 1 and particle 3 is the same. Thus, thread #0 handles the Neighbor 
Search of (1, 3) because particle 3 has larger index number. In the case of (2, 3), the pair (2, 3) will 
be updated by thread updating particle 2 because the contact number of particle 2 is larger than the 
contact number of particle 3.   
While threads #0, #1 and #2 update Neighbor Search of the pairs, thread #3 does not 
process any pair of Neighbor Search functions in the voxel, because the incremental displacement 
of particle 0 is smaller than displacement threshold.  
By implementing this algorithm, Neighbor Search can be completed without introducing 
any atomic operations, critical sections, or barriers which have threads that wait for the other 
threads to complete the work and thus slowdown performance. However, the total computational 
time for Neighbor Search increases as the number of threads increase, for two reasons: 1) While 
the load balancing function equally distributes particles that require Neighbor Search for each core, 
the number of particles adjacent to the target particle can vary. Suppose a target particle A is among 
a large number of particles and a target particle B has no adjacent particle. The computational time 
for Neighbor Search of particle A and B will differ. 2) While the particle information is distributed 
to arrays to prevent data collision, distributed data increases number of voxels to compute. 
Neighbor Search is required to check the information of all voxels from different arrays. This 
means that the more threads are exploited, the more elements need to be checked. Figure 2-7 shows 
that compared to single core implementation, the parallel algorithm using four cores computes a 
greater number of voxels. The overhead is minimized by allocating the same number of voxels to 
each core.  
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2.4.5 Contact Detection, Contact Update, and Purge Contact  
Equal number of contact candidate pairs are distributed to contact arrays by the load 
balancing procedure described above. While the computational time of Contact Detection for each 
pair differs across pairs due to the contact type and complexity of particle shapes, computational 
time of each thread for Contact Detection is not significantly different. Since the number of contact 
pairs is much larger than the number of threads, the difference between the computational times 
for contact pairs across threads averages out. 
Each thread handles its own list of pairs, and this method prevents data duplication, data 
corruption, or data collision. In Contact Detection routine, particle contact is verified by using a 
common plain method described in (Nezami et al., 2007). The common plain is the orthogonal 
plain that bisects shortest distance between two particles.  When the particles do not have contact 
with each other but the distance between them is shorter than a threshold, data about the common 
plane, the shortest distance between two particles, and a contact type is stored for the next timestep 
as particles may eventually be in contact.  
Our benchmark test shows that Contact Detection function obtains the most speedup 
among all functions in the simulation. Given the fact that the most computationally demanding 
part for polyhedral DEM simulation is Contact Detection routine, achieving the highest speed up 
in Contact Detection is a desirable result to produce better overall speedup of the entire simulation. 
2.4.6 Contact update and force computation: lock-free algorithm 
As a polyhedral particle can collide with multiple particles simultaneously, contact force 
(for DEM) or impulse (for iDEM) needs to be updated. Again, if two threads simultaneously work 
on the same particle and both update the particle force/impulse at the same time, a race condition 
can occur resulting in one thread overwriting the results computed by the other thread. It makes 
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shared memory parallelization demanding. One way to avoid a race condition is to lock the 
processing data with critical section whenever a processor updates force or impulse and the critical 
section prevents other cores from processing data. Parallelization of contact update with critical 
section was initially implemented to check the performance of the code. The critical section was 
costly because it makes other threads stall while one thread updates the data. Particularly in dense 
polyhedral particle simulations, a large number of contacts inherently occurs, and each contact has 
several contact points. As a result, the frequently used critical functions significantly slowed down 
the computing speed, especially when a larger number of threads are involved. Thus, a lock-free 
algorithm is adopted to improve the efficiency of parallel code. This algorithm does not involve 
using critical section and reduces waiting time of threads. This lock-free algorithm is described 
below: 
1. An atomic integer array is introduced as a global data structure at the beginning of the 
simulation.  Each element in the atomic array represents each particle. All the elements are 
initialized as 0, and the number will be converted to 1 while any thread accesses the 
corresponding particle.  
2. Before a thread tries to resolve force/impulse of a given pair, it checks the atomic array. 
Zero indicates other threads do not currently work on the given particle. Thus, if and only 
if both elements in the array representing the contact pair particles are zero, the number is 
changed to 1 and the thread starts to update contact force or impulse. 
3. After the contact force/impulse is updated, the element’s value returns to 0. 
4. If one of the values of two elements representing the contact particles is not 0, one of the 
other threads must be currently updating the particle’s contact information. In that case, 
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rather than waiting until the computation of the particle is completed, the thread stores the 
contact index number in another array, local to the thread, and moves to the next pair. 
5. When the thread reaches the last element of contact pairs, the thread starts to update contact 
pairs that were stored in this additional array until it updates all pair.  
Suppose two threads are working on contact pairs (0, 1), (0, 3), (1, 2) and (2, 3) as the Figure 
2-8 shown. Thread #1 needs to update contact (0, 1) and (0, 3) while thread #2 updates contact 
pairs (1, 2) and (2, 3). Assume that thread #1 starts computation before thread #2 and updates pair 
(0, 1). Before thread #1 finishes updating pair (0, 1), thread #2 cannot update particle 0 nor 1. The 
atomic array of integers is used to ensure the other threads (e.g., thread #2) cannot access any 
particle information when the other thread process the data (e.g., thread #1). Thread #2 stores the 
pair (1, 2) in another array. Next, thread #2 moves to the next contact pair (2, 3). Currently, 
particles 2 and 3 are not used by other threads, therefore thread #2 starts to compute on pair (2, 3).  
Next, thread #1 moves to the next pair (0, 3) but particle 3 is used by thread #2. It stores the pair 
in another array. Let’s assume that thread #1 reaches the end of contact array. It moves to the other 
array and starts to compute on the pairs stored in the array. As thread #2 finishes with the contact 
for particle 3, thread #1 waits until both particle 0 and 3 are available. As thread #2 starts to work 
on another array, thread #1 can access pair (0, 3). This algorithm correctly updates contact 
force/impulse for particles without any data collision due to a race condition. 
 Conclusion  
A realistic polyhedral particle simulation, BLOKS3D, is parallelized to improve the 
efficiency of code and to extend scale of the simulation by reducing computational time. The code 
required new data structure to apply the shared memory parallel algorithm, and the new code 
improves speed approximately 15% by vectorization and optimization. Shared memory 
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parallelization algorithms for particle simulation without domain decomposition are implemented 
to speed up the polyhedral code. The effort of parallelization is focused on contact detection, 
because the Contact Detection routine of polyhedral particle simulation takes the most 
computational time, more than 65% of the computation. The algorithms implemented for both 
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Table 2-1 Speedup of DEM via shared memory parallelization 










2015 Sphere 3D 50,000 32 8 
Chareyre (YADA) 2015 Sphere 3D - - 8 
Chen Matuttis 2012 Polyhedral 3D 682 8 5.3 
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Table 2-2 DEM/iDEM parameters for the column collapse simulation 
Parameters DEM iDEM 
Particle size (cm) 0.6 0.6  
Particle density (Gs) 2.6  2.6 
Contact damping (DEM) 
/ Coefficient of restitution (iDEM) 
0.1  
0.7 
Inter particle friction angle (°) 27°/ 32°  27°/ 32° 
Normal Stiffness (N/m) 160,000 160,000 
Shear Stiffness (N/m) 130,000 130,000 
Timestep (∆t) 5.925e-06 5.925e-05 
Gravity (g) 1g 1g 





Figure 2-1 Other parallelized DEM software’s speedup. Parallelized DEM software with sphere or 
ellipsoidal particles is drawn without fill 
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Figure 2-3 Computational time for each function in (a) DEM and (b) iDEM. Data from dense 
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Figure 2-6 Simplified flow of OpenMP parallelization. OpenMP thread creation and 
destruction overheads reduce computational efficiency This algorithm reduces the overhead of 
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Figure 2-7 Comparison of single core process and multi core process of Neighbor Search. Shared 
memory parallel algorithm distributes the same number of particles for each core for Neighbor 
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 COMPUTATIONAL PERFORMANCE AND FEASIBILITY 
TESTS  
 Introduction 
Behaviors of particle assembly are hard to predict because they neither stay solid nor fluid. 
Due to their multi-phase characteristics, nature of granular materials is hard to understand. The 
particle-based method is successfully exploited to capture granular behavior, but the majority of 
particle simulations adopt simplified particle shapes. To simplify shapes, the simulation requires 
rotational damping or high inter-particle friction to reproduce naturalistic granular material 
behaviors. However, these simulations have a few limitations. It is time consuming to calibrate 
rotational damping and inter-particle friction angle. Furthermore, rotational damping is an artificial 
value that is less likely supported by physics. Contrary to these simulations, a simulation using 
polyhedral particle shapes that does not require rotational damping successfully captures behaviors 
of macroscopic granular assembly with realistic inter-particle friction value. 
In Chapter 2, code optimization and parallelization are applied in BLOKS3D, a 3D 
polyhedral particle simulation code. It is required for a good particle-based software not only to 
be computationally efficient but also to capture realistic particle behavior. In this chapter, the 
computational performance and feasibility of the parallelized code is tested by series of 
applications. After applying the code to the simulation of granular materials, the scale of the 
simulation is extended to millions of particles to investigate capability of the code. 
 Performance analysis of Parallelized BLOKS3D 
The code was compiled to run on two platforms: Windows and LINUX workstations. The 
workstations have 128 GB and 3 TB of RAM, and 16 and 48 physical cores, respectively. Particle 
packing simulations are conducted as benchmark simulations to study the scalability on both 
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Windows (Windows Sever 2016) and LINUX systems (CentOS 7). The code is compiled by 
Microsoft C/C++ 14.0 and GNU g++ 4.8 for Windows and LINUX compilers, respectively.   
3.2.1 Computational time vs. number of threads tests: particle packing and shear 
simulations 
Total program execution time for particle simulation depends on the number of particles 
and contacts between them. The speedup of the parallelized particle simulation can vary depending 
on the size of the particle set. To explore this, two different scales of particle simulations are chosen: 
1) gravity packing simulation with a large number of particles, and 2) direct shear simulation with 
a relatively small number of particles. The size of each simulation was selected considering 
sequential computational time. For example, for the gravity packing simulation, a sufficiently large 
number of particles that can be processed by a single core within a reasonable time is chosen, 
which, in this case, is 100,000 particles. In contrast, the other test, direct shear test, examines a 
relatively small set of particles with small timestep to investigate the speedup of a small scale with 
dense particle assembly.  
3.2.1.1 Particle-Packing simulation with the larger number of particles 
The packing simulation proceeds as follows: a bounding box is generated so that it can 
contain particles. Equally sized non-overlapping polyhedral particles are created within this box 
with random orientations. The particles are dropped to the bottom boundary of the box and packed 
by the force of gravity. Particles are stabilized in the box within a second; the duration of 
simulation is set to one second. In each simulation, five different shapes are selected from the 
particle library (Figure 3-1). The parameters for the particle packing simulations of DEM/iDEM 
are summarized in Table 2-2. The main goal of this strong scaling test is to investigate code scaling 
with respect to the number of cores. It tests whether the speedup is continuously improved as more 
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cores are exploited and it also checks the trend of speed of the code. The study is conducted using 
different numbers of cores on both Windows and LINUX systems: from 1 to 16 cores for Windows 
and from 1 to 48 cores for LINUX systems. The speedup is measured for the entire computation 
including generating outputs. 
Table 3-1 and Table 3-2 show the execution time of 100,000 particle packing simulation 
as a function of the number of cores. While the simulation with one core takes more than 100 hours, 
using more cores shortens simulation time. For example, the same simulation takes less than 7 
hours using 32 threads running on 16 CPU cores on the Windows machine. Similarly, on the 
LINUX machine, the simulation which takes 87 hours using one core takes less than 5 hours 
working with 48 cores. The speedup is approximately 28 times using 48 cores on LINUX. The 
speedup of DEM and iDEM is comparable in both Windows and LINUX (Figure 3-2).  






The LINUX system and Windows system show comparable speedup by the parallel 
algorithms Table 3-1 and Table 3-2. While the code speedup continuously increases with the 
number of threads, computational efficiency decreases as the number of threads increases. The 
efficiency of simulation is approximately 62% and 57 % when the simulation is executed with 16 
threads on Windows and 48 threads on the Linux system, respectively.  
3.2.1.2 Shear tests with a small time-step  
A shear test is conducted with a relatively small scale but dense assembly of particles. The 
shear test consists of three stages: particle packing, confining, and shearing (Figure 3-3 and Table 
3-3). In the first stage, approximately 3,300 particles are poured into a box that is composed of 
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nine master blocks: one master block for the bottom and two master blocks for each side. The size 
of the sample is 10 cm × 10 cm × 10 cm, and the thickness of the master block is 2 cm. To control 
displacement of master blocks during the stages of confining and shearing, the mass of every block 
is set to infinity.  
The second stage, confining particles, starts after particles are stabilized in the box. Once 
the particles are stabilized, any particles located higher than the upper face of master blocks are 
removed. A cap master block is generated higher than the highest particle corner so that the cap 
master block does not overlap with particles. The particles inside the box are confined by moving 
the cap down. After the cap reaches the targeted position, the simulation is continued for one 
second for particles to stabilize.  
In the last step, the shearing stage, the upper part of the box and cap master blocks move 
horizontally and shear the particles by lateral movements. High shear rate (1mm/sec) is applied.  
DEM and iDEM simulations are conducted on the Windows system using 1 to 16 cores, 
and speedup in DEM and iDEM (Figure 3-4) is investigated. Speedup of each stage and number 
of cores is summarized in Table 3-3.  
Testing on a relatively small number of particle simulation shows that particle packing 
stage achieves less speedup compared to the gravity packing simulations discussed earlier. The 
other stages which require more contact detections benefit from parallel algorithms and improved 
speed as number of cores increases. Considering that the shearing stage requires more 
computational time than the particle packing stage, it is desirable to achieve better speedup in 
shearing than in packing stage.  Given the outcomes from the studies of large- and small-scale 
simulations, the developed parallel algorithms are more effective in computationally demanding 
simulations such as simulations with large number of particles and/or dense particles. 
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3.2.2 Computational time vs. number of particles tests with particle packing simulations 
Simulations with different number of particles are performed using the same number of cores 
to evaluate efficiency of the parallel algorithms.  Four different sets of particles, from 10,000 
particles to 10,000,000 particles, are used in this study. The upper limit of the particle number in 
DEM simulations with a single core is 100,000, due to long computational time. The results show 
that the larger the number of particles is in the simulation, the higher the speedup efficiency of the 
simulation.  
Speedup of each subroutine is measured to check performance improvement of each routine  
(Figure 3-2). The results show that Contact Detection part has better speedup than other routines 
while improvement of other functions is comparable. 
As our data shows, speedup on the LINUX machine is generally higher than the speedup on the 
Windows machine. However, the comparison of speedup between two operating systems is needed 
because the two systems have different specifications: LINUX has 48 physical cores and Windows 
machine has 16 physical cores.  
A single core polyhedral particle simulation is limited in its ability to run a massive scale 
simulation due to long computational time. The computational time on a single core increases 
linearly as particle number increases. Based on the numerical experiments data, the computational 
time for 10 million particle simulation will take more than a year by a single core, which is not 
practical. The parallel algorithm makes a 10 million polyhedral particle simulations possible within 
five days. The 10 million particle simulation is conducted only on the LINUX machine because 
the Windows machine does not have sufficient RAM to run the simulation. Combining hardware 
acceleration and impulse-based simulation, 10 million particle simulation is successfully run on 
the LINUX machine.  
Figure 3-5 shows 0.7 seconds after 10 million particles are dropped in a box by the force of 
gravity. The simulation is stopped in 0.7 sec whereby less than 0.1 % of particles are still bouncing.  
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The bottom of the box is 4.6 m by 4.6 m. C++ OpenGL library is used to draw particles, and the 
particle faces are drawn by triangle pan to improve the drawing performance. The parallel process 
expands the scale of polyhedral simulation and proves its ability to run large size simulations 
within an acceptable time frame. 
 Discussion: efficiency reduction with multiple cores  
The implementation of shared memory algorithm focuses on efficiency of contact algorithm 
to maximize speed. However, the total simulation efficiency decreases as more cores are exploited. 
There are several reasons for the efficiency drop: First, the maximum speed we can obtain by a 
parallel process is limited by Amdahl’s law (Amdahl, 1967). 
𝑆 ≤  
1





where S is the theoretical speedup of the task, p is the proportion of time which can be improved 
by parallel processing, and n is the number of cores. The (1-p) is the inherently sequential portion 
which runs sequentially, such as load balancing. While the portion of computational time for these 
functions is small (less than 1%), it prevents ideal speedup of BLOKS3D. Figure 3-6 shows the 
speedup and efficiency of parallelized BLOKS3D and theoretical speedup with different 
proportions of the sequential portion. Second, as discussed earlier in parallel algorithm for 
Neighbor Search, it is challenging to achieve perfect load balance. For example, while the number 
of elements is evenly distributed to each thread, computational time for each Neighbor Search 
particles is different due to particle size, complexity of particle shapes, and the number of particles 
nearby. Predicting the exact computational time for each element and distributing equal amount of 
computation to each processor would be costly. As a result, pursuing a perfect load balance is less 
likely to be achieved and could increase the computational cost. While the implemented load 
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balance function improves speed and load balance per each core, there are still idle times, and the 
total idle time increases with the number of cores. Third, some algorithms may increase the total 
computation time. For example, the information about which particles touch which voxels is stored 
in a 2D array. Each processor updates this information at each row after processing which voxel 
the particle touches. If the user runs this in four threads, four boxes need to be checked, and 
consequently, the number of boxes needed to be checked increases with the number of threads. 
Finally, the 2D arrays increase cache miss and reduce the performance. The SPMD style and 
separate arrays for each core increase performance of parallel process by reducing waiting time 
and preventing data collision, but the cache miss may increase due to the additional dimension of 
the arrays. 
 Applicability test using 3D granular flow simulations 
Granular column collapse is a test to release granular materials on a flat surface by removing 
a side of container. Simulating granular column collapse is a complex problem because it involves 
large displacement of particle assembly and it shows solid like and fluid like behaviors. 
Continuum-based modeling and granular modeling are used to analyze particle flow. The 
continuum model requires a complex mathematical model to capture the behavior of the particle 
run out (Denlinger and Iverson, 2001; Hungr and Evans, 2004; Hungr and Morgenstern, 1984; 
Pirulli et al., 2007; Savage and Hutter, 1989) and the calibration required to obtain suitable input 
parameters.  
The particle-based method, which has the ability to capture large displacement of particles 
without a complex constitutive model, is a suitable tool to simulate complex granular flow such as 
column collapse. The discrete element method was introduced to study behavior of granular 
material flow. Campbell et al. (1995) simulated a 2D landslide with 5,000 to 1 million discs. 
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(Cleary and Prakash, 2004) predicted a 3D rock mass propagation with 166,000 particles. (Linares-
Guerrero et al., 2007) simulated an avalanche and showed that run out distance is increased with 
fraction of smaller particles. These studies used sphere or combined spheres to represent the 
particle shapes. Linares-Guerrero et al. (2007) and Mead and Cleary (2011) ran avalanche 
modelling with irregular terrain and super-quadric particle shapes and concluded that particle 
shape affects runout distance.  
The particle-based method using polyhedral particle shapes should capture the granular flow 
by using a realistic inter-particle friction angle. In addition, the polyhedral particle simulation does 
not require rolling friction coefficient, which is necessary to reproduce granular flow simulations 
by simplified particle shapes. The parallelized polyhedral particle code is used to simulate a dry 
sand column collapse test to check the feasibility of the developed code for these types of 
simulations. The process of the feasibility test has two components: displacement by comparing 
runout distance in an experiment and force on boundaries. In the following sections, the 
experiment of granular column collapse and each component of the validation process are 
discussed in greater detail. 
3.4.1 Procedure of column collapse experiment 
A series of tests were conducted to study runout distance of granular materials in a column 
collapse experiment (Lube et al., 2005). In the experiment by Lube and his colleagues, granular 
materials were poured in different sizes of boxes. Once the granular materials fill the box and 
reached a target height, a side of the box was lifted and particles in the box were released (Figure 
3-7). The granular materials flowed on a flat surface, and after the granular materials became stable, 
the height, length and runout distance of the particle assembly were measured. The runout distance 
is measured by the equation (3-3). 
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δd = d∞ − d𝑖 (3-3) 
where, di denotes an initial length of box, and d∞ and δd are particle runout distance and distance 
initial width from the longest runout distance, respectively. Correlation between the initial ratio of 
height and length and runout distance of the granular materials was measured and reported. 
3.4.2 Displacement of column collapse simulation 
Three different ratios of initial length and height of particle assemblies are used to 
reproduce the column collapse experiments Column collapse of quartz sand experiment is selected 
to test feasibility of the code. The simulations are conducted with both 3D iDEM and DEM. Both 
simulations adopt realistic inter-particle friction angles. The range of inter-particle friction angles 
of mineral Quartz is known to be between 23° to 35° by Terzaghi et al. (1996). As inter-particle 
friction angle may affect runout distance, two different inter-particle friction angles are chosen for 
the numerical simulations: 27° and 33°. Polyhedral particle simulations do not require rolling 
friction coefficient.  
Table 3-4 summarizes the parameters used in the simulations. The procedures of the 
simulations are as follows. Initially, particles go through a gravity packing process: they are 
positioned in the air with random orientations and dropped by the force of gravity. Three different 
ratios of height and length are selected. Once particles are stabilized in the box, any particles higher 
than the target height are removed. The ratio is controlled by height of the particle assembly: 15, 
20, and 25 cm, while the length is fixed as 30 cm. After removing particles, the boundary on the 
right side is eliminated. As the boundary disappears, the particles are released and flow on a flat 
surface. The particle runout distance for each simulation is measured when the particles are 
stabilized. The same procedure is repeated twice, implementing with different particle orientations 
at the beginning of the simulation in both DEM and iDEM simulations because the initial 
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orientations of particles at the beginning of the simulation are randomly distributed, and this 
random orientation may produce different outcomes (Figure 3-8).  
Comparing the same simulation between iDEM and DEM, iDEM uses approximately 10% 
more particles than DEM simulations, as iDEM uses a larger size of time-step, and as a result, it 
allows more overlaps between particles (Table 3-5). Although iDEM uses more particles, the 
computational time of iDEM is seven times faster than the time of DEM.  
Figure 3-11 shows the comparison of the results of simulations and the experimental results 
in Lube et al. (2005). The result from both simulations using inter-particle angle of 27° and 33° 
are consistent with the result from Lube et al. (2005). ). This result suggests that both DEM and 
iDEM can reproduce the complex characteristic of granular materials.  
3.4.3 Force on boundaries  
Force is a critical component of engineering design as well as engineering practice. Since 
the experiments in Lube et al 2005 do not provide force data, the force data on each boundary are 
compared to the original version of BLOKS3D (before optimization and parallelization version). 
The original version of BLOKS3D was chosen because it has successfully reproduced experiments 
for past decades (Lee et al., 2011; Li et al., 2018; Tutumluer et al., 2007; Tutumluer et al., 2009; 
Tutumluer et al., 2013). The column collapse simulation (height = 15cm) that requires the smallest 
number of particles is used to test feasibility of force data. Once the particles are released, the force 
on each boundary is measured in each timestep. Three components of forces (x, y and z) are 
compared with their corresponding components in the original BLOKS3D.  
Figure 3-12 shows the force data from the parallelized iDEM and DEM corresponding with 
the force data from the original version of DEM (single core DEM). The details of force retrieval 
algorithms of iDEM are summarized in Lee and Hashash (2015). The discrepancy in force data 
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comes from the randomness of simulations; the orientations and shapes of a particle are randomly 
selected based on input. However, the discrepancy in force data between single core DEM and 
parallelized DEM is negligible. While the force data of single core and parallelized DEM closely 
match with each other, iDEM simulation slightly overestimates the force compare to the one from 
DEM. The overestimation is caused by the number of particles used in iDEM simulation, which is 
approximately 10 % more than the number of particles in DEM. Due to a large number of particles, 
the total mass in the system becomes larger, and it makes forces on the boundaries become larger 
than the forces from DEM. The result suggests that while the large size of timestep of the 
Symplectic Euler scheme is stable, the force can be overestimated by the large size of timestep in 
iDEM simulation. Considering the number of particles, runout distance, forces on the boundaries, 
and computational time, iDEM can provide plausible output in a short amount of time.  
 Granular flow simulation with 52 million polyhedral 
The series of tests prove that implementation of parallel algorithms for BLOKS3D can 
capture particle displacement and force by using reasonable inter-particle friction angles.  To 
assess computational efficiency and simulation fidelity, a simulation using millions of particles is 
performed: the scale of simulation is extended to 52 million particles to evaluate the performance 
of polyhedral iDEM (Figure 3-13). Simulating millions of polyhedral particles has so far been 
difficult to process. The memory usage of the polyhedral simulation is excessively high because it 
considers historical contact impulse on each contact point. To reduce memory usage, iDEM using 
single precision is selected to run the large-scale simulation. The shared memory simulation does 
not allow data transfer between systems, and it requires a large amount of memory. A high-
memory server (3 TB of RAM) at the National Center for Supercomputing Applications (NCSA) 
is used for the simulations.  
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Each loop of timestep consumes a significantly long time compared to the small-scale 
problem. The large size of timestep is adopted by using time fraction 1.0, and it reduces the number 
of timestep loops. The size of timestep for the 52 million particle simulation is 2.62 × 10-4 second. 
Although the Symplectic Euler scheme allows the use of timestep size larger than 2.62 × 10-4 
second, the time fraction number 1.0 is selected for plausibility of the simulation.  
The procedure of the large-scale simulation is as follows: The particles are generated in the 
air without overlapping particles. The initial dimension of particle assembly is 5.45 m × 5.45 m × 
2.35 m. Three boundaries are generated: one at the bottom and the other two close to the side of 
the initial particle position. The side boundaries are perpendicular to each other. The particle 
simulation is designed to form a natural slope and 27° is used for the inter-particle friction angle. 
The same friction angle is used for particle boundary contact. The particles are dropped by the 
force of gravity, and they flow freely. To the best of author’s knowledge this simulation is the 
largest simulation to date conducted by using polyhedral particle simulation (Figure 3-14). The 
total simulation time is approximately 0.3 second and it requires 1,000 steps. The simulation takes 
about 3 days and consumes approximately 2 TB of RAM. 
 Conclusion  
The scalability of the code is studied with a different number of particles and cores. The 
study with different number of particles shows that the efficiency of the parallel algorithm is better 
when exploiting a larger number of particles. The numerical experiment with different number of 
cores shows that the total simulation time of the code is accelerated approximately 28 times with 
48 cores on LINUX system. The speedup of simulations with the equal number of threads on 
Windows and LINUX systems are comparable.  
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The applicability of parallelized polyhedral particle simulation, BLOKS3D, is investigated 
by a column collapse test. The simulation of granular material column collapse shows that the 3D 
polyhedral DEM and iDEM codes, which do not require rolling friction coefficient, can reproduce 
quartz particles dynamic with reasonable inter-particle friction angles. The runout distance is 
matched with the experimental data, and the force data of parallel process are comparable to the 
one from the sequential process of the original DEM. While iDEM overestimates force due to the 
larger number of particles in a system, the trends of the two data between DEM and iDEM are 
consistent. 
After the applicability test of the particle simulation, the scale of iDEM is extended to the 
52 million particle simulation using single-precision numerical representation. To the best of 
author’s knowledge, this simulation is the largest simulation conducted using polyhedral particles. 
The code confirms that it can be applied to tests of large-scale granular materials.  
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 Tables and Figures 
Table 3-1 Computational time for the particle gravity flow simulation with 100,000 DEM 
simulations 
Number of threads 1 4 8 16 32 48 
Windows 
Computational time (hr.) 107.4 27.8 14.8 10.8 6.9 - 
Speedup 1 3.87 7.49 9.98 15.65 - 
LINUX 
Computational time (hr.) 87.1 25.1 13.9 7.6 4.5 3.2 
Speedup 1 3.47 6.24 11.50 19.54 27.53 
 
 
Table 3-2 Computational time for the particle gravity flow simulation with 100,000 iDEM 
simulations 
Number of threads 1 4 8 16 32 48 
Windows 
Computational time (hr.) 28.7 7.7 3.8 2.5 1.7 - 
Speedup 1 3.69 7.58 11.63 17.25 - 
LINUX 
Computational time (hr.) 33.5 9.6 5.1 2.9 1.6 1.2 
Speedup 1 3.51 6.59 11.60 21.22 27.56 
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Table 3-3 Computational time and speedup of particle shearing simulation: particle packing, 
confining and shearing stages 
 Number of threads 1 2 4 8 16 32 
Packing 
DEM 
Computational time (hr.) 5.4 2.86 1.77 1.0 0.73 0.51 
Speedup 1 1.89 3.05 5.4 7.4 10.59 
iDEM 
Computational time (hr.) 1.33 0.79 0.44 0.3 0.21 0.19 
Speedup 1 1.68 3.02 4.43 6.33 7 
Confining 
DEM 
Computational time (hr.) 34.65 17.5 8.8 4.45 3.36 2 
Speedup 1 1.98 3.94 7.79 10.31 17.32 
iDEM 
Computational time (hr.) 0.77 0.43 0.25 0.18 0.12 0.12 
Speedup 1 1.79 3.08 4.28 6.42 6.42 
Shearing 
DEM 
Computational time (hr.) 60.14 30.87 17.75 9.08 6.93 4.05 
Speedup 1 1.95 3.39 6.62 8.68 14.85 
iDEM 
Computational time (hr.) 6.43 3.37 1.72 0.9 0.69 0.46 
Speedup 1 1.91 3.74 7.14 9.32 13.98 
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Table 3-4 DEM/iDEM parameters for the column collapse simulation 
Parameters DEM iDEM 
Particle size (cm) 0.6 0.6  
Particle density (Gs) 2.6  2.6 
Contact damping (DEM) 
/ Coefficient of restitution (iDEM) 
0.1  
0.7 
Inter particle friction angle (°) 27°/ 32°  27°/ 32° 
Normal stiffness (N/m) 160,000 160,000 
Shear stiffness (N/m) 130,000 130,000 
Timestep (∆t) 5.925e-06 5.925e-05 
Gravity (g) 1g 1g 
Simulation time (sec) 1 sec 1 sec 
 
 
Table 3-5 Number of particles and computational times for column collapse simulation with 16 
cores 
Initial height 15 cm 20 cm 25 cm 
Number of particles (DEM) 19,259   26,443  33,269  
Number of particles (iDEM) 20,953 28,197 35,283 
Computational time for DEM (sec) 29,282 43,952 52,789 
Computational time for iDEM (sec) 4,854 6,456 7,872 
 
  
 65  
 
    
  
      





Figure 3-2 100,000 particle simulations speedup of each function DEM (left) and iDEM (right) 
simulation on LINUX systems.  
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a) b) c) 
   
Figure 3-3 Stages of 3D direct shear test with 3,300 particles: a) particles are poured in a box b) 
particles, placed higher than box height, are removed, and a cap master block is added. Confining 
pressure applied by displacement control and c) the upper box moves horizontally to apply shear on 
particles 
 
Figure 3-4 Speedup of direct shear test with DEM and iDEM on Windows system 
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Figure 3-5 iDEM simulation using uniform size (7 mm) 10,000,000 polyhedral particles: top view 
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Figure 3-6 Speedup of DEM and iDEM. Theoretical speedup depends on the proportion of 
parallelizable parts. Data from 100,000 particle packing simulation.  
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74 cm  
Particle packing DEM simulations iDEM simulations 
Figure 3-8 Column collapse simulation with different initial heights using DEM and iDEM. The 
interparticle friction angle is 32°.  Particles are poured in a 20 x 30 cm box with three different 
heights: 15cm, 20 cm and 25 cm (20,000 to 35,000 particles).  The right side of the wall is 
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Figure 3-11 DEM and iDEM simulations of run out distances a) considering maximum 
runout distance b) considering only continuously connected particles 
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Figure 3-12 The force at boundaries: comparison of force data from single core DEM, 
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Figure 3-14 Number of particles of polyhedral and non-polyhedral particle simulations through 
years 
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 BALLAST SIMULATION UNDER DYNAMIC LOADING 
 Introduction 
A ballasted railway typically consists of a track superstructure and a geotechnical 
substructure. Track superstructure refers to rails, fasteners, and crossties, and the substructure is 
commonly comprised of coarse aggregate ballast and subballast layers above compacted granular 
soils embankment.  
 Consisting of discrete aggregate particles, railway ballast layer is a critical substructure 
component that controls the track response under repeated train loading. In High Speed Rail, the 
railway structures are exposed to intensive traffic loadings induced by the train speed, which may 
result in rapid deterioration of track structure with excessive vibration, reduced strength, and 
excessive yet differential settlement (Bian et al., 2008; Huang and Chrismer, 2013; Tutumluer et 
al., 2013). Hence, a better understanding of realistic ballast behavior is essential for mitigating 
track problems such as ballast settlement, degradation and impeded drainage due to repeated 
loading; and ballast lateral and longitudinal instability causing track buckles. Furthermore, the 
insight into ballast behavior will benefit the ballasted track designs of bridge approaches, grade 
crossings and track transition zones, in which ballast service life and maintenance cost are the top 
concerns of railway practitioners. Therefore, it is of utmost importance to understand the dynamic 
response and settlement behavior of track structure under high-speed train loading. Systematic 
research approach is necessary to understand the fundamentals behind ballast behavior; effective 
and robust methods and tools are needed to simulate the behavior. 
The use of Discrete Element Method (DEM) for modeling ballast layer behavior has 
become a focal point in the simulation of aggregate particle assemblages based on the particulate 
(Gao et al., 2017; Indraratna et al., 2010; Ji et al., 2017; Lobo-Guerrero and Vallejo, 2006; 
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Tutumluer et al., 2011). It is noted that no previous literature was found on large-scale 3D DEM 
simulation on ballast dynamic responses with associated full-scale laboratory or field tests. The 
objective of this chapter is to establish a realistic 3D DEM modeling capability and be able to 
investigate micromechanical interactions of ballast particles and associated ballast layer complex 
dynamic behavior under three different train speeds studied at the Zhejiang University high-speed 
rail testing facility. Experiment for high speed railway  
4.1.1 Test setup  
Full-scale rail test is conducted by Zhejiang University High-Speed Rail Tester (ZJU-
iHSRT). Figure 4-2 is the longitudinal cross-section view of the physical model for ballasted high-
speed railway (unit: m). Following the Chinese high-speed railway design code, the model was 
constructed in a 15.0 m long and 5.5m wide rectangular steel box. Overall, eight pairs of segmented 
rails and fasteners, eight concrete crossties, and the ballast layer compose the testing trach structure. 
The thickness of the ballast layer is 0.3m underneath the crossties and 0.485m wide between two 
adjacent crossties. The substructure includes 0.7m-thick sub-ballast, a 2.0m-thick embankment 
and 0.7m-thick piled foundation. The slope of the ballast layer was 1:1.75. 
4.1.2 Loading system  
The process of transferring wheel load from rail surface to track structure can be simplified 
by two steps: 1) as wheel move, fastener system receives the dynamic impact, and 2) the impact is 
transformed into vertical time-varying loadings on the crossties by fastener.  
During the process of transferring train’s moving wheel load from rail surface to track 
structure, fastener system receives the dynamic impacts and transform them into vertical time-
varying loadings on the crossties. Based on this process, the physical model simulates a dynamic 
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impact on the track structure by applying an equivalent dynamic loading at each fastener’s position 
using actuators. 
Based on a verified rail-crosstie-foundation dynamic analysis model (Takemiya and Bian, 
2005) as shown in Figure 4-3, the equivalent dynamic loadings were determined. Fasteners were 
simplified as discrete viscoelastic springs and the track substructure was simplified as distributed 
viscoelastic springs. Using the model, dynamic loadings applied on the fasteners can be simulated. 
In the full-scale physical model test, varying loads were applied directly onto the fasteners at the 
same time by servo-controlled hydraulic actuators, but the magnitude of applied forces on each 
fastener varies with time to simulate train movement. For a Chinese CRH3-type train, it has an 
axle load of 170-kN and a carriage length of 25m.  
 New Implementation for the railway simulation 
BLOKS3D has been successfully used in ballast particle study and captures the ballast 
behaviors by exploiting polyhedral particles in numerical simulation. Loading functions, PID 
controller and generating output functions are implemented for the large-scale high-speed rail 
simulation.  
4.2.1 Cyclic loading function 
Three types of cyclic loading functions are added: Haversine, combination of sines and 
force by data. Users can select the type of cyclic loading in input file. The loading functions can 
be applied multiple particles simultaneously like actuators in physical experiment. Following are 
the apply force options that user can apply on the target particles. 
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4.2.1.1 Absolute value of sine function 
 Absolute value of sine function is the simplest form of cyclic loading function. It can be 
defined by a piecewise function as equation (4-1). 










),   ( 2𝑛 − 1) ≤ 𝑡 ≤ 2𝑛,   𝑛 ∈  Ζ
 (4-1) 
where F is the maximum magnitude of force, t is the time and tduration is duration of the the force 
applied. Along with the force and duration, users can assign duration of pause. Figure 4-4 shows 
a graph of an absolute value of sine force. The magnitude of force is 10,000N and duration of force 
is 0.01 sec.  
4.2.1.2 Combination of sines 
 The combination of sine function is more complex version of cyclic loading than haversine 
function. The function combines two different haversine functions together and make more 
realistic to the dynamic rail load. Figure 4-4 shows the combination of sine force. The magnitude 
is 10,000N and duration is 0.01 sec. 
4.2.1.3 Force by data 
 This function enables users to apply the same forces on target particles. The program read 
the force data at the beginning of the simulation and apply the force repeatedly until the end of the 
time. The program interpolates the force at each time step by using given data points in force data.  
 Figure 4-4 shows three different force types applied on a particle. The data are obtained 
from single particle simulation. The particle is placed on a boundary plane and force is applied by 
using different cycling loading to verify the force functions are properly working. The force data 
is printed by output file.  
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4.2.2 PID controller for dynamic loading 
To control force in particle-based simulation more accurately, PID controller option is 
added to applying force function in BLOKS3D (Figure 4-5). According to Kar Johan (2010), 
Franklin, Gene F., et al. (1994), PID controller is known as the most common way to solve practical 
control problems. The controller generates output using feedback error in time domain as follows: 
𝑓(𝑡)  =  𝑘𝑝𝑒(𝑡)  + 𝑘𝑖∫ 𝑒(𝜏) 𝑑𝜏
𝑡
0




where f is control force and e is error. The control force is a sum of three terms: P-term (which is 
proportional to the error) represents the present value of the error, the I-term (which is proportional 
to the integral of the error) acts on average of the past error, and the D-term (which is proportional 
to the derivative of the error) is interpreted as a prediction of future error. The feedback loop of 
the PID controller is summarized as a block diagram in Figure 4-6. 
PID control option is added to make DEM simulation run in the same condition as in the 
full-scale experiments that adopted PID controller to control force (The purpose of PID control is 
apply the precise amount force on the target body. The servo controller computes the amount of 
the reaction forces from surrounded particles and applies proper amount of the force considering 
the reaction forces. The proportions of the P-term, I-term, and D-term can be controlled in input 
file.  
The implementation of PID controller is verified by a simulation using 10,640 polyhedral 
particles as shown in Figure 4-7. Four different shapes of particles are poured in a box and 
compacted by a master block. The size of master block is bigger than the surface of the particle 
assembly and the movement of master block is controlled by displacement. After the compaction 
process, the master block on top of the particles is removed. Another master block that represents 
a railroad tie is placed on top of the compacted ballast layer, and cyclic forces are applied on the 
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tie. To verify the PID control function, reaction forces on the tie are measured and compared to 
the target forces. 
Figure 4-8 shows that the reaction force obtained from a simulation without applying PID 
controller (grey line) does not match with the target force (dotted black line). Especially the 
maximum reaction force is approximately 20% larger than the target force. The discrepancy 
between the target and reaction force could prevent the capture or prediction of correct ballast 
behaviors under dynamic loading. On the other hand, the reaction force using PID controller (red 
line) matches with the target force. Such exact target forces can be applied on the particles with 
the PID controller function. The simulation shows that the exact target force can be applied on the 
particles with PID controller function.  
4.2.3 Continuous output for individual particles/blocks 
The continuous data are required to compare simulation data to experimental data with 
time. There are two types of continuous outputs are available: data of each particle and data of 
particles in a certain region. If user want to have the certain particle information, the user can select 
particle numbers and the software generates the output files contain particle’s information such as 
force, velocity and displacement. User can assign the frequency of the data too. The software 
generates outputs at the end of simulation. The tie settlement or vibration behavior can be studied 
by using the continuous output option. Also, user can print out particles information in invisible 
cubic box, when user would like to know the overall behavior of particles in a certain region. The 
software generates all the particles’ forces and velocities data in an invisible box at the end of the 
simulation. The size and the position of the cubic box is defined in input file. 
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 Simulation procedure and evaluation 
DEM model for ballast simulation is conducted to understand ballast behaviors under 
repeated loadings. The model reflects the full-scale ZJU-iHSRT setup for ballasted railway testing 
presented by (Li et al., 2018). The outcomes were compared with the test result obtained from 
physical experiments. It is noted that no previous literature was found on large-scale 3D DEM 
simulation on ballast dynamic responses with associated full-scale laboratory or field tests. The 
objective of the simulation is to establish a realistic 3D DEM modeling capability and be able to 
investigate micromechanical interactions of ballast particles and associated ballast layer complex 
dynamic behavior under three different train speeds studied at the Zhejiang University high-speed 
rail testing facility. 
 Full-Scale DEM model setup 
Using the BLOKS3D DEM simulation platform developed at University of Illinois, the 
numerical model for simulating the full-scale physical model tests was created with 158,224 
particles and 8 crossties as shown in Figure 4-9. . The grain size distribution of ballast material 
shown in Figure 4-10 met the No. 4A gradation of American Railway Engineering and 
Maintenance-of-Way Association (AREMA).  Following the same ballast layer geometry as it is 
in the full-scale physical model, the whole simulation model setup is 5.4m wide, 5.5m long, and 
0.485m high from the top of ballast surface to the bottom of the ballast layer. The slopes of the 
ballast layer on both sides are 1:1.75. The 8 crossties have the same geometry as 2.6m long, 0.29m 
wide and 0.2m high. Table 4-1 lists the modeling parameters used in the DEM simulations. 
Dynamic loadings applied on eight crossties are identical as applied in physical model 
which is shown in Figure 4-3. In total, 2 seconds were simulated in the DEM model with three 
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different speeds, 108 km/h, 252km/h, and 300 km/h, respectively (Figure 4-11). With higher speed, 
more loading cycles occur within the same designated time.  
Vibration velocity for all eight crossties are captured during the simulation. The size of 
timestep for the simulation is 1.62x10-4 second. Three dynamic loadings that represents speed of 
a train, 108 km/h, 252km/h, and 300 km/h, is applied on the ties. A vibration velocity sensor was 
installed in the physical model to measure the velocity of a tie. 
4.4.1 Crosstie vibration velocity 
During the simulation, vibration velocity of all eight crossties were recorded into separate 
files. The comparison of physical experimental and numerical simulation is conducted. The same 
tie which has measuring sensors were installed in the physical model are selected for the study. 
Figure 4-12 presents comparisons between the crosstie vibration velocity measured from the full-
scale physical test and the velocity of the tie simulated in DEM model. Positive values in the figure 
indicate the crosstie moving upwards and negative values indicate the crosstie moving downwards. 
Figure 4-12 clearly shows that the simulated crosstie vibration velocities are aligned closely with 
the result measured from the full-scale physical test in terms of both vibration trends and 
magnitudes. It is also apparent that ballast particle vibration velocity magnitude increases as the 
speed increases. The result indicates that DEM model properly captures vibration of granular 
materials. 
Note that crosstie vibration velocities measured in the full-scale physical model are more 
identical and also smoother as observed in different load cycles, whereas the predictions from the 
DEM simulations can vary between two cycles, especially at the speed of 108 km/h. One possible 
reason is that ballast particles can’t break in the DEM. model while particle edge chipping, 
abrasion and possibly breakage could have definitely happened during the dynamic loading stages 
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in the full-scale physical model. Such mechanical degradation of ballast particles, even in small 
scale, would have provided better shakedown to the ballast layer and hence improved support to 
the concrete crosstie during the experiments to cause certain discrepancies between the physical 
model experiment and the DEM simulations for the crosstie vibration velocity trends. 
 Conclusion  
Dynamic loading tests for ballast are conducted at various speeds on the innovative full-
scale ballasted track-subgrade system, known as the ZJU High-Speed Rail Tester (ZJU-iHSRT). 
This system (15m×5m×6m high) was constructed with various field sensors and instrumentations 
that have the ability to measure vibration velocity, in-situ pressure, and settlement. The 
experimental data have been made available to the UIUC research team for the purpose of 
simulating the full-scale system using DEM modelling.  
Different types of dynamic force functions are implemented to properly represent repeated 
force in physical test. The dynamic loading conditions from the eight actuators were successfully 
applied onto crossties and the ballast layers in the simulation. Target force can be applied precisely 
on the ballast particles in DEM simulations with few mismatches using the proportional–integral–
derivative (PID) controller function while target force cannot be followed exactly without PID 
controller.  
Full-scale track performance simulations were then carried out to predict the dynamic 
responses and stresses of ballast, and the results from the developed DEM model were compared 
to the measured data from field instrumentations. Crosstie vibration velocities captured in the 
DEM model matched quite closely with the measurements from the physical model in terms of 
both behavior trends and magnitudes. With train speed increases, crosstie vibration velocity 
increases accordingly. The crosstie vibration velocity is analyzed and compared with the field 
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measurement from vibration sensors, and a good match between DEM modelling data and field 
data is achieved.  
The full-scale DEM ballast modeling demonstrates the code can capture the measured 
response of railroad ballast under dynamic loading using the currently available dataset. The 
particulate nature of DEM simulation helps to better understand the individual particle movements 
and forces as well as macroscopic mechanistic behavior of track substructure.   
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 Table and Figures 
 
 
Table 4-1 DEM model parameters used in the DEM simulations 
Description Value 
Inter-particle friction angle 31° 
Normal contact stiffness 20 MN/m 
Shear contact stiffness 10 MN/m 
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Figure 4-1 Study of ballast (a) real (b) full-scale high-speed railway tester (c) full scale 
simulation 
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Figure 4-2 The longitudinal cross-section view of the physical model to study of ballast behaviors 
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Figure 4-3 Dynamic loading applied on eight ties: (a) in physical model tests (Li et al., 2018) 
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Figure 4-7 PID controller verification based on a smaller size DEM simulation: 10,640 ballast 
particles and four shaped for the test 
 
 
Figure 4-8 Contact force data from the DEM model indicating PID controller helps to match 
the peak and shape of target force 
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Figure 4-9 DEM reflects full scale physical test: (a) Isometric of DEM simulation and (b) side 
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Figure 4-10 Grain size distribution for DEM model. The Grain size distribution is within the 
upper and lower limit of AREMA No.4A. 
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Figure 4-11 Dynamic loading applied on one crosstie in DEM simulation: (a) at 108 km/h; (b) at 








Figure 4-12 Crosstie vibration velocity comparison between physical model and DEM model: 
at speed of (a) 108 km/h, (b) 252 km/h, (c) 300 km/h. The result from the simulation and 
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Figure 4-13 Particle responses under train moving 
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 NUMERICAL STUDY OF THE ANGLE OF REPOSE AND 
SELF-ORGANIZED CRITICALITY 
 Introduction 
Natural slopes are macroscopic results driven by interactions between various parametric 
effects from the internal mechanisms of granular materials. A variety of natural phenomena and 
man-made structures, such as talus, sand dune, cinder cone crater, bulk material processing, and 
ballast formulate natural slopes (Figure 5-1). While a thorough understanding of parameters and 
of how they affect granular dynamics is required to predict granular behaviors, controlling the 
parametric effect by physical experiments is difficult and expensive. As a result, the mechanisms 
of slopes and particle interaction in the slopes have been less explored in the field of geotechnical 
engineering. In this study, angle of repose simulation is conducted to understand slope formations. 
5.1.1 Angle of repose tests to identify granular materials 
The angle of repose, the interparticle friction angle acquired by the loosest status of 
granular materials (Terzaghi et al., 1996), is a byproduct of the mechanisms of inter-particle 
resistance to granular motions. Testing angle of repose is an efficient way to study natural slopes: 
the experiment is relatively simple to measure characteristics of granular materials compared to 
other geotechnical experiments such as direct shear test, triaxials test, etc.  
It has been the subject of many classic studies in explaining complex natural phenomena 
such as avalanches (Frette et al., 1996), sand dunes(Amarouchene et al., 2001), segregations 
(Samadani and Kudrolli, 2001), stratifications (Baxter et al., 1998; Jiang and Herten, 2019), and 
landslides (Glover; Roering et al., 2015). A wide range of applications of the angle of repose in 
geotechnical engineering can be found in slope stability, phenomenon of rock fall, backfilling 
retaining structures, etc.  
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The angle of repose is one of the forms of natural slope. Studying the angle of repose is an 
efficient way to characterize the material properties of natural slope. The angle of repose depends 
on the material properties and it reveals inter-particle properties of granular materials. 
5.1.2 Dry polyhedral particle simulation without adhesion 
Numerical simulation is widely adopted to explore the behaviors of natural materials. The 
simulation is an economic tool to reproduce the natural mechanisms, to repeat the same simulation 
with different parameters, and to control parametric effects. Simulating the angle of repose has 
provided insights into designing processes of granular materials.  
The discrete nature of granular materials is one of the main obstacles for numerical models 
to reproduce experiments on the materials. Over the past two decades, major advances in particle-
based methods have allowed to simulate granular materials. The methods gradually gained their 
popularity in the field of geotechnical and transportation engineering through their capability to 
capture the macroscopic particle dynamic by considering individual particle interactions. The 
particle-based model can directly represent material properties. It is suitable to identify and 
characterize each parameter’s independent effect on granular materials by controlling input 
parameters.  
Discrete Element Method (DEM), one of the most widely used particle-based method, was 
developed by Cundall and Strack (1979) to reproduce granular material behaviors by using particle 
interactions. DEM has become a well-established discontinuum-based numerical method for 
analysis of granular materials with the advanced computational power. It employs the 2nd order 
differential equations of motions. The equations are used to update the translation (5-1) and 
rotation (5-2) of each particle. 
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∑𝑭𝑵 +∑𝑭𝑺 + 𝐅𝒃 =  𝒎?̈? + 𝒄𝑀?̇? (5-1) 
∑𝑭𝒔𝑹 =  𝑰?̈? + 𝒄𝐼?̇?  (5-2) 
where, 𝒎 is the mass, 𝑰 is the moment of inertia, and 𝒄𝑀 and 𝒄𝐼 are the global damping. 𝒑 and 𝜽 
are the position and orientation of the particle, respectively. ∑𝑭𝑁 and ∑𝑭𝑠 is the net normal and 
shear forces, respectively.  𝐅𝒃 is the body force. ∑𝑭𝒔𝑹 is the resultant moment where 𝑹 is the arm 
length.  
DEM is a unique tool to simulate granular materials because of its discrete nature and its 
ability to capture individual particle interactions. However, simulating individual particles is 
computationally demanding, especially when a large number of complex particle shapes are used 
in a simulation. Most of the simulations in this field have adopted sphere or combined sphere as a 
representative particle shape to reduce the computational demand. Although this approach laid the 
ground work for particle simulation, implementing more complex particle geometry is required to 
capture more accurate granular behaviors. 
5.1.3 BLOKS3D, a polyhedral DEM program 
A rigorous parametric study of the angle of repose requires simulations with realistic particle 
geometries. It is well known that particulate behaviors of granular materials are controlled by 
particle shapes (Lu et al., 2015). Realistic particle shape is a critical component in the parametric 
study of granular materials; the simulation with polyhedral particles does not require a rolling 
friction coefficient and reproduces realistic granular particle behaviors with a relatively small 
number of parameters. The polyhedral particle code reproduced soil and ballast behaviors by using 
realistic inter-particle friction angles (Lee et al., 2012; Lee et al., 2011; Qian et al., 2013). 
BLOKS3D, a polyhedral particle DEM software, has been successfully applied to real engineering 
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problems  (Ghaboussi and Barbosa, 1990; Zhao et al., 2006a). Recently, the code has improved its 
computational speed via parallelization (Park et al., Under Review). 
 Feasibility check with experimental results 
Before executing a parametric study of the angle of repose, it is important to test whether 
the polyhedral particle simulation can capture the results of a physical angle of repose test. A lab 
experiment with dry sand was conducted to investigate the feasibility of simulation to compare the 
results between physical and numerical experiments. 
5.2.1 Experiment of angle of repose with dry sand 
The physical experiment uses highly uniform and clean sand, which is dried before the test. 
A fixed funnel method is used in the test. The sand is poured through the funnel and dropped by 
the force of gravity. The sand is gradually poured in the funnel to prevent an arching effect. As the 
sand drops on the horizontal plane, the particles form a conically shaped pile. The angle between 
the face of sand stack and the plane is measured. The measured angle from the physical test is 33°, 
in the range of typical values of the angle of repose (30° ~ 35°) for sand (Duran, 2000; Glover).  
5.2.2 Preparation of angle of repose simulation 
After the physical test, the numerical simulation for the angle of repose is conducted using 
polyhedral particles. A hopper is generated with infinite mass at a fixed position in the air. The 
hopper consists of ten master blocks (Figure 5-2) and contact detection between the master blocks 
is ignored. Contact force between the master blocks is not required because the position of the 
hopper remains the same during the simulation. The mass of the hopper elements is set to infinity 
without a position update to prevent any movement driven by contact with particles poured in the 
hopper. The slope of the hopper is set at 60°, which is larger than the inter-particle friction angle, 
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to make particles slide down along the hopper’s faces. The friction angle between the hopper and 
particles is set to 0° to minimize a particle arching effect in the hopper.  
The size of the smallest particle controls overall computational cost of particle simulation. 
A small particle size decreases the size of timestep because the timestep size is proportional to the 
mass of particle. Additionally, it takes more particles to formulate the same size of a sand stack 
with smaller particles. To mitigate the computational cost, the original grain size distribution is 
shifted 9 times bigger, and the top and bottom of the distribution are modified (Figure 5-3). While 
the grain size distribution is modified to increase efficiency, coefficient of curvature and 
uniformity are not affected by the particle size modification. Six different particles shapes are used 
for the feasibility test (Figure 5-4). Particle shapes are randomly assigned when particles are 
generated.  
A circular boundary is used for the simulation. Once a particle leaves the boundary, the 
particle is removed from the system. The volume of the particle stack is determined by the radius 
of the circular boundary. Assuming the particle stack is a smooth cone shape, the volume of the 









where r is the radius of the bottom, h is the height of the stack, and θ is the angle between face of 
the stack and the horizontal plane.  
If the radius is too small, the particles do not stack properly. On the other hand, if the radius 
is too large, it is computationally inefficient. A radius of 75mm is selected to observe the cone 
shape of the sand stack and to efficiently run multiple simulations. The friction between boundary 
and particle is the same as the inter-particle friction angle. Zero friction between boundary and 
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particle prevents particles from stacking in a simulation. Once particles hit the boundary, they 
continue to move along the boundary surface.  
5.2.3 Procedures of the angle of repose simulations 
Particles are generated above the hopper and dropped by the force of gravity. Polyhedral 
particle simulation can reproduce the granular material dynamic with a realistic interparticle 
friction angle of sand. A rolling friction coefficient is not required for polyhedral particle 
simulation. The parameters used in the simulation are summarized in Table 5-1. The orientations 
and size of the particles are randomly assigned with respect to grain size distribution when each 
particle is generated. The volume of the poured particles is carefully controlled to avoid an arching 
effect in the hopper. The particles are generated near the hopper and slide along the hopper surface. 
When particles are stuck in the hoppers due to an arching effect, the particles in the hopper are 
removed and particles are re-poured with different initial particle orientations. Particles are poured 
until the particle stack shapes a conical form. The angle between the horizontal plane and the slope 
of particle stacks is measured after particles reach a resting condition. Figure 5-5 shows the results 
of the physical test and the numerical simulation. The typical angle of repose of dry sand is 34° 
(Glover) which is slightly higher than angle obtained (32°) by the physical test. The angle of repose 
produced by numerical simulation is approximately 33°. The angle of repose measured from the 
numerical simulation is comparable to the one in the experiment. The result suggests that the 
polyhedral particle DEM is a suitable tool to understand dry sand behaviors in an angle of repose 
test. 
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 Parametric study of angle of repose 
Particle behavior in a simulation is controlled by input parameters which are assigned before 
the simulation is started by an input file. A thorough understanding of input parameters and of how 
they affect particle behavior is critical for conducting numerical study, but the effects of parameters 
in particle-based simulations are often not clearly understood. The series of tests are performed to 
check the effect of each parameter on the angle of repose. Seven different parameters are tested: 
base boundary size, drop height, contact damping between particles, inter-particle friction angle, 
particle shape, force of gravity and particle density. 
5.3.1 Influence of size of base boundary 
Two size of base boundaries are used to understand the effect of the size of base boundary. 
One simulation used infinite plane base boundary and the other uses 7.5 cm radius circular shape 
base boundary. Both simulations use the same number of particles, particle shapes, grain size 
distribution, drop heights (5 cm), and particle properties (Table 5-1). In circular boundary 
simulation, particles data is removed when particles are out of the boundary. As the results of the 
simulation shows in Figure 5-6, the particle spread more in infinite base boundary but the angle of 
repose in both simulations does not change. The particle maintains the loosest states regardless of 
the size of base boundary. 
5.3.2 Influence of drop heights of particles 
Drop height is one of the parameters that affects the angle of repose. In angle of repose 
simulation setting, four different heights are selected: 5 cm, 7.5 cm, 10 cm and 12.5 cm. (Figure 
5-7). As the results of simulations show, the angle of repose is decreased while drop height 
 105   
increases (Figure 5-8). The trend the angle of repose inversely related to drop height was captured 
by an experiment (Van Burkalow, 1945).  
As the drop height increases, the potential energy of particles increases, and the kinetic 
energy of particles becomes higher when particles hit the particle stack, compared to particles 
dropped from lower height. The high velocity of dropping particles could densify the particle stack, 
as particles hit the pile with the high energy. However, the force chain at the end of the simulation 
does not show any evidence of densification. To quantify the contact force, the distribution of 
contact forces is drawn in Figure 5-9. All contact forces are sorted and number of contacts 
representing specific contact force is counted. 
The figure shows the distribution of the contact force between particles are close regardless 
of drop height. The distribution of force chain does not show any evidence of densification due to 
increase of drop height. This result can be explained by absence of confinement. The absence of 
confinement makes the dropping particles push other particles in lateral direction. The force chain 
data shows that the particle stack maintain its loose status. 
The distribution of forces and number of contacts in the log-log graph shows that the 
distribution follows the power law. It is the first numerical experiment that captures power-law in 
force distribution in particle stack by using polyhedral shape particles. The mechanisms of the 
power law underlie diverse phenomena such as occurrence of earthquakes (Kagan, 2010), traffic 
on highways (Jung et al., 2008), accessibility of information on the web (Lawrence and Giles, 
1999), energy dissipation in cyclones (Corral et al., 2010), neural system (Hesse and Gross, 2014), 
etc. This power law distribution of force in polyhedral particle simulation indicates that the 
simulation captures fundamental natural phenomena which has a deep connection with seemingly 
unrelated system. 
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While the particle velocity is the possible explanations for the influence of drop height. 
Figure 5-10 show the average velocity across the timesteps. As expected, particle from higher 
position has higher velocity and the higher velocity particle requires higher resistance force to be 
stabilized. As overall particle velocity increase, the particle cannot be accumulated on the stack. 
Eventually, from the higher the particle drops, the lower angle of repose is formed. 
5.3.3 Influence of contact damping between particles 
Particle contact damping affects energy dissipation when particles collide with each other. 
In BLOKS3D, damping is computed by using relative velocity of contacting particles (Zhao et al., 
2006c) . As particle damping increases, the energy dissipation caused by particle contacts becomes 
larger and the particles are stabilized easily. Simultaneously, the particles in the stack are less 
pushed by dropping particles due to the energy dissipation during particle contacts. In the 
simulation, six different damping ratios are applied: 1%, 5%, 10%, 30%, 40% and 50%. The results 
show that the angle of repose increases with damping (Figure 5-11). The explanation of the 
influence of damping is the similar with influence of dropping height.  
Figure 5-12 (a) shows that average velocity of particle across the time steps. The high 
damping decreases the overall velocity of particle. Figure 5-12 (b) show velocity vector at time 
0.58 second. The velocity vectors show that particles with low damping has less stabilized on the 
stack. In the end, as the damping increases particles are more easily stabilized and particles with 
higher contact damping form a higher angle of repose. 
5.3.4 Influence of inter-particle friction angle 
The friction angle of granular materials consists of the inter-particle friction angle and the 
geometrical friction angel. The friction angle can be expressed by the following equation: 









is inter-particle friction angle and ∅′
𝐠
is geometrical friction angle. 
As equation (5-4) indicates, inter-particle friction angle controls the granular particle 
behaviors. When a particle is on a slope, the particle will slide when the angle of the slope is larger 
than the inter-particle friction angle. The inter-particle friction angles 23˚, 27˚, 31˚, and 35˚ are 
adopted to represent the range of real inter-particle friction angles of granular material (Table 5-2). 
As the inter-particle friction angle increases, the resisting force due to friction becomes greater, 
and the resisting force prevents particle sliding. The high friction angle increases angle of repose. 
The effect of inter-particle friction angle is captured by DEM simulation. In the simulation, as the 
inter-particle angle increases, the angle between the sand pile and the plane becomes steeper 
(Figure 5-13).  
5.3.5 Influence of particle shape (round vs flat particles) 
Particle shape plays a vital role in coarse grained particle behaviors. However, the effect 
of particle shape on the angle of repose is difficult to measure in an experiment because controlling 
the physical shape is not trivial. The majority of DEM simulations use sphere or combined sphere 
due to an easy implementation and less computational demand compared to realistic particle shape 
simulation. Chen et al (2019) and Manoj et al (2015) studied angle of repose by using combined 
spheres and concluded that the angle of repose decreases as sphericity of particle increases.  
Considering that the particle shape and surface friction have a vital role in particle dynamics (Lu 
et al., 2015), combined sphere is not sufficient to study the effect of particle shape on granular 
material behavior.  
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The rigorous parametric study of the angle of repose requires realistic particle shape 
simulation because it is well known that particle shapes affect 1) the amount of contact surfaces 
that control the resisting forces of contacted particles, and 2) the inertia related to particle rotation 
(Lu et al., 2015; Wang et al., 2011; Zhao et al., 2006c). The results of the simulation with different 
inter-particle friction angles shows that using realistic shapes is required to measure the effect of 
particle interlocking. 
The effect of particle shape is studied with six different shapes of 3D polyhedral particles. 
In the series of simulations that use different shapes of particles, an equal amount of particles 
volume is used to form a conical shape. Figure 5-14 shows the repose angle formed by six different 
shapes. The shape is quantified by the maximum distance from a vertex to bounding sphere. Bigger 
number means that the particle is flatter. The results of the simulation show that the role of particle 
shape on particle dynamic is critical; the flatter particle forms the higher angle of repose. 
5.3.6 Influence of gravity and particle density 
Changing the condition of gravity in an experiment is expansive whereas simulations are 
efficient tools to test particle behaviors under different gravity conditions. There have been 
conflicting opinions on the effect of gravity on the angle of repose. Kleinhans et al. (2011) claimed 
that the angle increases approximately 5˚ when lunar gravity is applied to granular particles 
compared to the earth’s condition. On the other hand, the experiment by Stewart et al. (2019) and 
the numerical studies by Chen et al. (2015) and Ji and Shen (2009) show that the effect of gravity 
on the angle of repose is negligible. In this study, four different gravities are used to estimate the 
effect of gravity on the angle of repose: Mars, Moon, Earth and Jupiter. The simulation changes 
the magnitude of the gravities while other parameters such as grain size distribution, particle 
density, and particle shapes remain the same.  
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The polyhedral particle simulation shows an insignificant effect of gravity on the particle 
stack (Figure 5-15). While the four simulations do not show major differences, the force chain and 
the distribution of force data provide the mechanisms of particle interlocking due to gravity (Figure 
5-16). As the figure shows, the force chain at the end of simulation becomes thicker as gravity 
increases. The negligible effect of gravity on angle of repose can be explained by the fact that 
resistance force is proportionally increased with normal force. The overall force magnitudes are 
affected by gravity, but as the normal force increases friction between particles are proportionally 
increased. This explanation is supported by the force distribution normalized by gravity (Figure 
5-17). As the distribution normalized by gravity the four graph converges together. Again, the 
distribution of contact force follows the power law.  
The mass of the same volume of particle is determined by particle density. It is predicted 
that variations of particle density have the same effect as the force of gravity. The simulation with 
different densities of particle is conducted to confirm this prediction. Kinetic energy is proportional 
to mass of particle when the velocity of particle is the same. To understand the effect of particle 
density on the angle of repose, three different tests are conducted with three different particle 
densities: 1.3 g/cm3, 2.6 g/cm3, and 3.9 g/cm3. An equal number of particles are poured to control 
the volume in the system. The simulation shows that the angle of repose is maintained as particle 
density increase (Figure 5-18). The overall angle is not affected by variation of particle density. 
 Impulse-based DEM for the angle of repose simulation 
Impulse-based simulation is developed by algorithms adopted from computer graphics and 
computer game engines. The impulse-based DEM simulation is called iDEM. iDEM enables the 
simulation of particles with larger timestep size than conventional DEM, and it improves 
computational performance with plausible output. While it allows more overlap between particles 
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due to the large timestep size, it aids understanding of general behaviors of granular materials. The 
angle of repose simulation is conducted with iDEM simulation to evaluate particle behaviors in 
iDEM.  
5.4.1 Sleep function 
Before running the angle of repose simulation by iDEM, a sleep function is implemented. 
The polyhedral particle has flat faces, and each particle contact has multiple contact points when 
edge-edge, edge-face, and face-face contact happen. The impulse-based method resolves the 
overlaps by an iterative method which updates impulse of each contact point. The iterative method 
efficiently captures the energy propagation of multiple contacts, but it causes particle jittering due 
to the unbalanced impulse. The jittering introduces unrealistic energy in a system and makes it 
harder to stabilize the particles. 
To efficiently solve this problem, a sleep function to prevent jittering is introduced in iDEM. 
The sleep function makes particle stable when the velocities of the particle become smaller than 
the velocity threshold.   
∑𝑉𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑑  ≤ 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 
(5-5) 
While a particle is in sleep mode, other particles can touch it. To make the particle active 
again, the sleep algorithm has a function that wakes the particle when another particle hits the sleep 
particle. The sleep function is implemented by the following procedure: 1) In Motion Update, after 
particle position is updated, the sleep index of every particle is set to one. 2) When the particle 
contacts resolve, two is multiplied with the sleep indices of the contact particles if the updated 
velocities of contact pair particles are smaller than the velocity threshold. 3) When the particle 
velocity is larger than the threshold, zero is multiplied with the sleep indices of the contact particles. 
Sleep index zero indicates that the particle has a contact with large impulse. 4) If the sleep index 
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is larger than 2, it indicates that a particle has small impulse contacts and the particle is put in sleep 
mode. Once a particle is in sleep mode, position update of the particle is skipped, and the velocity 
of the particle is set to zero. After the velocity is updated, the sleep index of the particle returns to 
one. This makes the sleep particles ready to wake when a new contact impulse is applied on the 
particle. When particles do not contact each other, the sleep index remains one.   
When the sleep condition is met, the particle stops moving. Although this function 
efficiently prevents vibration of the particle, it can cause unrealistic particle behaviors. For 
example, when two particles collide in the air and the velocity of both particles is small, they stop 
moving in the air until other particles hit the particles. The unrealistic behaviors are due to the 
abrupt motion state change.   
To prevent these unrealistic behaviors, another algorithm is required to make the particle 
sleep smoothly. The algorithm requires a function to track the velocity change of each particle. 
The historical sleep velocity for sleep function is computed by equation (5-6) across as the time 
moves. The equation updates sleep velocity by considering the previous sleep velocity and the 
current particle velocity. If sleep velocity is smaller than the threshold, the particle is put in a rest 
condition. This function makes the sleep function more realistic. 
𝑉𝑠𝑙𝑒𝑒𝑝 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = 𝐵𝑖𝑎𝑠 × 𝑉𝑠𝑙𝑒𝑒𝑝 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 + (1 − 𝐵𝑖𝑎𝑠) × 𝑉𝑐𝑢𝑟𝑟𝑒𝑛𝑡 (5-6) 
The bias is the value between 0 and 1. If the Bias is 0, the sleep velocity reflects the current velocity. 
By controlling the bias, users can determine the portion of the current particle velocity that 
influences the sleep velocity. 
5.4.2 Comparison with DEM simulation 
The velocity threshold and sleep function are applied in iDEM simulation to prevent 
unrealistic energy in a soil stack. The angle of repose measured by iDEM simulation 
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underestimates the angle compared to the angle measured by DEM. Indicated in the previous test, 
iDEM using large size of timestep requires more particles to fill the same volume. The large 
timestep size increases a possibility of more contact overlaps of particles. As the stack height 
decreases, the overall angle of repose decreases. Although the results from two simulations have 
a discrepancy, iDEM can capture a trend of the effect of height on angle of repose.   
 Evolution of a slope using continuously dropping particles  
After the parametric study for angle of repose is conducted, this study is expanded to the 
dynamic behavior of natural slope to examine the evolving nature of slope. A natural slope can 
adjust its shape by adding particles on the slope and sliding. To simplify the mechanism, this 
numerical experiment uses continuously dropping particles and measures mass of the stack to 
capture the magnitude of slides. The simulation adopts the same parameters used in the feasibility 
test. 
5.5.1 The procedure of continuous dropping particle simulation 
The particles in the simulation are continuously generated in the air (Figure 5-21). The 
particles are added in the system by a constant rate. The red line indicates the initial position of 
particles and the particles are generated as align to the red lines without overlap. The constant rate 
of particle generation controls the volume of dropping particles on the stack. When a new of 
particles is added in the system, the intervals between generating particles are controlled so that 
the particles in the previous set and the new set do not overlap with each other.  If the interval is 
too short, a new particle contacts with a previous particle and the velocity of dropping particle 
cannot be regulated. On the other hand, if the interval is too long, the simulation time is 
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unnecessarily increased. Setting a proper duration of interval is required to efficiently simulate the 
evolving slope by optimizing the computational time.  
An initial velocity is added to shorten the duration of the intervals and prevent particle 
overlaps. When the initial particle velocity is zero, a large number of timesteps is required to 
achieve enough particle displacement to avoid overlapping with the previous set. By adding the 
initial velocity, the previous particle can travel a further distance within the same number of 
timesteps. While a high initial velocity shortens the duration of the intervals, it can make the 
particle bounce out of the hopper.  
In addition, in case when more particles are poured in the hopper due to a short duration of 
the intervals, particles easily form an arch in the hopper and block particle flow. Once the arch is 
formed, the particles are stuck in the hopper even if the friction between the hopper and the particle 
is set to zero. Thus, the interval time is carefully determined by considering the size of hopper, 
grain size distribution, and amount of particle in the hopper.  
In addition, in case when more particles are poured in the hopper due to a short duration of 
the intervals, particles easily form an arch in the hopper and block particle flow. Once the arch is 
formed, the particles are stuck in the hopper even if the friction between the hopper and the particle 
is set to zero. Thus, the interval time is carefully determined by considering the size of hopper, 
grain size distribution, and amount of particle in the hopper.  
The study measures the weight of the sand pile across time as Yoshioka (2003) performed 
sand pile experiments. The mass of stack increases as particles are dropped and added on the stack, 
and it decreases as particles leave the stack by sliding. The magnitude of individual slide is 
computed by mass drop of the particle stack. This study computes the change of mass and the 
magnitude of a slide by mass drop.  
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A simulation is conducted with a uniform size of particles with combination of six different 
shapes (Figure 5-4) and 320-faced particle. The mass of each particle is 1.728e-04 kg. The duration 
of the simulation time is approximately 90 seconds. The mass of the particle stack is measured in 
every 100 timesteps (every 1.22878e-03 second). If mass continuously drops across the several 
timesteps, the drop is considered as a slide and the difference between the mass of the maximum 
and the minimum is recorded as the magnitude of the slide. After the simulation, the slides are 
sorted by the magnitude and the frequency of the magnitude is counted.  
5.5.2 The result of continuous dropping sand pile simulation 
The results of particle mass and entire simulation time show that the particle keep stacking 
on the pile and the mass accumulates until the stack reaches a threshold. Once the particle stack 
reaches the threshold, the soil stack maintains its critical state by having particles slide along the 
side of the cone (Figure 5-21). In the simulation with six different particle shapes, approximately 
4,200 particles form the cone in combination of different particle shape simulation, when the stack 
reaches its critical state. The mass across the time shows that after the stack accumulated at certain 
points, it maintains the stack by allowing slides. In this simulation, the critical point is about 0.7 
second. In the simulation with 320 faced particles, the sphere like particles are not staking as the 
previous simulation due to rolling. Thus, it takes less time and less number of particles to reach 
the critical state.  
Mass data is used to quantify the magnitude of slide. The magnitude is computed by the 
continuous mass drop. For instance, as Figure 5-21 shows, if mass continuously drop across the 
time step, it is considered as one slide and the amount of the mass drop is considered as the 
magnitude of the slide. Once the data of the magnitude of slides is obtained, the magnitude of 
sorted and number of slides for each magnitude is counted. The magnitude and frequency of the 
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slides are converted to a log scale as summarized in Figure 5-22. The figure shows that the 
relationship of magnitude and the number of slides follows the power law and this distribution 
indicates that the polyhedral particle simulation can capture the self-organized criticality even with 
320 faced particles. 
5.5.3 The self-organized criticality of sand 
Self-organized criticality (SOC) was introduced by Bak, et al (1987) to explain the 
emergence of complexity. ‘Self-organized’ emphasizes the absence of manipulation, and 
‘criticality’ describes the similarity of phase transition. When sand particles are dropped one by 
one from the top, the sand accumulates until it reaches a critical point. After the critical point, sand 
will flow so that it the distribution of magnitude and frequency of the granular flow show regularity. 
Figure 5-22 shows that the stack reaches the critical point around at seven seconds and maintain 
its mass. While the magnitude of each flow differs, the distribution of frequency and magnitude of 
flows show trends.  
Bak et al (1987) explain the behavior of sand piles, introducing self-organized criticality. 
According to Bak’s observation, a sand pile retains its shape as the granular material flows on the 
sides of the pile. They found that the occurrence of the phase transitions follows the power law. 
After the introduction of SOC, studies and experiments have been performed by Frette et al. (1996) 
with rice and Yoshioka (2003) with sand; Yoshioka shows the relationship of magnitude and 
frequency of the sliding and concluded that the distribution of avalanche depended on the size of 
radius of the bottom plate. As the size of radius became smaller, the magnitude and frequency of 
a slide follow the power law. It is because in a simulation with a large bottom plate, small-scale 
slides can be ignored as the sliding particles can be remained on the stack and the slides cannot be 
recorded by mass changes.  
 116   
The simulation of evolving slope with polyhedral particle shows a trend of self-organized 
criticality in the distribution of magnitude of slides and number of slides. This data supports the 
claim that while the individual slide is difficult to predict, the distribution of slides follows the 
power law. It is the first numerical experiment that captures self-organized criticality using 
polyhedral shape particles. The results suggest that the simulation can capture the mechanisms of 
the complex system. Further study on the angle of repose and parametric effect on the slides 
distribution is expected to shed light on fundamental mechanisms of complex systems which has 
been less explored. 
 Conclusion  
The polyhedral DEM simulation which does not require a rolling friction coefficient 
captures particle behaviors with a reasonable inter-particle friction angle. While it requires 
relatively less parameters, the polyhedral particle simulation proves its ability to capture large 
displacement and phase transitions of granular materials by reproducing the sand pile experiment.  
The angle of repose simulations with different input parameters are conducted to 
understand the effect of each parameter used in DEM simulations. A parametric study shows that 
the angle of repose increases when particle is flattened, drop height deceases, or contact damping 
increases. The effects of gravity force and bottom boundary size on the angle of repose are 
negligible. The distribution of force in particle stack follows the power law. It is the first numerical 
experiment that captures power-law in force chain of particle stack by using polyhedral shape 
particles. 
The duration of the simulation is extended to understand evolution of slope, and particles 
are continuously generated with equal frequency at the same height. The continuously generated 
particles are poured through a hopper, and particles mass on the bottom boundary is measured 
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across timesteps. The magnitude of particle slide is computed by using the particle mass drop on 
the stack. The number of drops and magnitude of the drops follows the power law distribution. 
The result suggests that an individual slide is hard to predict, but the distribution of slides shows a 
consistent pattern: self-organized criticality. This numerical study is the first polyhedral simulation 
that captures the self-organized criticality of granular materials.  
Further investigation is needed to better determine how each parameter affects the pattern of 
the distribution in self-organized criticality. The slides simulation with polyhedral particle is 
expected to be exploited for the understanding of fundamental mechanisms of complex systems.   
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 Tables and Figures 
Table 5-1 Particle properties for the angle of repose simulation 
Parameters DEM iDEM 
Particle size (cm) 1.0 1.0 
Particle density (Gs) 2.6  2.6 
Contact damping (DEM) 
/ Coefficient of restitution (iDEM) 
0.4  
0.7 
Inter particle friction angle (°) 34° 34° 
Normal stiffness (N/m) 160000 160000 
Shear stiffness (N/m) 130000 130000 
Timestep (∆t) 2.549e-05 1.275e-04 
Gravity (g) 1g 1g 





Table 5-2 Inter-particle friction angles of minerals (Terzaghi et al., 1996) 
Mineral ∅𝜇
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Talus Bulk materials Sand dune Cinder cone crater 
Figure 5-1. Granular slope is pervasive in nature. 
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Figure 5-3. Grain size distribution: particle sizes are increased and trimmed 
 
 






Figure 5-5. Comparison of (a) physical and (b) numerical experiements. Drop height is 10 cm. 
The angle of repose is 32 and 33 degrees from physical and numerical experiments, respectively. 
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Figure 5-6. Comparison of angle of repose on (a) infinity bottom boundary and (b) circular 
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                         5 cm                                 7.5 cm                                      10 cm                               12.5 cm 
Figure 5-7. The effect of drop height on angle of repose. (a) visualization of particles and the angle of repose at the end of the simulation 
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Figure 5-8. The effect of drop height on angle of repose. The angle decreases as the drop height 
increases. 
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Figure 5-9. The distribution of contact force at the end of the simulation. The height of the drop 
does not affect the contact force distribution. Particle stack maintains its loosest status regardless 

























 2 x-4 10-6




            5 cm            7.5 cm      10.0 cm      12.5 cm 
Figure 5-10. The influence of drop height on velocity of particle. (a) The overall particle 
velocities are increased as the drop height increase. (b) the velocity vector plot at time = 0.464 
sec. As particle velocity increases, the particles are hard to be stabilized on the stack. 
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Figure 5-11. The effect of the contact damping on angle of repose. The angle of repose increases 
as the contact damping increases. 
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       ξ= 1% ξ= 5%        ξ= 10%       ξ= 40% ξ= 50% 
 
Figure 5-12. The influence of contact damping on velocity of particle. (a) The average particle 
velocity with time: the overall particle velocities are decreased as the contact damping increase. 
(b) the velocity vector plot at time = 0.58 sec. As particle contact damping increases, the 
particles are easy to be stabilized on the stack. 
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Figure 5-13. The effect of inter-particle friction angle on angle of repose. The angle of repose 
increases with inter-particle friction angle.  
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Figure 5-14. The effect of particle shape on angle of repose. Particle shapes affect particle behavior. 
The elongated particle is computed by the ratio of maximum particle face area over minimum 
particle face area. The stack with flatter particles has higher angle of repose. 
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Figure 5-15. The effect of gravity force on angle of repose. The effect of gravity on angle of repose 
is negligible  


















 131   
 
 
Moon (1.62 m/s2) Mars (3.71 m/s2) Earth (9.81 m/s2) Jupiter (24.8 m/s2) 
Figure 5-16. The effect of gravity can be observed by (a) the distribution of contact forces and (b) 
force chain. The distribution of the force follows the power law.  
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Figure 5-17. The distributions of contact forces normalized by gravity. The normalized contact 
force converges to a certain range. This explain why the influence of gravity on angle of repose 
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Figure 5-18. The effect of particle density on angle of repose. The influence of particle density is 
as negligible as the influence of the gravity force.  
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Figure 5-19 Comparison of DEM and iDEM via angle of repose. The impulse based function 
captures the trend of the influence of drop height on angle of repose. iDEM generally 


























Figure 5-20 Simulation setting for study of slope evolution. The particles are generated continuously by a constant rate. The red line 
indicates the initial position of particles when the particles are generated. The particles are generated on the position without overlap 
and dropped through the hopper. Another simulation with 320 faced particle is also conducted.  
Initial 
position
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Figure 5-21 To measure the amount of the particles on the stack, particle mass are measured as 
times proceeded. Once the mass data retrieved, mass drops are computed. Each continuous mass 
drop considers as slides and the magnitude of slide computed by the amount of mass drop. 
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Figure 5-22 Sliding mass vs. number of slides. The distribution of slides follows the power 
law. This result shows the polyhedral particle simulation captures self-organized criticality. 
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 CONCLUSIONS AND FUTURE WORK 
 Conclusions 
The main object of this study is to improve computational efficiency of realistic polyhedral 
particle simulation via shared memory parallel algorithms and apply the model to the engineering 
applications. It contributes to the field of computational geomechanics through extending the scale 
of polyhedral particle simulations.  
Table 6-1 summarizes the highlight, limitation, and future work of this study. The 
contribution can be summarized as follows:  
1) The study extends impulse-based discrete element method (iDEM) to three dimensional 
problems. 
2) The speed of code is improved by optimization and data restructuring of the software. The 
software was developed more than 20 years ago, and the data structure of the code does not 
fit for parallel algorithms. The data structure is completely rewritten to maximize the 
computational performance. While restructuring and rewriting the software are time 
consuming, they improve the code speed about 15% and enhance the readability of the code. 
3) The computational time for 3D polyhedral particle simulation (DEM/iDEM) is shortened 
via shared memory parallelization algorithms. Most of the study of DEM parallelization 
uses domain decomposition, but the domain decomposition does not give good speed up 
when shared memory is used. Thus, new shared memory algorithms are developed and 
implemented for BLOKS3D. Different shapes, numbers, and assemblies of particles are 
used for the scalability test. The test shows that the Contact Detection part takes most of the 
computational time and benefits the most from the parallel algorithm. The code improves 
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its speed about 28 times when 48 cores are utilized. It is the largest speed gain of polyhedral 
particle simulation by using shared memory parallelization. 
4) The parallelized code is tested by a series of simulations. The polyhedral particle simulation 
does not require rotational damping, and it can capture granular behavior by using a 
reasonable inter-particle friction angle. Both parallelized DEM and iDEM prove their ability 
to capture the simulation. Simulation is extended to 52 million of particles. To the best of 
author’s knowledge this simulation is the largest simulation conducted by using polyhedral 
particle simulation. 
5) The parallelized code is used for the full-scale ballast simulation which is the first ballast 
simulation of dynamic responses associated full-scale laboratory or field tests. Target force 
can be applied precisely on the ballast particles in DEM simulations with few mismatches 
using the proportional–integral–derivative (PID) controller function while target force 
cannot be followed exactly without PID controller.  
6) Crosstie vibration velocities captured in the DEM model matched quite closely with the 
measurements from the physical model in terms of both behavior trends and magnitudes. 
With train speed increases, crosstie vibration velocity increases accordingly.  
7) A polyhedral particle simulation reproduces the physical angle of repose test to reveal the 
mechanisms of natural slope of granular materials. The simulation adopts a realistic inter-
particle friction angle in the absence of rotational friction coefficient.  
8) A parametric study shows that the repose angle increases when 1) particle is flattened, 2) 
drop height deceases, 3) contact damping increases, or 4) inter-particle friction increases. 
The effects of gravity force on angle of repose are negligible.  
 140   
9) The distribution of force in particle stack follows the power law. It is the first numerical 
experiment that captures power-law in contact forces of particle stack by using polyhedral 
shape particles 
10) An evolution of slope is examined by constantly dropping particles on a particle stack. The 
evolving slope shows a trend of self-organized criticality in the distribution of magnitude of 
slides and number of slides. It is the first numerical experiment that captures self-organized 
criticality using polyhedral shape particles. The results suggest the simulation can capture 
the mechanisms of the complex system 
Various industries require a more thorough understanding of granular materials. This study 
extends the scale of realistic particle shape simulation, and it shows that the model can be an 
efficient tool to give better insight to the granular material behavior. The application of the 
software can be extended to any granular material:  rock, concrete, pharmaceutical, food process, 
agriculture etc. 
 Recommendations for future study 
6.2.1 Fluid particle coupling 
Soils are inherently multiphase materials, whose behavior is controlled by mineral phase 
particle geometry and their interaction with other phases such as fluid or air. Continuum 
representation of the soil provides adequate approximation of soil response under conditions, 
whereby discontinuum behavior is not significant, such as at low strain levels. However, for a 
range of large strain problems such as particle flow and soil liquefaction, particle representation is 
needed to capture observed behavior and provide simulation tools that are useful to gain insights 
into the physical phenomena, for engineering evaluation and in support of engineering design.  
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Multiphase material is all around us and is not limited to soils. It is relevant in numerous 
fields such as construction, hydrodynamic flow, petroleum, agriculture, aerospace, biomechanics, 
and bulk material handling. Nevertheless, the complex behavior of the material remains 
insufficiently known. Multiphase material behavior is difficult to directly observe or measure, and 
numerical simulations have become a critical component for studying the mechanisms of 
multiphase material response. Researchers have adopted discrete-continuum or discrete-discrete 
approaches to simulate the behavior of multiphase materials (Solenthaler, 2009). These approaches 
simulate solid particles by using Discrete Element Method (DEM) while the fluid phase is 
represented with Computational Fluid Dynamics (CFD) models or as discrete particles. 
In geotechnical and civil engineering applications, two-phase coupling of solid particles is 
relevant for understanding a wide range of problems from shear induced porewater pressure and 
liquefaction in soil to impact of storm and tsunami driven debris on coastal infrastructure. 
Simulation tools that can represent these complex interactions can be used to enhance the 
resiliency of infrastructure to soil failure and flooding. 
The coupling strategies can be categorized depending on the treatment of the fluid-solid 
particle interactions: one-way coupling, two-way coupling, and four-way coupling (see Norouzi 
et al. (2016) chapter 6 for description). Geotechnical engineering typically handles densely packed 
particles with fluid systems. Thus, four-way coupling is required to simulate realistic solid-fluid 
interactions.   
CFD methods for DEM fluid coupling are mainly classified into three categories: mesh-
based methods, particle-based methods, and hybrid methods. 
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6.2.1.1 Mesh-based methods 
Mesh-based methods describe a fluid phase in the Eulerian framework using macro-scale Navier-
Stokes equations discretized by Finite Volume (Climent et al., 2014; Iqbal and Rauh, 2016), Finite 
Difference (Psakhie et al., 2015), or Finite Element Method (Casagrande et al., 2016). In mesh-
based methods, CFD calculates the interaction forces such as drag forces, lift forces, and pressure 
gradient forces acting on particles and transfers the forces to DEM. Then, DEM computes the new 
particle position and velocity, updates the particle volume fraction in each computational cell, and 
transfers particle velocity and volume fraction to CFD solver. However, acquiring volume 
information of complex boundaries or handling free surfaces results in increasing cost and 
difficulty of the simulations simulations (e Silva et al., 2015; Jing et al., 2016; Robinson et al., 
2014). 
6.2.1.2 Particle-based methods 
Smoothed Particle Hydrodynamics (SPH) is a fully Lagrangian framework developed by 
Gingold and Monaghan (1977). This method considers fluid as a combination of particles to 
simulate hydrodynamics. Due to its flexible character, the DEM +SPH technique enables capturing 
the large displacement or complex geometry setting behavior of the multiphase material, which 
might be difficult for conventional mesh-based methods. Solids and fluids exchange forces 
(Potapov et al., 2001) or impulses (Oh et al., 2009) to simulate fluid-solid interaction. (Markauskas 
et al. (2017)) concluded that DEM-SPH method agreed well with analytic results. However, SPH 
compromises accuracy by discretizing continuous fluid media as particle (Gao and Sun, 2011) 
concluded that the DEM+SPH method agrees well with analytic results. Computer games and 
animations adopt SPH with their rendering schemes. They compensate some accuracy and apply 
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a parallel computing framework to make fluid-solid interaction look plausible in an efficient 
manner.  
6.2.1.3 Hybrid methods 
Lattice Boltzmann Method (LBM) is a recently developed Eulerian framework for 
incompressible fluid. Unlike other CFD models, it solves a Boltzmann equation for the fluid phase. 
It was designed to run efficiently on high performance hardware architecture with the ability to 
deal with complex physics and boundaries. Although this method does not mature as traditional 
CFD methods, studies showed that LBM+DEM achieved a good match with the analytic solutions 
(Boutt et al., 2007). Due to the advantages, the number of solid-fluid interaction applications which 
adopt LBM are growing rapidly.  
The Figure 6-1 shows the LBM simulation with fixed particles. The one-way interaction 
of fluid – particle interaction program is developed by using python. The position or orientation 
of particle is fixed and does not affected by fluid pressure. The code can be extended to 3D 
simulation and the fluid pressure should influence the position of particles. Once the verification 
of one particle and fluid interaction, the scale of the simulation can be extended.  
Development of efficient and high-fidelity DEM+CFD models that simulate fluid 
interactions with particles will allow us to explore a broad range of phenomena associated with 
interaction of water in the soil pores with the soil particles. It is expected to shed light on the 
mechanisms of granular water interaction. 
6.2.2 Development of particle breakage  
The current version of BLOKS3D considers a particle as a rigid body and does not allow 
particle breakage. The particle under shear stress or cyclic loading can break, and it changes the 
grain size distribution. Grain size distribution affects particle assembly and particle dynamics. The 
 144   
portion of fine contents in a sample can affect the behavior of granular materials and the breakage 
itself affects the shear strength of the sample. The degradation of particles impacts particle 
characteristics and the underlying mechanisms that impact particle structure and drainage behavior. 
A better understanding of mechanisms of granular materials such as how the degraded material 
would pack, how much void space changes, and the effect of contact behavior can be obtained by 
particle breakage simulation.   
6.2.3 DEM + finite element modeling 
Soil structure interaction is a critical component to understand geotechnical study and 
geotechnical design. The current version of BLOKS3D simply considers all the materials in the 
system as a rigid body. For example, it considers a railroad tie as a long rigid body and does not 
allow it to deform. However, the actual tie went through deformation when a force was applied on 
the tie and as it interacts with ballast. The combination of the discontinuum and continuum 
methods will help to efficiently design tools for geotechnical and railroad engineering.  
6.2.4 DEM + statistic 
DEM can capture the individual particle data through timestep marching. It can produce 
large amount of data including force, displacement, velocity etc. While there is a large amount of 
data available, the statistic approach is less applied to the data from DEM simulation. The statistic 
model with DEM will an efficient tool for study the mechanisms of granular materials. 
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 Table and Figure 








Highlight Limitations Future work 
Shared memory 
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Figure 6-1 LBM + fixed square particle simulation in 2D written in python.  
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