ABSTRACT
INTRODUCTION
By measuring mRNA expression levels of thousands of genes in parallel, microarray experiments help revealing the structure of the underlying gene regulatory networks. The cellular regulatory system is a complex mechanism, and there is no straightforward way to represent it as † These authors contributed equally to this paper. a simple graphical model. The reduction of information needed to create a graphical model with nodes and arcs can be done in many ways, resulting in a wide range of network models with different interpretations.
A gene network is a directed labelled graph, where each node represents a gene and each arc represents a relation between the genes. The direction and the labels attached to an arc represent the nature and strength of the relation or the evidence for it. For example, an arc can mean that the source gene is coding for a transcription factor known to be binding to the promoter of the target gene. We obtain a different network if we define an arc as an observation in gene expression data, that the change in the expression level in the the source gene implies the change in the expression in the target gene. A network can also be built from literature data, linking genes which have been mentioned in the same paper (Stapley and Benoit, 2000; Jenssen et al., 2001) .
Various methods have been used to build gene expression networks, for instance, Bayesian networks (BN) (Friedman et al., 2000) and Dynamic Bayesian networks (DBN) (Murphy and Mian, 1999) . Pe'er et al. describe a method to infer subnetworks of interacting genes from gene expression data in a BN framework (Pe'er et al., 2001) . They are interested in finding features with high confidence in BNs learnt from a set of 565 genes in mutation experiments for Saccharomyces cerevisiae (Hughes et al., 2000) . Because the data set is too small to yield a single high confidence network, they use bootstrapping techniques to find such features. These are extracted into subnetworks, which are interpreted as separate cellular processes or putative interactions.
Although BN based methods are powerful techniques, the approaches that have been implemented currently are only able to deal with relatively small subsets of genome data. We have chosen an approach that allows for a genome-wide analysis, and although simple, we can demonstrate that it is biologically meaningful and provide insight in the genome-wide organisation of the gene networks. We build gene disruption networks by collecting information about differences in gene expression between yeast mutant strains. Nodes represent genes and arcs connect the deleted genes with the genes for which expression level changes have been observed for a particular threshold. We compare these networks to a network derived from literature data and explore their properties, including the distribution of arcs and the cellular functions of genes with many interactions as well as the topology and robustness of the network for different discretisation thresholds. Finally, we present an example of a subnetwork including genes involved in the pheromone response pathway.
BUILDING THE GENE DISRUPTION NETWORKS
A directed graph is defined as a tuplet (G, A) of nodes G and arcs A, where an arc a ∈ A is an ordered pair of nodes (g 1 , g 2 ) ⊆ G. We can attach labels to nodes and arcs, in which case we obtain a labeled graph. In a gene disruption network , each node represents a gene. A gene g 1 is connected to gene g 2 with an arc a = (g 1 , g 2 ), if the disruption of the gene g 1 changes the expression level of gene g 2 significantly. The 'significance' is defined through a threshold as described below.
The starting point for our network building is a gene expression data matrix E, in which each experimental condition, which in our case is a disruption of a particular gene, corresponds to a column and each gene corresponds to a row. The jth element in the ith row holds the 'expression level' r i j of gene i in experiment j, more precisely r i j = log (l i j /c i j ), where l i j is the background corrected signal for the studied condition relative to that of the same gene in a control c i j .
Next, we transform the original gene expression data matrix E into a discretised matrix D, where values d i j ∈ {−1, 0, 1} represent the expression level being decreased, unchanged or increased with respect to the control experiment. For this we first normalise the logratios r i j tor i j = r i j /σ i j , whereσ i j is a gene-specific standard deviation estimate for the measurement of gene i under experimental condition j. This can be estimated using different error models, see for instance (Hughes et al., 2000) . The discretisation is carried out on the normalised data using a cutoff level γ > 0, and defining
(1) Due to the gene-specific normalisation, we can use one consistent cutoff level for all measurements.
Effectively the disruption network (γ ) = (G, A) is a representation of the discretised matrix as a graph. For the given cutoff γ , we draw an arc from gene g j ∈ G to gene g i ∈ G, if d i j = 0. We can label the arcs as downregulating or upregulating, depending on whether d i j = −1 or d i j = +1, respectively. In the graphical representation we can show this by drawing them in red and green (or solid and gray in black-and-white representation). We also label the nodes by their respective gene names. Examples of gene disruption networks are given in Figure 4 and Figure 5 .
We use the microarray data set from Hughes et al. (Hughes et al., 2000) , which includes expression profiles for all genes in Saccharomyces cerevisiae over a set of 300 experiments. In 274 experiments single gene deletion mutants were examined, 2 experiments were double gene deletion mutants, 13 experiments were done with genes with tetracyclin regulated promoters and in the remaining 11 experiments the yeast cell cultures were treated with different drug compounds.
In parallel to these experiments, a series of 63 control experiments were performed, comparing untreated wildtype yeast cultures to each other, permitting the use of a gene specific error model and to normalise the data using the standard deviation estimates. Following normalisation we discretised the data matrix using different significance cut-offs between γ = 1.0 and γ = 26.0, which was the threshold where no edges at all were found. However, the analyses described below concentrate on the range γ = 2.0, 2.1, . . . , 4.0. We included only genes with less than 25% undefined data points in the gene expression matrix as given in (Hughes et al., 2000) .
NETWORK VISUALISATION
The analysis of the network properties is facilitated by their visualisation based on a graphical layout in 2 dimensions. The gene disruption networks may be very large and dense, therefore their visualisation is not trivial. To visualize the obtained networks we used the Graphical Diagramming Engine (GDE) (Freivalds and Kikusts, 2001) . GDE supports five layout styles, each revealing a different aspect of the network. In the hierarchical style drawings it is easy to notice the nodes with high in-and out-degree and their relationships. The spring-embedder layout reveals the cluster structure of the network, clearly identifying the parts that are strongly related. The grid layout was used to produce the drawings in this paper; it gives the most compact drawings useful when the area for displaying the drawing is limited. The tool also provides several edge representations including orthogonal, polyline and spline. Here the spline representation was the most adequate since the smoothness allows easier following of the edge. Although layouts of these networks were generated automatically, the rich editing facilities powered by the quadratic optimization method (Freivalds and Kikusts, 2001) were used in exploring the networks, discovering their features and preparing their relevant parts for pre-
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sentation. For connected component placement an original polyomino packing algorithm (Freivalds et al., 2001 ) was used. Such an approach allows a compact placement and high visual separation of the components.
COMPARISON OF DISRUPTION NETWORKS WITH A LITERATURE NETWORK
In order to relate the disruption networks to biological results, we compared them to a reference network constructed using the curated database YPD (Costanzo et al., 2001) , which contains information about the yeast genome.
A YPD network is a graph, where the nodes represent genes and two genes are connected with an undirected edge,if gene X is mentioned in the description of gene Y in the YPD database. Thus an edge between X and Y could be read as 'the database entry for X mentions Y and/or vice versa'. Note that we have not done any further analysis of the syntax, e.g. if the original description was 'a change in x does not influence y' we would still have an edge. These cases are rare and do not diminish the overall use of the reference network. The lack of text analysis is also the reason why we use undirected edges instead of directed edges, e.g. if the description for gene X reads 'X regulates Y' then there is also a relation 'Y is regulated by X'.
For our study, we selected a subset of 274 genes studied in (Hughes et al., 2000) . The resulting network has 827 edges. If our disruption networks represent meaningful biological knowledge, we would expect that it should overlap with the YPD network more than expected by chance. We checked this assumption by calculating the overlap between the disruption networks and the reference network, then comparing it to the distribution of overlaps between randomised networks and the reference network. Each randomised instance of the disruption network was built by keeping the number of arcs present in the disruption network constant. Every node has on average the same in-and outdegree as in the original network. This procedure assures that the overall network topology is retained.
We created 1000 randomised networks for each disruption network built. All disruption networks showed a significantly higher overlap with the reference network than the corresponding randomised networks (see Figure  1 ). In the range of γ ∈ {2.0, 2.1, . . . , 4.0}, the overlap between the disruption networks and the reference network inceases monotonously from 9-16%. If we interpret the reference network as representing connections between genes reported in literature, this result demonstrates that the disruption networks contain significantly more biological information than achieved randomly. 
'IMPORTANT' GENES AND GENES WITH COMPLEX REGULATION
The degree of a node in a graph is defined as the number of adjacent edges. In directed graphs we distinguish between the indegree-the number of incoming arcsand the outdegree-the number of outgoing arcs. For disruption networks we can speculate that genes with a high outdegree are 'important' in the sense that they influence the expression of many other genes, while genes with a high indegree have a complex regulation mechanism. In order to analyze the indegree and outdegree of various genes we represent them in two different formats: the degree table, where the genes are sorted according to their outdegree or indegree, together with their annotation in the YPD database (Costanzo et al., 2001) ; the cellular role table, where we use the 'cellular role' annotation from YPD to group all genes with at least one arc in a particular network and calculate for each group the median indegree and outdegree, and sort the groups according to their median degree. We find that the distribution of total degree, the sum of the in-and out-degree for each node, roughly follows a power-law (Figure 2 ). This topology, denoted scale-free (Barabasi and Albert, 1999) , has been found for metabolic networks (Jeong et al., 2000) and for many other complex systems (Albert and Barabasi, 2002) . The genes with the highest outdegrees encode proteins involved in transcriptional regulation (TUP1, SHE4, SWI4, CYC8) † , a ribosomal protein (RPL12A), a protein involved in rRNA modification and degradation of aberant mRNA (RRP6), a histone deactylase (RPD3), a MAP kinase (KSS1), proteins involved in metabolism (ANP1, ERG2, FKS1) and a H + -ATPsynthase subunit (CUP5). It is quite remarkable that in the case of the TUP1 deletion mutant about 50% of the genes show changes in expression and still the yeast cells survive. A full degree table for γ = 2.0 is included in our supplementary data.
The order of the groups in the cellular role table is robust over a wide range of cut-off values (see Table  1 ), though the number of genes per group is relatively small since only 248 mutants were included in the data set. The cellular roles with the highest median outdegrees predominantly have regulatory functions. It has to be kept in mind that genes can belong to more than one of these groups and sometimes the annotation can be misleading. RTG1 for example has an outdegree of 316, it is a transcription factor, but it is also a member of the 'carbohydrate metabolism' group.
The overwhelming majority of genes with the highest indegree are involved in metabolism (ADE17, VID24), especially amino acid biochemistry (YGL009C, HIS5, HIS1, TWT1, HOM3), stress response (HSP12, YHB1), transport (SIT1, PEX21, ARN1, YHM1) as well as some genes of unknown function (see supplementary data). The † We use capital letters to refer to genes in the disruption networks.
ordering of the groups in the cellular role table for the indegree is robust over a wide range of cut-off values. The group sizes are much larger compared to the cellular role table for the outdegree (see Table 1 ), therefore the grouping is more reliable.
Only a few genes can be found to have a high indegree and a high outdegree at the same time. When we plot the genes using their rank for outdegree and indegree in the degree table we find that ARG5,6 with an outdegree of 108 and an indegree of 28 (see Figure 3) is the only gene which is within the top 50% of the genes with highest outdegree and highest indegree.
The comparison of the cellular roles of the genes with the highest out-and in-degrees in the yeast mutation networks seem to confirm the intuition that general regulators are influencing many genes, whereas some metabolic genes are being regulated by many other genes. Note that the only group having a high median indegree and outdegree is 'small molecule transport'.
CONNECTED COMPONENTS
Recently, some investigations on the overall structure of gene networks have been published. Wagner predicts the existence many independent subnetworks and only a few direct connections for each gene (Wagner, 2002) , whereas Featherstone and Broadie argue that there is 'a single giant functional component rather than several subnetworks'. They also found that hubs, the genes with highest degrees, are evolutionary more conserved than the genes with lower degrees. (Featherstone, 2002) . 3 . Genes plotted according to their rank in the indegree and outdegree table for the network with γ = 2.0. Some outdegrees and the indegrees are given in brackets. The shaded areas indicate regions of ranking, darkest grey top 50%, medium grey top 66%, light grey top 75%. The only gene with a in-and out-degree within the top 50% for both is ARG5,6, a acetylglutamate kinase and Nacetyl-gamma-glutamyl-phosphate reductase.
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To address the open question about modularity, we are interested in the connectivity structure of our networks and want to examine whether or not, and to what extent yeast disruption networks have a modular structure. A connected component in a graph is defined as a subgraph where there exists a path through arcs (ignoring the direction) leading from one node to the other for each pair of nodes. A single gene disconnected from all other genes is not regarded as a separate connected component. For a low enough threshold γ all genes will be connected.
For γ ≤ 3.0 only one connected component can be found ‡ . For higher thresholds γ we find one dominant and few small components of sizes 2 or 3 genes. The dominant connected component consists of 5383 genes for γ = 2.0 and of 2354 genes for γ = 4.0 (see table 2).
Since the networks contain only a small number of nodes with rather high degrees, it is interesting to see if we can break down the connected component by removing the genes with the highest indegree or outdegree from the networks. For this we removed the top 1, 5 and 10% of genes when ranked for the outdegree, respectively indegree. This disrupts the connected component considerably. However, for γ ≤ 3.6 we still find only one major component and some much smaller components even when removing the top 10% of the genes with highest degrees (see Table 2 ). The dominant components are reduced in size, but are still at least one order of magnitude bigger than the minor components.
Only the networks with γ ≥ 3.7 consist of components of roughly equal sizes when the 10% of the genes with highest degrees are removed. Removing the top ten percent of the genes with the highest degrees at γ = 3.7 yields a network with 378 genes with at least one adjacent arc and a total of 331 arcs. The five biggest components have size 93, 53, 31, 20, 10 and there is a total of 50 components. Although in some of these components genes belonging to the same YPD annotation group are overrepresented, this is not true for the majority of the ‡ There is an exception for the network at γ = 2.6, which has an additional component consisting of 2 nodes groups. It seems possible that these components may not have a true biological meaning, but are rather the result of the mechanical reduction of the graph. Modules are thought to be building blocks which confer a particular function and might be interlinked to other modules via hubs. However, the results of Featherstone et al. and our analysis would argue for a closely connected network organisation rather than a modular structure. Genes involved in the same cellular processes seem to be closer in the network than unrelated genes (see also next section), however, this does not mean that the network can be easily broken down into independent parts. This indicates a scale free structure, which has the property of self-similarity, meaning that any part of the network is statistically similar to the whole network (Wolf et al., 2002) .
SUBNETWORKS AND THEIR VISUALISATION
Finally, we focus on subnetworks containing genes of particular interest, as an example taking the pheromone response. When yeast cells are starved they undergo meiosis leading to the production of haploid spores. Spores give rise to haploid cells of two different kinds of mating types a and α. These haploid cells can divide by budding, but when mixed they are able to mate and form diploid cells. Many changes are involved in the switch from haploid cells to diploid cells. The haploid cells produce a mating type specific pheromone, which diffuses into the medium and attracts mating partners of the opposite mating type. Diploid cells neither produce pheromone nor are they responsive to it. A G-protein coupled receptor system is involved in pheromone sensing in haploid cells and is one of the best studied signal transduction pathways in biology. The pheromone response includes increased transcription of genes whose products facilitate mating, arrest of the mitotic cell division cycle, changes in the cell surface and nucleus for fusion with the cognate organelles of the mating partner and alterations of the cell polarity and morphology (Sprague and Thorner, 1992) . We filtered for a core set of 20 genes known to be involved in pheromone response and their next neighbours in the disruption network. The subnetwork contains 63 genes and 115 arcs for γ = 4.0 (see Figure 4) , 36 genes are adjacent to more than one arc. Of these 36 genes 18 genes belong to the core set and further 8 genes (STE4, STE5, STE7, STE11, STE12, STE18, STE24, KSS1) are annotated as involved in the mating response. Some of the remaining 10 genes are likely to encode proteins which are involved in processes that are related to the pheromone response. One example is HOG1, which encodes a MAP kinase like STE11, however this protein is involved in the high-osmolarity signal transduction pathway, which is similar to the pheromone response pathway. Another example is SHE4, which encodes a protein required for the duplication of the spindle pole body. Finding these groups could possibly be done by appropriate clustering. However, our method allows also to find genes with high outdegrees (SWI4, CYC8, TUP1, RPD3) in the subnetwork, which encode gene products known to be members of general regulatory complexes which influence many genes. The remaining four genes are RAD6, CRS4, YER044C and YER050C.
The same filtering at γ = 2.0 gives us a subnetwork with 240 genes and 470 arcs (see Figure 4) , 75 genes have a degree higher than 1, including the full core set and the remaining genes mentioned in the previous paragraph. Additionally we find more genes encoding proteins which are likely to be involved in pheromone response related processes. For instance, BNI1 is required for the bipolar budding pattern, RTT104 is a helicase important for replication of ribosomal DNA, RAS2 is a GTP binding protein involved in regulation of the cAMP pathway, KIN3 is a serine/threonine kinase, FKS1 and GAS1 are involved in the cell wall synthesis.
The transcription factor Ste12 is the final protein in the pheromone signal transduction cascade. A consensus sequence for the DNA binding site of Ste12 is known ([A]TGAAACAA), and many genes involved in pheromone response have more than one Ste12-binding site in their promoter (Sprague and Thorner, 1992) . Of 19 genes known to be induced by pheromone 11 are found to be connected to STE12 in the network for γ = 2.0 (10 for γ = 3.0), while only 2 out of 13 genes known not to respond to the pheromone signal, are connected to STE12 in the network with γ = 2.0 (none for γ = 3.0). We used PATMATCH § to locate the consensus sequence for the binding sites in the upstream regions of the genes (Vilo and Kivinen, 2001) . The connectivity to STE12 in our networks corresponds to the absence or presence of the consensus binding site in the promoter regions of the corresponding genes (see supplementary data).
We tested several core sets containing genes involved in mating response with similar results. Up to 77% (depending on γ threshold) of the genes adjacent to the core set are annotated as involved in mating response as well.
We also tested core sets containing genes involved in other processes than mating response. These sets, e.g. small molecule transport, signal transduction and cell wall synthesis showed a similar behaviour, however fewer genes adjacent to the core set were involved in the same cellular process (up to 27% for small molecule transport, 20% for signal transduction, 21% for cell wall synthesis). For some core sets we found very few of the adjacent genes belonging to the same annotation group, e.g. energy generation with only up to 5% genes of the adjacent genes in the same group.
DISCUSSION
We studied gene disruption networks for yeast, inferred from gene expression data fully automatically without any human intervention. Yet, the overlap between these networks and the reference network constructed from the § For PATMATCH and other tools within Expression Profiler see http://ep. ebi.ac.uk.
YPD database is always considerably higher than expected by chance. This encouraged us to study the properties of the disruption networks further.
We have studied structural features of these networks that are robust for a range of cutoff thresholds. We notice that the distributions of the numbers of incoming and outgoing arcs are rather uneven, with few genes having a large number of incoming or outgoing arcs, while most genes had very few of each. The genes with the highest number of outgoing arcs can be regarded as being 'important' for cellular regulation, and it is encouraging that the annotation of such genes indicate their regulatory functions. The genes with the highest number of incoming arcs can be regarded as having complex regulation, and again, it is encouraging that these genes typically have a metabolic function according to their annotations. 'Small molecule transport' was the only class of genes that appeared in both classes.
We found that regardless of the cutoff threshold the disruption networks have only one clearly dominant connected component with rather small components of one to three genes being separated for higher significance threshold. Generally the same property stands if we remove the genes with the largest number of indegree or outdegree (these genes could be potentially be the ones holding the network together). The only case where the network falls into a number of subnetworks of relatively equal size is for very strong perturbations, and the disconnected componenents found when enforcing the network to break up this way do not have obvious biological meaning.
The network topology is dominated by this large connected component, and has a distribution of arcs which roughly follows a power-law. It has been suggested that this network topology is generated by a system which is optimised to work under conditions where it has to be robust against perturbations, but where this tolerance has a cost (Carlson and Doyle, 1999) . This is typical for biological networks, which have gone through natural selection to be tolerant to uncertain environments. A biological system cannot be protected against all possible threats, since the cost would be too high. Therefore a topology is favoured where a disruption of one component is most likely to affect few others, but where it is unlikely to disrupt a central component which may cause severe damage or death. For instance protein networks (Jeong et al., 2001 ) exhibit this type of robustness. Our findings support this theory since the data used is specifically information about gene disruptions. Intimately linked with this is the still open question about modularity in gene networks. For instance, Featherstone et al. argue that a network with a scale-free structure will be dominated by a single large component. Our results support this theory, since we were not able to find any discrete modules in our networks. However, it may be possible to find such modules by examining the networks in more detail, for instance by looking for the smallest cuts in the network graph which lead to disconnectivity and examine whether the resulting components have a biological meaning.
Looking for subnetworks consisting of genes involved in a particular cellular process allowed us to predict genes with similar functional roles. We need further studies to see how widely such predictions can be generalised.
Finally note that we can view the building of gene disruption networks as a method of structuring gene expression data which is an alternative to other known methods such as hierarchical clustering. Such networks allow us to explore different aspects of gene expression data.
